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El objetivo general de esta tesis ha sido explorar la potencialidad de las técnicas de
termografía activa para proporcionar una caracterización cuantitativa de materiales de
interés aeronáutico; en concreto, de materiales compuestos con refuerzo de fibra de car-
bono (CFRP).
La termografía activa es un conjunto de técnicas de análisis no destructivo basadas en
el estudio de la respuesta de una muestra a una excitación térmica. Son técnicas cono-
cidas hace tiempo, pero que a menudo se utilizan de modo empírico sin una adecuada
fundamentación científica, lo que hace incierta su generalización más allá de los casos
convencionales.
Por eso un primer objetivo parcial ha sido proporcionar esa fundamentación, sinteti-
zando bibliografía dispersa y desarrollando un modelo térmico unidimensional (1D) y un
método para su resolución (basado en la transformada de Laplace). Ambos proporcionan
un marco unificado, tanto para deducir resultados ya conocidos para muestras planas sin
pérdidas térmicas (como la determinación de la difusividad térmica α por excitación con
un flash) como para obtener otros nuevos cuando las pérdidas son importantes. Debido a
su baja conductividad térmica, este es el caso de los CFRP.
Este problema se aborda primero usando soluciones aproximadas a la ecuación del
calor para obtener α a partir de la evolución de la temperatura T (t) en los primeros se-
gundos tras el flash, cuando el efecto de la convección aún es muy pequeño. Después se
usa la solución exacta 1D para ajustar T (t) a lo largo de todo el experimento, obteniendo
además de α el número de Biot,Bi. Este método flash adaptado permite también, si se conoce
la densidad de energía del flash, obtener los valores de calor específico volumétrico ρcp y
conductividad térmica κ.
Las limitaciones del modelo 1D se estudian también empleando el método de elemen-
tos finitos, que permite simular el comportamiento de muestras tridimensionales, aunque
con un coste computacional enormemente mayor.
El método flash, estudiado hasta aquí, tiene el inconveniente de que la excitación pue-
de ser insuficiente para obtener un buen nivel de señal en muestras gruesas. Una alter-
nativa que puede superar esta limitación es el método escalón (step heating), que consiste
en la excitación con una fuente luminosa de baja potencia, nominalmente constante, con
la que conseguir mayor señal sin dañar la muestra. En la práctica, sin embargo, la forma
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exacta de la función de excitación no suele conocerse, lo que impide un análisis cuantita-
tivo con los métodos estándar. Este inconveniente se ha superado usando como entrada
al modelo no el flujo incidente sino la temperatura de la cara caliente, lo que es posible
gracias a la resolución por transformada de Laplace. El método ha requerido la puesta a
punto de un sistema de medida (desarrollado inicialmente para el estudio de materiales
compuestos sometidos a fuego) que consiste en dos cámaras infrarrojas que miden ambas
caras de una muestra plana durante toda la duración del ensayo, proporcionando mapas
espacialmente corregistrados y temporalmente sincronizados de la evolución temporal de
la temperatura.
Una vez caracterizado térmicamente el material, a partir de las respuestas en tempe-
ratura de las dos caras se ha podido determinar la forma y la potencia de la excitación,
resolviendo lo que se conoce como problema inverso mediante técnicas de regularización.
Una vez calibrada la excitación se puede trabajar con una sola cámara, así como obtener
ρcp y κ.
La caracterización cuantitativa alcanza su máximo potencial cuando se aplica a toda la
imagen, pero dada la gran resolución de las cámaras actuales, se hace necesario agilizar
el proceso de recuperación de parámetros térmicos. Con este objetivo, se ha simulado la
respuesta térmica a un flash para un conjunto de valores de α y Bi, y mediante el mé-
todo estadístico de las componentes principales se ha podido codificar perfiles T(t) de
2000 puntos por únicamente tres valores, lo que hace que los tiempos de computación se
reduzcan drásticamente; además, al tener una matriz de perfiles de evolución temporal
pre-calculada, deja de ser un problema iterativo, ganando más aún en rapidez. El cálculo
rápido de los parámetros térmicos para toda una imagen permite aplicar esta metodolo-
gía para caracterizar y detectar defectos. Se ha aplicado a muestras reales y comparado
con cálculos mediante software comercial de elementos finitos, obteniendo resultados sa-
tisfactorios.
Finalmente, dado que este método, tal como está planteado originalmente, sólo puede
devolver resultados de α y Bi de entre los valores discretos para los que se han precalcu-
lado los perfiles de temperatura, se ha puesto a punto una función que supera esta limi-
tación proporcionando valores continuos de los parámetros térmicos mediante un ajuste
polinómico cuyas variables independientes son las componentes principales del perfil ex-
perimental de temperaturas.
Abstract
The general objective of this thesis has been to explore the potencial of active thermo-
graphy techniques to provide a quantitative characterization of materials of aeronautical
interest; in particular, of carbon fiber reinforced composite materiales (CFRP).
Active thermography is a set of non-destructive analysis techniques based on the study
of the response of a sample to thermal excitation. These techniques have been known for
a long time, but they are often used empirically without adequate scientific base, which
makes their generalization uncertain beyond conventional cases.
Consequently, a first partial objective has been to provide this foundation, synthesizing
scattered knowledge and developing a one-dimensional thermal model (1D) and to derive
a new a method for its resolution, based on the Laplace transform. Both provide a unified
framework that deduces known results for flat samples without thermal losses (such as
the determination of thermal diffusivity α by flash excitation) as well as extend to new
ones when the convection losses are significant. Due to their low thermal conductivity,
this is the case of CFRP.
This problem is to be first addressed using approximate solutions to the heat equation
to obtain α from the evolution of the temperature T (t) in the first few seconds after flash,
when the effect of convection is still very small. The exact 1D solution is then used to
adjust T (t) throughout the whole experiment, obtaining α along with the number of Biot,
Bi. This adapted flash method also allows, if the energy density of the flash is known, to
obtain simultaneously in the same experiment the values of volumetric specific heat ρcp
and thermal conductivity κ.
The limitations of the 1D model are also studied using the finite element method,
which allows the behaviour of three-dimensional samples to be simulated, at a much hig-
her computational cost, though. The flash method, as to this point, has the disadvantage
that the excitation may be insufficient to obtain a good signal level in coarse samples. An
alternative that can overcome this limitation is the step heating method, which consists
in excitation with a low power light source, nominally constant, with which to get more
energy along the time without damaging the sample.
In practice, however, the exact shape of the excitation function is often not known,
which prevents a quantitative analysis with the standard methods. This disadvantage has
been overcome by using as input to the model not the incident flow but the temperature of
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the hot face, which is possible thanks to Laplace’s transform resolution. The method has
required the development of a measurement system (initially developed for the study of
composite materials exposed to fire) consisting of two infrared cameras that measure both
sides of a flat sample throughout the duration of the test, providing spatially coregistered
and temporarily synchronized maps of the temporal evolution of temperature.
Once the material has been thermally characterized, the shape and power of the exci-
tation can be determined from the temperature responses of the two sides, solving what is
known as the inverse problem by means of regularization techniques. Once the excitation
has been calibrated it is possible to work with a single camera, as well as obtaining ρcp
and κ.
Quantitative characterization reaches its maximum potential when applied to the en-
tire image, but given the high resolution of the current cameras, it is necessary to speed
up the process of recovering thermal parameters. With this objective in mind, the thermal
response to a flash has been simulated for a set of values of α and Bi, and by means of
the statistical method of the main components it has been possible to code 2000 point T (t)
profiles for only three values, which reduces the computation times drastically; besides,
by having a pre-calculated matrix of time evolution profiles, it is no longer an iterative
problem, gaining even more speed. The rapid calculation of the thermal parameters for
an entire image allows to apply this methodology to characterize and detect defects. It
has been applied to real samples and compared with calculations using commercial finite
element software, obtaining satisfactory results.
Finally, since this method, as it was originally proposed, can only return results from α
and Bi from among the discrete values for which the temperature profiles have been pre-
calculated, a function has been developed that overcomes this limitation by providing
continuous values of the thermal parameters through a polynomial adjustment whose in-
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Desde que el primer vuelo de los hermanos Wright en 1903 diera lugar a la aviación
hasta el día de hoy, en el que se ha convertido en un medio de transporte común, los
materiales de construcción de las aeronaves han sido un factor clave en la evolución de
esta industria, desde la madera y el metal hasta llegar a los materiales compuestos.
Un material compuesto es aquel formado por al menos dos materiales distintos, sin
que se haya producido ninguna reacción química entre ellos, sino que se unen a través
de un ligante, consiguiendo con ello propiedades que sería imposible que tuvieran por
separado. Dentro de la industria aeronáutica se usan principalmente dos tipos de mate-
riales compuestos diferentes atendiendo al tipo de refuerzo que utilizan: los que emplean
fibra de vidrio (GFRP, del inglés Glass Fiber Reinforced Polymers) o los que emplean fibra
de carbono (CFRP, del inglés Carbon Fiber Reinforced Polymers).
La creciente demanda y la continua creación de nuevos materiales hace indispensable
su completa caracterización, para un correcto entendimiento de su comportamiento en
diferentes condiciones de operación. Esto es particularmente cierto para materiales com-
puestos tales como los CFRP que serán el objeto de estudio a lo largo de esta tesis, ya que
sus propiedades pueden tener un amplio margen de variación de un espécimen a otro, y
depender fuertemente de la temperatura, presencia de defectos, etc.
La caracterización térmica de los CFRP, es decir, la determinación de parámetros como
la difusividad térmica α, el calor específico cp o la conductividad térmica κ, es especial-
mente importante porque el valor de estos parámetros condiciona la respuesta del ma-
terial en circunstancias críticas, como la resistencia al fuego. Esta caracterización puede
llevarse a cabo mediante métodos clásicos, como la termogravimetría o la calorimetría
diferencial de barrido, pero la mayoría de ellos requieren muestras pequeñas y son, nor-
malmente, destructivos, dañando el espécimen [66]. Una alternativa muy atractiva, por
tratarse de un método no destructivo, sin contacto y que además proporciona informa-
ción espacial, es la termografía activa, en la que la muestra es excitada, y con la ayuda
de una cámara infrarroja se registra la evolución de su temperatura. Esta evolución está
directamente relacionada con los parámetros térmicos, que pueden, por tanto, ser recu-
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perados con un análisis apropiado. La misma técnica proporciona además información
cualitativa sobre defectos, permitiendo inspeccionar áreas grandes con una excelente re-
lación coste-eficacia gracias al uso de la imagen.
El análisis no destructivo infrarrojo tiene un marcado carácter interdisciplinar pues
surge de la simbiosis entre la tecnología de la imagen infrarroja y la ciencia de la trans-
ferencia de calor que rige el comportamiento térmico. Además, las cámaras IR actuales
presentan cada vez mayor resolución espacial y temporal, lo que lleva a manejar volúme-
nes de datos más y más elevados que requieren de herramientas provenientes del campo
de la estadística para su explotación adecuada. Como veremos, esta variedad de campos
interrelacionados tiene su reflejo en la presente memoria.
1.1. Objetivos y planteamiento del trabajo
1.1.1. Objetivos
En consonancia con las exigencias de diseñadores y fabricantes de materiales com-
puestos, el objetivo general que ha guiado el desarrollo de la investigación en este trabajo
ha sido la puesta a punto de un método de análisis no destructivo infrarrojo de caracte-
rización térmica por termografía activa apropiado para materiales CFRP (lo que requiere
tener en cuenta las pérdidas por convección), que, junto a técnicas de estadísticas apro-
piadas permita reducir la alta dimensionalidad y el elevado volumen de datos, para la
implantación de estas técnicas en ambientes industriales reales. Más específicamente nos
hemos centrado en:
Caracterización de muestras planas de materiales compuestos de fibra de car-
bono mediante técnicas de análisis no destructivo infrarrojo e implementación
de técnicas de reducción de datos.
Dicho objetivo general se desglosa en objetivos parciales como sigue:
Objetivo 1. Abordar el problema de las pérdidas por convección del método flash
clásico y su aplicación a la técnica de termografía infrarroja activa de calentamiento
escalón.
Objetivo 2. Obtener la forma y la potencia de la excitación, resolviendo lo que se
conoce como problema inverso.
Objetivo 3. Reducir la alta dimensionalidad y el elevado volumen de datos que se
obtienen al trabajar con cámaras IR de alta resolución espacial y temporal mediante
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técnicas estadísticas.
La totalidad de los trabajos que conforman esta tesis doctoral ha sido desarrollada en
forma de contribución a las líneas de investigación propias del Laboratorio de Sensores, Te-
ledetección e Imagen Infrarroja de la Universidad Carlos III de Madrid (LIR-UC3M). El grupo
LIR-UC3M desarrolla desde su fundación, de forma simultánea, las áreas de termografía
infrarroja y análisis espectral infrarrojo. De la evolución tecnológica y del conocimiento cien-
tífico del grupo, han surgido nuevas líneas de investigación como la calibración radiomé-
trica, el diseño de sensores electro-ópticos para dar solución a problemas específicos no
resueltos, el análisis no destructivo de materiales mediante termografía activa, la carac-
terización térmica de materiales y el desarrollo de simulaciones de problemas térmicos
sustentadas en datos experimentales. En estas últimas líneas de investigación se inscriben
los trabajos realizados durante esta tesis doctoral.
1.1.2. Planteamiento
El punto de partida de nuestro trabajo ha sido una técnica prototípica de termografía
activa: el método clásico de Parker, o método flash, expuesto por primera vez en el año
1961 [138], donde una muestra plana es excitada por una de las caras por una lámpara
flash, y la difusividad térmica α del material se recupera a partir del aumento de tempe-
ratura en la cara trasera. Aunque el método flash fue originalmente implementado con un
termopar de contacto, es muy adecuado para el uso de una cámara IR, proporcionando
así un mapa de difusividades, con un valor de α para cada punto de la muestra. Este mapa
revela claramente los defectos e inhomogeneidades y proporciona una alternativa a otros
métodos de análisis no destructivo (Non-Destructive Testing, NDT) usados para este fin,
como pueden ser la termografía lock-in o la termografía pulsada de fase, con la ventaja de
proporcionar resultados más cuantitativos [196].
La obtención práctica de mapas cuantitativos de difusividad térmica con el método
flash para muestras planas de materiales tipo CFRP, u otros materiales de propiedades
térmicas similares, obliga a superar dos dificultades principales. Ante todo, el trabajo
original de Parker consideraba que las pérdidas por convección en la muestra eran des-
preciables. En materiales aislantes como los CFRP, esto exige que las muestras sean muy
finas, una condición que generalmente no puede conseguirse.
Un primer objetivo ha sido, pues, desarrollar un modelo térmico más completo que
incluya la convección al ambiente además de la conducción en la muestra. Entramos aquí
en el campo de la física de la transferencia del calor. La resolución de la ecuación del calor
unidimensional con las condiciones de contorno adecuadas nos ha permitido proponer
dos tipos de enfoques. Por una parte, se han encontrado soluciones aproximadas, válidas
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en los primeros instantes tras el flash, cuando los efectos de las pérdidas de calor son
todavía despreciables, que proporcionan un método sencillo para medir la difusividad de
la muestra. Por otra parte, la solución completa se ha usado para proponer un método flash
adaptado [162] en el que se determina también el número de Biot (Bi) que rige las pérdidas
térmicas, y, si la densidad de energía de flash está calibrada, también el calor específico
volúmico, ρcp y la conductividad térmica κ.
El perfil de temperaturas T (t) con el que la muestra responde a una excitación flash
es, desde el punto de vista de la teoría de los sistemas lineales, su función de respuesta a
impulso (irf del inglés impulse response function). Tener resuelto el problema térmico para
el flash permite por tanto obtener la evolución térmica de la muestra para una excitación
genérica, por simple convolución de la irf con la función de excitación. Es más, esta última
no tiene por qué ser el flujo de calor sobre la muestra: eligiendo la irf adecuada, podemos
usar como entrada al modelo la evolución de la temperatura en una cara de la muestra y
obtener como salida la temperatura en la otra cara.
Este enfoque ha sido crucial para poder aplicar en la práctica el método escalón, en el
que la muestra es excitada por una lámpara ordinaria, ya que aunque ésta mantiene su
potencia nominal constante, se ha observado que la excitación que proporciona no es ideal.
Ajustando los perfiles de temperatura T (t) de ambas caras obtenidos experimentalmente
se obtiene para cada punto de la muestra un valor de difusividad térmica (α) y un número
de Biot (Bi). Algunos de los resultados obtenidos con este método han sido publicados en
[161], donde se analiza el daño en muestras de CFRP sometidas a fuego a partir de valores
cuantitativos de difusividad térmica.
La adquisición de las imágenes infrarrojas adecuadas para este procesado cuantitativo
no es trivial, y ha supuesto el desarrollo específico de un sistema formado por dos cámaras
que obtienen imágenes simultáneas y corregistradas de las dos caras del espécimen objeto
de estudio, con suficiente resolución espacial y temporal y calibradas radiométricamente.
Una segunda dificultad es de naturaleza más práctica y está relacionada con el gran
volumen de datos a manejar, que conlleva largos tiempos de computación. Como T (t)
debe ser registrada para toda la imagen, los datos adquiridos para un sólo experimento
puede alcanzar varios gigabites si la dimensión temporal es grande. Con el fin de abordar
este problema hemos usado la estadística, proponiendo un método de recuperación para
los parámetros térmicos α y Bi basado en el análisis de datos por componentes principales
(PCA, del inglés principal component analysis). El análisis por componentes principales es
un método clásico de reducción de dimensionalidad que ya ha sido usado en el campo del
NDT, dándose en llamar PCT (del inglés, principal component thermography), [108],[56], [78]
o [133], para detectar y cuantificar defectos. En nuestro caso, el análisis por componentes
principales será usado para hacer más eficiente la recuperación de los parámetros térmicos
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α yBi para cada punto de la muestra, y se ha complementado con un ajuste multivariante
con el que se obtiene una función de ajuste que proporciona valores continuos de los
parámetros térmicos a partir de los resultados del procesado estadístico. Finalmente, una
vez obtenidas las propiedades térmicas del material, este conocimiento ha sido usado para
deducir el flujo incidente en función del tiempo, lo que requiere resolver el problema
inverso, mediante técnicas de regularización.
1.2. Trabajos realizados
Para alcanzar los propósitos principales que se presentan en esta memoria se han rea-
lizados los siguientes trabajos específicos:
Estudio de los parámetros a tener en cuenta para una correcta calibración de un sistema
infrarrojo. Para ello será necesario introducirnos en la radiometría del problema, así
como en todo lo referente a las cuestiones clásicas de instrumentacion IR.
Puesta a punto de un sistema de dos cámaras IR para el registro de los experimentos. A partir
del sistema desarrollado en [161], especialmente diseñado para ensayos a fuego, ha
sido necesario una adaptación para el problema que se aborda en esta tesis.
Resolución de la ecuación del calor y obtención de las funciones de transferencia que rigen el
comportamiento térmico. Se han reunido en una presentación coherente las soluciones
a la ecuación del calor unidimensional con excitación flash publicadas en la biblio-
grafía, y se ha puesto a punto un método de resolución basado en la transformada
de Laplace que permite su generalización para cualquier excitación arbitraria.
Estudio de los parámetros que rigen la excitación escalón. Para una correcta recuperación
de los parámetros térmicos a partir de la excitación escalón será necesario el estudio
de los parámetros que rigen tal excitación: valor de temperatura máximo alcanzado
o física del estado estacionario entre otros.
Técnicas de regularización para el estudio del problema inverso. El problema inverso de la
conducción del calor suele ser un problema mal condicionado. Esto es, que la solución
puede que no sea única o que sea inestable. Por ello, se han estudiado y puesto a
punto varias técnicas de regularización que tratan estas dificultades.
Reducción de la complejidad y extracción eficiente de la información. Debido al gran vo-
lumen de datos a manejar a partir de las imágenes obtenidas por las cámaras IR
actuales, el uso de técnicas de reducción de dimensionalidad será un elemento clave
en la implementación práctica de la recuperación de datos.
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Generalización de los métodos de recuperación de datos. Uno de los objetivos es explorar
el empleo de técnicas de ajuste multivariable (funciones polinómicas que dependen
de varias variables) una vez concluida la etapa de reducción de la dimensionalidad.
Validación de cada una de las técnicas expuestas mediante simulaciones. Se comprobará la
validez de cada una de las técnicas a partir de simulaciones teóricas y también me-
diante simulaciones tridimensionales en un software comercial de elementos finitos.
Estas validaciones servirán para comprobar la bondad de los modelos desarrollados
y su aplicabilidad a experimentos reales.
Caracterización de materiales de interés aeronaútico (CFRP). La caracterización térmica
en esta tesis doctoral estará centrada en los materiales de interés aeronaútico (CFRP).
Cada una de las técnicas anteriores será finalmente implementada para dar valores
de parámetros térmicos y de detección de defectos en este tipo de materiales.
1.3. Metodología y estructura de la tesis doctoral
El trabajo desarrollado se expone en la presente memoria a partir de una estructura
delimitada en cuatro partes:
(I) La parte I de esta memoria estará dedicada a una introducción a los fundamentos
físicos del problema. El capítulo [2] está dedicado a exponer los conceptos básicos
sobre el infrarrojo. En el capítulo [3], se resume el estado del arte de las técnicas de
análisis no destructivo haciendo especial hincapié en el NDT-IR, que es el caso que
nos ocupa. El capítulo [4] expone la teoría básica de la transmisión del calor y las
soluciones aproximadas en los casos sencillos de temperatura uniforme o estado es-
tacionario, que serán útiles como casos límite, pero no describen el problema de la
termografía activa, en el que tenemos una temperatura no uniforme que varía con
el tiempo. Resolver la ecuación del calor en este caso, para un problema unidimen-
sional (que modela una placa plana sometida a un flujo de calor), es el objetivo del
capítulo [5]. Aquí se ponen las bases teóricas que van a ser usadas en el resto de la
tesis. Aunque la mayor parte de lo expuesto puede encontrarse en la bibliografía, se
ha realizado un esfuerzo para sintetizar resultados dispersos y dotarlos de un marco
coherente, proporcionado por la resolución mediante transformada de Laplace y el en-
foque de teoría de sistemas lineales. Se considera la evolución de la temperatura como
la respuesta (output) de la muestra a una excitación (input), obtenida por convolución
de ésta con una función de respuesta a impulso que depende de las propiedades tér-
micas del sistema. Aunque a priori lo natural es considerar como excitación el flujo
de calor incidente, se demuestra que el formalismo funciona igual si se toma como
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input la temperatura de la cara sometida a la radiación y como output la de la ca-
ra opuesta, lo que en capítulos posteriores permitirá extender la aplicabilidad del
método.
(II) Una vez introducida la física del problema así como resuelto el problema del calibra-
do para obtener una medida de temperatura correcta (que se expone en el apéndice
[A]), pasamos a la parte II en la que nos ocupamos de la recuperación de los pa-
rámetros térmicos. En el capítulo [6] se han analizado y aplicado a experimentos
reales distintos métodos de aproximación para problemas de termografía pulsada
en los que las pérdidas de calor no son despreciables, comparando resultados por
cara delantera y por cara trasera. Estos métodos se basan en el análisis de la evolu-
ción térmica en los primeros segundos tras el flash, cuando el efecto de las pérdidas
es todavía pequeño.
En el capítulo [7] se utiliza ya el modelo completo que modela las pérdidas para
ofrecer valores correctos de los parámetros térmicos. Además de presentar el estu-
dio teórico y los resultados experimentales obtenidos, comparados con el capítulo
anterior, se ha estudiado la limitación del método debido a los efectos tridimensio-
nales que pueden aparecer en ciertas muestras, comparando los resultados con los
de un modelo de elementos finitos. A continuación, se expone en el capítulo [8] el
desarrollo teórico de la técnica de calentamiento escalón así como sus ventajas e in-
convenientes y como se han potenciado y abordado, respectivamente, cada una de
ellas. Se mostrará cómo se puede hacer uso de esta técnica poco explotada para la
caracterización térmica de muestras reales de material compuesto, incluso cuando
no se conoce el perfil temporal de la excitación de la lámpara, usando como entrada
al modelo la evolución de la temperatura en la cara caliente. Esta técnica ha requeri-
do para su aplicación práctica el desarrollo de un sistema de adquisición infrarrojo
formado por dos cámaras que proporcionan imágenes simultáneas y corregistradas
de ambas caras. En el último capítulo de esta parte (capítulo [9]), se afronta el proble-
ma inverso, o lo que es lo mismo, la recuperación de datos a los que no se tiene acceso
y que son interesantes desde el punto de vista experimental y teórico como son la
forma y la potencia de la excitación de la lámpara. De esta información se pueden
obtener otros parámetros térmicos de interés, o puede ser usada como entrada al
modelo si no se dispone de un sistema de dos cámaras que registren ambas caras
del espécimen a lo largo del experimento.
(III) La parte III de esta tesis se centra en la reducción de la dimensionalidad de los datos.
Como ya se ha expuesto, la creciente demanda de nuevos materiales hace necesaria
una correcta caracterización térmica, que puede ser proporcionada por el análisis
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no destructivo infrarrojo, pero el uso de cámaras IR cada vez con mayor resolución
espacial y temporal conlleva un gran volumen de datos que hace que el tiempo de
computación sea muy elevado y pueda resultar inviable para ciertas aplicaciones
prácticas. Por ello, en el capítulo [10], se propone usar el método estadístico de las
componentes principales para agilizar el proceso de recuperación de los parámetros
térmicos. A partir de una matriz de datos pre-calculadas, se estudiará la correlación
entre las variables que entran en juego permitiendo una drástica reducción del vo-
lumen de datos. En esta parte se incluye un capítulo más (capítulo [11]), donde se
estudia una generalización del método de las componentes principales mediante un
ajuste multivariable que permita obtener parámetros térmicos más allá de los valo-
res introducidos en la matriz pre-calculada.
(IV) Finalmente, la parte IV consta del capítulo [12], donde se realiza una recopilación
y un análisis crítico de los resultados obtenidos en el desarrollo de esta tesis, expo-
niéndose las principales contribuciones realizadas en los campos de la termografía







RESUMEN: Esta tesis se engloba dentro del análisis no destructivo infra-
rrojo. Para un buen entendimiento de esta técnica será necesario definir los
conceptos más característicos del espectro infrarrojo. En este capítulo se hará
una breve introducción la región infrarroja del espectro así como a la emisión
térmica.
Se denomina espectro electromagnético a la distribución energética del conjunto de las
ondas electromagnéticas. Referido a un objeto, se denomina espectro a la radiación elec-
tromagnética que este emite (espectro de emisión) o absorbe (espectro de absorción). El
espectro electromagnético se extiende desde la radiación de menor longitud de onda, co-
mo los rayos cósmicos, rayos gamma y los rayos X, pasando por la luz ultravioleta, la luz
visible y la radiación infrarroja, hasta las ondas electromagnéticas de mayor longitud de
onda, como son las ondas de radio. Una particular longitud de onda λ (en el vacío) tiene
una frecuencia f asociada y una energía de fotón E. Por tanto, el espectro electromagnético
puede ser expresado igualmente en cualquiera de estos términos, que se relacionan en las
siguientes ecuaciones (donde c es la velocidad de la luz en el vacío c = 299,792,458m/s y





En el trabajo descrito en esta memoria nos va a interesar una porción específica del espec-
tro: la región infrarroja.
2.1. El espectro infrarrojo
El espectro infrarrojo fue descubierto en el año 1800 por el astrónomo y constructor de
telescopios Sir Frederick William Herschel (1738-1822) [128] cuando quiso saber cuánto
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calor atravesaba los diferentes filtros que usaba para observar la luz proveniente del Sol.
Notó que los filtros de diferentes colores parecían proporcionar diferentes cantidades de
calor. Dirigió la luz del Sol a través de un prisma de vidrio para crear un espectro y luego
midió la temperatura de cada color usando termómetros con bulbos ennegrecidos, colo-
cando otros dos termómetros fuera del espectro como muestras de control (figura 2.1).
Al medir las temperaturas individuales del violeta, azul, verde, amarillo, naranja y rojo,
se dio cuenta de que todos los colores tenían mayor temperatura que los controles. Ade-
más, encontró que las temperaturas aumentaban desde la zona violeta hasta la zona roja
del espectro. Herschel decidió entonces medir la temperatura justo más allá de la porción
roja, en una zona del espectro aparentemente desprovista de luz solar. Para su sorpresa,
encontró que esta región tenía el nivel más alto de temperatura de todos.
Figura 2.1: Forma esquemática del experimento de Herschel. Adaptada de [164]
Herschel realizó experimentos adicionales sobre los que él llamó rayos caloríficos más
allá de la porción roja del espectro. Encontró que tenían la capacidad de ser reflejados,
refractados, absorbidos y transmitidos de una manera simular a la luz visible. Lo que Sir
William había descubierto era una forma de luz (o radiación) más allá de la luz roja, cono-
cida ahora como radiación infrarroja. El experimento de Herschel demostró por primera
vez que había otros tipos de luz que no podía verse con nuestros ojos.
Los recientes desarrollos en tecnología de detectores han llevado a muchas aplicacio-
nes útiles de la radiación infrarroja. La tecnología médica infrarroja es usada para análisis
no invasivo de tejidos corporales y fluidos. Las cámaras infrarrojas se emplean por la poli-
cía y cuerpos de seguridad y también como vigilancia militar; en la lucha contra incendios
se utilizan para localizar personas o animales y para detectar puntos calientes en incendios
forestales. La imagen infrarroja permite detectar pérdidas de calor en edificios, comprobar
fallos por estrés en sistemas eléctricos y mecánicos y monitorizar la contaminación. Los
satélites infrarrojos se usan de manera rutinaria para la medida de la temperatura de los
océanos, y la monitorización de nubes para predecir tormentas. En arqueología, imágenes
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térmicas han sido utilizadas para descubrir antiguos caminos y senderos, proporcionando
información muy valiosa sobre antiguas civilizaciones, etc. [83].
2.1.1. Regiones del espectro electromagnético
Dentro del espectro electromagnético, la radiación infrarroja está en el intervalo de 0,74
a 300µm; es decir, entre la zona visible del espectro y la asociada a las microondas. Dentro
de la región infrarroja es habitual diferenciar cuatro intervalos, que vienen dados por la
transmitancia espectral atmosférica (Ver figuras 2.2 y 2.3).
Figura 2.2: Transmitancia atmosférica en función de la longitud de onda
Infrarrojo cercano o NIR (Near InfraRed), que abarca desde 0,74µm (fin de la región
visible del espectro) hasta 1µm. Es una de las regiones más explotadas y con una
gran diversidad de usos: medicina, telecomunicaciones, visión nocturna.
Infrarrojo de onda corta o SWIR (Short Wavelength InfraRed), que va desde 1µm hasta
3µm. Es la región espectral dominante para las telecomunicaciones de larga distan-
cia.
Infrarrojo medio o MIR (Mid InfraRed), que está definida desde las 3µm hasta las 5µm.
Tiene una gran aplicación en termografía y en general, imagen de objetos de alta
temperatura.
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Figura 2.3: Clasificación de las principales regiones del espectro electromagnético. Se destaca la región in-
frarroja así como su clasificación en las distintas regiones.
Infrarrojo térmico o TIR (Thermal InfraRed), que va desde las 8µm hasta las 12µm. Esta
es una de las bandas más utilizadas. Se llama infrarrojo térmico porque es en esta ban-
da donde se concentra la distribución de energía radiada por cuerpos a temperaturas
cercanas al ambiente.
Las regiones entre 5 − 8µm y más allá de 12µm tienen poca utilización debido a la
intensa absorción atmosférica. Un resumen de esta clasificación puede verse en la tabla
2.1.
2.2. Introducción a la emisión térmica
En esta sección exponemos brevemente las leyes que rigen la emisión de la radiación
infrarroja, pero previamente tenemos que definir las magnitudes físicas con las que esta
se cuantifica.
2.2.1. Radiancia, exitancia e irradiancia
La radiancia espectral L(λ, θ, φ) es la potencia o flujo Φ [W ] (a una longitud de onda dada
λ) emitido por unidad de superficie y ángulo sólido en una dirección determinada. Si
consideramos el diferencial de superficie dA, la dirección (θ, φ) y el diferencial de ángulo


















Tabla 2.1: Bandas espectrales del infrarrojo.
sólido dω definido por dAn (ver figura 2.4), según esta definición, la radiancia espectral
emitida Lλ es:




Figura 2.4: Esquema de radiación emitida
Esta expresión define la radiancia espectral como el cociente entre el flujo emitido d3Φ
y el ángulo sólido dω, el intervalo espectral dλ y el elemento de superficie proyectado per-
pendicularmente a la radiación emitida (dAcosθ). La potencia radiante por unidad de área
para una superficie emisora puede ser calculada si se conocen la distribución espectral
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y direccional de la radiancia, integrando L(λ, θ, φ) a todos los ángulos. Esta cantidad es





con unidades [Wm−2µm−1]. Si se considera un emisor lambertiano en el que la radiación
emitida es independiente de la dirección, es decir, L(λ, θ, φ) = L(λ), es fácil calcular la
exitancia espectral demostrándose que [188]:
M(λ) = piL(λ) (2.3)
Donde el factor pi proviene de la integral del ángulo sólido al hemisferio. Lo discutido para
la radiación emitida por una superficie puede ser adaptado a una radiación incidente y,
entonces la radiancia espectral incidente L(λ, θ, φ) se define como :




Análogamente, la irradiancia espectral E(λ) se define como la potencia radiante espec-
tral incidente en una superficie por unidad de área en todas las direcciones en el hemisfe-





Si la radiación incidente es difusa isotrópicamente (lambertiana) entonces, E(λ) =
piL(λ).
La exitancia total M [(W · m−2] y la irradiancia total E[Wm−2] son entonces definidas
como la potencia radiante (emitida o incidente) en todas las longitudes de onda y en todas








La radiancia es una magnitud especialmente importante en las aplicaciones debido a
que toma el mismo valor en la fuente y el detector (siempre que ambos estén en un medio
de igual índice de refracción y que no absorba la radiación). Este principio de invariancia de
la radiancia [130], simplifica mucho el problema de la termografía infrarroja que veremos
en el apartado [3.3.1].
2.2.2. Concepto de cuerpo negro
Hay una gran variedad de fuentes de radiación, pero desde el punto de vista concep-
tual, la más importante es el cuerpo negro. El nombre de cuerpo negro fue introducido por
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primera vez por Gustav Kirchhoff en 1862. Se define como aquel cuerpo que absorbe total-
mente toda la radiación incidente. Una vez alcanzado el equilibrio, la re-emitirá en todas
las direcciones; esta radiación emitida por el cuerpo negro es una función de su tempera-
tura y de la longitud de onda pero es independiente de la dirección; es decir, es radiación
lambertiana.
Ninguna superficie puede emitir más energía que un cuerpo negro para una tempera-
tura y longitud de onda dadas. La emisión de una superficie real es la de un cuerpo negro
corregida por un factor dado por la emisividad, ε. Es decir, la emisividad es el cociente de
la radiación emitida por la superficie y la radiación emitida por el cuerpo negro (en las
mismas condiciones de temperatura, dirección y banda espectral de interés). Es una mag-
nitud adimensional que va desde 0 hasta 1 y depende de varios parámetros (Ver figura
2.5).
Figura 2.5: Emisión de un cuerpo negro, de un cuerpo negro gris y de un cuerpo selectivo. La de estos dos
últimos se obtiene multiplicando la exitancia espectral del cuerpo negro M(λ), por la emisividad espectral
ε(λ) del objeto.
Debido a estas dependencias, se introduce el concepto de emisividad espectral-direccional.
La emisividad espectral-direccional de una superficie a una temperatura T emitiendo en
la longitud de onda λ en la dirección (θ, φ) se define como:
ε(λ, T, θ, φ) =
Lλ(λ, T, θ, φ)
Lλ,CN(λ, T ) (2.7)
En la práctica, generalmente no es necesario tener en cuenta todas las dependencias de
la emisividad. La dependencia de los ángulos puede ignorarse a menudo, y son comunes
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los objetos cuya emisividad es independiente de la longitud de onda, que se conocen como
cuerpos grises.
La incertidumbre sobre la emisividad es una preocupación importante en el campo de
la radiometría infrarroja, la cual está basada en la medida de la energía radiada: medi-
das de temperatura requieren conocer la emisividad ε y viceversa, la emisividad puede
obtenerse si se mide la radiación emitida y se conoce la temperatura.
Aunque parezca un concepto abstracto, existen realizaciones físicas que son buenas
aproximaciones al cuerpo negro ideal. Por ejemplo, la radiación que emitirá un cuerpo
negro puede aproximarse con la precisión deseada por la radiación emitida a través de un
agujero practicado en una cavidad. En cada una de las reflexiones en su interior se absorbe
una parte de la luz, y después de las múltiples reflexiones, toda la energía que penetró
por el orificio ha sido virtualmente absorbida, de esta forma, el orificio de la cavidad, si
es suficientemente pequeño, se comporta como un cuerpo negro ideal y, por tanto, la luz
que sale por él es una radiación de cuerpo negro (Ver figura 2.6).
Figura 2.6: Esquema radiación de una cavidad actuando como cuerpo negro.
Existen también en el mercado “cuerpos negros extensos”, que son esencialmente una
superficie a temperatura controlada con un recubrimiento sumamente absorbente. En la
práctica estos dispositivos solo son una aproximación al cuerpo negro ideal; e incluso los
cuerpos negros de cavidad no son perfectos, en la medida en la que su apertura no es
infinitesimal.
2.2.3. Ley de Planck
La importancia del cuerpo negro no radica solo en que sea el emisor ideal, sino en que
la radiación que emite está dada por una ley física fundamental. El 14 de diciembre de
1900, el físico alemán Max Planck presentó un trabajo acerca de la radiación del cuerpo
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negro en una reunión de la Sociedad Alemana de Física, en Berlín. Esta fecha puede con-
siderarse como el nacimiento de la física cuántica ya que en su deducción de la expresión
teórica de la intensidad de la radiación en función de la longitud de onda y de la tempe-
ratura, Planck abandonó la física clásica al introducir la hipótesis de que: un oscilador de
frecuencia natural ν puede intercambiar energía únicamente en porciones de magnitud E = nhν,
donde h es una nueva constante de la naturaleza, (llamada hoy “constante de Planck” con
unidades de julio multiplicado por segundo ), n es un número entero positivo y ν es la
frecuencia de la radiación.
Para un cuerpo negro en equilibrio térmico, la radiancia espectral Lλ,CN emitida es,







− 1) [Wm−2sr−1µm−1] (2.8)
Donde h es la constante de Planck, c es la velocidad de la luz y k es la constante de
Boltzmann.
Figura 2.7: Ejemplo de distribución espectral de distintas radiancias de cuerpo negro a temperaturas entre
1000◦C y 400◦C según describe la Ley de Planck.
2.2.3.1. Ley de desplazamiento de Wien. Ley de Stefan-Boltzmann
La longitud de onda en la que se produce el máximo de emisión viene dada por la ley de
Wien y la potencia total emitida por unidad de área viene dada por ley de Stefan-Boltzmann.
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Aunque ambas pueden derivarse de la ley de Planck, históricamente se obtuvieron antes
y de forma experimental.
Cuando aumenta la temperatura de un radiador de cuerpo negro, aumenta la energía
radiada general, y el pico de la curva de radiación se mueve hacia longitudes de onda más
cortas (Ver figura 2.8). Se encuentra que el producto de la longitud de onda máxima y la
temperatura es constante lo que constituye la Ley de Wien, formulada en 1893 por el físico





donde T es la temperatura del cuerpo negro en Kelvin (K) y λmáx es la longitud de onda
del pico de emisión en micras.
Figura 2.8: Ley de Planck para la radiación de cuerpos negros a diferentes temperaturas entre 5800K (apro-
ximadamente la temperatura superficial del Sol) y 100K. Marcada su correspondencia aproximada por co-
lores la región del espectro visible. La línea punteada representa la posición del máximo según la ley de
Wien.
La ley de Stefan-Boltzmann da el flujo radiante total emitido por un cuerpo negro de
área A a temperatura T :
φ = σAT 4 (2.10)
donde σ = 5,67 · 10−8[Wm−2K−4] es la constante de Stefan-Boltzmann.
Esta ley se obtiene integrando la ley de Planck, pero fue propuesta con anterioridad
(1879) por Josef Stefan a partir del análisis de los datos experimentales; cinco años más
tarde, Ludwig Boltzmann obtuvo la ley teóricamente.
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2.2.4. Absortancia, reflectancia y transmitancia
Cuando un flujo de energía radiante (Φi) incide en un objeto, una parte se refleja (Φr),














= α y Φt
Φi
= τ son la reflectancia, la absortancia y la transmitancia,
respectivamente. Entonces, la ecuación (2.11), se puede expresar como:
ρ+ α + τ = 1 (2.12)
Para un cuerpo opaco (τ = 0) la relación se simplifica a la ecuación:
ρ+ α = 1 (2.13)
Hay una relación entre los procesos de absorción y emisión y entre la emisividad y
la absortancia, dada por la ley de Kirchhoff (llamada en honor al físico alemán Gustav
Kirchhoff):
ε(λ) = α(λ) (2.14)
Esta ecuación es válida en condiciones de equilibrio térmico local, en el que el flujo
absorbido es igual al flujo emitido.

Capítulo3
Estado del arte: detectores, termografía y
NDT-IR
RESUMEN: Sirva este capítulo, primeramente, como introducción al aná-
lisis no destructivo y en segundo lugar, como recopilación de los diferentes
tipos de detectores infrarrojos así como a la evolución histórica de la tecnolo-
gía IR. También se introducirá el concepto de termografía además de los tipos
de excitación térmica usados.
3.1. Introducción
Como se ha explicado en secciones anteriores, todos los objetos con temperaturas por
encima del cero absoluto emiten radiación electromagnética que caen en la región infra-
rroja del espectro. La dependencia de la forma y la intensidad del espectro de radiación
con la temperatura, dada por la ley de Planck, hace posible conocer la temperatura de la
superficie de un objeto sin necesidad de contacto físico, siempre que seamos capaces de
medir con precisión la radiación IR que emite.
La radiación infrarroja (IR) descubierta por Herschel en 1800 tuvo que esperar sólo 30
años para ser medida por los primeros detectores (termopilas). Cincuenta años después,
en 1880, William de Wiveleslie Abney obtuvo la primera imagen infrarroja. Finalmente,
ochenta y tres años después, en 1963, apareció la primera cámara IR con mono-detector
producida por AGA [90]. Este suceso fue una verdadera revolución para la ciencia, la
industria y la medicina. Sin embargo, después de un período de entusiasmo, el aprove-
chamiento real de las cámaras fue un tanto decepcionante debido a su funcionamiento
más bien cualitativo.
La segunda revolución ocurrió en la última década del siglo XX, debido a la conjunción
de un importante esfuerzo en el entendimiento y modelado de los fenómenos térmicos in-
volucrados en la termografía activa y pasiva, y de la aparición de cámaras de matriz de
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plano focal (FPA, del inglés focal plane array) que permitieron un diseño más robusto y
mayor sensibilidad y precisión en el análisis temporal y espacial. Por último, aparecieron
cámaras IR con una sensibilidad térmica de 1mK, que abren un abanico de nuevas po-
sibilidades [155]. La consecuencia de este progreso técnico es el auge en el desarrollo de
técnicas de termografía IR en más y más campos diversos de aplicación. El campo mili-
tar fue el primero en desarrollar sistemas de imagen IR, pero al ir madurando la técnica,
llegaron nuevas aplicaciones. Algunos de los ejemplos son los siguientes:
Medicina. La observación de la distribución espacial de la temperatura corporal ayu-
da en el diagnóstico y tratamiento. Por ejemplo, la termografía para detectar cáncer
de mama o melanomas de piel [71].
Agricultura. La monitorización mediante un sistema infrarrojo del proceso de nu-
cleación del hielo en flores o árboles frutales para ayudar a desarrollar tecnologías
de protección frente a congelación. Otro ejemplo es agricultura de precisión con imá-
genes de satélite [83].
Medio ambiente. La termografía infrarroja también puede ser utilizada para monitori-
zar la contaminación marina, de ríos o bosques ya sea térmica o de residuos. Obtener
información acerca del tiempo atmosférico, mediante el estudio de las nubes a partir
de satélites IR e incluso ayudar a la detección y extinción de incendios, detectando
puntos calientes [188].
Mantenimiento. La termografía infrarroja es un instrumento excelente de supervisión
para ayudar en la reducción de los costes de mantenimiento de los equipos mecáni-
cos detectando el calentamiento excesivo en motores, bombas, poleas, ventiladores,
plantas de potencia eléctrica, etc. El análisis de las imágenes termográficas permite
predecir el fallo y llevar a cabo acciones correctoras antes de un colapso total [121].
Análisis no destructivo (NDT-IR, del inglés Non-Destructive Testing). La termografía in-
frarroja es capaz de hacer frente a la mayoría de los requerimientos del análisis no
destructivo (NDT) tales como medidas de tamaño, profundidad y resistencia térmi-
ca de defectos en una amplia variedad de materiales y componentes [197].
3.2. Detectores Infrarrojos
La mayoría de los detectores infrarrojos son sensibles en la banda de infrarrojo medio
(3 − 5 µm) o la de infrarrojo térmico (8 − 12 µm). Hay algunos sistemas que trabajan en
el infrarrojo cercano o en el infrarrojo de onda corta pero están específicamente diseñados
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para aplicaciones concretas. Por otra parte, como se mostraba en la figura 2.2, la atmósfera
es opaca en la región del infrarrojo entre 5,5 − 7,8µm, lo que hace imposible la medida a
distancia en esa región.
3.2.1. Evolución histórica de la tecnología IR
El primer instrumento usado para detectar el infrarrojo fue el termómetro usado por
Herschel; pero la historia de los detectores infrarrojos propiamente dicha se origina con el
efecto termoeléctrico en la unión de dos metales distintos, descubierto por Thomas Johann
Seebeck en 1821. Este efecto consiste en una conversión directa de diferencias de tempe-
ratura en voltaje eléctrico y permitió la invención de la termopila por Nobili en 1829. Más
tarde, la propiedad de los metales de cambiar su resistencia eléctrica con la variación de la
temperatura llevó a la invención del bolómetro por el americano Samuel Pierpont Langley
en el año 1878.
Un hito en el desarrollo de los detectores es el descubrimiento por Hertz en 1887 del
efecto fotoeléctrico, que fue explicado y formulado en 1905 por Albert Einstein. Relacio-
nado con el efecto fotoeléctrico está el efecto fotoconductor que aumenta la conductividad
eléctrica de los no metales cuando están expuestos a radiación electromagnética.
El primer detector fotoconductor, un sulfuro de talio, fue desarrollado por Theodore
Willard Case en 1917. Tenía problemas de ruido y de estabilidad y fue sujeto de estudio
durante la Segunda Guerra Mundial, para ser abandonado en favor del sulfuro de plomo
(PbS) que tiene mejor rendimiento. Durante finales de la década de 1940 y la década de
1950 se desarrollaron nuevos materiales como el seleniuro de plomo (PbSe) y el telururo
de plomo (PbTe).
A finales de los 50 y principios de los 60 el desarrollo de compuestos de semiconducto-
res, tales como el antimoniuro de indio (InSb) y de aleaciones como el telururo de cadmio
y mercurio (HgCdTe, llamado generalmente MCT) permitió fabricar detectores con res-
puesta espectral desde el infrarrojo medio (MIR) hasta el infrarrojo térmico (TIR). El MCT
se convirtió en el material más importante y versátil para aplicaciones de detectores IR.
Permite la detección fotoconductora y fotovoltaica aunque, inicialmente, se tuvieron di-
ficultades en producir detectores con alta uniformidad, debido al débil enlace Hg-Te que
implicaba inestabilidad [97].
La historia del desarrollo de los detectores usados para imagen IR comienza con de-
tectores de un sólo elemento donde la imagen del escenario se obtenía a través de un
mecanismo de barrido; continúa con detectores de matriz lineal, para llegar a matrices bi-
dimensionales (matrices de plano focal o FPAs) con las que se puede obtener una imagen
completa del orden de miles de píxeles y, llegando a formatos multicolor con capacidad
para detectar en dos o más bandas espectrales.
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3.2.2. Detectores térmicos y detectores cuánticos
Los detectores usados para la tecnología IR pueden ser divididos por su principio de
funcionamiento en dos categorías: detectores térmicos y detectores cuánticos (o fotónicos)
[197].
Detectores térmicos Estos detectores miden la radiación IR a partir del calentamiento
que ésta produce al ser absorbida por un material. La principal ventaja es su respuesta a
temperatura ambiente y sobre un amplio intervalo del espectro electromagnético. La prin-
cipal desventaja es su lento tiempo de respuesta que no los hace adecuados para eventos
de alta frecuencia.
Ejemplos de detectores que pertenecen a esta familia son: termopilas, bolómetros y
detectores piroeléctricos.
Termopilas: están basadas en el efecto termoeléctrico y son, esencialmente, un nú-
mero de termopares conectados en serie.
Bolómetros: se basan en el cambio en la resistencia con la temperatura de un ele-
mento resistivo. El diseño clásico consistía en dos tiras de platino ennegrecidas que
formaban dos ramas de un puente de Wheatstone; la resistencia en el circuito varia-
ba cuando una de ellas expuesta a la radiación se calentaba.
A día de hoy, los avances en micromecanizado del silicio han dado lugar a la tecno-
logía de los microbolómetros, formados por una rejilla de óxido de vanadio o silicio
amorfo encima de un puente de silicio poroso que sirve de aislante térmico y soporte
mecánico de la estructura. Se pueden encontrar comúnmente en diferentes tamaños:
160x120, 320x24, 640x512 o incluso mayores.
Piroeléctricos: están basados en el efecto piroeléctrico que consiste en un cambio en
la carga de la superficie del cristal como consecuencia del cambio en el momento
dipolar cuando la temperatura del cristal varía. Sólo tienen respuesta en alterna, por
lo que la técnica común es incorporar un dispositivo chopper en el sistema óptico y
crear una señal de salida AC. Algunos materiales que presentan este efecto piroeléc-
trico son el sulfato de triglicina (TGS), el tantalato de litio (LiTaO3) y el fluoruro de
polivinilo (PVF2).
Detectores cuánticos o fotónicos Los detectores cuánticos generan cargas libres en res-
puesta a la absorción de fotones. La principal ventaja es un tiempo de respuesta corto (del
orden de microsegundos); una desventaja es la necesidad de refrigerar hasta temperatu-
ras criogénicas para deshacerse del exceso de corriente de oscuridad. En estos detectores,
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los electrones son excitados desde la banda de valencia de un semiconductor hasta la ban-
da de conducción por los fotones incidentes; existe una longitud de onda λc de corte que





por encima de la cual no existe absorción. El valor de Eg depende del material y tiende a
aumentar con la temperatura.
En el pasado, los detectores estaban situados en la pared de un matraz Dewar que se
rellenaba con nitrógeno líquido a 77 K. La nueva generación de sistemas incluye refrigera-
ción en miniatura basada en el efecto termoeléctrico de Peltier (inverso del efecto Seebeck)
o en el ciclo de Stirling y no necesitan una fuente de refrigeración externa [97]. Existen cua-
tro tipos principales de detectores fotónicos: fotovoltaicos, fotoconductores, fotoemisores
y fotodetectores infrarrojos de pozo cuántico (QWIP, de las siglas en inglés Quantum Well
Infrared Photodetector).
Fotovoltaicos intrínsecos: están basados en un dispositivo de unión p-n. Cuando al
detector le llegan fotones de energía mayor o igual a la energía de ancho de ban-
da prohibida, los portadores eléctricos son arrastrados a través del fotodiodo y se
separan por la barrera de potencial de la unión p-n para crear una corriente. Estos
dispositivos operan en la región de polarización inversa del diodo; esto minimiza el
flujo de corriente a través del detector y, por tanto, la disipación de potencia. Estos
detectores están normalmente fabricados con silicio (Si), germanio (Ge), arseniuro
de galio (GaAs), antimoniuro de indio (InSb), arseniuro de indio y galio (InGaAs) y
telururo de mercurio y cadmio (HgCdTe).
Fotoconductores intrínsecos: la radiación incidente con energía mayor o igual a la
energía de ancho de banda prohibida genera portadores de electricidad, de modo
que la conductividad eléctrica del material mejora (podríamos decir que se produce
un efecto fotoeléctrico interno). Materiales de uso común para este tipo de detecto-
res son sulfuro de plomo (PbS), seleniuro de plomo (PbSe) y también telururo de
mercurio y cadmio (HgCdTe).
Detectores extrínsecos: son similares a los intrínsecos pero los portadores son exci-
tados desde los niveles de impurezas y no desde la banda de valencia del material
base; esto se consigue dopando el material semiconductor. Los materiales más usa-
dos son el silicio y el germanio dopados con impurezas de boro, arsénico o galio. Así,
la respuesta espectral de estos detectores puede ser controlada por el nivel dopado.
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Fotoemisores: están compuestos por dos materiales: una capa de metal superpuesta
a una capa semiconductora. Un ejemplo típico es el siliciuro de platino (PtSi) sobre
silicio (Si). El proceso consiste en la emisión de portadores desde el metal hasta el
semiconductor por una absorción de fotones. La principal ventaja es una respuesta
más uniforme ya que ésta depende de las caraterísticas del metal. Sin embargo, ya
que la absorción de fotones en el metal es proporcional al cuadrado de la longitud
de onda, este tipo de detectores está más indicado para longitudes de onda larga.
Fotodetectores infrarrojos de pozo cuántico (QWIP): el principio básico es simi-
lar al de los detectores extrínsecos, pero en este caso, la radiación es absorbida por
el conjunto del pozo cuántico, no sólo por un único átomo dopado y así la absor-
ción aumenta (y también la respuesta) con respecto a los detectores extrínsecos. Los
QWIPs generalmente consisten en capas finas de arseniuro de galio (GaAs) alterna-
das con capas de arseniuro de aluminio y galio (AlGaAs).
3.2.3. Estado del arte
En las cámaras IR actuales las matrices de plano focal (FPA) son la norma, bien sean
basadas en detectores refrigerados (cuánticos) o detectores de microbolómetros no refri-
gerados. Éstas últimas, y debido a su bajo coste, se están haciendo cada vez más populares
para técnicas de NDT. Las principales características de cada uno de los tipos de cámaras
IR están recogidas en la tabla 3.2 [155].
3.2.4. Rendimiento de los detectores
Las figuras de mérito que nos permitirán comparar y evaluar las principales caracterís-
ticas de los sistemas de imagen infrarroja se van a explicar a continuación. Algunas de
ellas son comunes también en otros ámbitos, especialmente en los sistemas de imagen
que operan en la banda electro-óptica o visible, mientras que otras son específicas para el
IR.
Rango dinámico. Se suele expresar como la ratio entre la mayor y menor señal que
pueden detectarse en un mismo instante de tiempo sin superar los límites de ruido
y saturación del equipo.
Responsividad. Habitualmente se define como el cociente entre la señal de salida eléc-
trica (en general, corriente, Igen) frente a la potencia asociada a la radiación incidente
Pinc a la que es sometido el detector. Aunque esta definición es posible extenderla
de forma que abarque etapas posteriores de procesado, lo más común es emplear la
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Tabla 3.2: Principales características de los detectores refrigerados y no refrigerados.






También es frecuente extender dicha definición incluyendo la dependencia con la
longitud de onda, denominándose entonces responsividad espectral o respuesta es-
pectral.
Potencia de ruido equivalente o NEP (Noise Equivalent Power). Se define como la poten-
cia incidente en nuestro sistema tal que se obtenga una relación señal a ruido igual
a la unidad en el detector. Se trata de una medida de ruido, aunque expresada en





En esta ecuación, N representa el ruido bajo consideración (Irms en el caso de co-
rriente) y RT el factor de responsividad total entre la entrada y la salida. En el ruido
N se engloban todas aquellas contribuciones ajenas al objetivo de la medida, inclu-
yéndose todas las fuentes de ruido que podrían reducirse mediante una mejora en
el diseño (interferencias electromagnéticas, derivas térmicas,...) junto con otras aso-
ciadas al sistema detector, como el ruido térmico, shot, de tipo flicker, de oscuridad
o el espacial, y también el provocado por fluctuaciones temporales de las fuentes de
emisión.
Detectividad específica o D*. Puesto que la NEP depende tanto del ancho de banda
(∆f ) como del área del detector (AD), surge la necesidad de crear una magnitud
independiente de ambas que nos permita comparar diferentes detectores. Esto se












AD y se pone
en el denominador para que valores de D* mayores indiquen mejores detectores.
De esta forma se consigue una magnitud que permite la comparación de diferen-
tes tecnologías de fabricación de detectores. En la figura [3.1] podemos encontrar la
detectividad específica de los materiales detectores más habituales, representada en
función de la longitud de onda y considerando su temperatura de operación.
Diferencia de temperatura equivalente de ruido o NETD (Noise Equivalent Temperature Dif-
ference). Esta es una de las figuras más empleadas y características del tipo de sen-
sores que nos ocupa, especialmente en ámbitos como la termografía. En esencia, se
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Figura 3.1: Detectividad específica en función de la longitud de onda para distintos tipos de materiales
detectores. Ilustración adaptada de [207].
trata simplemente de una forma de expresar el ruido de nuestro sistema visto desde
la entrada a éste, y a través de una unidad más natural y fácil de interpretar como es
la temperatura. En esta definición se expresa el ruido medido como el mínimo incre-
mento con respecto a una temperatura de referencia (normalmente el ambiente) que
el equipo es capaz de discriminar, referido a un ancho de banda espectral determi-
nado, un valor de apertura numérica o número #F (típicamente unitario) y un valor
de tasa de adquisición de imágenes determinado. Pese a que se trata de una magni-
tud que normalmente se caracteriza de forma empírica, también es posible estimar

















En la ecuación anterior, ∆f hace referencia al ancho de banda temporal, sintonizado
en los circuitos de pre-procesado y adaptado a la tasa de imágenes por segundo má-
xima disponible, motivo por el que la NETD suele llevar especificada la frecuencia
en Hz a la que ha sido evaluada; τT es la transmitancia total de todos los subsistemas,
como la óptica, filtros interferenciales si los hubiera u otros.
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3.3. Termografía IR
La termografía infrarroja utiliza un dispositivo que detecta radiación IR proveniente
de los objetos y con la ayuda de electrónica y software específicos la transforma en una
señal de vídeo y, finalmente, en un mapa de temperaturas. Naturalmente, esta es una
descripción simplificada; en realidad, la forma en la que se obtiene el mapa final de tem-
peraturas es un procedimiento bastante complejo que implica disciplinas físicas como el
electromagnetismo, la óptica, la transferencia de calor, etc.
La termografía infrarroja está siendo usada en una gran variedad de campos de apli-
cación y para muy diferentes propósitos; de hecho, puede proporcionar beneficios en casi
cualquier proceso industrial o tecnológico que dependa de la temperatura. Un sistema de
imagen IR debería considerarse un preciado aliado para tareas de diagnóstico y preven-
ción, para comprender los complejos fenómenos de la dinámica de fluidos, para caracteri-
zar un material o para procedimientos de evaluación que puedan ayudar a mejorar el di-
seño y fabricación de productos. Puede usarse para controlar los procesos de fabricación,
para evaluar de manera no destructiva la integridad del producto final y para monitorizar
el componente ya en servicio.
La termografía infrarroja es un caso particular de una disciplina más amplia que se
ha dado en llamar teledetección (remote sensing). El objetivo de la teledetección es extraer
información de un objeto a partir de la radiación electromagnética que éste emite, absorbe
o dispersa, y que es captada a distancia por un sensor. Ese sensor puede tener resolu-
ción espectral (distinguir entre diferentes longitudes de onda de la radiación), resolución
espacial (y por tanto, propocionar una imagen) o ambas cosas.
En el caso de la termografía infrarroja (IR), se quiere medir la temperatura de un objeto
a partir de la radiación infrarroja que ese objeto emite, y que es detectada por una cámara
que trabaja en un cierto intervalo espectral (hay por tanto resolución espacial pero no
espectral).
3.3.1. Planteamiento del problema
El problema en todas las técnicas de teledetección es relacionar la señal que proporcio-
na el sensor (en el caso de una cámara la llamaremos número digital, ND) con la magnitud
que queremos medir [29],[93],[100]. En el caso de la termografía infrarroja, haciendo algu-
nas suposiciones razonables en condiciones de laboratorio (respuesta lineal del sensor,
transmitancia atmosférica unidad, ausencia de fuentes externas, etc) no es difícil obtener
la temperatura a partir del número digital siempre que tengamos un valor cuantitativo
para la radiancia incidente sobre la cámara, es decir, siempre que la cámara esté calibra-
da radiométricamente. El proceso de calibración es decisivo para cualquier aplicación de
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la termografía y se estudiará con más detalle en el apéndice [A]. En esta sección vamos
a asumir que disponemos de una cámara IR calibrada, de modo que en las condiciones
de trabajo el detector funciona dentro de su intervalo lineal, es decir, que proporciona un
nivel digital (ND) que es función lineal de la radiancia:
ND = Gain · Lin + Offset (3.6)
siendo Lin la radiancia incidente en la banda espectral de trabajo de la cámara y Gain
(ganancia) y Offset dos parámetros propios de la cámara para una configuración dada
que se han determinado mediante la calibración radiométrica.
Consideramos con un caso sencillo: la observación directa de un objeto mediante una
cámara IR. La radiancia incidente sobre la cámara, Lin, vendrá dada por la suma de dife-
rentes términos. Además de la radiancia emitida por el objeto, Leobj , tendremos una con-
tribución de la radiancia emitida por los alrededores del objeto, Lamb y reflejada por éste.
Si la emisividad del objeto es εobj y si éste es opaco, la reflectancia será ρobj = (1 − εobj)
y, por tanto, este término valdrá Lamb(1 − ε). Hay que añadir la radiancia emitida por la
atmósfera, Latm, que es recogida directamente por la óptica y también se deberá tener en
cuenta la emisión propia de la óptica y demás partes del sistema, Lsist (ver figura 3.2). Por
tanto, la radiancia incidente será:
Lin =
[
Leobj + Lamb (1− εobj)
]
τatm + Latm + Lsist (3.7)
Figura 3.2: Ejemplo sencillo de teledección IR donde se señalan cada una de las contribuciones a tener en
cuenta para una correcta calibración.
Se puede comprobar que, incluso en este caso tan sencillo, intervienen muchos facto-
res en la medida. Sin embargo, para medidas a cortas distancias realizadas en una ventana
atmosférica podemos considerar que la transmitancia atmosférica es prácticamente la uni-
dad, y en consecuencia su emisividad y, por lo tanto, su radiancia Latm son despreciables.
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obj + Lamb (1− εobj) (3.8)




donde Leobj = L
CN(Tobj)εobj , siendo LCN(Tobj) la radiancia emitida por un cuerpo negro a
la temperatura del objeto y hemos considerado el ambiente como un cuerpo negro a Tamb.
La ecuación (3.9) muestra que si conocemos Tamb y obtenemos la radiancia a partir de
la medida de la cámara, podemos determinar (haciendo uso de la Ley de Planck, que nos
proporciona LCN(T )):
La temperatura del objeto, Tobj , si conocemos su emisividad.
La emisividad del objeto, εobj , si conocemos su temperatura.
Esta es la idea más básica de la termografía IR, pero pese a su sencillez, este ejemplo
pone de manifiesto que no proporciona medidas directas. Por el contrario, para extraer
la información, como ocurre con cualquier técnica de teledetección, es necesario comple-
mentar la medida (en nuestro caso, el ND proporcionado por la cámara para cada píxel)
con:
Un modelo del sistema sensor, para obtener la radiancia incidente a partir del número
digital proporcionado por el sistema. En nuestro caso, se trata de la calibración dada
por los parámetros Gain y Offset.
Un modelo radiométrico del escenario, que estará compuesto a su vez de:
• Un modelo del ambiente, para estimar las distintas contribuciones a la radiancia
incidente y hacer las aproximaciones oportunas para, a partir de ésta, estimar
la radiancia emitida por el objeto.
• Un modelo del objeto, que relacione la radiancia emitida con la temperatura del
objeto (para lo que será necesario conocer su emisividad) o con su emisividad
(para lo que se necesitará saber su temperatura).
En el caso sencillo pero frecuente de un objeto opaco, sin fuentes adicionales al am-
biente y en una banda en la que la atmósfera tiene τatm = 1, para conocer la temperatura
necesitamos conocer los parámetros de Gain y Offset propios de la cámara, y la integral de
la función de Planck en la región espectral de trabajo, además de los datos del escenario
de medida: emisividad del objeto y temperatura ambiente.
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3.3.2. Función de calibrado
Al medir con una cámara calibrada obtenemos Lin. Si conocemos εobj y Tamb podremos
despejar de (3.9):
LCN(Tobj) =
Lin − (1− εobj)LCN(Tamb)
εobj
(3.10)
Para obtener la temperatura Tobj es necesario invertir LCN(T ), y para ello hay que conocer
su forma funcional. Si la cámara fuera sensible en todo el espectro, esta vendría dada por
la ley de Stefan-Bolzmann:
LCN(T ) = cT 4 (3.11)
donde c = σ/pi; el factor pi aparece porque estamos trabajando con radiancias [W/m2sr] en
vez de con exitancias [W/m2], recordemos la ecuación (2.3).
En la práctica, la cámara sólo será sensible en una ventana espectral, de λi a λf , y la
función será más complicada (se obtendrá integrando la Ley de Planck en esa ventana).




LCN(T, λ)dλ ≡ LCN(T, λi, λf ) (3.12)
Figura 3.3: (Izquierda): Radiancia (L) en función de temperatura para un cuerpo negro. Sería la gráfica de la función
de calibrado para una cámara sensible por igual en todo el espectro. (Derecha): Temperatura de un cuerpo negro en
función de su radiancia, función inversa de la anterior.
Si estuviéramos observando un cuerpo negro, εobj = 1, la ecuación (3.10) da de in-
mediato que Lin = LCN(T, λi, λf ), es decir, la función de calibrado daría directamente la
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radiancia incidente en función de la temperatura. Como la señal que proporciona una cá-
mara bien calibrada (su número digital, ND) es función lineal de la radiancia, la relación
entre ND y T viene dada esencialmente por la función de calibrado.
Podemos hacernos una idea del comportamiento de esta función con el caso sencillo
dado por la ecuación (3.11). La gráfica se muestra en la figura 3.3. Si en el eje de L pusié-
ramos ND, la gráfica tendría la misma forma (sólo cambiarían los valores numéricos). El
hecho de que la radiancia no sea función lineal de la temperatura implica que con radian-
cias bajas, y por tanto ND bajos, una incertidumbre pequeña en ND puede corresponder a
una gran incertidumbre en T. Para minimizar errores, conviene pues evitar la zona inferior
del rango de trabajo de una cámara térmica.
Lógicamente, cuando la ventana espectral de la cámara cubre sólo un intervalo finito,
la radiancia no es proporcional a la cuarta potencia de la temperatura más que de un modo
aproximado y en un intervalo aproximado de temperaturas, como se puede apreciar en la
figura 3.4.
Figura 3.4: Comparación entre las radiancias totales, de 3 a 5 µm y de 8 a 12 µm en función de la temperatura. Las
radiancias son proporcionales a T 4 en las regiones en las que las respectivas curvas son paralelas a la recta de Ltotal
(alrededor de 900 K para la banda de 3 a 5 µm y de 400 K para la banda de 8 a 12 µm.
3.4. Introducción al análisis no destructivo
La continua mejora de los sistemas de termografía IR en términos de sensibilidad ra-
diométrica, rapidez de adquisición y resolución espacial ha permitido extenderla a apli-
caciones que van más allá de la medida de temperaturas.
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En esta línea, cabe destacar el análisis no destructivo, que pretende identificar la pre-
sencia de defectos en los materiales (nos referimos aquí a defectos macroscópicos, no a los
microdefectos que afectan a la red cristalina del material).
La inspección visual o mediante imagen en el visible está muy limitada en sus capaci-
dades, ya que sólo percibe defectos superficiales (salvo en los casos de materiales transpa-
rentes como el vidrio). Esto ha motivado el desarrollo de una gran variedad de técnicas,
basadas generalmente en la excitación del material con algún tipo de energía y el análi-
sis de su respuesta. En general, cuando una señal dada toca la superficie de un material,
ésta puede ser absorbida, reflejada o transmitida y la propagación de la señal dentro del
material depende de sus propiedades mecánicas, térmicas, químicas, acústicas, eléctricas
y ópticas. Por supuesto, estas propiedades se ven modificadas en presencia de inhomoge-
neidades alterando de manera global la respuesta del material. Lo que se necesita es elegir
la técnica más apropiada teniendo en cuenta que su efectividad depende de dos factores
principales:
Las propiedades del material base (térmicas, ópticas, eléctricas, etc.) deben permitir
que la señal viaje a través de él.
La perturbación que causa un defecto oculto a la propagación del test debe ser lo
suficientemente grande para que no se confunda con ruido de fondo.
Hay gran variedad de técnicas que se basan en las propiedades térmicas, acústicas, eléc-
tricas o en la respuesta del material a la radiación (rayos X, gamma o incluso neutrones)
pero ninguna es capaz de detectar cualquier tipo de defecto en cualquier tipo de material
así que se ha de seleccionar la más adecuada para cada aplicación específica y algunas
veces será necesaria una sinergia entre varias técnicas.
Una buena técnica de NDT debería poseer las siguientes características:
Detección de defectos: posibilidad de descubrir anomalías en un estadio temprano,
antes de que se manifiesten los efectos negativos. Este requerimiento conlleva alta
resolución y alta sensibilidad.
No invasiva: se pretende salvaguardar la pieza inspeccionada y evitar cualquier al-
teración en la misma que pueda afectar a su propósito.
No dañiña: importante para proteger a los operarios y al medio ambiente de los
posibles efectos de negativos de contaminación.
Tiempo y coste: estos son dos parámetros importantes en la industria que puede
imponen serias limitaciones al uso de una técnica en particular aunque cumpla con
las tres características anteriores.
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3.4.1. Principales técnicas de NDT
A continuación damos una breve descripción de las técnicas de NDT más habituales,
a excepción de la termografía IR que estudiaremos en profundidad en la sección siguiente
[11]:
Inspección visual: representa el primer paso del examen NDT. De hecho tiene varias
ventajas reales: simplicidad, rapidez, bajo coste, mínimo entrenamiento y requeri-
mientos de equipos y la posibilidad de ser llevado a cabo mientras el material está
siendo usado o procesado.
Corrientes de Foucault: se usa la inducción electromagnética para detectar defectos
en materiales que son conductores eléctricos. Un cambio en la conductividad eléc-
trica o la permeabilidad del material provoca un cambio en la fase y amplitud de la
corriente medida.
Líquidos penetrantes: es un método utilizado en materiales no porosos (metales,
plásticos o cerámicos). Consiste en aplicar un fluido con tensión superficial baja en
la superficie del material y después de un tiempo retirarlo y observar los patrones
indicadores de defectos.
Análisis radiográfico: es uno de los métodos más conocidos. Se basa en la capacidad
que tiene la radiación de longitud de onda corta para penetrar en los materiales.
Mide la atenuación producida para determinar anomalías.
Ultrasonidos: se basa en el principio de que una onda ultrasónica (de frecuencia
mayor a 20 kHz) se modifica cuando atraviesa un material: pueden ser reflejadas,
refractadas y enfocadas; en particular, cuando se introducen en un material homo-
géneo, viajan en línea recta a una velocidad constante hasta que encuentran una
discontinuidad.
3.5. NDT mediante termografía IR
Hay dos modos de aplicación diferentes de la termografía IR al análisis no destructivo:
la pasiva y la activa.
3.5.1. Termografía pasiva
La termografía pasiva se utiliza para analizar componentes que están en condiciones
de operación a una temperatura superior al ambiente. La inspección no requiere ningu-
na estimulación térmica externa sobre el objeto a analizar: el flujo de calor generado por
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el propio objeto bajo estudio se aprovecha para evaluar su correcto o incorrecto funcio-
namiento. Por ejemplo, la termografía pasiva se utiliza para inspeccionar hornos, insta-
laciones eléctricas o centralitas. Un incremento en la resistencia eléctrica de un elemento
induce un aumento de la temperatura por lo que es posible distinguir sobrecalentamientos
en conexiones así como defectos asociados con otros problemas.
La termografía pasiva es útil en el mantenimiento predictivo para descubrir un pro-
blema antes de que su solución sea cara o imposible ya que el sobrecalentamiento es
habitualmente el primer signo de un problema en un aparato eléctrico o mecánico. Sin
embargo, no proporciona medidas cuantitativas (más allá de la propia temperatura), y no
es útil para inspeccionar materiales o piezas antes de su puesta en servicio.
Si se quiere información cuantitativa sobre defectos o propiedades térmicas hay que
recurrir a la termografía activa.
3.5.2. Termografía activa
En la termografía activa, la inspección se lleva a cabo estimulando térmicamente el
objeto bajo estudio y monitorizando la variación de temperatura de su superficie durante
la fase de transitorio de calentamiento o enfriamiento. El análisis se realiza modelando
la respuesta al estímulo en términos de la conducción del calor dentro del objeto, lo que
permite estimar las propiedades térmicas ajustando el modelo a la respuesta medida. Se
trata de una técnica mucho más potente, y a la vez más compleja que la termografía pasiva,
tanto desde el punto de vista teórico como experimentalmente.
En las aplicaciones estudiadas en el presente documento, nos centraremos en la termo-
grafía activa infrarroja.
Ventajas y dificultades de la termografía IR Cualquier técnica de análisis no destructi-
vo tiene sus puntos fuertes y sus puntos débiles. En el caso de la termografía activa IR, las
ventajas e inconvenientes son los siguientes:
Ventajas
Rápida inspección (hasta unos m2 en unos pocos segundos).
Sin contacto.
Seguridad del personal (ya que la radiación infrarroja no es dañina).
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Los resultados son fáciles de interpretar en una primera aproximación (se “ve” lo
que se está inspeccionando). Pero además, las imágenes pueden ser procesadas para
obtener mayor información, a menudo de tipo cuantitativo.
Amplio abanico de aplicaciones.
Requiere una única herramienta de inspección para todas las tareas de inspección.
Dificultades
No es sencillo obtener de manera rápida una excitación térmica uniforme y altamen-
te energética sobre una gran área.
Las pérdidas térmicas (convección y radiación) dificultan la interpretación de los
resultados obtenidos.
El coste de los equipos es alto en comparación con otras técnicas (aunque la tenden-
cia los últimos años ha sido de una reducción de precios considerable, llegando a ser
a día de hoy asumible para muchas empresas).
Sólo puede detectar defectos a partir de la falta de uniformidad de las propiedades
térmicas (por ejemplo, delaminaciones y fracturas son sólo detectados si producen
resistencias térmicas en la interfaz).
Su capacidad de penetración bajo la superficie del material es limitada.
En algunas aplicaciones puede ser problemático el desconocimiento de la emisivi-
dad del material.
Hay que señalar también un inconveniente de una naturaleza diferente, señalado por
D. Balageas [9]: la propia simplicidad del montaje experimental y la rapidez con la que se
obtienen imágenes térmicas puede incentivar un análisis poco riguroso, que no modelice
adecuadamente los fenómenos térmicos implicados, y salte a conclusiones precipitadas
que pasen por cuantitativas sin serlo. La literatura sobre termografía activa es abundante,
pero buena parte de ella adolece de la falta de fundamentación física que critica este autor.
Una dificultad del trabajo desarrollado en esta tesis ha sido la necesidad de poner en claro
esos fundamentos físicos. A ello hemos dedicado los dos siguientes capítulos.
3.5.3. Tipos de excitación térmica en termografía activa
Existen numerosos tipos de estimulación térmica de interés práctico en la termogra-
fía activa para NDT-IR. A continuación, se explican brevemente tres de ellos: termografía
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pulsada (pulsed thermography, PT), termografía lock-in (Lock-in thermography, LT) y calen-
tamiento escalón (Step heating, SH).
Termografía pulsada (Pulsed Thermography, PT) La termografía pulsada es uno de los
métodos usados más ampliamente. Básicamente, se trata de calentar brevemente el espé-
cimen y registrar con la cámara IR la curva de decaimiento de temperatura. La energía
suministrada por el pulso en la cara delantera (cara excitada) se propaga por difusión ba-
jo la superficie, pero la presencia de un defecto subsuperficial modifica la velocidad de
difusión con respecto al material sano. La excitación térmica se consigue generalmente
con una lámpara flash y su duración va de unos pocos milisegundos en el caso de ma-
teriales de alta conductividad térmica (tales como metales) a unos pocos segundos para
especímenes con conductividades térmicas bajas (como plásticos o materiales compuestos
de resina epoxy. El calentamiento producido es generalmente de unos pocos grados por
encima de la temperatura inicial del material, lo que previene el daño en el componente
inspeccionado y la rápida estimulación térmica hace que la duración de la inspección sea
breve (una de las razones de la popularidad de este método).
Varias configuraciones de medida son posibles:
Inspección puntual: calentamiento con un láser o con un rayo de luz focalizado. Tiene
como ventajas que es un calentamiento repetitivo y uniforme y como desventajas
que es necesario barrer el punto de excitación para inspeccionar completamente una
superficie, lo que ralentiza el proceso.
Inspección lineal: calentamiento usando lámparas lineales, cables calentados o pro-
pulsores de aire (calientes o fríos). Tiene una velocidad de inspección rápida (hasta
1m2/s) y una buena uniformidad gracias al movimiento lateral.
Inspección superficial: calentamiento usando lámparas flash. Tiene como ventajas que
un análisis completo del fenómeno es posible porque se puede registrar simultánea-
mente la evolución de la temperatura en toda la superficie, pero tiene el inconvenien-
te de que es difícil corregir un calentamiento uniforme, lo que debe ser corregido en
el tratamiento posterior de los datos.
Las configuraciones de observación posibles son:
En reflexión: la fuente térmica y el detector están localizados en el mismo lado del
componente a inspeccionar
En transmisión: la fuente térmica y el detector están situados cada uno a un lado del
componente a inspeccionar.
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De forma general, el modo de reflexión se usa para detección de defectos situados cerca
de la superficie calentada mientras que el de transmisión permite identificar defectos cerca
de la cara trasera. Obviamente, si la cara trasera no es accesible, el método de transmisión
no es posible.
Termografía lock-in (Lock-in Thermography, LT) La termografía lock-in (LT) se basa
en la excitación térmica periódica (sinusoidal) del espécimen bajo estudio [30]. Se lleva
a cabo iluminando la muestra con una lámpara modulada. Este calentamiento periódico
lleva a una variación armónica de la temperatura de la superficie del objeto así como en su
interior, aunque con una amplitud fuertemente atenuada en función de la profundidad.
El análisis de las medidas en termografía lock-in consiste en el estudio de la amplitud y
de la fase de la temperatura superficial medidas en relación a la excitación. Es decir, una
medida de termografía lockin proporcionará una imagen de amplitud y una de fase, o una
imagen en fase (0◦) y una en cuadratura (−90◦), referidas a la fase de la excitación periódica
introducida. Para propósitos de análisis no destructivo, la imagen de fase es normalmen-
te más informativa que la de amplitud, ya que esta última depende fuertemente de la
emisividad local del objeto y de la intensidad de la iluminación, en general no uniforme.
Por el contrario, para detección de puntos calientes en dispositivos electrónicos, es más
adecuada la imagen de amplitud, ya que está directamente relacionada con el poder de
disipación local.
La ventaja de la termografía lock-in con respecto a métodos estacionarios radica sobre
todo en su significativa mejora de sensibilidad asociada a la detección síncrona (de ahí
el nombre de lock-in [31]) posibilitada por el carácter armónico de la excitación. Como
incoveniente se puede destacar que hay que relacionar la frecuencia de la excitación con
las propiedades del material: profundidad del defecto y naturaleza del mismo, por lo que
hace necesario un conocimiento previo de estos o bien un barrido fino en frecuencias que
asegure la identificación de todos los tipos de defectos cualquiera que sea la profundidad
a la que se encuentre [157], [120].
Calentamiento escalón (Step Heating, SH) En este procedimiento es el aumento de la
temperatura el que es monitorizado, durante la aplicación de una excitación escalón. La
muestra es continuamente calentada a potencia baja y sus propiedades térmicas son obte-
nidas de la variación de la temperatura con el tiempo.
La mayoría de los esfuerzos en investigación y de los trabajos publicados durante los
últimos años se han ocupado de la termografía pulsada y la termografía lock-in. De hecho,
desde los artículos de Osiander y Spicer en 1998 [135], pocos trabajos relacionados con el
calentamiento escalón se pueden encontrar en la literatura [61],[4].
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Desde un punto de vista práctico, la principal diferencia con la PT es que con esta
técnica se trabaja a baja potencia y los tiempos de medida son más largos. Su principal
ventaja comparada con la termografía lock-in es que la profundidad del defecto y las
propiedades térmicas son accesibles con una sola medida sin un conocimiento previo de
la muestra; es decir, no es necesario conocer sus propiedades térmicas o la localización del
defecto.
Aunque la realización experimental del SH es muy diferente del PT, matemáticamente
ambos procedimientos dan la misma información. Este tipo de excitación será más am-
pliamente desarrollado en los siguientes capítulos de esta tesis.
Hay que señalar que si queremos ir más allá de la simple detección de defectos y bus-
camos su caracterización térmica o la del propio material, es decir, si queremos resultados
cuantitativos y no solo cualitativos, tendremos que modelizar los transitorios de calor en
el material para poder interpretar los resultados. Esto nos va a obligar a resolver la ecua-
ción del calor en los próximos capítulos.

Capítulo4
Transmisión del calor. Teoría básica y
soluciones aproximadas
RESUMEN: Este capítulo expone la teoría básica de la transmisión del ca-
lor repasando los mecanismos de radiación, convección y conducción. Se des-
criben las soluciones aproximadas en los casos sencillos de temperatura unifor-
me o estado estacionario, que serán útiles como casos límite, pero no describen
el problema de la termografía activa, en el que tenemos una temperatura no
uniforme que varía con el tiempo. Se hará especial hincapié en las soluciones
analíticas unidimensionales con convección para el caso estacionario que serán
utilizadas a lo largo de toda la tesis.
Cuando dos regiones están a diferentes temperaturas, el calor fluye de la más caliente
a la más fría. Como es bien sabido, existen tres mecanismos distintos por los cuales esta
transferencia tiene lugar [32][28]:
Conducción: propagación de calor debida a la agitación térmica de las moléculas, sin
que exista un desplazamiento neto de materia.
Convección: el calor es transferido por el desplazamiento de las moléculas de una
sustancia; sólo puede producirse en fluidos.
Radiación: es la transmisión de calor entre dos cuerpos sin que entre ellos exista con-
tacto, debida a las ondas electromagnéticas que emite todo cuerpo que esté a mayor
temperatura que el cero absoluto.
4.1. Transmisión de calor por conducción
La teoría de la conducción del calor se debe al físico y matemático francés Joseph Fou-
rier que publicó en 1822 su Théorie analytique de la chaleur (Teoría analítica del calor), tra-
tado en el cual formuló la ecuación diferencial parcial que gobierna la difusión del calor,
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solucionándola mediante el uso de series de funciones trigonométricas y estableciendo así
la representación de cualquier función como series de senos y cosenos, ahora conocidas
como las series de Fourier. En el planteamiento de Fourier no se tiene en cuenta la estructu-
ra molecular de la sustancia ni cómo es el mecanismo microscópico de transmisión, sino
que se considera la materia como un medio continuo.
Consideraremos una distribución espacio-temporal de la temperatura (campo de tempe-
raturas):
T = f(x, y, z, t)
La ley de Fourier establece que el flujo de calor por conducción en un medio isótropo
es proporcional y de sentido contrario al gradiente de temperatura.
−→
φ = −κ−→∇T (4.1)
donde
−→
φ es el vector densidad de flujo de calor en [Wm−2], κ es una constante de pro-
porcionalidad llamada conductividad térmica [Wm−1K−1] y
−→∇T es el gradiente del campo
de temperaturas en el interior del material [Km−1]. El signo indica que el calor debe fluir
hacia la zona de temperatura más baja.
En la ecuación (4.1) aparece el flujo de calor que es un parámetro que no es fácil de
medir y es a menudo desconocido. Es conveniente por eso construir una ecuación en la





Figura 4.1: Consideramos un diferencial de masa dm = ρAdz entre los puntos z y z + dz y conducción
unidimensional (podemos imaginar como aislantes las capas de arriba y abajo). La tasa de transferencia de
calor [W ] es q˙(z) en z y q˙(z + dz) en z + dz.
flujo de calor con la temperatura recurrimos a la figura 4.1. Suponiendo un caso sencillo
unidimensional, es claro que la diferencia entre la tasa de calor entrante y la saliente de-
termina el ritmo de variación de la temperatura del diferencial de masa (siendo cp el calor
4.1. Transmisión de calor por conducción 47
específico y ρ la densidad):













La ley de Fourier (4.1) en una dimensión, teniendo en cuenta que φ ≡ q˙/A, dice que
q˙ = −κA∂T
∂z


































El caso más general de la ecuación de conducción, expresada en forma diferencial,








donde, ˙qG es el calor generado por unidad de tiempo y volumen. En esta memoria no
consideraremos el caso de calor generado en el medio, por lo que será la ecuación (4.6)
nuestro punto de partida para el estudio de la conducción.
Significado físico de la difusividad térmica. La ecuación del calor (4.6) muestra que la
variación de temperatura en un material, para un valor dado de∇2T , es proporcional a α,
la difusividad térmica.
Se suele decir que un material se enfría o se calienta rápidamente porque es un buen
conductor térmico, pero en realidad la razón es que es un buen difusor. La confusión
entre estos dos términos proviene de que en la materia condensada (líquidos y sólidos)
buenos/malos conductores suelen ser buenos/malos difusores ya que las variaciones de
κ entre distintos materiales son mucho mayores que las del producto ρc. Pero κ y α juegan
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papeles muy diferentes: mientras que κ controla el flujo de calor en estado estacionario, α
determina la rapidez de la variación de temperatura en los transitorios.
4.2. Transmisión de calor por convección
El término convección proviene del verbo latino “convectare” que significa llevar a un
sitio y se refiere al proceso de transporte de energía térmica desde (o hacia) un sólido
a temperatura Ts por medio de un fluido adyacente a temperatura Tf en movimiento,
en presencia de un gradiente de temperaturas. En realidad, el fenómeno envuelve dos
mecanismos [5]:
La conducción de calor entre el sólido y la capa adyacente de fluido en reposo.
El movimiento de las partículas del fluido.
Existen dos tipos de convección:
Convección libre o natural. Ocurre cuando la fuerza motriz del movimiento del
fluido procede únicamente de la variación de su densidad como consecuencia del
contacto con una superficie a distinta temperatura, lo que da lugar a fuerzas ascen-
sionales.
Convección forzada. Tiene lugar cuando una fuerza motriz exterior mueve el flui-
do. Como, en general, la velocidad del fluido en la convección forzada es mayor
que en la convección natural, se transfiere una mayor cantidad de calor para una
determinada diferencia de temperaturas.
4.2.1. Ley de enfriamiento de Newton
Consideremos una superficie sólida que se encuentra a una temperatura Ts, en con-
tacto con un fluido a una temperatura Tf . En estas condiciones se produce convección,
caracterizada por un flujo térmico transmitido dado por una relación empírica conocida
como ley de enfriamiento de Newton. Publicada en la obra “Tabula calorum” establece que, “la
rapidez de cambio de temperatura de un cuerpo en cualquier tiempo t es proporcional a la diferen-




= hA(Ts − Tf ) (4.8)
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donde h es el coeficiente de transferencia de calor [Wm−2K−1] y A es el área del objeto.
Si la temperatura del objeto Ts es mayor que la temperatura del ambiente Tf , el cuerpo
pierde una cantidad de calor dQ en dt, disminuyendo su temperatura en dTs. Es decir,
dQ = −mcpdTs (4.9)
donde m = ρV es la masa del objeto (siendo ρ la densidad y V el volumen), y cp es el calor





= −hA(Ts − Tf ) (4.10)
La ecuación anterior es una expresión aproximada que supone que el sólido está todo
él a la misma temperatura Ts. Una formulación más precisa del enfriamiento de un cuerpo
en un medio necesitaría un análisis del flujo de calor que tuviera en cuenta que en general
no es homogéneo en el sólido ni en el medio. La aplicabilidad de esta ley simplificada
viene determinada por el valor del número de Biot.
El número de Biot El número de Biot es un número adimensional que relaciona la trans-
ferencia de calor por conducción dentro de un cuerpo y la transferencia de calor por con-
vección en la superficie de dicho cuerpo. Su nombre hace honor al físico francés Jean
Baptiste Biot que en 1804 analizó la interacción entre la conducción de un sólido y la con-





siendo h el coeficiente de transferencia de calor, L una longitud característica, definida
generalmente como el volumen del cuerpo dividido por su superficie externa total y κ la
conductividad térmica del material.
Cuando el número de Biot es pequeño (en la práctica suele exigirse Bi < 0,1 para una
placa plana) la conducción en el sólido es mucho más eficaz que la convección en el fluido
y se puede considerar uniforme la temperatura de aquel [5].
4.3. Transmisión de calor por radiación
Mientras que la conducción y la convección térmica tienen lugar sólo en un medio
material, la radiación térmica puede transportar el calor a través del vacío en forma de
ondas electromagnéticas. La cantidad de energía que abandona una superficie en forma
de calor radiante depende de la temperatura absoluta a la que se encuentra y también la
50 Capítulo 4. Transmisión del calor. Teoría y sols. aprox.
naturaleza de la superficie, como ya hemos visto al estudiar la ley de Planck y la definición
de emisividad (apartados [2.2.3] y [2.2.2]) . Generalmente, no es necesario considerar la
dependencia espectral de la radiación y se puede dar cuenta de la pérdida total de calor
usando la ley de Stefan-Boltzmann.
Φ = εσAT 4 (4.12)
Un cuerpo emite energía radiante con una rapidez dada por la ecuación (4.12), pero al
mismo tiempo absorbe radiación de sus alrededores. Si un cuerpo se encuentra a tempe-
ratura T y el ambiente a una temperatura T0, la energía neta ganada o perdida por unidad
de tiempo como resultado de la radiación es:
Φneta = εσA(T
4 − T 40 ) (4.13)
Se ha tenido en cuenta que α = ε (ley de Kirchhoff); se aprecia que esto tiene que ser así
porque cuando el cuerpo esté en equilibrio con los alrededores; debe irradiar y absorber
la misma cantidad de energía, de modo que, su temperatura permanezca constante.
Aproximación lineal. Generalmente, si las diferencias de temperatura con el ambiente
no son muy grandes, esta ecuación se linealiza de la siguiente manera.
Si escribimos Ts = Tf + ∆T , elevamos a la 4ª potencia y desarrollamos encontramos
que:























De modo que si ∆T
Tf
 1 podemos despreciar los términos de orden mayor que uno y
escribir:
T 4s − T 4f ' 4∆T · T 3f (4.15)
Si agrupamos las pérdidas por convección dadas por la ecuación (4.8) con las pérdi-
das por radiación dadas por la ecuación (4.13) y suponemos la simplificación anterior,
obtenemos lo que llamaremos un coeficiente de convección eficaz hef dado por:
hef = h+ 4σεT 3f (4.16)
de modo que las pérdidas totales son
Φneta + Φcnv = h
ef · A ·∆T (4.17)
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siendo ∆T la diferencia de temperatura del objeto con el ambiente. En lo sucesivo igno-
raremos la radiación y se entenderá que cuando ponemos h nos referimos al hef que la
engloba.
4.4. Dos casos sencillos
Nos proponemos ahora resolver la ecuación del calor unidimensional en dos casos
sencillos: el del estado estacionario (en el próximo apartado) y el de temperatura uniforme
(en el siguiente).
4.4.1. Caso estacionario
Planteamiento Podemos conseguir una importante simplificación en la ecuación del ca-
lor si suponemos que ∂T
∂t
= 0. La ecuación se convierte entonces en la ecuación de Laplace




Este caso de estado estacionario es especialmente sencillo e importante (pues a largo
plazo se alcanza siempre que hay convección y densidad de flujo constante, una situación
muy habitual).
Condiciones de contorno. Vamos a resolver esta ecuación en un caso que será espe-
cialmente importante en esta tesis: el de una placa homogénea de espesor L con el eje z
perpendicular a la placa de modo que la cara delantera sea z = 0 y la cara trasera sea z = L.
Sobre la cara delantera de la placa incide una densidad de flujo externo de radiación que
designaremos por φ0 [W ·m−2]. El flujo neto será:
φ = φrad + φcnv (4.19)
donde, como es habitual, el flujo por convección Φcnv engloba la conducción en el aire. A
su vez, (siendo TD la temperatura de la cara delantera y Tf la del ambiente)
φrad = φ0(t)− σε(T 4D − T 4f ) (4.20)
φcnv = −hD(TD − Tf ) (4.21)
El término σε(T 4D − T 4f ) vamos a englobarlo en la convección, con la linealización des-
crita en (4.15), aunque escribiremos por simplicidad h en lugar de hef . Así llegamos a que
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para la cara delantera:
φD = φ0 − hD(TD − Tf ) (4.22)
Para la cara trasera suponemos que no hay flujo externo. Si TT es la temperatura en esa
cara,
φT = hT (TT − Tf ) (4.23)
Tenemos que poner aquí signo positivo para la convección, al contrario que en la cara
delantera, porque la pérdida de calor significa aquí que φ va hacia la derecha (es positivo).
En el interior de la placa, la transmisión del calor es sólo por conducción, y según la ley












donde Φ representa tanto ΦD como ΦT .
Resolución La ecuación de Laplace unidimensional (4.18) tiene como solución general:
T (z) = A1z + A2 (4.25)
es decir, una distribución lineal de temperatura. Introduciendo esta solución en la condi-
ción de contorno (4.24), para las caras delantera y trasera, obtenemos dos ecuaciones de
las que despejamos las constantes A1 y A2. Haciendo por simplicidad Tf = 0 (se entien-
de entonces que las temperaturas que obtenemos representan el “exceso de temperatura
respecto al ambiente”) y operando se llega a:
A1 =
−hTφ0




κ (hD + hT ) + hDhTL
(4.27)
Evidentemente, la temperatura en la cara delantera es T(0) = A2, mientras que sustitu-




κ(hD + hT ) + hDhTL
(4.28)
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Este resultado se expresa de forma más conveniente calculando la temperatura media:






(hD + hT )κ+ hDhTL
(4.29)
Y si hD = hT = h, queda muy sencillo:
Tm =
















= 1 +Bi (4.31)
Por lo tanto, si Bi = hL
κs
 1 podemos considerar la temperatura de la placa uniforme
como ya habíamos mencionado. Intuitivamente, un número de Biot muy pequeño repre-
senta una conducción en el sólido muy eficaz en comparación con la convección en el
fluido, lo que tiende a uniformizar la temperatura en aquel.
Resumiendo, para una placa homogénea sometida a una radiación constante por una
cara, en estado estacionario:
el cociente entre las temperaturas de cara caliente y fría viene determinado por el
número de Biot: cuando este es muy pequeño (convección despreciable, o equiva-
lentemente muy buena conducción) son muy parecidas, cuando es grande son muy
distintas.
la temperatura media es proporcional al flujo de calor e inversamente proporcional
al coeficiente de convección (si no hubiera convección obtendríamos un valor infini-
to, pero es que entonces no habría estado estacionario).
4.4.2. Aproximación de “capacidad térmica global”
Planteamiento La aproximación más sencilla para el estudio de la transmisión del calor
en el caso no estacionario es la de capacidad térmica global, que supone considerar T unifor-
me en el objeto. Esta aproximación es generalmente aplicable cuando el número de Biot
es pequeño. En la práctica, se suele exigir para una placa plana que Bi < 0,1 [41].
Ecuación diferencial En esta aproximación podemos obtener una ecuación diferencial
aplicando la conservación de la energía no a un diferencial de volumen como hacíamos
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= A(φD + φT ) = A(φ0 − (hD + hT )(T − Tf )) (4.32)






















= ϕ0(t)− T (4.34)
El caso más sencillo es que el flujo externo φ0 sea cero; es decir, que el objeto se esté
calentando o enfriando sólo por convección. Entonces, ϕ(t) = 0 y es inmediato separar
variables e integrar la ecuación anterior para encontrar que T tiende a 0 según una expo-
nencial decreciente de constante de tiempo τ .
Resolución. En el caso general, la ecuación (4.34), puede resolverse aplicando la trans-
formada de Laplace. Recordemos que la transformada de Laplace de la función f(t) es
una función F (s) definida por:




(usaremos también la notación F ≡ L[f ] ≡ f ). La transformada de Laplace es un operador
lineal que tiene la propiedad de que:
L[f ′(t)] = sF (s)− f(0) (4.36)
lo que permite transformar ecuaciones diferenciales en algebraicas. Así, aplicándola a
(4.34), tenemos:
τ · (sT − T (0)) = ϕ0 − T (4.37)
Despejando T y haciendo la transformada inversa:
T = L−1
(




1Hemos escrito φT = −hT (T−Tf ) porque, a diferencia de (4.23), φT no representa ahora un flujo (positivo
cuando va hacia la derecha) sino un balance de energía (negativo cuando Tf > Tf )
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Si la condición inicial es T (0) = 0, y teniendo en cuenta que la transformada inversa
del producto es el producto de convolución de la transformada 2,












Para el caso particular en el que el flujo de calor es un pulso cuadrado (φ(t) = φ0 para
0 < t < t0 y φ(t) = 0 en otro caso) se llega a que
T (t) =

ϕ0(1− e−t/τ ) 0 < t < t0
ϕ0e
−t/τ (et0/τ − 1) t0 < t
0 t < 0
(4.40)
Un ejemplo puede verse en la figura 4.2. Puede apreciarse que para tiempos suficien-
Figura 4.2: Temperatura sobre el ambiente (K) en función del tiempo (s) en la aproximación de capacidad térmica
global para una placa de acero de 2 mm de espesor que absorbe un pulso cuadrado de φ0 = 1200 W/m2 y 60 minutos
de duración, para dos valores del coeficiente de convección: h = 10W/m·K (T1, en rojo) y h = 5W/m·K (T2, en
azul). Se aprecia que la temperatura en el estado estacionario es φ/h, y el tiempo característico para alcanzarla τ es
inversamente proporcional a h
temente largos la temperatura tiende a un valor estacionario T (∞) = ϕ0 = φ02h que se
corresponde con el valor de Tm deducido en (4.30) para el caso estacionario. El periodo de
enfriamiento puede expresarse de manera más conveniente en la forma:
T (t > t0) = T (t0)·e−
t−t0
τ
Obviamente, al ser Bi = 0 en esta aproximación, T (0) y T (L) coinciden, de acuerdo con
(4.31).
2Es decir, L−1 {F (s) ·G(s)} = (f ∗ g)(t) = ∫∞−∞ f(τ)g(t− τ)dτ
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4.5. Conclusiones
Este capítulo ha servido para estudiar la teoría y las soluciones aproximadas de la
transmisión del calor. Se han estudiado dos casos sencillos: caso estacionario y aproxima-
ción de “capacidad térmica global", que nos han permitido comprender la naturaleza de
estos mecanismos que serán utilizados a lo largo de la tesis.
Capítulo5
Transmisión del calor. Soluciones exactas
en una dimensión
RESUMEN:
Resolver la ecuación del calor para un problema unidimensional (que mo-
dela una placa plana sometida a un flujo de calor), es el objetivo de este capítu-
lo. Aquí se ponen las bases teóricas que van a ser usadas en el resto de la tesis.
Aunque la mayor parte de lo expuesto puede encontrarse en la bibliografía,
se ha realizado un esfuerzo para sintetizar resultados dispersos y dotarlos de
un marco coherente, proporcionado por la resolución mediante transformada de
Laplace y el enfoque de teoría de sistemas lineales. Se considera la evolución de la
temperatura como la respuesta (output) de la muestra a una excitación (input),
obtenida por convolución de ésta con una función de respuesta a impulso que
depende de las propiedades térmicas del sistema. Aunque a priori lo natural
es considerar como excitación el flujo de calor incidente, se demuestra que el
formalismo funciona igual si se toma como input la temperatura de la cara so-
metida a la radiación y como output la de la cara opuesta, lo que en capítulos
posteriores permitirá extender la aplicabilidad del método.
Aunque en determinadas situaciones las aproximaciones desarrolladas en el capítulo
anterior pueden dar resultados válidos, hay a menudo problemas prácticos en los que es
imprescindible tener una solución exacta de la ecuación del calor. En particular, esto es
cierto en la mayoría de las técnicas de termografía activa usadas para análisis no destruc-
tivo (Non-Destructive Testing, NDT) de materiales que nos interesan en esta memoria.
5.1. Introducción
La transferencia de calor unidimensional estacionaria es casi siempre una idealización
del proceso real que estamos tratando de modelar [41]. Por ejemplo, en el modelado de
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la transferencia de calor a través de una pared plana, se asume típicamente que la tem-
peratura ambiente a ambos lados es constante y de valores fijos, cuando en realidad esas
temperaturas cambian con las condiciones ambientales (tales como el día y la noche). Un
análisis estacionario unidimensional sólo será apropiado cuando el tiempo característico
de cambio de temperatura ambiente sea significativamente más largo que el tiempo de
difusión característico (o tiempo de relajación térmico) de la pared.
Análogamente, como hemos visto en el apartado [4.4.2], la aproximación de capacidad
térmica global sólo será válida generalmente cuando el número de Biot sea muy pequeño.
Pero incluso para convección despreciable, y por tanto, Bi = 0, puede no ser válida la
aproximación si el flujo incidente tiene una variación muy rápida con el tiempo como es
el caso de excitación flash, tal como veremos más adelante en este capítulo.
En definitiva, cuando no se cumplen los criterios que permiten una u otra simplifi-
cación, como ocurrirá en los casos de interés en esta tesis, se hace necesario modelar la
dependencia con el tiempo y la posición de la temperatura. Analíticamente, esto impli-
ca que el campo de temperatura vendrá definido por ecuaciones en derivadas parciales
(EDPs) en lugar de ecuaciones diferenciales ordinarias.
La solución de la EDP del calor, incluso para el caso sin fuentes y unidimensional, al
que nos vamos a restringir aquí, puede plantear una gran variedad de casos diferentes,
según sean las condiciones iniciales y de contorno. El libro clásico sobre este tema es el
de Carslaw y Jaeger [32], que no ha dejado de reeditarse desde su publicación original en
1946.
El sistema físico que nos va a interesar a nosotros es una placa homogénea que recibe
un flujo de calor, posiblemente variable, por una cara, y tiene pérdidas de calor por ambas
caras. Modelizaremos éstas por un coeficiente de convección efectiva h que tiene en cuenta
la convección y (convenientemente linealizada) la radiación.
5.2. Solución de la ecuación del calor unidimensional
Vamos a empezar por obtener la solución general al problema de la distribución de
temperaturas en una placa plana sometida a un flujo de radiación. Escribimos la ecuación
del calor para el caso unidimensional, sin fuentes (ya que supondremos que no se genera
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5.2.1. Condiciones de contorno: flujo conocido en una cara
Si representamos por φ [W/m2] la densidad de flujo de calor, las condiciones de con-










= φ(z=L) = hTT (L, t) (5.3)
donde φ0(t) representa la irradiancia externa, que sólo incide sobre la cara delantera, y se
ha tenido en cuenta el flujo de calor por convección en ambas caras, con coeficientes hD y
hT para las caras delantera y trasera, respectivamente1.
5.2.2. Solución mediante transformada de Laplace
Problemas del tipo del que nos ocupa son resueltos en [32] con una variedad de méto-
dos matemáticos, entre los que destaca la separación de variables, las funciones de Green
y las transformadas de Laplace. Este último método va a ser el más conveniente para no-
sotros, por la flexibilidad que proporciona, ya que, como veremos, una vez resuelto el
problema para una excitación tipo impulso, va a poderse resolver el caso de una excita-
ción genérica mediante el producto de convolución. Siguiendo el planteamiento de [158],





T = 0 (5.4)
Para la transformada de Laplace hemos empleado la notación T (z, s) ≡ L[T (z, t)]. Se ha




= sT (s) − T (t = 0) (donde la temperatura inicial T (t = 0) supo-
nemos que es igual a la del ambiente). La variable s funciona aquí como un parámetro,
y por eso hemos puesto una derivada total en vez de parcial. La solución general de esta
ecuación diferencial es:




donde A y B serán en general funciones del parámetro s, y quedarán determinadas por
las condiciones de contorno.
1Obsérvese que en la cara z = L escribimos la densidad de flujo de calor por convección con signo +, al
contrario que en z = 0; esto se debe a que la pérdida de calor requiere que la derivada de T respecto de z
sea negativa en z = L y positiva en z = 0.
60 Capítulo 5. Transmisión del calor. Sols. exactas 1D











= +hTT (L, s) (5.7)
Si ahora sustituimos (5.5) aquí,
−κq[A cosh(q0)︸ ︷︷ ︸
=1
+B sinh(q0)︸ ︷︷ ︸
=0
] = φ0(s)− hDT (0, s) = φ0(s)− hDB (5.8)
−κq [A cosh(qL) +B sinh(qL)] = hTT (L, s) = hT [A sinh(qL) +B cosh(qL)] (5.9)








Antes de sustituir en la segunda, la reorganizamos:
A[−κq cosh(qL)− hT sinh(qL)︸ ︷︷ ︸
≡[1]
] = B[κq sinh(qL) + hT cosh(qL)︸ ︷︷ ︸
≡[2]
]

















κq cosh(qL) + hT sinh(qL)[
(hD + hT ) cosh(qL) +
(





Una vez que tenemos determinadas A y B, sustituimos en (5.5) para tener la solución de
la ecuación (5.4):






















(recordemos que q =
√
s/α). La solución T (z, t) de la ecuación diferencial original (5.1) se
obtendrá haciendo la transformada de Laplace inversa de T (z, s). El problema, sin embar-
go, no es trivial, ya que T (z, s) no tiene transformada inversa analítica. Antes de resolver-
lo conviene hacer algunas consideraciones genéricas (apartado [5.2.3]) y estudiar un caso
particular especialmente importante, el del sólido semiinfinito (sección [5.3]).
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5.2.3. Relación con la teoría de sistemas lineales




{· · · }
]
. Como la transforma-
da inversa de un producto es el producto de convolución de las transformadas inversas,
el resultado será:




{· · · }
]
(5.13)
En el caso de que la excitación sea una función impulso, φ0(t) = Q0δ(t), queda simple-
mente




{· · · }
]
(5.14)




{· · · }
]
es la respuesta del sistema a una excitación impulso
unitaria, por lo que se llama función de respuesta a impulso (en inglés, impulse response
function, irf ). Vemos que la excitación impulso equivale a poner en la ecuación Q0 en vez
de φ02. En lo sucesivo supondremos este caso, ya que el caso general se obtiene simple-






















Figura 5.1: Esquema de los dos dominios, temporal y de frecuencias, de la teoría de sistemas lineales. Adap-
tada de [195].
Este tipo de resultados son estándar en la teoría de sistemas lineales, en la que se conside-
ra un sistema lineal y su respuesta cuando se ve sometido a una cierta función de excitación
o input a lo largo del tiempo. En nuestro caso el sistema lineal es la placa y el input es la
2No hay que olvidar que φ0 tiene unidades de potencia/área, mientras que φ0 y Q0 tienen unidades de
energía/área.
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radiación φ0(t) con la que excitamos la placa; la respuesta o output es la distribución de
temperaturas T (z, t) que se instaura.
El estudio de estos sistemas se facilita pasando al dominio de frecuencias, mediante
una transformada de Laplace, ya que ahí la respuesta del sistema consiste simplemente en
multiplicar la transformada de Laplace del input por una función llamada de transferencia.
En el dominio del tiempo, esto equivale a que la respuesta del sistema es la convolución
de la función de excitación con la transformada inversa de la función de transferencia.
Esta función del tiempo recibe el nombre de función de respuesta a impulso del sistema (es
decir, la respuesta del sistema cuando la excitación es una delta de Dirac) (ver figura 5.1).
Esto es justo lo que acabamos de encontrar. Con la terminología que acabamos de
introducir, la ecuación (5.12) es, salvo el factor φ0, la función de transferencia ft de la
placa para la posición genérica z.




{· · · }
]
≡ φ0(s) · ft(z, s) (5.15)
Haciendo la transformada inversa,
T (z, t) = φ0(t) ∗ L−1 [ft(z, s)] ≡ φ0(t) ∗ irf(z, t) (5.16)
De modo que conocida la función de respuesta a impulso irf(z, t) = L−1 [ft(z, s)], en
principio el problema de determinar la temperatura en cualquier punto de la placa y en
cualquier instante ya está resuelto: basta hacer la convolución de la irf con la función de
excitación.
En lo sucesivo, particularizaremos (5.12) a varios casos de interés, suponiendo una
excitación impulso, φ0(t) = Q0δ(t), por lo que φ0 = Q0. Lo que obtendremos será en cada
caso la función de transferencia (multiplicada por Q0) y su transformada inversa será la
irf (multiplicada por Q0); es decir, la temperatura para una excitación tipo delta de Dirac
con una densidad de energía [J/m2] de Q0.
5.3. Caso de sólido semi-infinito
Un caso especialmente sencillo para la propagación del calor es el de un sólido semi-
infinito. Es importante además porque muchas de las técnicas de termografía activa se
han desarrollado basándose en resultados obtenidos modelizando de esta manera los es-
pecímenes.
5.3.1. Sólido semi-infinito: función de transferencia
Obtenemos el sólido semi-infinito como como caso límite de la placa plana si hacemos
que su espesor tienda a infinito. En particular, haciendo en (5.12) qL → ∞, hT = 0 y
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hD ≡ h (ya que al no haber cara trasera obviamente no puede haber convección en ella),
obtenemos (poniendo ya Q0 en vez de φ0):














Es fácil demostrar que sinh(∞)





y se tiene que




















Recordemos que q =
√
s/α, Q0 representa la energía por unidad de área depositada en
forma de delta de Dirac sobre el plano z = 0, y el sólido se extiende en la región z ≥ 0 (se
supone, ver sección [5.2.2], que la temperatura inicial es igual que la del ambiente). Si en
vez de Q0 ponemos 1 en la ecuación (5.17) obtenemos la función de transferencia para el
sólido semi-infinito.
Es evidente que esta ecuación representa una simplificación muy grande en compara-
ción con el caso de la placa de anchura finita L (ecuación (5.12)). Aún así, (5.17) no tiene
transformada inversa analítica. Sí la va a tener en dos casos particulares:
Convección despreciable: Haciendo h = 0 en (5.17), tenemos:




Cara delantera: Si hacemos z = 0 en (5.17), tenemos:




Naturalmente, si se dan ambas condiciones, tenemos el caso más sencillo: T (0, s)=Q0
κq
.
5.3.2. Sólido semi-infinito: función de respuesta a impulso
5.3.2.1. Convección despreciable
La distribución de temperaturas en un sólido semi-infinito (z ≥ 0) que ha recibido una
energía por unidad de área Q0 en el plano z = 0, en forma de delta de Dirac en t = 0 se
calcula aplicando L−1 a las T que acabamos de obtener.
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Sólido semiinfinito sin convección
ò 1.=z interior 























Sólido semiinfinito sin convección
ò 1.=z interior 





































Figura 5.2: Gráficas de la función de respuesta a impulso para un sólido semiinfinito sin convección. Física-
mente, representan las temperaturas en el interior del sólido cuando es sometido a un flujo instantáneo (delta
de Dirac) en la superficie libre. La temperatura, el tiempo y el espesor están en unas unidades arbitrarias en
las que κ = 1, α = 1, Q0 = 1.
La transformada inversa de la función de transferencia en el caso de convección des-
preciable (5.18) es resuelta en [117] y [177], obteniéndose:










Esta función de respuesta a impulso se ha representado en la figura 5.2 en función del
espacio y del tiempo. Al transcurrir el tiempo, la delta de Dirac inicial se transforma en una
gaussiana, siempre centrada en z = 0 pero cada vez más ancha (izquierda). La variación
temporal se representa en las gráficas del centro y la derecha, para tres posiciones: la la
cara delantera y dos puntos en el interior. La tendencia se aprecia mejor en la gráfica log-
log, donde es evidente que la temperatura de la superficie tiene una pendiente −1
2
, como




Si calculamos la transformada inversa de la función de transferencia en la cara delan-
tera (5.19) obtenemos [184] (ver gráfica en la figura 5.3).























Como se puede apreciar, el caso sin convección da una recta de pendiente −1/2 en la
gráfica log-log, y la convección hace que el enfriamiento sea más rápido.
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Figura 5.3: Gráficas de la función de respuesta a impulso para la cara delantera de un sólido semiinfinito,
para tres valores del coeficiente de convección. La temperatura y el tiempo están en unas unidades arbitrarias
en las que κ = 1, α = 1, Q0 = 1.
El caso de cara delantera y convección despreciable lo obtenemos haciendo z = 0 en la
ecuación (5.20).

















. Esta ecuación se obtiene también haciendo h = 0
en (5.21). La gráfica log-log es una recta de pendiente −1
2
. Esta fórmula se ha presentado
por algunos autores (ecuaciones (10.10) y (9.8) de [106]) como el punto de partida de la
termografía pulsada (pulsed thermography, PT) que se basa en registrar la evolución de la
temperatura superficial para todos los puntos de un espécimen plano. La presencia de
defectos se traduce en desviaciones locales de este comportamiento ideal, como veremos
enseguida.
5.4. Caso de placa de espesor finito
Volvemos ahora al caso genérico, dado por la función de transferencia (5.12). A par-
tir de ahora supondremos que el coeficiente de convección es igual en las dos caras:
hD = hT ≡ h (lo que tiene sentido para una placa vertical). La función se simplifica con-
siderablemente en los casos de la cara trasera y delantera, que son por otra parte los que
tienen relevancia experimental.
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5.4.1. Placa finita: caso de convección despreciable
Imponiendo la condición de que hD = hT = 0 en (5.12), y poniendo Q0 en vez de φ0
(excitación = función impulso) obtenemos una considerable simplificación:








(esta ecuación es la (7) de [158]).
La transformada inversa de (5.23) no tiene, aparentemente, expresión analítica, salvo
en los dos casos particulares más importantes: la cara trasera y la cara delantera, que
vamos a ver en los siguientes apartados.
Sin embargo, el artículo clásico de Parker et al [138] resuelve el problema como un caso
límite de la difusión del calor cuando una capa fina (calentada por el flash) está en contacto
térmico con el resto de la placa. La solución por separación de variables a este problema
(obtenida por Carslaw y Jaeger [32]) proporciona una expresión para la temperatura en
cualquier punto del interior de la placa:



















Este resultado es sorprendentemente sencillo, y nos da la evolución de T para la cara
delantera si hacemos z = 0 (ecuación (5.27)) y para la cara trasera si lo particularizamos
para z = L (ecuación (5.30)).
Por otra parte es claro que cuando t → ∞ la temperatura en cualquier punto de la
placa tiende a su valor adiabático final (el que se obtiene al suministrar un calor Q0A a un








Variables adimensionales Es interesante comparar las temperaturas previstas por (5.24)
para la placa finita con las que obtuvimos para el sólido semiinfinito (Figura 5.2). Para fa-
cilitar la comparación, conviene usar variables adimensionalizadas, lo que puede hacerse
definiendo:
z∗ ≡ z/L, siendo L el espesor de la placa (es decir, tomamos L como unidad de
longitud).
t∗ ≡ αt/L2. Este tiempo adimensional es llamado a veces número de Fourier, Fo.
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Comparando con la ecuación original, vemos que si expresamos longitudes y tiempos
en estas unidades, la difusividad toma el valor α = 1. Por otra parte, h puede expresarse






ya que estamos tomando L=1. Finalmente, normalizando las temperaturas a Tlim,





Es evidente que esta es la temperatura que obtenemos si hacemos κ = 1, Q0 = 1, α = 1,
L = 1, por lo que estas temperaturas serán comparables a las que habíamos mostrado en
las gráficas para sólido semiinfinito.
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Figura 5.4: Gráficas de la función de respuesta a impulso para una placa de anchura finita sin convección.
Físicamente, representan las temperaturas cuando es sometida a un flujo instantáneo (delta de Dirac) en la
superficie delantera. La temperatura, el tiempo y la posición espacial están normalizadas, como se explica en
el texto.
Comparación con el caso semiinfinito La figura 5.4 muestra los resultados análogos a
los de 5.2, pero ahora para una placa finita. Las gráficas en escala lineal son muy similares,
pero cuando representamos la evolución temporal escala log-log (derecha), vemos una
importante diferencia: ahora las temperaturas tienden a estabilizarse en el valor ∆Tlim
(= 1 en unidades normalizadas) a partir de un tiempo que depende del espesor de la
placa. Esto se aprecia mejor en la figura 5.5.


























Sin convección. T en cara delantera
à Placa finita
Sólido semiinf .
Figura 5.5: Comparación de las temperaturas en cara delantera para el sólido semiinfinito y una placa de
espesor finito. En ambos casos no hay convección.
Estudiamos ahora con más detalle los dos casos de importancia experimental: la evo-
lución de las temperaturas en las caras delantera y trasera.
5.4.1.1. Placa finita: convección despreciable, cara delantera
Haciendo z=0 en (5.24) se obtiene:













(Esta ecuación, como la (5.30), puede derivarse también mediante la transformada de La-
place de (5.23), haciendo ahora z = 0 [117], [177]).
También hay una expresión para esta temperatura en el artículo de Osiander y Spicer
[135], pero la fórmula es diferente:
















Sorprendentemente, esta ecuación da exactamente los mismos resultados que la ante-
rior (cuestión a la que volveremos en el apartado [6.2.1]).
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Determinación de α a partir de la evolución de las temperaturas Hemos visto que en la
gráfica log-log las temperaturas en la cara delantera describen al principio una recta con
pendiente -1/2, pero que en la placa la gráfica se desvía de esa recta a partir de un tiempo
característico, relacionado con el espesor. La desviación respecto de la linealidad apare-
ce gradualmente, pero para fijar un criterio podemos elegir el punto en el que Tsemi−inf
coincide con el valor de ∆Tlim, es decir, vale 1 en nuestra escala normalizada. Eso ocurre
cuando












≡ t∗ = pi−1
y se aprecia de manera aproximada en la figura 5.5. En la práctica, el criterio consiste
en elegir como tiempo el que corresponde a la intersección de la recta de pendiente −1
2
con la línea horizontal que ajusta la parte de la curva para tiempos largos (el eje x en 5.5).
Llamamos a ese tiempo tc, y a partir del valor de tc proporcionado por el corte, obtenemos:
(conociendo α) : L =
√




Vemos que de esta manera puede determinarse la difusividad del material [13]. Análoga-
mente, un defecto subsuperficial varía el valor del espesor en el que el material es homo-
géneo, lo que producirá una desviación de la linealidad; el tiempo que tarda en aparecer
esa desviación permite estimar la profundidad del defecto.
5.4.1.2. Placa finita: convección despreciable, cara trasera
Haciendo z = L en (5.24) obtenemos:












Esta ecuación puede obtenerse mediante la transformada inversa de Laplace de (5.23) tras
hacer z = L [117], [177].
Determinación de α: el método flash La ecuación anterior, que da la evolución de la
temperatura en la cara trasera de una placa que ha recibido un flujo Q0δ(t) en la cara
delantera siendo la convección despreciable, describe exactamente el caso de una técnica
de termografía IR usada para medir la difusividad de un material llamada “método flash”
en la que un espécimen del material, en forma de placa plana, es sometido a un “flash”
(un pulso de radiación, generalmente IR, de duración muy breve) por una cara (“cara
delantera”) y se registra con una cámara IR la evolución de su temperatura en la cara
opuesta (“cara trasera”). La evolución de la temperatura en la cara trasera permite medir
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la difusividad del material. Si denotamos U(L, t) ≡ T (L, t)/∆Tlim (siendo ∆Tlim, como
antes Q0α
κL
), esta temperatura normalizada viene dada por:






Figura 5.6: Temperatura normalizada en la cara trasera para una placa excitada en la cara delantera con un
pulso muy breve en el instante inicial. El parámetro ω es por definición ω = pi
2αt
L2
. Sacado de [199], figura 1.
La función U(L, t) se ha representado en la figura 5.6, tomada del artículo clásico de
Parker et al. [138]. Se aprecia que la temperatura crece hasta estabilizarse en un valor lí-
mite (cuando toda la placa está a temperatura uniforme, recordemos que estamos despre-
ciando la convección), y la rapidez de este crecimiento depende del valor de la difusivi-
dad α. Parker et al. sugirieron determinar la difusividad midiendo el instante t0,5 el que





5.4.1.3. Cara trasera y cara delantera: comparación de resultados
La ecuación (5.32) es análoga a la (5.29), y una y otra proporcionan α a partir de la
evolución de la temperatura en la cara trasera y delantera, respectivamente. Los dos mé-
todos son equivalentes en teoría; sin embargo, ha sido mucho más usado el basado en la
evolución de la temperatura en la cara trasera, que ha merecido el nombre de “método
flash” por antonomasia.
Hay que tener en cuenta que, cuando fue propuesto originalmente por Parker, la tem-
peratura se medía con un termopar, que perturbaba el calentamiento si se colocaba en la
cara delantera. Por otra parte, incluso utilizando cámaras IR, medir por la cara trasera
tiene la ventaja de que los incrementos de temperatura son menores, por lo que no hay
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peligro de saturación de los detectores IR en los instantes iniciales; y también es más rápi-
do, ya que se alcanza antes la estabilización de la temperatura (si nos fijamos en la figura
5.6 hay que esperar hasta ω ≈ 5 o lo que es lo mismo hasta t∗ ≈ 0,5; mientras que si ob-
servamos la figura 5.5, veremos que habrá que esperar hasta t∗ ≈ 1 para que se alcance la
estabilización).
Hay que señalar que es posible determinar α usando la señal de la cara delantera en su
primera etapa, cuando la placa se comporta todavía como un medio semiinfinito, median-
te la ecuación (5.22), lo que tiene la ventaja adicional de que se cumplirá mejor el requisito
de pérdidas de calor despreciables. Sin embargo, esto requiere conocer Q0, con lo que el
método pierde uno de sus principales atractivos, que es el no necesitar un pulso calibrado
sino sólo uno que sea suficientemente corto en comparación con el tiempo característico
t0,5. Una salida es estimar Q0 a partir de Tlim (5.25), pero generalmente cuando se ha es-
tabilizado la temperatura hay ya ciertas perdidas, de modo que el valor de incremento
máximo de temperatura medido Tmax es inferior a Tlim, lo que introduce una importante
incertidumbre. Volveremos a esta cuestión en el capítulo [6].
5.4.2. Placa finita: convección no despreciable
Como advertimos en su momento, la ecuación (5.12) no tiene transformada de Laplace
inversa analítica. Sin embargo, Balageas en [12], citando a Degiovanni [43] da una ex-
presión analítica, obtenida por separación de variables, para la temperatura en un punto
genérico de una muestra cilíndrica con convección, sometida a un calentamiento flash por
una de sus caras planas3.
Simplificando esa ecuación para el caso de convección igual por las dos caras planas y
despreciable por la cara lateral (lo que convierte el problema en unidimensional), se llega
a que, para una placa de espesor L, densidad ρ y calor específico c, que recibe un flash con
densidad de energía Q, la temperatura viene dada por:





























z/L. Teniendo en cuenta la definición de U y normalizando a Tlim = Q0ακl , la ecuación
3Es la ecuación (3) del artículo, pero hay que señalar que contiene una errata: z∗, allí denotado como z,
aparece como factor que multiplica a toda la expresión, cuando en realidad debería aparecer en el argumento
del coseno y el seno: cos(Unz∗), sen(Unz∗).
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anterior se simplifica quedando esta expresión para la temperatura normalizada:













Convección no despreciable, cara delantera. Si z∗ = 0, (5.34) se convierte en:







Convección no despreciable, cara trasera. Si z∗ = 1, (5.34) se convierte en:












Puede demostrarse, sin embargo [117], que esta expresión se simplifica quedando:









Hay un claro paralelismo entre las ecuaciones (5.35) y (5.36), por un lado, y (5.27) y (5.30),
por otro: tanto con convección como sin ella, los términos de la serie son los mismos para
la cara delantera y la trasera, pero en el primer caso todos los signos son positivos y en el
segundo se alternan.
5.4.2.1. Comparación con el caso sin convección
No es difícil comprobar que para el caso de Bi = 0, la ecuación (5.34) se convierte
en la (5.24) que daba Parker para la placa sin convección (la clave es que en ese caso las
soluciones Un de la solución trascendente son simplemente npi, para n = 0, 1, 2, . . .).
Los resultados de (5.34) para un valor de Bi = 1 se representan en la figura 5.7. Si com-
paramos con la figura 5.4, encontramos que introducir la convección los modifica como
era de esperar, haciendo que a largo plazo disminuya la temperatura. En la gráfica log-log
se aprecia que la convección hace que, para tiempos largos, la temperatura del interior sea
más alta que la de las caras externas, incluso cuando estas ya prácticamente coinciden. La
comparación se aprecia mejor en la figura 5.8, que muestra en una misma gráfica los casos
con y sin convección.










































































































Figura 5.7: Gráficas de la función de respuesta a impulso para una placa de anchura finita con convección
(Bi = 1). Representan las temperaturas cuando es sometida a un flujo instantáneo (delta de Dirac) en la






























































































































































Figura 5.8: Comparación de la respuesta en temperaturas en una placa finita sometida a un flujo instantáneo (delta de
Dirac) en la superficie delantera. Temperaturas normalizadas representadas en función del tiempo adimensional para
la cara delantera (rojo), trasera (azul) y el punto central de la placa (marrón), en los casos sin convección (símbolos
llenos) y con Bi = 1 (símbolos huecos), en escala lineal (izquierda) y log-log (derecha).
5.4.2.2. Comparación de los efectos de α y Bi
Tenemos, en definitiva, que la evolución de la temperatura depende de dos paráme-
tros, α y Bi, pero los efectos de cada uno son muy diferentes, lo que se evidencia porque
en la figura 5.8 tenemos una gráfica para cada valor de Bi pero no aparece el valor de
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α. La razón es que la difusividad va implícita en el eje de t∗ = tL2/α: la variación de α
simplemente cambia la escala horizontal de las gráficas, como se aprecia en la figura 5.9;
por tanto, gráficas con el mismo valor de Bi tienen el mismo perfil, únicamente más o me-
nos dilatado horizontalmente, mientras que la variación de Bi si que introduce un cambio
sustancial en la forma del perfil de temperaturas (veánse en el capítulo [7], las figuras 7.1
y 7.3).
Figura 5.9: Efecto del valor de α en la evolución de la temperatura normalizada en función del tiempo para
un caso fijo Bi = 1. Izquierda: cara delantera; Derecha: cara trasera. Las unidades de α son m2/s.
5.5. Solución numérica de la ecuación del calor
Las ecuaciones (5.35) y (5.36) son la solución exacta al problema de la determinación de
la temperatura en las caras delantera y trasera de una placa homogénea iluminada por un
pulso de radiación. Son pues las funciones de respuesta a impulso (irf ) que proporcionan
también la solución cuando la excitación es una densidad de flujo con una dependencia
arbitraria del tiempo φ0(t), mediante el producto de convolución: T (z, t) = φ0(t) ∗ irf(z, t)
(ecuación (5.16)), y proporcionan por eso la base para cualquier estudio sistemático de
la termografía activa. Sin embargo, la literatura apenas hace mención a estas ecuaciones,
hasta el punto de que, en nuestro estudio del tema, hasta un estadio bastante avanzado no
las encontramos y pensamos que no existían soluciones analíticas, por lo que buscamos
un método numérico para invertir la función de transferencia (5.12).
Existen varios algoritmos para este propósito, pero probablemente el más usado, por
su estabilidad, exactitud y rapidez es el de Gaver-Stehfest [178], desarrollado por H. Steh-
fest en 1970, basado en el trabajo de D.P. Gaver de 1966. Utiliza una expresión que produce
un valor aproximado fa(t) de la transformada inversa a partir de la transformada de La-
place F (s), a la que se da valores en múltiplos de ln 2/t:























indica el mayor entero menor o igual que i+1
2
y N debe ser par. En principio,
cuanto mayor sea N mejor es la aproximación; en la práctica, los errores de redondeo la
empeoran para valores de N excesivamente grandes.
Hemos usado dos implementaciones de este algoritmo: la de Peter Valkó para Mathe-
matica4 y la de Wahyu Srigutomo para Matlab5
Encontrar la solución analítica nos ha permitido verificar el correcto funcionamiento
del algoritmo numérico, como se muestra en las figuras 5.10 y 5.11 que comparan los resul-
tados de las expresiones (5.35) y (5.36) con los obtenidos en Matlab mediante al algoritmo
de Gaver-Stehfest.
tiempo (s)



















Figura 5.10: Perfiles temporales de respuesta a im-
pulso en cara delantera y cara trasera para los casos
analítico y numérico. Parámetros térmicos: Q = 1;
α = 1; κ = 1; L = 1 y Bi = 0,02.
tiempo (s)






















Figura 5.11: Diferencias entre los perfiles obtenidos
numéricamente y los obtenidos analíticamente, para
las caras delantera (CD) y trasera (CT).
Si bien una ecuación analítica tiene siempre ventajas (por ejemplo, es más rápida de
usar, nos puede proporcionar una comprensión cualitativa, podemos obtener casos par-
ticulares límite que son de utilidad, etc.), y nuestro uso de una solución numérica vino
en principio determinado por desconocer la solución analítica, en el caso que nos ocupa
las ventajas de ésta son un tanto engañosas, ya que la fórmula viene dada como una se-
rie infinita en la que cada término está determinado por un Un, que es la solución de la
4http://library.wolfram.com/infocenter/MathSource/4738/
5https://es.mathworks.com/matlabcentral/profile/authors/870382-wahyu-srigutomo
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ecuación trascendente y no tiene una expresión cerrada. Además, la familia de soluciones
Un es distinta para cada número de Biot, por lo que en cada caso hay que encontrar las
soluciones de la ecuación, que es también un paso numérico que lleva aparejado un error.
En definitiva, no se aprecia una ventaja práctica frente a la inversión numérica de Laplace
que se había implementado originalmente y con la que se ha seguido trabajando.
Por otra parte, usar la inversión numérica permite resolver cualquier problema para
el que tengamos la función de transferencia, por lo que es más versátil. Veremos que esto
es una ventaja determinante cuando, como en la sección [5.7], nuestro input no sea el flujo
sobre la cara delantera.
Un par de ejemplos de los resultados obtenidos con la inversión numérica, visualiza-
dos como gráficas 3-D, están en la figura 5.12, en la que se aprecia claramente el efecto







6.- Generalización 2: convección
Figura 5.12: Gráficas de temperaturas normalizadas frente a tiempo y espacio adimensionales (se ha cortado
el eje vertical para mostrar mejor la estructura): izquierda, sin convección; derecha, para Bi=1.
5.6. Caso de excitación arbitraria
Hasta aquí hemos considerado que la función de excitación era una delta de Dirac; por
tanto, las soluciones T (z, t) que hemos obtenido son funciones de respuesta a impulso.
Como vimos en el apartado [5.2.3], si la función de excitación es otra, el único cambio es
que hay que hacer la convolución de la función de respuesta a impulso con la función
de excitación. La figura 5.13 muestra dos ejemplos de los resultados obtenidos, para el
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Excitación arbitraria = función escalón (II)
6.- Generalización 3: excitación arbitraria
z*
t*
• Ejemplos de resultados (Nu = 1, t=0.15 / t=0.50)
t*
z*
Figura 5.13: Gráficas de temperaturas normalizadas frente a tiempo y espacio adimensionales, para Bi=1,
para dos valores diferentes de duración ∆t de una excitación escalón: izquierda, ∆t∗ = 0,15, derecha, ∆t∗ =
0,50.
caso de excitación por una función escalón. La excitación escalón, que tiene un papel muy
destacado en esta tesis, será tratada de manera más extensa en el capítulo [8].
5.7. Caso de temperatura conocida en una cara
En todo este capítulo hemos considerado como input el flujo de calor sobre la cara
delantera y como output la temperatura en uno u otro punto de la placa; la correspon-
diente función de transferencia se obtenía particularizando (5.12) al punto en cuestión con
las aproximaciones oportunas, y su transformada de Laplace inversa era la función de
respuesta a impulso (irf ). Esta irf proporciona la evolución de la temperatura cuando la
excitación es un pulso de calor (delta de Dirac) y, mediante el producto de convolución,
también para una excitación genérica φ0(t); un ejemplo se ha visto en la sección anterior,
para excitación escalón.
Dado que la respuesta depende de α (y deBi cuando la convección no es despreciable),
estos parámetros térmicos podrán obtenerse del ajuste de la respuesta térmica experimen-
tal por la teórica. En la práctica, el flujo φ0(t) sobre la cara delantera es difícil de medir,
y no suele ser conocido, pero esto no es una dificultad mientras se trate de un pulso de
duración muy pequeña6. No obstante, si queremos superar esta limitación y plantear una
termografía activa con aplicación lo más general posible, es necesario afrontar este pro-
6Larson y Koyama encontraron ya en 1967 que para pulsos de anchura menor que t∗ = 1/16 los errores
en la α recuperada por el método de Parker eran menores del 10 % [95].
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blema.
Una posible solución estriba en utilizar como input, en lugar del flujo, la temperatura
medida en un punto, y como output, la temperatura medida en otro. En concreto, vamos
a buscar la función de transferencia que nos relacione la temperatura de la cara delantera
con la de la trasera.
5.7.1. Función de transferencia entre temperaturas de cara delantera y
trasera
Al principio del capítulo hemos demostrado, usando la transformada de Laplace, que
la ecuación del calor para una placa tiene la solución dada por la ecuación (5.5):
T (z, s) = A sinh(qz) +B cosh(qz) siendo q2 =
s
α
Entonces determinábamos A y B aplicando las condiciones de contorno (5.2) (cara
“delantera”, z = 0, con convección y una densidad de flujo de calor conocida) y (5.3) (cara
“trasera”, z = L, sólo con convección). Ahora vamos a asumir que lo que conocemos no
es la densidad de flujo sobre la cara caliente sino la temperatura de ésta.
Según (5.5), en z = 0 tenemos que T (0, s) = B: si conocemos la evolución temporal de
la temperatura en la cara delantera, su transformada de Laplace nos da el coeficiente B.






= hTT (L, s) ⇒
−κq [A cosh(qL) +B sinh(qL)] = hT [A sinh(qL) +B cosh(qL)]
(esta es la ecuación (5.9) que ya obtuvimos en su momento). Despejando de aquí A:
A =
hTB cosh(qL) + κqB sinh(qL)
−κq cosh(qL)− hT sinh(qL)
Si sustituimos ahora en (5.5) y hacemos z = L,
T (L, s) = B
[
−hT cosh(qL) + κq sinh(qL)
κq cosh(qL) + hT sinh(qL)
· sinh(qL) + cosh(qL)
]
Sustituyendo B = T (0, s) y simplificando, se llega a:
T (L, s) = T (0, s) ·
[
κq
κq cosh(qL) + hT sinh(qL)
]
(5.37)
La expresión entre corchetes nos da la función de transferencia para la temperatura de
la cara trasera cuando el input es la temperatura de la cara delantera7.
7Podíamos haber obtenido este resultado más rápidamente, sin más que comparar las ecuaciones que ya
teníamos para T (0, s) y para T (L, s), y hallar el factor de proporcionalidad entre ellas.
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Haciendo ahora la transformada inversa de Laplace de (5.37),








O en formato adimensional:












No hemos encontrado una forma analítica para esta transformada inversa de Laplace,
pero se puede calcular sin dificultad por el método numérico expuesto en la sección [5.5].
En la figura 5.14 se puede apreciar la forma de la función de respuesta a impulso que
utilizaremos para convolucionar cualquier excitación arbitraria, que sería el resultado de
la ecuación (5.38).
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Figura 5.14: Representación de la función de
respuesta a impulso (irf) de la ecuación (5.38) pa-













Figura 5.15: Representación log- log de la fun-
ción de respuesta a impulso (irf) de la figura 5.14
.
5.8. Conclusiones
A lo largo de este capítulo se ha hecho una detallada y extensa recopilación de resul-
tados dispersos en la literatura para la termografía pulsada, encontrando las expresiones
analíticas de la evolución de la temperatura en los casos que nos interesan.
Además, se ha resuelto la ecuación del calor para el caso de excitación flash mediante
el método de la transformada de Laplace, tratando el problema dentro del marco de la
teoría de sistemas lineales, lo que permite obtener la temperatura de cualquiera de las
caras del espécimen objeto de estudio sin más que convolucionar la función de respuesta
a impulso (impulse response function, irf ) adecuada con la excitación arbitraria que se desee.
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Aunque las soluciones analíticas encontradas en la literatura proporcionan la irf en
muchos casos de interés, finalmente se ha optado por una solución numérica, que propor-
ciona resultados igualmente válidos, y que nos permite resolver cualquier problema para
el que tengamos la función de transferencia, por lo que es más versátil. Esto ha permitido
resolver el problema de la evolución de la temperatura en la cara trasera de una placa
cuando el input no es el flujo sobre la cara delantera, sino la temperatura de ésta, lo que a






Termografía pulsada con pérdidas de
calor: métodos aproximados
RESUMEN: En esta segunda parte de la memoria nos ocuparemos de la
recuperación de los parámetros térmicos. En este capítulo se han analizado y
aplicado a experimentos reales distintos métodos de aproximación para pro-
blemas de termografía pulsada en los que las pérdidas de calor no son des-
preciables, comparando resultados por cara delantera y por cara trasera. Estos
métodos se basan en el análisis de la evolución térmica en los primeros segun-
dos tras el flash, cuando el efecto de las pérdidas es todavía pequeño.
6.1. Introducción
El método flash clásico, cuyos fundamentos se han expuesto en el apartado [5.4.1.2],
permite determinar la difusividad de una placa de material siempre que la duración adi-
mensional del pulso de radiacion ∆t∗p sea muy pequeña y la convección sea despreciable
[138].


















Estas ecuaciones muestran que se trata de requisitos contrapuestos. Mientras que la condi-
ción de pulso tipo delta de Dirac se consigue mejor con espesores grandes y difusividades
pequeñas, la condición de pérdidas despreciables es más fácil de cumplir con espesores
pequeños y difusividades grandes. Existe pues un espesor óptimo para la aplicación del
método [95], pero no siempre se puede elegir el espesor de las muestras.
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Figura 6.1: Error cometido al obtener con el método de Parker la difusividad para una muestra en la que la convección
no es despreciable.
Tomando valores estándar de parámetros térmicos para materiales tipo CFRP [81], se
puede hacer una estimación numérica de las condiciones arriba especificadas. Si tomamos
ρcp = 1,4 · 106 [J/K ·m3], κ = 0,5 [W/m ·K] y, por tanto, α ≈ 3,6 · 10−7 [m2/s], y además
suponemos un espesor L = 2,4 · 10−3 [m] y un número de Biot Bi = 0,05, tendremos un
coeficiente de transferencia de calor h ≈ 10 [W/m · K], que es el orden de magnitud de





3,6·10−7 ≈ 16 s.
En nuestro caso, ∆tp ≈ 100ms, por lo que se cumple con creces la condición de pulso tipo
Dirac (en su trabajo original, Parker [138] requiere que L
2
α
sea 30 veces mayor que ∆tp).




3,6·10−7 ≈ 7 · 103 [s/m] y ρcph ≈ 1,3 · 105 [s/m]; es decir, ρcph es unas 20
veces mayor que L
α
. Esta condición no se cumple tan bien como la primera, de modo que
tendremos que corregir el efecto de las pérdidas, sobre todo teniendo en cuenta que el
valor de h o Bi no se conoce bien a priori y que, como veremos en seguida, incluso unas
pérdidas pequeñas tienen un efecto apreciable en las temperaturas de la cara trasera.
Consideraciones análogas se aplican a la cara delantera, por lo que tanto en un caso
como otro se hace necesario tener en cuenta el efecto de las pérdidas en el análisis de los
datos experimentales.
El efecto de las pérdidas de calor fue tratado en la literatura casi inmediatamente des-
pués de la publicación original de Parker en 1961, pero la primera solución completa a
la ecuación del calor con pérdidas fue la publicada por Degiovanni en 1977 [43], que se
reduce en el caso unidimensional a la ecuación (5.34). Su resultado demuestra que la co-
rrección es importante, porque incluso para un número de Biot pequeño como Bi ≈ 0, 1,
el método de Parker sobreestima la difusividad en ≈ 8 % (ver figura 6.1).
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Varios métodos de reducción de datos basados en esta solución exacta han sido pro-
puestos [13]. Sin embargo, es posible en principio un enfoque menos exigente matemá-
ticamente, basado en la medida temprana: minimizar el problema de las pérdidas usando
sólo la evolución de la temperatura en los primeros momentos tras el flash, cuando éstas
son todavía muy pequeñas. Este planteamiento fue desarrollado por Balageas en [12] para
la cara trasera: invierte la solución sin pérdidas (5.31), obteniendo una α(t) aproximada a
partir de T ∗(t); calcula α(t) a partir de los datos experimentales, y extrapola a t → 0 para
obtener el valor correcto. El inconveniente es que calcular la temperatura normalizada T ∗
requiere conocer Tlim, que debido a las pérdidas no coincide con la temperatura máxima
medida experimentalmente, Tmax. En el apartado [7.2.4] volveremos a esta cuestión.
En este capítulo propondremos varias soluciones a los problemas que las pérdidas de
calor plantean al método flash, tanto por la cara delantera como por la trasera. Comen-
zamos con métodos de ajuste de los datos basados en la medida temprana, para lo que
previamente desarrollaremos soluciones aproximadas a la evolución de la temperatura en
ambas caras en ausencia de convección. Estas soluciones, analíticamente muy sencillas,
deberían proporcionar un ajuste razonablemente bueno del perfil de temperaturas para
valores pequeños de t∗, al menos en los casos en los que las pérdidas no sean muy im-
portantes. En el siguiente capítulo estudiaremos el caso general, en el que las soluciones
teóricas completas, incorporando la convección, se usan para ajustar los perfiles experi-
mentales.
6.2. Aproximación analítica despreciando las pérdidas
En el capítulo anterior hemos encontrado soluciones exactas para el problema de la
evolución de la temperatura en una placa de espesor finito: las funciones de respuesta a
impulso (irf ) venían dadas, en el caso sin convección, por la fórmula de Parker (5.24), y en
el caso con convección, por la de Degiovanni (5.34); y el perfil de temperaturas, T (z, t), se
obtenía mediante la convolución del flujo de calor φ(t) en la cara z = 0 con la correspon-
diente irf.
Sin embargo, para determinadas aplicaciones puede ser útil disponer de soluciones
aproximadas más sencillas (y más manejables, ya que las soluciones exactas tienen la for-
ma de una serie infinita). Como hemos sugerido en la sección anterior, un ejemplo es preci-
samente el estudio de la evolucion de la temperatura de una placa con pérdidas sometida
a un experimento flash. Vamos a obtener aquí soluciones de ese tipo, pero no partiendo
de las irf sino de sus correspondientes funciones de transferencia. En esta sección nuestro
punto de partida es la ecuación (5.23), que corresponde al caso sin convección, y en la
siguiente lo será la ecuación (5.12), para en el caso general de convección no despreciable.
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Comenzamos por el caso sin convección, buscando una aproximación a la función de




son grandes. Teniendo en
cuenta la relación inversa de s con el tiempo, es de esperar que su transformada inversa
de Laplace sea una aproximación válida para el caso de t∗ pequeños.
6.2.1. Cara delantera
Partimos de la ecuación (5.23) que, particularizada para z = 0, queda:







Buscamos un desarrollo en serie de esta función que sea válido para valores grandes de





























donde a ≡ eqL,  ≡ e−qL, y  << 1. Tenemos en definitiva:






















Calculando la transformada de Laplace inversa1, se llega a:
















Este resultado es la ecuación (5.28) que en el capítulo anterior habíamos tomado del ar-
tículo de Osiander y Spicer [135] sin demostración.
La demostración que hemos proporcionado ahora sugiere que truncar la serie a los
primeros términos proporcionará una aproximación válida para valores pequeños de t∗.
La figura 6.2, que muestra la comparación de la solución exacta con las aproximaciones
que se obtienen reteniendo uno, dos y cuatro términos en las ecuaciones de Osiander
(6.1) y Parker (5.27), lo confirma, y muestra además que la aproximación de Parker es
complementaria, pues sus primeros términos proporcionan una excelente aproximación
para los valores altos de t∗ (se han normalizado las temperaturas a Tlim = Q0ακl ).
1Por ejemplo, con Mathematica [110].
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La aproximación que se obtiene reteniendo un sólo término en el sumatorio de (6.1),












representada en gráfica de la izquierda de la figura 6.2 por la línea azul de trazos, tiene un






























































Figura 6.2: Comparación de las aproximaciones obtenidas truncando las series (6.1) (“de Osiander”) y
(5.27) (“de Parker”) para la temperatura en la cara delantera de una placa sometida a un flujo instantá-
neo de de radiación (delta de Dirac) en la superficie delantera. Tanto la temperatura como el tiempo están
normalizados
6.2.1.1. Aplicación a la detección de defectos y la obtención de α
El término que multiplica al paréntesis representaba la T (0, t) en el caso de sólido semi-






. Por tanto, si siguiendo a Balageas [10] iden-
tificamos el incremento de temperatura en una zona “sin defecto” de una muestra plana
con T∞(0, t) y el incremento de temperatura en la zona “con defecto” (a profundidad L)
con TL(0, t), encontramos una expresión muy sencilla para el contraste relativo Cr cuando
usamos la aproximación dada por la ecuación (6.2).





Según esto, para t→∞, Cr → 2, pero obviamente en el límite t→∞ la aproximación no
es válida. No obstante, para los primeros instantes en los que la temperatura de la zona
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debería ser una recta horizontal cuya ordenada
nos daría L. Este método tiene la ventaja respecto al basado en estimar tc (ecuación (5.29))
de que es más rápido, porque no hay que esperar a que la temperatura se estabilice en
el defecto: eso requería que t∗ ≈ 1, es decir, t ≈ L2
α
(como vimos en [5.4.1.3]), mientras
que como vimos en la ecuación (5.29), para tc = L
2
piα
hay ya una importante desviación
respecto del comportamiento semi-infinito. La mayor rapidez tiene la ventaja adicional
de que minimiza los efectos de la convección y los de la difusión lateral del calor2.
Este método puede usarse, alternativamente, para la determinación de la difusividad









Montaje experimental de experimentos flash El equipo habitual para llevar a cabo ex-
perimentos de excitación flash consta de los elementos siguientes (ver figura 6.3):
Una lámpara flash, con emisión en el visible (es habitual usar un filtro para eliminar
radiación en el IR).
Una cámara IR, colocada del mismo lado de la lámpara si se trata de medidas por
la cara delantera (lo que a veces se llama configuración en reflexión, aunque lo que
mide la cámara no es la luz reflejada sino la emitida por el espécimen) o del lado
contrario para medidas en la cara trasera (la llamada configuración en transmisión,
aunque la cámara no mide radiación transmitida sino emitida).
Un ordenador de adquisición.
Una unidad de control que permita sincronizar y definir la excitación que se va a
llevar a cabo.
Cada uno de los elementos arriba definidos, están representados de manera esquemá-
tica en la figura 6.3, para la configuración en transmisión. La de reflexión es análoga, con
la cámara al otro lado del espécimen, y es la que se ha usado en las medidas descritas a
continuación.
2Según [10], en esta aproximación de primer orden el contraste no depende de la resistividad térmica del
defecto; esto es otra ventaja de limitarse a la zona en la que empieza a emerger el contraste.
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Figura 6.3: Esquema de los elementos involucrados en un experimento de excitación flash. Figura adaptada
de [79]
Muestra estudiada El método de determinación de α basado en la medida de la evolu-
ción temprana de la temperatura que acabamos de describir lo hemos aplicado a una placa
de baquelita de 100 × 130 × 5, 5 cm3, en la que se han practicado unos rebajes cilíndricos
de varios diámetros y profundidades, dispuestos en forma de matriz (ver esquema de la
figura 6.4). La muestra ha sido sometida a una iluminación flash por el lado de los rebajes
y la evolución de la temperatura por la cara opuesta (plana) ha sido registrada por una
cámara Thermosensorik 640, con una frecuencia de adquisición de 189 frames por segun-
do (FPS). Estudiaremos aquí tres puntos: P1 y P2, en el centro de dos rebajes cilíndricos
(diámetro 10 mm) y P0 en un punto sin rebajar y lejos de los bordes. Los espesores son:
P1 = 1, 05mm, P2 = 1, 5mm, P0 = 5, 5mm. Los valores de los espesores y diámetros de la
probeta de baquelita pueden consultarse en la tabla 6.1.
Resultados Para compensar la inevitable falta de uniformidad de la iluminación del
flash, los incrementos de temperatura T (t) − Ta (siendo Ta la temperatura ambiente, que
es también la inicial de la placa) se han normalizado en cada punto a T (t0) − Ta (siendo
T (t0) la temperatura del punto en un instante temprano en el que los efectos del espesor
finito y la convección no se han hecho notar aún; hemos elegido t0 = 0, 53 s).
La figura 6.5 muestra la evolución de estos incrementos de temperatura normalizados
en escala lineal (izquierda) y log-log (derecha). Como se aprecia, existe una cierta desvia-
ción con respecto a la curva que correspondería al sólido infinito sin convección (curva
discontinua de pendiente −1
2
). Esto es de esperar porque en la práctica T no puede ten-
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Diámetros (mm) Espesores (mm)
D1 10 P1 1. 05
D2 8 P2 1. 5
D3 6 P3 2. 5
D4 4 P4 3.5
P5 4
P0 (Sin defecto) 5.5
Tabla 6.1: Valores de los espesores y diámetros reales de la probeta de baquelita utilizada en los experimentos.






Figura 6.4: Izquierda: Representación esquemática de la probeta de baquelita usada para mostrar el método
de detección de defectos y de caracterización térmica. Derecha: foto en visible de la probeta de baquelita.
der a infinito cuando t tiende a cero. Por otra parte, pequeñas incertidumbres en el origen
de tiempos producen alteraciones apreciables de la pendiente en la escala log-log para
valores pequeños del tiempo. Conviene por tanto no usar para el ajuste ese tramo de la
gráfica, y fijarse en los tiempos para los que los datos experimentales se ajustan a la recta
de pendiente −1
2
y los posteriores en los que empiezan a separarse de ella.
Podemos obtener α a partir de la ecuación (6.3) si representamos el contraste Cr(t) de
los puntos P1 y P2 respecto de P0, tal como se hace en la figura 6.6 (izquierda). Encontra-
mos que el valor de Cr = 0, 1 se encuentra para t = 2, 11 s en P1 y t = 4, 43 s en P2, lo que,
según la ecuación (6.5) corresponde a α(P1) = 1, 83 · 10−7m2/s y α(P2) = 1, 68 · 10−7m2/s.
Alternativamente, podemos dibujar la función α(t) dada por (6.5), como se hace en
la figura 6.6 (derecha). Idealmente las gráficas deberían ser sendas líneas horizontales,
pero se observa una tendencia a decrecer al aumentar t. Esto es una consecuencia de los
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Figura 6.5: Evolución de la temperatura en cara delantera para los tres puntos analizados en la probeta de
baquelita. Izquierda: escala lineal; Derecha: escala log-log.
Figura 6.6: Izquierda: evolución del contraste con respecto al tiempo en los dos puntos estudiados de la
baquelita; Derecha: difusividad térmica frente al tiempo para esos dos mismos puntos.
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efectos de la convección, que desvía la gráfica de T (t) hacia valores menores, reduciendo
el contraste relativo Cr y por tanto disminuyendo el valor de α(t). En principio el valor
correcto debería obtenerse en el límite de t→ 0, pero el alto nivel de ruido, sobre todo para
valores pequeños de t, hace incierto este procedimiento (es lógico que el ruido sea grande,
teniendo en cuenta que en la expresión (6.3) de α(t) hay en el denominador dos factores
que tienden uno a 0 y otro a infinito cuando t → 0). En cualquier caso, extrapolando
los valores de la región entre 3 y 5 s, encontramos α(P1) = 1, 80 · 10−7m2/s y α(P2) =
1, 75 · 10−7 m2/s, valores en razonable acuerdo con los obtenidos en el párrafo anterior. No
obstante, es de esperar que un método más riguroso, que tenga explícitamente en cuenta
el efecto de las pérdidas de calor, proporcione valores más fiables. Por ejemplo, es claro
que los valores de α(P1) y α(P2) deberían ser iguales, ya que el material es el mismo; una
posible razón que obtengamos valores distintos es que los efectos de la convección no
serán iguales en ambos puntos, ya que al tener distinto grosor tienen diferentes números
de Biot.
Hay que señalar que estos ajustes, basados en la ecuación (6.2), deben limitarse a va-
lores del tiempo para los que el error de esta aproximación sea pequeño. En nuestro caso,
para α ≈ 1, 8·10−7m2/s, el valor de t∗ = 0, 83 por debajo del cual el error relativo es menor
del 1 % se corresponde con t ≈ 5 s para P1 y t ≈ 10 s para P2. Naturalmente, que se cumpla
esta condición no garantiza que obtengamos el valor correcto de α, pues estamos aplican-
do una aproximación sin convección a una muestra que la tiene. Veremos el resultado de
los ajustes que sí tienen en cuenta las pérdidas en el apartado [7.1.1].
6.2.2. Cara trasera
Como antes, partimos de la ecuación (5.23), pero particularizamos para z = L:






























y sustituyendo a ≡ eqL y  ≡ e−qL llegamos a :

















La transformada inversa de Laplace es:











































































Figura 6.7: Comparación de las aproximaciones obtenidas truncando las series (6.1) (“de Osiander”) y
(5.27) (“de Parker”) para la temperatura en la cara trasera de una placa sometida a un flujo instantáneo de de
radiación (delta de Dirac) en la superficie delantera. Tanto la temperatura como el tiempo están normalizados.
Esta fórmula nos proporciona una aproximación análoga a la (6.1) pero para la tempe-
ratura de la cara trasera, de la que antes no disponíamos (vamos a llamarla“tipo Osian-
der”) y que será válida para valores pequeños de t∗. Esto se confirma en la figura 6.7, que
muestra la comparación entre la solución exacta y las soluciones aproximadas obtenidas
truncando (6.6) y la ecuación clásica de Parker (5.30).
La aproximación que se obtiene reteniendo un sólo término en el sumatorio de (6.6),









representada en gráfica de la izquierda de la figura 6.7 con la línea azul de trazos, tiene un
error relativo del 0, 1 % para t∗ = 0, 29 y del 1 % para t∗ = 0, 44. Alcanza su valor máximo
para t∗ = 1
2





6.2.2.1. Aplicación a la medida de α. Resultados experimentales
Se ha utilizado la misma muestra de apartado anterior, observada también por la cara
plana, pero ahora iluminada por el flash en la cara contraria (el montaje corresponde a la
figura 6.3).
La expresión aproximada (6.7) permite estimar la difusividad si la usamos para ajustar
el primer tramo de la curva T (t) de la cara trasera en un experimento flash. Dado que no
conocemos la energía depositada por unidad de áreaQ0, el procedimiento seguido ha con-
sistido en normalizar las curvas experimentales entre 0 y 1, para ajustarlas posteriormente
por la temperatura proporcionada por la ecuación (6.7), normalizada a Tlim (es decir, en
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AjusteSinConvCaraTrasera
Figura 6.8: Gráficas experimentales de T(t) medidas en la cara trasera de un experimento flash para la
muestra de la figura 6.4 y su ajuste con la ecuación (6.2) para un valor de difusividad α = 1, 85·10−7m2/s.
unidades de T ∗)3.
Los resultados se muestran en la figura 6.8. Los espesores en los respectivos puntos
son: P1 = 1, 05mm, P2 = 1, 5mm, P3 = 2, 5mm y P0 = 5, 5mm. Se ha buscado el mejor
ajuste para los primeros instantes de calentamiento (sólo se ha representado en la gráfica
los valores teóricos para la región de t∗ < 0, 2) con la condición de usar el mismo valor
de α para todos los puntos. Con estas restricciones, se ha encontrado un valor de α =
1, 85·10−7m2/s.
6.3. Aproximación analítica sin despreciar las pérdidas
De igual modo que hemos hecho en la sección anterior para el caso sin convección, se
podría intentar obtener una aproximación analítica en el caso general para valores peque-
ños de t∗, esto es, valores grandes de s en el dominio de Laplace. Nos hemos propuesto
hacer esto para la cara trasera, que es la que generalmente proporciona información. Si
ponemos z = L (cara trasera), en (5.12) queda, después de simplificar (ponemos ya Q0 en
3Se ha dividido además por el valor máximo T ∗max = 0, 9678, lo que supone una corrección muy pequeña
pero hace que los valores teóricos estén también entre 0 y 1.
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vez de Φ0):














Dividiendo numerador y denominador por sinh(qL), llegamos a:

















lo habíamos encontrado en la temperatura en la cara trasera sin
convección y la fracción del denominador cosh(qL)
sinh(qL)
en la temperatura en la cara delantera
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Sustituyendo:
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) (6.10)















= e−3qL, podremos escribir:
T (L, s) = 2Q0
e−qL + e−3qL






El enfoque planteado en la sección [6.2] nos lleva a esta ecuación, pero a diferencia de lo
que ocurría allí, no he hemos encontrado una transformada inversa de Laplace analítica.
Por ello, hemos planteado un método genérico de aproximación: la descomposición en
fracciones simples, como veremos en el apartado siguiente.
6.3.1. Descomposición en fracciones simples
Una técnica estándar para realizar la transformada de Laplace inversa de una función
racional es descomponer ésta en fracciones simples [134]. Recordemos que la descomposi-
ción en fracciones simples de una función racional es la operación que consiste en expresar
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la fracción como una suma de un polinomio y una o varias fracciones con un denominador
más simple. Es decir, tendremos f(x)
g(x)




, donde gj(x) son polinomios que son los factores de g(x). De manera general, si


















(n−1)! · exp−αt ·u(t) (siendo u(t) la función escalón unitaria),
la transformada inversa de Laplace de una función racional descompuesta en fracciones
simples es inmediata.
Nos vamos a proponer aquí desarrollar en serie de Taylor el denominador de la ecua-
ción (6.8), de modo que lo aproximemos por un polinomio 4. La función de transferencia
aproximada así obtenida será una fracción racional, y su desarrollo en fracciones simples
tendrá una transformada inversa de Laplace analítica. Lo primero que vamos a hacer es
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Naturalmente, sólo se puede truncar el desarrollo con buena aproximación si
√
s es pe-
queño, lo que corresponde valores grandes de t∗, la situación opuesta a la de las secciones
anteriores. Aunque en principio tiene más interés el caso de t∗ pequeño, los valores gran-
des son los que vamos a encontrar en el calentamiento escalón que veremos en el capítulo
[8], y, en cualquier caso, vamos a ver qué grado de precisión ofrece la aproximación para
valores genéricos de t∗.
Sustituyendo las expresiones anteriores en (6.8), desarrollando y simplificando se llega
a la siguiente expresión racional:
T
∗
































Para calcular las raíces del polinomio que aparece en el denominador y de los coefi-
cientes del numerador haremos uso de la función residue de Matlab. La descomposición
4Previamente lo escribiremos en variables adimensionales, lo que equivale a hacer iguales a 1 los valores
de k, Q0, α y K y, por tanto, q =
√
s
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s− a2 + · · ·+
cn
s− an
donde n será el orden del denominador (asumiendo que no hay raíces múltiples). Con
esta transformación, la transformada inversa será del tipo:
T ∗(t) = c1ea1t + c2ea2t + · · ·+ cneant (6.14)
Si entre los coeficientes y las raíces encontramos números complejos conjugados, po-
demos obtener una expresión usando funciones trigonométricas del siguiente modo. Si:
c1 = α + iβ ; c2 = α− iβ




a2t = (α + iβ)exp((σ + iω)t) + (α− iβ)exp((σ − iω)t)
Desarrollando las exponenciales imaginarias:
(α + iβ)e(σ+iω)t = eσt(α cosωt− β sinωt+ iβ cosωt+ iα sinωt)




a2t = eσt(2α cosωt− 2β sinωt)
De este resultado, tenemos una expresión alternativa para la transformada inversa
usando sólo funciones trigonométricas y evitando, también, el uso de números complejos.
Para la expresión (6.13) se ha encontrado, en el intervalo de valores de Bi ∈ [0, 1] que los
dos primeros coeficientes y las dos primeras raíces son conjugados (es decir, c1 = α + iβ,
c2 = α− iβ, a1 = σ+ iω, a2 = σ− iω ), de modo que podemos dar una una expresión gene-
ral de la transformada inversa de Laplace para la respuesta en cara trasera para excitación
flash:
T ∗(t) = eσt [2α cos (ωt) − 2β sin (ωt)] + c3ea3t + c4ea4t (6.15)
El valor de los coeficientes y las raíces dependerá del valor que tome el número de
Biot. Estudiándolos de 0 a 1 con paso 0.01 y ajustando los valores obtenidos con funciones
lineales o exponenciales, se llega a que estos dependen del número de Biot tal como se
muestra en la tabla 6.2.
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σ = 4,32Bi− 16,20
ω = 0,082e−3,39Bi − 16,44e0,01Bi
a3 = −9,53e0,37Bi − 8,79 · 10−6e10,69Bi
a4 = −4,766e0,04Bi + 4,77e−0,38Bi
α = 0,35e−0,03Bi − 0,0015e4,48Bi
β = −0,039Bi+ 14,66
c3 = −1,69e−0,21Bi − 0,0043e4,20Bi
c4 = 0,07e
−0,99Bi + 0,93e−0,29Bi
Tabla 6.2: Expresiones analíticas en función del número de Biot para los parámetros que definen la inversa
de Laplace obtenidas mediante un ajuste.
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Bi = 0.01 GS
Bi = 0.01 residue
Bi=0.1 GS
Bi=0.1 residue
Figura 6.9: Temperatura normalizada frente a t∗ pa-
ra tres valores de Bi (0, 0.01 y 0.1). Se comparan los
resultados obtenidos mediante la descomposición en
fracciones parciales (“residuos”) con los de la solución
numérica de Gaver-Stehfest (“G-S”)
t*






















Bi = 0.01 GS
Bi = 0.01 residue
Bi=0.1 GS
Bi=0.1 residue
Figura 6.10: Los datos de la figura 6.9 representados
con eje horizontal en escala logarítmica. Las diferen-
cias entre los resultados obtenidos con ambos métodos
solo se aprecian para valores pequeños de t∗.
Queda por comprobar si a partir de estas expresiones se obtienen los mismos resulta-
dos que en el caso de la solución numérica de Gaver-Stehfest. Veamoslo en la figuras 6.9
y 6.10: se observa, especialmente en 6.10, que no se aprecian diferencias entre un método
y otro.
En conclusión, el método desarrollado en esta sección permite trabajar con ecuaciones
analíticas que, con un número pequeño de términos, proporcionan una excelente apro-
ximación a la evolución de la temperatura en la cara trasera para un experimento flash.
Estas expresiones pueden integrarse para proporcionar la respuesta a una excitación esca-
lón ideal (o convolucionarse con la excitación en la cara delantera para el caso general).
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No obstante, pese a la conveniencia de disponer de una solución analítica, el hecho de
que haya que buscar las raíces para cada número de Biot limita la utilidad de esta solución,
ya que esas raíces tienen que encontrarse por un procedimiento numérico. Cuando no
se conozca a priori el número de Biot y haya que determinarlo, usar la aproximación
desarrollada aquí no supone una ventaja clara respecto de la inversión numérica de la
transformada de Laplace, que es el método que hemos seguido usando en el resto de esta
memoria.
6.4. Conclusiones
La solución exacta de la ecuación del calor con convección, encontrada en el capítulo
[5], nos permite demostrar que si no se tienen en cuenta las pérdidas térmicas, el método
clásico de Parker [138] para determinar α por termografía flash (basado en la medida del
tiempo t0,5 que tarda en alcanzarse en la cara trasera un incremento de temperatura igual
a la mitad del máximo Tmax) da errores considerables, incluso para valores pequeños del
número de Biot (un 8 % para Bi = 0, 1, figura 6.1).
Sin embargo, se ha demostrado que pueden obtenerse valores de α mucho más pre-
cisos con aproximaciones que no tienen en cuenta las pérdidas, si las usamos para ajustar los
primeros segundos de calentamiento (ajuste temprano). Se han deducido dos aproximacio-
nes analíticas, una para la cara delantera (basada en la solución de [135]) y otra para la
cara trasera (que no hemos encontrado publicada en la literatura, ecuación (6.6)).
Ambas soluciones aproximadas se han aplicado a medidas experimentales realizadas so-
bre una muestra test de baquelita, demostrándose que la técnica del ajuste temprano per-
mite recuperar valores de α más aproximados de manera sencilla y fiable.
Finalmente, se ha construido una solución analítica aproximada con pérdidas, pero no se
ha encontrado que, pese a su excelente ajuste a la solución exacta, proporcione una ventaja
significativa respecto de la solución numérica expuesta en la sección [5.5].

Capítulo7
Termografía pulsada con pérdidas de
calor: soluciones exactas
RESUMEN: En este capítulo se utiliza ya el modelo unidimensional com-
pleto que incluye las pérdidas para recuperar valores correctos de los paráme-
tros térmicos. Además de presentar el estudio teórico y los resultados experi-
mentales obtenidos, comparados con los del capítulo anterior, se ha estudiado
la limitación del método debido a los efectos tridimensionales que pueden apa-
recer en ciertas muestras, comparando los resultados con los de un modelo de
elementos finitos.
Después de estudiar en el capítulo anterior las soluciones aproximadas, que despre-
ciaban las pérdidas, para la evolución de la temperatura en experimentos de termografía
flash con pérdidas, y su uso para obtener los parámetros térmicos del material, pasamos
ahora a un modelo completo en el que se tienen en cuenta las pérdidas. Empezaremos
con el modelo unidimensional expuesto en el capítulo [5] para, en la última sección del
capítulo, estudiar los efectos tridimensionales en la propagación del calor.
7.1. Modelo completo de las pérdidas: Cara delantera
En el capítulo [5] se expuso la solución exacta de la ecuación del calor unidimensional
con pérdidas, bien en forma analítica, con la ecuación (5.34), o en forma numérica con al
algoritmo de Gaver-Stehfest (sección [5.5]). Estas soluciones son el punto de partida más
riguroso para obtener las propiedades térmicas del espécimen en un experimento flash. En
esta sección tratamos el problema para la cara delantera y en la siguiente para la trasera.
El efecto de la convección, tanto en la cara trasera como en la delantera, ya se presentó
en la figura 5.8. Conviene sin embargo estudiar comparativamente el efecto de distin-
tos grados de convección, medidos por el valor del número de Biot. Los resultados de la
101
102 Capítulo 7. Termografía pulsada: sols. exactas
evolución de las temperaturas en la cara delantera para una muestra sometida a una exci-
tación flash se pueden ver en la figura 7.1; son indistinguibles para la solución analítica y
la numérica. El efecto del espesor finito de la placa hace que la gráfica se desvíe de la recta
de pendiente −1
2
correspondiente al sólido infinito, mientras que la convección, a su vez,



































Figura 7.1: Efecto de los diferentes valores de Bi en la respuesta en temperatura para excitación flash por la
cara delantera. Bi=0 corresponde al caso en el que no existe convección. Se incluye además el caso del sólido
infinito sin convección (curva discontinua).
7.1.1. Resultados experimentales
Estos efectos explican cualitativamente los resultados experimentales mostrados en la
figura 6.5. Veamos ahora si pueden reproducirlos cuantitativamente.
El resultado de los ajustes se muestra en la figura 7.2. Se ha impuesto que el valor de
la difusividad térmica sea el mismo para los tres puntos, obteniéndose el ajuste mostrado
para α = 1,7·10−7m2/s, con los números de Biot iguales a 0,10, 0,15 y 0,55 para los puntos
P1, P2 y P0, respectivamente. Estos valores son razonables ya que guardan la proporción
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Obtenido con alfa=1.7E‐7Figura 7.2: Ajuste curvas experimentales a curvas analíticas (Degiovanni) para los tres puntos estudiados.
Bi=0 corresponde al caso en el que no existe convección. Se incluye además el caso del sólido infinito sin
convección (curva discontinua).
aproximada de los espesores (que, recordemos, eran de P1 = 1, 05mm, P2 = 1, 5mm y
P0 = 5, 5mm).
Hay que recordar que lo que hemos denotado aquí como “temperatura” es el incre-
mento de temperatura respecto del ambiente, y que viene medida en unidades arbitrarias.
Por tanto, al ajustar los perfiles teóricos a los datos experimentales, además de variar α y
Bi, hay que ajustar la escala vertical multiplicando por un factor de escala, lo que en la
gráfica logarítmica tiene el efecto de desplazar verticalmente la gráfica. Un inconveniente
de este método es que el resultado de α obtenido es bastante sensible a este desplazamien-
to. Hemos tomado el criterio de elegir el factor de escala de modo que la gráfica teórica
coincida con la experimental en la región en la que comienza la desviación de la pen-
diente −1
2
(los tiempos que corresponden al tramo curvo de la curva Bi = 0), pero se ha
comprobado que variar el punto elegido dentro de esta región altera el valor de α entre
α = 1,6·10−7m2/s y α = 1,9·10−7m2/s, lo que supone una incertidumbre importante.
7.2. Modelo completo de las pérdidas: Cara trasera
La figura 7.3, análoga a la 7.1 y obtenida igualmente, muestra los resultados de la
evolución de T ∗(t∗) en la cara trasera.
Estas gráficas muestran que si las pérdidas no son tenidas en cuenta, el máximo de
temperatura será subestimado. El tiempo t0,5 es también subestimado, produciendo erro-
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Figura 7.3: Efecto de los diferentes valores de Bi en la respuesta en temperatura para excitación flash por cara trasera.
El resultado Bi = 0 es el caso sin pérdidas del método de Parker clásico.
res significativos en la recuperación de la difusividad térmica, que arrojará valores dema-
siado altos si se usa el método de Parker, como ya se mencionó en relación a la figura 6.1:
incluso valores pequeños de Bi muestran efectos muy apreciables.
7.2.1. Errores sistemáticos en ajustes sin convección
Podemos ahora revisar el ajuste que se hizo, sin efectos de convección, a las medidas
por la cara trasera de la muestra de baquelita en el apartado [6.2.2.1]. Se encontró que
podía lograrse un buen acuerdo con los datos experimentales en los primeros instantes
de calentamiento, pero que, incluso para t∗ < 0, 2, se empezaban a producir desviaciones
sistemáticas entre el ajuste sin convección y los datos experimentales, como se aprecia en
la figura 6.8. Podemos estudiar ahora si estas desviaciones se explican por los efectos de
la convección.
En la figura 7.4 se han representado las curvas teóricas exactas para tres valores de Bi
que serían apropiados, a la vista de los resultados de [7.1.1], para los espesores corres-
pondientes a los puntos D1P1, D1P2, y D1P3, junto con las curvas proporcionadas por la
aproximación (6.7) sin convección. Tanto las curvas exactas como las aproximadas se han
normalizado entre 0 y 1, como se hizo en [6.2.2.1]. La escala de tiempos está en unidades
adimensionales, pero para lograr el mejor ajuste a los datos con convección en los prime-
ros instantes, se ha modificado para las curvas sin convección por un factor, indicado en
cada figura como “alfa relativa”. Este factor es el cociente αajuste/αreal.
Vemos que el ajuste sin convección en los primeros instantes sobreestima la difusivi-
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Figura 7.4: Comparación de los perfiles de T ∗(t∗) por la cara trasera calculados con la expresión exacta
[5.34] para distintos números de Biot con el ajuste óptimo para pequeños valores de t∗. El valor indicado
como “alfa rel.” es el valor por el que hay que multiplicar la difusividad real para conseguir el ajuste.
dad, tanto más cuanto mayor sea Bi (entre, aproximadamente, un 4 % y un 8 % para Bi
entre 0, 11 y 0, 25). Los errores sistemáticos del ajuste sin convección respecto de las curvas
con convección en la figura 7.4 son completamente análogos a los errores respecto de las
curvas experimentales en la figura 6.8, por lo que explican esas desviaciones y sugieren
que el valor α = 1, 85·10−7 m2/s encontrado está sobreestimando el valor de la difusividad
real.
No obstante, cabe preguntarse si este error sistemático no se deberá a que, al normali-
zar todas las curvas entre 0 y 1, estamos normalizando los datos experimentales a Tmáx en
vez de a Tlim, precisamente el problema señalado por Balageas en [12] y mencionado en la
introducción de este capítulo. La figura 7.5 muestra los perfiles de temperaturas en cara
trasera para t∗ < 0, 4 y varios valores de Bi entre 0 y 1. A la izquierda, estos perfiles están
normalizados a Tlim (es decir, los valores de temperaturas son los de T ∗) mientras que a la
derecha se han normalizado a Tmax (de modo que quedan entre 0 y 1). Se muestra también,
en cada caso, la curva de temperatura aproximada dada por la ecuación (6.7) para valores
pequeños de t∗ (en los que el error respecto del valor exacto sin convección es menor del
0, 1 %).
Se observa que al aumentar Bi las curvas normalizadas a Tlim se inclinan hacia la de-
recha, y las normalizadas a Tmax lo hacen hacia la izquierda. Si pretendiéramos reproducir
este efecto con la curva sin convección, tendríamos que disminuir α en el primer caso y
aumentarla en el segundo. Esto último es lo que hemos encontrado en la figura 7.4 en la
que normalizábamos a Tmax, pero ahora vemos que también hay un error sistemático, de
signo opuesto, si normalizamos las curvas a Tlim
Esto puede apreciarse de un modo más cuantitativo si despejamos α(t) de la ecuación
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Figura 7.5: Temperaturas en la cara trasera de un experimento flash para varios valores del número de
Biot. Izquierda: normalizadas a la temperatura final adiabática, Tlim. Derecha, normalizadas a la tempera-
tura máxima, Tmax. Se ha representado también, con línea de trazos, la solución sin convección aproximada
proporcionada por la ecuación (6.7).
aproximada (6.7). En la figura 7.6 se comparan los resultados obtenidos según se norma-
licen las temperaturas a Tmax o a Tlim. En ambos casos se recupera el valor real de α extra-
polando a t∗ → 0 (aunque puede haber problemas numéricos para valores muy próximos
a cero1). Los errores son muy similares, aunque de signo opuesto, mientras t∗ < 0, 2; sin
embargo, para valores mayores de t∗ la α(t) recuperada con las temperaturas normaliza-
das a Tmax diverge. En definitiva, la ventaja de normalizar a Tlim en vez de a Tmax radica en
que, aunque los errores en la α recuperada por el método de ajuste temprano sin convec-
ción son del mismo orden, el método es estable durante un intervalo de tiempo mayor. No
obstante, esto se hace al precio de tener que estimar el valor de Tlim a partir de los datos
experimentales. En el apartado [7.2.4] volveremos a esta cuestión.
7.2.2. Obtención de difusividad térmica y número de Biot
Disponer de la solución de la ecuación del calor con convección nos ha permitido re-
evaluar los ajustes sin convección, pero nuestro verdadero objetivo es usar esa solución
para encontrar los valores de difusividad térmica y número de Biot de manera simultánea.
1Los problemas se deben a que el valor exacto de T ∗(t∗) se calcula sumando la serie infinita (5.34); al
truncarla, los t∗ muy próximos a cero dan valores muy pequeños, pero negativos, de T ∗.
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Figura 7.6: Valores de difusividad (relativa al valor real) recuperados despejando α(t) de la ecuación apro-
ximada sin convección (6.7), según se usen temperaturas normalizadas al máximo experimental Tmax o a la
temperatura máxima adiabática Tlim, para dos valores del número de Biot.
El procedimiento que hemos desarrollado, conceptualmente muy directo, se ha publi-
cado en la referencia [162] con el nombre de método flash adaptado. Se usa un algoritmo
de búsqueda de máximo gradiente que proporciona el mejor ajuste entre el perfil expe-
rimental y el modelado. Este algoritmo minimiza el error cuadrático entre las funciones
experimentales y las modeladas, obteniéndose estas mediante la inversión numérica de la
transformada de Laplace como se explicó en la sección [5.5].
De manera esquemática es:
(Bˆi, αˆ) = argmin
[∑
t
||fmodelo(Bi, α, t)− fexperimental(Bi, α, t)||2
]
(7.1)
El ajuste se hace con las temperaturas en unidades arbitrarias (en la práctica, se norma-
lizan al valor máximo tanto las curvas teóricas como las experimentales). Luego, una vez
calculado el número de Biot, hemos representado las gráficas renormalizadas de modo
que la temperatura límite (Tlim) corresponda con 1. Es decir, primero se normaliza a Tmáx
y después se normaliza a Tlim.
7.2.3. Cálculo del calor específico volumétrico, conductividad térmica y
coeficiente de transferencia de calor
Como se ha visto anteriormente, para obtener los parámetros térmicos α yBi basta con
trabajar con perfiles normalizados, y por tanto, no se requiere una calibración radiométrica
de la cámara IR, sólo que tenga una respuesta lineal. Esto deja de ser cierto si nos interesa
medir la conductividad térmica. Como κ = αρcp, es necesario obtener previamente ρcp
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(calor específico volumétrico), lo que requiere conocer la temperatura máxima Tlim que se





donde Q es la densidad de energía de la fuente flash, que también hay que conocer (en
nuestro caso es ≈ 6200 [J/m2] [174]) y L es el espesor de la muestra. En función de la









Hay que incorporar pues una corrección que viene dada por el factor Tmáx
Tlim
, representado en
la gráfica de la figura 7.7. Se observa que, como era de esperar, cuanto más alto es Bi, más
baja es la máxima temperatura alcanzada. Los puntos discretos admiten el ajuste, también
representado en la figura, de la ecuación (7.4):
Tmáx
Tlim









Este es un ajuste empírico proporcionado por Matlab. Sin embargo, la forma de la gráfica
sugiere la posibilidad de un ajuste más sencillo. En efecto, hemos encontrado que el co-
ciente inverso, Tlim
Tmáx
, se ajusta casi perfectamente por una ecuación lineal (ver figura 7.8):
Tlim
Tmáx
= 1,381 ·Bi+ 1,008 (7.5)
El ajuste tiene sentido físico (en particular, cuando Bi → 0, Tlim
Tmáx
debe tender a uno), pero
no hemos encontrado una demostración de que deba existir una relación lineal como (7.5),
más allá del buen ajuste que proporciona.
La fracción de temperatura máxima Tmáx
Tlim
será la que nos permitirá corregir los valores
de calor específico volumétrico según la ecuación (7.3). Sabiendo los valores de difusivi-
dad térmica, calor específico volumétrico y número de Biot, la conductividad térmica y el
coeficiente de transferencia de calor se calculan del siguiente modo:





En definitiva, una estimación precisa de Bi mediante el ajuste de la curva experimental
con (7.1) proporciona un valor para la fracción de temperatura máxima mediante (7.5) o
(7.4), lo que permite obtener ρcp con (7.3) y, finalmente, κ con la definición de la ecuación
(7.6). Un esquema de todo el procedimiento desarrollado se resume gráficamente en el
diagrama de la figura 7.9.
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Figura 7.7: Tmáx/Tlim frente a número de Biot. Valo-
res discretos junto a curva analítica obtenida.
Número de Biot














Ajuste lineal (y = 1.381x + 1.008)
Figura 7.8: Tlim/Tmáx frente a número de Biot. Valo-
res discretos junto ajuste lineal obtenido.
Figura 7.9: Diagrama del proceso de obtención de las propiedades térmicas a partir de un experimento flash.
7.2.4. Corrección de la temperatura máxima: otro punto de vista
En el apartado anterior nos ha interesado la corrección de la temperatura máxima de-
bida a las pérdidas a fin de obtener ρcp y en consecuencia κ, pero ya nos habíamos en-
contrado con el problema de relacionar Tmax y Tlim al estudiar los errores sistemáticos de
los ajustes sin convección en [7.2.1]. Es en este contexto en el que se lo planteó Balageas
en [12], dónde, como se mencionó en la introducción a este capítulo, formuló un método
para la determinación de la difusividad basado en el ajuste de los valores de T ∗ por la
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cara trasera en los primeros segundos tras el flash. Obtener T ∗ a partir de la temperatura
medida requiere conocer la temperatura adiabática final Tlim, pero debido a las pérdidas,
esta no coincide con el valor Tmáx medido experimentalmente, por lo que, basándose en la















La razón de que pueda escribirse una ecuación como ésta radica en que el cociente tmáx
t0,5
no
depende de α (pues este parámetro, como vimos en [5.4.2.2], sólo altera la escala del eje de
tiempos) y por tanto sólo puede depender de Bi, que es de lo que dependen las pérdidas
de calor, y por tanto el cociente Tlim
Tmax
. La ecuación (7.8) tiene la ventaja de que proporciona
el cociente Tlim
Tmáx
en términos de tmáx
t0,5
, dos tiempos fácilmente medibles, sin necesitar una
calibración radiométrica de la cámara.
traduccionaBi2
Figura 7.10: Relación entre número de Biot y tmax/t1/2, obtenida de las curvas de la figura 7.3.
Dado que para cada valor deBi podemos calcular la curva completa de T ∗(t∗) tal como




, se plantea la cuestión
de si la relación entre ambos cocientes proporcionada por (7.8) coincide con nuestros re-
sultados.
En primer lugar, la relación entre Bi y tmáx
t0,5
, obtenida por nosotros de las curvas T(t)
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Figura 7.11: Cociente de T final adiabática
y T máxima alcanzada (Tlim/Tmáx) frente a
tmáx/t1/2. Se presentan la curva analítica (7.8)
(ajuste Balageas) junto con los valores discretos
obtenidos de las curvas exactas de la figura 7.1 y
el ajuste basado en el número de Biot, proporcio-
nado por la combinación de las ecuaciones (7.5)
y (7.9).
Figura 7.12: Figura 7 de [12]. Muestra la re-
lación entre el cociente Tlim/Tmax y el cociente
tmax/t0,5 para muestras en forma de disco, con
distintas proporciones de radio a espesor. El caso
unidimensional corresponde a R/L =∞.
mostradas en 7.3, se presenta en la figura 7.10, y puede ajustarse mediante la ecuación











comparación entre nuestros datos teóricos, esta relación y la que se da explícitamente en
[12] (ecuación (7.8)) puede apreciarse en la figura 7.11. Llama la atención el desacuerdo
entre las curvas, pero la explicación radica en que (7.8) se obtiene en la publicación ori-
ginal [12] a partir del ajuste lineal de la figura 7.12, que corresponde a muchas muestras
cilíndricas de diferentes proporciones entre radio (R) y anchura (L). Sin embargo, el caso
unidimensional, que es nuestro objeto de estudio, se corresponde a R/L = ∞, y por lo
tanto sólo a los puntos marcados con un círculo. Limitándonos a esos puntos, el acuerdo
entre nuestro ajuste y los datos de 7.12 es excelente.
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7.3. Cara trasera: resultados experimentales
7.3.1. Resultados experimentales: Modelo 1D
Pasamos ahora al estudio de los resultados experimentales obtenidos en la muestra
de baquelita de la figura 6.4, que hemos analizado en apartados anteriores. Estudiaremos
cuatro perfiles, tres de ellos correspondientes al diámetro D1 en los puntos P1, P2 y P3, y
uno a una zona sin defecto, que denominaremos como P0.
Los ajustes obtenidos mediante el método flash adaptado, descrito en el apartado
[7.2.2], se pueden ver en la figura 7.13; los valores de difusividad térmica y número de
Biot obtenidos para cada uno de los perfiles analizados son los que se presentan en la
tabla 7.1.
Figura 7.13: Curvas experimentales junto a las curvas proporcionadas por el modelo cuyo error cuadrático
es mínimo, en el intervalo temporal representado.
Es llamativo que el ajuste de las curvas teóricas a las experimentales es muy deficiente
para tiempos posteriores al instante en el que se alcanza la temperatura máxima, a ex-
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Tabla 7.1: Valores de difusividad térmica y Biot obtenidos mediante el método flash adaptado para los cuatro
puntos de la probeta de baquelita que se presentan en la figura 7.13.
cepción del perfil considerado sin defecto. Por otra parte, los valores de α obtenidos en los
cuatro puntos son muy dispares. Estos resultados poco satisfactorios parecen sugerir que
los efectos tridimensionales, que no son considerados en nuestro modelo (y que serían
mínimos en P0, el único punto en el que hay buen ajuste) pueden ser importantes en los
“defectos” P1, P2 y P3.
7.3.2. Efectos tridimensionales: estudio cualitativo
Una manera de entender cualitativamente el problema es con referencia a la figura 7.14,
que muestra los perfiles de incremento de temperatura para varios instantes sucesivos
tras el flash, en puntos correspondientes al espesor P1 pero con distintos diámetros. Los
perfiles de la izquierda, correspondientes a t ≤ 0, 55 s, tienen un tramo plano en el primer
instante (t = 0, 06 s) en todos los defectos, pero con el transcurso del tiempo ese tramo
va desapareciendo, primero en los diámetros más pequeños y luego sucesivamente en
los más grandes, de modo que para t ≥ 0, 55 s el perfil de temperaturas no es plano en
ninguno de los defectos.
Físicamente, la explicación es que la zona del defecto, más fina, se calienta antes que
la zona sin defecto (lo que se aprecia muy bien en la la figura 7.15, en la que los defec-
tos tienen el mismo diámetro pero distintos grosores: el calentamiento de P1 es mucho
más rápido que el de P3 y P4, y éste a su vez más rápido que el de las regiones interme-
dias, donde la placa es más gruesa). De este modo, transcurridos unos segundos hay una
transferencia de calor en el plano, de las regiones finas a las gruesas, lo que tiende a di-
fuminar los perfiles. Se trata, en definitiva, de un efecto tridimensional que no puede ser
bien reproducido por nuestro modelo unidimensional.
Una manera de minimizar el efecto 3D es limitar nuestros ajustes a los primeros segun-
dos. En la figura 7.16, se muestra el resultado de restringirnos a la región temporal desde
el origen hasta el máximo. A simple vista se ve que el acuerdo entre las curva teóricas y
las experimentales es mucho mejor, y también los valores de difusividad recuperados (ver




















Figura 7.14: Perfiles de temperatura medidos en la cara trasera de una placa de baquelita, para distintos
tiempos (medidos tras el flash). Los máximos corresponden a los rebajes circulares hechos por la cara delan-
tera; en todos el espesor es de 1, 05mm; los diámetros son los mostrados en la figura. El espesor de la placa




















Figura 7.15: Perfiles de temperatura medidos en la cara trasera de una placa de baquelita, para el mismo
experimento de la figura anterior. En este caso, todos los rebajes tienen un diámetro de 10mm; los espesores
son los mostrados en la figura.
tabla 7.2) son mucho más similares entre los distintos puntos (y tienen valores razonables
comparados con los obtenidos en el capítulo anterior).
7.3.3. Modelo tridimensional de elementos finitos
La manera más rigurosa de tratar los efectos tridimensionales sería incluirlos en el mo-
delo físico. Esto es posible utilizando un software de elementos finitos que incorpore la
geometría de la placa y resuelva la ecuación del calor con las condiciones de contorno de
excitación flash y pérdidas por convección. Hemos abordado el problema usando el soft-
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Figura 7.16: Curvas experimentales junto a las curvas proporcionadas por el modelo cuyo error cuadrático
es mínimo, ajustando hasta aproximadamente el máximo.
ware comercial COMSOL Multiphysics [126]. Este software de análisis y resolución por
elementos finitos tiene un módulo para el análisis de transferencia de calor por conduc-
ción, convección y radiación. Para simular un fenómeno de transferencia de calor como
los que estamos estudiando, necesitaremos definir de manera adecuada la geometría de
la pieza así como su mallado. También tendremos que introducir los valores de los pa-
rámetros físicos: conductividad térmica κ, densidad ρ y calor específico cp (que de ma-
nera indirecta definirán el valor de la difusividad térmica α), así como el coeficiente de
transferencia de calor h, que a partir del espesor L y de la conductividad térmica κ nos
proporcionará un valor de número de Biot.
Para asegurarnos que los resultados obtenidos sean los adecuados, un factor crítico es
la implementación de las adecuadas condiciones de contorno; en particular, en el caso de
la excitación flash, un flujo de calor por una de las caras de la pieza de muy corta dura-
ción. Esto conlleva problemas en cuanto a divergencias y/o definición de pasos de tiempo
muy pequeños, que hacen aumentar el tiempo de computación, y ha exigido realizar un
buen número de simulaciones de prueba para definir valores que reproduzcan bien el caso
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Tabla 7.2: Valores de difusividad térmica y Biot obtenidos mediante el método flash adaptado para los cuatro
puntos de la probeta de baquelita que se presentan en la figura 7.16.
unidimensional, del que conocemos la solución exacta, antes de abordar el tridimensio-
nal. Debido a estas características, los tiempos de simulación con este software aumentan
hasta varias horas para una sola iteración, en marcado contraste con los modelos unidi-
mensionales utilizados hasta el momento en esta tesis, con los que se consiguen unas 200
iteraciones en tiempos de menos de ≈ 10 s.
Figura 7.17: Ajuste entre los perfiles obtenidos con COMSOL y el modelo numérico de Matlab.
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Claramente los largos tiempos de computación hacen impracticable el uso de este en-
foque para ajustar iterativamente los perfiles experimentales y obtener de esa manera los
parámetros térmicos, pero sí tiene utilidad para validar la idea de que las desviaciones
de los perfiles experimentales respecto de los teóricos, tan notables en la figura 7.13, son
atribuibles a los efectos tridimensionales. La figura 7.17 muestra los perfiles obtenidos
con COMSOL para los mismos puntos de la figura anterior, usando para la muestra los
siguientes datos de entrada: α = 1,67 · 10−7 m2/s y h = 10W/m2 ·K para toda la muestra.
Con estos valores, y teniendo en cuenta que Bi = hL
κ
, tendremos para los puntos P1,P2,P3
y P0 los valores de número de Biot 0.05, 0.075, 0.13 y 0.28, respectivamente. Cualitativa-
mente, la relación de los ajustes 1D con los perfiles proporcionados por el modelo 3D
es muy similar a la que vemos en la figura 7.13 con los perfiles experimentales, lo que
confirma que los efectos tridimensionales explican verosímilmente las desviaciones del
experimento respecto del modelo 1D.
Figura 7.18: Perfiles experimentales junto a perfiles obtenidos con COMSOL para α = 1,75 · 10−7 [m2/s]
y h = 15 [W/m2 ·K].
Al no haberse planteado un ajuste iterativo con el modelo 3D, por la desorbitada carga
computacional que supondría, no disponemos de un ajuste óptimo, pero la figura 7.18
muestra el resultado de un ajuste con α = 1,75 · 10−7m2/s y h = 15W/m2 · K (con los
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que se tienen los valores de número de Biot igual a 0.08, 0.11, 0.19 y 0.41 para los puntos
P1,P2,P3 y P0, respectivamente).
Los resultados mostrados en la figura 7.18 parecen indicar que el coeficiente de trans-
ferencia de calor debería ser más grande para la zona de la placa “sin defecto” que para
los defectos, lo cual tiene sentido ya que al tratarse de huecos en una placa vertical, la
convección en la región del hueco debe ser menor.
7.4. Conclusiones
Como conclusión de los capítulos [6] y [7], podríamos destacar que para la obtención
de los parámetros térmicos mediante el método flash lo más práctico son los métodos de
ajuste temprano, incluso cuando las pérdidas de calor son importantes. En efecto, aunque
tener en cuenta esas pérdidas consigue que se reproduzcan bien los resultados en tiempos
largos, los valores que obtenemos, incluso en la zona que hemos denominado “sin defec-
to” (libre de efectos tridimensionales) , tienen bastante incertidumbre según ajustemos un
intervalo más o menos largo de tiempo. Si hay efectos tridimensionales, el modelo unidi-
mensional, aún con convección, solo los reproduce aceptablemente para tiempos menores
al máximo, de modo que el método de ajuste temprano, mucho más sencillo, puede fun-
cionar mejor si se aplica bien (teniendo en cuenta los errores sistemáticos en los que va a
incurrir, tal como se explicó en el apartado 7.2.1).
No obstante, tener resuelto el problema de la convección y haber validado el modelo
unidimensional experimentalmente tiene un interés que va más allá del caso de la ob-
tención de la difusividad mediante la termografía flash. En particular, será imprescindible
para resolver el problema del calentamiento escalón, que veremos en el capítulo siguiente.
Capítulo8
Método escalón
RESUMEN: Este capítulo se dedicará al desarrollo teórico de la técnica de
calentamiento escalón así como sus ventajas e inconvenientes y cómo se han
potenciado y abordado, respectivamente, cada una de ellas. Se mostrará có-
mo se puede hacer uso de esta técnica poco explotada para la caracterización
térmica de muestras reales de material compuesto, incluso cuando no se cono-
ce el perfil temporal de la excitación de la lámpara, usando como entrada al
modelo la evolución de la temperatura en la cara caliente. Esta técnica ha re-
querido para su aplicación práctica el desarrollo de un sistema de adquisición
infrarrojo formado por dos cámaras que proporcionan imágenes simultáneas
y corregistradas de ambas caras.
8.1. Introducción al calentamiento escalón
Como se introdujo en el apartado [3.5.3], el método escalón o step heating es una de las
técnicas de termografía activa. Este método consiste en estudiar el incremento de la tem-
peratura del material en función del tiempo mientras está sometido a un flujo de radiación
nominalmente constante por una cara (excitación escalón).
El calentamiento escalón es una alternativa a las técnicas de termografía pulsada; en
particular a a la conocida técnica del método flash, basada en el análisis de la respuesta
en temperatura en la cara trasera después de la aplicación de un pulso de energía ins-
tantáneo en la cara delantera. La baja intensidad del flujo de calor en el método escalón
en comparación con la necesaria para las técnicas pulsadas hace que la muestra sea me-
nos propensa a sufrir una transición de fase o una descomposición como resultado de un
repentino incremento de la temperatura en la cara delantera [190]. Esto puede ser espe-
cialmente importante en muestras delicadas, como pueden ser cuadros o frescos [106]. Por
otra parte, aunque el método flash se ha convertido en una técnica estándar, su uso en-
cuentra dificultades en algunos tipos de materiales aislantes, que por su baja difusividad
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térmica requieren tiempos de ensayo largos en los que se hace necesaria una corrección
por pérdidas por convección (como vimos en el capítulo [6]). Una dificultad relaciona-
da es que en muestras de estos materiales es posible que el flash no proporcione energía
suficiente para que la señal sea detectable, en particular cuando se trata de especímenes
gruesos (esta situación se presenta, por ejemplo, en muestras de tipo “sándwich”, impor-
tantes en aplicaciones aeronáuticas, que han de ser observadas por la cara trasera para
obtener información promedio sobre todo el espesor). Por el contrario, en el método esca-
lón se suministra energía continuamente a la muestra, con la ventaja adicional de que la
fuente de excitación es mucho más sencilla y barata.
En nuestro estudio consideraremos la aplicación del flujo durante tiempos largos, in-
cluso hasta alcanzar el estado estacionario (lo que, como veremos, tiene ventajas en cuanto
a la sencillez de la interpretación de los resultados) y veremos que, gracias a la resolución
de la ecuación por transformada de Laplace, lo podemos generalizar para una excitación
no necesariamente constante y, en realidad, arbitraria.
8.2. Modelización del calentamiento escalón
8.2.1. Convección despreciable
Una primera modelización de la evolución de la temperatura en este método se con-
sigue partiendo de las ecuaciones (5.27) y (5.30), que dan las funciones de respuesta a
impulso1, respectivamente, para las caras delantera y trasera en una placa finita sin con-
vección. Como se explicaba en la sección [5.6], sólo es necesario convolucionar con la ex-
citación deseada para obtener la forma de la respuesta a esa excitación. Como suponemos
que función de excitación toma un valor constante φ(t) = φ para t > 0 (y es 0 en otro caso)
la convolución es trivial y encontramos [24] [25] [190]:




































donde α es la difusividad térmica, y φ0 [W/m2] es la densidad de flujo de calor suminis-
trado por unidad de área en la cara delantera.
En la figura 8.1 se puede ver la forma de las curvas en cara delantera y en cara trasera
para una excitación escalón en el caso en el que no hay convección. Las temperaturas se
1Salvo el factor Q0, que hay que eliminar.
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han obtenido haciendo α = κ = L = 1 en las ecuaciones (8.1) y (8.2), y poniendo φ0tfin = 1,
siendo tfin la duración del escalón (en este caso, tfin = 1). Esto equivale a normalizar T a
la temperatura Tl´ım que alcanzaría una placa idéntica pero sin convección que recibiera la
misma energía en forma de flash.
Se aprecia que tras un breve periodo transitorio las temperaturas de ambas caras cre-
cen linealmente con el tiempo. Como era de esperar a la vista de la ecuación (5.28), en el
transitorio inicial la temperatura en la cara caliente crece de manera proporcional a la raíz
cuadrada del tiempo adimensional2; la evolución en la cara trasera es más complicada.
Una vez alcanzada la etapa lineal, las ecuaciones muestran que la diferencia en tempera-
turas entre las dos capas se estabiliza en el valor T (0,∞)−T (L,∞) = φL
2κ
, y su valor medio


























Placa sin convección, excitación escalón
Cara trasera
Cara delantera
Figura 8.1: Respuesta a excitación escalón en cara delantera y en cara trasera sin convección, obtenida a
partir de las ecuaciones analíticas (8.1) y (8.2) respectivamente. Las temperaturas se han normalizado al
valor que alcanzaría la placa sin convección si recibiera en forma de flash la energía suministrada durante
todo el período de excitación (en este caso entre t∗ = 0 y t∗ = 1). Para t∗ > 1 (no representado) las
temperaturas de las dos caras tienden a T ∗normalizada = 1.
8.2.2. Convección no despreciable
En un experimento real, el calor transferido entre la muestra y sus alrededores es a me-
nudo inevitable, especialmente en medidas de materiales que no son buenos conductores.
2Para t∗<0,38 el error de ajustar t∗ ≈ 2
√
t∗
pi es menor del 1 %.
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En cualquier caso, si se espera lo suficiente el efecto de las pérdidas térmicas se hará notar,
y es necesario por eso tenerlo en cuenta en el modelo.
En este caso, habrá que convolucionar la función de respuesta a impulso (5.34) con la
función escalón. Recordemos que esa función podía escribirse como












siendo Un la n-sima solución de la ecuación trascendente: tgU = 2UBiU2−Bi2 , z













Donde por comodidad hemos incluido el valor φ0 de la excitación, de manera que convo-
lucionaremos con la función escalón unitaria. Al hacer la convolución se obtiene






















donde min[t, tfin] vale t si t < tfin (es decir, mientras dura la excitación) y tfin si t > tfin.
Podemos particularizar para la cara delantera (z∗ = 0) y la trasera (z∗ = 1):





Cara trasera En la ecuación (8.4) ponemos An(z∗) = An(1), donde
An(1) = (−1)n+1An(0)
Las curvas de respuesta a excitación escalón para distintos números de Biot pueden
verse en la figura 8.2 (la normalización es la misma de la figura 8.1).
8.2.2.1. Discusión: efectos de la convección
Conviene detenerse a examinar la figura 8.2 para ver sus implicaciones físicas. En pri-
mer lugar se observa que incluso unas pérdidas pequeñas tienen un efecto importante en
la temperatura: para Bi = 0,01, temperatura normalizada en t∗ = 20 es ≈ 0,8, lo que sig-
nifica que se ha perdido el 20 % de la energía suministrada, mientras que para Bi = 0,1,
en t∗ = 20 se ha perdido el 75 % de la energía. La convección se traduce en que el aumento
de la temperatura no es lineal sino que se va haciendo cada vez más lento, y si se espera
un tiempo suficientemente largo, se termina por alcanzar un estado estacionario. Puede
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CCyCFVariosBiot_Escalon2_NEW.pdf





































































Figura 8.2: Curvas de respuesta a excitación escalón para diversos números de Biot. La normalización es la
misma de la figura 8.1, pero ahora la excitación dura de t∗ = 0 a t∗ = 20.
comprobarse en la figura que, una vez alcanzado el estado estacionario (por ejemplo, en
el caso de Bi = 0,5), se cumple la relación (4.31) que habíamos encontrado en el capítulo







y también la (4.30):











donde la última igualdad se justifica por la normalización empleada.
Tiempo para alcanzar el estado estacionario Algo que también queda patente en la fi-
gura 8.2 es que el tiempo necesario para alcanzar el estado estacionario tiene una relación
aproximadamente inversa con Bi. Una manera sencilla de cuantificar esto es usando la
aproximación de capacidad térmica global, que si bien sólo es adecuada para números
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de Biot pequeños, sí proporciona un orden de magnitud correcto. Recordemos (ecuación
(4.40)) que en esta aproximación la variación de la temperatura en una placa sometida a
un pulso cuadrado es:
T ∝ 1− e−t/τ
siendo τ = κL
2αh












El grado de aproximación al nivel estacionario de temperatura T∞ dependerá por tanto
del valor de 2t∗Bi:
2t∗Bi =2 ⇒ e−t∗Bi = 0,135 ⇒ T (t∗ = 1/Bi) = 86,5 % de T∞
2t∗Bi =3 ⇒ e−t∗Bi = 0,050 ⇒ T (t∗ = 3/2Bi) = 95,0 % de T∞
2t∗Bi =4 ⇒ e−t∗Bi = 0,018 ⇒ T (t∗ = 2/Bi) = 98,2 % de T∞
(esto se puede apreciar cualitativamente en la figura 8.2 observando en el caso deBi = 0,5
los valores de T para t∗ = 2, t∗ = 3 y t∗ = 4). Para una muestra con los parámetros
térmicos promedio de las muestras de CFRP estudiadas a lo largo de esta tesis; es decir,
L = 2,4mm, α = 5 ·10−7m2/s yBi = 0,05, los tiempos en alcanzar esas temperaturas serán
de ≈ 230 , 350 y 450 segundos, respectivamente.
8.3. El problema del calentamiento no ideal
El modo más inmediato para obtener la difusividad térmica y el número de Biot en
un experimento de calentamiento escalón sería encontrar los valores de Bi y α para los
que el perfil teórico T (t) en la cara trasera tiene un ajuste óptimo con el experimental,
a semejanza de lo que se hizo en el capítulo [7] con el método de Parker modificado.
Pero surge la dificultad de que si la fuente de excitación no es “ideal” es decir, si sufre
un calentamiento progresivo hasta un estado estacionario como se puede apreciar en la
figura 8.3, no obtendríamos el valor de α real.
Si estudiamos qué efecto produce ese tipo de excitación en la respuesta de la cara
trasera podemos observar que si tenemos una excitación no ideal e intentamos ajustar
una curva experimental, obtendremos un valor de α subestimado. El efecto se muestra en
la figura 8.4, en la que se ha calculado la respuesta de una placa con α = 5 · 10−7m2/s a las
dos excitaciones del tipo de la figura 8.3, para alcanzar el estado estacionario. Los resulta-
dos son las curvas roja (para el escalón ideal) y azul (para escalón no ideal). Si se intenta
ajustar esta mediante curvas de respuesta ideal el mejor resultado lo da la curva verde,
correspondiente a α = 4 · 10−7m2/s. En definitiva, el valor de α recuperado depende de la
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Comparación escalón ideal - escalón no ideal
Escalón No Ideal
Escalón Ideal
Figura 8.3: Ejemplo de la diferencia entre una excitación escalón ideal y una no ideal en la que se puede
apreciar un retraso en alcanzar su máximo.
rapidez de la subida de temperatura, y esta se ve condicionada por el tiempo que tarda la
excitación en alcanzar su valor estacionario.
El estudio de la excitación escalón como aquí vamos a tratarlo no ha sido ampliamente
desarrollado ni mucho menos utilizado con el enfoque que en este capítulo se ha hecho.
Los primeros estudios sobre el calentamiento escalón o step heating se remontan a finales
del siglo XX con autores como L. Vozar, R. Osiander, J.W.M. Spicer o A. Griesinger [191]
[190] [135] [60], que ya trataban este método de caracterización térmica e incluso hicieron
desarrollos analíticos de la respuesta en temperatura con pérdidas por convección pero
siempre tratando al escalón como una excitación de duración de no más de unos 20 se-
gundos. En estas condiciones, se puede considerar que se está en tiempos tempranos, por
lo que introducir o no pérdidas por convección no mejora enormemente los resultados. De
hecho, los valores de difusividad térmica y profundidad de defectos eran recuperados con
errores en torno al 40 % en el primer caso y del 20 % en el segundo caso. Poca bibliografía
se encuentra entre esos primeros estudios y los más recientes [42] [18] [56] [7]. Estos últi-
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mos se centran sobre todo en la detección de defectos, con duraciones de calentamiento
que no superan los 10-20 segundos en ninguno de los casos. Con estas duraciones, se re-
cuperan tamaños y profundidades de defecto en torno al 5 % de error relativo. Algunos de
ellos además dan parámetros térmicos α yBi [56], que se obtienen con errores relativos de
un 10 %. Nosotros nos proponemos caracterizar térmicamente materiales expuestos a una
excitación continua, sea cual sea la duración y la forma de la misma ya que habiendo re-
suelto el problema de la pérdida de calor por convección, mediante convolución podemos
obtener la respuesta en cara trasera a esa excitación.
tiempo (s)




















Respuesta a escalón ideal (α = 5 · 10 -7 (m2/s))
Respuesta a escalón no ideal (α = 5 · 10 -7 (m2/s))
Respuesta a escalón ideal (α = 4 · 10 -7 (m2/s))
Figura 8.4: Ejemplo de la diferencia entre las respuestas a una excitación escalón ideal y una no ideal. El
efecto de una excitación no ideal puede fácilmente confundirse con una difusividad más baja
Una posible solución a este problema radicaría en caracterizar experimentalmente la
densidad de flujo de radiación φ0(t) suministrado por la lámpara, pero el problema se
complica porque aunque existen sensores de flujo, son de respuesta lenta e incómodos
de operar, mientras que una cámara IR no puede medir directamente el flujo, sino sólo
la variación de la temperatura del vidrio o de algún material expuesto a este φ0(t), y la
relación entre ésta y la densidad de flujo (como demuestran las ecuaciones al principio de
este capítulo) no es sencilla: conocer el φ0(t) incidente a partir de la temperatura requiere
conocer α y Bi para el material, precisamente los parámetros que estamos buscando me-
dir. Se ha optado por otra solución hecha posible por el enfoque mediante transformada
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de Laplace y funciones de respuesta a impulso que adoptamos en el capítulo [5] para re-
solver la ecuación del calor. En efecto, en el apartado [5.7.1] se demostró que en lugar de
φ0(t) podía usarse como input la temperatura de la cara delantera, T (0, t), siendo entonces
la temperatura de la cara trasera, T (L, t), la convolución de T (0, t) con la función de res-
puesta a impulso (irf ) dada por la transformada inversa de Laplace de la ecuación (5.39)
que depende de α y Bi.
Nuestro planteamiento será, entonces, obtener estos parámetros buscando el ajuste
óptimo de la T (L, t) experimental mediante el perfil obtenido por convolución de los datos
experimentales para T (0, t) con la irf.
Obviamente, esto nos obligará a registrar simultáneamente las temperaturas de ambas
caras de la muestra. Esto tiene la ventaja de que tendremos en cuenta cualquier tipo de no
idealidad en la excitación: no solo la debida al calentamiento lento de la lámpara (figura
8.3), sino también a variaciones en las condiciones ambientales (por ejemplo, corrientes de
aire) que se ha observado que tienen efectos apreciables en este tipo de experimentos de
larga duración.
Una vez solucionada la caracterización térmica, veremos en el capítulo [9] como se
puede obtener el flujo incidente a partir de las medidas de la cámara.
8.4. Sistema experimental para la excitación escalón
Con el fin de obtener las medidas simultáneas de cara delantera y trasera se va a utili-
zar un montaje más complejo que el usado en los experimentos flash [6.2.1.2] y que hemos
denominado Sistema dual de perfiles térmicos (SDPT). Se trata de un nuevo sistema de medi-
da desarrollado en el laboratorio IR de la UC3M y especialmente adaptado para medidas
de materiales sometidos a fuego [161]. Pese a haber sido pensado y probado en base a
unos requerimientos de operación concretos, posee una gran versatilidad y posibilita un
rango de aplicación que va más allá de los requerimientos de partida, por lo que vamos a
hacer uso aquí del SDPT para medidas de experimentos con excitación escalón.
Diseño del sistema de medida El SDPT usa dos cámaras IR que obtendrán imágenes
de las dos caras del espécimen sometido a ensayo durante la duración completa de éste.
Un esquema del montaje, configurado para medida sobre muestras planas, puede ver-
se en la figura 8.5. Cada cámara se coloca de manera perpendicular al espécimen, una a
cada lado de la muestra, de modo que el sistema mide simultáneamente la evolución de
la temperatura de ambas caras durante el experimento.
Para el caso que nos ocupa, se ha elegido el infrarrojo medio (MIR, con longitud de
onda entre 3µm y 5µm) como región espectral para la medida. Para esta banda se ha
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Figura 8.5: Esquema del montaje experimental de un ensayo a excitación escalón monitorizado por el sis-
tema desarrollado formado por dos cámaras IR que proporciona imágenes simultáneas, georreferenciadas y
calibradas en temperatura.
escogido dos cámaras refrigeradas. La primera de ella fue una cámara de antimoniuro de
indio de la empresa Thermosensorik Gmbh (Thermosensorik InSb640) con un array de
640x512 píxeles y con una lente de distancia focal de 50 mm. La segunda cámara también
era de antimoniuro de indio pero en este caso de la empresa FLIR Systems (SC4000) con
un array de 320x256 y una distancia focal de la lente utilizada de 25 mm. Estas dos focales
son adecuadas para visualizar muestras de 300 × 300mm2 a una distancia de ∼ 1m entre
la probeta y la cámara, que son las medidas con las que trabajaremos en el laboratorio.
Para su correcta comparación, las secuencias procedentes de ambas cámaras deben
estar corregistradas, de modo que cada píxel (i, j) de la imagen en cada cara pertenezca al
mismo punto de la muestra. Esto se consigue con un postprocesado en el que se definen
puntos de control de localización conocida, que se utilizan para deformar las imágenes
mediante software, de tal forma que tengan el mismo tamaño en píxeles y cada píxel (i, j)
en ambas imágenes se corresponde con el mismo área de la placa para sus caras delantera
y trasera 3. Se ha utilizado el software de tratamiento de imágenes de ENVI [50], y de
manera independiente, las funciones de procesado de imagen para referenciación espacial
de Matlab [111], obteniéndose buenos resultados con ambas plataformas.
Las secuencias deben estar también sincronizadas, de modo que cada imagen esté to-
mada en el mismo instante en ambas caras. Se han probado diferentes aproximaciones
3En particular, esto exige que a una de las imágenes se le realice una reflexión especular
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para la sincronización temporal de las secuencas de ambas cámaras. Una forma sencilla y
efectiva es el uso de un evento visible para ambas cámaras, como el uso de una claqueta, o
el encendido y apagado de la lámpara. Con esta solución se consigue una sincronización
suficientemente buena teniendo en cuenta la dinámica de los ensayos a excitación escalón.
La posibilidad de disponer de los mapas térmicos de ambas caras, simultáneos, corre-
gistrados y abarcando toda la duración del experimento nos abre un abanico de posibili-
dades para la caracterización térmica, pero nos vamos a centrar en dos planteamientos:
a) Ajuste simultáneo de α y Bi: Disponer de la información completa de evolución de
temperatura tanto en cara delantera como en cara trasera así como en las fases de
calentamiento, estado estacionario y también enfriamiento nos permitirá estudiar
qué información proporciona cada región en un ajuste simultáneo de α y Bi. Este
estudio nos ayudará a determinar cuál es el mejor método de trabajo en comparación
con los resultados obtenidos para la caracterización térmica a partir del método flash
adaptado. Pese a que este método ofrece buenos resultados, el ajuste simultáneo de
dos parámetros, hace que sea un proceso lento y, por ello, se ha propuesto un estudio
alternativo.
b) Ajuste únicamente de α: La relación entre las temperaturas de la cara delantera y la




= 1 +Bi (8.5)
Una vez conocido éste, se obtiene el valor de la difusividad térmica mediante el ajus-
te de los perfiles térmicos de T (t). Para este caso, la medida precisa de los valores de
temperatura en cara delantera y en cara trasera será crucial. A partir de esta informa-
ción, las curvas experimentales de cara trasera se ajustan a las teóricas sin más que
modificar un único parámetro: la difusividad térmica. Como veremos, este modo de
trabajar reduce los tiempos de ajuste de manera drástica además de proporcionar
valores de α más próximos a los reales.
8.5. Ajuste en el estado estacionario
8.5.1. Puesta a punto
Antes de afrontar el problema de obtener los parámetros α y Bi es necesario resolver
un problema previo asociado al valor de tiempo inicial (tmin) y al paso de tiempo óptimo
(tstep) a elegir para hacer la convolución. Como se vio en la figura 5.14, la función de
respuesta a impulso es una función que diverge en el origen y por esa razón estos dos
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parámetros pueden influir mucho en el resultado numérico de esta operación, por lo que
será crucial ajustarlos para obtener un correcto valor de temperatura en cara fría a partir de
la temperatura de la cara caliente. El mismo problema se plantea incluso cuando queremos
calcular la temperatura de la cara delantera en una excitación escalón a partir del flujo, ya
que su correspondiente irf tiene también una divergencia en el origen.
Vamos a estudiar la influencia de los valores de tmin y tstep en este caso, ya que debido
a la similitud de las irf, el estudio será válido también para la obtención de la temperatura
de la cara trasera a partir de la delantera.
Para comparar los resultados obtenidos al cambiar tmin y tstep haremos uso de la física
del estado estacionario que nos relaciona la temperatura de la cara delantera y de la cara
trasera según la expresión (8.5). Para este estudio, usaremos perfiles calculados para un
número de Biot igual a 0.5 ya que, como se puede apreciar en la figura 8.2, para valores de
Biot menores el tiempo necesario para alcanzar el estado estacionario es demasiado largo.
Búsqueda del vector de tiempo óptimo Para la puesta a punto del método, vamos a
estudiar cuáles son los valores tanto de tiempo mínimo como de paso de tiempo más
adecuados para realizar la convolución de modo que se obtenga el número de Biot de
manera precisa. Los valores utilizados y los valores recuperados del número de Biot se
presentan en la tabla 8.1. Se muestra únicamente el estudio para Bi = 0,5, pero resultados
muy similares se han obtenido para otros valores de número de Biot.
De manera gráfica, se pueden observar los valores absolutos de los errores relativos
entre el valor de número de Biot real y el recuperado para cada uno de los pares t∗min− t∗step




t∗min 2,2 · 10−16 1 · 10−4 5 · 10−4 1 · 10−3
1 · 10−4 0.4924 0.4934 0.4906 0.4788
5 · 10−4 0.4924 0.4922 0.4897 0.4784
1 · 10−3 0.4913 0.4934 0.4962 0.5232
5 · 10−3 0.4874 0.4887 0.4906 0.5079
Tabla 8.1: Valores de Bi recuperados para perfiles calculados con Bi = 0,5. En negrita se resalta
el valor más cercano al valor buscado (Bi = 0,5) obtenido que se corresponde con el par de valores
t∗min − t∗step igual a (5 · 10−4, 1 · 10−3). El t∗min mínimo es el valor más cercano a cero usado por
Matlab.
Este estudio ha sido necesario ya que al usar un procedimiento numérico, hay que
tener en cuenta este error, inherente al método, ya que se tratará de encontrar la irf que
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Figura 8.6: Error relativo (expresado en %, en valor absoluto) en la recuperación del número de Biot en el
estado estacionario para un valor de número de Biot igual a 0.5.
reproduce la T (L, t) cuando la convolucionamos con la T (0, t) experimental y esa convolu-
ción es inevitable. Los resultados obtenidos, han dado como resultado que el par t∗min−t∗step
óptimo para la recuperación correcta de los parámetros térmicos α yBi es (5 ·10−4, 1 ·10−3)
en unidades adimensionales (de t∗).
8.5.2. Datos experimentales en CFRP
8.5.2.1. Método flash adaptado
El método desarrollado en el capítulo [7] se hizo con vistas al análisis de muestras
de material compuesto reforzado con fibra de carbono (CFRP). Comenzaremos analizan-
do los parámetros térmicos de estos materiales mediante el método flash adaptado,que
usaremos como referencia para comparar con los resultados del método escalón.
Consideramos dos muestras de CFRP que tienen nominalmente las mismas propieda-
des térmicas. La diferencia entre ellas será el espesor, siendo éste de 2,4mm y 1,05mm.
Estas dos muestras fueron sometidas a un experimento flash para obtener sus propieda-
des térmicas. Después y mediante el ajuste iterativo presentado en el capítulo anterior
que tiene en cuenta las pérdidas por convección, se obtiene qué curva teórica da un error
cuadrático mínimo con la experimental, obteniendo así los valores de α y Bi que mejor
ajustan. Las curvas resultado de estas caracterizaciones para ambas muestras analizadas
se pueden ver en las figuras 8.7 y 8.8. En ellas se muestran las curvas experimentales li-
geramente suavizadas junto a las curvas teóricas que proporcionan el mejor ajuste. Las
curvas se presentan normalizadas al valor de fracción de temperatura máximo alcanzado
teniendo en cuenta las pérdidas por convección.
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tiempo (s)























Figura 8.7: Curva experimental resultado de ex-
perimento flash junto a la curva teórica que pro-
porciona el mejor ajuste para la muestra de espe-
sor L = 2,4mm.
tiempo (s)























Figura 8.8: Curva experimental resultado de ex-
perimento flash junto a la curva teórica que pro-
porciona el mejor ajuste para la muestra de espe-
sor L = 1,05mm.
Los parámetros térmicos α y Bi obtenidos con el ajuste están recogidos en la tabla 8.2.
Se realizaron varios experimentos en diferentes días y se muestran los resultados prome-
dio obtenidos junto a su error (calculado como σ). Además, se ha calculado qué valor de
difusividad térmica se habría obtenido haciendo uso del método flash clásico de Parker
que no tiene en cuenta las pérdidas por convección. A la vista de los resultados, se puede
afirmar, por un lado, que el valor de difusividad térmica obtenido por el método clásico
de Parker está sobrestimado (como era de esperar, recordemos la figura 6.1) y, por otro la-
do, que pese a que las muestras eran supuestas iguales en cuanto a parámetros térmicos,
no se puede hacer tal afirmación en base a nuestros resultados obtenidos.
Probeta αt0,5 × 10−7[m2/s] αadaptado × 10−7[m2/s]
L = 2,4mm 6,8± 0,2 6,6± 0,2
L = 1,05mm 5,85± 0,08 5,76± 0,12
Tabla 8.2: Valores de difusividad térmica obtenidos mediante los métodos clásico de Parker (denotados como
αt0,5) y mediante el método flash adaptado.
Para entender mejor el comportamiento del ajuste simultáneo de los dos parámetros
(α,Bi), se muestran en la figura 8.9 los logaritmos de errores cuadráticos medios de la
T normalizada (para apreciar mejor los diferentes valores) obtenidos al comparar la curva
T (t) experimental para la muestra de espesor L = 2,4mm con los perfiles proporcionadas
por el modelo para cada par de valores α−Bi. Se aprecia, ante todo, que no hay mínimos
locales, lo que garantiza que en condiciones ideales el algoritmo va a converger al valor
de error mínimo. No obstante, puesto que hay un número máximo de iteraciones y un
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criterio de parada cuando la mejora del error en sucesivas iteraciones es muy pequeña,
puede que en un caso real se detenga antes de alcanzar el mínimo, sobre todo si el “valle”
en el que éste está situado tiene pendientes poco pronunciadas. En nuestro caso, la región
del mínimo es más alargada en dirección horizontal que vertical, lo que significa que los
errores relativos serán generalmente mayores en el número de Biot que en la difusividad
térmica.
Número de Biot


















Figura 8.9: Valores de los logarítmos de los errores cuadráticos medios entre el perfil experimental de res-
puesta a excitación flash para el espécimen de espesor L = 2,4mm y los proporcionados por el modelo (en
unidades de Tnormalizada) para distintos pares de valores α−Bi.
8.5.2.2. Caracterización a partir del método escalón
Se han realizado medidas en las que, mientras la lámpara permaneció encendida, se
adquirieron 1700 imágenes, espaciadas 0, 7 s (un tiempo total de 1189 s), y se adquirieron
otras 280 para registrar el enfriamiento. Para la caracterización térmica de un material
real a partir del método escalón en el estado estacionario se va a proceder a trabajar de
dos maneras: en primer lugar, se ajustarán simultáneamente los parámetros α y Bi; en
segundo lugar, a partir del estado estacionario obtenido experimentalmente, calcularemos
el número de Biot y con él, realizaremos el ajuste del parámetro α.
Ajuste simultáneo de los parámetros α y Bi
El primero de los materiales analizados es un material homogéneo de fibra de car-
bono reforzada con resina epoxy de dimensiones (300× 300× 2,4)mm3.
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Al disponer de toda la evolución de temperatura tanto de la cara delantera como de
la cara trasera, se va a proceder a ajustar en varios intervalos temporales de interés
para así comparar y analizar los resultados obtenidos (ver figura 8.10).
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Figura 8.10: Perfil experimental (rojo) junto a los perfiles de ajuste (azul) para el que el error entre experi-
mental y simulado es menor para el espécimen de L = 2,4mm. Cada “banda” está espaciada 0, 7 s, de modo
que la duración total del experimento es de poco más de 23 minutos.
El ajuste es el resultado de convolucionar la temperatura experimental de la cara
delantera con la irf. Los datos experimentales (el de cara delantera con el que se ha
hecho la convolución y el de la cara trasera con el que se han comparado los resulta-
dos proporcionados por el modelo) pueden verse en la figura 8.11a. Los parámetros
térmicos recuperados del ajuste de cada uno de los casos se pueden ver en la tabla
8.3.
El segundo de los materiales analizados fue un espécimen con características simi-
lares pero con un espesor de 1,05mm. Los resultados obtenidos en este caso son de
la tabla 8.4.
Para comprobar la bondad del ajuste, se puede recurrir a los resultados obtenidos en
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Caso α× 10−7m2/s Número de Biot Error cuadrático
medio (K)
Perfil completo 4.45 0.23 0.12
Calentamiento 9.00 0.21 0.18
Estacionario 0.21 0.23 0.98
Enfriamiento 6.05 0.23 0.15
Tabla 8.3: Valores de difusividad térmica, número de Biot y error cuadrático medio recuperados para cada
uno de los casos estudiados para la muestra de espesor L = 2,4mm y presentados en la figura 8.10.
Caso α× 10−7m2/s Número de Biot Error cuadrático
medio (K)
Perfil completo 3.65 0.20 0.13
Calentamiento 3.55 0.21 0.12
Estacionario 3.30 0.25 0.05
Enfriamiento 3.80 0.30 0.18
Tabla 8.4: Valores de difusividad térmica y número de Biot recuperados para cada uno de los casos estudiados
para la muestra de espesor L = 1,05mm
el apartado [8.5.2.1], en el que se han obtenido los parámetros térmicos de estos dos es-
pecímenes mediante el método flash adaptado. Se puede afirmar que para los dos casos
presentados los resultados más aproximados son aquellos obtenidos del ajuste de todo el
perfil lo que sugiere que este es el intervalo de ajuste más apropiado.
Como ya se ha dicho anteriormente, de los perfiles en temperatura de la cara delan-
tera y cara trasera se puede obtener el número de Biot siempre y cuando las imágenes
estén correctamente calibradas en temperatura y se alcance el estado estacionario. El mé-
todo que acabamos de presentar, en el que es necesaria la variación de dos parámetros
(α y Bi) para obtener un ajuste correcto es extremadamente lento, ya que exige un pro-
ceso iterativo dependiente de dos parámetros. Por esto se propone, a partir de las curvas
en temperatura, obtener el número de Biot de modo experimental y sabiendo éste, sólo
ajustar la difusividad térmica. Esto es lo que vamos a hacer en el siguiente apartado.
Ajuste de α conocido Bi
Espécimen de 2,4mm. Los perfiles de cara delantera y cara trasera así como el nú-
mero de Biot obtenidos para esta muestra mediante la ecuación (8.5) pueden verse
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en las figuras 8.11a y 8.11b, respectivamente.
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(a) Curvas experimentales para la muestra
de espesor L = 2,4mm
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(b) Número de Biot para la muestra de es-
pesor L = 2,4mm
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(c) Curvas experimentales para la muestra
de espesor L = 1,05mm
bandas

















(d) Número de Biot para la muestra de es-
pesor L = 1,05mm
Figura 8.11: Curvas experimentales y valor de número de Biot obtenidos experimentalmente para las mues-
tras de L = 2,4mm y L = 1,05mm.
El número de Biot supuesto conocido se ha calculado como el valor medio entre las
bandas 1111 y 1641, siendo este valor medio igual a 0.2257. El mejor ajuste para este
caso nos da un valor de difusividad térmica igual a α = 6,64 · 10−7m2/s, que si nos
fijamos en el valor obtenido en la tabla 8.2, se aproxima más al valor obtenido por
el método del flash adaptado. Además, si calculamos el error cuadrático medio para
este caso, obtenemos un valor de 0,11(K), que es menor que los obtenidos en la tabla
8.3.
El perfil experimental de cara trasera junto al perfil que nos proporciona el mejor
ajuste se puede ver en la figura 8.12.
Espécimen de 1,05mm. Para este espécimen se lleva a cabo el mismo estudio, siendo
los perfiles experimentales y el número de Biot los que se muestran en las figuras
8.11c y 8.11d, respectivamente. En este caso, se ha obtenido un valor de número de
Biot experimental igual a 0.2111 calculado como el valor medio del número de Biot
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Ajuste conocido Bi (L = 2.4 mm)
Experimental
Ajuste
Figura 8.12: Perfil experimental para cara trasera junto perfil que proporciona el mejor ajuste conocido el
número de Biot para la probeta de espesor L = 2,4mm.
entre las bandas 1325 y 2231, como se puede apreciar en la figura 8.11d.
En este caso, el valor de difusividad térmica que nos proporciona el mejor ajuste
ha sido α = 5,38 · 10−7m2/s, más parecido al valor obtenido con el método flash
adaptado (tabla 8.2) que los proporcionados para el ajuste simultáneo de α y Bi.
Además, si calculamos el error cuadrático medio para este caso, obtenemos un valor
de 0,04(K2), que es menor que los obtenidos en la tabla 8.4.
El perfil experimental de cara trasera junto al perfil que nos proporciona el mejor
ajuste se puede ver en la figura 8.13.
Cabe destacar que tanto la figura 8.12 como la figura 8.13 presentan ajustes excelentes,
lo que quiere decir que el método de obtener el número de Biot a partir del cociente de
temperaturas y después ajustar mediante un método iterativo un único parámetro (la di-
fusividad térmica α), proporciona mejores resultados y en un espacio de tiempo mucho
más corto, pasando de decenas de minutos en el caso del ajuste simultáneo de α y Bi a
unos pocos segundos en el caso de ajustar sólo α. Además, los valores obtenidos por este
último método están más en consonancia cono los valores obtenidos mediante el método
flash adaptado, que se podría considerar como una validación del método aquí presenta-
do para caracterizar térmicamente un material a partir del método escalón.
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Ajuste conocido Bi (L = 1.05 mm)
Ajuste
Experimental
Figura 8.13: Perfil experimental para cara trasera junto perfil que proporciona el mejor ajuste conocido el
número de Biot para la probeta de espesor 1,05mm.
8.5.2.3. Resumen de los parámetros térmicos obtenidos para el CFRP por los distintos
métodos utilizados
La caracterización térmica del material CRFP se ha realizado mediante tres métodos
distintos: método flash adaptado, método escalón ajustando simultáneamente los paráme-
tros α − Bi y finalmente, método escalón esperando al estado estacionario para obtener
de él el número de Biot y posteriormente hacer el ajuste a un sólo parámetro, a α. Los
distintos valores para la difusividad térmica obtenidos por cada uno de los métodos se








L = 2,4mm 6,6 · 10−7 4,45 · 10−7 6,64 · 10−7
L = 1,05mm 5,76 · 10−7 3,65 · 10−7 5,38 · 10−7
Tabla 8.5: Resumen de los valores de difusividad térmica (en m2/s) recuperados para cada una de
las muestras estudiadas en cada uno de los casos. Las columnas segunda y tercera son resultados del
método escalón; ajustando simultáneamente α y Bi (columna 2) o ajustando solo α y obteniendo Bi
del estado estacionario (columna 3).
De los datos de la tabla 8.5 llaman la atención especialmente los obtenidos mediante
lo que hemos llamado ajuste α − Bi. Se puede apreciar que en ambos casos, los valores
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Figura 8.14: Logaritmos de los errores cuadráticos medios entre el perfil experimental a excitación escalón
con ajuste simultáneo α−Bi para el espécimen de espesor L = 2,4mm y los proporcionados por el modelo
para distintos pares de valores α−Bi.
de α son menores que los obtenidos con el método flash adaptado o el ajuste obteniendo
el número de Biot en el estado estacionario. Para entender este comportamiento se ha
realizado un estudio análogo al presentado en la figura 8.9. Es decir, se han calculado los
errores cuadráticos entre los perfiles experimentales y los proporcionados por el modelo
para cada par de valores α − Bi. En la figura 8.14, al contrario que la figura 8.9, se puede
ver que la región de errores mínimos se extiende en dirección vertical, lo que significa que
el número de Biot estará relativamente bien definido, pero no así la difusividad térmica,
que se determinará con menor precisión dado que el error cuadrático cambia poco para
distintos valores de α, siempre que Bi esté en torno al valor correcto. Este efecto puede
verse también en la tabla 8.3, en la que se muestran valores muy diferentes de difusividad
térmica, mientras que el número de Biot es prácticamente el mismo en todos los casos
estudiados.
8.6. Conclusiones
El calentamiento escalón es una de las técnicas de termografía activa menos explora-
das, pero ofrece interés porque al tratarse de un tipo de excitación cuya potencia es baja, y
que no altera las propiedades de los materiales si se aplica adecuadamente, es una técnica
válida para materiales delicados, así como para muestras muy aislantes o gruesas que ha-
cen que la técnica flash desarrollada en capítulos anteriores no sea suficiente para obtener
una señal adecuada.
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La baja potencia de la fuente en el calentamiento escalón exige medidas de larga dura-
ción, lo que hace más imprescindible aún que en el caso del flash el tratar los efectos de la
convección (incluso para un valor tan pequeño como Bi = 0,01, se ha perdido el 20 % de
la energía suministrada cuando t∗ = 20, lo que equivale a unos 5 minutos en las muestras
de este capítulo).
Al intentar ajustar los perfiles experimentales, nos encontramos con el problema de
que las fuentes de excitación comerciales no proporcionan excitaciones ideales (figura 8.3),
y, por tanto, si tratamos de usar un algoritmo iterativo utilizando como input un escalón
ideal, los errores que se cometen en la recuperación de la difusividad térmica pueden ser
del orden del 20 % (figura 8.4). Este problema fue tratado poniendo a punto un sistema
de dos cámaras IR sincronizadas temporalmente y corregistradas espacialmente, denomi-
nado sistema dual de perfiles térmicos (SDPT, figura 8.5), que nos proporciona el valor de la
temperatura en cada instante y para cada píxel. Este valor será utilizado como entrada pa-
ra convolucionar con la irf y tener así una temperatura en cara trasera que es comparada
con la experimental y cuyo error cuadrático mínimo nos proporciona el mejor valor de α
y Bi.
Un problema práctico para realizar esta convolución es la divergencia en el origen
propia de la irf. Esto nos llevó a la necesidad de estudiar cuál era el muestreo óptimo
para el tiempo, encontrándose que no se trataba de una elección trivial, pero que pudo ser
resuelta gracias a que el estado estacionario nos proporciona un patrón de comparación
para los resultados de la convolución.
Disponer de la evolución de la temperatura por cara delantera y cara trasera para todo
el perfil temporal, permitió hacer un doble enfoque en la recuperación de los parámetros
térmicos α yBi. El primero de ellos, con un ajuste de los dos parámetros simultáneamente
y el segundo, obteniendo Bi del estado estacionario, ajustando iterativamente un único
parámetro: α. Se encontró que este segundo caso proporcionaba mejores y más rápidos
resultados, tal como resume la tabla 8.5.
Capítulo9
Potencia de la excitación
RESUMEN: En este capítulo se afronta el problema inverso, o lo que es lo
mismo, la recuperación de datos a los que no se tiene acceso y que son intere-
santes desde el punto de vista experimental y teórico como son la forma y la
potencia de la excitación de la lámpara. De esta información se pueden obtener
otros parámetros térmicos de interés, o puede ser usada como entrada al mo-
delo si no se dispone de un sistema de dos cámaras que registren ambas caras
del espécimen a lo largo del experimento.
9.1. Introducción
En el capítulo anterior se ha demostrado que se pueden obtener los parámetros tér-
micos α y Bi de una placa a partir de las medidas proporcionadas por el sistema de dos
cámaras, sincronizadas temporalmente y corregistradas espacialmente (SDPT), adaptado
específicamente para el caso que nos ocupa. La estrategia consistía en considerar la pla-
ca como un sistema lineal en el que la excitación es el perfil de temperaturas de la cara
caliente T (0, t) y la respuesta el perfil de la cara fría T (L, t), obtenido por convolución de
T (0, t) con la función de respuesta a impulso en temperaturas de la placa. Como ésta de-
pende de α y Bi, podemos establecer los valores de estos parámetros como aquellos que
proporcionan un ajuste óptimo al perfil experimental de T (L, t).
Esta estrategia tuvo que adoptarse porque se demostró que el desconocimiento del
perfil exacto de la excitación radiante de la cara caliente por la lámpara, Φ(t), impedía
determinar α con precisión (ver figura 8.4). Sin embargo, una vez determinados los pa-
rámetros térmicos de la placa, podemos usar este conocimiento para obtener este perfil.
Esto nos va a llevar a enfrentarnos con un problema inverso.
En efecto, en todo sistema dinámico lineal, como ya sabemos, hay tres elementos: la
excitación, la función de transferencia y la respuesta del sistema. Si conocemos dos de
ellos, resolver el problema dinámico consiste en estimar el tercero. En el problema directo,
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se obtiene la respuesta del sistema a partir de la excitación y la función de transferencia.
Los problemas inversos son aquellos en los que a partir del conocimiento del sistema y
de su respuesta (efecto) se estima la excitación (causa). Ese es justamente nuestro caso:
nos proponemos averiguar el flujo incidente sobre la placa en función del tiempo (causa)
conociendo la temperatura en la cara posterior (efecto) y las propiedades térmicas del
sistema (su función de transferencia).
Los problemas inversos pertenecen a una clase muy interesante y común de problemas
que se conocen como “mal condicionados”. Matemáticamente, un problema se considera
“bien condicionado” si satisface los tres requisitos esenciales de existencia, unicidad y estabi-
lidad de las soluciones. En el caso que nos ocupa, la existencia está asegurada por la física,
pero es común en este tipo de problemas que exista más de una solución (lo que puede
obligar a usar información adicional que garantice la unicidad de la solución estimada;
un ejemplo es la restricción a soluciones compatibles con un modelo), y que ésta sea muy
sensible a los efectos degenerativos del ruido en los datos de entrada o a las limitaciones
impuestas por la precisión de los cálculos numéricos. En definitiva, un pequeño cambio
en los datos de entrada puede producir un enorme cambio en la solución de salida [76].
Esta inestabilidad de las soluciones hizo que durante mucho tiempo se creyera que los
problemas inversos no tenían mucha utilidad práctica y su estudio no llevaba a resulta-
dos matemáticos de interés. Esto fue así hasta 1943, cuando A. Tijonov [179] comprendió
su importancia y propuso un método que encontraba una solución estable.
En los últimos años, el interés en los problemas inversos ha tenido un gran auge en
varias ramas de la física, las matemáticas o la ingeniería, lo que ha llevado a desarrollar
toda una teoría matemática que se ocupa de ellos [62], [63], [45], [124].
9.2. Planteamiento del problema inverso
Con la notación de la figura 5.1, la relación entre la entrada (o excitación) x(t) y la
correspondiente salida y(t) de un sistema lineal se expresa, en el dominio de Laplace,
como
y(s) = ft(s) · x(s)
siendo y(s) y x(s) las respectivas transformadas de Laplace de y(t) y x(t), y ft(s) la función
de transferencia. Aplicando la transformada de Laplace inversa a ambos miembros,
y(t) = L−1 [ft(s)] ∗ x(t) (9.1)
donde L−1 [ft(s)] ≡ irf(t) es la función de respuesta a impulso, y el asterisco indica el
producto de convolución.
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En la ecuación (9.2) se han intercambiado la respuesta y la entrada respecto de (9.1); esto
es, la respuesta es x(t) y la entrada pasa a ser y(t). Si en (9.1) obteníamos y(t) por convo-
lución con x(t), se suele decir que en (9.2) estamos deconvolucionando y(t) para obtener
x(t).
En el caso que nos interesa ahora, x(t) = Φ(t), la densidad de flujo radiante incidente
sobre la cara caliente, mientras que y(t) = T (L, t), la temperatura de la cara fría, pero no
vamos a resolver (9.2) haciendo la transformada inversa de 1
ft(s)
. En primer lugar, porque





, pero también por una razón más
básica y general, que vamos a explicar a continuación.
9.2.1. Deconvolución: idea intuitiva
El problema de la deconvolución se plantea cada vez que un intrumento mide una
señal s (que puede ser una función del tiempo, la longitud de onda o cualquier otra va-
riable continua). La medida nunca es perfecta porque incluso en el mejor de los casos,
introducirá dos efectos: una resolución limitada y un cierto nivel de ruido.
En el caso más sencillo, el instrumento se comporta como un sistema de medida lineal
y el primer efecto puede describirse por una función de respuesta del instrumento, r. Por
ejemplo, si la señal es un espectro s(ν), la función de respuesta r(ν) indicará la medida
proporcionada por el instrumento para un espectro monocromático, es decir, cuando la
señal es una delta de Dirac δ(ν). A esta función de respuesta se le da nombres distintos
según el contexto: en espectroscopía FTIR suele llamarse “forma de línea instrumental”
(instrumental lineshape, ILS), para un monocromador es la “función rendija” (slit function),
en la teoría de sistemas dinámicos lineales es la “función de respuesta a impulso” (impulse




r(ν − ν ′)s(ν ′)dν ′ (9.3)
es decir, el producto de convolución de la función de respuesta con el espectro original:
m = r ∗ s
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Intuitivamente parece claro que la convolución produce una “perdida de informa-
ción”: por ejemplo, en un espectro, líneas muy finas y cercanas pueden confundirse. Sin
embargo, haciendo la transformada de Fourier de los dos miembros de la ecuación ante-
rior, obtenemos el producto ordinario de las transformadas, y podríamos obtener s des-
pejando y haciendo una transformada inversa:






(ecuación análoga a la que encontramos en (9.2) usando la transformada de Laplace). Esta
es la idea intuitiva de deconvolucionar: si conocemos la función de respuesta instrumental
podemos reconstruir la señal original, corrigiendo la resolución finita del aparato.
Hay un problema evidente: para que esto funcione, F[r] no puede valer nunca cero:
la función de respuesta debe contener todas las frecuencias. Esto ocurre en algunos casos
(como una gaussiana, cuya transformada de Fourier es otra gaussiana, y por tanto nunca
tiene un valor estrictamente cero) pero no en otros (como una función sinc, cuya trans-
formada es una función rectángulo). En estos casos no podemos esperar en general una
solución exacta, aunque sí soluciones aproximadas con técnicas más indirectas.
En la práctica, sin embargo, aunque F[r] nunca se haga cero siempre tendrá valores
muy pequeños a frecuencias muy altas. Sólo si F[m] es más pequeño aún a esas frecuencias
se evitarán las divergencias, y en general no tiene por qué serlo. En concreto, el ruido
puede dar contribuciones importantes a F[m] para frecuencias altas, de modo que casi
con seguridad aparecerán divergencias. El problema es, pues, inestable numéricamente y
requerirá generalmente métodos más sofisticados que esta deconvolución “directa”.
9.2.2. Inestabilidad numérica
Podemos apreciar el problema más en concreto con el siguiente ejemplo, en el que
calculamos la evolución de la temperatura T (L, t) en la cara trasera de una placa en un ex-
perimento de calentamiento escalón con convección, convolucionando la correspondiente
función de respuesta a impulso (5.36) con una función de excitación (escalón cuadrado)
y queremos recuperar, a partir de T (L, t), el perfil de la excitación, deconvolucionando el
efecto de la irf.
El camino más directo para implementar esto es usar la función ifft de Matlab, que ha-
ce lo que se explicaba en el apartado anterior. También podemos usar otra función imple-
mentada en Matlab que es la función deconv. Se basa en que formalmente la convolución
de dos señales discretas (vectores) es igual a la multiplicación de los polinomios que tie-
nen por coeficientes los elementos de esos vectores, y, por consiguiente, la deconvolución
equivale a la división de polinomios [52] [51].
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En la figura 9.1 se comparan los resultados obtenidos con la función deconv para un
perfil ideal y uno al que se le ha añadido ruido (los mismos cálculos se hicieron para la
función ifft y los resultados fueron prácticamente idénticos). Pese a que en la figura 9.1a el
resultado obtenido es casi perfecto, basta añadir un pequeño nivel de ruido a la entrada
(en concreto, al ejemplo de la figura 9.1b se le ha introducido un error del 1 % ), para que
el perfil recuperado empeore dramáticamente, como en la figura 9.1b.
bandas


























(a) Arriba: entrada escalón recuperada con de-
conv para el caso ideal (sin ruido). Abajo: dife-
rencias entre el escalón original y el recuperado.
bandas


























(b) Arriba: entrada escalón recuperada con de-
conv para el caso en el que se ha añadido ruido.
Abajo: diferencias entre el escalón original y el
recuperado.
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(c) Reconstrucción test escalón experimental
Figura 9.1: Ejemplo de reconstrucción de la señal de entrada para una entrada ideal, una entrada teórico
con ruido y una experimental usando la función de Matlab deconv.
Como comprobamos en la figura 9.1c, este efecto hace que la deconvolución directa
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proporcionada por este método sea prácticamente inservible cuando se aplica a datos ex-
perimentales: aquí se muestra el resultado de aplicarlos a un perfil T (L, t) experimental,
obtenido en los experimentos del capítulo anterior (figura 8.10). Aunque aquí no conoce-
mos el flujo incidente, el nivel de ruido en el perfil recuperado es tan grande que difícil-
mente podemos decir que hemos resuelto el problema.
Si, alternativamente, queremos deconvolucionar usando el método de (9.4), median-
te la función ifft de Matlab, los resultados son igual de malos. En el apartado siguiente
abordaremos un método menos directo, que va a permitirnos reconstruir mejor la señal
de entrada.
9.3. Descomposición en valores singulares
(SVD)
En la práctica, tanto la función de excitación como la respuesta están muestreadas;
es decir, son vectores. El producto (9.1) es entonces una convolución discreta, que puede
escribirse como un producto de matrices:
y = Ax (9.5)
en el que x ∈ Rn e y ∈ Rm son vectores que representan las señales de entrada y salida y
A ∈ Rm×n es una matriz de Toeplitz1 [142] [194] obtenida a partir del muestreo de la fun-
ción de respuesta a impulso (la construcción está implementada en el comando convmtx
de Matlab). Debido a las propiedades de la convolución, m > n.
El problema de deconvolucionar es entonces el de resolver el sistema (9.5) de m ecua-
ciones con n incógnitas. Al ser mayor el número de ecuaciones que de incógnitas un sis-
tema de este tipo generalmente no tiene solución exacta, pero podemos definir la mejor
solución aproximada como aquella x que minimiza el módulo del vector error, e ≡ Ax−y.
Esta es la “solución de mínimos cuadrados” del problema y la podemos denotar [63] co-
mo:
xLSQ = argmin ‖Ax− y‖ (9.6)
Un potente método matemático que proporciona xLSQ es la descomposición en valores
singulares o SVD (de sus siglas en inglés Singular Value Decomposition) [62], [202], [1],
[142].
1Es decir, una matriz en la que cada diagonal descendente de izquierda a derecha es constante.
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9.3.1. Enunciado de la SVD
Sea A una matriz real m× n. Entonces existen :
Una matriz ortogonal Um×m
Una matriz diagonal Σm×n (en el sentido de que Σij = 0 si i 6= j), cuyos elementos
diagonales son números reales no negativos Σii = σi, que supondremos ordenados
en orden no creciente: σ1 ≥ σ2 ≥ . . . ≥ σp ≥ 0 (siendo p = mín{m,n}). Llamaremos
a los σi valores singulares de X.
Una matriz ortogonal Vn×n
de modo que
A = UΣVT (9.7)










Los p valores singulares σi cumplen σ2i = λi, siendo los λi los autovalores de la me-
nor de las matrices {AAT , ATA} (la de dimensión p). La mayor de esas matrices tiene p
autovalores que son λi = σ2i , y el resto son cero2.







siendo ui, vi los vectores columna de U y V (llamados, respectivamente, vectores singula-
res izquierdos y derechos). Como los σi vienen dados en orden decreciente, cada sumando
es menor que el anterior, y la expresión puede verse como un desarrollo en serie de A.
2Los valores σi están determinados unívocamente; es decir, la matriz Σ es única, pero las matrices U y V
no lo son. En el caso de que la matriz X sea cuadrada, la matriz Σ es diagonal cuadrada, pero (9.7) no es una
diagonalización de A, porque en general U 6= V.
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Si todos los valores singulares de A son distintos de cero, la matriz tiene el rango má-
ximo, p; una matriz de rango no máximo tendrá al menos un valor singular igual a cero.
En la práctica es frecuente, al operar numéricamente con matrices, que los errores de re-
dondeo puedan alterar al rango de una matriz. Por eso tiene utilidad definir el número de




siendo σmax, σmin los valores singulares máximo y mínimo, respectivamente, que puede
entenderse como una medida del grado de independencia lineal de las columas de A: si
cond(A) es grande, las columnas son “casi dependientes” y si es cercano a 1, son “muy
independientes”.
En álgebra numérica, si el número de condición de una matriz es tan grande que su
inversa se aproxima a la precisión de punto flotante del programa utilizado, esa matriz
es a efectos prácticos singular, y se dice que está “mal condicionada”. El hecho de que los
problemas inversos estén más condicionados, en el sentido que introdujimos al principio
del capítulo, se traduce a menudo en que la matriz A esté “mal condicionada” en el sentido
específico de tener un número de condición muy grande
9.3.2. SVD y sistemas de ecuaciones lineales
Para nosotros, el interés de la SVD radica en su potencia para resolver sistemas de
ecuaciones lineales. Desarrollando A = UΣVT y sustituyendo en (9.5)
y = Ax = UΣVTx
Como las matrices U son ortogonales (su inversa es su traspuesta), y como Σ es diagonal
(su inversa se obtendría cambiando los σi de la diagonal por sus inversos, al menos si fuera
cuadrada), parece intuitivamente que podríamos despejar xmultiplicando sucesivamente
por la izquierda en la ecuación anterior por UT , una matriz diagonal cuyos elementos sean
σ−1i , y V.
Esta intuición es en esencia correcta: se puede demostrar que, aunque en general (9.5)
no tenga solución exacta, la solución de mínimos cuadrados es [142]:
xLSQ = VΣTU
Ty (9.9)
donde ΣT es una matriz diagonal n×m que tiene como elemento i-ésimo σ−1i , salvo cuando
σi = 0, en cuyo caso es cero. Es decir, trasponemos Σ y reemplazamos los elementos
diagonales por su inversa, pero si el elemento diagonal es cero, lo dejamos como cero.
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Podemos escribir esta ecuación de forma vectorial, igual que hicimos con la ecuación







(siendo r el número de valores singulares distintos de cero). Una vez más, esto puede
interpretarse como un desarrollo en serie de xLSQ, expresado como combinación lineal de
los vi, con coeficientes que son la proyección del vector y sobre los ui.
Para que podamos interpretarlo así, las sucesivas contribuciones al sumatorio debe-
rían ser decrecientes. Pero puesto que los valores singulares aparecen en el denominador
en (9.10), los σi más pequeños darán una contribución mayor, salvo que la proyección
uTi y decrezca aún más deprisa con i. Los vectores singulares ui presentan oscilaciones
cuyo número crece con i, y si el vector y no tiene ruido, su variación suave hará que el
producto escalar uTi y sea muy pequeño y generalmente se cumpla esa condición. Sin em-
bargo, la presencia de ruido introduce oscilaciones en y de modo que los términos de i alto
puedan tener una contribución muy grande, debida únicamente al ruido, y que estropea
la reconstrucción de la señal. Por eso, en presencia de ruido puede ocurrir que recons-
truyamos mejor la señal de excitación x desechando la contribución de algunos valores
singulares.
9.3.3. Resultados obtenidos con la SVD
Veamos cómo funciona la optimización mediante SVD en el siguiente ejemplo.
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(a) Azul: Respuesta escalón ideal; Rojo: Respues-
ta escalón con ruido; Verde: Excitación ideal.
Número de valor singular









Figura 9.2: Perfiles introducidos y valores singulares obtenidos
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Supongamos que conocemos la temperatura en cara delantera (ideal -sin ruido- y con
ruido) así como su respuesta a impulso y queremos conocer cuál es la función de entrada
(flujo) que produjo esa respuesta. Para poder trabajar adecuadamente con la SVD, nece-
sitamos poner la función de respuesta a impulso en forma de matriz (para ello, hacemos
uso de la función de Matlab convmtx), y la excitación de entrada, que en este ejemplo será
un pulso cuadrado ideal, como un vector. La excitación y las respuestas con y sin ruido se
muestran en la figura 9.2a. En este caso, los vectores de excitación y respuesta tienen 200
elementos, por lo que hay 200 valores singulares posibles; se han representado en 9.2b,
que permite apreciar que, como suele ocurrir, decrecen muy rápidamente.
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(a) Recuperación de la excitación mediante
SVD para un perfil sin ruido
Bandas












(b) Recuperación de la excitación mediante
SVD para un perfil con ruido
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(c) Comparación entre la función deconv
de Matlab y la SVD para un perfil sin ruido









(d) Comparación entre la función deconv
de Matlab y la SVD para un perfil con rui-
do
Figura 9.3: Perfiles recuperados para el caso de la SVD. Se presentan también la comparación con los resul-
tados obtenidos con la función deconv de Matlab
.
Para el caso de perfil de salida sin ruido, la ecuación (9.10) reconstruye perfectamente
la excitación si se utilizan los 200 valores singulares. Si no se usan todos los valores sin-
gulares en el sumatorio, la señal se reconstruye de manera más imperfecta, apareciendo
oscilaciones. La figura 9.3a muestra los resultados obtenidos al descartar 149 y 189 valores
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singulares. En contraste, para el perfil de salida con ruido, usar todos los σi proporciona
una estimación sumamente ruidosa de la señal de excitación (esencialmente indistingui-
ble de la marcada como “Resultado Deconv” en 9.3d; sin embargo, las reconstrucciones
con unos pocos σi son casi igual de buenas que con ruido, como se aprecia en la figura
9.3b.
Se encuentra, pues, que cuando hay ruido descartar los valores singulares más peque-
ños proporciona una estimación mucho mejor de la solución del problema inverso que
usarlos todos. El efecto dramático del ruido se muestra con claridad en las figuras 9.3c y
9.3d que comparan el resultado de la función deconv de Matlab con la recuperación me-
diante SVD (descartando 149 de los 200 valores singulares) en los casos sin ruido y con
ruido. La SVD, descartando valores singulares pequeños, nos permite obtener una estima-
ción razonablemente buena de la función de excitación en un caso en el que un pequeño
nivel de ruido hace que la deconvolución directa sea prácticamente inútil.
9.4. Regularización.
El tratamiento riguroso de los problemas mal condicionados se debe a Tijonov, que
desarrolló el método de la regularización. Para el caso en el que el problema puede ser
formulado en la forma (9.5), la versión más sencilla de este método consiste en buscar una
solución xλ que minimice no el vector error sino una combinación lineal de éste con el
módulo de x, es decir,
xλ = argmin{‖Ax− y‖+ λ2 ‖x‖} (9.11)
(en el caso general, ‖x‖ se puede sustituir por ‖L(x− x∗)‖ siendoL un operador lineal y x∗
una estimación inicial de la solución, pero aquí nos vamos a limitar al caso más sencillo).
El paramétro de regularización λ controla el peso relativo que damos a la minimización de
‖x‖ en comparación con la minimización del vector error. Se demuestra que cuanto mayor
es el valor de λ (es decir, cuanto mayor es la regularización), menos sensible es la solución
a las perturbaciones de A e y. En definitiva, cuanto mayor es λ más filtrados quedan los
efectos del ruido, al precio de que el error cuadrático medio de Axλ con el vector de la
medida experimental y sea mayor.
Este compromiso puede visualizarse con la curva-L: para un problema dado, la gráfica
logarítmica de ‖xλ‖ frente a ‖Axλ − y‖ tiene una característica forma de L; la aparición
de una “esquina” en la curva muestra que existe un parámetro de regularización que en
cierto sentido supone un compromiso óptimo entre dos objetivos de minimización (ver
figura 9.4). La región marcada como “menos filtrado” corresponde a valores pequeños de
λ, al aumentar λ se recorre la curva hacia la región de “más filtrado”.
Una propiedad atractiva de la solución regularizada dada por la ecuación (9.11) es que
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Figura 9.4: Curva-L genérica para la regularización de Tijonov en escala log-log. Figura adaptada de [62].
puede expresarse a partir de la solución de SVD del sistema (9.5) de forma muy sencilla.












9.4.1. Resultados obtenidos con la regularización
Para la puesta a punto de este método se trabajará del siguiente modo: se generará un
problema ideal conocido (una excitación escalón) al que se le añadirá un ruido aleatorio
(gaussiano, con media cero y desviación estándar del 1 % del valor del escalón). Después,
como se ha explicado en el apartado anterior, y pudiendo expresar el problema de la forma
(9.5), se calculará la descomposición en valores singulares de la matriz de coeficientes A.
A continuación será necesario definir el parámetro de regularización λ. Se han usado
diferentes valores de λ, siendo el valor máximo igual a 0.5, y el mínimo igual a 0.01. Para
cada uno de estos valores recuperaremos un valor de input diferente, según la ecuación
(9.12), y calcularemos cuál es el error cuadrático medio entre éste y la excitación de entrada
ideal; los resultados pueden verse en la figura 9.5b. Haremos lo mismo para el caso de
descomposición en valores singulares, mostrando cuál es el error cuadrático medio entre
señal reconstruida y señal ideal en función del número de valores singulares retenidos en
la figura 9.5a.
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(a) Error cuadrático medio entre entrada ideal y
recuperada para distintos valores de valores sin-
gulares descartados.
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(b) Error cuadrático medio entre entrada ideal y
recuperada para distintos valores parámetro de
regularización λ.









(c) Recuperación de la señal de entrada para la
combinacion de valores singulares descartados
para el cual el error cuadrático medio es mínimo
junto a la excitación ideal.









(d) Recuperación de la señal de entrada para el
parámetro de regularización λ para el cual el
error cuadrático medio es mínimo junto a la ex-
citación ideal.
Figura 9.5: Perfiles recuperados junto a error cuadrático medio para el método tradicional de error cuadrático
medio así como para el método de regularización de Tijonov.
Analizadas estas curvas obtenidas, tanto para el caso de SVD como para el caso de re-
gularización de Tijonov, se puede determinar cuáles son los parámetros óptimos (número
de valores singulares descartados y parámetro λ, respectivamente) para los cuales se ob-
tiene la excitación con un error cuadrático medio mínimo. En el primer caso, se obtiene
un error cuadrático medio mínimo al usar 131 valores singulares para la reconstrucción,
mientras que para el caso de la regularización de Tijonov, el valor de λ que ha proporcio-
nado el menor error ha sido λ = 0,11. Analizando los valores de desviación estándar que
hemos obtenido para cada uno de los casos que se muestran en las figuras 9.5c y 9.5d son
respectivamente 0.18 y 0.25. Esto es, hemos pasado de tener un ruido de un 1 % en la señal
de entrada a un 1,8 % y un 2,5 % en la reconstrucción de la señal de salida. A pesar de
que la desviación estándar obtenida en el caso de la regularización de Tijonov es mayor
que en el caso de la SVD, cabe destacar que el ruido del perfil recuperado por Tijonov es
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mucho más “natural” (que se debe a que estamos reteniendo, aunque muy atenuadas, las
componentes de alta frecuencia en la ecuación 9.12 en lugar de eliminarlas del todo).
Excitación real Una vez puestas a punto cada una de las técnicas, en este apartado las
aplicaremos a un experimento real. Este experimento será el mismo con el que se ha tra-
bajado en el capítulo [8] en el caso de excitación escalón en muestras de CFRP, más con-
cretamente el utilizado para obtener los parámetros térmicos de la muestra de CFRP de
2,4mm del apartado [8.5.2.2]. Los perfiles usados para resolver el problema inverso en el
caso experimental serán los de la figura 8.11a.
A partir de la evolución de la temperatura en cara delantera, es decir, a partir de T (0, t)
vamos a tratar de determinar el flujo Φ(t). Tenemos la muestra caracterizada a partir de las
medidas experimentales de cara delantera T (0, t) y de cara trasera T (L, t). En el capítulo
[8], hemos encontrado el valor del número de Biot a partir de las temperaturas del estado
estacionario (Bi = 0,235) y el valor de la difusividad térmica α del ajuste de los perfiles
(α = 6,6 · 10−7m2/s, ver tabla 8.5). Con más precisión, lo que hemos hecho es escribir
T (L, t) = irfT0,TL(t) ∗ T (0, t), donde irfT0,TL es la función de respuesta a impulso que
se obtiene en el apartado [5.7.1] y que depende de α, variando ésta hasta que se logra el
mejor ajuste con la curva experimental.
Sabemos que T (L, t) = irfΦ,T0(t) ∗ Φ(t), donde irfΦ,T0 es la función de respuesta a im-
pulso dada por la ecuación (5.35) o, implícitamente por la transformada inversa de Laplace
de la ecuación (5.12) para z = 0. Podemos obtener Φ(t) deconvolucionando (aplicando la
regularizacion de Tijonov) pero hay dos problemas:
La función irfΦ,T0 depende de h, κ y α. Conocemos α y sabemos que h = BiκL pero nos
falta conocer el valor de la conductividad térmica κ. Este valor ha sido obtenido de
los estudios previos llevados a cabo en [174], para las mismas muestras analizadas y
su valor numérico se ha tomado igual a 0,7 [W/(mK)].
El segundo problema es que debido a la singularidad de las irf en el origen, estas
convoluciones sólo van a dar resultados correctos si se eligen con cuidado tmin y tstep
como se explicó en el apartado [8.5.1] del capítulo [8].
La puesta a punto del problema inverso se hizo basándonos en la física del estado esta-
cionario que se explicó en el apartado [4.4]. A partir de las ecuaciones que lo determinan
y del valor de κ mencionado, se obtuvo que el valor de potencia de excitación para la
fuente que proporciona los valores de temperatura en el caso estacionario para la muestra
de CFRP de L = 2,4mm de la figura 8.11a es igual a 1200W/m2. Conocido este dato, se
pasó a determinar tmin y tstep de manera análoga al apartado [8.5.1], es decir, determinar
buscando qué valores proporcionaban en el problema directo (es decir, convolucionando
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con una excitación escalón ideal de duración igual a la experimental) la temperatura en
estado estacionario igual a la obtenida experimentalmente. Este estudio concluyó que es-
te par de valores (tmin − tstep) era igual, en nuestro caso, a (0,067 − 0,029) s o en unidades
adimensionales de t∗ igual a (7 · 10−3 − 3 · 10−2), que está dentro del orden de magnitud
obtenido en el apartado [8.5.1].
Podemos pasar, entonces, a calcular mediante el problema inverso con la regulariza-
ción de Tijonov la forma de la excitación. Para obtener un valor dimensional de la potencia
de la excitación será necesario dividir por el paso de tiempo experimental (en este caso, se
generaron mediante interpolación perfiles experimentales cuyo paso era igual a tstep para
no tener problemas a la hora de multiplicar matrices). La figura 9.6 muestra, finalmente,
el resultado obtenido.














Figura 9.6: Forma y valor dimensionalizado recuperado mediante el problema inverso para la lámpara de
excitación utilizada experimentalmente en el capítulo [8]
En el capítulo anterior encontramos que el desconocimiento del perfil real de la exci-
tación escalón no permitía aplicar directamente las ecuaciones teóricas para caracterizar
térmicamente el material, pero pudimos superar el problema introduciendo como entrada
para nuestro modelo la temperatura de la cara delantera, en lugar del flujo incidente. Esto
nos obligó a usar un sistema de medida sofisticado, el sistema dual de perfiles térmicos
(SDPT), para registrar las temperaturas de ambas caras de la muestra.
Una vez caracterizada la muestra, sin embargo, el trabajo de este capítulo nos ha per-
mitido obtener la forma y el valor de la densidad de flujo incidente. Hay que destacar el
lento calentamiento que se puede apreciar en la curva recuperada, debido probablemente
a que la lámpara utilizada contaba con una gruesa placa de metacrilato que actuaba como
filtro para el infrarrojo y que produce este retraso en el calentamiento. Conocido el flujo,
no es ya necesario usar dos cámaras para el registro de evolución de la temperatura, lo que
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facilitará y agilizará la caracterización térmica, siempre que se use la misma configuración
de medida y, por tanto, el mismo flujo incidente. Pero además, una caracterización de la
fuente de excitación permite calcular el resto de parámetros térmicos, igual que ocurría
en el método flash. Por ejemplo, si conocemos φ0 y medimos T (L, t), podemos determinar
por el ajuste iterativo los valores de α y Bi, y las ecuaciones del estado estacionario (4.30)
y (4.31) nos permiten determinar la temperatura de la cara caliente T (0) en el estado es-
tacionario y el valor de h. Conocido éste, es inmediato obtener la conductividad térmica
como κ = hL/Bi.
9.5. Conclusiones
La adaptación y uso del SDPT para la caracterización térmica permitió en el capítulo
[8] poner a punto un modelo de ajuste a partir de la temperatura en cara delantera sin
necesidad de conocer la potencia y la forma de la lámpara. Sin embargo, una vez carac-
terizada la muestra es posible conocer la potencia y la forma de la lámpara hasta ahora
desconocidas, resolviendo el problema inverso.
Para conseguirlo es necesario abordar técnicas matemáticas para resolver sistemas li-
neales mal condicionados. Destacamos el uso de la descomposición en valores singulares
[sección 9.3] y regularización [sección 9.4]. Se ha comprobado que ambos funcionan bien,
pero para casos experimentales, la regularización proporciona señales de entrada cuya for-
ma es mucho más “natural” (figura 9.5).
La solución del problema inverso mediante la regularización, junto con la puesta a
punto para el vector de tiempos que se estudió en la sección [8.5.1], han permitido recu-
perar la forma y potencia de la lámpara de excitación (figura 9.6) que se había utilizado
en el capítulo [8].
Esta caracterización del flujo de entrada permitirá usar sólo una cámara para el registro
de la evolución de la temperatura, lo que simplificará el proceso de caracterización térmi-
ca, además de poder obtener la conductividad térmica y el calor específico volumétrico,








RESUMEN: La última parte de esta tesis se centra en la reducción de la
dimensionalidad de los datos. En este capítulo se propone usar el método esta-
dístico de las componentes principales para agilizar el proceso de recuperación
de los parámetros térmicos. A partir de una matriz de datos pre-calculadas, se
estudiará la correlación entre las variables que entran en juego permitiendo
una drástica reducción del volumen de datos.
10.1. Introducción
Debido a que las actuales cámaras IR cuentan cada vez con arrays de mayor tamaño y
frecuencias de adquisición más elevadas, se presenta para la caracterización térmica una
dificultad de naturaleza práctica relacionada con el gran volumen de datos a manejar, que
conllevan además grandes tiempos de computación. Ya que T (t) debe ser registrada para
toda la imagen, los datos adquiridos para un sólo experimento puede alcanzar varios gi-
gabites si la dimensión temporal es grande. Este es el caso cuando se necesitan frecuencias
de adquisición elevadas o largos tiempo de adquisición. El primer caso se da cuando, por
ejemplo, el análisis de la temperatura en la muestra excitada por un flash se lleva a cabo
en la cara delantera en lugar de la cara trasera [196]. El segundo caso es común cuando
el método flash se aplica a muestras térmicamente aislantes, como las que se estudian en
este trabajo y especialmente cuando se utiliza el calentamiento escalón que puede llevar
a tiempos de adquisición de varios minutos. Además del gran volumen de datos, el pro-
ceso del ajuste iterativo requerido para recuperar los parámetros térmicos en la muestra
completa puede ser muy exigente en términos de recursos de computación.
Con el fin de abordar este problema, en este capítulo se propone un método de re-
cuperación para los parámetros térmicos α y Bi basado en el análisis estadístico de da-
tos por componentes principales (PCA, del inglés principal component analysis). El análisis
por componentes principales, explicado en la sección [10.2], es un método bien conocido
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de reducción de dimensionalidad, cuya aplicación es estándar en los campos de la tele-
detección (donde se usa habitualmente para comprimir la información de las imágenes
multi e hiperespectrales) y la minería de datos, y que, aunque aplicado con mucha me-
nos frecuencia, ya ha sido usado en el campo del análisis no destructivo para la detectar
defectos, dándose en llamar PCT (del inglés, principal component thermography), [108],[56],
[78],[133]. En este capítulo usaremos la técnica con ese fin en la sección [10.3], comparan-
do su sensibilidad en la detección de defectos con la proporcionada por la medida directa
de contrastes de temperatura, tanto en las secuencias de imágenes originales como en sus
transformadas de Fourier temporales.
Si embargo, el principal objetivo del capítulo es demostrar una aplicación que no es
meramente cualitativa. Nos proponemos usar el análisis por componentes principales pa-
ra hacer más eficiente la recuperación de los parámetros térmicos α y Bi para cada punto
de la muestra.
En capítulos anteriores [5],[6] y [7], estos parámetros eran recuperados calculando T (t)
en la parte trasera de la muestra como una función de α y Bi, y buscando iterativamente
los valores que ajustaban mejor con los datos experimentales [162][161]. Este es un proce-
so muy lento, ya que en cada iteración la ecuación 1D del calor ha de ser solucionada (lo
que implica, en particular, calcular numéricamente la transformada inversa de Laplace),
y aquí se presenta un método diferente. Se han calculado aquellos perfiles teóricos T (t)
para un conjunto de parámetros (α, Bi) que cubren el intervalo de variación esperado de
ambos parámetros para las muestras estudiadas. Con ellos, se construye un cubo de datos
(datacubo) que almacena los valores de temperatura, en el que las direcciones (x, y, z) son,
respectivamente, (α,Bi, t). El análisis por componentes principales se aplica a este datacu-
bo para reducir la dimensionalidad en la dirección z. En la sección [10.4], se muestra que
en nuestro caso, la reducción es, de hecho, drástica: sólo 3 componentes principales (PCs)
son suficientes para reproducir los perfiles teóricos T (t) del datacubo con gran precisión y
también los perfiles experimentales. Así, cada cada uno de estos estará definido sólo por
3 números, y los valores de α y Bi para él son fáciles de determinar encontrando la pareja
(α, Bi) en el datacubo cuyas tres primeras componentes principales sean más similares, lo
que conlleva una drástica reducción en el tiempo de computación.
Finalmente, en la sección [10.5] se mostrarán los resultados para dos muestras reales,
una nominalmente homogénea y otra con inclusiones con localización conocida.
10.2. Principios básicos del PCA
El análisis por componentes principales (PCA del inglés Principal Component Analysis)
es un procedimiento estándar para el estudio de conjuntos de datos multivariables [172],
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[133], [73], [163], [148] . Cuando se practica un gran conjunto de medidas de muchas varia-
bles es frecuente que: (a) haya una fuerte correlación entre muchas de las variables (es de-
cir, muchas de ellas son esencialmente redundantes) y (b) algunas de las variables tienen
pequeña variabilidad sobre las diferentes medidas (es decir, contienen poca información).
El PCA afronta estos dos problemas construyendo un nuevo conjunto de variables, rela-
cionado linealmente con las originales, las cuales están descorrelacionadas y están orde-
nadas por variabilidad (varianza sobre el conjunto de medidas) decreciente. Estas nuevas
variables son lo que se llaman componentes principales (PCs).
Desde nuestro punto de vista, la característica más importante del PCA es que propor-
ciona un modo de comprimir la información, reduciendo, algunas veces drásticamente, el
tamaño del conjunto de datos, con una mínima distorsión. Una aplicación clásica puede
encontrarse en la transmisión y el procesado de imágenes multibanda provenientes de
satélites, donde cada “medida” es un píxel y cada “variable” es la intensidad de la luz
reflejada en una banda espectral. Ya que las reflectividades están normalmente muy co-
rrelacionadas para bandas que están espectralmente próximas, hay una gran redundancia
en los datos y por ello pueden ser descritos con un pequeño número de componentes
principales.
Para explicar el procedimiento, diremos que tenemos m bandas y n píxeles, y se asu-
mirá que los datos están organizados en una matriz de medidas (o datos) X con m filas y n
columnas. Cada columna (también llamado “vector de medida”) se puede entender como
un punto en un espacio de variables m-dimensional, en el cual el conjunto de datos defi-
ne una nube de n puntos. Las componentes principales serán unos nuevos ejes en este
espacio.
Para obtener las componentes principales, el primer paso es “centrar las filas” de la
matriz de medida (es decir, sustraer a cada fila su media) para obtener una matriz de da-
tos centradaXc ≡ X−M (dondeMij = 1n
∑n
j=1Xij). Esto equivale a desplazar el origen del
espacio de variables al centro de masas de la nube de puntos. Entonces, la matriz de cova-




c . En general,
esta matriz no será diagonal (mostrando el hecho de que hay correlación entre variables),
pero, puede ser diagonalizada seleccionando como nueva base un conjunto apropiado de
vectores mutualmente ortogonales. Estos “vectores propios” de C son las componentes
principales, que son ordenadas en función de sus “autovalores” {e1, e2, . . . em} (que son
los términos correspondientes de la diagonal de la matriz de covarianza en la nueva base)




La matriz Am×m cuyas filas son los autovectores (expresados en la base original) es
una matriz ortogonal que permite el cambio de base a las componentes principales, ya
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que multiplicando A·Xc ≡ X ′c se proyecta los vectores de medida en la base de las com-
ponentes principales. Los datos en su forma original pueden ser reconstruidos volviendo
a proyectar de nuevo en la base original. Ya que A es ortogonal, esto se implemente sim-
plemente multiplicando por AT ; es decir, Xc = AT ·X ′c ≡ AT ·A·Xc. Si, por el contrario, no
se quiere proyectar sobre todo el conjunto completo de componentes principales sino en
el subespacio comprendido por las r primeras de ellas, lo que se recupera es una aproxi-
mación de los datos originales.
Más explícitamente, si se define la matriz de autovectores reducida, AR, idéntica a A
en sus primeras r filas,pero con ARij = 0 si i > r, entonces Xc ≈ ATR·AR·Xc. Una aproxi-
mación XR a los datos originales se obtiene añadiendo a la matriz las medias sustraídas
anteriormente:
XR = M + A
T
R·AR·(X −M)
Nos referiremos a la matriz XR como la aproximación de PCA de orden r. La varianza de
los datos aproximados es σ2R =
∑r
i=1 ei. La aproximación será correcta si esta es una parte
importante de la varianza total, es decir, si σ2R/σ
2
total ≈ 1. Ya que solamente las primeras r
filas de A se usan para reconstruir el conjunto completo de datos, el número de variables
efectivas es ahora r; esto puede suponer una reducción muy grande si r << (m,n). Más
en detalle: la matriz AR·(X − M) tiene solo las r primeras filas distintas de cero (r × n
datos); la matriz ATR tiene solo las r primeras columnas distintas de cero (m× r datos), y la
matriz M tiene todas sus columnas iguales (m datos). La proporción entre el número de









10.3. PCA para detección de defectos
Una aplicación bastante directa del análisis de componentes principales a la termogra-
fía es la detección de defectos. Nos centraremos en el caso de la termografía flash aplicada
a la muestra de baquelita descrita en el apartado [6.2.1.2], y compararemos los resultados
obtenidos tanto en la configuración de reflexión (medidas por la cara delantera, iluminada
por el flash) como la de transmisión (medidas por la cara trasera, la opuesta a la iluminada
por el flash).
Ante todo, la secuencia de medidas de temperatura a lo largo del tiempo, que pode-
mos visualizar como un cubo de datos (con los ejes x − y espaciales y el eje z temporal)
es recolocada en forma de matriz. Los datos cada imagen (frame) se colocan en filas suce-
sivas, de modo que una secuencia de nt imágenes, cada una de nx × ny píxeles, da lugar
a una matriz de datos X con m = nt filas y n = nx × ny columnas. Cada una de estas co-
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lumnas, es decir, cada “vector de medida” es el perfil temporal T(t) en el correspondiente
píxel. Una vez centrada X y calculados los autovectores de su matriz de covarianza, se
proyectan los vectores de medida (centrados) sobre estos autovectores. Obtenemos así sus
componentes en la base de autovectores, que podemos disponer en forma de matriz (la
matriz X ′c = A · Xc que introdujimos en el apartado anterior). Reordenando las filas de
esta matriz en el formato nx × ny tenemos las imágenes de componentes principales.
El conjunto de todas las imágenes de componentes principales (junto con el vector de
medias) contiene toda la información de los datos originales, pero redistribuida de for-
ma óptima: La varianza va decreciendo al crecer el orden de la componente, de manera
que casi toda la información está en las primeras PCs, mientras que las de orden alto sólo
contienen ruido. Generalmente, la imagen de PC1 es similar a un promedio de todas las
imágenes de la secuencia, y las sucesivas PCs muestran aspectos distintos de la estruc-
tura de los datos, de forma que algunas entre las primeras imágenes de PCS permiten
generalmente visualizar los defectos con una sensibilidad mucho mejor que las imágenes
originales, e incluso mejor que imágenes procesadas con técnicas clásicas (como la trans-
formada de Fourier de las señales temporales).
En esta sección vamos a comparar las sensibilidades de esas tres técnicas: medida del
contraste en las imágenes de temperaturas, imágenes de componentes principales, y se-
cuencia de imágenes obtenidas como transformada de Fourier (en módulo) de las secuen-
cias temporales T (t) en cada píxel (en este caso, la primera imagen será la correspondiente
a la continua, la segunda a la componente de frecuencia más baja, y las sucesivas a fre-
cuencias cada vez mayores).
Recordemos que la muestra que vamos a estudiar tiene unos rebajes cilíndricos de
distintos diámetros (denotados por D1, D2, D3 y D4) y espesores (denotados por P1, P2,
P3, P4 y P5), dispuestos en forma de matriz (ver figura 6.4), que consideraremos como
“defectos”, siendo el material “sano” las regiones de la placa de espesor normal. En un
experimento flash, la presencia de defecto se manifiesta por un contraste térmico con la
región sana, contraste que varía a lo largo del tiempo y que debe ser superior, para poder
ser detectado, al nivel de ruido espacial de la imagen. De acuerdo con esta idea, hemos




Siendo σ una medida del ruido espacial de la imagen, obtenida como la desviación están-
dar de los valores de temperatura de un cuadrado 10× 10 en la zona entre defectos.
Esta SNR variará a lo largo del tiempo en las secuencias temporales, y variará también
en las distintas imágenes de componentes principales, así como en las sucesivas imágenes
de componentes de frecuencia obtenidas por transformada de Fourier temporal, y nos
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permitirá comparar la sensibilidad de los tres métodos, aplicados, además, en las dos
configuraciones de medida (cara delantera y cara trasera).
10.3.1. Cara delantera
Contraste en T: La variación con el tiempo de la SNR para el contraste en temperaturas
para los defectos de espesor P1 y P2 se muestra en la figura 10.1 (los defectos de espesores
mayores apenas eran detectables). Se aprecia que las regiones P2 de mayor espesor (que
simulan defectos más profundos) se detectan más tarde y con menor relacion señal a rui-
do que las menos gruesas (equivalentes a defectos más superficiales). El menor diámetro
también disminuye la SNR con la que se detecta el defecto, aunque el efecto es menor
(recordemos que D1 es el diámetro mayor, y este disminuye sucesivamente en D2, D3,
etc.)1.
Figura 10.1: Contraste en temperatura para las profundidades P1 (izquierda) y P2 (derecha) por cara delan-
tera.
Los valores de SNR máximos para cada uno de los puntos analizados se presentan en
la tabla 10.1.
Temperaturas
SNRmáx D1 D2 D3
P1 3.8 3.8 2.8
P2 1.7 0.7 0.5
Tabla 10.1: SNR máximos en contraste de T para cada uno de los puntos analizados por cara delantera.
1Con el fin de facilitar la comparación con el esquema de la figura 6.4, todas las imágenes en este capítulo
son el reflejo especular de las obtenidas por la cámara (que, naturalmente, observa la muestra por el lado
liso)
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Una imagen en temperatura que tiene una SNR cercana a la óptima para todos los
defectos corresponde con t = 13, 3 s (como se puede ver en la figura 10.1) y se muestra en
la figura 10.2.
Figura 10.2: Imagen en temperatura cuyo SNR es máximo para la cara delantera.
Imágenes de PCA: Una vez obtenidas las imágenes de componentes principales, se hace
un tratamiento análogo al realizado con las imágenes originales de temperaturas para
obtener la SNR. Los valores máximos se muestran en la tabla 10.2 (el valor máximo para
la primera fila de defectos, con espesor P1, se obtiene en la imagen PC4; para la segunda
fila, con espesor P2, en la PC5).
PCs
SNRmáx D1 D2 D3
P1 11.9 12.2 10.7
P2 11.8 7.1 5.3
Tabla 10.2: SNR obtenidos con el formalismo de las componentes principales en el estudio por cara delantera
para cada uno de los puntos estudiados.
Las tres primeras imágenes de PCs se muestran en la figura 10.3. La primera es similar
a la imagen de temperaturas mostrada en la figura 10.2, y es patente que las imágenes PC2
y PC3 no contienen información sobre los defectos buscados, sino sobre el acabado de la
superficie de la muestra. Sin embargo, en las imágenes correspondientes a las PC4 y PC5
(figura 10.4) los defectos se ven con mucha mayor nitidez, como queda claro en la tabla de
los valores de SNR que son, para la segunda fila de defectos, casi 10 veces mayores que en
las imágenes de temperaturas. La tercera fila de defectos puede apreciarse, pero la SNR es
muy baja y no se ha registrado.
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Figura 10.3: Tres primeras imágenes de PCs. Izquierda: PC1; central: PC2; derecha: PC3
Figura 10.4: Imágenes de la cuarta y quinta componentes principales. Izquierda: PC4; derecha: PC5
Transformada de Fourier: Los resultados de SNR obtenidos con las imágenes obtenidas
haciendo la transformada de Fourier (en módulo) a las secuencias temporales de cada
píxel están recogidos en la tabla 10.3.
Módulo de la TF
SNRmáx D1 D2 D3
P1 11.6 9.3 6.5
P2 9.1 7.5 5.1
Tabla 10.3: SNR obtenidos con el módulo de la transformada de Fourier en el estudio por cara delantera
para cada uno de los puntos estudiados.
Como se ven, son un poco peores que los de las PCAS. Para P1, el máximo aparece en
la componente DC mientras que para P2 en la frecuencia más baja. Las imágenes son 10.5
(Izquierda) y 10.5 (Derecha), respectivamente.
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Figura 10.5: Imágenes de transformada de Fourier por cara delantera. Izquierda: Componente DC; derecha:
Frecuencia más baja
Temperaturas
SNRmáx D1 D2 D3 D4
P1 62.5 72.3 62.4 47.1
P2 44.9 50.4 42.6 29.5
P3 22.5 22.9 18.4 11.8
P4 11.3 11.5 9.3 5.0
Tabla 10.4: SNR obtenidos con el contraste en T en el estudio por cara trasera para cada uno de los puntos
estudiados.
10.3.2. Cara trasera
Contraste en T: Las gráficas que se obtienen para la SNR en función del tiempo se pue-
den ver en la figura 10.6.
Era de esperar que la observación por la cara trasera fuera más sensible a los defectos,
puesto que la señal térmica tiene que atravesar la placa y se ve más afectada por ellos
que cuando observamos por el mismo lado que hemos calentado. Sin embargo, la cuan-
tificación del valor de SNR nos muestra lo grande que es el efecto: un factor de entre 16
y 22 para para el espesor menor (P1) y de entre 26 y 85 para el siguiente espesor (P2); los
defectos de espesor P3 y P4, que antes no se detectaban, ahora se ven con claridad. Para
un mismo espesor, la mejora en la SNR es más notable cuanto menor es el tamaño del
defecto. Como en el análisis por la cara delantera, cuanto más grueso es el material, más
tarda en alcanzarse el máximo de SNR. Estos resultados están resumidos en la tabla 10.4
Las imágenes 10.7 (izquierda) y 10.7 (derecha) muestran los SNR máximos para las
profundidades P1 y P4, respectivamente.
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Figura 10.6: Evolución en función del tiempo del contraste de temperatura para cara trasera para las distin-
tas profundidades.
Figura 10.7: Izquierda:Imagen de SNR máximo en temperatura para la profundidad P1 por cara trasera
(t ∼ 3 s) ; Derecha: Imagen de SNR máximo en temperatura para la profundidad P4 por cara trasera
(t ∼ 18 s).
Imágenes de PCA: Los resultados obtenidos se pueden ver en la tabla 10.5 donde se
aprecia que se detectan incluso los defectos de la última fila. La SNR mejora en un fac-
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PCs
SNRmáx D1 D2 D3 D4
P1 216.3 228.6 179.2 144.3
P2 140.9 142.9 108.8 60.3
P3 104.4 78.4 42.5 23.1
P4 68.6 52.6 32.3 11.2
P5 24.6 19.0 13.3 3.6
Tabla 10.5: SNR obtenidos con el formalismo de las componentes principales en el estudio por cara trasera
para cada uno de los puntos estudiados.
tor entre ∼ 2 y ∼ 6 en comparación con las imágenes de temperaturas (ver figuras 10.8
(izquierda) y 10.8 (derecha)).
Figura 10.8: Izquierda:Imagen de PC2 por cara trasera; Derecha: Imagen de PC3 por cara trasera.
Transformada de Fourier: Los resultados de SNR obtenidos con las imágenes obtenidas
haciendo la transformada de Fourier (en módulo) a las secuencias temporales de cada
píxel están recogidos en la tabla 10.6.
Módulo de la TF
SNRmáx D1 D2 D3 D4
P1 147.1 142.0 96.3 54.2
P2 84.8 77.0 48.4 22.5
P3 16.9 15.1 16.2 21.4
P4 8.8 13.3 13.0 9.9
Tabla 10.6: SNR obtenidos con el módulo de la transformada de Fourier en el estudio por cara delantera
para cada uno de los puntos estudiados.
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Como se ven, los valores de SNR son bastante mayores que los del contraste de tempe-
ratura pero alcanzan valores que están típicamente sólo entre el 20 % y el 65 % de las PCAS.
Las imágenes correspondientes son 10.9 (izquierda) y 10.9 (derecha) , respectivamente.
Figura 10.9: Izquierda:Imagen FFT frecuencia 2 por cara trasera; Derecha: Imagen FFT frecuencia 3 por
cara trasera.
Con los resultados mostrados en esta sección, se ha demostrado que se puede detectar
los defectos con una sensibilidad mucho mayor que la que proporciona el mero constraste
térmico si se somete a la secuencia de imágenes a un procesado adecuado. El más clásico
es el de la transformada de Fourier pero hemos probado que las imágenes obtenidas me-
diante el formalismo de las componentes principales proporcionan resultados superiores
(mayor SNR, y, por tanto, mayor sensibilidad para la detección). Por último, comparando
los resultados de cara delantera y cara trasera, hemos encontrado que la SNR obtenida es
mucho mayor en la cara trasera que en la cara delantera para todos los casos estudiados.
10.4. PCA para caracterización térmica
El formalismo de las componentes principales será aplicado en nuestro caso como si-
gue. Consideremos que un conjunto de medidas han sido llevadas a cabo para diferentes
condiciones térmicas en un espécimen plano sometido a un experimento flash. Las va-
riables de medida son las temperaturas en la cara trasera en los diferentes tiempos de
medida. Las condiciones térmicas vienen descritas por los diferentes valores de difusivi-
dad térmica y número de Biot. Para ser más específicos, se ha elegido variar la difusividad
térmica desde 10−7 hasta 10·10−7 en pasos de 10−8 [m2s−1] y el número de Biot desde 0 has-
ta 0.05 en pasos de 0.005 [adimensional]. Estos valores han sido elegidos como razonables
para una muestra de material compuesto reforzado de fibra de carbono de un espesor de
2.4 mm (este valor se ha mantenido fijo en todos los perfiles simulados). Para cada una de
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estas condiciones, la respuesta térmica T (t) en la cara trasera se ha calculado cada 0,01 s,
para una duración de 20 s.
De este modo, se genera un datacubo de valores de temperatura simulados, cuyas di-
mensiones (nα = 91, nBi = 11, nt = 2000) contienen la información de la respuesta térmica
de la muestra para todo el intervalo abarcado por el conjunto de valores (α,Bi). La idea
es recuperar los parámetros térmicos para un experimento flash comparando los perfiles
experimentales T (t) con estos perfiles “pre-calculados”. La drástica reducción de dimen-
sionalidad obtenida a partir de las componentes principales hace que esta comparación
sea factible.
Para obtener las componentes principales, los datos son organizados en una matriz
con m = nt = 2000 filas y n = nα × nBi = 1001 columnas (ver figura 10.10).
Figura 10.10: Reorganización de los datos del datacubo a un formato de matriz de datos. Los datos son las
temperaturas T (α,Bi, t) en la cara trasera para un espécimen plano calculado con el modelo explicado en la
sección [7.1].
El análisis de componentes principales ha sido implementado con la función pca dis-
ponible en MATLAB® [111] (cabe destacar que la entrada de la función pca es la traspuesta
de nuestra matriz de datos X). Los primeros diez autovalores están representados en la
Número de autovalor










Figura 10.11: Primeros diez autovalores de la matriz de datos.
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figura 10.11. Su decrecimiento es muy acusado, indicando que este conjunto de datos se
va a poder ajustar muy bien con una aproximación de orden bajo de componentes prin-
cipales. Más específicamente, los tres primeros autovalores dan ≈ 99,99 % de la varianza
total. Se elegirá por eso un valor de r = 3, lo que significa que el número de variables que
describe el perfil térmico T (t) se reduce de 2000 a 3 y el número total de datos pasa de
n×m = 1001 · 2000 = 2 · 106 a r(n+m) +m = 3(1001 + 2000) + 2000 = 11 · 103
La figura 10.12 muestra la comparación entre los perfiles originales T (t) y los perfiles
reconstruidos a partir de las tres primeras componentes principales para algunos valores
representativos de α y Bi. De manera clara, se puede observar que la aproximación de
tercer orden en componentes principales es cualitativamente muy buena en nuestro caso.
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Figura 10.12: Comprobación de la aproximación a tercer orden para cuatro valores distintos de α y Bi. Los
valores de α han sido dados en unidades del sistema internacional.
Un estudio más cuantitativo está representado en la figura 10.13, que muestra los va-
lores del error cuadrático medio entre los perfiles originales normalizados entre 0 y 1 y los
reconstruidos para todos los pares de valores (α,Bi), donde el número de componentes
principales incluidas en la reconstrucción va en aumento.
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Figura 10.13: Imágenes de error versus α − Bi para 9 componentes principales diferentes (incrementa-
les). Se representa el error cuadrático medio en temperatura normalizada entre el perfil original y el perfil
reconstruido usando el número de componentes principales indicado.
Se ve claramente que cuanto mayor es el número de componentes principales usado,
menor es la diferencia entre los perfiles originales y los reconstruidos. Con una compo-
nente principal (la primera), los errores son relativamente pequeños (menores a 0.1 en
temperatura normalizada) para valores de α intermedios, pero muy grandes (cerca de
0.4) para difusividades pequeñas. La introducción de una componente principal adicio-
nal reduce en general los errores, pero sólo con 3 PCs el error para difusividad térmicas
pequeñas es reducido drásticamente. La adición de más y más componentes principales
reduce más y más el error, pero se ha decidido mantener el esquema lo más simple posible
y elegir sólamente tres componentes principales.
El proceso de ajuste cada vez mejor puede observarse en más detalle en la figura 10.14,
que compara el perfil original con las reconstrucciones usando una, dos o tres compo-
nentes principales. Dos parejas de (α,Bi) están reflejados: en la primera columna valores
pequeños de (α,Bi), que, como se observa en la figura 10.13, dan errores grandes con
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una y dos componentes principales; en la segunda columna, valores intermedios que da
buenos resultados sólo con dos PCs.
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; Bi = 0
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(a) PC1; α = 1 · 10−7(m2/s)
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; Bi = 0.02
Original
Reconstruído
(b) PC1; α = 5,9 · 10−7(m2/s)


















α = 1· 10
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; Bi = 0
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Reconstruído
(c) PC1 y PC2; α = 1 · 10−7(m2/s)
tiempo (s)
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Original
Reconstruído
(d) PC1 y PC2; α = 5,9 · 10−7(m2/s)
tiempo (s)


















α = 1· 10
-7
; Bi = 0
Original
Reconstruído
(e) PC1, PC2 y PC3; α = 1 · 10−7(m2/s)
tiempo (s)





















α  = 5.9 · 10
-7
; Bi = 0.02
Original
Reconstruído
(f) PC1, PC2 y PC3; α = 5,9 · 10−7(m2/s)
Figura 10.14: Ejemplo de ajuste hasta 3 PCs para dos pares de valores α−Bi
Ya que los perfiles T (t) aproximados están codificados por sólo tres valores de com-
ponentes principales, en lugar de los 2000 valores de temperatura originales, α y Bi para
un perfil experimental específico pueden ser fácilmente recuperados proyectándolo en las
tres primeras componentes principales del datacubo pre-calculado, y, después asignándo-
le el valor de la pareja (α,Bi) del datacubo cuyas tres primeras componentes principales
sean más similares. Para este proceso no es necesario ningún tipo de iteración por lo que
el tiempo de computación necesario se reduce drásticamente: la recuperación de α y Bi
para una imagen completa (como la que veremos en la sección [10.5]) requiere menos de
10.5. Resultados experimentales 175
10 segundos en un ordenador portátil usando las componentes principales como se ha
propuesto, mientras que un ajuste iterativo requiere más de 200 horas.
Esta reducción de tiempo en cálculo en varios órdenes de magnitud permite que apli-
car el ajuste simultáneo de α y Bi a toda la imagen de una muestra sea un procedimiento
viable en la práctica e incluso sencillo (una vez que se ha realizado el trabajo previo de
calcular el cubo de datos con los perfiles teóricos de α y Bi).
10.5. Resultados experimentales
10.5.1. Muestra homogénea
La verificación experimental se llevó a cabo en una muestra de composite con fibra de
carbono y resina epoxy cuyas dimensiones eran 300×300×2,4mm3. El montaje experimen-
tal fue el típico usado para el método flash [138]. La muestra fue inspeccionada usando
una lámpara flash convencional para termografía, que podía suministrar hasta 6kJ de
energía mediante una unidad de condensadores. Se usó una cámara con un detector in-
frarrojo de InSb de Thermosensorik GmbH con una lente de 50 mm. Se adquirieron 2000
imágenes a una frecuencia de 100Hz (un tiempo total de observación de 20 segundos).
La muestra se supone homogénea y se ha intentado que la excitación sea lo más uni-
forme posible. Algunos perfiles experimentales se muestran en la figura 10.15.
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Figura 10.15: Evolución de la temperatura experimental para tres puntos diferentes. Pese a que se ha nor-
malizado a 1, siempre queda por debajo de este valor, ya que se ha normalizado al máximo conteniendo el
ruido.
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El método que acabamos de exponer nos va a permitir obtener un mapa de (α − Bi)
para toda la muestra. Es decir, vamos a pasar de caracterizar la muestra puntualmente a
hacerlo bidimensionalmente. Los resultados obtenidos son similares a los del capítulo [8],
es decir se tienen valores en torno a 6 · 10−7m2/s para la difusividad térmica de la muestra




















Figura 10.16: Imagen de difusividad térmica (en m2/s) obtenida proyectando 3 PCs. Los recuadros azules
oscuros que se ven a ambos lados inferiores de la imagen corresponden con los soportes utilizados para la
sujeción de la muestra durante la realización de los experimentos.
Se aprecia una tendencia a recuperar valores más altos de la difusividad en la periferia
de la muestra, debido probablemente a los efectos de borde (no tenidos en cuenta en un
modelo 1D) o a la falta de uniformidad de la muestra (a simple vista se aprecia algo más
fina por los bordes). Por otra parte, aunque la muestra es nominalmente homogénea, hay
variaciones apreciables de α y/o espesor en distintas regiones.
Los buenos resultados obtenidos nos llevan a plantearnos llevar a cabo un estudio
cuantitativo de los defectos: tener el mapa de α permite no solo encontrarlos, sino medir
su α efectivo que estará directamente relacionado con sus propiedades físicas.
10.5.2. Muestra con inclusiones
Para mostrar la potencia de esta técnica, hemos aplicado este método a una probe-
ta con inclusiones, supuestas todas del mismo espesor y misma naturaleza, pero que se
encuentran a diferentes profundidades. El resultado se muestra en la figura 10.17.
Como ya se ha anticipado, el valor del parámetro térmico obtenido (en este caso, la
difusividad térmica) estará asociado a la naturaleza del material, y por tanto, a las ca-
racterísticas del defecto, ya sea su profundidad o bien el tipo de material (es decir, si la
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Figura 10.17: Izquierda: imagen de difusividad térmica de una probeta con inclusiones ocultas. Derecha:
localización de los puntos escogidos para el análisis cuantitativo en la probeta con inclusiones experimental.
La escala muestra el valor de la difusividad térmica en m2/s.
inclusión es más o menos aislante que el material de la matriz principal). Esta probeta ha
sido analizada mediante ultrasonidos, técnica mediante la cual se ha obtenido la profun-
didad del defecto, que se presenta junto a los valores de difusividad térmica obtenidos
mediante la técnica de recuperación por componentes principales.
Los puntos a los que se hace referencia, en la tabla 10.7, , están marcados en la figura
10.17 (derecha).
Punto Profundidad/ Espesor (mm) α(m2/s)
M 2.4 3,5 · 10−7
1 1.4 2,9 · 10−7
2 1.6 3,0 · 10−7
3 1.2 3,0 · 10−7
4 1.1 2,8 · 10−7
5 1.8 3,3 · 10−7
L 1.1 2,5 · 10−7
Tabla 10.7: Valores de difusividad térmica junto a los valores de profundidad (referidas a la cara delantera o
cara de excitación) obtenidos mediante técnicas de ultrasonidos. Para las zonas M y L se considerá espesor en
lugar de profundidad. La zona M es la matriz y la zona L es una gran inclusión, más gruesa que las demás,
recubierta de una fina capa de resina, cuyo espesor total es de 1.1 mm.
En la figura 10.18 se han representado los valores de difusividad térmica frente a la
profundidad en todos los puntos analizados para la probeta con inclusiones experimen-
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Profundidad (mm)














Figura 10.18: Difusividad térmica frente a profundidad (en mm) obtenidos del análisis de la probeta con
inclusiones experimental. En esta gráfica no se han incluido los valores relativos a los puntos M y L por no
considerarlos inclusiones propiamente dichas.
tal. Recordemos que los valores de α posibles son discretos y vienen dados por aquellos
introducidos en el datacubo pre-calculado que varían en saltos de 10−8 m2/s. Se aprecia
cómo la difusividad térmica es mayor para zonas sin defecto (zona M) y aumenta en lí-
neas generales con la profundidad del defecto. Salvo por un punto anómalo en la figura
10.18 se ve que hay una relación entre la difusividad térmica eficaz que medimos y la pro-
fundidad del defecto, y que eso permitiría usar nuestro método para dar una información
cuantitativa sobre profundidad, bien usando una muestra patrón de calibración (como se
hace en ultrasonidos) o bien haciendo un modelo más complejo que permita predecir el
valor de la difusividad térmica eficaz en función de la profundidad, el tamaño y la la difu-
sividad térmica real del defecto (tendría que ser como mínimo un modelo 1D en el que se
consideraran tres capas, pero quizá habría que tener en cuenta los efectos 3D. No lo hemos
abordado debido a esta complejidad, pero sería una posible línea de trabajo futuro).
Clasificación de defectos. A pesar de que las inclusiones se aprecian claramente en la
imagen 10.17, el fondo sin defecto tiene variaciones del α aparente, debido probablemente
a que el espesor de la placa no es del todo uniforme. Una posible manera de evitar este
efecto es compara los valores de α recuperados con el método de Parker y los recupera-
dos mediante el método descrito en este capítulo, pues previsiblemente, el efecto de las
variaciones será similar en ambos.
La figura 10.19a muestra el dispersograma (o Scatterplot) en el que cada punto corres-





















(a) Clasificación (b) Imagen resultado de la clasificación
Figura 10.19: Detección de defectos en la probeta con inclusiones con dos diferentes clasificaciones.
ponde a un píxel, cuya posicion (x, y) viene dada por los respectivos valores de α con uno
y otro método. Como ya sabíamos, el método de Parker sobreestima las difusividades,
y por eso la mayor parte de los puntos quedan por debajo de la diagonal. Marcando en
diferentes colores las regiones señaladas en 10.19a, encontramos que en la figura 10.19b
quedan claramente clasificados los defectos (en rojo), las zonas en las que son importantes
los efectos de borde (en amarillo) y la parte principal de la placa sin defectos (en verde y
azul).
10.5.3. Muestra sometida a fuego
El principal interés práctico del método expuesto es que permite obtener de manera
rápida mapas de difusividades en una muestra plana. Además de la detección cuantitativa
de defectos, que hemos visto en el ejemplo del apartado anterior, esto tiene una aplicación
inmediata al estudio del dañado en muestras que se han visto sometidas a procesos que las
degradan mecánica o composicionalmente. Un ejemplo importante son las muestras que
se someten a la acción de una llama en ensayos de resistencia al fuego. En este apartado
hemos aplicado nuestra metodología a una probeta de material compuesto reforzada con
resina epoxy que ha sido sometida a fuego durante 10 minutos [161].
El resultado de imagen de difusividad térmica obtenido con el método de componen-
tes principales se presenta en la figura 10.20.
Se puede observar, que la zona central de la muestra que ha sido impactada directa-
mente por la llama, ha sufrido una degradación mayor, que correspondería a valores de α
un orden de magnitud menores que la muestra sin degradar, es decir α ∼ 10−8m2/s.
En la periferia, sin embargo, se alcanzan valores del orden de 4−5 ·10−7m2/s, es decir,
similares a los valores de α obtenidos para la muestra sin degradar, por lo que se puede
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Figura 10.20: Imagen de difusividad térmica obtenida mediante el método de las componentes principales
para una muestra de material compuesto sometida a fuego durante 10 minutos.
concluir que en esas áreas la muestra ha sufrido poca o ninguna degradación.
En conclusión, el método presentado permite disponer en pocos segundos de análisis
de una imagen de difusividad térmica con la que se puede caracterizar el daño o degrada-
ción que ha sufrido la muestra, tanto de manera cualitativa como de manera cuantitativa,
lo cual resulta de gran utilidad para entender cómo se ha degradado la muestra y si está
puede seguir o no en servicio.
10.6. Conclusiones
Comenzamos estudiando el uso del análisis por componentes principales para la detección
de defectos (sección [10.3]). Se ha demostrado, comparando tres diferentes técnicas de tra-
tamiento de imagen (sección [10.3]): contraste en temperatura, en PCAs y FFT, que las
componentes principales proporcionan la mejor relación señal a ruido. Asimismo, se ha
estudiado este tratamiento por cara delantera y por cara trasera, llegando a la conclusión
que los resultados obtenidos por cara trasera permiten detectar defectos más pequeños y
a mayor profundidad (tabla 10.2 frente a tabla 10.5).
La aplicación que nos proponemos aquí va más allá de la mera detección de defectos:
buscamos la caracterización térmica de manera cuantitativa que permita obtener parámetros
los térmicos para cada punto de la muestra, usando las diferencias entre estos parámetros para
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caraterizar los defectos. Para poder aplicar este formalismo a la caracterización térmica,
fue necesario generar una matriz con perfiles de temperatura T (t) precalculados para un
conjunto de pares de valores α − Bi, sobre cuyos autovectores se proyectarán los perfiles
experimentales para obtener las componentes principales.
Se encontró que podían reproducirse los perfiles de temperatura con sólo tres com-
ponentes principales (ver figura 10.12), reduciendo el número de variables de manera
drástica, lo que se traduce en la capacidad de obtener mapas bidimensionales de paráme-
tros térmicos en unos pocos segundos, cuando, de otra manera y por métodos de ajuste
iterativos podía llegar a tardarse del orden de cientos de horas.
La verificación experimental se llevó a cabo en dos muestras distintas. La primera de
ellas, una muestra de CFRP considerada homogénea, reveló mediante mapa de difusivi-
dades térmicas que pese a tener un valor de α medio del orden de los obtenidos en el
capítulo [8], éramos capaces de distinguir inhomogeneidades, tal como se mostró en la
figura 10.16, en tiempos de pocos segundos.
La segunda probeta experimental que se analizó fue igualmente una muestra de CFRP,
pero que tenía inclusiones de un material diferente a distintas profundidades. El análisis
mediante PCAs, no sólo mostró la localización y tamaño de estos defectos (figura 10.17),
sino que con el valor añadido de proporcionar un valor cuantitativo de α, se vio que, salvo
en uno de los puntos analizados, había una relación entre la profundidad del defecto y el
valor de difusividad térmica recuperado (figura 10.18). Si bien esta relación no ha podido
ser validada, queda como un trabajo futuro que puede resolverse bien mediante patrones




RESUMEN: El análisis por componentes principales ha demostrado ser un
método efectivo para la reducción de datos y proporcionar valores aproxima-
dos de los parámetros térmicos α y Bi. Pero, al necesitar de una matriz de va-
lores pre-calculados, hace que los únicos valores que puedan recuperarse sean
los que están dentro de esa matriz. Por ello, se propone, a partir de las compo-
nentes principales, obtener una función que proporcione valores continuos de
los parámetros térmicos mediante un ajuste polinómico.
11.1. Casos de estudio
En el capítulo [10] se ha mostrado la gran capacidad de las componentes principales
para obtener los parámetros térmicos (α y Bi) con una reducción de tiempo importante.
Aunque esto supone un gran avance, el tener que disponer de una matriz pre-calculada
de valores discretos hace que, por un lado, sólo se puedan estimar parámetros térmicos
incluidos dentro de ese intervalo de valores previamente calculados y, por otro lado, que
los valores obtenidos tengan como precisión máxima el valor del paso con el que se ha
calculado la matriz para cada uno de los parámetros térmicos. Hasta ahora, tenemos que
encontrar α y Bi buscando cuáles son los valores de nuestra matriz precalculada que dan
unas componentes principales PC1,PC2 y PC3 más parecidas a las experimentales; esto es
un método indirecto que sólo es rápido gracias a que tres componentes principales es un
número pequeño y programas como Matlab son capaces de hacer un cálculo rápido, pero
en definitiva lo que tenemos es una función f : R2 → R3:
(α,Bi)
f−→ (PC1, PC2, PC3)
y buscamos la inversa por tanteo. Auí nos proponemos encontrar la inversa (o al menos
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Aunque existen diferentes métodos para hacer esto como pueden ser la SVD o el uso
de redes neuronales [154], se ha demostrado que un ajuste polinómico funciona mejor
pese a ser más simple conceptualmente [26]. Por este motivo surge la necesidad de un
“ajuste multivariable”, es decir, buscar una función explícita de unas pocas componentes
principales que nos proporcione los parámetros buscados. Más concretamente, después
de haber demostrado que con únicamente las tres primeras componentes principales se
puede obtener una precisa reconstrucción de los perfiles, se va a trabajar con estas como
variables independientes. Buscaremos dos funciones independientes, una para Bi y otra
para α, ambas en la forma de polinomios de grado n en las variables PC1, PC2 y PC3
Para llevar a cabo este ajuste se ha hecho uso del paquete de funciones de Matlab re-
lacionadas con el ajuste multivariable llamado polyfitn. Este conjunto de funciones se basa
en resolver un sistema del tipo Ax = b mediante una descomposición ortogonal triangu-
lar. Lo que nos proporcionan son los coeficientes de las funciones multidimensionales de
orden n que han sido propuestas para ser usadas en el ajuste además de otros parámetros
que nos muestran la bondad del ajuste como es el parámetro R2, que puede ser tomado
con el sentido que se hace en el caso de una regresión lineal. En resumen, dado un perfil
T (t), el procedimiento para obtener (α,Bi) consistirá, en primer lugar, en obtener sus tres
primeras componentes principales (proyectando sobre los tres primeros autovectores de
la matriz de datos, tal como explicó en la sección [10.4]). Tenemos entonces el perfil tér-
mico “codificado” por tres números, PC1, PC2 y PC3. Obtendremos α y Bi sustituyendo
esos valores en las respectivas funciones polinómicas.
11.1.1. Ajuste multivariable con dos componentes principales
Hemos demostrado en el capítulo [10] la necesidad de incluir la tercera componen-
te principal para reproducir correctamente la evolución de la temperatura a lo largo del
tiempo, sobre todo para valores pequeños de α. Vamos a ver a continuación que la nece-
sidad de incluir a PC3 aparece al intentar recuperar el número de Biot y que en cambio, sí
serían suficientes dos componentes principales para recuperar correctamente los valores
de difusividad térmica. Los resultados obtenidos mediante un ajuste polinómico que usa
sólo dos componentes principales se muestran en las figuras 11.1a y 11.1b superpuestos a
los valores reales.
Se observa que α se recupera con una precisión excelente a pesar de la sencillez del
ajuste y de usar sólo 2 PCs. Sin embargo, para la recuperación del número de Biot, se
aprecia claramente que un polinomio de orden 3 no es suficiente. Si probamos con un po-
linomio de grado 4, el resultado es casi idéntico al de grado 3, por lo que no se observa una
mejoría. Concluimos que al codificar el perfil temporal con sólo dos componentes princi-
pales se pierde información necesaria para recuperar Bi, por lo que habrá que introducir
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(a) Recuperación de los valores de difusividad
térmica

















(b) Recuperación de los valores de número de
Biot
Figura 11.1: Recuperación de los parámetros térmicos α y Bi a partir de PC1 y PC2 como variables inde-
pendientes, con un polinomio de grado 3. La variable “muestra” se refiere a la pareja (α,Bi): un total de
1001 valores (91 para α y 11 para Bi). Las muestras 1 a 91 corresponden a todos los valores de α para el
primer valor de Bi; las 92 a 182 al segundo valor de Bi, etc.
una tercera componente principal.
11.1.2. Ajuste multivariable con tres componentes principales
A la vista de los resultados anteriores, se ha realizado el mismo estudio para obtener
dos funciones polinómicas que nos proporcionen la difusividad térmica y el número de
Biot usando como variables independientes las tres primeras componentes principales.
Gráficamente, los resultados de la recuperación de los datos para α y Bi están repre-
sentados en las figuras 11.2a y 11.2b.
De nuevo, α se recupera muy bien, pero el número de Biot tiene grandes diferencias.
Probemos a ajustar a un polinomio de orden mayor, en este caso, de orden 4. El resultado,
mucho mejor, se puede ver en la figura 11.3.
Lo interesante de este método es que no sólo acelera la recuperación de los valores de
α y Bi, al sustituir un proceso de busqueda iterativa por una función explícita, sino que
proporciona la capacidad de obtener valores continuos. Es decir, ya no nos limitamos úni-
camente a los valores discretos de α y Bi de la matriz pre-calculada, sino que la función
polinómica da resultados que interpolan entre esos valores, proporcionando una mejor
resolución. No sólo eso, sino que también tiene capacidad de extrapolación, aunque como
siempre ocurre en estos casos hay que tener cierta prudencia ante los resultados propor-
cionados por la función para para valores de (α−Bi) fuera de los usados para construirla.
Se han comprobado varios pares, alternando difusividad térmica fuera de rango con Biot
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(a) Recuperación de los valores de difusividad
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(b) Recuperación de los valores de número de
Biot
Figura 11.2: Recuperación de los parámetros térmicos α y Bi a partir de PC1, PC2 y PC3 como variables
independientes, con un polinomio de grado 3.


















Figura 11.3: Recuperación de los valores de número de Biot a partir de PC1, PC2 y PC3 como variables
independientes a partir de un ajuste a un polinomio de grado 4.
fuera de rango y los resultados obtenidos con respecto a los originales se presentan en la
tabla 11.1.
Como se podía observar en la figura 11.2b, y como se aprecia en la tabla 11.1, el ajuste
para la recuperación de Biot a un polinomio de orden 3 produce errores muy grandes para
valores fuera del rango para el que se ha calculado el ajuste polinómico (recordemos que
α variaba entre 10−7 y 10 · 10−7 m/s2, en pasos de 10−8 m/s2 y Bi variaba entre 0 y 0,05 en
pasos de 0,005). Si probamos con los mismos valores, pero recuperando los datos con un
polinomio de orden 4, los resultados obtenidos son los que se aprecian en la tabla 11.2 y
en la figura 11.3.
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α -Bi originales α recuperado Diferencia ( %) Bi recuperado Diferencia ( %)
9,00 · 10−8 - 0.010 9,51 · 10−8 5.67 -0.003 130.00
9,00 · 10−8 - 0.060 8,87 · 10−8 -1.44 0.038 36.83
1,10 · 10−6 - 0.010 1,09 · 10−6 -0.91 0.097 3.00
1,10 · 10−6 - 0.060 1,11 · 10−6 0.91 0.051 14.67
5,00 · 10−7 - 0.010 5,01 · 10−7 0.20 0.010 0.00
5,00 · 10−7 - 0.060 5,01 · 10−7 0.20 0.058 3.33
Tabla 11.1: Recuperación de datos de difusividad térmica y número de Biot con ajuste a polinomios de orden
3 usando como variables las tres primeras componentes principales.
α -Bi originales Bi recuperado Diferencia ( %)
9,00 · 10−8 - 0.010 0.0097 -3.00
9,00 · 10−8 - 0.060 0.0573 -4.50
1,10 · 10−6 - 0.010 0.0102 2.00
1,10 · 10−6 - 0.060 0.05599 -0.17
5,00 · 10−7 - 0.010 0.0101 1.00
5,00 · 10−7 - 0.060 0.0600 0.00
Tabla 11.2: Recuperación de datos de número de Biot con ajuste a polinomio de orden 4 usando como
variables las tres primeras componentes principales. Los valores de α recuperados y las diferencias en % son
los mismos que los de la tabla 11.1
11.1.3. Aplicación del ajuste multivariable
Como se vio en la figura 10.18 del apartado [10.5.2] del capítulo [10], parece existir una
relación entre la difusividad térmica efectiva y la profundidad a la que se encuentra el
defecto. Recordemos, que en caso del análisis por componentes principales, los posibles
valores recuperados eran aquellos que estaban contenidos en la matriz pre-calculada, lo
que podía llevar a tener errores mayores a los esperables para una buena identificación de
los parámetros, como se puede apreciar en la gráfica 10.18. Por ello, vamos a estudiar esta
misma probeta desde el punto de vista del ajuste multivariable. Los resultados obtenidos
para el valor de difusividad térmica con este método se presentan en la tabla 11.3 junto a
los valores ya presentados en el capítulo anterior en la tabla 10.7. Para una mejor compa-
ración, se presentan superpuestos ambos resultados obviando los valores correspondiente
al espesor completo (L = 2,4mm) así como los valores correspondientes a lo que en el ca-
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pítulo anterior denominábamos zona L (primera fila de L = 1,1mm). Esta superposición
puede verse en la figura 11.4. A pesar de que seguimos teniendo un punto con un com-
portamiento un tanto anómalo, la caracterización llevada a cabo con el método del ajuste
multivariable, nos proporciona valores que siguen una tendencia más suave (ya que he-
mos pasado de disponer únicamente de valores discretos de la matriz pre-calculada del
capítulo anterior a valores continuos).








Tabla 11.3: Recuperación de datos de difusividad térmica con dos métodos distintos: PCA y multivariable
para la probeta de inclusiones experimental.
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Figura 11.4: Difusividad térmica frente a profundidad resultado de cada uno de los métodos estudiados para
la probeta de inclusiones experimental.
La figura 11.4, muestra que el ajuste multivariable es prometedor. Sin embargo, para
poder obtener la profundidad del defecto tendríamos que saber el valor de la difusividad
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térmica α de las inclusiones o viceversa. Con esta idea, se propone, de manera cualitativa,
hacer uso de la simulación 3D en elementos finitos del programa COMSOL Multiphysics.
11.2. Validación con un modelo 3D
Para comprobar la validez de la recuperación de los parámetros térmicos con la meto-
dología desarrollada y explicada anteriormente, múltiples simulaciones 3D del comporta-
miento térmico de placas planas, homogéneas y con defectos, han sido llevadas a cabo con
COMSOL Multiphysics [126], un software comercial basado en elementos finitos. Tanto la
geometría como los parámetros térmicos de las muestras simuladas se han elegido de las
mismas dimensiones que aquellas que han sido analizadas experimentalmente en la sec-
ción [10.5]; es decir, tamaño = 300 × 300 × 2,4mm3, α = 4,57 · 10−7 m2s−1 y Bi = 0,032;
el tiempo de las simulaciones (duración total y paso) fue, también, el mismo que en los
experimentos.
Los tres casos que se van a desarrollar a continuación resumen la problemática de la
tridimensionalidad: excitación uniforme, excitación gaussiana y probeta con inclusiones.
11.2.1. Material homogéneo 3D
Excitación flash uniforme En esta simulación, la muestra era homogénea y excitada con
un pulso flash homogéneo en toda la cara delantera.
Perfil horizontal


















(a) Valores de difusividad térmica
Perfil horizontal



















(b) Valores de número de Biot
Figura 11.5: Izquierda: Recuperación de los valores de la difusividad térmica en el caso de un material 3D
homogéneo con excitación uniforme. Derecha: Recuperación de los valores de número de Biot. Rojo: original.
Azul: valores recuperados mediante el método de las componentes principales. Verde: valores recuperados
mediante el método del ajuste multivariable. En ambas figuras el eje horizontal está en mm.
Los resultados recuperados para el número de Biot y la difusividad térmica se mues-
tran en la figura 11.5. A la vista de los resultados obtenidos se puede afirmar que los va-
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lores recuperados a partir del ajuste multivariable se aproximan más al valor real y tienen
un comportamiento más estable que aquellos obtenidos mediante las componentes prin-
cipales, que estaban limitados a valores discretos. En este caso, se presenta, como ejemplo,
también el número de Biot recuperado.
En el centro de la muestra, los valores recuperados, son muy próximos a los valores
introducidos (es decir, α = 4,6·10−7 m2s−1 yBi = 0,035). Cerca de los bordes, sin embargo,
aparecen pequeñas desviaciones, las cuales son esperables ya que el modelo 1D no tiene
en cuenta los efectos tridimensionales.
Excitación flash tipo gaussiana Otra posible fuente de error en nuestro método es la
no uniformidad de la excitación, ya que esto puede generar flujos de calor en el plano
que no se tienen en cuenta en un modelo 1D. Este efecto ha sido estudiado simulando un
material homogéneo (el mismo que en apartado anterior) pero con una excitación flash
con distribución gaussiana (ver figura [11.6]).
Figura 11.6: Aspecto bidimensional espacial gaussiano de la excitación flash. Los ejes horizontales represen-
tan las dimensiones de la probeta en [mm], mientras que en el eje vertical se ha representado el valor de la
potencia del flash en [W/m2].
Los resultados de difusividad obtenida con el método de ajuste multivariable, junto a
los valores reales así como a los recuperados por el método de componentes principales
para una probeta 3D homogénea con excitación gaussiana se presentan en la figura 11.7.
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La gaussiana tenía su máximo en el centro de la muestra y una anchura dada por σ =
30mm.
Perfil horizontal

















Figura 11.7: Recuperación de los valores de la difusividad térmica en el caso de un material 3D homogéneo
con excitación gaussiana. Rojo: original. Azul: valores recuperados mediante el método de las componentes
principales. Verde: valores recuperados mediante el método del ajuste multivariable. El eje horizontal viene
dado en mm.
De nuevo, el mejor valor posible es recuperado en el centro, y las desviaciones apare-
cen cerca de los bordes. Estas desviaciones están más marcadas que en caso previo pero
son todavía muy pequeñas. Se puede concluir, entonces, que los efectos del calentamiento
no uniforme son bastante pequeños. Es decir, la inhomogeneidad de la excitación no se
traduce en una alteración de los valores recuperados.
11.2.2. Material inhomogéneo con excitación flash uniforme
Material con una inclusión de difusividad térmica el doble. El modelo 1D puede in-
ducir errores cuando la muestra no es homogénea, ya que los efectos 3D pueden ser muy
importantes. En este caso, se asume que la excitación es uniforme, pero en contrastre con
la simulación en [11.2.1], se considera un defecto: una inclusión cilíndrica en el centro de
la muestra con diferentes parámetros térmicos (en este caso, la difusividad térmica de la
inclusión es el doble que la del resto del material). La geometría en este caso está repre-
sentado en la figura [11.8].
Por último y como ejemplo de un material con defectos, se presentan los resultados
obtenidos en la recuperación de los valores de difusividad térmica para el caso de un ma-
terial 3D con una inclusión central de difusividad térmica el doble que la matriz principal
(ver figura 11.9).
Los valores recuperados reproducen bien los del material simulado, aunque el cambio
brusco en la frontera de la inclusión resulta suavizado, lo que significa que, como era de
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Figura 11.8: Mallado y geometría (en mm) para las simulaciones de un material 3D inhomogéneo.
Perfil horizontal















Figura 11.9: Recuperación de los valores de la difusividad térmica en el caso de un material 3D con inclusión
con α el doble que la matriz principal con excitación uniforme. Rojo: original. Azul: valores recuperados
mediante el método de las componentes principales. Verde: valores recuperados mediante el método del ajuste
multivariable. El valor del eje horizontal viene dado en mm.
esperar, los efectos de difusión del calor reducen la resolución, funcionando como un filtro
paso bajo espacial.
En resumen, los valores obtenidos en las figuras 11.7 y 11.9 correspondientes, respecti-
vamente a un material homogéneo con excitación no uniforme (gaussiana) y a un material
no homogéneo con excitación uniforme ambas obtenidas mediante simulación, demues-
tran que el método de ajuste multivariable es adecuado incluso cuando se presentan ano-
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malías o efectos típicos de la tridimensionalidad.
11.3. Simulación 3D de probeta con inclusiones
A partir de simulaciones en COMSOL Multiphysics se van a estudiar los efectos pro-
ducidos en la recuperación de la difusividad térmica con el método de las componentes
principales y el del ajuste multivariable. Además, se estudiará cómo se modifica la difusi-
vidad térmica recuperada no sólo por la profundidad a la que se encuentre el defecto, sino
por la naturaleza de éste; es decir, si el defecto tiene mayor o menor difusividad térmica
que la matriz principal (siendo la difusividad térmica de la matriz igual a 5,38 ·10−7m2/s).
Por tanto, este estudio nos ayudará a determinar si existe una relación de la difusividad
Defectos difusividad mitad















Tabla 11.4: Recuperación de datos de difusividad térmica con dos métodos distintos: PCA y multivariable
para defectos con difusividad térmica mitad o doble respecto a la matriz resultado de la simulación.
térmica recuperada con la profundidad del defecto así como a determinar la naturaleza
del defecto detectado. Se ha simulado una probeta en la que las inclusiones se encuentran
a las mismas profundidades que las nominales de la muestra estudiada en el apartado
[10.5.2]. Se ha asignado a los defectos un espesor de 0,3mm (valor que hemos considera-
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do realista pero no verificado) y se han estudiado dos casos: difusividad del defecto mitad
que la probeta y difusividad el doble. Los resultados obtenidos por cada uno de los mé-
todos mencionados así como para cada uno de los casos supuestos (inclusiones con α el
doble que la matriz e inclusiones con α la mitad que la matriz) se presentan en la tabla
11.4.
Gráficamente, los resultados obtenidos para los dos tipos de simulaciones y para cada
uno de los dos métodos estudiados se puede ver en la figura 11.10. Los resultados obte-
Profundidad (mm)













(a) Defectos más aislantes
Profundidad (mm)














(b) Defectos más conductores
Figura 11.10: Difusividad térmica (×10−7) frente a profundidad resultado de cada uno de los métodos
estudiados. Izquierda: defectos con difusividad mitad de la matriz. Derecha: defectos con difusividad doble de
la matriz. En ambos casos, la difusividad de la matriz es 5,38 · 10−7m2/s.
nidos de las simulaciones realizadas muestran una relación entre la difusividad térmica
y la profundidad así como con la naturaleza del defecto. Comparando con la figura 10.18
encontramos que las inclusiones en la muestra allí estudiadas deben corresponder a un
material con difusividad térmica menor que la matriz, ya que presenta un comportamien-
to similar al de la figura 11.10 (izquierda).
11.4. Conclusiones
El método expuesto en el capítulo [10] sólo permite recuperar los valores discretos de α
y Bi que estén en la matriz pre-calculada que habíamos generado. Aquí nos proponemos
pasar de valores discretos a valores continuos.
Se planteó la resolución de este problema mediante lo que denominamos ajuste multi-
variable. Es decir, la búsqueda de funciones explícitas que dependan de unas pocas com-
ponentes principales y que nos den los parámetros térmicos α y Bi.
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Tal como era de esperar, por los resultados obtenidos en el capítulo anterior, una fun-
ción que dependa de las tres primeras componentes principales permite recuperar con
precisión los valores de α y Bi; en el primer caso, con polinomios de grado 3, y en el
segundo, con polinomios de grado 4, como se muestra en las tablas 11.1 y 11.2.
Se ha aplicado la función multivariable obtenida para la difusividad térmica para ca-
racterizar la probeta de inclusiones del capítulo anterior. En este caso, al obtener valores
continuos, la relación que obtenemos de α y profundidad vuelve a mostrar una depen-
dencia clara (figura 11.4).
Con objeto de verificar que existe una relación entre α y profundidad se realizaron
simulaciones 3D con el software COMSOL Multiphysics, estudiando inclusiones con di-
fusividades térmicas mayores y menores, llegando a que la difusividad recuperada para
inclusiones más aislantes crece con la profundidad, mientras que decrece para defectos








En este último capítulo recopilamos las secciones de “conclusiones” que hemos in-
cluido en los capítulos anteriores, con el objetivo de sintetizar los hitos alcanzados y las
contribuciones realizadas en la presente tesis doctoral. Se incluyen, para terminar unas
conclusiones finales que evaluarán el cumplimiento de los objetivos enunciados en el capí-
tulo [1].
Parte I. Introducción
Los capítulos [2] al [4] han servido para exponer los fundamentos físicos y el estado del
arte de la termografía IR aplicada al análisis no destructivo de materiales. Los hitos más
importantes conseguidos en el capítulo siguiente (capítulo [5]) se detallan a continuación:
Capítulo 5. Transmisión del calor. Soluciones exactas en una dimensión
Aunque en determinadas situaciones ciertas aproximaciones a la solución de la ecua-
ción del calor pueden dar resultados válidos, hay a menudo problemas prácticos en
los que es imprescindible tener una solución exacta. Esto es cierto para la mayoría
de las técnicas de termografía activa y en particular para las que se han usado en
esta tesis doctoral: termografía pulsada y excitación escalón. Por ello, se ha resuelto
la ecuación del calor unidimensional para distintos casos de estudio.
Se ha hecho una detallada y extensa recopilación de resultados dispersos en la li-
teratura para la termografía pulsada, encontrando las expresiones analíticas de la
evolución de la temperatura en los casos que nos interesan.
Se ha resuelto la ecuación del calor para el caso de excitación flash mediante el mé-
todo de la transformada de Laplace, tratando el problema dentro del marco de la
teoría de sistemas lineales, lo que permite obtener la temperatura de cualquiera de
las caras del espécimen objeto de estudio sin más que convolucionar la función de
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respuesta a impulso (impulse response function, irf ) adecuada con la excitación arbi-
traria que se desee.
Aunque las soluciones analíticas encontradas en la literatura proporcionan la irf en
muchos casos de interés, finalmente se ha optado por una solución numérica, que
proporciona resultados igualmente válidos, y que nos permite resolver cualquier
problema para el que tengamos la función de transferencia, por lo que es más ver-
sátil. Esto ha permitido resolver el problema de la evolución de la temperatura en la
cara trasera de una placa cuando el input no es el flujo sobre la cara delantera, sino la
temperatura de ésta, lo que a su vez ha sido indispensable para resolver el problema
planteado en el capítulo [8].
Parte II. Caracterización térmica
En los cuatros capítulos que comprenden esta segunda parte en la que se ha estructu-
rado la tesis se exponen los estudios realizados sobre la caracterización térmica mediante
termografía pulsada (capítulos [6] y [7]) y calentamiento escalón (capítulo [8]). El capí-
tulo [8], último de esta parte, se dedica a caracterizar la fuente de excitación usada en el
capítulo anterior, mediante la resolución del problema inverso.
Capítulo 6. Termografía pulsada con pérdidas de calor: métodos aproxi-
mados
La solución exacta de la ecuación del calor con convección, encontrada en el capítulo
[5], nos permite demostrar que si no se tienen en cuenta las pérdidas térmicas, el
método clásico de Parker [138] para determinar α por termografía flash (basado en la
medida del tiempo t0,5 que tarda en alcanzarse en la cara trasera un incremento de
temperatura igual a la mitad del máximo Tmax) da errores considerables, incluso
para valores pequeños del número de Biot (un 8 % para Bi = 0, 1, figura 6.1).
Sin embargo, pueden obtenerse valores de α mucho más precisos con aproximaciones
que no tienen en cuenta las pérdidas, si las usamos para ajustar los primeros segundos
de calentamiento (ajuste temprano). Se han deducido dos aproximaciones, una para
la cara delantera (basada en la solución de [135] y otra para la cara trasera (que no
hemos encontrado publicada en la literatura, ecuación (6.6)).
Ambas soluciones aproximadas se han aplicado a medidas experimentales realizadas
sobre una muestra test de baquelita, demostrándose que la técnica del ajuste tem-
prano permite recuperar valores de α más aproximados de manera sencilla y fiable.
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Finalmente, se ha construido una solución aproximada con pérdidas, pero no se ha en-
contrado que proporcione una ventaja significativa respecto de la solución exacta.
Capítulo 7. Termografía pulsada con pérdidas de calor: soluciones exac-
tas
Se ha utilizado la solución exacta unidimensional con pérdidas para analizar las
medidas experimentales por la cara delantera de la placa estudiada en el capítulo
anterior, encontrándose los valores de α y Bi que proporcionan el mejor ajuste.
La solución exacta para la cara trasera se ha usado estudiar los errores sistemáticos de
los ajustes aproximados sin convección. En la literatura se ha sostenido que para eli-
minarlos era necesario estimar cuál sería la temperatura Tlim que se alcanzaría en la
cara trasera si no hubiera pérdidas; este valor se obtenía a partir de Tmax y otros da-
tos del perfil experimental mediante ecuaciones específicas [12]. Se ha demostrado,
sin embargo, que el ajuste temprano aquí propuesto da errores similares (pero de
signo contrario) sin necesidad de esa corrección (figura 7.6).
Disponer de la solución exacta para T (t) en función de α y Bi nos permite recuperar
los valores de estos parámetros mediante el ajuste iterativo de los perfiles experi-
mentales, hasta minimizar el error cuadrático medio. Este método flash adaptado se
expone en la sección [7.2.2], donde se muestra también que, conocido Bi, hay una
relación entre Tmax y Tlim extremadamente sencilla (ecuación (7.5)) , que no había si-
do publicada previamente. Conocida la densidad de energía depositada por el flash,
esta relación permite determinar, además de α y Bi, el calor específico volumétrico
y la conductividad térmica del material.
Se ha encontrado que, pese a ser el modelo más completo físicamente de los usados
hasta aquí, los ajustes a la evoluciónde la temperatura a lo largo de la evolución
de todo el experimento en la cara trasera no son satisfactorios. Las discrepancias
se han explicado por los efectos tridimensionales no tenidos en cuenta en el modelo
unidimensional. Se ha encontrado que el ajuste es mucho mejor si se limita a los tiempos
anteriores a alcanzar el máximo de temperaturas, dado que estos efectos se acentúan con
la difusión del calor al transcurrir el tiempo.
Se ha estudiado el problema con un modelo tridimensional de elementos finitos, imple-
mentado con el software COMSOL Multiphysics, encontrándose un acuerdo cualita-
tivamente mucho mejor, lo que confirma la atribución a los efectos tridimensionales
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de los problemas descritos en el punto anterior. No obstante, este modelo tiene un al-
to coste computacional que no permite usarlo de manera iterativa como herramienta
para la obtención de los parámetros térmicos.
Capítulo 8. Método escalón
El calentamiento escalón es una de las técnicas de termografía activa menos explora-
das, pero ofrece interés porque al tratarse de un tipo de excitación cuya potencia es
baja, y que no altera las propiedades de los materiales si se aplica adecuadamente, es
una técnica válida para materiales delicados, así como para muestras muy aislantes
o con un espesor elevado que hacen que la técnica flash desarrollada en capítulos
anteriores no sea suficiente para obtener una señal adecuada.
La baja potencia de la fuente en el calentamiento escalón exige medidas de larga
duración, lo que hace más imprescindible aún que en el caso del flash el tratar los
efectos de la convección (incluso para un valor tan pequeño como Bi = 0,01, se ha
perdido el 20 % de la energía suministrada cuando t∗ = 20, lo que equivale a unos 5
minutos en las muestras de este capítulo).
Al intentar ajustar los perfiles experimentales, nos encontramos con el problema de
que las fuentes de excitación comerciales no proporcionan excitaciones ideales (fi-
gura 8.3), y, por tanto, si tratamos de usar un algoritmo iterativo utilizando como
input un escalón ideal, los errores que se cometen en la recuperación de la difusivi-
dad térmica pueden ser del orden del 20 % (figura 8.4). Este problema fue tratado
poniendo a punto un sistema de dos cámaras IR sincronizadas temporalmente y co-
rregistradas espacialmente, denominado sistema dual de perfiles térmicos (SDPT, figura
8.5), que nos proporciona el valor de la temperatura en cada instante y para cada pí-
xel. Este valor será utilizado como entrada para convolucionar con la irf y tener así
una temperatura en cara trasera que es comparada con la experimental y cuyo error
cuadrático mínimo nos proporciona el mejor valor de α y Bi.
Un problema práctico para realizar esta convolución es la divergencia en el origen
propia de la irf. Esto nos llevó a la necesidad de estudiar cuál era el muestreo óptimo
para el tiempo, encontrándose que no se trataba de una elección trivial, pero que
pudo ser resuelta gracias a que el estado estacionario nos proporciona un patrón de
comparación para los resultados de la convolución.
Disponer de la evolución de la temperatura por cara delantera y cara trasera para
todo el perfil temporal, permitió hacer un doble enfoque en la recuperación de los
parámetros térmicos α y Bi. El primero de ellos, con un ajuste de los dos parámetros
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simultáneamente y el segundo, obteniendo Bi del estado estacionario, ajustando
iterativamente un único parámetro: α. Se encontró que este segundo caso proporcio-
naba mejores y más rápidos resultados, tal como resume la tabla 8.5.
Capítulo 9. Potencia de la excitación
La adaptación y uso del SDPT para la caracterización térmica permitió en el capítulo
[8] poner a punto un modelo de ajuste a partir de la temperatura en cara delantera
sin necesidad de conocer la potencia y la forma de la lámpara. Sin embargo, una
vez caracterizada la muestra es posible conocer la potencia y la forma de la lámpara
hasta ahora desconocidas, resolviendo el problema inverso.
Para conseguirlo es necesario abordar técnicas matemáticas para resolver sistemas
lineales mal condicionados. Destacamos el uso de la descomposición en valores sin-
gulares [sección 9.3] y [sección 9.4]. Se ha comprobado que ambos funcionan bien,
pero para casos experimentales, la regularización proporciona señales de entrada cu-
ya forma es mucho más “natural” (figura 9.5).
La solución del problema inverso mediante la regularización, junto con la puesta a
punto para el vector de tiempos que se estudió en la sección [8.5.1], han permitido
recuperar la forma y potencia de la lámpara de excitación (figura 9.6) que se había
utilizado en el capítulo [8].
Esta caracterización del flujo de entrada permitirá usar sólo una cámara para el re-
gistro de la evolución de la temperatura, lo que simplificará el proceso de caracte-
rización térmica, además de poder obtener la conductividad térmica y el calor es-
pecífico volumétrico, que hasta el momento (sin la potencia de la lámpara) nos son
desconocidos e imposibles de calcular.
Parte III. Métodos estadísticos
El gran volumen de datos obtenidos con las actuales cámaras IR nos llevó a la necesi-
dad de hacer un tratamiento estadístico de estos para reducir la dimensionalidad y poder
obtener los parámetros térmicos α y Bi de manera más eficiente. El primero de los capí-
tulos de esta parte se destinó al análisis estadístico de datos por componentes principales.
Demostrada la validez de este método, se trata en el capítulo siguiente una generalización
del método que ofrezca valores continuos mediante un ajuste multivariable.
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Capítulo 10. Componentes principales
Comenzamos estudiando el uso del análisis por componentes principales para la detección
de defectos (sección [10.3]). Se ha demostrado, comparando tres diferentes técnicas de
tratamiento de imagen (sección [10.3]): contraste en temperatura, en PCAs y FFT, que
las componentes principales proporcionan la mejor relación señal a ruido. Asimis-
mo, se ha estudiado este tratamiento por cara delantera y por cara trasera, llegando
a la conclusión que los resultados obtenidos por cara trasera permiten detectar de-
fectos más pequeños y a mayor profundidad (tabla 10.2 frente a tabla 10.5).
La aplicación que nos proponemos aquí va más allá de la mera detección de defec-
tos: buscamos la caracterización térmica de manera cuantitativa que permita obtener
parámetros los térmicos para cada punto de la muestra, usando las diferencias entre estos
parámetros para caraterizar los defectos. Para poder aplicar este formalismo a la ca-
racterización térmica, fue necesario generar una matriz con perfiles de temperatura
T (t) precalculados para un conjunto de pares de valores α − Bi, sobre cuyos au-
tovectores se proyectarán los perfiles experimentales para obtener las componentes
principales.
Se encontró que podían reproducirse los perfiles de temperatura con sólo tres com-
ponentes principales (ver figura 10.12), reduciendo el número de variables de mane-
ra drástica, lo que se traduce en la capacidad de obtener mapas bidimensionales de
parámetros térmicos en unos pocos segundos, cuando, de otra manera y por méto-
dos de ajuste iterativos podía llegar a tardarse del orden de cientos de horas.
La verificación experimental se llevó a cabo en dos muestras distintas. La primera
de ellas, una muestra de CFRP considerada homogénea, reveló mediante mapa de
difusividades térmicas que pese a tener un valor de α medio del orden de los obte-
nidos en el capítulo [8], éramos capaces de distinguir inhomogeneidades, tal como
se mostró en la figura 10.16, en tiempos de pocos segundos.
La segunda probeta experimental que se analizó fue igualmente una muestra de
CFRP, pero que tenía inclusiones de un material diferente a distintas profundidades.
El análisis mediante PCAs, no sólo mostró la localización y tamaño de estos defectos
(figura 10.17), sino que con el valor añadido de proporcionar un valor cuantitativo
de α, se vio que, salvo en uno de los puntos analizados, había una relación entre la
profundidad del defecto y el valor de difusividad térmica recuperado (figura 10.18).
Si bien esta relación no ha podido ser validada, queda como un trabajo futuro que
puede resolverse bien mediante patrones calibrados, bien mediante modelos 3D más
sofisticados.
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Capítulo 11. Ajuste multivariable
El método expuesto en el capítulo [10] sólo permite recuperar los valores discretos
de α y Bi que estén en la matriz pre-calculada que habíamos generado. Aquí nos
proponemos pasar de valores discretos a valores continuos.
Se planteó la resolución de este problema mediante lo que denominamos ajuste mul-
tivariable. Es decir, la búsqueda de funciones explícitas que dependan de unas pocas
componentes principales y que nos den los parámetros térmicos α y Bi.
Tal como era de esperar, por los resultados obtenidos en el capítulo anterior, una
función que dependa de las tres primeras componentes principales permite recupe-
rar con precisión los valores de α y Bi; en el primer caso, con polinomios de grado
3, y en el segundo, con polinomios de grado 4, como se muestra en las tablas 11.1 y
11.2.
Se ha aplicado la función multivariable obtenida para la difusividad térmica para
caracterizar la probeta de inclusiones del capítulo anterior. En este caso, al obtener
valores continuos, la relación que obtenemos de α y profundidad vuelve a mostrar
una dependencia clara (figura 11.4).
Con objeto de verificar que existe una relación entre α y profundidad se realizaron
simulaciones 3D con el software COMSOL Multiphysics, estudiando inclusiones con
difusividades térmicas mayores y menores, llegando a que la difusividad recupera-
da para inclusiones más aislantes crece con la profundidad, mientras que decrece
para defectos más conductores (figura 11.10)
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Conclusiones finales
A la vista de los resultados obtenidos, podemos concluir que los objetivos iniciales des-
critos en el comienzo de esta memoria han sido satisfechos. Las principales contribuciones
de esta tesis son:
1. Termografía pulsada con pérdidas de calor:
Se ha reunido la información dispersa en la bibliografía sobre esta técnica, pro-
porcionando un marco teórico que permite resolver la ecuación del calor con
pérdidas para una muestra plana (1D) sometida a una excitación térmica arbi-
traria en una cara.
Se han propuesto métodos aproximados para obtener la difusividad térmica α
basados en la medida temprana de la evolución térmica T(t), tanto por la cara
sometida a excitación (“cara delantera”) como por la opuesta (“cara trasera”), y
se han aplicado a medidas experimentales.
Se ha utilizado la solución exacta de la ecuación del calor para ajustar iterativa-
mente los perfiles térmicos T(t), proporcionando α y el número de Biot Bi. Este
método flash adaptado proporciona también la conductividad térmica y el calor
específico volúmico si se conoce la densidad de energía suministrada por el
flash. Se ha evaluado comparativamente con los métodos aproximados encon-
trándose que, cuando son importantes los efectos tridimensionales, la detección
temprana puede ser una ventaja pese a no tener en cuenta la convección.
Como conclusión en relación a este objetivo, al haber resuelto las pérdidas por
convección, no es necesario disponer de muestras con espesores ideales y el
tiempo de ensayo deja de ser crucial.
2. Caracterización térmica a partir de la excitación escalón:
Una vez resueltas las pérdidas por convección se abre la puerta a ensayos de
larga duración en muestras gruesas, para lo que es apropiado el calentamiento
escalón. Se han resuelto los problemas debidos al desconocimiento de la forma
y/o potencia de la excitación mediante el uso de un sistema de dos cámaras
que miden la evolución térmica de las dos caras de la muestra de manera sin-
cronizada y corregistrada.
La física del estado estacionario permite obtener directamente el valor de Bi,
haciendo que el modelo de ajuste se reduzca a un sólo parámetro, mejorando
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los resultados y reduciendo drásticamente los tiempos de computación en la
obtención de la α.
La resolución del problema inverso, una vez conocidos los parámetros térmicos
de la muestra, permite conocer la forma y la potencia de la lámpara, haciendo
posible la medida con una sóla cámara.
3. Reducción de datos por métodos estadísticos:
La comprobación de que con pocas componentes principales se reproducen con
adecuada precisión los perfiles térmicos, permite una gran reducción del tiem-
po de procesado en la recuperación de los valores de α y Bi en las medidas
flash.
Esto hace viable la obtención de imágenes de difusividad térmica para una
muestra completa, pudiendo no sólo detectar los defectos sino cuantificarlos
a través de sus parámetros térmicos efectivos, asociados a propiedades como la
profundidad o espesor.
El ajuste multivariable aplicado al método de recuperación de parámetros tér-
micos por componentes principales permite mejorar la precisión, pasando de
valores discretos a valores continuos.
A modo de reflexión final, estas contribuciones pueden considerarse como un intento
de solventar algunas de las principales dificultades inherentes al análisis no destructivo
infrarrojo: por un lado, la caracterización de muestras aislantes de grandes espesores y de
grandes dimensiones a las que no siempre son aplicables las técnicas estándar de NDT-IR;
y, por otro lado, solucionar el manejo del gran volumen de datos adquiridos con la actual
tecnología, que sólo puede hacerse de manera eficaz con métodos estadísticos. Creemos
que los resultados obtenidos en este trabajo de tesis significarán una aportación relevante
para la extensión de las técnicas NDT-IR como apoyo a los métodos de caracterización y







Calibración de sistemas de imagen IR
La termografía infrarroja es una tecnología rápida, limpia y segura que, como se ha
expuesto en capítulos anteriores, puede ser usada en una gran variedad de aplicaciones.
La mayoría de éstas se basan en la medida, o la simple detección, de contrastes de tem-
peratura [182]. En particular, el análisis no destructivo parte de la base de que materiales
distintos tendrán diferentes respuestas térmicas, por lo que estos contrastes serán los que
den información de la presencia de defectos, delaminaciones, porosidad, etc, pero a me-
nudo no importará cuál sea la temperatura absoluta de cada zona.
Si lo que se busca es una caracterización térmica de los materiales, habrá técnicas que
permitan obtener los parámetros térmicos sin conocer la temperatura absoluta y otras pa-
ra las que el conocimiento de ésta sí que sea importante. Por ejemplo, en el método flash
clásico (apartado [5.4.1]) se obtiene la difusividad térmica del material sin necesidad de
conocer cuál es la temperatura alcanzada, simplemente calculando cuál es el tiempo que
tarda en llegar la cara no iluminada a la mitad de su temperatura máxima, sea ésta la
que sea. En cambio, si lo que nos interesa es obtener el resto de parámetros térmicos co-
mo pueden ser la conductividad térmica (κ) o el calor específico volumétrico (ρc), sí será
necesario conocer el incremento de temperatura alcanzado, como se explica en la sección
[7.2.2]. En el caso del calentamiento escalón, desarrollado extensamente en el capítulo [8],
conocer adecuadamente la temperatura será imprescindible si se quiere usar como entra-
da al modelo el perfil de temperatura de la cara delantera (ver sección [8.3]). Como vimos,
este modo de trabajar supone una mejora significativa en medidas de larga duración en
las que las pérdidas por convección son determinantes, o bien si no se dispone de fuentes
de excitación ideales.
Para obtener un correcto valor de temperatura, será necesaria una correcta calibración
de los sistemas de detección que se utilicen. Cualquier sensor infrarrojo, desde un senci-
llo monodetector a un sistema de imagen hiperespectral, es susceptible de ser calibrado
radiométricamente. En este capítulo vamos a ocuparnos sólo de la calibración de cámaras
IR, es decir, de sistemas de imagen que no tienen resolución espectral. Como se explicó
en la sección [3.3], el problema es determinar los parámetros Gain y Offset de la ecuación
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(3.6), en los que se resume el modelo del sensor, que nos permiten obtener, a partir del
nivel digital medido, la radiancia incidente1. Veamos a continuación cómo se hace esto en
la práctica.
A.1. Calibración estándar
Para un sistema de imagen IR trabajando dentro del rango lineal del detector, basta
en teoría tomar dos imágenes de referencia de un CN extenso a dos temperaturas, “fría”
y “caliente”. Considerando que la temperatura del cuerpo negro es uniforme, tendremos
una radiancia entrante (calculada integrando la Ley de Planck en el intervalo espectral
de la cámara) asociada a los valores de referencia fría y referencia caliente. Asumiendo la
respuesta lineal, calcularemos una ganancia y offset de calibración, con las que posterior-
mente podremos obtener la radiancia y la temperatura de un escenario a temperaturas
intermedias entre los dos valores de referencia. Veamos cuál es el protocolo.
A.1.1. Calibración de la cámara
El protocolo de calibración de la cámara será el siguiente:
1. La calibración debe hacerse para el sistema IR completo, en la configuración que va-
ya a usarse: lente, filtro, tiempo de integración, etc. Cada cambio en la configuración
del sistema, conllevará a una calibración nueva.
2. Se requiere un cuerpo negro extenso con buena uniformidad espacial y temperatura
conocida y estable. El cuerpo negro debe estar situado a una distancia suficiente-
mente pequeña para que el efecto de la absorción atmosférica sea despreciable (esto
generalmente no será un problema, porque la cámara trabajará en una ventana at-
mósferica) pero suficientemente grande para que no caliente a la cámara.
3. Determinación del rango de operación de la cámara. Al calibrar supondremos que
se está trabajando dentro del rango lineal, por lo que sería suficiente tomar única-
mente dos puntos (dos valores de temperatura de cuerpo negro), pero es aconsejable
trabajar con un conjunto de puntos dentro del intervalo de trabajo para minimizar
errores (y asegurarse de que, en efecto, la respuesta es lineal).
4. Obtención de los valores de Gain y Offset. Para cada temperatura del cuerpo negro
(una vez dejado pasar un tiempo para garantizar su estabilidad) se calcula la ra-
diancia emitida haciendo uso de la ley de Planck integrada en el intervalo espectral
1Que será igual a la radiancia saliente del objeto, por el principio de invariancia de la radiancia [130]
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de trabajo. Estas radiancias deberían tener una relación lineal con los niveles digi-
tales medidos, de modo que se obtienen los parámetros Gain y Offset del detector
mediante un ajuste lineal.
5. Idealmente, este proceso debería realizarse en una cámara climática (cuya tempera-
tura es regulable y estable) y para todo un intervalo de temperaturas ambiente, por
lo que tomaría mucho tiempo; sin embargo, si el detector está refrigerado o al menos
tiene una estabilización termoeléctrica (como ocurre en la mayoría de las cámaras)
el efecto de la temperatura aambiente debería ser muy pequeño.
A.1.2. Relación radiancia-temperatura
El proceso de calibración propiamente dicho termina cuando, una vez conocidos Gain
y Offset, podemos obtener la radiancia incidente Lin invirtiendo la ecuación (3.6). Si, como
es habitual, queremos saber la temperatura del objeto que emite esa radiancia, el primer
paso es conocer εobj y Tamb, para poder despejar de la ecuación (3.9):
LCN(Tobj) =
Lin − (1− εobj)LCN(Tamb)
εobj
(A.1)
Para obtener la temperatura Tobj es necesario invertir LCN(T ), y para ello hay que co-
nocer su forma funcional. Si la cámara fuera sensible en todo el espectro, esta vendría
dada por la ley de Stefan-Boltzmann:
LCN(T ) = cT 4 (A.2)
donde c = σ/pi; el factor pi aparece porque estamos trabajando con radiancias [Wm−2sr−1]
en lugar de con exitancias [Wm−2].
En la práctica, la cámara sólo será sensible en una ventana espectral, de λi a λf y la
función, que se obtendrá integrando la Ley de Planck en esa ventana, será más complica-
da. Una buena aproximación a su inversa, siempre que el intervalo espectral no sea muy










donde B es el factor espectral, R el factor de respuesta y F es el factor de forma. Los
parámetros (B,R, F ) deben determinarse para cada ventana espectral y rango de tempe-
ratura de trabajo. Para garantizar que la función de calibrado f(T ) (definida en [3.3.2]) sea







f−1 [LD(T, λi, λf ), B,R, F ]− T
T
dt (A.4)
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y se buscan los valores que la minimizan. Como ejemplo, para el rango de medida de





Tabla A.1: Parámetros B, R y F de la función de calibrado para el rango de trabajo de 3− 5µm
Una alternativa es ajustar a una función polinómica:
T = a+ b · Lin + c · L2in + d · L3in + e · L4in
Por lo general, con un polinomio de orden 4, será suficiente; pero hay que tener cuidado de
no extrapolar la función más allá del intervalo de temperaturas para el que se ha ajustado,
porque los errores pueden ser importantes.
Figura A.1: Esquema en el que se detallan todos los pasos a seguir en una calibración estándar de una
cámara infrarroja para llegar a obtener la temperatura del objeto.
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A modo de ejemplo, la figura A.1 resume el proceso de la calibración estándar, inclu-
yendo la obtención de la temperatura del objeto.
Figura A.2: Ejemplo de respuesta de zona lineal de un detector trabajando de 3µm a 5µm. Representando
Nivel Digital frente a radiancia se obtienen los valores de Gain y Offset para una configuración determinada
del detector.
En el ejemplo de la figura A.2, se ha obtenido una Gain = 735,31[m2srW−1] y un valor
de Offset = 2900,6. Para una cámara de InSb de Thermosensorik trabajando de 3 − 5µm,
se ha calibrado desde el rango de 12 hasta 80ºC y los valores obtenidos se presentan en la
tabla A.2.
TCN(◦C) 12 20 30 40 50 60 70 80
Nivel digital 3668 3941 4415 5043 5668 6714 7981 9585
Tabla A.2: Valores de Nivel digital obtenidos para los valores de temperatura de cuerpo negro seleccionados
Este planteamiento permite resolver el problema de la medida de temperaturas para
el caso sencillo del modelo radiométrico de la figura 3.2, pero en configuraciones genéri-
cas de teledetección el problema puede ser más difícil (hace falta un modelo radiométrico
más complicado). Hay que señalar además que por exacta que sea la calibración, la tem-
peratura recuperada depende de la emisividad atribuida al objeto y de la temperatura del
ambiente, lo que puede dar lugar a errores sistemáticos como se explicó en la sección [3.3].
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A.2. Calibración: no idealidades
Lo que hemos denominado como calibración estándar en la sección anterior, es una pre-
sentación idealizada que no considera los problemas que plantean la falta de uniformidad
de los detectores y sus desviaciones de la linealidad. Estos factores son importantes para
conseguir medidas precisas de temperatura en situaciones reales.
La realización del calibrado ideal que hemos explicado hasta aquí para un FPA se tra-
duce, debido a la no uniformidad de los detectores, en la determinación de una matriz
de valores de Gain y otra de Offset. Eso exige un cuerpo negro extenso y uniforme lo que
no es fácil de conseguir. Por eso vamos a estudiar cuáles son los efectos de dos tipos de
calibraciones. Primero, asumiremos que disponemos de él y luego vamos a ver qué hacer
si no tenemos un cuerpo negro extenso ideal, lo que dará lugar a la distinción entre cali-
bración directa y calibración con uniformización. Encontraremos que para el caso de respuesta
lineal amobos métodos dan el mismo resultado, y simularemos en el apartado [A.2.1] el
efecto de la no linealidad.
Calibración directa Suponemos que la radiancia es igual para cada uno de los detectores





Figura A.3: Esquema de respuesta de los diferentes detectores que componen un FPA. Para la misma ra-
diancia, sus respuestas son diferentes.
Suponemos respuesta lineal entre L1 y L2 para todos los detectores, y L3 será una
radiancia comprendida entre L1 y L2. Además supondremos que L1 y L2 corresponden a
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las radiancias de las referencias fría y caliente que son conocidas, por lo que los niveles











Donde GainDeti y OffDeti son, respectivamente, la ganancia y el offset del detector i. Estos




L1 − L2 (A.5)
OffDeti = NDi2 −GainDeti L2 (A.6)





Esto es, analíticamente, lo que hemos denominado el calibrado estándar en el apartado
anterior, y nos proporciona las matrices GainDeti y OffDeti si conocemos los valores L1 y
L2, iguales para todos los detectores.
Calibración con uniformización Si no disponemos de un CN extenso uniforme, gene-
ralmente sí tendremos dos referencias, fría y caliente uniformes pero con radiancias L1
y L2 desconocidas (por ejemplo, obteniendo imágenes de dos placas que situamos des-
enfocadas muy cerca del objetivo de la cámara). Podemos usar los valores promedio de







En este caso, lo que obtendremos serán lo que denominamos matrices de ganancia y
offset de uniformización definidas como:
GainUnifi =
NDi1 −NDi2
〈NDi1〉 − 〈NDi2〉 (A.8)
OffUnifi = NDi2 −GainUnifi 〈NDi2〉 (A.9)
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Este valor es una estimación del nivel promedio de ND correspondiente a la radiancia
L3.
A continuación, vamos a demostrar que efectivamente, NDUnifi3 = 〈NDi3〉 y, por tanto,






Usando (A.5) y (A.6), esto puede escribirse como:
NDi3 =
NDi1 −NDi2
L1 − L2 (L3 − L2) +NDi2 (A.11)
Por tanto, la manera rigurosa de calcular 〈NDi3〉 es
〈NDi3〉 = (〈NDi1〉 − 〈NDi2〉) L3 − L2
L1 − L2 + 〈NDi2〉 (A.12)




Sustituyendo aquí las expresiones (A.8) y (A.9) de GainUnifi y Off
Unif
i y la expresión
(A.11) para NDi3, encontramos que:
NDUnifi =
NDi1−NDi2




que simplificando se convierte en lo obtenido en la ecuación (A.12). Con esto demostra-
mos queGainUnifi yOff
Unif
i permiten uniformizar la imagen, haciendo que elND
Unif
i3 sea
igual para todo píxel i y tenga el valor igual a 〈NDi3〉 para todo L3 comprendido entre L1
y L2.
Después de esta primera etapa de uniformización, definimos ahora un calibrado en
promedio; que vendrá dado por GainE y OffE , que serán escalares, es decir:
〈NDi1〉 = GainEL1 +OffE
〈NDi2〉 = GainEL2 +OffE
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La idea es que gracias a haber realizado la uniformización, va a ser posible calibrar
todo el array usando un cuerpo negro de área pequeña. Éste proporcionará los valores de
L1 y L2 y los valores de 〈NDi1〉 y 〈NDi1〉 que introduciríamos aquí serían en realidad los
de NDUnif1 y ND
Unif
2 obtenidos usando GainUnif y OffUnif como en la ecuación (A.10)




L1 − L2 (A.13)
OffE = 〈NDi2〉 −GainEL2 (A.14)
(lo que demuestra que GainE y OffE son los valores promedio, respectivamente, de
GainDeti y OffDeti )





Sustituyendo ahora las expresiones (A.13) y (A.14) para GainE y OffE , y el valor
(A.12) de 〈NDi3〉, se demuestra que esta estimación da verdaderamente L3:
L̂3 =
[





− L2 = L3
Conclusión: Si L1, L2 y L3 están en la región lineal de los detectores, es equivalente
calibrar en una etapa con GainDeti y OffDeti que en dos etapas, haciendo primero una
uniformización con GainUnifi y Off
Unif
i y luego calibrado escalar con Gain
E y OffE .
El primer procedimiento se resume en la ecuación (A.7) y el segundo en la ecuación
(A.15). Hay que señalar con respecto a esta última dos puntos importantes:
Los valores de GainE y OffE no dependen de las temperaturas de las referencias
fría y caliente porque, como hemos visto, son los promedios de GainDeti y OffDeti .
En la práctica, en lugar de 〈NDi3〉 introduciremos en (A.15) el valor uniformizado,
NDUnifi3 , dado por la ecuación (A.10).
La viabilidad práctica del calibrado en dos etapas depende de estos dos puntos cuya
validez, a su vez, reposa en el carácter lineal de todas las relaciones de calibrado.
En el siguiente apartado se plantea la cuestión del comportamiento de ambos métodos
en condiciones no ideales, en las que hay desviaciones de la linealidad en la respuesta de
los detectores.
220 Apéndice A. Calibración de sistemas de imagen IR
A.2.1. Comprobación de la calibración en imágenes simuladas
Para la comparación de los distintos modos de calibración se han construido imágenes
simuladas de una escena uniforme utilizando los siguientes datos:
Se ha considerado un FPA de tamañom×n = 50×50. Cada píxel tiene una ganancia
y offset diferentes con los siguientes valores de media y desviación típica:
〈Gain〉 = 899, σGain = 10
〈Offset〉 = 2500, σOffset = 2
(por simplicidad se han tomado unidades arbitrarias). Las imágenes correspondien-
tes a la ganancia y offset intrínsecos se han generado, por tanto, siguiendo las si-
guientes expresiones:
Gaini = σGain · randn(n,m) + 〈Gain〉
Offseti = σOffset · randn(n,m) + 〈Offset〉
Donde randn(n,m) es una matriz de tamaño n×m de números aleatorios de distri-
bución normal estándar.
Se ha definido un intervalo de respuesta lineal, el mismo para todos los detecto-
res, entre dos valores Lmin y Lmax de radiancia de modo que la respuesta para una
radiancia L es:
ND = Gaini · L+Offseti + c1 · (Heaviside(Lmin − L) · (L− Lmin))2
− c2 · (Heaviside(L− Lmax) · (L− Lmax))2 (A.16)
El significado de cada uno de los argumentos que definen la función de respuesta
del detector vienen explicados en la tabla A.3.
En la figura A.4 se puede ver la respuesta del detector obtenida a partir de la expre-
sión (A.16) con los datos de la tabla A.3.
En cada caso de los que expondremos a continuación, se trabajará con dos referen-
cias: una fría y otra caliente (que pertenecerán o no al rango lineal según el caso que
estemos estudiando); y dos escenarios, es decir, dos posibles valores de radiancia a re-
cuperar: uno dentro de rango lineal y otro fuera. Los valores utilizados se presentan
en la tabla A.4.
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Símbolo Valor
x Valores de radiancia para los que se calcula la respuesta ([0 : 0,1 : 20])
Lmin Valor mínimo de radiancia con respuesta lineal (=1)
c1 Coeficiente de no linealidad en la región de baja señal (= 20)
Lmax Valor máximo de radiancia con respuesta lineal (=3)
c2 Coeficiente de no linealidad en la región de alta señal (= 20)
Heaviside Función escalón
Tabla A.3: Valores utilizados para la generación de la respuesta del detector incluyendo una zona lineal.
L (W/m2 sr)













Figura A.4: Representación gráfica de la respuesta del detector correspondiente a la ecuación (A.16) con los
parámetros que aparacen en la tabla A.3
Las comprobaciones se dividirán en dos grandes grupos: sin uniformización, es de-
cir, utilizando matrices de ganancia y offset de calibración (calibración directa); y
con uniformización, esto es, utilizando primero matrices de uniformización y des-
pués calibrando en radiancia a partir de valores escalares de ganancia y offset. El
nombre con el que se refiere a cada caso viene resumido en la tabla A.5.
Esquemáticamente, el proceso que se llevará a cabo en cada una de las calibraciones
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L(W/m2sr)
Escenario dentro rango lineal 2
Escenario fuera rango lineal 7
Referencia fría dentro rango lineal 1.5
Referencia caliente dentro rango lineal 2.5
Referencia fría fuera rango lineal 0.5
Referencia caliente dentro rango lineal 8
Tabla A.4: Valores de radiancia para los escenarios y las referencias utilizados en cada uno de los casos en
la comprobación de las calibraciones.
Escenario
Dentro de rango Fuera de rango
Referencias dentro de rango 1a 1b
Directa
Referencias fuera de rango 2a 2b
Referencias dentro de rango 3a 3b
Con uniformización
Referencias fuera de rango 4a 4b
Tabla A.5: Resumen de los nombres asignados a cada uno de los casos en los que se ha trabajado.
será:
• Calibración directa: considerando que la TCN es uniforme, tendremos una ra-
diancias L1 y L2 (calculadas integrando la ley de Planck en el intervalo de tra-
bajo del detector) asociadas a las referencias fría y caliente tomadas (ya sean
dentro o fuera del rango lineal). Para cada píxel calcularemos el ND mediante
la ecuación (A.16) y las correspondientes matrices GainDeti y OffDeti mediante
las expresiones (A.5) y (A.6). A partir de estos valores, podremos calcular la ra-
diancia del escenario con la ecuación (A.7) (fuera o dentro del rango lineal) (ver
parte izquierda de la figura A.5).
• Calibración con uniformización: En este caso no conoceremos las temperatu-
ras asociadas a las referencias fría y caliente (igualmente, ya estén fuera o dentro
de rango lineal), por lo que lo que obtendremos será una ganancia y offset de
uniformización (matrices GainUnifi y Off
Unif
i ) y unos valores de ganancia y off-
set efectivos (escalares GainE y OffE) que nos permitirán calcular la radiancia
del escenario (dentro o fuera del rango lineal) (ver parte derecha de la figura
A.5). Tanto en un caso como en otro, si conocemos la emisividad y la relación
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radiancia-temperatura podremos obtener la temperatura del escenario.
Figura A.5: Esquema en el que se detallan todos los pasos a seguir en una calibración no ideal
Comparaciones. A fin de compara los resultados en cuanto a grado de uniformización
y exactitud del valor recuperado de radiancia, mostramos en la figura A.6 un perfil hori-
zontal de la imagen de radiancia obtenido para cada caso: en (a) para los 4 casos en los
que se ha analizado la imagen escenario dentro de rango lineal (casos a) y en (b) para los
4 casos en los que se ha analizado la imagen escenario fuera de rango lineal (casos b) .
Si en lugar de perfiles horizontales, tenemos una imagen, podemos comprobar que
sólo en el caso 1a (que sería el caso de calibración ideal), la imagen se ha uniformizado
correctamente, dando para todos los píxeles el mismo valor de radiancia para una misma
temperatura. Se puede apreciar la diferencia en las dos imágenes de la figura A.7.
En la tabla A.6 se muestra cuál era la dispersión de los datos antes y después de realizar
las calibraciones.
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Píxeles



















(a) Lineas horizontales para los 4 casos en los que la imagen escenario estaba dentro del
rango lineal. Los casos 1a y 3a coinciden y proporcionan el valor correcto y uniforme.
Los casos 2a y 4a coinciden pero al tener las referencias fuera de rango no recuperan el
valor correcto de radiancia y lo hacen con ruido.
Píxeles


















(b) Lineas horizontales para los 4 casos en los que la imagen escenario estaba fuera del
rango lineal. Los casos 1b y 3b coinciden, así como los 2b y 4b, pero ahora en ningún
caso se recupera el valor correcto y tampoco se consigue uniformizar.
Figura A.6: Resumen de las uniformizaciones-calibraciones obtenidas para cada uno de los casos analizados
Para diferenciar los resultados obtenidos, dividiremos las conclusiones por un lado los
casos a (escenario dentro de rango lineal) y por otro lado, los casos b (escenario fuera de
rango lineal):
Escenario dentro de rango lineal: Los casos 1a y 3a, cuyas referencias están den-
tro de rango lineal, reproducen prácticamente error (0 %) los valores esperables de
radiancia, que en este caso era L = 2W/m2sr. En cambio, si se utilizan referencias
fuera de rango lineal (casos 2a y 4a) aunque el escenario esté dentro de rango lineal,
los errores cometidos en la recuperación del valor esperado aumentan considerable-
mente y en ambos casos, se recupera una sobreestimación de la radiancia (+5,77 %).
Escenario fuera de rango lineal: En estos cuatro casos no se recupera en ninguna
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Imagen calibrada caso 1a




















L (W/m2 · sr)
(a)
Imagen calibrada caso 4b



















Figura A.7: Ejemplo de imágenes de calibración. (a) Caso 1a; (b) Caso 4b
σND (σND/ 〈ND〉)× 100 σL ( 〈L〉−LesperableLesperable )× 100( %)
Caso 1a
2.22 5,51 · 10−4
4,97 · 10−17 0
Caso 2a 1,58 · 10−4 + 5.77
Caso 3a 6,87 · 10−17 0
Caso 4a 1,58 · 10−4 +5.77
Caso 1b
7.65 9,03 · 10−4
4,50 · 10−4 -5.08
Caso 2b 1,85 · 10−4 +1.94
Caso 3b 4,50 · 10−4 -5.08
Caso 4b 1,85 · 10−4 +1.94
Tabla A.6: Desviación estándar y tantos por ciento en la dispersión de los valores de la imagen antes y des-
pués de la calibración. El subíndice ND se refiere a las imágenes antes de procesar mientras que el subíndice
L a las imágenes una vez procesadas.
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simulación la radiancia esperada. Aunque se puede apreciar que los casos que dan
valores más cercanos son el 2b y el 4b, que son con los que se ha trabajado también
(al igual que el escenario) con referencias fuera de rango lineal; siendo +1,94 % los
porcentajes obtenidos en ambos casos.
En resumen, en vista de los resultados obtenidos se puede afirmar que no se aprecia
ninguna diferencia entre el calibrado con uniformización y el calibrado directo
A.2.2. Comprobación de la calibración en imágenes experimentales
Una vez hechas las comprobaciones en imágenes simuladas, vamos a ver qué ocurre
con imágenes reales. La cámara que se ha utilizado para este estudio es la misma que
la usada a lo largo de toda la tesis, es decir una cámara multiespectral refrigerada de
Thermosensorik, modelo 640, trabajando en el rango de 3− 5µm.
Para obtener la respuesta del detector en el laboratorio, vamos a hacer uso de dos
cuerpos negros extensos diferentes: uno para temperaturas desde 12◦C hasta 45◦C (al que
llamaremos cuerpo negro pequeño) y otro para temperaturas desde 50◦C hasta 80◦C (que
denominaremos cuerpo negro grande). Los casos que estudiaremos serán los mismos que
en el apartado [A.2.1].
La respuesta del detector para varios píxeles en un área central es la que viene dada
por la curva representada en la figura A.8.






















Figura A.8: Curvas de respuesta del detector para una cámara IR trabajando en el rango de 3 − 5µm. Se
representa nivel digital frente a radiancia integrada para cuatro puntos distintos del detector.
Como se puede apreciar, para valores grandes de la radiancia, la respuesta del detec-
tor no es lineal. Esto nos servirá para poder hacer las suposiciones que se hicieron en el
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apartado [A.2.1] y comprobar qué mejoras presenta cada tipo de calibración de un modo
experimental.
Cuerpo negro grande: Para obtener imágenes y referencias dentro y fuera del rango li-
neal, en los casos que se mostrarán a continuación, se ha trabajado con lo que llamamos
cuerpo negro grande. Éste es igualmente un cuerpo negro extenso pero que alcanza mayores
temperaturas, por lo que podremos llevar al detector a regímenes de trabajo no lineales
y así poder comprobar todos los casos de manera análoga al apartado [A.2.1] de las imá-
genes simuladas. El estudio de la respuesta de un píxel cualquiera nos da la curva que se















Figura A.9: Respuesta del detector para el rango de temperaturas con el que se ha trabajado con el CN
grande. En rojo, la zona lineal junto a los valores escalares de ganancia y offset.
presenta en la figura A.9. Para este CN se han tomado las siguientes temperaturas: 50, 55,
60, 65, 70, 75 y 80 ◦C. Como se puede observar, existe un rango lineal que corresponde a
la región comprendida entre los 50 y los 60◦C y que en la figura está representado en color
rojo y un rango claramente no lineal (color azul). Los valores utilizados para cada caso
aparecen en la tabla A.7.
Comparaciones: En la figura A.10 se presentan los resultados obtenidos para todos
los casos cuando el escenario estaba dentro de rango lineal (casos a) y cuando el escenario
estaba fuera de rango lineal (casos b).
Por último, en la tabla A.8, se presentan las desviaciones típicas y las desviaciones en
% para cada uno de los casos.
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T (◦C)
Escenario dentro rango lineal 55
Escenario fuera rango lineal 70
Referencia fría dentro rango lineal 50
Referencia caliente dentro rango lineal 60
Referencia fría fuera rango lineal 50
Referencia caliente dentro rango lineal 75
Tabla A.7: Valores de temperatura escogidos para los escenarios y las referencias utilizados en cada uno de
los casos en la comprobación de las calibraciones.
Píxeles











































Figura A.10: (a) Comparación de los 4 casos estudiados para escenario dentro de rango lineal; (b) Compa-
ración de los 4 casos estudiados para escenario fuera de rango lineal.




Caso 2a 0.24 4.69
Caso 3a 0.03 0.65




Caso 2b 0.12 1.54
Caso 3b 0.32 5.45
Caso 4b 0.75 10.94
Tabla A.8: Desviación estándar y tantos por ciento en la dispersión de los valores de la imagen antes y des-
pués de la calibración. El subíndice ND se refiere a las imágenes antes de procesar mientras que el subíndice
L a las imágenes una vez procesadas.
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CFRP Polímeros reforzados de fibra de carbono
(del inglés Carbon Fiber Reinforced Polymers)
CN Cuerpo Negro
FFT Transformada rápida de Fourier
(del inglés Fast Fourier Transform)
FPA Matriz de plano focal
(del inglés Focal Plane Array)
ft Función de transferencia
GFRC Polímeros reforzados de fibra de vidrio
(del inglés Glass Fiber Reinforced Polymers)
IR Infrarrojo
irf Función de respuesta a impulso
(del inglés Impulse Response Function)
MIR Infrarrojo medio
(del inglés Mid InfraRed)
ND Nivel Digital
NDT Análisis no destructivo
(del inglés Non-Destructive Testing)
NDT-IR Análisis no destructivo infrarrojo
(del inglés Non-Destructive Testing InfraRed)
NIR Infrarrojo cercano
(del inglés Near InfraRed)
obj Objeto
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236 Glosario de términos
PCA Análisis por componentes principales
(del inglés Principal Component Analysis)
PCs Componentes Principales
(del inglés Principal Components)
PCT Termografía por componentes principales
(del inglés Principal Component Thermography)
PT Termografía pulsada
(del inglés Pulsed Thermography)
SDPT Sistema Dual de Perfiles Térmicos
SNR Relación señal a ruido
(del inglés Signal Noise Ratio)
SWIR Infrarrojo de onda corta
(del inglés Short Wavelenght InfraRed)
TF Transformada de Fourier
TIR Infrarrojo térmico
(del inglés Thermal Infrared)
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Símbolos
α Difusividad térmica (m2/s)
αadaptado Difusividad térmica obtenida
mediante el método flash adaptado
αmultivariable Difusividad térmica obtenida
mediante el ajuste multivariable
αPCA Difusividad térmica obtenida mediante
el análisis de componentes principales
αt0,5 Difusividad térmica obtenida
mediante el método flash clásico
Bi Número de biot (adimensional)
cp Calor específico (J/kgK)
Cr Contraste relativo
ε Emisividad (adimensional)−→
φ Vector de densidad
de flujo de calor (W/m2)
φ0 Densidad de flujo
externo de radiación (W/m2)
h Coeficiente de transferencia
de calor (W/m2K)
hD Coeficiente de transferencia de calor
para la cara delantera (W/m2K)
hef Coeficiente de convección
eficaz (W/m2K)
hT Coeficiente de transferencia de calor
para la cara trasera (W/m2K)
κ Conductividad térmica (W/mK)
q˙ Tasa de transferencia de calor (W )
Q0 Energía por unidad de área (J/m2)
ρcp Calor específico volumétrico (J/m3K)
s Variable de la Transformada de Laplace
en el dominio de la frecuencia
238 Glosario de términos
t∗ t estrella: tiempo adimensional
o número de Fourier
tfin Duración de la excitación escalón (s)
tmax tiempo que tarda la muestra
en alcanzar la Tmax (s)
t∗min Valor mínimo del vector de tiempos
para la convolución (adimensional)
t∗step Valor del paso del vector de tiempos
para la convolución (adimensional)
t0,5 tiempo que tarda la muestra
en alcanzar la mitad de su Tmax (s)
T ∗ Temperatura normalizada
Tdef Temperatura en zona de defecto
T (L) Temperatura en cara trasera
medida respecto al ambiente (K)
Tlim Temperatura adiabática final
Tmax Temperatura máxima alcanzada
Tsano Temperatura en zona sin defecto
Tsemi−inf Temperatura del sólido semiinfinito
T (0) Temperatura en cara delantera
medida respecto al ambiente (K)
U(L, t) Evolución de la temperatura normalizada
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