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a b s t r a c t
Wen Li (J. Comput. Appl. Math., 182 (2005) 81–90) asserted that there are some errors
in article by Hiroshi Niki, Kyouji Harada, Munenori Morimoto and Michio Sakakihara (J.
Comput. Appl. Math., 164–165 (2004) 587–600). And Li presented a new proof for the
corresponding results in H. Niki et al. In this paper, we point out some errors in Li’s
assertion. Moreover, we show that a new proof presented by Li is imperfect.
Crown Copyright© 2009 Published by Elsevier B.V. All rights reserved.
1. Introduction
Let us consider the Gauss-Seidel iterative method for the following preconditioned linear system with order n,
PAx = Pb. (1)
Here A = (ai,j) is a nonsingular M-matrix (that is, Z-matrix for which A−1 ≥ O), P is a preconditioner with a positive real
number, and x and b are vectors. In this paper, we assume without loss of generality that the A = I − L − U, and I is the
identitymatrix, L and U are strictly lower and strictly upper triangularmatrices ofA, respectively. In 1991, the preconditioner
PS = I + S introduced by Gunawardena et al. [1], where
S = (si,j) =
{−ai,i+1 for i = 1, 2, . . . , n− 1,
0 otherwise.
Then AS = (I + S)A can be written as follows:
AS = I − L− U + S − SL− SU = MS − NS,
where
MS = (I − DS)− (L+ ES), and NS = U − S + SU,
and DS, ES are the diagonal and strictly lower parts of SL, respectively. If ai,i+1ai+1,i 6= 1 (1 ≤ i ≤ n − 1), then MS is
nonsingular. Therefore, the Gauss-Seidel iterative matrix TS for AS becomes
TS = M−1S NS = {(I − DS)− (L+ ES), }−1(U − S + SU).
which is referred to as the modified Gauss-Seidel iterative matrix. Gunawardena et al. [1] proved the following inequality:
ρ(TS) ≤ ρ(T ) < 1,
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where T = (I − L)−1U and ρ(·) denotes spectral radius. The elements (aSi,j) of AS is given by
(aSi,j) =
{
ai,j − ai,i+1ai+1,j, 1 ≤ i < n,
an,j 1 ≤ j ≤ n. (2)
In 2003, Kotakemori et al. [2] proposed to use Pm = (I + Sm), where Sm is defined by
Sm = (smi,j) =
{−ai,ki for 1 ≤ i < n, i+ 1 ≤ j ≤ n,
0 otherwise. (3)
And they proved that the comparison theorem such that ai,i+1ai+1,j ≤ ai,kiaki,j, i = 1, 2, . . . , n−1, j ≤ i. PS and Pm are called
the upper preconditioner.
Li shows the counterexample which does not hold ρ(TS) ≥ ρ(Tm), where Tm denotes the iterative matrix of Am = PmA.
And author asserted that the comparison theorems in [3] are not true. In Section 2, we analyze these theorems in detail.
And we counterargue that the author’s assertion is not true. As shown in Eqs. (1) and (3), the preconditioned effect is not
observed on the last row. In 2003, Morimoto et al. [4] proposed a preconditioner
PR1 = I + R,
where R is defined as
R = (rn,j) =
{−an,j, 1 ≤ j ≤ n− 1,
0 otherwise.
Here, R is referred to as the n− th preconditioner. Then the elements of AR1 = PR1A can be written as follows:
(aR1i,j ) =





an,kak,j, 1 ≤ j ≤ n.
And they proved that ρ(TR1) ≤ ρ(T ). Morimoto et al. also presented preconditioners, which are given by combination of R
with preconditioner PS or Pm, and they show that the convergence rates of the combinedmethods are better than those of the
Gauss-Seidelmethod appliedwith other preconditioners. In 2004,Niki et al. presented the preconditioner PR = (I+S+R) [3],
and proved the comparison theorem under the condition A−1S ≥ A−1R . Li shows the counterexample which does not satisfy
A−1S ≥ A−1R . This indication is right. This inequality is unnecessary to prove the theorem. By deleting this inequality, we can
achieve the correct proof. In Section 3, We discuss the comparison theorem of AR. We next present the lemma and theorem
proposed by Li. And we point out that in the proofs of the lemma and theorems, there are some mistakes. Therefore, the
results introduced by Li are imperfect.
2. A comparison result with the upper preconditioner
We review some known results used in this and the next sections.
Definition 2.1 (Frommer and Szyld [5], Definition 3.3). Let A be an n× n real matrix. The representation A = M −N is called
1. regular ifM−1 ≥ O and N ≥ O,
2. weak regular ifM−1 ≥ O andM−1N ≥ O,
3. M splitting ifM is anM-matrix and N ≥ O,
4. H-splitting if 〈H〉 − |N| is anM-matrix,
5. H-splitting if 〈A〉 = 〈M〉 − |N|.
Corollary 2.2 (R. Varga [6], Corollary 1). If A = (aij) is a real matrix, irreducibly diagonally dominant n×nmatrix with (aij) ≤ 0
for all i 6= j, and aii > 0 for all 1 ≥ i ≥ n, then A−1 > O.
Theorem 2.3 (R. Varga [6], Theorem 2.20). Let A ≥ O be an n× n matrix. Then,
1. A has a nonnegative real eigenvalue equal to its spectral radius. Moreover, this eigenvalue is positive unless A is reducible and
the normal form of A is strictly upper triangular.
2. To ρ(A) there corresponds a nonzero eigenvector x ≥ 0.
3. ρ(A) does not decrease when any entry of A is increased.
Theorem 2.4 (A.D. Gunawardena et al. [1], Theorem 2.2). Let A be a nonnegative matrix. Then:
(a) If αx ≤ Ax for some nonnegative vector x, x 6= 0, then α ≤ ρ(A).
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(b) If Ax ≤ βx for some positive vector x, then ρ(A) ≤ β . Moreover, if A is irreducible and if
0 6= αx ≤ Ax ≤ βx
for some nonnegative vector x, then α ≤ ρ(A) ≤ βx and x is a positive vector.
We give several results related to Pm.
Lemma 2.5 (Kotakemori et al. [2], Lemma 3.4, [3], Lemma 2.7). Let A be an irreducibly diagonally dominant Z-matrix. Suppose
that ai,i+1ai+1,j ≤ ai,kiaki,j, 1 ≤ i ≤ n− 1, j ≤ i. Put Am = Mm − Nm, then the following inequality holds.
M−1m ≥ M−1S ≥ O.
Theorem 2.6 (Kotakemori et al. [2], Theorem 3.6, [3], Theorem 2.8). Let A be an irreducibly diagonally dominant Z-matrix. Let
AS = MS − NS and Am = Mm − Nm are the Gauss-Seidel splittings. Under the assumptions made in Lemma 2.5, there exists a
positive vector x such that 0 ≤ ASx ≤ Amx. Then,
ρ(M−1m Nm) ≤ ρ(M−1S NS).
We present the famous comparison theorem of two deferent iterative matrices. Let B be a real Banach space,B′ its dual and
L(B) the space of all bounded linear operators mapping B into itself. We assume that B is generated by the normal cone K [7].
As is defined in [7], the operator A ∈ L(B) has the property ‘‘d’’ if its dual A′ possesses a Frobenius eigenvector in the dual
cone K ′ which is defined by
K ′ = {x′ ∈ B′ : 〈x〉 = x′(x) ≥ 0 for all x ∈ K}.
As is remarked in [7,8], when B = Rn and K = Rn+, all n × n matrices have the property ‘‘d’’. Therefore, the case that we
discuss fulfills the property ‘‘d’’. For the space of all n× nmatrices, the theorem of Marek and Szyld can be stated
Theorem 2.7 (Ivo Marek and Daniel B. Szyld [7], Theorem 3.13). Let A1 = M1 − N1 and A2 = M2 − N2 be weak regular
splittings with T1 = M−11 N1, T2 = M−12 N2 having property ‘‘d’’, and ρ(T1) < 1, ρ(T2) < 1. Let x ≥ 0, z ≥ 0 be such that
T1x = ρ(T1)x, T2z = ρ(T2)z . Let A−12 ≥ O and A−12 ≥ A−11 . If either
N2x ≥ N1x ≥ 0, or N2z ≥ N1z,N1z ≥ 0, with z > 0, (4)
then
ρ(T1) ≤ ρ(T2). (5)
Moreover, if A−12 > O and if N1 6= N2, then
ρ(T1) < ρ(T2). (6)
Theorem 2.8 (Ivo Marek and Daniel B. Szyld [7], Theorem 3.15). Let A1 = M1−N1 and A2 = M2−N2 be weak regular splittings
with T1 = M−11 N1, T2 = M−12 N2 having the property ‘‘d’’. Let x ≥ 0, z ≥ 0 be such that T1x = ρ(T1)x, T2z = ρ(T2)z . If
M−11 ≥ M−12 , (7)
and either
(A1 − A2)x ≥ 0, A1x ≥ 0, or (A1 − A2)z ≥ 0, with z > 0, (8)
then
ρ(T1) ≤ ρ(T2). (9)
Moreover, if M−11 > M
−1
2 and if N1 6= N2, then
ρ(T1) < ρ(T2).
Remark 2.9. Theorem 2.8 is equivalent to Theorem 2.6. Li asserts that Theorem 2.6 is not true. It means that Theorem 2.8 is
not true.
2.1. Comments on Example 2.1 and Remark 2.1 in [9]
In [3], there is the following writing:
‘‘. . . Pα = (I + αS) instead of PS = (I + S), where α = (α1, α2, . . . , αn−1)T ∈ Rn−1, αi > 1, 1 ≤ i < n. There
exists α′ ∈ Rn−1 such that Aα>1 is a diagonally dominant matrix (Note: The interest reader is referred to [10])’’ Under
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the assumptions above, there exists the upper bound α′′ of α such that Aα>1 = Mα>1 − Nα>1 is a weak regular splitting for
α = (1, α2, α3, . . . , αn−1)T ∈ Rn−1, αi > 1, 2 ≤ i ≤ n−1. It is difficult work to estimate the upper bound a priori. It follows
from [10] that the upper bound is an optimum parameter. Since the elements of the matrix tested are constructed of only
1 and−1 except for the n-th row, there does not exist Aα>1 being weak regular. We show a simple example to the existing
Aα′′ .
A =





We obtained α′′ = (1, 1.54028)T by computation. Then
Aα′′ =

















Obviously, Aα is not weak regular, but Aα is an H-compatible splitting, and ρ(Tα) = 0.0824 < ρ(Tα′′). For α2 = 4.5, we
have ρ(Tα=4.5) = 0.0229. By the way, ρ(TS) = 0.0927. Hence, the descriptions of Example 2.1 and Remark 2.1 in [9] are
mistakes. An assertion is the content based on incomplete knowledge.
2.2. Comments of counterexample for Am
Li pointed out that there exists a counterexample [9] for the comparison theorems described above.
A =

1 −0.1 −0.1 −0.1 −0.2
−0.1 1 −0.1 −0.1 −0.2
−0.1 −0.1 1 −0.1 −0.2
−0.1 −0.1 −0.1 1 −0.2




0.99 0 −0.11 −0.11 −0.22
−0.11 0.99 0 −0.11 −0.22
−0.11 −0.11 0.99 0 −0.22
−0.12 −0.12 −0.12 0.98 0




0.98 −0.12 −0.12 −0.12 0
−0.12 0.98 −0.12 −0.12 0
−0.12 −0.12 0.8 −0.12 0
−0.12 −0.12 −0.12 0.98 0




1.0101 0 0 0 0
0.1122 1.0101 0 0 0
0.1247 0.1122 1.0101 0 0
0.1527 0.1374 0.1237 1.0204 0




1.0204 0 0 0 0
0.1249 1.0204 0 0 0
0.1402 0.1249 1.0204 0 0
0.1574 0.1402 0.1249 1.0204 0
0.1443 0.1286 0.1145 0.1020 1
 .
And we have
ρ(TS) = 0.1497, x = (1, 0.6923, 0.5641, 0.2763, 0.2533)T
and
ρ(Tm) = 0.1555, z = (1, 0.6279, 0.3943, 0.2476, 0.2270)T.
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From above results, the following inequalities hold:
(AS − Am)x = (0.0458, 0.0317, 0, 0, 0)T ≥ 0,
and (AS − Am)z = (0.0418, 0.01613, 0, 0, 0)T ≥ 0.
Thus ρ(TS) ≤ ρ(Tm) holds. But we have M−1m ≥ M−1S . Namely, for such special matrix, Theorems 2.6–2.8 are imperfect.
Kohno et al. [11] analyzed the reason why such a counterexample may be produced. And they show that this phenomenon
yields only amatrixwith the form LT ≤ U .Moreover, they proposedpreconditioners holdingρ(TS) ≥ ρ(Tm)unconditionally.
Now we consider the following matrix A′ which differs only in the value of a5,1 = −0.2 from above example.
A′ =

1 −0.1 −0.1 −0.1 −0.2
−0.1 1 −0.1 −0.1 −0.2
−0.1 −0.1 1 −0.1 −0.2
−0.1 −0.1 −0.1 1 −0.2
−0.2 −0.1 −0.1 −0.1 1
 .
Put A′∗ = M ′∗ − N ′∗, where * denotes S orm.
A′S =

0.99 0 −0.11 −0.11 −0.22
−0.11 0.99 0 −0.11 −0.22
−0.11 −0.11 0.99 0 −0.22
−0.14 −0.12 −0.12 0.98 0




0.96 −0.12 −0.12 −0.12 0
−0.14 0.98 −0.12 −0.12 0
−0.14 −0.12 0.98 −0.12 0
−0.14 −0.12 −0.12 0.98 0





1.0101 0 0 0 0
0.1122 1.0101 0 0 0
0.1247 0.1122 1.0101 0 0
0.1733 0.1374 0.1237 1.0204 0





1.0417 0 0 0 0
0.1488 1.0204 0 0 0
0.1670 0.1249 1.0204 0 0
0.1875 0.1402 0.1249 1.0204 0
0.2587 0.1286 0.1145 0.1020 1
 .
For this matrix, we have (M ′m)−1 ≥ (M ′S)−1, and ρ(T ′S) = 0.1863 > ρ(T ′m) = 0.1682. However, for x = (1, 0.7346,
0.6312, 0.3101, 0.3676)T, we cannot (A′m − A′S)x ≥ 0 and (A′m − A′S)x = (−0.0467,−0.0353, 0, 0, 0)T ≤ 0 is obtained. As
result, additional assumptions are needed for the comparison theorems (for example, Theorem2.8). Research into additional
assumptions is future work.
3. A comparison result with the n-th preconditioner
Theorem 3.1 (M. Morimoto et al. [4] Theorem 3.4). Let AS be anM-matrix.
Then AS = MS − NS and AR1 = (I + R)A = MR1 − NR1 be the Gauss-Seidel splittings with TS = M−1S NS and TR1 = M−1R1 NR1 . Let
x ≥ 0 be such that TSx = ρ(TS)x Then the following inequality holds:
ρ(M−1R1 NR1) ≤ ρ(M−1S NS).
Proof. From the assumption, we have
MSx = 1
ρ(MSNS)
NSx ≥ 0. (10)
Since R ≥ O, ASx ≥ 0 and NS = NR1 , we have
((I + R)AS − AS)x = (MR1 −MS)Ax = RASx ≥ 0. (11)
From Eq. (10), we have:




2418 T. Kohno, H. Niki / Journal of Computational and Applied Mathematics 233 (2010) 2413–2421
SinceM−1R1 ≥ O, the following inequality holds:
(M−1S −M−1R1 )NSx = ρ(M−1S NS)x− ρ(M−1R1 NR1)x ≥ 0.
It easily follows from Theorem 2.7 that
ρ(M−1R1 NR1) ≤ ρ(M−1S NS) < 1. (12)
Moreover, if A−1S > O (A is an irreducibly diagonally dominant Z-matrix), then RASx > 0 holds. Therefore, the following
inequality holds:
ρ(M−1R1 NR1) < ρ(M
−1
S NS).  (13)
Theorem 3.2. Let AS be an M-matrix. Then AS = MS − NS and AR = (I + S + R)A = MR − NR be the Gauss-Seidel splittings
with TS = M−1S NS, TR = M−1R NR. Let z ≥ 0 be such that TSz = ρ(TS)z Then the following inequality holds:
ρ(M−1R NR) ≤ ρ(M−1S NS).
Moreover, if A−1S > O,
ρ(M−1R NR) < ρ(M
−1
S NS). (14)
Proof. Since A is anM-matrix, AS is also anM-matrix. By putting AR = (I + S + R)A instead of AR1 , the proof is analogous
to that of Theorem 3.1 
3.1. Comments of Lemma 3.1
αS rewrite as Sα . In proving Lemma 3.1 in [9], there is incorrect expression. The term (I + Sα)−1 is expanded as follows:
(I + Sα)−1 = (I + Sα − (Sα)2 + (Sα)3 − · · · + (−1)nSnα + · · ·)
But this expansion is inaccurate, because Snα = 0. Therefore, the following expansion is correct.
When n is an odd, we have:
S2α − S3α + · · · + (−1)n−1Sn−1α = S2α(I − Sα + S2α − · · · + (−1)n−3Sn−3α )
= S2α(I + S2α + S3α + · · · + (−1)n−4Sn−4α )(I − Sα)
= S2α(I − S2α)−1(I − Sα).
In [9], only this expression is obtained. On the other hand, when n is an even, as same way as above, we have:
S2α − S3α + · · · + (−1)n−1Sn−1α = S2α(I − S2α)−1(I − Sα)+ (−1)n−3Sn−3α .
3.2. Comment of Remark 3.1
Remark 3.3 (Remark 3.1 [9]). A natural question is under which active assumptions inequality (12) is strict. Particularly, if
A is irreducible, is inequality (12) strict? This question is negative. For example, let A be as in Example 2.1. [9]. Let
A =
 1 −1 0 00 1 −1 00 0 1 −1
−0.5 0 0 1
 .
Then by a simple computation we have
TS =
0 0 1 00 0 0 10 0 0.5 0
0 0 0.5 0
 , TR =
0 0 1 00 0 0 10 0 0.5 0
0 0 0 0.5
 .
It is easy to see that ρ(TR) = ρ(TS) = 0.5. Hence in order that the inequality ρ(TR) < ρ(TS) holds, some additional
assumptions are needed for A.
The author asserts that although A is irreducible, ρ(TR) < ρ(TS) does not hold. The author’s assertion is a mistake. As
shown in Theorem 3.2, if AS is irreducible, the inequality ρ(TR) < ρ(TS) holds. Let A be irreducible. Then AS is reducible or
irreducible. Hence, the irreducible matrix A does not guarantee ρ(TS) > ρ(TR).
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3.3. Comments of Theorem 3.5[9]
Theorem 3.4 (Wen Li [9], Theorem 3.5). Let A = (aij) ∈ Rn×n(n ≥ 3) be a nonsingular M-matrix with ai,i+1ai+1,i > 0, (i =
1, . . . , n− 1), and there exists an i, i ≤ n− 2 such that an,j 6= 0, then
ρ(TR) < ρ(TS).












where T ′2,2 is an irreducible nonnegative matrix of order n − 2. Then ρ(TS) = ρ(T ′2,2) has a positive eigenvector x such
that TSx = ρ(TS)x [1]. Since T2,2 is also an irreducible matrix of order n − 2, TR should be a positive eigenvector z such
that TRz = ρ(TR)z . But Li asserts that z is nonnegative vector z = (0, z¯). Why is it so?.
2. We summarize the assertion in the proof of Theorem 3.4 as follows.
For tridiagonal matrix added by an,n−1 6= 0, and an,n−1an−1,n−2 6= 0, Since both AS and AR are irreducible, ρ(TS) > ρ(TR)
holds.
This assertion is a mistake as shown below. Let
A =
 1.0 −0.5 0 0−0.5 1.0 −0.5 00 −0.5 1.0 −0.5
0 −0.1 −0.5 1.0
 .
AS =
 0.75 0.0 −0.5 0.0−0.5 0.75 0 −0.250 −0.55 0.75 0.0
0.0 −0.1 −0.5 1.0
 , AR =
 0.75 0 −0.25 0.0−0.5 0.75 0.0 −0.250.0 −0.55 0.75 0.0
−0.05 −0.25 −0.05 0.75
 .
Obviously, AS is reducible and AR is irreducible. We consider the following irreducible matrix.
A =
 1.0 −0.5 0 0−0.5 1.0 −0.5 00 −0.5 1.0 −0.5




 0.75 0 −0.25 0−0.50 0.75 0 −0.25−0.05 −0.5 0.75 0.0
−0.1 0.0 −0.5 1.0
 , AR =
 0.75 0 −0.25 0−0.5 0.75 0 −0.25−0.05 −0.5 0.75 0.0
0.0 −0.30 −0 0.75
 ,
For this example, AS is irreducible, but AR is reducible. For matrix AS and AR cannot exist in an irreduciblematrix together.
By the way, for the former example, we have ρ(TS) = 0.3612 > 0.3420 = ρ(TR) and for the latter example, we have
ρ(TS) = 0.3185 > 0.3081 = ρ(TR). We consider the following irreducible matrix.
A =
 1.0 −0.5 0 0−0.5 1.0 −0.5 00 −0.5 1.0 −0.5




 0.75 0 −0.25 0−0.50 0.75 0 −0.25−0.05 −0.55 0.75 0.0
−0.1 −0.1 −0.5 1.0
 , AR =
 0.75 0 −0.25 0−0.50 0.75 0 −0.25−0.05 −0.55 0.75 0.0
0.05 −0.30 −0.05 0.75
 ,
Obviously, both AS and AR are irreducible. And we have ρ(TS) = 0.3612 > 0.3420 = ρ(TR). Therefore, it does not follow
from Theorem 3.4 that AS is irreducible such that ρ(TS) > ρ(TR).
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3.4. Comments in Remark 3.2 [9]
Remark 3.5 (Remark 3.2 [9]). (1) The assumptions that there is an i, i ≤ n − 2 such that an,i 6= 0 cannot be omitted. for
example, let
A =
 1.0 −0.5 0 0−0.5 1.0 −0.5 00 −0.5 1.0 −0.5




 0.75 0 −0.25 0−0.5 0.75 0 −0.250 −0.5 0.75 0
0 −0.25 0 0.75
 , and AS =
 0.75 0 −0.25 0−0.5 0.75 0 −0.250 −0.50 0.75 0
0 0 −0.5 1
 .
A simple computation gives that
TR = TS =
0 0 0.3333 00 0 0.2222 0.33330 0 0.14815 0.2222
0 0 7.4074× 10−2 0.1111
 ,
from which one can compute that ρ(TR) = 0.25926 = ρ(TS).
(2) By Remark 3.1, it is known that assumption ai,i+1ai+1,i > 0, i = 1, . . . , n− 1 cannot be omitted.
3.5. Comments of Remark 3.5
1. In (1), Li shows that for the tridiagonal matrix, ρ(TS) = ρ(TR) holds. We show that there exists another matrix such that
ρ(TS) = ρ(TR). Let
A =
 1.0 −0.5 −0.2 −0.1−0.5 1.0 −0.5 −0.10 −0.5 1.0 −0.5




 0.80 0 −0.45 −0.15−0.40 0.75 0 −0.350 −0.50 0.75 0
0 0 −0.5 1.0
 , AR =
 0.80 0 −0.45 0−0.40 0.75 0 −0.350 −0.50 0.75 0
0 −0.25 −0 0.75
 ,
TS = TR =
0 0 0.5625 0.18750 0 0.2222 0.33330 0 0.2000 0.3778
0 0 0.1000 0.1889
 .
And we have ρ(TS) = ρ(TR) = 0.3889. We explain the reason to hold ρ(TS) = ρ(TR). The values ofM−1S andM−1R differ
only in the elements of (n, n − 1) and (n, n). Since NS is strictly an upper matrix, and (NS)i,j = 0 (i = n − 1, n), in the
computation of (TS)nj and (TR)nj neither (M−1S )nj nor (M
−1
R )nj (j = n− 1, n) are not used. Therefore, ρ(TS) = ρ(TR) holds
under the condition anj = 0 (1 ≤ j ≤ n − 2). Thus ρ(TS) = ρ(TR) always holds regardless of the order of the matrix.
From the result above, we know that for amatrix with ai,j = 0, j ≤ i−1, 2 ≤ i ≤ n, ρ(TS) = ρ(TR) holds. The beginning
sentence of Remark 3.5 is an inappropriate expression. The following description is approximate.
Let A having ai,j = 0, (j ≤ i− 1, 2 ≤ i ≤ n) be anM-matrix. Then the preconditioned effect of PR cannot be obtained.
2. (2) A hypothesis cannot be introduced from Remark 3.1. Since a nonsingularM-matrix is a Z-matrix, from Corollary 2.2
ai,i+1ai+1,i > 0 always holds. Hence, the above hypothesis is not necessary.
3. (3) Since it is trivial that for n = 2, ρ(TS) = 0, Gunawardena et al. are not described intentionally. For ρ(TR) = 0 is also
the same.
From above results, we conclude as follows:
A proof of Theorem 3.2 is simpler, and it easily follows from Eq. (14) that if A is irreducible, the inequality ρ(TS) > ρ(TR)
holds. As described in the comments, the proof of the comparison theorem introduced by Li has some errors, Especially, the
derivation of ρ(TS) < ρ(TR) is imperfect.
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