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和文抄録：本稿では、現在最もホットなトピックの１つとしてある人工知能（AI)、デイープラーニ
ング（DEEPLEARNING）の登場に至るまでの当該分野ヒストリーをラフレビューし、ブームをもた
らした革新的なＡＩの諸特性、取り巻く状況、展望を記した。
ニューラルネットワークを多層化することで得た、高精度の画像や音声の認識を初め、いくつかの
分野で人間超えを射程内に入れたAI、それ故に多種多様なサービスへの期待の扉が開かれつつある一
方で､シンギュラリテイ（技術特異点）についても知見の積み増しが必至とされていることを付した。
AIの進展故に予測される功罪へ思いを馳せ、種々の未来ストーリーを展望した。
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はじめに
2015年も半ば入りし、各分野それぞれにドライビングフオース、ニュームーブメントが本格稼働ないし姿を
整えつつある。情報通信の世界においても、各領域各層固有のニューテクノロジーが、ナノテクやライフサイ
エンス等、他の注目分野技術との融合、複合により新たな展開・進捗を見せつつある。
果して、近時IT業界フロンティアにおいて、最もホットなターケットの１つとなっているのが人工知能（Ar‐
tificiallntelligence、以下AIと記す）であるが、これは正に「ブー ム」！と見取れる。ＡＩの本格的な研究開発は
1950年代にスタートしたとされているが、以後２度の冬の時代を経て、現在はブーム第３期、革新的なデイー
プラーニングの登場で、関連する各分野は織烈な研究開発競争を繰り広げている。その成果は何れも驚異的で
あり、自主学習機能を獲得したニューラルネットワーキングの革新性は、まだ未解決の課題が多いとはいえ、
既に人間の能力を越えた実力の成果もいくつか報告されている。故に、今後の展開が多方面において大いに注
目され、期待されているという次第である。
さて、ＡＩが人間の能力を越えることが射程に入ったとされる今日、いわゆる技術的特異性（たchnological
SingUlarity：以下シンギュラリティと記す）も付随して語られるようになっている。新フェー ズ入りしたＡＩへ
の注目度が、並行してその加速する進展の先に懸念される諸問題についての検討も、急遼促し始めていること
が特記される。とにかくブレークスルーのあった機械学習のインパクトは極めて大きく、各界のフロンティア
では、その無限とも見込まれている能力評価と同時に適用可能性の模索､検討が急ピッチで進められつつある。
我が国においても、アメリカはシリコンバレーからの帰国者がデイープラーニングの商用化を逸早く始めてい
るが、目下（2015年７月現在）の先駆的な事例は、従来手法に比しかなりハイレベルな精度を実現した画像認
識や音声認識が主となっている。
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総じて未来を占う上でのゴールドトレンドについては、技術課題も含め、比較的行き届いたフォロー観のあ
る日本ではあるが、ディープラーニングに限っては、つい先頃まで専門家たちの熱視線の一方、一般向け報道
の方は先を行く米に比しかなりトーンダウン、ビハインド状況下にあった。近年はiPS細胞や青色発光ダイオー
ド発明の件で、複数の日本人がノーベル賞を受賞したり、一連のＳｍP細胞騒動があったりした故か、一般向け
ニュース・インパクトという点において、日本国内でのＡＩ関連報道は実際劣勢であった。
しかし近時、我が国においてもＡＩを牽引する専門家たちを中心に、デイープラーニングの研究・学習の機会
が急速に充実しつつあり、いよいよ次世代キーテクノロジーの１つとしての面目躍如、関連する技術・サービ
スのフロンティアが活況を呈し始めている。とにかく月毎に急展開が広く認められるようになったディープ
ラーニングについては、知見の積み重ねにより米加を後追いする格好であった我が国も、漸く本格的な疾走が
始まったと見て取れる。とはいえＡＩの世界に未だジャイアントは見当たらず、1990年代半ば頃のインターネッ
トの如き段階にあるともいわれており、少々出遅れた日本が２～３年で追いつき巻き返すチャンスは十分にあ
るとの頼もしい見立ても多い。
本稿では、以下、人間の脳の仕組みを参考にしたアルゴリズムを使用し、自ら学習するといった画期的な
ディープラーニングが生み出されるまでのAIヒストリーについて概観し、話題の新AIが将来の経済や社会へも
たらす影響を展望検討する。
1．人工知能ヒストリー～ＡＩのブーム期と冬の時代レビュー
世界中の研究者がアルゴリズムの性能を競うコンペテイション｢ImageNetLargeScaleVisualRecognitionChal‐
lenge2012」において、今日大注目のディー プラー ニングは、カナダのトロント大学ヒントン教授率いるSuper
Visionチームの力で、２位以下を圧倒的に引き離す最高精度での優勝を勝ち取った（注ｌ）。
その後も続いたデイープラーニングの大快挙を受けてか､マサチューセッツエ科大学は2013年に公表した｢lO
BREAKTHROUGHTECHNOLOGIES2013」に､「Withmassiveamountsofcomputationalpower,machinescannow
recognizeobjectsandtranslatespeechinrealtime､Artificialintelligenceisfinallygettingsmart.｣とその傑出した成果を
評価し、変革をもたらす重要な技術として喧伝した。参考までに、同年他の９つのブレークスルー技術として
リストアップされたものと2014年に同リストに掲載されたデイープラーニングに深く関連する２つの技術をみ
ると、何れも21世紀の課題解決に大いに寄与することが期待される革新的なものばかりである（図１参照)。
さてここで、ＡＩの歴史をラフレビューし、その後、人工知能の最新動向、特にディープラーニングを取り巻
く状況について見るとする。
先ず人工知能は、遠い人類史にまでその夢を遡ることができるが、今日的AIの種は、人間の思考過程を記号
の機械的操作として説明することを試行した、古典的哲学者達が育んできたといえる。紀元前に中国、インド、
ギリシャの哲学者達は、形式的推論を榊造化した手法を既に発展させていたが、１７世紀に至ると、ライプニッ
ツ等により、あらゆる理性的思考は代数学や幾何学のように体系化が可能なのではといった探求がなされ、物
理的記号システム仮説の明確化がI到られた。これはその後のAI研究の指針となっている。またライプニッツは、
推論のための汎用言語（characteristicuniversallis）の想像もする等して、論証を計算に還元しようと考え、古代
から作成されてきた計算機械の洗練にもそれまでの多くの数学者同様寄与した。
さて２０世紀に入ると、数理論理学の研究がAIの実現可能性への根本的なブレークスルーをいくつももたらし
た。ブールの”ｅＬａＭ&ｓＱ/､7ﾙo"gﾙﾉ、フレーゲの『概念記法』に次いで、ラッセルとホワイトヘッドは記念碑的
『プリンキピア･マテマテイカ』を著し、数学的基礎の形式的記述を試行した。その成果が更に多くの画期的な
成果を生み出す連鎖を紡ぎ、「数学におけるあらゆる推論は形式化できるか？」といった問を皮切りに、ついに
は数理論理が成し遂げられる事には限界があること、だがその限界の中に限るといった条件下であれば、任意
の数学的推論については機械化することが可能であるといった事実を明確化するに至った。０と１という単純
な記号群のみで任意の数学的推論過程は模倣できることの暗示や、記号操作を抽象化した単純な理論上の機械
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であるチューリングマシンの構想・洞察等が、思考する機械の可能性への挑戦を刺激し、多くの有能な研究者
を奮い立たせた。
ところで現代に繋がるコンピュータ（注２）は、第二次世界大戦の際に米で開発されたが、その後アラン・
チューリングの理論的基礎をジョン・フォン・ノイマンが発展させ、コンピュータは一長足に進展することに
なった。一方、思考機械即ち今日あるＡＩの研究に限ると、1930年代末辺りから1950年代にかけて、社会の関心
を惹いた最新のアイデア群を統括するといったところから着想され、スタートしている。脳は神経細胞の電気
ネットワークであり、「全てかまたは無」といったパルスで点火されるという当時最新の神経学の成果や、電気
ネットワークにおける制御と安定性を論じたウィーナーのサイバネティックス、シャノンによるデジタル信号
取扱の研究や、アラン・チューリングによる任意の計算のデジタル表記を明示した情報理論等々、相互に密接
に関連し合った多分野の最新成果が統合され､ＡＩ構築の可能性についての議論検討が始まった。この流れの中、
机上で理屈を提ね回すだけではなく愚直にＡＩの進展、具現化に猛進した成果の例も認められる。ウイリアム・
グレイ・ウオルター の亀や、JohnsHopkinsBeastのようなロボットが挙例されるが、これらはいずれも完全にア
ナログ、電子回路のみで制御されていた。
さて今日話題のニューラルネットワークなるものも、この時期に初めて登場している。ウオルター・ビッツ
とウオーレン・マカロックが、理想化した人工神経細胞のネットワークを解析することで、単純な論理関数の
ような働きがどのようになされるのかを初めて示したのである。これに触発された者の中には、1951年に世界
初のニューラルネット・マシンSNARCを構築し、その後半世紀もの長期にわたってＡＩ界を牽引したマービン・
ミンスキー（1927～）がいた。とにかく1950年代中頃になるとコンピュータへアクセスできるようになったこ
とから、数値の操作が可能な機械は記号の操作も可能であり、記号の操作は人間の思考の本質を表し得ると直
観した研究者達が、新たなＡＩ攻略の手法を掴み、その具現化へと挑むようになった。
ＡＩ研究が学問的にそのポジションを確立したのは、1956年夏アメリカはダートマス大学のキャンパスで開催
された会議においてである。これを機に、ＡＩに関しては新たな地平を疾走するような勢いで、多くの成果が生
み出された。代数問題に解を供し、幾何学の定理証明もこなし、英会話を学習してみせる等、知的な行動をコ
ンピュータに可能ならしめた専門家たちは、一般人の驚嘆に勢いを得てか、ＡＩについて強烈な楽観主義の展望
表明を憧らなかった。ニューラルネットワークの一種である「パーセプトロン」の開発者ローゼンブラットも、
それが最終的には学習も意思決定も言語の翻訳もできるようになると楽観展望していた。しかし真の知性を有
す機械の創造、実現可能性についての予測は何れも成就叶わず、辛錬な批判と研究資金の枯渇と共にＡＩ界R&D
は消沈低迷した。しかしそうした中においてさえ、俊秀による研究は新たな方向、領域の開拓に成果を上げ続
けていた。コンピュータビジョンや自然言語処理等、重要なＡＩアプリケーションの実現には、現実社会におけ
る大量の常識的知識‘情報、即ち巨大なデータベースの構築が必須であり、コンピュータ自体の性能の強化、大
容量・高速化が欠かせないという課題をも明らかにし、今日ある極めて高度なコンピュータ環境の実現推進を
必至とした。一時、ＡＩが目指すのは問題を解く機械であって、人間のように思考する機械ではないとの主張が
厳しいAI糾弾者に向けられたが、ストーリーの理解や物体の認識には、やはり人間のように思考する機械が必
要であることが明白となった。常識的な知識を活かした推論を、機械が人間のように成功裏に成し得るよう、
新たなシステム構造の概念の創展が続き、ついにはAI第二次ブームを生み出すことになった。
さて'980年～８７年までの第二次AIブームを象徴するものは､エキスパートシステムの隆盛と知識分野におけ
る革新といえよう。エキスパートシステムは、扱う領域を特定分野の知識に限局して狭め、当該分野に固有の
質問への解答や問題群の解決に資するよう、専門家由来の知識またそれをベースに抽出した論理的ルールを使
用して、システムの設計、プログラミングを図ったものである。いわば面倒な常識的知識関連諸問題を回避し
た故に、運用中であっても修正が容易であったりと実用性に優れたため、広く世界の企業に採用されるに至り、
一大産業・市場の形成を促した。何分初期の事例がその有効性を示したこと、またそれまでのAIを越えた力を
発揮したことが当時しばしの流行を生んだといえる。とにかくエキスパートシステムの能力は、そこに内蔵さ
れている専門家の知識次第で決まる。しかし知能は、様々な方法で大量かつ多様な知識を用いる能力を基とし
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ていること、知的行動は知識、時にそのタスクに関わる領域の極めて詳細な知識に大いに依存していることか
ら、この時期、知識ベースシステム、知識工学がAI研究の主流とはなった。一方で同時期、常識的知識問題に
正面から取り組み、一般人レベルのありとあらゆる知識を収蔵する巨大データベースを構築するプロジェクト
Cyc（サイク）が始まっている。1984年にこのプロジェクトを創始したダグラス・レナートは、人手による入
力作業で様々な一般常識概念の意味を１つずつ機械に学習させ、人間と同等の推論システムを作ることを目指
した。当初来このプロジェクトは何十年も要すとみられていたが、実際21世紀の今日尚作業は継続中のようで
ある。
日本では1980年代初期に、当時の通商産業省肝いりで第五世代コンピュータプロジェクトがスタートした。
570億円という巨額プロジェクトは、機械翻訳、画像認識、人間のような推論、自然言語での人間との対話等を
目指したが、これは英米を刺激し、同様のAIないし情報技術の巨大プロジェトの立ち上げを世界の然るべき組
織に促して、巨額資金が再び当該分野に供与されるようになった。ニューラルネットワークについても、従来
のものとは全く異なる方法での学習、情報処理を可能とした「Hopfieldnetwork:ホップフィー ルド・ネットワー
ク」や新たな訓練法を一般化させた「Backpropagation：バックプロパゲー ション＝誤差逆伝播法」の登場で、
再び火が付きコネクショニズムの復活があった。ニューラルネットワークは、光学文字認識や音声認識のプロ
グラムで高い精度を実現し、1990年代には我々の身近なところで商業的な成功を得るに至っている。しかし、
1980年代はIBMやアップル等のデスクトップコンピュータが次第に性能を向上させ、高価なＡＩ専用のハード
ウェアのそれを凌駕するに及んだこと、また野心的であった巨大AIプロジェクトも、それぞれ高く設定し過ぎ
た目標の達成に至らず、ＡＩ界は再び冬の時代の様相を呈することになった。
しかし以後もＡＩは、1997年にチェスの世界チャンピオンに勝利したり、2005年にはリハーサルなしで131マ
イルを自律的に走破するDARPAグランド・チャレンジにおいてロボットカー群の夢の激走、完走の共演を実現
させたり､2011年には米のクイズ番組「ジェパデイ！」でＢＭの質問応答システム「ワトソン」が大差でチャン
ピオンに勝利する等の‘快挙を成し、人々を驚嘆させ続けている。これは、コンピュータの凄まじい性能の向上
と地道なアプリケーションの改善がもたらした成果に他ならない｡また'990年代には､経済学分野の合理的エー
ジェントの定義と計算機科学におけるオブジェクトまたはモジュールの定義が出会うことにより、新たな「知
的エージェント」というパラダイムが完成し、広く受容されるようになっている。これは、環境を知覚し成功
の確率を最大化するといった行動をとるものである。
ＡＩは、これまでその成果としてあるアルゴリズムを大規模システムの一部に供したり、様々な難問解決にも
寄与してきており、その実用性は評価されてきた。しかし、ＡＩの卓抜した技術革新の殆どは、その開発研究の
成功と同時に計算機科学のありふれたアイテムへと転化される傾向がある。突出した最先端のＡＩであってす
ら、十分に実用的で一般的になった途端、ＡＩの領域から通常のアプリケーションの方へとシフトダウンさせら
れてきた。しかしＡＩ研究は、常に人間並みの知性、知能、人間のように思考する機械の創造に夢を馳せ続け、
今日人間超えを射程に収めるまでになってきたのである。
２．デイープラーニングー50年来の革命
先ずデイープラーニングの登場で、頻々と耳目に届くようになったタームについてみるとする。「機械学習」
は人工知能の一分野であり、データの背景に認められる傾向や法則を探り、現象の解析や予測をすることを目
指すものである。人間がルールを明示的に与えるのではなく、データから機械自体に法則を学習させる点が特
徴である。ルールで記述しきれない煩雑な現象や、季節、時間等で傾向が変わる現象の解析に力を発揮する。
｢ニューラルネットワーク」は機械学習で取り扱われる計算アルゴリズムの１つだが､脳を模倣したモデルであ
り「入力層一隠れ層一出力層」といった３種類の層からなる。入力情報に対して単純な変換を何回も繰り返し、
予測結果等を出力する構造を有す。現在話題のディープラーニングは、上記「隠れ層」を何層も重ねたもので
あり、ニューラルネットワークの認識精度を著しく高めたばかりか､これまで人手を要していた種々の入力デー
初期のニューラル･ネットワーク鮫斬のニューラル･ネットワー(ディーブラーニング）
タ毎の特徴抽出作業を、アルゴリズムに組み込みⅢ動化させることに成功したものである。通常は、機械学習
により何らかの課題解決を目指す場合、入力データにアルゴリズムを適用する前段階で「特徴抽出」作業を行
う。これは、動iIIii像や文章等の膨大で非定型でもある入力データから、予測に効果があると推定される特徴を
選択して取り出す一連の操作を意味する。予測糖度を高めるには、入力データの性質､課題の内容等を熟知し、
それらをよく反映した特徴抽出をすることが鍵となる。故に種々の問題、画像、物体等の認識に際し、専門家
が特徴量の選択やその簸適値を決定するのが常識であったし、入力データや課題に応じた特徴抽出の手法やノ
ウハウも逐次開発され蓄積されてきた。ところがディープラーニングは､特徴抽出をアルゴリズムに組み込み、
抽出すべき特徴の選択自体も機械に学習させるというilIii期的な方法を成功させて、認識精度を著しく商め、真
の人工知能への第１歩として従来の手法に大衝雌を与えたのであった。繰り返すようだが、ディープラーニン
グは、従来の手法よりも商い精度を出せるだけではなく、従来の手法でボトルネックとなっていたステップを
自動化したということ、更には取り扱う特徴迅やパラメータの数がこれまでに比し圧倒的に多いことが従来の
機械学習手法とは徹底的に異なる点である。今Ｈあるデイープラーニングによる画像認識の学習結果を可視化
したものをみると、入力に近い層では線、円等の単純な図形を抽出し、出力に近い層ではそれらを組み合わせ
今
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図2.1ディープラーニングによる画像認識の学習
●
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綱川菊美：人-1:知能ヒストリーーデイープラーニング登場までの軌跡とＡＩ新フェーズ７１
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ディーブラーニングを使った完全自動の機械学習
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布た複雑な図形を認識していることがわかる（図2.1,図2.2参照)。
2012年デイー プラー ニングは、その圧倒的な精度を先に示したILSVRC（画像認識コンテスト）で顕示した
ばかりか、グーグルにおいて、ユーチューブの動画学習により「猫」を自動的に認識してその威力を強烈に印
象付け、現在も続くブームを生み出している。2014年８月から半年の間には、グーグル、バイドゥ、米マイク
ロソフトが、デイープラーニングの手法で画･像認識の粘度を競い合い逐次記録を更新する中、誤謬率4.9％にま
で到達し、人間の認識精度を甘く評価した同比率5.1％を超えるに至った（図３参照)。いよいよＡＩは新たな
フェーズ入りしたことで多方面に様々なインパクトを与えることとなり、シンギュラリテイも広く真剣に問わ
れるようになってきた。
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注:デー タベー ス1.ｲﾒｰ ジﾈｯﾄ｣を使った記録
デイープラーニングは、従来の人工知能より高い精度でデータ内部に隠れたパターンを認識できるため、幅
広い応用への期待も高く、近時多方面で顕著な進展を遂げつつある。永久に解けないのではと思われていた問
題や解けるのは当分先だと思われていた問題が、最近では頻々と解決されるに至っている。2014年１２月にマイ
クロソフトが公開したプレビュー版、インターネット通話の同時通訳機能「スカイプトランスレーター」は、
使用言語の異なる相手との会話をほぼリアルタイムで翻訳し、自国語で話してくれるサービスである。現在は
英語・スペイン語間に限られているが、2015年の内に英語・日本語対応も可能となる予定らしい。2014年１１月
には、写真に自動でキャプションを付ける技術をマイクロソフトとグーグルがそれぞれ公表している。そので
き具合は、人間が作成したものと比較した場合、約４分の１の確率でAIキャプションの方が商評価を得ると
いった現状のようである。しかしデイープラーニングの研究は、学習に使用できるビッグデータの激堀やコン
ピュータ性能のUPが後押しとなって､更に進展し続けている。ＡＩは音声認識や画像認識以外の分野でも威力を
発揮し始め、医療分野における誤診や治療ミスの低減､M&A戦略や金融機関における投資先の検討等のケース
で、限定的な知識や経験をこれまで以上に補完、サポートし、的確な意思決定を可能とさせている。人間超越
もさることながら、別途、人間の能力を拡充するのに有用なＡＩ開発の進展も、より実用性を高める方向で新た
な未来世界を切り拓きつつあるといえる。特定の仕事のみに突出した能力を有すのではなく、人間のような汎
用ＡＩを目指す動きや、思考、認識を担う大脳新皮質の構造をコンピュータで再現する研究等は、現在のデイー
プラーニングに欠落している知性や膨大なデータがないと使用不可といった弱点の克服を目指している。知性
を司る根本原理の追求と脳の仕組み解明とが並走しているのは興味深い。
ディープラーニングを含めたＡＩの展望、シンギュラリティの問題については次稿にて記す。
2015(年】２０１４
図３Ａ|による画像分類精度の推移
出所：『日経ビジネス2015.3.30.No.1785ｊ「戦標の人工知能一A1が企業を動かす日’
綱川菊美：人工知能ヒストリーーデイープラーニング登場までの軌跡とＡＩ新フェーズ７３
(未完）
注
1．
２．
http:"wwwimage-net､019/challeI1ges/LSVRC/2012/に詳しい。
1942年、米国で初めて電気制御することが可能となった「ABC(AIanasofrBerTyComputer)」が誕生。1946年には超巨大コンピュー タ、重
避30トン以上、而積165㎡、18,000本の真空管を使用する「ENIAC」が誕生。だがどちらも汎用性が欠落。プログラム内蔵方式、ソフト
ウェアの概念の誕生は1946年。世界初のノイマン型コンピュータ「EDSAC」が生まれたのは1949年。
参考資料
１．グーグル、マイクロソフト、フェイスブック各種資料。
2．ＭＩＴ,mechmlogyRcview2013,2014.
3．経済産業省：人工知能研究関連資料。
4．人工知能学会：各種資料。
５．日経BigDataAnalytics：デイー プラー ニング、ニュー ラルネットワー ク関巡記事。
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