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Abstract.
In this paper, the time for energy relaxation for Little-
Hopfield neural network using the new activation rule is
shown to be better than the relaxation time using Hebbian
learning. However, this should be so given the
characteristics of the activation function and show through
computer simulations that this is indeed so. In this paper,
it has been proven that the new learning rule has a higher
capacity than Hebb rule by computer simulations.
section 3; logic programming on a neural network focused
on the Hopfield model is described. In section 4, Hebb
and the new learning rule are been discussed. This is
foIIowed by section 5, where fitness landscapes are
discussed. In section 6, theory implementation of the both
learning rules are been discussed. Meanwhile, section 7
contains discussion regarding the results obtained from
computer simulations. Finally concluding remarks
regarding this work occupy the last section.
2. THE LITTLE-HOPFIELD MODEL
(3)
which monotone decreases with the dynamics.
(1)
(2)_ '" '" (3) '" (2) (I)hi - .... + L.L.JUk S/k + LJU Sj +J;
i k j
where " ....." denotes still higher orders, and an energy
function can be written as foIIows:
The Hopfield model [7,8] is a standard model for
associative memory. The Little dynamics is asynchronous,
with each neuron updating their state deterministically.
The system consists of N formal neurons, each of which is
described by an Ising variable [9] Si(t),(i = l,2, ....N) .
Neurons then are bipolar, SiE{-l,1 }, obeying the
dynamics Si ---? sgn(hi ) , where the
field, hi = ·L.J&2)Vj + J?) , i and j running over all neurons
j
N, J;j2) is the synaptic strength from neuron j to neuron i,
and -Ji is the threshold of neuron i.
Restricting the connections to be symmetric and
zero-diagonal J(2) = J('?) J~..2) =0 aIIows one to write a
'IJ JI' II '
Lyapunov or energy function,
The two-connection model can be generalized to
include higher order connections. This modifies the
"field" to be
Keywords: Little-Hopfield neural networks, program
clauses, energy landscape, satisfiability
1. INTRODUCTION
A Little-Hopfield neural network [1,2] nummlzes a
Lyapunov function, also known as the energy function due
to obvious similarities with a physical spin network. Thus,
it is useful as a content addressable memory or an analog
computer for solving combinatorial-type optimization
problems because it always evolves in the direction that
leads to lower network energy. This implies that if a
combinatorial optimization problem can be formulated as
minimizing the network energy, then the network can be
used to find optimal (or suboptimal) solution by letting the
network evolve freely.
Wan Abdullah [3] proposed a method of doing logic
program on a Hopfie1d network. Optimization of logical
inconsistency is carried out by the network after the
connection strengths are defined from the logic program;
the network relaxes to neural states which are models (i.e.
viable logical interpretations) for the corresponding logic
program. Using this method as basis, the energy
landscape of a Little-Hopfield neural network
programmed with program clauses is proven to be rather
flat [4,5J. This is supported by the very good agreement
with computer simulation results for corresponding
network relaxation. According to AItenberg [6], the
greater the ruggedness of the landscape, the complexity of
the problem will increase. In our problem, the ease of the
network programmed with program clauses to find
solutions in the solution space, is proved by the flat energy
landscape.
This paper is organized as follows. In section 2, the
outline of the Little-Hopfield model is given and in
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'd d h (3) (3) c .. k d" . h [ ]proVl e t at Jijk = J[ijkJ lor l, J, lstmct, WIt ...
denoting permutations in cyclic order, and IW =a for
any i, j, k equal, and that similar symmetry requirements
are satisfied for higher order connections. The updating
rule maintains
Si (t +1) =sgn[hi (t)] (4)
The applied methodology may be summarized in the
following way: given an optimization problem, find the
cost function that describes it, design a Hopfield network
whose energy ftInction must reach (one of) its ITlinima at
the same point in configuration space as the cost function,
so that the stable configurations of the network correspond
to solutions of the problem. Detail review regarding
neural network logic programming is not provided in this
paper, but instead refers the interested reader to Wan
Abdullah's paper [3,4,5].
3. LOGIC PROGRAMMING
In the simple propositional case. logic clauses take the
form A"A2 ,,, .... ,An f-Bt>B2 ..... ,BI11., which says that (AI
or A2 or .... or An) if (B] and B2 and ... and Bn ); they
are program clauses if n =I and In;::: a : we can have
rules e.g. A ~ B, C. saying A v -,(B /\ C) == A v Bv C, and
assertions e.g. D f-. saying that D is true.
A logic program consists of a set of program
clauses and is activated by an initial goal statement. In
Conjunctive Normal Form (CNF), the clauses contain one
positive literal.
Basically, logic programming in Hopfield model
[6] can be treated as a problem in combinatorial
optimization. Therefore it can be carried out in a neural
network to obtain the desired solution. Our objective is to
find a set of interpretation (i.e., truth values for the atoms
in the clauses which satisfy the clauses (which yields all
the clauses true). In other words, the task is to find
'models' corresponding to the given logic program.
4. LEARNING RULE
4.1 HEBB RULE
Hebb's postulate oflearning is the oldest and most famous
of all learning rules; it is named in honor of the
neurophysiologist Hebb [I 0]. According to him:
When an axon of cell A is near enough to excite a cell B
and repeatedly or persistently takes part in firing it, some
growth process or metabolic changes take place in one or
both cells such that A's efficiency as one of the cells firing
B, is increased.
This statement is made in a neurobiological context. We
may expand and rephrase it as a two-part rule:
1) If two neurons on either side of a synapse
(connection) are activated simultaneously, then
the strength of that synapse is selectively
increased.
4.2 THE NEW LEARNING RULE
Storkey [11] introduced new learning rule.
If learning is started from zero connection strengths or
tabula rasa, e.g. (5) can be rewritten as:
(5)
(6)
] U(new) = A~lj + ] ij (old)
2) If two neurons on either side of a synapse are
activated asynchronously, then that synapse is
selectively weakened or eliminated.
The simplest form of Hebbian learning formula for the
modification of synaptic strengths, I U when memorizing
a pattern {;} is described by:
The coefficient Acan be called the rate of learning.
The following algorithm shows how a logic program can be
done in a Hopfield network based on Wan Abdullah's method:
i) Given a logic program, translate all the clauses in the
logic program into basic Boolean algebraic form.
ii) Identify a neuron to each ground neuron.
iii) Initialize all connections strengths to zero.
iv) Derive a cost function that is associated with the
1
negation of all the clauses, such that - (l + Sx) represents
2
the logical value of a neuron X, where Sx is the neuron
corresponding to X. The value of Sx is define in such a way
that it carries the values of I if X is true and -1 if X is false.
Negation (neuron X does not occur) is represented by
1
- (1- S ). a conjunction logical connective is2 x'
represented by multiplication whereas a disjunction
connective is represented by addition.
v) Obtain the values of connection strengths by comparing
the cost function with the energy, H.
vi) Let the neural networks evolve until minimum energy is
reached. Checked whether the solution obtained is a
global solution.
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In Imada and Araki [12], to is set to 2N, twice the number
of neurons, The network is been simulated for different
numbers of neurons and clauses.
Definition: The weight matrix Wij of an attractor
network is said to follow the new learning rule if it obeys
_ 0 A\-.J·· ,
wij = U'Vl, J and
where
neural
(7)
V( ) _ 1 ~ j:\!SV()Tn t --L, ':Ii i t
N i=l
f In n
f =_l_!!mV(t)
to'p 1=11'=1
(II)
(12)
Ii
ht' = I wit-I ;f
k=l,kt:i,j
(8) 6. THEORY IMPLEMENTATION
5.1 FITNESS EVALUATION
5. FITNESS LANDSCAPES
where Si (t) is the state of i-th neuron at time t.
Consider a Hopfield network consists of N bipolar
neurons with patterns:
Firstly, random program clauses are generated. Then,
initializing initial states for the neurons in the clauses is
been carried out. Next, let the network evolve until
minimum energy is reached. Test the final state obtained
whether it is a stable state. If the states remain unchanged
for five time steps, then consider it as stable state.
Following this, calculate the corresponding final energy
for the stable state. If the difference between the final
energy and the global minimum energy is within tolerance
value, then consider the solution as global solution. Then,
analyze the energy landscapes.
We run the relaxation for 1000 trials and 100
combinations of neurons so as to reduce statistical error.
The selected tolerance value is 0.001. All these values
were obtained by trial and error, where tried several
values as tolerance values, and selected the value which
gives better performance than other values.
7. RESULTS AND DISCUSSION
In our analysis, the energy landscapes formed by network
programmed by program clauses are rather flat due to the
zero fitness values (differences between the fitness values
of neighboring points are zero). From the graphs obtained,
observed that energy landscapes for number of neurons
(NN) =10, 20, 30 and 40 neurons are almost similar. Due
to this, overlap between the values occurred resulting one
single line around 1. So, to simplify the graph, just the
results obtained for NN=40 is presented.
In the previous section, it had been argued that program
clauses are always satisfiable. So, the neurons do not yield
or get trapped in any sub-optimal solutions. Smoothness in
the figures obtained reflects this idea. Energy landscapes
for program clauses are flat because solutions always exist
for program clauses, and there is the freedom of
unattached literals. Figures I, 2 and 3 illustrate the
differences in fitness values obtained, where NCI, NC2
and NC3 indicate the numbers of literals per clause.
Table I shows the time comparison between the both
methods. It can be observed that the new rule performs
better. It is already known that the new learning rule has a
higher capacity than the Hebb rule, and does not suffer
significant capacity loss when input clauses get larger.
(9)v=l, ....,p~V =(~{ ,... ,~N)'
is a form of local field at neuron i (the input to the neuron i), and
;,11 is the new pattern to be learnt (;f = ±l ).
In the process of finding the global mInImUm,
corresponding to the global optimum, the neural networks
might be caught in local minima. So, satisfiability is
related to the ruggedness of the energy landscapes. The
more rugged the energy landscape, the harder it will be to
obtain good solutions. In neural networks, every
configuration of Si is represented by a point in
configuration space and has an energy value associated
with it, forming an energy landscape.
The energy landscape affects how easy the network can
find the global minimum. Imada and Araki [10] showed
that as the number of patterns to be stored increases, the
task to locate one of the optimal solutions becomes
difficult and this phenomenon is due to the increased
ruggedness in the energy or 'fitness' landscape. This
provides a useful feature of fitness landscapes and
measures of their structure: the structure of a landscape
can reflect how easy or difficult it is for a search algorithm
to find good solutions [12].
After one of these patterns is given to the network, neuron
states are updated asynchronously.
Si(t+l) =sgJt/uSj(t)] (10)lrtr
When stored patterns f' evolve, fitness value
based on Kauffman's model is defined as [12]:
Fitness values for Nc1
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Hebb rule in doing logic programming in Hopfield neural
network.
0.1
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 Table 1: Time comparison for energy relaxation between
Hebbian Rule and the New Rule
-0.1
Nc11NN
Figure 1: Fitness value for Nel
Fitness values for Nc2
0.1 ,~~~~__~ ~._..,u_.~u._~~_ .._'~ .
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
NCIINN CPU TIME (second)
HEBB RULE NEW RULE
0 0 0
0.1 3 1
0.2 8 3
0.3 13 5
0.4 19 7
0.5 23 9
0.6 27 12
0.7 31 15
0.8 36 19
0.9 41 23
1.0 45 26
-0.1 .!..... ---"-,,-,, . --"-"-"-"-"-"-"- ,
Nc21NN
Figure 2: Fitness value for NC2
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