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We report on the existence and stability of freely moving solitons in a spatially inhomogeneous
Bose-Einstein condensate with helicoidal spin-orbit (SO) coupling. In spite of the periodically
varying parameters, the system allows for existence of stable propagating solitons. Such states are
found in the rotating frame, where the helicoidal SO coupling is reduced to a homogeneous one.
In the absence of the Zeeman splitting the coupled Gross-Pitaevskii equations describing localized
states feature many properties of the integrable systems. In particular, four-parametric families of
solitons can be obtained in the exact form. Such solitons interact elastically. Zeeman splitting still
allows for the existence of two families of moving solitons, but makes collisions of solitons inelastic.
PACS numbers:
When parameters of a continuous medium vary period-
ically the translational invariance is broken and nonlinear
localized excitations cannot propagate freely. This is at
variance with the linear systems, where the Bloch theory
allows for quantum particles or waves to move without
backscattering. The well-known examples are electrons
in solids, atoms in optical latices, electromagnetic waves
in photonic crystals, and many others. Physical under-
standing of the interplay between the nonlinearity and
periodicity is simple. Since the nonlinear excitations are
localized, in the presence of a periodic potential their en-
ergy depends on the spatial location of the wavepacket.
Respectively, a steady forward motion is impossible be-
cause of the potential barriers causing radiative losses
of moving localized wavepackets.. These facts are well
documented, both theoretically and experimentally, in
the physics of Bose-Einstein condensates (BECs) [1] and
in nonlinear optics [2]. Several approaches to obtaining
moving solitons in periodic media were suggested. Radi-
ation is reduced for sufficiently wide and small-amplitude
solitons in linear lattices (described using envelope func-
tion approach in photonics [3] or effective mass approxi-
mation in the meanfield theory [4]), as well as in nonlinear
lattices [5]. Mobility of strongly localized solitons can be
enhanced in lattices with saturable, quadratic or nonlocal
nonlinearities, as well as in materials with competing lin-
ear and nonlinear lattices (see [6] for a review). However,
in all these models radiation is not arrested completely:
it becomes detectable at large propagation distances.
In this Letter we show that freely moving nonlinear
waves can exist if a system obeys special symmetries.
In contrast to all previous studies, the solitons reported
here do not radiate and propagate over infinitely long
distances for any peak amplitude or any ratio of soli-
ton width to system period. As the case example we
consider a spin-orbit (SO) coupled BEC which is well
accessible in laboratories [7, 8] and represents a ver-
satile tool for study of the nonlinear physics of syn-
thetic fields [9] and gauge potentials [10, 11]. We con-
sider a SO-BEC described by the Hamiltonian, whose
linear part reads Hlin = [p+ αA(x)]
2
/2 + ∆σ3/2, where
p = −i∂/∂x is the linear momentum operator, A(x)
is the spatially varying gauge potential, α is the po-
tential amplitude, ∆ is the Zeeman splitting, and we
use the units with m = ~ = 1 as well as notations
σ1,2,3 for the Pauli matrices. The SO coupling, whose
strength is experimentally tunable using different tech-
niques [11] (see also [12], for theoretical discussion), is
considered of the helicoidal shape with the period pi/κ,
i.e. A(x) = σn(x), where n(x) = (cos(2κx), sin(2κx), 0)
and σ = (σ1, σ2, σ3). Inter- and intra-species interactions
are attractive and equal. Then the spinor order param-
eter Ψ = (Ψ1,Ψ2)
T
solves the vector Gross-Pitaevskii
(GP) equation
i
∂Ψ
∂t
=
1
2
(
1
i
∂
∂x
+ αA(x)
)2
Ψ+
∆
2
σ3Ψ−
(
Ψ
†
Ψ
)
Ψ (1)
Previously periodic SO coupling was considered only
in (intrinsically linear) solid state applications [13]. He-
licoidal gauge potential can also be created in optical
systems, where it arises in description of light propaga-
tion in helical waveguide arrays [14]. We also mention a
study [15] of spin currents due to SO coupling in a non-
linear model of a DNA helicoidal molecule. Solitons in
uniform SO-BECs were investigated in [16]. Immobile
excitations pinned to lattice sites were reported for SO-
BECs with optical [17] and Zeeman [18] lattices. Dynam-
ical effects, like temporal management of solitons in deep
optical lattices [19], and interaction of solitons in BECs
with localized SO coupling [20], have been reported, as
well. Soliton motion in such systems is accompanied by
radiative losses.
2FIG. 1: Dispersion curves µl (blue lines) and µu (red lines) for
α = κ = 1; ”l” and ”u” stand for lower and upper branches.
Arrows show bifurcation points for quiescent nonlinear modes.
The helicoidal structure of the vector potential in-
troduces the point translational symmetry (the shift by
the period pi/κ). The central observation of this Let-
ter is that for the chosen gauge field A(x), switch-
ing to the rotating frame using gauge transformation
Ψ = e−i(α
2+κ2)t/2e−iσ3κxψ changes the point transla-
tional symmetry of Eq. (1) into continuous translational
symmetry of the transformed equation. The new spinor
ψ solves the GP equation with constant coefficients:
iψt = −
1
2
ψxx − i (ασ1 + κσ3)ψx +
∆σ3
2
ψ − (ψ†ψ)ψ.
(2)
Thus although the original system (1) had periodically
varying parameters, the field ψ obeys the equation with
x-independent coefficients and with the linear spectrum
typical for unequal Rasba [21] and Dresslhaus [22] cou-
plings, i.e. µl,u = k
2/2 ±
√
α2k2 + (κk −∆/2)2, shown
in Fig. 1. Equation (2) reveals also an important role
of the Zeeman splitting. At ∆ = 0 the system obeys
the PT -symmetry with the conventional spatial inversion
Pψ(x, t) = ψ(−x, t) and (integer spin) time reversal T :
PT ψ(x, t) = ψ∗(−x,−t). On the other hand, Eq. (2)
obeys also the (half-integer spin [23]) time-reversal sym-
metry TF = σ2T , as well as the symmetry with respect to
transformation A = σ2P . These operators {PT , TF ,A}
completed by the identity operator constitute the Klein-
four group. Thus a localized solution (if any) either pos-
sesses all three symmetries (then it is highly symmetric)
or obeys only one of them [24]. However, if ∆ > 0 only
PT symmetry remains (TF and A being broken).
Solitons at zero Zeeman splitting. At ∆ = 0 the lower
branch of the dispersion relation obeys two equal minima
µmin = mink µl = −kmin/2 achieved at k = ±kmin, where
kmin =
√
α2 + κ2. Quiescent solitons can only exist in the
parameter domain where propagation of linear modes is
prohibited, i.e. at µ < µmin [see Fig. 1 (a)]; they belong
to the families bifurcating from the linear spectrum. It
turns out, that the system admits also four-parametric
families of moving solutions which can be obtained ana-
lytically.
Indeed, introducing the momentum Q = −i∂/∂x +
αA(x) we rewrite Eq. (1) at ∆ = 0 in the form: iΨt =
Q2Ψ/2−(Ψ†Ψ)Ψ. Soliton solutions of this equation can
be constructed using the basis of the eigenfunctions Φ±
of the linear operator Q: QΦ = qΦ. This last problem
is solved giving two eigenvalues q± = k ± kmin with the
respective eigenmodes
Φ± = e
ikx
(−e−iκx sin ν±
eiκx cos ν±
)
, ν± =
1
2
arctan
κ
α
∓ pi
4
, (3)
which are orthonormal: Φ†±Φ± = 1, Φ
†
∓Φ± = 0. Notice,
that the quantities q2±/2 define detuning of the chemical
potentials from the bottom of the linear spectrum µ˜min.
Next we look for a solution of (1) with ∆ = 0 in the
form Ψ = u+e
−iq+xΦ+ + u−e
−iq
−
x
Φ−, where u±(t, x)
are complex functions. It is straightforward to obtain
that u± solve the Manakov system [25]
iut = −(1/2)uxx − (u†u)u, u = (u+, u−)T . (4)
A diversity of solutions of (4) can be constructed using
the methods of exactly integrable systems. We mention
only the simplest soliton solution with u+ = u−:
Ψ
(±)
sol =
ηei(vx−(v
2−η2−k2min)t/2)
21/2 cosh(η(x − vt))
×
((−e−ikminx sin ν+ − eikminx sin ν−) e−iκx(
e−ikminx cos ν+ + e
ikminx cos ν−
)
eiκx
)
, (5)
where v and η describe the velocity and the amplitude of
the soliton. In the conventional terminology [16], the so-
lutions Ψ
(±)
sol are stripe solitons since at v = 0 they bifur-
cate from two minima µmin at the points ±kmin shown
with blue arrows in Fig. 1 (a). Meantime, Eq. (4) is
SU(2) invariant. This means that if u is a solution, then
u˜ = Su, where S =
(
γ δ
−δ∗ γ∗
)
and the parameters γ
and δ are linked by |δ|2 + |γ|2 = 1, is a solution too.
This transformation erases the difference between stripe
and conventional solitons, the latter understood as bi-
furcating either at kmin or at −kmin and corresponding
to either u˜− = 0 or u˜+ = 0, since both are related by
the simple rotation S with properly selected elements.
Thus, all solitons appear as particular members of a fam-
ily parametrized by v, η, δ, and γ.
Although the use of specific ansatz above resulted in
an exactly integrable system (4), it does not ensure in-
tegrability of the original model (1). Therefore we stud-
ied stability and interactions of solitons at δ = 0 in the
frames of Eq. (1). We observed both stability of solitons
and their elastic interactions, which are characteristic for
solitons in integrable systems (not shown here).
Solitons at non-zero Zeeman splitting. As mentioned
above, at ∆ > 0 only PT -symmetry remains unbroken.
Now the branch µl(k) acquires a non-degenerate mini-
mum at −kmin, so that quiescent solitons are expected to
3bifurcate from µl(−kmin) [Fig. 1(b)]. It turns out that,
at least for small and even moderate SO coupling, one
can find pairs of different solitons, such that solutions
within a pair feature equal chemical potentials and num-
bers of atoms, the latter defined as N =
∫∞
−∞
ψ†ψ dx. To
show this we concentrate on quiescent solutions ψ(t, x) =
e−iµtφ(x) of the system (2). If, in the absence of the
SO coupling (α = 0) such a solution ψ(x) is found,
then there exists also another solution e−iµtσ3φ(x) cor-
responding to the same µ and N . The families of these
unperturbed (by α) solutions coincide and are described
by the function µ(N). Next, one can show [26] that a
small α (α ≪ 1) results in the splitting of the chemical
potential: µ(N) ± αµ1(N), where µ1(N) is also a func-
tion of N . In other words, the solutions φ and σ3φ ac-
quire opposite shifts of the chemical potentials and thus
belong to different families. The (nonlinear) eigenvalue
µ+ α|µ1| corresponds to the family bifurcating from the
linear spectrum at −kmin, and hence having the linear
limit N− → 0 at µ → µmin (we call it ”−” family). The
second family (”+” family) with µ− α|µ1| is ”detached”
from the linear eigenmode kmin and at ∆ > 0 features
the excitation threshold, i.e. minN+ = Nth > 0. For a
given µ and α > 0 we have N− < N+.
The described properties are observed also for moder-
ate α, as illustrated in Fig. 2 (a) by the curves N±(µ)
and in Fig. 2 (b) by the domains of existence on the
plain (α, µ). In the last panel the family N− exists below
the bottom of the linear spectrum µmin (the line with
filled red circles) while the upper cut-off of the chemical
potential for N+ family is shown by the line with open
circles. Both cutoffs decrease and gradually merge as the
SO coupling increases. The solitons of the ”−” family,
bifurcating from the linear spectrum are stable in the
entire domain of existence [i.e. below the line with red
circles in Fig. 2 (b)], ”+” solitons are unstable in the re-
gion near the upper cut-off of the chemical potential and
in additional domain appearing for sufficiently large SOC
strength [the lower gray domain in Fig. 2 (b)]. The gray
region near cutoff consists of multiple alternating narrow
stability and instability domains which are not resolved
here.
Examples of the quiescent solitons for both families
are shown in Fig. 3. The atomic distributions between
two spinor components are imbalanced and solitons are
characterized by the nonzero internal current densities
in each of the components: jn =
1
2 (ψ
∗
npψn − ψnpψ∗n)
[these properties were also verified in the absence of Zee-
man coupling, see (5)]. One can observe that while
the higher populated states are always bell-shaped, the
components with smaller number of atoms have well-
pronounced density minimum in the center. Currents
have single maximum and they have opposite signs for
solitons of different types. In terms of the total spin pro-
jections sj =
1
2
∫
Ψ
†σjΨdx [s0 describes also the total
density distribution, while s3 is the population imbalance
FIG. 2: (a) Families of the quiescent solitons at α = ∆ =
κ = 1. (b) Domains of existence and stability for quiescent
”+” solitons on the plane (α, µ). Line with open circles shows
upper cutoff for the chemical potential for ”+” family. Line
with red circles shows bottom of continuous spectrum (and
thus the upper cutoff for the ”−” family). Solitons are stable
in the white domains and unstable in the gray domains.
FIG. 3: Field modulus (solid lines) and current (dashed lines)
in quiescent solitons belonging to ”+” (a) and ”−” (b) families
at µ = −2.5 and α = ∆ = κ = 1. Black and red lines
correspond to the first and second components.
of the atomic states] ”+” and ”−” families are charac-
terized by the opposite signs of s3.
In the presence of the Zeeman splitting one still can
find solitons moving with a constant velocity. The de-
pendences of the number of atoms in ”+” and ”−” soli-
tons on the velocity, obtained numerically are shown in
Fig. 4 (a) and (b). Both families exist within the lim-
ited range of the velocities v ∈ I±v = [v±min, v±max]. The
number of atoms in the ”−” family vanishes at two cut-
off values of velocity v−min,max, while in the ”+” family
the line tangential to N(v) dependence becomes vertical
at the borders of the existence domain, i.e. at v+min,max.
In the absence of Galilean invariance change of the soli-
ton velocity leads to variation of the ratio of atoms in
the components. In Figs. 4 (a) and 4 (b) we observe the
inversion of the z-projection of the spin and of the state
populationsN1,2 =
∫∞
−∞
|ψ1,2|2dx (because s3 = N1−N2)
with increase of the velocity.
The intervals of existence I±v strongly depend on the
SO coupling: they collapse to a point as α grows [see
Fig. 4 (c) and (d)]. Here we again observe different sta-
4FIG. 4: Numbers of atoms and their distribution between the
components N1,2 in ”+” (a) and ”−” (b) families vs velocity
v at µ = −2.5, α = 1.5 and ∆ = κ = 1. Domains of existence
and stability for ”−” (c) and ”+” (d) solitons on the plane
(α, v). Solitons are stable in white areas and unstable in gray
areas.
bility properties of the ”−” and ”+” solitons; while the
former are stable in the entire domain I−v for a given α
[panel (c)], the stability and instability domains for ”+”
solitons alternate with each other [panel (d)].
Spin dynamics in soliton interactions. The existence
of stable moving solitons raises the question about their
interactions. In our case one can distinguish four dif-
ferent types of soliton collisions involving two solitons
of the same family and of different families. Here we
address only interactions of slow solitons propagating to-
wards each other and concentrate on the spin dynamics.
Collisions of the solitons of ”−” family, which bifur-
cates from the linear spectrum, are nearly elastic and
are not shown here. Meantime, interactions of either two
”+” solitons or solitons belonging to different families re-
veal several inelastic effects. We describe them using the
illustrative examples of Fig. 5. All shown collisions share
several common features; they reveal broken P symme-
try, result in spatially localized spinor states, and feature
breathing character of the emergent pulses (manifested
in spin rotation and in an oscillatory trajectory).
In all the cases, for each incident ”−” soliton there ex-
ist emergent ”−” soliton propagating with (slightly dif-
ferent) constant velocity in the opposite direction. In
this sense one may speak about repulsion of solitons: no
flip of the spin occurs [bottom panels in Figs. 5 (b) and
(c)]. The result of the interaction of ”+” solitons depends
on whether their initial velocity has the same [Fig. 5 (a)
FIG. 5: Collision of two solitons in the (x, t) plane at µ =
−2.5, α = 0.5, and ∆ = κ = 1. Top and bottom rows
show the atomic density distributions s0 and distribution of
z-projection of the spin s3, respectively. All left (right) soli-
tons have initial velocity v = +0.14 (v = −0.14). The types
of colliding solitons (”+” or ”−”) are indicated on the plots.
Transverse window x ∈ [−30, 30] is shown. Solitons evolve up
to t = 150. On the black-and-white panels lighter (darker)
domains correspond to spin-up, s3 > 0, (spin-down, s3 < 0)
states.
and (b)] or opposite [Fig. 5 (a) and (c)] direction as com-
pared with SO coupling (i.e. with α〈p〉, where 〈p〉 is the
average momentum of the initial pulse). In the former
case s3 keeps its sign, but its modulus undergoes varia-
tions due to spin rotation. Respectively, the projections
s1,2 are also changing (since s
2
1 + s
2
2 + s
2
3 = s
2
0). In the
latter case we observe right-propagating spinor with pe-
riodically exchanged spin-up and spin-down states. The
spinor rotation occurs with the spatial period 2pi/κ (as
follows from the relation between Ψ and ψ), which is
very close to spatial scale ≈ 6.16 of oscillations in Fig. 5
(a). The respective temporal period of the spin flip is
characterized by T = 2pi/κvout, where vout is the average
velocity of the outward motion of the spin-flipping soli-
ton. Since vout ≈ 0.409 in Fig. 5 (a) this estimate gives
T ≈ 15.36 which is close to the exact numerical period
15.69. Thus after the collision the outgoing breathing
spinors adiabatically follow the helicoidal SO coupling.
A striking effect is the acceleration of the spinors with
flipping spin, especially in the interaction shown in Fig. 5
(c), where both outgoing (repelled from each other) soli-
tons have higher average velocities than the initial pulses.
This is in contrast to slowdown of the left soliton in the
interaction shown in Fig. 5 (b). Understanding of this
phenomenon (in our system conserving the energy) re-
sides in the dependences shown in Fig. 4 (b) and (d).
Indeed the chosen initial velocity v = 0.14 is close to
the extrema of the dependencies N±(v). Thus even
small exchange of atoms between the two components
occurring upon inelastic collision can accelerate or de-
5celerate both solitons, depending on the details of the
atom exchange. Additionally, the energy of the SO cou-
pling, α
∫
Ψ
†σ1pΨdx is not sign-definite, and excitation
of spinor rotation may lead to increase of the kinetic en-
ergy 12
∫
Ψ
†p2Ψdx of the soliton (the total energy being
conserved).
To conclude, we reported the existence and stability of
families of steadily moving solitons in a helicoidal gauge
potential. In the absence of Zeeman splitting such soli-
tons constitute four-parametric families, carry nonzero
spin, and interact elastically similarly to solitons in inte-
grable systems. Solitons moving with a constant velocity
exist also in the presence of the Zeeman splitting. The
latter, however, results in non-elastic collisions of solitons
and in excitations of spinor breathers, characterized by
varying z-component of the spin. Each soliton can be
viewed as a quasi-particle carrying a spin degree of free-
dom (by analogy with an electron) whose properties can
be controlled by SO coupling, that makes them suitable
objects for developing spintronics in nonlinear settings.
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