In this letter, we propose two new support vector approaches for ordinal regression, which optimize multiple thresholds to define parallel discriminant hyperplanes for the ordinal scales. Both approaches guarantee that the thresholds are properly ordered at the optimal solution. The size of these optimization problems is linear in the number of training samples. The sequential minimal optimization algorithm is adapted for the resulting optimization problems; it is extremely easy to implement and scales efficiently as a quadratic function of the number of examples. The results of numerical experiments on some benchmark and real-world data sets, including applications of ordinal regression to information retrieval, verify the usefulness of these approaches.
Introduction
We consider the supervised learning problem of predicting variables of ordinal scale, a setting that bridges metric regression and classification and referred to as ranking learning or ordinal regression. Ordinal regression arises frequently in social science and information retrieval, where human preferences play a major role. The training samples are labeled by ranks, which exhibits an ordering among the different categories. In contrast to metric regression problems, these ranks are of finite types, and the metric distances between the ranks are not defined. These ranks are also different from the labels of multiple classes in classification problems due to the existence of the ordering information.
There are several approaches for tackling ordinal regression problems in the domain of machine learning. The naive idea is to transform the ordinal scales into numerical values and then solve the problem as a standard regression problem. Kramer, Widmer, Pfahringer, & DeGroeve (2001) investigated the use of a regression tree learner in this way. A problem with this approach is that there might be no principled way of devising an appropriate mapping function since the true metric distances between the ordinal scales are unknown in most of the tasks. Another idea is to decompose the original ordinal regression problem into a set of binary classification tasks. Frank and Hall (2001) converted an ordinal regression problem into nested binary classification problems that encode the ordering of the original ranks and then organized the results of these binary classifiers in some ad hoc way for prediction. It is also possible to formulate the original problem as a large, augmented binary classification problem. Har-Peled, Roth, and Zimak (2002) proposed a constraint classification approach that provides a unified framework for solving ranking and multiclassification problems. Herbrich, Graepel, and Obermayer (2000) applied the principle of structural risk minimization (Vapnik, 1995) to ordinal regression, leading to a new distribution-independent learning algorithm based on a loss function between pairs of ranks. The main difficulty with these two algorithms (Har-Peled et al., 2002 , Herbrich et al., 2000 is that the problem size of these formulations is a quadratic function of the training data size. As for sequential learning, Crammer and Singer (2002) proposed a proceptron-based online algorithm for rank prediction, known as the PRank algorithm. Shashua and Levin (2003) generalized the support vector formulation for ordinal regression by finding r − 1 thresholds that divide the real line into r consecutive intervals for the r ordered categories. However there is a problem with their approach: the ordinal inequalities on the thresholds, b 1 ≤ b 2 ≤ . . . ≤ b r −1 , are not included in their formulation. This omission may result in disordered thresholds at the solution on some unfortunate cases (see section 4.1 for an example). It is important to make any method free of bad situations where it will not work.
In this letter, we propose two new approaches for support vector ordinal regression. The first takes only the adjacent ranks into account in determining the thresholds, exactly as Shashua and Levin (2003) proposed, but we introduce explicit constraints in the problem formulation that enforce the inequalities on the thresholds. The second approach is entirely new; it considers the training samples from all the ranks to determine each threshold. Interestingly, we show that in this second approach, the ordinal inequality constraints on the thresholds are automatically satisfied at the optimal solution, though there are no explicit constraints on these thresholds. For both approaches, the size of the optimization problems is linear in the number of training samples. We show that the popular SMO algorithm (Platt, 1999; Keerthi, Shevade, Bhattacharyya, & Murthy, 2001) for support vector machines can be easily adapted for the two approaches. The resulting algorithms scale efficiently; empirical analysis shows that the cost is roughly a quadratic function of the problem size. Using several benchmark data sets, we demonstrate that the generalization capabilities of the two approaches are much better than that of the naive approach of doing standard regression on the ordinal labels.
The letter is organized as follows. In section 2, we present the first approach with explicit inequality constraints on the thresholds, derive the optimality conditions for the dual problem, and adapt the sequential minimal optimization (SMO) algorithm for the solution. In section 3 we present the second approach with implicit constraints. In section 4 we do an empirical study to show the scaling properties of the two algorithms and their generalization performance. We conclude in section 5.
Throughout this letter, we use x to denote the input vector of the ordinal regression problem and φ(x) to denote the feature vector in a highdimensional reproducing kernel Hilbert space (RKHS) related to x by transformation. All computations are done using the reproducing kernel function only, which is defined as
where · denotes the inner product in the RKHS. Without loss of generality, we consider an ordinal regression problem with r ordered categories and denote these categories as consecutive integers Y = {1, 2, . . . , r } to keep the known ordering information. In the jth category, where j ∈ Y , the number of training samples is denoted as n j , and the ith training sample is 
Approach 1: Explicit Constraints on Thresholds
As a powerful computational tool for supervised learning, support vector machines (SVMs) map the input vectors into feature vectors in a highdimensional RKHS (Vapnik, 1995; Schölkopf & Smola 2002) , where a linear machine is constructed by minimizing a regularized functional. For binary classification (a special case of ordinal regression with r = 2), SVMs find an optimal direction that maps the feature vectors into function values on the real line, and a single optimized threshold is used to divide the real line into two regions for the two classes, respectively. In the setting of ordinal regression, the support vector formulation could attempt to find an optimal mapping direction w, and r − 1 thresholds, which define r − 1 parallel discriminant hyperplanes for the r ranks accordingly. For each threshold b j , Shashua and Levin (2003) suggested considering the samples from the two adjacent categories, j and j + 1, for empirical errors (see Figure 1 for an illustration). More exactly, each sample in the jth category should have a function value that is less than the lower margin
is the error (denoted as ξ j i ). Similarly, each sample from the ( j + 1)th category should have a function value that is greater than the upper margin b j + 1; otherwise, ( ).
1 Shashua and Levin (2003) generalized the primal problem of SVMs to ordinal regression as follows:
where j runs over 1, . . . , r − 1 and C > 0. A problem with the above formulation is that the natural ordinal inequalities on the thresholds, that is, b 1 ≤ b 2 ≤ . . . ≤ b r −1 cannot be guaranteed to hold at the solution. To tackle this problem, we explicitly include the 1 The superscript * in ξ * j+1 i denotes that the error is associated with a sample in the adjacent upper category of the jth threshold.
following constraints in equation 2.2:
2.1 Primal and Dual Problems. By introducing two auxiliary variables b 0 = −∞ and b r = +∞, the modified primal problem in equations 2.1 to 2.3 can be equivalently written as follows,
The dual problem can be derived by standard Lagrangian techniques. Let α
, and µ j ≥ 0 be the Lagrangian multipliers for the inequalities in equation 2.5. The Lagrangian for the primal problem is
The Karush-Kuhn-Tucker (KKT) conditions for the primal problem require the following to hold:
Note that the dummy variables associated with b 0 and b r , that is, µ 1 , µ r , α * 1 i 's, and α r i 's, are always zero. The conditions 2.8 and 2.9 give rise to the constraints 0 ≤ α j i ≤ C and 0 ≤ α * j i ≤ C, respectively. Let us now apply Wolfe duality theory to the primal problem. By introducing the KKT conditions 2.7 to 2.9 into the Lagrangian, equation 2.6, and applying the kernel trick, equation 1.1, the dual problem becomes a maximization problem involving the Lagrangian multipliers α, α * , and µ:
where j runs over 1, . . . , r − 1. Leaving the dummy variables out of account, the size of the optimization problem is 2n − n 1 − n r (α and α * ) plus r − 2 (for µ).
The dual problem, equations 2.10 and 2.11, is a convex quadratic programming problem. Once the α, α * and µ are obtained by solving this problem, w is obtained from equation 2.7. The determination of the b j 's is addressed in the next section. The discriminant function value for a new input vector x is
(2.12)
The predictive ordinal decision function is given by arg min
Optimality Conditions for the Dual.
To derive proper stopping conditions for algorithms that solve the dual problem and also determine the thresholds b j 's, it is important to write down the optimality conditions for the dual. Though the resulting conditions that are derived below look a bit clumsy because of the notations, the ideas behind them are very much similar to those for the binary SVM classifier case, as the optimization problem is actually composed of r − 1 binary classifiers with a shared mapping direction w and the additional constraint 2.3. The Lagrangian for the dual can be written as follows:
where the Lagrangian multipliers η
, and λ j are nonnegative, while β j can take any value.
The KKT conditions associated with α and α * can be given as follows:
where f (x) is defined as in equation 2.12 and j runs over 1, . . . , r − 1, while the KKT conditions associated with the µ j are
14)
where j = 2, . . . , r − 1. The conditions in equation 2.13 can be regrouped into the following six cases:
We can classify any variable into one of the following six sets: 
Then the conditions can be simplified as
which can be compactly written as The KKT conditions in equation 2.14 indicate that the condition, β j−1 ≤ β j always holds and that β j−1 = β j if µ j > 0. To merge conditions 2.14 and 2.15, let us definẽ
where j = 1, . . . , r − 1. The overall optimality conditions can be simply written as It should be easy to see from the above sequence of steps that {β j } and {µ j } are optimal for the problem in equations 2.10 and 2.11 iff equation 2.16 is satisfied.
We introduce a tolerance parameter τ > 0, usually 0.001, to define approximate optimality conditions. The overall stopping condition becomes
From the conditions in equations 2.13 and 2.2, it is easy to see the close relationship between the b j 's in the primal problem and the multipliers β j 's. In particular, at the optimal solution, β j and b j are identical. Thus, b j can be taken to be any value from the interval, [B at the solution, which guarantee that the thresholds specified in these feasible regions will satisfy the inequality constraints b j−1 ≤ b j ; without the constraints in equation 2.3, the thresholds might be disordered at the solution! Here we essentially consider an optimization problem of multiple learning tasks where individual optimality conditions are coupled together by a joint constraint. We believe this is a nontrivial extension and useful in other applications. The SMO algorithm (Platt, 1999; Keerthi et al., 2001) can be adapted for the solution of equations 2.10 and 2.11. The details are given in the appendix. 
Approach 2: Implicit Constraints on Thresholds
In this section we present a new approach to support vector ordinal regression. Instead of considering only the empirical errors from the samples of adjacent categories to determine a threshold, we allow the samples in all the categories to contribute errors for each threshold. This kind of loss function was also suggested by Srebro, Rennie, and Jaakkola (2005) for collaborative filtering. A very nice property of this approach is that the ordinal inequalities on the thresholds are satisfied automatically at the optimal solution in spite of the fact that such constraints on the thresholds are not explicitly included in the new formulation. We give a proof on this property in the following section. Here, the subscript ki denotes that the slack variable is associated with the ith input sample in the kth category; the superscript j denotes that the slack variable is associated with the lower categories of b j ; and the superscript * j denotes that the slack variable is associated with the upper categories of b j .
Primal Problem.
By taking all the errors associated with all r − 1 thresholds into account, the primal problem can be defined as follows:
where j runs over 1, . . . , r − 1. Note that there are r − 1 inequality constraints for each sample x k i (one for each threshold). To prove the inequalities on the thresholds at the optimal solution, let us consider the situation where w is fixed and only the b j 's are optimized. Note that the ξ j ki and ξ * j ki are automatically determined once the b j are given. To eliminate these variables, let us define, for 1 ≤ k ≤ r ,
It is easy to see that b j is optimal iff it minimizes the function Proof. The "right-side derivative" of e j with respect to b is 
which is impossible. In a similar way, d j > d j+1 is also not possible. This proves the lemma.
If the optimal b j are all unique, 2 then lemma 1 implies that the b j satisfy the natural ordinal ordering. Even when one or more b j 's are nonunique, lemma 1 says that there exist choices for the b j that obey the natural ordering. The fact that the order preservation comes about automatically is interesting and nontrivial, which differs from the PRank algorithm (Crammer & Singer, 2002) , where the order preservation on the thresholds is easily brought in by their update rule.
It is also worth noting that lemma 1 holds even for an extended problem formulation that allows the use of different costs (different C values) for different misclassifications (class k misclassified as class j can have a C j k ). In applications such as collaborative filtering, such a problem formulation can be very appropriate; for example, an A-rated movie that is misrated as D may need to be penalized much more than if a B-rated movie is misrated, as D. Shashua and Levin's (2003) formulation and its extension given in section 2 of this article do not precisely support such a differential cost structure. This is another good reason in support of the implicit problem formulation of the current section.
Dual Problem. Let α
ki ≥ 0, and γ * j ki ≥ 0 be the Lagrangian multipliers for the inequalities in equation 3.2. Using ideas parallel to those in section 2.1, we can show that the dual of equations 3.1 and 3.2 is the following maximization problem that involves only the multipliers α and α * :
(3.6)
The dual problem 3.5 and 3.6 is a convex quadratic programming problem. The size of the optimization problem is (r − 1)n, where n = r k=1 n k is the total number of training samples. The discriminant function value for a new input vector x is
(3.7)
The ideas of adapting the SMO algorithm to equations 3.5 and 3.6 are similar to those in the appendix. The resulting suboptimization problem is analogous to the case of standard update in the appendix, where only one of the equality constraints from equation 3.6 is involved. Full details of the SMO algorithm are given in our technical report (Chu & Keerthi, 2005) .
Numerical Experiments
We have implemented the two SMO algorithms for the ordinal regression formulations with explicit constraints (EXC) and implicit constraints (IMC), 3 along with the algorithm of Shashua and Levin (2003) for comparison purpose. The function caching technique and the double-loop scheme proposed by Keerthi et al. (2001) have been incorporated in the implementation for efficiency. We begin this section with a simple data set to illustrate the typical behavior of the three algorithms and then empirically study the scaling properties of our algorithms. Then we compare the generalization performance of our algorithms against standard support vector regression on eight benchmark data sets for ordinal regression. The following gaussian kernel was used in these experiments:
where κ > 0 and x ς denotes the ςth element of the input vector x. The tolerance parameter τ was set to 0.001 for all the algorithms. We have utilized two evaluation metrics that quantify the accuracy of predicted ordinal scales {ŷ 1 , . . . ,ŷ t } with respect to true targets {y 1 , . . . , y t }:
1. Mean absolute error is the average deviation of the prediction from the true target, that is,
in which we treat the ordinal scales as consecutive integers.
Mean zero-one error the fraction of incorrect predictions on individual
samples.
Grading Data Set.
The grading data set was used in Chapter 4 of Johnson and Albert (1999) as an example of the ordinal regression problem. 4 There are 30 samples of students' scores. The "SAT-math score" and "grade in prerequisite probability course" of these students are used as input features, and their final grades are taken as the targets. In our experiments, the six students with final grade A or E were not used, and the feature associated with the "grade in prerequisite probability course" was treated as a continuous variable though it had an ordinal scale. In Figure 3 , we present the solution obtained by the three algorithms using the gaussian kernel, equation 4.1, with κ = 0.5 and the regularization factor value of C = 1. In this particular setting, the solution to Shashua and Levin's (2003) formulation has disordered thresholds b 2 < b 1 , as shown in Figure 3 (left) ; the formulation with explicit constraints corrects this disorder and yields equal values for the two thresholds, as shown in Figure 3 (middle).
Scaling.
In this experiment, we empirically studied how the two SMO algorithms scale with respect to training data size and the number of ordinal scales in the target. The California Housing data set was used in the scaling experiments.
5 Twenty-eight training data sets with sizes ranging from 100 to 5,000 were generated by random selection from the original data set. The continuous target variable of the California Housing data was discretized to an ordinal scale by using 5 or 10 equal-frequency bins. The standard support vector regression (SVR) was used as a baseline, in which the ordinal targets were treated as continuous values and = 0.1. These data sets were trained by the three algorithms using a gaussian kernel with κ = 1 and a regularization factor value of C = 100. Figure 4 gives plots of the computational costs of the three algorithms as functions of the problem size, for the two cases of 5 and 10 target bins. Our algorithms scale well with scaling exponents between 2.13 and 2.33, while the scaling exponent of SVR is about 2.40 in this case. This near-quadratic property in scaling comes from the sparseness property of SVMs, that is, nonsupport vectors affect the computational cost only mildly. The EXC and IMC algorithms cost more than the SVR approach due to the larger problem size. For large sizes, the cost of EXC is only about two times that of SVR in this case. As expected, we also noticed that the computational cost of IMC is dependent on r , the number of ordinal scales in the target. The cost for 10 ranks is observed to be roughly five times that for five ranks, whereas the cost of EXC is nearly the same for the two cases. These observations are consistent with the size of the optimization problems. The problem size of IMC is (r − 1)n (which is heavily influenced by r ), while the problem size of EXC is about 2n + r (which largely depends on n only since we usually have n r ). This factor of efficiency can be a key advantage for the EXC formulation.
4.3 Benchmark data sets. Next, we compared the generalization performance of the two approaches against the naive approach of using standard support vector regression (SVR) and the method (SLA) of Shashua and Levin (2003) . We collected eight benchmark data sets that were used for metric regression problems. 6 The target values were discretized into ordinal quantities using equal-frequency binning. For each data set, we generated two versions by discretizing the target values into 5 or 10 ordinal scales, respectively. We randomly partitioned each data set into training and test splits, as specified in Table 1 . The partitioning was repeated 20 times independently. The input vectors were normalized to zero mean and unit variance, coordinate-wise. The gaussian kernel, equation 4.1, was used for all the algorithms. Fivefold cross validation was used to determine the optimal values of model parameters (the gaussian kernel parameter κ and the regularization factor C) involved in the problem formulations, and the test error was obtained using the optimal model parameters for each formulation. The initial search was done on a 7 × 7 coarse grid linearly spaced in the region {(log 10 C, log 10 κ)| − 3 ≤ log 10 C ≤ 3, −3 ≤ log 10 κ ≤ 3}, followed by a fine search on a 9 × 9 uniform grid linearly spaced by 0.2 in the (log 10 C, log 10 κ) space. The ordinal targets were treated as continuous values in standard SVR, and the predictions for test cases were rounded to the nearest ordinal scale. The insensitive zone parameter, of SVR, was fixed at 0.1. The test results of these algorithms are recorded in Tables 1 and 2 . It is very clear that the generalization capabilities of the three ordinal regression algorithms are better than that of the approach of SVR. The performance of Shashua and Levin's method is similar to our EXC approach, as expected, since the two formulations are pretty much the same. Our ordinal algorithms are comparable on the mean zero-one error, but the results also show the IMC algorithm yields much more stable results on mean absolute error than the 
0.573±0.005
Notes: The targets of these benchmark data sets were discretized into five equal-frequency bins. d denotes the input dimension and "training/test" denotes the partition size. The results are the averages over 20 trials, along with the standard deviation. We use boldface to indicate the cases in which the average value is the lowest among the results of the three algorithms. Asterisks indicate the cases significantly worse than the winning entry; a p-value threshold of 0.01 in Wilcoxon rank sum test was used to decide this. 
1.205±0.007
Notes: The partition sizes of these benchmark data sets were same as in Table 1 , but the targets were discretized by 10 equal-frequency bins. The results are the averages over 20 trials, along with the standard deviation. We use boldface to indicate the lowest average value among the results of the four algorithms. Asterisks indicate the cases significantly worse than the winning entry; a p-value threshold of 0.01 in Wilcoxon rank sum test was used to decide this.
EXC algorithm. 7 From the view of the formulations, EXC considers only the extremely worst samples between successive ranks, whereas IMC takes all the samples into account. Thus, the outliers may affect the results of EXC significantly, while the results of IMC are relatively more stable in both validation and test.
Information Retrieval.
Ranking learning arises frequently in information retrieval. Hersh, Buckley, Leone, and Hickam (1994) generated the OHSUMED data set, 8 which consists of 348,566 references and 106 queries with their respective ranked results. The relevance level of the references with respect to the given textual query was assessed by human experts using a three-rank scale: definitely, possibly, or not relevant. In our experiments, we used the results of query 1, which contains 107 assessed references (19 definitely relevant, 14 possibly relevant, and 74 irrelevant) taken from the database. In order to apply our algorithms, the bag-of-words representation was used to translate these reference documents into vectors. We computed for all documents the vector of term frequencies (TF) components scaled by inverse document frequencies (IDF). The TFIDF is a weighted scheme for the bag-of-words representation that gives higher weights to terms that occur very rarely in all documents. We used the rainbow software released by McCallum (1998) to scan the title and abstract of these references for the bag-of-words representation. In the preprocessing, we skipped the terms in the stoplist, 9 and restricted ourselves to terms that appear in at least 3 of the 107 documents. This results in 462 distinct terms. Each document is represented by its TFIDF vector with 462 elements. To account for different document lengths, we normalized the length of each document vector to unity (Joachims, 1998) .
We randomly selected a subset of the 107 references (with size chosen from {20, 30, . . . , 60}) for training and then tested them on the remaining references. For each size, the random selection was repeated 100 times. The generalization performance of the two support vector algorithms for ordinal regression was compared against the naive approach of using support vector regression. The linear kernel K(x i , x j ) = x i · x j was employed for the three algorithms. The test results of the three algorithms are presented as box plots in Figure 5 . In this case, the zero-one error rates are almost at same level, but the naive approach yields a much worse absolute error rate than the two ordinal SVM algorithms. 
Conclusion
In this article, we proposed two new approaches to support vector ordinal regression that determine r − 1 parallel discriminant hyperplanes for the r ranks by using r − 1 thresholds. The ordinal inequality constraints on the thresholds are imposed explicitly in the first approach and implicitly in the second one. The problem size of the two approaches is linear in the number of training samples. We also designed SMO algorithms that scale only about quadratically with the problem size. The results of numerical experiments verified that the generalization capabilities of these approaches are much better than the naive approach of applying standard regression.
Appendix: SMO Algorithm
In this section we adapt the SMO algorithm (Platt 1999; Keerthi et al., 2001) for the solution of equations 2.10 and 2.11. The key idea of SMO consists of starting with a valid initial point and optimizing only one pair of variables at a time while fixing all the other variables. The suboptimization problem of the two active variables can be solved analytically. Table 3 presents an outline of the SMO implementation for our optimization problem. In order to determine the pair of active variables to optimize, we select the active threshold first. The index of the active threshold is defined as J = arg max j {B It is possible that j o = j u . In this case, named as cross update, more than one equality constraint in equation 2.11 is involved in the optimization that may update the variable set µ a = {µ min{ jo , ju}+1 , . . . , µ max{ jo , ju} }, a subset of µ. In the case of j o = j u , named as standard update, only one equality constraint is involved, and the variables of µ are kept intact, that is, µ a = ∅. These suboptimization problems can be solved analytically, and the detailed formulas for updating are given in the following.
The following equality constraints have to be taken into account in the consequent suboptimization problem:
Under these constraints, the suboptimization problem for α o , α u , and µ a can be written as It is quite straightforward to verify that for the above optimization problem, which is restricted to α o , α u , and µ a , one can use the same derivations that led to equation 2.16 to show that the optimality condition for the restricted problem is nothing but b jo low ≤ b ju up . Since we started with this condition being violated, we are guaranteed that the solution of the restricted optimization problem will lead to a strict improvement in the objective function.
To solve the restricted optimization problem, first consider the case of a positive-definite kernel matrix. For this case, the unbounded solution can be exactly determined as 
Now we need to check the box-bound constraint on α o and α u and the constraint µ j ≥ 0. We have to adjust µ toward 0 to draw the out-ofrange solution back to the nearest boundary point of the feasible region and update variables accordingly, as in equation A.4. Note that the cross update allows α o and α u to be associated with the same sample. For the positive semidefinite kernel matrix case, the denominator of equation A.6 can vanish. Still, leaving out the denominator defines the descent direction, which needs to be traversed until the boundary is hit, in order to get the optimal solution.
It should be noted that working with just any violating pair of variables does not automatically ensure the convergence of the SMO algorithm. However, since the most violating pair is always chosen, the ideas of Keerthi and Gilbert (2002) can be adapted to prove the convergence of the SMO algorithm.
