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Abstract: Aerodynamic shape optimization using CFD and global optimizers like PSO is
a computationally expensive process. To make the method more efficient, metamodels must
be incorporated into the optimization algorithm. Metamodels can be either local or global
in their approximation ability. We use local models based on kriging in a pre-evaluation
strategy to screen a small number of promising designs, which are then evaluated on the
exact model. We also construct and use global metamodels as a complete replacement of the
exact model, with various enrichment methods based on merit functions. The two methods
are applied to inviscid, transonic drag reduction of a wing under lift and volume constraints,
and their performance is compared. In all the tests, the use of metamodels reduces the
computational expense. Global metamodels were found to give the maximum reduction in
computational expense.
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namic shape optimization
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Etude de quelques stratégies pour l’optimisation globale
utilisant des modèles de processus Gaussiens avec
application à la conception aérodynamique
Résumé : L’optimisation de forme aérodynamique baśee sur des simulations CFD et des
optimiseurs globaux tels PSO est une procédure coûteuse. Pour rendre ces méthodes plus
efficaces, des métamodèles doivent être incorporés à l’algorithme d’optimisation. Ceux-ci
peuvent être locaux ou globaux, pour leur domaine de validité. On utilise des modèles lo-
caux basés sur le krigeage dans une stratégie de pré-évaluation pour sélectionner un nombre
réduit de designs prometteurs, qui sont évalués par le modèle exact. On construit également
des métamodèles globaux pour remplacer complètement le modèle exact, avec des méthodes
d’enrichissement variées basées sur des fonctions de mérite. Les deux méthodes sont ap-
pliquées à la réduction de trainée d’une aile, en régime transsonique et non-visqueux, avec
des contraintes de portance et de volume, et leurs performances sont comparées. On trouve
que les métamodèles globaux permettent d’obtenir la réduction maximale en terme de coût
de calcul.
Mots-clés : Optimisation par essaim de particules, Métamodèles, krigeage, fonctions de
mérite, Conception optimale en aérodynamique
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1 Introduction
The ability to locate the globally optimal solution is an important consideration in many
applications, especially in the preliminary design phase. Classical gradient based methods
are not capable of finding the global optimum except in some special cases, e.g., when
the function is strictly convex. A theorem by Torn and Zilinskas [24] states that for a
general continuous function, an optimization method converges to the global optimum if
the sequence of iterates it generates are dense in the design space. This means that the
method has to search in all parts of the design space to find the global optimum, which
makes sense intuitively. Modern optimization methods like genetic algorithms (GA) and
particle swarm optimization (PSO) have the potential to locate the global optimum, though
a rigorous proof is not available. These methods are however very expensive since they
use a population/swarm of candidate solutions in every iteration, requiring the computation
of the objective function several times in each iteration. The computational cost of these
methods is further increased by the use of high fidelity analysis tools like Computational
Fluid Dynamics (CFD) which are based on expensive numerical solution of partial differential
equations. In such cases it is important to have optimization methods that can work with
few function evaluations.
Consider the problem of minimizing a cost function J (x) := J(x, u(x))
min
x∈D
J (x), D ⊂ Rd (1)
where the state u is obtained by the solution of some partial differential equations (expensive
model), implicitly depending on x, and subject to some constraints
Ci(x, u) ≥ 0, i = 1, ..., Nc (2)
An obvious way to reduce the computational cost is to replace the costly analysis tool with
a cheaper surrogate or meta model. The first step consists in building a database of design
variables and corresponding function values (xm,Jm, Cim), m = 1, ...,M , where the set of
design variables (xm)m is possibly obtained through a design of experiments procedure.
The database can then be used to construct a metamodel Ĵ , Ĉi of J , Ci. Metamodels
can be distinguished based on whether they provide a local or global approximation of the
cost function. A global model is constructed using all the available data and provides an
approximation in the entire design space. A local model however is constructed around a
point of interest xo ∈ D where the function value is to be approximated, and uses a small
subset of the data in the neighbourhood of that point.
When global models can be constructed sufficiently accurately, they can help to locate the
global optimum with fewer function evaluations. Instead of taking small steps as in classical
INRIA
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gradient based methods, using a global model can help to quickly reach more promising
regions of the design space due to the ability of the metamodel to provide global trends in
the cost function. However global models can be difficult and costly to construct when the
dimension of the design space is large and the cost function is complex. Local models have
the advantage of being cheaper to construct since they typically use a small dataset. In this
case, the burden of locating the global optimum is entirely on the optimization algorithm.
In this work, we construct local and global kriging models and use them to solve the opti-
mization problem (1)-(2) with PSO.
• Local models are used to approximate the cost and/or constraint functions and a
small subset of the swarm is chosen for evaluation on the exact model. This leads to a
reduction in the number of costly function evaluations and makes the algorithm more
efficient. The strong coupling between the metamodel, optimization algorithm and the
exact model leads to a robust algorithm with substantial reduction in computational
cost.
• Global models are constructed using an initial database of design variables and new
design points are chosen by minimizing certain merit functions. These points are added
to the database and the metamodel is updated leading to a progressive improvement
of the metamodel in interesting regions of the design space.
The report is organized as follows. We begin with a description of the kriging approximation
in section (2) and explain our specific implementation of the method for determining the
parameters in the model. Next in section (3) we explain three merit functions and their
significance towards exploration and exploitation of the design space. This is followed by
a description of the PSO algorithm, section (4), which is used to solve the minimization
problem and also for training metamodels and minimizing the merit functions. Section (5)
describes our PSO algorithm using inexact pre-evaluations that require local metamodels.
Section (6) describes the global metamodel-based optimization algorithm. Finally, section
(7) describes the test case of aerodynamic shape optimization including CFD algorithm
and shape parameterization, while section (8) presents the results obtained from different
optimization methods.
2 Kriging approximation
Gaussian process models [16, 20, 27] (also called kriging) treat the response of some experi-
ment as if it were a realization of a stochastic process. This stochastic process approach has
been developed in three different disciplines: geology, global optimization and statistics. In
geology, the approach is known as kriging and was developed to predict the underground
concentration of a valuable mineral using the data from core samples taken at different lo-
cations. In global optimization, the use of stochastic processes is called ’Bayesian global
RR n° 6964
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optimization’ and dates back to the work of Harold Kushner (1964). The mathematical
theory of kriging was developed by the French mathematician Georges Matheron based on
the work of mining engineer Danie G. Krige, after whom it is known as kriging.
In physical experiments, there are independent random errors which make the assumption
of a stochastic process plausible. But in a computer experiment, where the response is the
output of a computer code which is deterministic, its plausibility is less clear. The output
of a computer code also has some high-frequency, low-amplitude errors due to convergence
and stopping criteria, limiters, etc., but the general trends are different1.
In the following, we adopt the Bayesian viewpoint of Gaussian processes [16, 27]. The
problem is to find an approximation f̂(x) to an unknown function f : Rd → R given
its values fn = f(xn), n = 1, . . . , N at N distinct points; we denote the data as FN =
{f1, f2, . . . , fN} ⊂ R and XN = {x1, x2, . . . , xN} ⊂ Rd. The vector of known function
values FN is assumed to be one realization of a multivariate Gaussian process with joint
probability density










where CN is the N × N covariance matrix. The element Cmn of the covariance matrix
gives the correlation between the function values fm and fn. This is expressed in terms of a
covariance function c, i.e., Cmn = c(xm, xn). When adding a new point xN+1, the resulting
vector of function values FN+1 is assumed to be a realization of the (N+1)-variable Gaussian











Using the rule of conditional probabilities
p(A|B) = p(A, B)
p(B)
we can write the probability density for the unknown function value fN+1, given the data
(XN , FN ) as




In order to simplify this expression we notice that the (N + 1)-variable covariance matrix






1In this regard, Torczon et al. state [23]: we regard the supposition of an underlying stochastic process
as nothing more than a convenient fiction. The value of this fiction lies in its power to suggest plausible
ways of constructing useful approximations and we will try to avoid invoking it excessively. When we do
invoke it, it should be appreciated that optimality criteria such as BLUP and MLE are defined with respect
to the fictional stochastic process and should not be invested with more importance than the practical utility
of the approximations in which they result.
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where
k = [c(x1, xN+1), c(x2, xN+1), . . . , c(xN , xN+1)]
⊤
and








M = C−1N +
1
µ
mm⊤, m = −µC−1N k, µ = (κ − k⊤C−1N k)−1
Then, the probability density for the function value at the new point is
p(fN+1|XN+1, FN ) ∝ exp
[






⊤C−1N FN , σ
2
fN+1
= κ − k⊤C−1N k (6)
Thus the probability density for the function value at the new point xN+1 is also Gaussian
with mean f̂N+1 and standard deviation σfN+1 . The availability of the variance of the
estimated function value is an important advantage of this method, since it provides an
estimate of the error in the approximated function value.
Note: The kriging model reproduces the input data exactly as long as the covariance matrix
has full rank. To see this, let us predict the function value at xN+1 = x1. Note that in this
case, the vector k is identical to the first column of CN . Thus, since CN is symmetric, we
have
k⊤C−1N = [1, 0, . . . , 0]
which gives f̂N+1 = k
⊤C−1N FN = f1.
2.1 Covariance function
The covariance function must reflect the characteristics of the output of the computer code.
For a smooth response, a covariance function with sufficient number of derivatives is prefer-
able, whereas an irregular response might require a covariance function with no derivatives.
In the absence of any knowledge regarding the unknown function, the most commonly used
correlation function is an exponential; in this work we take the correlation function of the
form
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where Θ = (θ1, θ2, r1, r2, . . . , rd) are some parameters to be determined. The first term is
a distance-dependent correlation between the function values at two data points; if their
distance is small compared to the length scales ri, the exponential term is close to one while
it decays exponentially as their distance increases. The parameter θ1 scales this correlation.
In the second term, θ2 gives an offset of the function values from zero. It is also common to
use a single length scale r which reduces the number of parameters to three irrespective of
the dimension d of the independent variables. This choice may be sufficient for constructing
local kriging models.
2.2 Optimization of hyper-parameters
It now remains to find the parameters Θ in the correlation function. These parameters are
determined by maximizing the joint probability density p(FN |XN ). This is equivalent to
minimizing the log-likelihood function given by
L = F⊤N C
−1
N FN + log det(CN )
This function is known to be multi-modal; hence robust techniques like Genetic Algo-
rithms [4] or Particle Swarm Optimization [25] might be preferable. Many researchers
have combined such techniques with a final gradient search to locate the minimum more
accurately [2]. In this work we have used PSO technique but without any gradient search.
There are many practical issues that must be taken care of so that all the computations are
stable; we follow [2] in this respect. The hyper-parameters must be non-negative; hence it
is better to work with the logarithm of the parameters so that they always remain positive.
The optimization using PSO is thus applied to the logarithm of the hyper-parameters. The
correlation matrix can be ill-conditioned in which case the computation of its inverse will not
be accurate. If the condition number is above a specified tolerance, then the log-likelihood is
taken to be a large positive value. If the condition number is within the specified tolerance,
an LU decomposition of CN is first performed; then C
−1
N FN and C
−1
N k are computed using
the LU decomposition. The logarithm of the determinant of CN is also computed using the
LU decomposition









This avoids the under-flow problem associated with multiplying a large number of small
numbers which would be the case if the matrix CN is badly scaled.
Again following [2] we scale the coordinates and function values so that they lie in the
interval [0, 1]. For each particle, the parameters in the covariance function are initialized
randomly in the intervals as given below:
θ1 ∈ [10−3, 1]
θ2 ∈ [10−3, 1]
ri ∈ [10−2, 10], i = 1, . . . , d
INRIA
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In the PSO method, if a particle goes outside this range then its previous position is restored
and it’s velocity is set to zero. If we do not restrict the range in this manner, then we found
that the PSO can converge to a solution which does not give an accurate interpolation.
3 Merit functions
The use of metamodels for optimization has to be an iterative process since it is not possible
in general to construct a very accurate model in one shot. The model has to be updated
using new data in each iteration until some convergence criterion is satisfied. Ideally, for
locating the global optimum, one may construct a metamodel which is accurate in all regions
of the design space. However this can be very expensive for problems with large number of
design variables. Actually, for the optimization problem, it is enough if the model is accurate
in the interesting regions where optimum solutions are located. The computational cost and
convergence towards the global optimum depends on the way we update the metamodel
which in turn depends on the selection of new evaluation points.
The most obvious way to select new evaluation point is to use the optimum solution of the
metamodel. However this does not take account of the inaccuracy in the metamodel and can
converge to a local optimum or even to some point which is not even a local optimum. In
order to improve the metamodel, it is necessary to have an estimate of the error in the model.
Kriging or gaussian process models provide an intrinsic estimate of the error or variance in
the values predicted by the model. This makes it possible to select new evaluation points so
that the model accuracy can be improved. The new search point is chosen as the minimizer
(or maximizer) of a merit function; there are many different merit functions that make use
of the variance [12] and are discussed in the following sections.
3.1 Minimizing statistical lower bound
Torczon et al. [5] and Cox and John [3] suggested the use of the lower confidence bound of the
prediction as a merit function. If the model gives an estimate of the standard deviation in
the approximation ŝ(x), then we can construct a statistical lower bound of the cost function
as
fM (x) = Ĵ (x) − κŝ(x) (7)
The merit function is minimized and the new evaluation point is the minimizer of the merit
function. Several merit functions with different values of κ are minimized which gives a set
of new evaluations points. A small value of κ leads to searching around the current minimum
of the metamodel. A large value of κ may be expected to give a good estimate of the lower
bound of the cost function and leads to better exploration of the search space where the
data is less certain or non-existent. According to [2], in practice using four different values
of κ = 0, 1, 2, 4 is sufficient. However since the standard deviation is only an approximation,
it can be very innacurate especially with sparse data, and may fail to generate an evaluation
RR n° 6964
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point in the region of the global optimum [12]. Also, the iterates from minimizing this merit
function will not be dense due to deletion of regions of the search space where the lower
bound is above the current best function value, which can happen if the variance is estimated
very inaccurately.
3.2 Maximizing probability of improvement
The idea of this merit function, first introduced by Harold Kushner [14], is to choose the
next evaluation point so that the probability of finding a solution better than the current
best is maximized. Let Jmin be the cost function of the best solution found so far. We
set a target cost function T < Jmin and look for a point x for which the probability that
Ĵ (x) ≤ T is maximum. We assume that the function value is the realization of a random








where Φ(y) = 12 [1+erf(y/
√
2)] is the cumulative distribution function of the standard normal
distribution and the merit function is taken to be the negative of PoI. A disadvantage of this
approach is that the user has to specify the target value T . A value of T close to Jmin leads
to highly local search around the current best solution while a value of T ≪ Jmin leads to a
more global search. In practice one can use several values of the target T corresponding to
low, medium and high desired improvement. This will enable both global search during the
initial stages and a fine local search at later iterations. For the one-dimensional algorithm,
Gutmann [11] proves under certain mild assumptions, that the iterates from minimizing this
merit function are dense.
3.3 Maximizing expected improvement
This merit function is based on locating the point x at which the maximum reduction in
cost function can be expected. We again assume that the unknown function is a realization
of a random variable with mean and variance given by Ĵ (x) and ŝ(x) respectively. If Jmin
is the cost function of the current best solution, then the probability of reducing the cost
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which can be shown to be equal to
EI(x) = ŝ(x)[uΦ(u) + φ(u)], u(x) =
Jmin − Ĵ (x)
ŝ(x)
(9)
and where φ(y) = 1√
2π
exp(−y2/2) is the standard normal distribution. The merit function
is defined as negative of EI. An advantage of this merit function is that it avoids the need
to specify any parameters by the user (like the target T of the previous merit function).
Under some assumptions, Locateli [15] has shown that the iterates from minimizing this
merit function are dense.
4 Particle swarm optimization
PSO is modeled on the behaviour of a swarm of animals when they hunt for food or avoid
predators [18]. In nature a swarm of animals is found to exhibit very complex behaviour and
capable of solving difficult problems like finding the shortest distance to a food source. How-
ever the rules that govern the behaviour of each animal are thought to be simple. Animals
are known to communicate the information they have discovered to their neighbours and
then act upon that individually. The individuals cooperate through self-organization but
without any central control. The interaction of a large number of animals acting indepen-
dently according to some simple rules produces highly organized structures and behaviours.
In PSO, a swarm of particles wanders around in the design space according to some specified
velocity. The position of each particle corresponds to one set of design variables and it has
an associated value of the cost function. Each particle remembers the best position it has
discovered in its entire lifetime (local memory) and also knows the best position discovered
by its neighbours and the whole swarm (global memory). The velocity of each particle is
such as to pull it towards its own memory and that of the swarm. While there are many
variants of the PSO algorithm, the one we use is described below and complete details are




Constraints are incorporated into the cost function using the penalty function approach.
Algorithm: Particle swarm optimization
1. Set n = 0
2. Randomly initialize the position of the particles and their velocities {xnk , vnk }, k =
1, . . . ,K.
3. Compute cost function associated with the particle positions J (xnk ), k = 1, . . . ,K
RR n° 6964
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4. Update the local and global memory
xn∗,k = argmin
0≤s≤n
J (xsk), xn∗ = argmin
0≤s≤n,1≤k≤K
J (xsk) (10)






∗,k − xnk ) + c2rn2,k(xn∗ − xnk ) (11)
6. Apply craziness operator to the velocities






8. Limit new particle positions to lie within [xl, xu] using reflection at the boundaries
9. If n < Nmax, then n = n + 1 and go to step (iii), else STOP.
Apart from the above basic algorithm, we use several additional strategies to enhance the
efficiency of PSO. The inertia parameter ω is decreased during the iterations as proposed by
Fourie and Groenwold [10]. A starting ωo is chosen with a large value in order to promote
an exploratory search. Then its value is decreased by a factor α if no improved solution is
found within h consecutive time steps:
If J (xn∗ ) = J (xn−h∗ ) then ωn = αωn−1
with α ∈ (0, 1). Therefore, if the exploratory search fails, then the convergence towards
the best locations ever found is promoted. A craziness operator is implemented on the
velocity [10] which is inspired by the mutation operator in GAs. A probability of craziness
pc ∈ [0, 1] is chosen; then, at each time step and for each particle, the velocity direction
is randomly modified with the probability pc, but the velocity modulus is kept constant.
Therefore, large random perturbations occur at the beginning of the optimization procedure,
which promote random global search, whereas small random perturbations are performed
when the swarm is close to the solution, which promote random local search. This approach
is inspired from the so-called non-uniform mutation operator in GAs [17]. Finally, an upper
limit on velocity as recommended by Shi and Eberhart [22] in order to improve the stability
and convergence rate of PSO is also used.
In the original algorithm proposed by Kennedy and Eberhart [13] the random numbers r1,
r2 are scalars, i.e., one random number is used for all the velocity components of a particle.
In practical implementation, it is found that researchers have used both a scalar and vector
version of random numbers. In the vector version, a different random number is used for
each component of the velocity vector. This is equivalent to using random diagonal matrices
for r1 and r2. Wilke [26] has investigated the difference in performance of PSO between
these versions and concludes that the scalar version is susceptible to getting trapped in a
line search while the vector version does not have this problem. The vector version is also
preferred for use with metamodels since it has space-filling characteristics.
INRIA
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5 Optimization using local metamodels (IPE)
PSO is a rank-based algorithm; the actual magnitude of cost function of each particle is not
important but only their relative ordering matters. An examination of the PSO algorithm
shows that the main driving factors are the local and global memories. Most of the cost
functions are discarded except when it improves the local memory of some particle. This
loss of information can be avoided by storing the function values in a database which can
be used to build approximations of the cost function. For each particle, a local dataset is
selected from the database comprising of nearest points and a local metamodel is built; the
objective and constraint functions are approximated using the local metamodel (in-exact pre-
evaluation). Using the approximate information, a small subset of the particles is selected
(pre-screening) which are most promising in the sense that they may lead to improvement
of the best solution discovered till that time. This small set of particles is evaluated on the
exact model and the resulting function values are stored in the database.
When updating the local and global memories, the cost functions are of mixed type; some
particles have cost functions evaluated on the metamodel and a few are evaluated using the
exact model. If the memories are updated using cost functions evaluated on the metamodel,
then there is the possibility that the memory may improve due to error in the cost function.
This erroneous memory may cause PSO to converge to it or may lead to wasteful search.
Hence the memories are updated using only the exactly evaluated cost functions. We have
proposed a metamodel-assisted PSO with inexact pre-evaluation [19] as follows; the first
Ne iterations of PSO are performed with exact function evaluations which are stored in a
database. In the subsequent iterations the metamodel is used to pre-screen the particles and
only a small percentage of particles is evaluated on the exact function.
Algorithm: Particle swarm optimization with IPE
1. Set n = 0
2. Randomly initialize the position of the particles and their velocities {xnk , vnk }, k =
1, . . . ,K.
3. If n ≤ Ne compute cost function associated with the particle positions J (xnk ), k =
1, . . . ,K using the exact model, else compute the cost function using metamodel
Ĵ (xnk ), k = 1, . . . ,K.
4. If n > Ne, then select a subset of particles S
n based on a pre-screening criterion and
evaluate the exact cost function for these particles. Store the exact cost functions into
the database.
5. Update the local and global memory using only the exactly evaluated cost functions
xn∗,k = argmin
0≤s≤n









function on exact 
model




















Ne = Number of initial




Figure 1: Schematic of the IPE algorithm
6. Store exactly evaluated function values into a database






∗,k − xnk ) + c2rn2,k(xn∗ − xnk ) (14)
8. Apply craziness operator to the velocities






10. Limit new particle positions to lie within [xl, xu] using reflection at the boundaries
11. If n < Nmax, then n = n + 1 and go to step (iii), else STOP.
This algorithm is illustrated in figure (1).
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The important aspect of metamodel assisted optimization is the criterion used to select the
set S of particles whose function value will be exactly evaluated. The selection criterion
should pick the most promising designs, i.e., those which are likely to lead to further reduc-
tion in the cost function. It should also promote exploration of those regions of search space
where data is sparse. Giannakoglou [8] discusses several pre-screening criteria based on the
estimated fitness function and standard deviation of the estimation whenever available, as in
the case of gaussian random process models. The rationale behind the pre-screening criteria
are similar to the merit functions. Several pre-screening criteria are discussed below.
1. Mean value criterion: This criterion selects all particles whose estimated function value
is less than the current minimum function value i.e., all xk for which Ĵ (xk) < Jmin.
2. Lower bound criterion (LB): This criterion is similar to the mean value criterion but
it also makes use of the standard deviation which indicates error in the metamodel
prediction and promotes exploration of unexplored regions of the search space. All
particles xk for which Ĵ (xk) − κŝ(xk) < Jmin are selected; here κ = 3 can be used.
3. Probability of Improvement criterion (PI): This criterion selects all particles which
have a high probability of the cost function being reduced below the current minimum
value. The target T is taken to be 10% less than the current minimum function value
Jmin. There can be two variants of this criterion:
• a specified percentage of particles with highest probability of improvement.
• all particles xk for which PoI(xk) > Pm, Pm being specified by the user.
4. Expected Improvement criterion (EI): This criterion selects all particles for which the
expected improvement is high.
• a specified percentage of particles which have the highest expected improvement.
• all particles xk for which EI(xk) > Im, Im being specified by the user. The value
of Im must be adjusted as the optimization progresses.
5. Local improvement criterion (A): This criterion was proposed specifically for use with
PSO [19]. It selects all particles whose cost function is less than their local memory,
i.e., all particles xk for which Ĵ (xk) < J (x∗,k). This is similar to the mean value
criterion but the improvement is checked over the local memory of each particle rather
than the global memory. It promotes greater exploration of the design space since it
searches the regions around the local memory of each particle. This criterion can be
modified to take account of the standard deviation information similar to the lower
bound criterion: select all particles xk for which Ĵ (xk) − κŝ(xk) < J (x∗,k). The
number of particles to be selected is automatically determined by the algorithm and
hence it is said to be adaptive (A).
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In the present work, we test the IPE-LB, IPE-PI, IPE-EI and IPE-A algorithms on the
aerodynamic shape optimization problem. With the LB, PI and EI pre-screening methods,
we choose 10% of the particles for evaluation on the exact model (CFD).
6 Optimization using global metamodels (GMO)
A global metamodel provides an approximation to the cost and constraint functions in the
entire design space. This allows us to completely replace the costly analysis tools with these
cheaper metamodels. The optimization algorithm is applied to the metamodel to predict
a better solution. However this cannot be a one-shot process since the metamodel is an
approximation, usually very coarse, and the optimum solution predicted by minimizing it
may not really be the optimum and/or may not satisfy the constraints. The metamodel
must be updated by adding new data points and the optimization applied to the new model.
This process is continued until some convergence criterion is satisfied or the computational
resources are exhausted. The selection of the new evaluation points is the most crucial as-
pect of this method. New points must be added in those regions of the design space where
there is more likelihood of the existence of an optimum. This is achieved by selecting the
new evaluation points as the minimizers of the merit function(s), which are described in sec-
tion (3). The basic algorithm using global metamodels and merit functions is outlined below.
Algorithm: Global metamodel-based optimization
1. Generate an initial database
2. Construct a global metamodel
3. Minimize merit functions using the metamodel
4. Evaluate minimizers on exact model
5. Store the new function values in the database
6. Construct a metamodel using updated database.
7. If not converged, go to step 3.
The above algorithm is illustrated schematically in fig. (2). The minimization of the meta-
model must be performed using a global optimization method; in this work we use PSO for
this purpose. This step is not expensive since the metamodel can be evaluated cheaply, even
using a large swarm size in PSO and performing a large number of iterations.
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Figure 2: Schematic of global metamodel-based optimization
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6.1 Generation of initial database
The design space is initially sampled to generate a set of points that will be used to build
the initial metamodel. It is necessary to sample all parts of the design space since a priori
we do not know where the optimum solutions are located. However when the dimension
of the space is large, it is not possible to sample it in a dense way as it requires a large
number of points; this is known as the curse of dimensionality. One can only sample it
in a very sparse way but still satisfying some space-filling criteria. Here we use the Latin
Hypercube sampling technique to generate an initial sample that leads to variations in all
design variables between their minimum and maximum range. In practice, due to the high
computational expense of simulation tools, it may be possible to only generate an initial
database of the order of a few hundred solutions or maybe even just a few tens of solutions,
depending on available computational resources and time. The evaluation of all the design
variables can be performed in parallel; if there are M initial designs to generate the database,
one can use M processors to compute all the designs simultaneously.
6.2 Construction of global metamodel
In this work we use kriging approximations to construct global metamodels of all the func-
tions that are required for optimization. This includes the objective function like drag
coefficient and constraint functions like lift coefficient and volume. Separate metamodels
are constructed for each of these functions and the resulting models are used to evaluate
the cost function involving penalty terms and merit function. The metamodel must be con-
structed or re-trained after every iteration since new points are added to the database in
every iteration. Training a metamodel involves finding the coefficients in the kriging model
as described in section (2) using PSO. Whenever the metamodel is being re-trained, the
previously determined set of kriging parameters are also used in the PSO to initialize the
particle positions, which can accelerate its convergence.
6.3 Minimization of global metamodel
The global metamodel is used to minimize certain merit functions which are described in
section (3). Our objective is to find the global minimizers and hence we should use algorithms
that are capable of locating global optima. In the present work, we use PSO as described
in section (4) to minimize the merit functions. Since the metamodel is cheaper to evaluate,
we can use a larger number of particles in the swarm and also perform more number of
iterations. The global minimizers of the merit functions are then evaluated on the exact
model, and resulting function values are stored in the database. During this step, it is
important to ensure that new data points that are added are not too close to any of the
existing points in the database.
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6.4 Failure handling
The CFD code can sometimes fail to converge due to various reasons. For compressible
flows, violation of positivity of some variables like density and pressure can occur. Another
difficulty is that the grid deformation algorithm can fail due to creation of negative volumes.
When performing global optimization, all regions of the design space may be explored which
can lead to very large grid deformations. In these situations, we assign a large cost function
value to the corresponding design variable. This enables us to avoid those regions of the
design space which leads to failure. However it is preferable to have a robust grid deformation
method since otherwise it can exclude important regions of the design space.
6.5 Constraint handling
A straight-forward way to incorporate equality and inequality constraints is through the
penalty function approach. When the constraint is violated, the penalty term adds a large
numerical value to the cost function. In the context of aerodynamic shape optimization,
there are aerodynamic constraints like those on lift and geometric constraints on volume and
thickness. Modelling the cost function including the penalty terms is not a good approach
since the function will have very large numerical values when constraint is violated and
O(1) values when it is not violated. Hence we prefer to model the objective and constraint
functions using separate metamodels and then evaluate the cost function.
7 Numerical test case
This section describes the aerodynamic shape optimization problem, the parameterization
of the shape using free form deformation (FFD) and the numerical algorithm for solving the
flow equations.
7.1 Transonic wing optimization
The test-case considered here corresponds to the optimization of the shape of the wing of
a business aircraft (courtesy of Piaggio Aero Ind.), for a transonic regime. The test-case is
described in depth in [1]. The overall wing shape can be seen in figure (3). The free-stream
Mach number is M∞ = 0.83 and the incidence α = 2
◦. Initially, the wing section is supposed
to correspond to the NACA 0012 airfoil.
The goal of the optimization is to reduce the drag coefficient Cd subject to the constraint
that the lift coefficient Cl should not be less than Cl0 . The constraint is taken into account
using a penalization approach. Then, the resulting cost function is :
J = Cd
Cd0
+ 104 max(0, 1 − Cl
Cl0
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Figure 3: Initial wing shape (blue) and mesh in the symmetry plane (red).
Cd0 and Cl0 are respectively the drag and lift coefficients corresponding to the initial shape
(NACA 0012 section) and V0 is the wing volume. For the CFD computations, an unstruc-
tured mesh, composed of 31124 nodes and 173 445 tetrahedral elements, is generated around
the wing, including a refined area in the vicinity of the shock (figure (3)).
7.2 Parameterization using the Free-Form Deformation approach
The FFD technique originates from the Computer Graphics field [21]. It allows the defor-
mation of an object in a 2D or 3D space, regardless of the representation of this object.
Instead of manipulating the surface of the object directly, by using classical B-Splines or
Bézier parameterization of the surface, the FFD techniques defines a deformation field over
the space embedded in a lattice which is built around the object. By transforming the
space coordinates inside the lattice, the FFD technique deforms the object, regardless of its
geometrical description. An added advantage is that the computational grid used for CFD
can also be deformed simulataneously to conform to the new shape of the object; this is also
independent of the type of grid that is used, making it a very versatile method.
More precisely, consider a three-dimensional hexahedral lattice embedding the object to be
deformed. Figure (4) shows an example of such a lattice built around a realistic wing. A
local coordinate system (ξ, η, ζ) is defined in the lattice, with (ξ, η, ζ) ∈ [0, 1]× [0, 1]× [0, 1].
During the deformation, the displacement ∆q of each point q inside the lattice is here defined
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k are the Bernstein polynomials of order ni, nj and nk (see for instance [9]):
Bnp (t) = C
p
n t
p (1 − t)n−p. (18)
(∆Pijk)0≤i≤ni,0≤j≤nj ,0≤k≤nk are weighting coefficients, or control points displacements,
which are used to monitor the deformation and are considered as design variables during
the shape optimization procedure.
Figure 4: Example of FFD lattice (red) around a wing.
For the aerodynamic optimization, the FFD lattice is built around the wing with ξ, η and
ζ in the chordwise, spanwise and thickness directions respectively. The lattice is chosen in
order to fit the planform of the wing (see figure 4). Then, the leading and trailing edges
are kept fixed during the optimization by freezing the control points that correspond to
i = 0 and i = ni. Moreover, all control points are only moved vertically. Hence for a
parameterization of ni × nj × nk, we obtain (ni − 1) × (nj + 1) × (nk + 1) design variables.
In all the test cases in this work, we use nj = nk = 1; this leads to a linear interpolation of
the root and tip airfoil sections over the span.
7.3 Aerodynamic fitness evaluation using CFD
Modeling This study is restricted to three-dimensional inviscid compressible flows gov-
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where W are the conservative flow variables (ρ, ρu, ρv, ρw,E), with ρ the density,
−→
U =
(u, v, w) the velocity vector and E the total energy per unit of volume.
−→
F = (F1(W ), F2(W ), F3(W ))
























































The pressure p is obtained from the perfect gas state equation :
p = (γ − 1)(E − 1
2
ρ‖−→U ‖2), (21)
where γ = 1.4 is the ratio of the specific heat coefficients.
Spatial discretization Provided that the flow domain Ω is discretized by a tetrahedriza-
tion Th, a discretization of equation (19) at the mesh node si is obtained by integrating (19)
over the volume Ci, that is built around the node si by joining barycenters of the tetrahedra








−→σ ij) = 0, (22)
where Wi represents the cell averaged state and V oli the volume of the cell Ci. N(i) is
the set of the neighboring nodes. Φ(Wi, Wj ,
−→σ ij) is an approximation of the integral of the
fluxes (20) over the boundary ∂Cij between Ci and Cj , which depends on Wi, Wj and
−→σ ij
the integral of a unit normal vector over ∂Cij . These numerical fluxes are evaluated using












AR is the jacobian matrix of the fluxes for the Roe average state and verifies:
AR(Wi, Wj ,




F (Wi)) · −→σ ij . (24)
A high order scheme is obtained by interpolating linearly the physical variables from si
to the midpoint of [sisj ], before equation (22) is employed to evaluate the fluxes. Nodal
gradients are obtained from a weighting average of the P1 Galerkin gradients computed on
each tetrahedron containing si. In order to avoid spurious oscillations of the solution in the
vicinity of the shock, a slope limitation procedure using the Van-Albada limiter is introduced.
The resulting discretization scheme exhibits a third order accuracy in the regions where the
solution is regular.
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Time integration A first order implicit backward scheme is employed for the time inte-









−→σ ij) = 0, (25)
with δWi = W
n+1
i − Wni . Then, the linearization of the numerical fluxes provides the













Here, Jni is the jacobian matrix of the first order numerical fluxes, whereas the right hand
side of (26) is evaluated using high order approximations. The resulting integration scheme
provides a high order solution of the problem. More details can be found in [6].
8 Results of optimization
In this section we present results of aerodynamic shape optimization using different meth-
ods. In particular we compare the following methods: basic PSO, PSO with IPE and PSO
using global metamodels. In order to study the efficiency and efficacy of the various meth-
ods, we apply them to solve the same optimization problem but with different number of
design variables. All the methods used in this work and the FFD parameterization are
implemented in our shape optimization platform FAMOSA, which utilizes MPI to perform
parallel evaluation of the objective functions.
The first five iterations of IPE method are performed exactly to fill the database. The
size of local database used for pre-evaluation is taken to be twice the number of design
variables, and we select the closest points from the global database to the current evaluation
point. Except for the adaptive criterion, only 10% of the particles are evaluated on the exact
model. For PSO with and without IPE, we perform 200 iterations, and while using global
metamodels, we perform 50 iterations. When reporting the reduced objective function in
the tables, we consider three decimal places in the objective function and report the number
of CFD evaluations required to achieve the final objective function value.
The following parameters are used for the merit functions. With the lower bound function,
we use three merit functions corresponding to κ = 0, 1, 2, 3. For the probability of improve-
ment function, we set the target T to be (1−α)Jmin where α = 0.01, 0.05, 0.10, 0.20 leading
to four merit functions, and where Jmin current value of the cost function corresponding to
the best solution. The smaller value of κ or α leads to a local search around the current
best solution, i.e., exploitation, while the larger values leads to a more global exploration
in those regions of the design space where the metamodel is inaccurate due to sparse data.
For the expected improvement criterion, there is no such parameter to be specified.
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Figure 5: Results with 8 design variables: (a) Comparison of PSO with 32 and 64 particles,
and (b) comparison of different pre-screening criteria in IPE method
8.1 8 design variables
This corresponds to a parameterization of 3× 1× 1 and leads to eight design variables each
of which is constrained to be in [−200,+200]. The results of the basic PSO are given in
Table (1) using 32 and 64 particles, and convergence plots are shown in Fig. (5). We see
from these results that 32 particles are sufficient, in the sense that the results do not change
significantly when using 64 particles. From fig. (5) we notice that the convergence of the cost
function has a fast rate initially and then becomes slow. This is a rather general character of
PSO which makes it slow to converge precisely to an optimum point. The use of metamodels
is hence a good strategy to accelerate the convergence of PSO and could yield significant
benefits.
Next we perform optimization using IPE with 32 particles. The results are given in table (2)
and figure (5b), for four different pre-screening criteria. The adaptive criterion gives the
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Adaptive LB PI EI
Cost #CFD Cost #CFD Cost #CFD Cost #CFD
0.535 1501 0.567 712 0.691 694 0.571 697
Table 2: IPE results using different pre-screening criteria with 8 design variables
DB size LB PI EI
Cost #CFD Cost #CFD Cost #CFD
24 (21) 0.523 181 0.546 113 1.000 71
48 (42) 0.524 182 0.547 178 0.615 53
96 (78) 0.523 230 0.539 226 0.626 105
Table 3: GMO results using different initial databases for 8 design variables
lowest cost function but LB and EI screening is almost as good as the adaptive one. The PI
criterion fails to sufficiently reduce the cost function value.
To test the metamodel-based optimization, we make experiments with different size of the
starting database. A small initial database may not give a good enough enough approx-
imation and hence it is important to use a sufficiently large initial database. The results
with different initial database sizes are shown in table (3) and in figs. (6) and we see the
dramatic reduction in the number of CFD evaluations as compared to PSO and also IPE.
The first column of the table gives the size of the initial sample obtained through Latin
Hypercube Sampling; the numbers in the brackets indicate the actual number of points that
were successfully evaluated, the remaining failing during grid deformation. In each case, we
find that the lower bound criterion yields the lowest cost function value and is also very
robust to change in the initial database size. The EI criterion fails to gain any reduction
with the smallest database; this is most probably due to an innaccurate estimation of the
variance which severely affects the performance of GMO-EI. With the two larger databases,
the performance is GMO-EI is better but still not as good as with the LB and PI criteria.
Finally, in fig. (7) we compare PSO using 32 particles with the best results from IPE and
GMO, both of which happen to use the lower bound criterion. We can visually see the
dramatic reduction in the number of CFD evaluations when using metamodels. In particular,
GMO leads to a reduction of almost 95% as compared to the 32-particle PSO and yields a
better cost function value.
8.2 16 design variables
This corresponds to an FFD parameterization of 5 × 1 × 1 and leads to 16 design variables
each of which is constrained to be in [−200,+200]. The results of the basic PSO are given
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Figure 6: Results of GMO with different starting database sizes and 8 design variables:
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Figure 7: Comparison of different methods with 8 design variables
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Table 4: Results of PSO for 16 design variables
Method Adaptive LB PI EI
Cost #CFD Cost #CFD Cost #CFD Cost #CFD
IPE 0.530 2193 0.527 1166 0.525 758 0.525 1460
GMO - - 0.503 218 0.523 250 0.624 115
Table 5: Results using IPE and GMO approach, and 16 design variables
in Table (4) using 32 and 64 particles, and convergence plots are shown in Fig. (8a). We
see from these that 32 particles are sufficient to reduce the cost function. Next we perform
optimization using the IPE approach and the results are given in Tab. (5) and Fig. (8b).
In this case all the pre-screening criteria yield similar results. In Tab. (5) and Fig. (8c) we
present results using the global metamodel approach with an initial database of 96 (66).
The LB and PI merit functions give similar results while the EI function does not succeed in
sufficiently reducing the cost function. Finally, in Fig. (8d), we compare the 32-particle PSO
with the best results from IPE and GMO approach. Clearly both the metamodel approaches
reduce the number of CFD evaluations, with the GMO approach again out-performing the
others.
8.3 32 design variables
This test case corresponds to an FFD parameterization of 9 × 1 × 1 and leads to 32 design
variables. The range of each design variable is reduced to [−100,+100] since a larger range
leads to failure in grid deformation while generating initial database for the GMO approach.
The reduction in the range does not degrade the quality of the optimum solution since it
is compensated by an increase in the number of design variables. The basic PSO method
gave an optimum cost function of 0.483, see table (6), which is less than the previous
parameterizations. The better optimum solution is possible due to the increased degree of
shape parameterization allowing the exploration of a larger set of shapes. Since the results do
not change much from 64 particles to 128 particles, we take the 64 particles as the reference
case for comparison with other methods.
In table (7) and figure (9b), the results of IPE approach are presented. The adaptive criterion
is able to yield a solution similar to the PSO approach while the other critera do not succeed
as well. The results of metamodel-based optimization are also presented in table (7) and
in figure (9c) with an initial database of 192 (141) points; in this case the approach with
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Figure 8: Results with 16 design variables: (a) Comparison of PSO with 32 and 64 particles,
(b) Comparison of different pre-screening criteria in IPE, (c) Comparison of different merit
functions in GMO, (d) Comparison of PSO, IPE-LB and GMO-LB.
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Table 6: Results of PSO for 32 design variables
Method Adaptive LB PI EI
Cost #CFD Cost #CFD Cost #CFD Cost #CFD
IPE 0.489 5929 0.516 1424 0.554 1328 0.510 1472
GMO - - 0.485 305 0.531 217 0.652 155
Table 7: Results using IPE and GMO approach, and 32 design variables
lower bound merit function is able to yield a comparable solution. Finally, in figure (9d),
we compare the basic PSO with the best results from the metamodel approaches; we again
obtain a large reduction in the number of CFD evaluations with the use of metamodels,
with the GMO approach being most efficient.
8.4 Discussion of results
The above results demonstrate the large gains in efficiency that are possible by the use of
metamodels. While both local metamodels in the IPE approach and global metamodel-
based optimization lead to a reduction in the number of exact evaluations (CFD), the GMO
approach gives dramatically large reductions while yielding optimum solutions as good as
with exact evaluations, or sometimes even better. This conforms to our expectation that a
global metamodel is able to better represent the function landscape and allows the optimizer
to quickly jump to the region of optimum solution in the design space. The IPE approach is
still plagued by the slow convergence property of PSO and hence does not give as big gains
in efficiency as the global model-based approach. However it is expected that there is a limit
to the size of design space beyond which the efficacy of a global metamodel reduces due to
the difficulty of constructing a good model. In the present work we are able to obtain good
performance upto 32 design variables, which is a reasonably large design space.
Concerning the use of various merit functions, we have tested three of the standard functions
used by the optimization community. In principle the lower bound function does not lead to
dense iterates and might be expected to perform poorly. However, in our tests we found the
best results with this merit function, with the probability of improvement function being a
close second. The expected improvement function performed badly in most of the tests. We
conjecture that this could be due to two reasons: firstly the estimate of cost function variance
used in the merit functions does not account for the variance of the penalty terms, which
are in effect assumed to be exact. Secondly, only one new point is added to the database in
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Figure 9: Results with 32 design variables: (a) Comparison of PSO with 64 and 128 particles,
(b) Comparison of different pre-screening criteria in IPE, (c) Comparison of different merit
functions in GMO, (d) Comparison of PSO, IPE-LB and GMO-LB.
RR n° 6964
32 Praveen & Duvigneau
each iteration and even this may not be added if the grid deformation procedure or the CFD
fails for the particular design point. Improving these two aspects of the procedure might
lead to better performance of the EI merit function.
In figure (10), we compare the pressure distribution on the wing surface and pressure con-
tours in a span-wise cross section for the initial shape and optimized shapes. We clearly see
that there is a strong shock in the initial shape which is considerably weakened by the shape
optimization.
9 Summary and conclusions
The problem of finding the minimum of an expensive cost function as in aerodynamic shape
optimization is addressed via the use of metamodels. Approaches based on local and global
kriging models are developed and tested. Standard optimizers like PSO are very inefficient,
requiring large number of costly function evaluations and are slow to converge. Hence the
use of metamodels to accelerate these methods is very important. In this work we have used
local models in the framework of inexact pre-evaluation that was previously developed in
the context of PSO. Global models are used as a complete replacement of the exact model
and PSO is applied to the global models. Both local and global model approaches lead to
considerable reduction in the computational expense. Global models gave the most dramatic
reduction even for a high dimensional problem with 32 design variables.
Concerning the merit functions used in global metamodel-based optimization, the best re-
sults were obtained using lower bound function even though in principle this does not lead
to dense iterates. The expected improvement criterion performed very poorly; part of the
reason is attributable to the failure in grid deformation procedure, leading to a situation
where the database does not get updated at the end of an iteration. In terms of good uti-
lization of parallel computers, the lower bound and probability of improvement functions
are preferable since more than one merit function can be used corresponding to both ex-
ploitation and exploration of the design space. Due to this reason they are also more robust
to failure in the analysis code.
Global metamodel-based optimization is shown to be very efficient for aerodynamic shape
optimization, requiring only a few hundred CFD evaluations even for a moderately high
design space. The confidence in these methods would be further improved by application
to more realistic problems like RANS-based shape optimization, which will form part of our
future work.
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(a) Initial shape
(b) Optimized shape using 64 particle PSO and 32 design variables
(c) Optimized shape using GMO-LB and 32 design variables
Figure 10: Comparison of pressure solution on initial and optimized shapes
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