Abstract. We prove that the the density of states measure (DOSm) for random Schrödinger operators on Z d is weak- * Hölder-continuous in the probability measure. The framework we develop is general enough to extend to a wide range of discrete, random operators, including the Anderson model on the Bethe lattice, as well as random Schrödinger operators on the strip. An immediate application of our main result provides quantitive continuity estimates for the disorder dependence of the DOSm and the integrated density of states (IDS) in the weak disorder regime. These results hold for a general compactly supported single-site probability measure, without any further assumptions. The few previously available results for the disorder dependence of the IDS valid for dimensions d 2 assumed absolute continuity of the single-site measure and thus excluded the Bernoulli-Anderson model. As a further application of our main result, we establish quantitative continuity results for the Lyapunov exponent of random Schrödinger operators for d = 1 in the probability measure with respect to the weak- * topology.
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1. Introduction: Dependence of the density of states on the probability measure 2 1.1. Summary of the results 3 1.2. Previous work on the continuity properties with respect to energy and disorder 5 1.3. Outline of the paper 6 2. Qualitative continuity of the density of states in the probability measure 7 2.1. Approximating sequences of measures and convergence 9 2.2. Qualitative continuity 10 2.3. Dependence on the random variables 11 3. Quantitative continuity of the density of states in the probability measure In this article, we quantify the dependence of the density of states on the single-site probability measure for discrete random Schrödinger operators. We give estimates of the modulus of continuity, with respect to the probability distribution in the weak- * topology, of the density of states measure, the integrated density of states, the density of states function, and, in one dimension, the Lyapunov exponent. One of the consequences of our results is that the density of states measure for the Bernoulli-Anderson model may be approximated by the density of states measure for smooth single-site probability measures. The latter question arises, for instance, in the study of local eigenvalue statistics in the localization regime.
We consider the formal Hamiltonian on ℓ 2 (Z d ) with a random potential constructed from finite-rank projections and independent, identically distributed (iid) random variables,
where ∆ is the finite-difference Laplacian. Here, the elements of ω = (ω j ) are distributed according to a common, compactly supported Borel probability measure ν and the projections P j form a complete family of orthogonal projections with common rank N ∈ N. A precise definition of the model (1.1) is given in [H1] of section 1.1. For the usual Anderson model, the projections are rank-one, i.e. N = 1. Models for N > 1 arise for instance in the study of multi-dimensional random polymers [22, 32, 20] . The density of states measure (DOSm) n (∞) ν associated with the random lattice Schrödinger operator (1.1) is given by the spectral average
where ν (∞) denotes the infinite product measure induced by ν (defined in (2.13) below). The cumulative distribution function associated with the measure n (∞) ν is commonly called the integrated density of states (IDS), denoted by N ν (E) := n (∞) ν ((−∞, E)) for E ∈ R. If the DOSm n (∞) ν is absolutely continuous with respect to Lebesgue measure on R, the corresponding density (Radon-Nikodym derivative) will be referred to as the density of states function (DOSf), denoted by ρ ν (E).
We mention that our results are not limited to the Hamiltonians in (1.1). Indeed, the framework we develop applies more generally to discrete random operators with a certain "finite-range structure" (see section 6.1 for further details). The latter in particular includes the Anderson model on the Bethe lattice and random Schrödinger operators on the strip. Since the precise moduli of continuity will depend on the model under consideration, we will, for the sake of concreteness, present our results for operators of the form (1.1) and defer the discussion of generalizations to section 6.
Finally, we note that an extension of the continuity results of the present article to continuum Schrödinger operators on L 2 (R d ), as well as to discrete models with non-compactly supported single-site measures, is the subject of a follow-up paper [30] , see also Remark 1.2 below.
1.1. Summary of the results. In order to state our main results precisely, we first list the precise hypotheses on the model:
[H1]: The discrete Hamiltonian on ℓ 2 (Z d ) has the form In view of quantitative results, it will be useful to work with a metric on P([−C, C]). It is well known (see e.g. Dudley [25] , Theorem 12 therein) that since [−C, C] is a separable metric space, the topology of weak- * convergence on P([−C, C]) is metrizable by the metric derived from the Lipschitz dual, i.e. While there are other common metrics that metrize weak- * convergence on P([−C, C]), in particular the closely related Wasserstein metric or the Prokhorov metric (see e.g. [26, 6] ), the metric defined in (1.5) will be most natural in view of our applications (see examples 1-3 in section 2).
We can now summarize our main result. The following theorem combines the Theorems 2.2, 3.1, and 3.2. Theorem 1.1. Consider the model described in [H1] .
(i) For single-site probability measures ν ∈ P([−C, C]) and E ∈ R, both the maps and, for all E ∈ R,
.
(1.9) Remark 1.2. We note that the hypothesis of compactness of the support of the single-site probability measures is necessary for the approach in the current paper. Indeed, as outlined in section 1.3, the proof of Theorem 1.1 relies on two key steps, the first of which, the "finiterange reduction," uses polynomial approximation and thereby compactness of the support of the probability measure. The results of the present paper are extended to the situation of noncompactly supported single-site probability measures in [30] . In this paper, we will overcome this technical obstacle by working with resolvents instead of polynomial approximations. In addition, this modified approach, presented in [30] , applies to continuum random Schrödinger operators. The latter will however come at a price: the singularity of resolvents near the real axis will have to be compensated by higher regularity of the functions f in Theorem 3.1. In this case the right hand side of (3.1) will depend on higher order derivatives of f . This will limit the continuity result for the DOSm to functions f ∈ C k c (R) for some k = k(d) > 1 instead of merely Lipschitz f , as in the present article, and also yields a smaller Hölder exponent. Theorem 1.1 in particular applies to the situation where {ν α } α∈N is a sequence of singlesite probability measures converging in the space P([−C, C]) to a probability measure ν. In this context, part (i) of Theorem 1.1 implies continuity in α as α → ∞ and part (ii) provides quantitative bounds on the rate of convergence for the DOSm and the IDS as α → ∞.
To further illustrate the usefulness of Theorem 1.1, we present the following applications: (1) In section 5.1, we show that Theorem 1.1 immediately implies the quantitative continuity for the DOSm and the IDS (for fixed energy!) in the disorder parameter λ as λ → 0 + (weak disorder limit) for the rescaled model,
It is particularly noteworthy that our results given in Theorem 5.1 -5.2 hold for a general compactly supported probability measure, without any further assumptions. The very few available results for the disorder dependence of the IDS (for fixed energy) valid for higher dimensions d 2 had to assume absolute continuity of the measure [29, 43] . [7] and Avila, Eskin, and Viana [4] , which establish the continuity of the Lyapunov exponents for general products of random matrices. Theorem 5.10 yields an additional quantification of the associated modulus of continuity. (3) Under the assumption that the DOSm is absolutely continuous with respect to the Lebesgue measure so that, for all α ∈ N, both the DOSf ρ να and ρ ν exist, we show in Theorem 5.14 of section 5.3 that Theorem 1.1 implies the estimate
for all E ∈ R and some ǫ > 0 related to the decay of the Fourier transform of the DOSf (see [H5] in section 5.1). This applies, in particular, to the weak disorder limit, see Theorem 5.15.
1.2.
Previous work on the continuity properties with respect to energy and disorder. The regularity properties of the IDS with respect to the energy for Schrödinger operators on ℓ 2 (Z d ) (with rank-one perturbations) have been studied extensively by many authors. Since this is not the subject of this paper, we only mention a few results here; for a history and a more detailed survey of the literature, we refer to excellent review articles, for instance [34, 52] .
Pastur [39] proved that the IDS is continuous in the energy for one-dimensional random Schrödinger operators. Craig and Simon [17] proved that for ergodic stationary potentials V ω on Z d satisfying E{log(1 + |V ω (0)|)} the IDS is log-Hölder continuous. Delyon and Souillard [23] provided a general proof of the continuity of the IDS with respect to E for d 1 for ergodic stationary potentials, but they do not give a quantitative estimate on the modulus of continuity.
Bourgain and Klein [9] established log-Hölder continuity of the outer density of states measure for Schrödinger operators on Z d , d
1, which exists even for non-ergodic models. Most notably, in the same paper the authors establish also the (fractional) log-Hölder continuity of the outer density of states measure for continuum Schrödinger operators in dimensions d = 1, 2, 3, which, prior to their work had not been known. There are better estimates on multidimensional random Schrödinger operators on ℓ 2 (Z d ) if the single-site probability measure is Hölder continuous, in which case it can be shown that the IDS is also Hölder continuous. We refer to the papers of Combes, Hislop and Klopp [18] and Rojas-Molina and Veselić [42] for refined results for random Schrödinger operators.
For random Schrödinger operators in dimension d = 1, several higher regularity results for the energy dependence of the IDS are available. Simon and Taylor [48] proved the IDS is C ∞ if the single-site measure is absolutely continuous with an appropriate decay of its Fourier transform. Further higher regularity results for the IDS specific to d = 1, which allow for more general single-site distributions, were later obtained by Campanino and Klein [14] , Klein and Speis [35] , and Bourgain [8] . Finally, we mention recent results by Hart and Virág [28] showing that the IDS of (1.10) in the weak disorder regime and d = 1 is Hölder continuous with exponent 1 − cλ away from the band edges of the free Laplacian; the latter holds for any probability measure with finite support and thus in particular includes the Bernoulli-Anderson model. Higher-dimensional results (d 1) for the regularity of the IDS with respect to E for random Schrödinger operators were obtained by Bovier, Campanino, Klein, and Perez [11] in the high disorder regime.
Much fewer is known about the continuity of the IDS of (1.10) with respect to the disorder (for fixed energy), in particular in the weak disorder regime λ → 0 + . In this context, most available results are for d = 1, all of which require appropriate decay conditions of the Fourier transform of the single-site measure. Here, we mention the results due to Bovier and Klein [12] , Campanino and Klein [15] , an Speis [49, 50] , which are all specific to d = 1 and rely on the supersymmetric replica method.
For higher dimensions, d 2, the only available continuity results for the λ-dependence of the IDS (for fixed energy E) for random Schrödinger operators on Z d in the weak disorder regime were established in [43] and [29] . There, the authors prove Hölder continuity in λ (for further details, see remark 5.3 in section 5.1 of the present paper). Both of these results were obtained under the assumption that the single-site measure is absolutely continuous with a bounded density.
The DOSf for the Bethe lattice B was studied by Acosta and Klein [3] who proved that if the single-site probability distribution is close to a Cauchy distribution, then the DOSf admits an analytic continuation in energy to strip around the real axis. On a Bethe strip B × {1, . . . , m}, Klein and Sadel [36] studied the weak disorder regime of the DOSf. They showed that the DOSf ρ λ (E) is jointly continuous in (λ, E) as λ → 0 and for E in the interval of absolutely continuous spectrum [36, Theorem 1.4]. They do not give quantitative estimates on the moduli of continuity. Similar to the above mentioned results for lattice Schrödinger operators and d = 1, the authors had to impose a decay condition on the Fourier transform of the single-site measure.
1.3. Outline of the paper. Section 2 sets the stage by addressing the qualitative statements of continuity given in part (i) of Theorem 1.1. The key ingredient is provided by Lemma 2.1, which achieves a "finite-range reduction" by replacing the problem of comparing expectations with respect to product measures differing in infinitely many factors, by ones where only finitely many factors are different. Our proof explicitly quantifies the error (see Remark 2.1), which in turn outlines a strategy for establishing the quantitative statements of continuity given in part (ii) of Theorem 1.1. As shown in Lemma 2.3, the latter is made possible by the "finite-range structure" of the Hamiltonian in [H1], which causes the map ω → Tr{P 0 f (H ω )P 0 } to depend on the random potentials at only finitely many sites, for each given polynomial f . Section 3 consequently uses the strategy outlined in section 2 to establish the modulus of continuity given in part (ii) of Theorem 1.1; for pedagogical reasons we split the discussion into two statements, Theorem 3.1 for the DOSm and Theorem 3.2 for the IDS. The arguments presented in section 3 in particular reduce the proof of these quantitative continuity results to verifying the Lipschitz continuity of certain "single-site" spectral averages (Lemma 3.1). A short proof of the latter is given in section 4. Section 5 presents the three applications of our main result summarized above in items (1) -(3): the disorder dependence of the DOSm and the IDS in the weak disorder regime (section 5.1), the dependence of the Lyapunov exponent on the probability measure (section 5.2), and the dependence of the DOSf on the probability measure (section 5.3). Finally, section 6 shows that the framework developed in this paper is not limited to the model in [H1], but in fact applies to a wide range of discrete random operators: Section 6.1 lists the necessary features for a model to be amenable to the framework of this article. The subsequent sections then consider a few examples of models which have been of particular interest in the literature, specifically the finite-range Anderson model and random Schrödinger operators on the strip (section 6.2), as well as the Anderson model on the Bethe lattice (section 6.3).
The paper includes three appendices. In the first, Appendix A, section 7, we prove the counting lemma, Lemma 2.3, used in section 2. Section 8, Appendix B, presents an alternate proof of the finite-rank lemma, Lemma 3.1, using the Helffer-Sjöstrand formula. Finally, section 9 contains Appendix C in which we show that the assumption of Hölder continuity of the DOSm used in Proposition 5.2 cannot be relaxed to log-Hölder continuity using the methods employed to prove Proposition 5.2.
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2. Qualitative continuity of the density of states in the probability measure Assuming the set-up described in [H1], the main result of this section concerns the qualitative continuity of the DOSm and IDS in the single-site probability distribution as stated in part (i) of Theorem 1.1. While we will show that the qualitative continuity result can be reduced to the basic fact that weak- * convergence of probability measures implies the same for the associated infinite product measures (see Corollary 2.1 below), the line of arguments presented here will be refined in section 3 to obtain the corresponding quantitative estimates on the modulus of continuity given in part (ii) of Theorem 1.1.
From now on we consider the following situation:
[H2]: We let {ν α } α∈N be a sequence of of Borel probability measures in the space P([−C, C]) converging in weak- * topology to a measure ν ∈ P([−C, C]). For ease of notation, we set n (∞) := n (∞) ν and n
να , for α ∈ N. Moreover, we write
and assume without loss of generality that 0 < η α < 1, for all α ∈ N.
We emphasize that we do not make any further assumptions on the specific form of the measures {ν α } α∈N and ν. The following, however, lists some examples for the set-up described in [H2] which we will come back to in section 5 when discussing some applications of the general results obtained in this and the following section. 
To define the sequence {ν α } α∈N of measures approximating ν, we replace the delta functions in (2.2) by "approximate delta functions," i.e. for a given function 0 φ ∈ L 1 ([−C, C]), φ 1 = 1, and a strictly decreasing sequence {η α } α∈R such that 0 < η α ց 0 + and η 1 < 1, we let
One special case of this example are smooth approximations of the Bernoulli probability measure for which L = 2 and w 1 = p, w 2 = 1 − p, for some 0 < p < 1, and φ ∈ C ∞ (R) with support in [−C, C].
Example 2 -Absolutely continuous measures: Suppose both the limiting measure ν and the elements of the sequence {ν α } α∈N are absolutely continuous (AC) measures in
We observe that given the absolute continuity of both ν α and ν, the condition in (2.5) is in fact equivalent to ν α → ν in w ⋆ -topology. Moreover, for every f ∈ Lip([−C, C]) one has
, be given and consider the measure
It is straightforward to see that ν α → ν in w ⋆ -topology is equivalent to
n → λ n and w
Moreover, letting
We will return to this example in section 5.2 where we apply our main result, Theorem 1.1, to obtain continuity estimates for the Lyapunov exponent. The set-up introduced in the present example was considered in the recent works by Bocker and Viana [7] and Avila, Eskin, and Viana [4] , both of which establish the (qualitative) continuity of the Lyapunov exponents for general products of random matrices.
2.1. Approximating sequences of measures and convergence. As a technical preparation, we start by introducing certain approximations for the product measures ν (∞) α differing from the limiting measure ν (∞) on only a finite number of lattice points. Here, we recall the definitions of the infinite product measures 12) and
associated with the single-site probability measures ν α and ν, respectively. The above mentioned approximating measures for ν
are then defined as follows: For M ∈ N, we let
(2.14)
We then claim:
Lemma 2.1. For any F ∈ C(Ω) and ǫ > 0, there exists an integer M ∈ N (depending on both F and ǫ) such that
Proof. Let F denote the sub-algebra in C(Ω) consisting of functions F ∈ C(Ω) so that F ∈ F depends only on finitely-many ω k , k ∈ Z d . By the Stone-Weierstrass Theorem, the sub-algebra F is dense in C(Ω). In fact, one easily checks that F 0 defined as the sub-algebra generated by
16) is dense in C(Ω). Hence, for every F ∈ C(Ω) and ǫ > 0, there exists M ∈ N and F M ∈ F, with F M depending only on the random variables {ω k | k ∞ M }, such that
By construction, for all α ∈ N, we have the equality ν 18) for all α ∈ N. This proves the lemma.
Remark 2.1. The proof of Lemma 2.1 shows that given F ∈ C(Ω) and ǫ > 0, the index M ∈ N can be determined explicitly by finding a functionF ∈ F so that F −F ∞ < ǫ/2. This will play a key role in section 3 for obtaining our quantitive continuity theorem for the DOSm.
Using approximation of F ∈ C(Ω) by elements of F 0 defined in (2.16), Lemma 2.1 in particular implies:
Qualitative continuity.
We can now use Corollary 2.1 to establish the qualitative continuity property of the DOSm and the IDS with respect to w ⋆ -convergence in the single-site probability measure.
We begin with the following simple result:
is a continuous function on Ω.
Proof. We first note that if f (x) = x n | [−r,r] , it follows from the linear dependence of H ω on ω that Tr{P 0 f (H ω )P 0 } ∈ F (as defined at the beginning of the proof of Lemma 2.1), whence the same holds true for every polynomial f . The lemma thus follows by a density argument and the continuous functional calculus:
Application of Corollary 2.1 to the continuous functions in (2.19) thus immediately yields the following theorem, which is equivalent to part (i) of Theorem 1.1.
Theorem 2.2. (Qualitative continuity of the DOSm.) Assume the set-up described in [H1]-[H2]
. If the sequence of probability measures ν α converges in the w ⋆ -topology to the probability measure ν as described in [H2] , then the DOSm n
We note that the "moreover-statement" of Theorem 2.2 relies on the continuity of the IDS in the energy [23] and the standard fact that w ⋆ -convergence of probability measures implies point-wise convergence of the respective cumulative distributions at all points of continuity for the limiting measure. We mention that a quantitative version of the latter fact will be used in the proof of Theorem 3.2, see (3.27) below.
One of the main purposes of this article is to obtain a quantitative version of the results of Theorem 2.2, which will be the subject of section 3.
2.3.
Dependence on the random variables. We conclude this section with a refinement of how the function ω → Tr{P 0 f (H ω )P 0 } depends on the random variables for certain choices of f .
As mentioned in the proof of Lemma 2.2, if f is a polynomial, the function ω → Tr{P 0 f (H ω )P 0 } depends only on finitely-many random variables. To obtain a quantitative version of the continuity results in Theorem 2.2, we will need an upper bound on the number of random variables upon which the map ω → Tr{P 0 f (H ω )P 0 } depends for each given polynomial f :
Lemma 2.3 ("Counting lemma"). Under the hypothesis [H1], there is a strictly increasing, positive, and finite function
We prove this lemma in the appendix, section 7. There, we also give a more accurate estimate of Γ(n) which explicitly shows the dependence on the rank N of the potentials, see (7. 2) in section 7.
3. Quantitative continuity of the density of states in the probability measure
We are now able to prove our on the modulus of continuity of the DOSm and the IDS in the underlying single-site probability measure, stated in part (ii) of Theorem 1.1. For pedagogical reasons we split the proof into two statements, Theorem 3.1 for the DOSm and Theorem 3.2 for the IDS. 
for all α α 0 . Here, the constants α 0 , γ are independent of f , only depending on d and N , and are determined explicitly by, respectively, (3.22) and (3.24) .
As we will show, the quantitative continuity estimate for the IDS can then obtained as a consequence of Theorem 3.1. In [17] , Craig and Simon proved that the IDS for discrete ergodic Schrödinger operators on Z d is log-Hölder continuous in the energy, i.e. for any ergodic, L ∞ -potential V , there exists a constant C I = C I (d, V ∞ ) such that for all energies E ∈ R and 0 < ǫ 1 2 , one has
A more recent proof of this result, which applies more generally to a deterministic setting of Schrödinger operators and also includes operators on R d for d = 1, 2, 3 was obtained by Bourgain and Klein in [9] . We will show that using Theorem 3.1 for a continuous approximation of χ (−∞,E) , combined with (3.2), yields the following theorem for the IDS:
. (Quantitative continuity of the IDS) Under hypotheses [H1]-[H2], we have the bound
for all α α 0 , and E ∈ R. The constant
, where N = rank P 0 , is defined in (3.29) and α 0 is determined in (3.22) .
Remark 3.3. We mention that because of (1.4), the left-hand side of (3.3) identically equals zero if E ∈ R \ (−r, r). Hence, Theorem 3.2 is non-trivial only for E ∈ (−r, r).
We begin with studying the effect of the finite-rank potentials. The following lemma is stated for a general bounded self-adjoint operator
where J is defined as in [H1], we consider the family of finite-rank perturbations given by
Then, we claim:
. (Finite-rank Lemma.) Given the set-up described in [H2], (3.4), and (3.5), one has for all
where f Lip is defined in (1.6) .
Deferring the proof of Lemma 3.1 to section 4, we proceed with the proof of Theorem 3.1.
Proof of Theorem 3.1. 1. For r defined in (1.4), consider f ∈ Lip([−r, r]). Let f n (x) denote the n th -Bernstein polynomial rescaled so that f n approximates f uniformly on [−r, r], i.e. if φ : [−r, r] → [0, 1] denotes the isomorphism given by φ(x) = (x + r)/(2r), we have
is the standard n th -Bernstein polynomial approximating g, given by
It is well-known (see e.g. [5] ) that for g ∈ C([0, 1]) with modulus of continuity W g on [0, 1], the approximation by B n [g] satisfies
where c b is an absolute constant. We note that it is shown in [46] that the n −1/2 dependence in (3.7) is, in general, optimal and that the optimal value for the constant c b is given by
Returning to f and f n , and taking into account the rescaling to [−r, r], we obtain from (3.7) that
2. It follows that for all f ∈ Lip([−r, r]), we have
Applying Lemmas 2.1 and 2.3 to F (ω) = Tr (P 0 f (H ω )P 0 ), we conclude that for
For 1 j Γ(n), fix a labelling j → ℓ j of points in the cube
Define a sequence of measures µ α,j by
With respect to these measures, we then estimate
for all α ∈ N. 3. We observe that each of the terms on the right in (3.14) are of the type considered in Lemma 3.1. For example, for 1 j Γ(n) − 2, a sample term for the sum in (3.14) is
To apply Lemma 3.1 to the term in curly brackets in (3.15), we only consider the dependence of H ω on the random variable ω j+1 , while fixing all other random variables. Thus, writing ℓ = j + 1 and λ = ω j+1 , the Schrödinger operator in (1.3) may be recast in the form considered in Lemma 3.1 H (ℓ)
with
λ is a rank-N perturbation of H ℓ ⊥ . Application of Lemma 3.1 to this and similar terms thus yields
Consequently, combining (2.18) and (3.15), we obtain for all α ∈ N,
4. We emphasize that so far n ∈ N was fixed and arbitrary. In particular, n and α in (3.18) are independent of each other. To extract a rate of convergence from (3.18), we will choose n adapted to the decay of η α . To this end, we define a function h :
, where Γ −1 is the inverse function of Γ considered in Lemma 2.3, and fix a parameter 0 < ξ < 1 to be determined below.
Given α ∈ N, we take n α ∈ N so that
Using these choices in (3.18), we find:
Given the explicit form of Γ(n) in Lemma 2.3, we can simplify (3.19) further. According to Lemma 2.3, we have
We let
Let α α 0 . Then, by the choice of α 0 in (3.22) , for all ξ with ξ 0 ξ < 1, one has (Γ(2)) −1 η ξ α . In particular, we have Γ −1 (η
Thus, using (3.19) and the explicit form of h in (3.20), we obtain for all α α 0 :
Finally, optimizing (3.24) with respect ξ, we obtain ξ = ξ 0 = (1+(2d) −1 ) −1 , which is consistent with the lower bound on ξ used to determine α 0 . This concludes the proof.
Proof of Theorem 3.2. Given remark 3.3, it suffices to consider E ∈ (−r, r). Then, given 0 < a ± arbitrary, we define two functions
and
By construction, one has
In particular, (3.1) implies that for all α α 0 , we have that
From the log-Hölder continuity (3.2) of the IDS, we see that the logarithmic decay dominates the polynomial term in (3.27) . Hence, letting a − = a + = 1 2 η ξ α > 1 with ξ > 0 to be determined, we obtain for all α α 0 :
We optimize (3.28) with respect to ξ using the fact that y β log y, for all y ∈ (0, ∞), if and only if β 1 e . We find that (3.28) is optimized for
in which case we conclude that for all α α 0 ,
This verifies Theorem 3.2 with C 2 = max{3γ, C I }2(1 + e)(1 + 2d).
Proof of the finite-rank lemma
As discussed in section 1, the quantitative continuity statement for the DOSm in Theorem 3.1 reduces to the Lipschitz continuity of certain "single-site" spectral averages, formulated in Lemma 3.1. We recall the definition of the family of rank-N projections H (ℓ) λ in (3.16) and the set-up described in (3.5) .
By the definition of the metric d w in (1.5) and using that
Lemma 3.1 follows immediately from the claim stated below in Proposition 4.1. While we believe that a statement of the form of Proposition 4.1 should be in the literature, we were not able to find the exact formulation we needed. For the benefit of the reader and to keep the paper self-contained, we include a short proof in this section. We note that the proof we present here is a development of a proof by B. Simon for a related statement (see [47, Proposition 2] ). An alternative argument, using the Helffer-Sjöstrand functional calculus, is given in section 8.
We also observe that a weaker version of Proposition 4.1, which however requires higher regularity of f , can be obtained directly from standard properties of operator-valued Lipschitz functions [41] . Indeed, for functions f :
) ∈ S 1 is trace class (see also (4.6) below), whence a combination of the Theorems 1.1.1 and 3.6.5 in [41] implies
where the operator-valued Lipschitz norm of f admits the bound
The estimates (4.2) -(4.3) follow in essence from the same arguments we use below, see (4.6).
The difference however is that we expand the trace on the left-hand side of (4.2) directly instead of using an upper bound by the trace-norm. This turns out to yield an estimate valid for Lipschitz f (albeit at the cost of the larger constant N 2 on the right-hand side of (4.4), compared to N in (4.2)). 
Proof. 1. We will first establish (4.4) for f ∈ C ∞ c (R) and then use an approximation argument to extend to Lipschitz functions (see item 5. below). 2. Let λ, λ 0 ∈ [−C, C] be arbitrary and fixed. For f ∈ C ∞ c (R), we can express the difference of the operator on the left of (4.4) using the Fourier transform:
Applying Duhamel's formula to the integrand of (4.5), we obtain
For use below, for β ∈ {0, ℓ}, let {ψ (β) j , 1 j N } be an orthonormal basis for Ran P β , a rank N projector. The projector P β may then be written as
3. The spectral theorem allows us to define a complex-valued Borel measure µ λ,λ 0 on [a, b] 2 as follows. Forλ ∈ {λ, λ 0 }, and j, j ′ ∈ {1, . . . , N }, we define a measure µ
for all g ∈ C c (R). We then define µ λ,λ 0 on [a, b] 2 as the product measure
We note that (4.9) implies that the total variation of the measure µ 10) so that the total variation of µ λ,λ 0 can be bounded above by
Here, we used the fact that for two measures µ 1 and µ 2 , with |µ j | 1, for j = 1, 2, one has
4. Using the representation in (4.6), we obtain
Combining this result with estimate in (4.11) thus yields
where 
Thus, using (4.14), we conclude for all λ, λ 0 ∈ [−C, C] and ǫ > 0 that
where the right-most side is independent of ǫ. In particular, letting ǫ → 0 + , we obtain (4.4) for all f ∈ Lip([a, b]).
We observe that Proposition 4.1 has the following immediate consequence.
Remark 4.1. Analogous reasoning allows to strengthen Simon's result [47, Proposition 2] by reducing the regularity assumption of f from f ∈ C ∞ c (R) to f ∈ C 1 c (R). Proof. It suffices to consider the case k = 1. In this case, (3.16) yields the claim if we prove that g is differentiable. To this end, given f ∈ C 1 ([a, b]), we approximate f by a sequence of polynomials {f n } so that
We note that for each n, the function g n (λ) := Tr P 0 f n (H 
Applications
In this section, we provide some applications of the quantitative continuity results in Theorems 3.1 and 3.2.
5.1. Continuity of the density of states in the disorder for the weak disorder regime. We consider the discrete, random Schrödinger operator
where everything is as in [H1] with the only exception that the potential energy term is scaled by the disorder parameter λ 0, thereby explicitly quantifying the disorder strength. The elements of the sequence ω ∈ Ω = [−1, 1] Z d are assumed to be iid random variables with a common probability measure µ ∈ P([−1, 1]). 1 We recall that C ∞ ([a, b]) is a proper closed subspace of Lip([a, b]) with norm defined in (1.6), hence a simple density argument cannot be used because the right hand side of (4.4) depends on the Lipschitz constant.
As an application of the Theorems 3.1 and 3.2 we will quantify the dependence of the DOSm and the IDS (i.e. for fixed energy) on the disorder parameter λ as λ → 0 + , i.e. in the weak disorder regime. As mentioned in section 1.2, for the Anderson model (N = 1) and arbitrary d ∈ N, the question of continuity of the IDS with respect to the disorder in the weak disorder regime and has been addressed in [29, 43] under the assumption that the single-site measure µ is absolutely continuous with a bounded density. Under this hypothesis, the authors prove Hölder continuity of the IDS with respect to λ as λ → 0 + (see also remark 5.3 below).
We explicitly note that, since Theorem 3.1 and 3.2 hold for general compactly supported probability measures, we will not need to assume any specific form of the measure µ. The general framework developed in section 3 will thus allow us to drop the hypotheses of absolute continuity of the single-site measure µ imposed in [29, 43] , thereby extending (by completely different means) the result of Hölder continuity of the IDS in λ (for fixed energy) as λ → 0 + obtained in [29, 43] to general compactly supported single-site measures µ. Moreover, we add to this a quantitive continuity result on the dependence of the DOSm on λ in the weak disorder regime.
We also note that even for d = 1, where many more results about the λ-dependence of the IDS in the weak disorder regime exist in the literature (see section 1.2), the known results had to assume a decay condition of the Fourier transform of the single-site measure, which is not needed in our work.
The key observation which allows us to view the weak disorder behavior through the framework of section 3 is to note that (5.1) is equivalent to the random Schrödinger operator in (1.3) after a rescaling of the random variables. We let
which results in a recaled single-site measure
In particular, we see that the limit λ → 0 + is equivalent to the w ⋆ -limit
Specifically, using the metric on P([−1, 1]) defined in (1.5), one has for all 0 < λ 1,
We mention that this may be viewed as a generalization of Example 1 described in section 2. 
Moreover, there exists λ 0 > 0 such that for every f ∈ Lip([−2d − λ 0 , 2d + λ 0 ]), one has 6) for all 0 λ λ 0 . The constant γ is defined in (3.24) and λ 0 is determined by (3.22) as
The DOSm for the case λ = 0 is that of the free Laplacian on ℓ 2 (Z d ). In particular, it is absolutely continuous, i.e. dn (∞)
λ=0 (E)dE, and the density of states function (DOSf) can be expressed as
(5.8)
While for d = 1, the free DOSf exhibits a square-root singularity at the edges of the spectrum ("van Hove singularity"), for d 2, the expression as a d-fold convolution of L 1 -functions shows that ρ
, with increasing regularity as d increases (see also (5.67) below). In particular, the IDS for λ = 0 is Hölder continuous
where, for convenience, we take the constants c 0 , δ > 0 to be uniform in E, i.e. only depending on the dimension d. From (5.8), the E-independent Hölder exponent for d = 1 is δ = 1 2 , while for d 2, one can take δ = 1.
Using (5.9), we thus obtain the following quantitative behavior of the IDS at weak disorder. Here, we note that the log-Hölder dependence in Theorem 3.2 resulting from (3.2) is improved to Hölder as a consequence of (5.9). Similar to remark 5.2, the restriction of the energy in Theorem 5.2 is in principal not necessary since for energies outside the given closed interval the left-hand side of (5.10) is a priori zero. Remark 5.3. As mentioned above, Theorem 5.10 extends earlier results in [29, 43] which prove the Hölder continuity of the IDS in λ for λ → 0 + assuming that the underlying singlesite measure µ is AC with bounded density. While we do not impose any assumptions on µ, we mention that the result of [29, Theorem 1.2] gives a dimension independent Hölder exponent of Proof of Theorem 5.2. From (3.27), with η α = λ, we take a − = a + = 1 2 λ ξ , with ξ > 0 to be determined, so that
for all λ λ 0 , where λ 0 is as in Theorem 5.1. Optimizing (5.11) with respect to ξ, we arrive at ξ = δ (1+δ)(1+2d) , establishing the result.
To conclude this section, we mention that Theorem 1.1 can also be used to obtain results about the dependence of the IDS and DOSm on the disorder in the regime where λ > 0. Indeed, the same rescaling argument of the probability measure as in (5.2) implies that for all λ 0 > 0,
(5.12)
For completeness, we state the theorem below. The "moreover" statement in part (ii) uses the Wegner estimate (5.66) and a similar argument than used in the proof of Theorem (5.2). 
where ν λ is the rescaled probability measure defined in (5.2) .
Moreover, there exists δ > 0 such that for every 
The constants γ, C 2 are determined in the Theorems 3.1 and 3.2.
We mention that the distance η λ = d w (ν λ , ν λ 0 ) in Theorem 5.4 can be further quantified in terms of λ, depending on the explicit form of the single-site measure µ. For instance, using Examples 2 and 3 of section 2, one estimates
if dµ(x) = h(x)dx with κ-Hölder continuous density function h(x), or
if µ is Bernoulli. In both (5.18) -(5.19), C λ 0 is a constant depending on λ 0 .
5.2.
Continuity of the Lyapunov exponent in the probability distribution. For d = 1 and given E 0 ∈ C, the Lyapunov exponent L(E 0 ) characterizes the averaged growth rate of solutions to the finite-difference equation H ω ψ = E 0 ψ. By the Thouless formula, it may be expressed in terms of the DOSm by
In this section, whenever not mentioned otherwise, n (∞) ν denotes the DOSm for a Hamiltonian satisfying [H1] equipped with an arbitrary compactly supported single-site probability measure.
The validity of the Thouless formula (5.20) for all E 0 ∈ C in particular implies the existence of non-tangential limits onto the real axis
(5.21)
Moreover, for E 0 = E + iǫ ∈ C\R, the integrand in (5.20) is smooth. Thus, applying Theorem 3.1 with d = 1 for the function
one has
for all 0 < ǫ ǫ 0 where
We hence obtain as an immediate corollary of Theorem 3.1:
. Consider the set-up in [H1]-[H2]
with d = 1 and E ∈ R fixed. Then, there exists ǫ 0 given in (5.24) such that for all 0 < ǫ ǫ 0 , one has Adapting ǫ to the decay of η α in Proposition 5.1 and using (5.21), we can conclude the qualitative continuity of the Lyapunov exponent in the probability distribution: Theorem 5.6. Consider the set-up described in [H1] and d = 1. Then, for each fixed E ∈ C, the map
26) is continuous in the weak-⋆ topology.
Remark 5.7.
(i) For the case of Schrödinger operators, Theorem 5.6 thereby recovers recent results by Bocker and Viana [7] (for 2× 2-matrices) and Avila, Eskin, and Viana [4] (for n × n-matrices), which establish the continuity of the Lyapunov exponents for general products of random matrices in the underlying probability measure. In their work the authors were particularly interested in weak * -limits of point measures of the form considered in Example 3 of section 2. We mention that the question of continuity of the Lyapunov exponents in the probability distribution goes back to a paper by Furstenberg and Kifer [27] where already certain partial results were obtained (see Theorem B in [27] ). For a more detailed account of the history and a recent, more comprehensive list of related results, we refer the reader to section 2.3 in [7] .
(ii) We mention that our methods allow to extend Theorem 5.6 to random Schrödinger operators on the strip, in which case the Lyapunov exponent is replaced the sum of all non-negative Lyapunov exponents; see section 6.2.2 for further details.
Proof. We show that for the set-up described in [H2] one has that L να(E) → L ν (E) as α → ∞, for all fixed E ∈ C. It suffices to consider E ∈ R, since otherwise the claim follows directly from Proposition 5.1. For any fixed 0 < ζ < 27) which verifies the claim.
Our next goal is to obtain a quantitative analogue of Theorem 5.6 which characterizes the modulus of continuity of the Lyapunov exponent in the probability measure. By the successive approximation argument used in (5.27), the latter will follow if we establish a quantitative version of (5.21) which quantifies the o(1) terms in (5.27) .
To this end, we recall that a measure µ ∈ P([−C, C]) is called β-continuous at E ∈ R, with 0 < β 1, if there exists a constant 0
Applied to the DOSm n (∞) ν , condition (5.28) is equivalent to the β-Hölder continuity of the IDS locally at E, i.e.
29) The β-continuity of a probability measure may be established by studying the behavior of the boundary-values of the Poisson transform P n (∞) ν (E + iǫ) of the DOSm n (∞) defined by
It is well-known (see, for example, [38] ) that (5.28) is equivalent to proving that lim sup
For points E ∈ R where the DOSm is β-Hölder continuous, we obtain the following quantitative version of (5.21).
Proposition 5.2. Suppose that, for some E ∈ R, the DOSm n (∞) ν is β-continuous at E as specified in (5.28) with constants 0 < β 1 and d β (depending on E). Then, for all ǫ > 0, the Lyapunov exponent satisfies
Remark 5.8. Since the DOSm is in general only log-Hölder continuous as quantified by (3.2), it is a valid question whether an analogue of Proposition 5.2 could be obtained which allows to drop the hypothesis of β-continuity of the DOSm at E ∈ R, possibly resulting in a weaker modulus of continuity in ǫ on the right hand side of (5.32). We address this question in Appendix 9 where we conclude that if a quantitative estimate on the boundary-value of the Lyapunov can be achieved with weaker conditions on the DOSm, more information than the upper bound in (3.2) will be necessary.
Proof. We first consider the auxiliary functions f defined by
whence by (5.21), the function f is continuous for η 0 and differentiable for η > 0 with
In particular, for each η > 0, there exists 0 < η 0 < η so that
Using the change of variables η = ǫ β , we thus see that
for some 0 < ǫ 0 < ǫ. To examine the boundary-value behavior of (5.37), we define the function
, for δ > 0. The right hand side of (5.37) may be expressed in the form 
which expresses the local continuity properties of the DOSm as a fractional derivative of the Lyapunov exponent. Result (5.39) generalizes the starting point of Kotani theory where, for E ∈ R with L ν (E) = 0 and β = 1, one has lim sup
In this case, the theorem of de la Vallée Poussin guarantees that the right side of (5.40) is a priori finite for Lebesgue a.e. E ∈ R.
(iii) From general quantitative results on the continuity of the Lyapunov exponent of random cocycles (for fixed underlying probability measure!), it could be directly extracted that for all energies E ∈ R with L ν (E) > 0, the function ǫ → L ν (E + iǫ) is Hölder continuous in ǫ, see [24] , Theorem 5.1 therein. In the statement of Proposition 5.2, we however do not assume that L ν (E) > 0.
Proposition 5.2 shows that the continuity of L ν (E + iǫ) as ǫ → 0 + is determined by the continuity of the DOSm locally at E. Since w * -convergence of measures does not, in general, preserve local continuity properties of measures, given Proposition 5.2, the following hypothesis will be necessary to extrapolate the results of Proposition 5.1 to the real line.
[H3]: Assuming [H1]-[H2] and d = 1, suppose that E ∈ R satisfies the following conditions: there exists a constant 0 < D < ∞ and an exponent 0 < β 1 such that for all ǫ > 0:
Under this hypothesis, we can prove the following result. 
where
Remark 5.11. As for Theorem 5.6 (see remark 5.7, part (ii)), we mention that the result of Theorem 5.10 extends to random Schrödinger operators on the strip, in which case the Lyapunov exponent is replaced by the sum of all non-negative Lyapunov exponents; see section 6.2.2 for further details. As the right hand side of (5.46) is optimized for ζ = ζ 0 , we otain that claim with
5.2.1. The Lyapunov exponent in the weak disorder limit. To conclude our discussion in this section, we apply Theorem 5.10 to quantify the λ-dependence of the Lyapunov exponent in the weak disorder limit for the model given in (5.1). The dependence of the map λ → L λ (E) for fixed E ∈ R has been studied in several earlier papers. To provide some context for our discussion, we will briefly summarize some of the available results. For a more detailed account of the known results, we refer the reader to, e.g., [44, 45] . In their monograph [40] (Theorem 14.6, therein), Pastur and Figotin use a perturbative argument to prove an asymptotic formula for the L λ (E) near λ = 0. Specifically, they show that for all E ∈ (−2, 2) \ {0}, one has
This result was later generalized to the case of random Schrödinger operators on the strip by Schulz-Baldes in [44] , Theorem 2 therein, in which case a finite set of energies has to be excluded. For Schrödinger operators on Z with strongly mixing potentials, the O(λ 2 ) dependence was shown by Bourgain and Schlag in [10] . We also mention that the O(λ 2 )-dependence in (5.48) is expected on physical grounds [33, 51] .
Assuming an appropriate decay of the Fourier transform of the single-site probability measure, Speis proved that for all energies E ∈ (−2, 2), the map λ → L λ (E) is continuous near λ = 0. The latter result was based on the super-symmetric replica method and develops ideas by Campanino and Klein [14] , who, under similar assumptions, had established that λ → L λ (E) is C ∞ near λ = 0 for a certain dense set of energies E = 0 known as the KappusWegner anomalies.
Even though, Theorem 5.10 cannot reproduce the expected O(λ 2 ) dependence in (5.48), our method has the advantage that it does not break down at the center of the band E = 0 and also has the potential to address the band edges, E = ±2.
First recall that for the free Laplacian (i.e. λ = 0 in (5.1)) and d = 1 the spectrum is the closed interval [−2, 2] and the Lyapunov exponent satisfies
The behavior of λ → L λ (E) as λ → 0 + for fixed energies E ∈ C \ [−2, 2] is straightforward and follows from arguments along the lines of Proposition 5.1. Moreover, general quantitative results on the continuity of the Lyapunov exponents for a certain large class of random cocycles [24] , see Theorem 5.1 therein, a-priori imply that the map λ → L λ (E) is Hölder continuous at λ = 0 at all E where L λ=0 (E) > 0. By (5.49), this is satisfied for all
We will thus focus on the more interesting situation where E ∈ [−2, 2], which will be handled as an application of Theorem 5.10. Here, we also mention that while Theorem 5.1 in [24] does predict the qualitative continuity of the Lyapunov exponent as λ → 0 + , i.e.
conclusions about the modulus of continuity based on [24] are not possible since L λ=0 (E) = 0 for every E ∈ [−2, 2]. In order to apply Theorem 5.10 to the weak-disorder limit for the model described in (5.1), hypothesis [H3] needs to be verified. First, observe that the explicit expression for the DOSf of the free Laplacian in dimension d = 1 given in (5.8), limits β in [H3] to β = 1 for E ∈ (−2, 2) where the DOSf for the free 1d-Laplacian is locally smooth, and to β = 1 2 at the edges of the spectrum E = ±2 ("van Hove-singularity").
For all E ∈ (−2, 2) we can verify [H3] as an application of [31] (see Theorem 2, therein), which establishes the continuity of the DOSf in λ for fixed E ∈ (−2, 2) as λ → 0 + , subject to the hypothesis that the Fourier transform χ(t) := In particular, this implies that for each E ∈ (−2, 2) and 0 < λ 0 as in (5.7), the quantity sup 0 λ λ 0 ρ λ (E) < +∞ exists and is finite, whence the constants in [H3] can be taken to be
Thus, for all E ∈ (−2, 2), we can apply Theorem 5.10, which results in:
Theorem 5.12. Consider the model described in (5.1) with a single-site measure µ ∈ P([−1, 1]) which satisfies the decay condition in (5.51) . Then there exists λ L > 0, such that for all E ∈ (−2, 2) and 0 λ λ L , one has
Here, C L is given in (5.47) with constants β = 1 and D as in (5.52) and λ L can be taken as
Finally, we mention that in principle, Theorem 5.10 has also potential to yield a result for the band-edges E = ±2, provided one can show that for some λ 1 > 0, 
L is given in (5.47) with constants β = 1/2 and D given by (5.54 ) and λ L can be taken as λ L = min{ . We recall that since w ⋆ -limits do not in general preserve the components of the Lebesgue decomposition of a sequence of measures, it will be necessary for us to assume absolute continuity of the limit n (∞) even if the elements of the sequence n (∞) α are absolutely continuous.
Following, denote byρ α andρ the Fourier transform of, respectively, ρ α (E) and ρ(E). Applying Theorem 3.1 for f (E) =
e −itE , we obtain for α α 0 and t ∈ R:
(5.58)
We observe that, upon replacing the Fourier transforms of the DOSf by the Fourier transforms of the DOSm, (5.58) holds even without assuming absolute continuity of the DOSm as in [H4] .
Since the right side of (5.58) is linear in t, we need to impose decay conditions ofρ α and ρ in order to be able to take the inverse Fourier transform. We make the following assumption.
[ . In addition, we suppose that there exists a constant 0 < D 1 < ∞ and ǫ > 0 such that both of the following holds for all t ∈ R:
Note that the constants are independent of α.
Theorem 5.14. Consider the set-up described in [H1]-[H2] and assume that [H4]-[H5] hold.
Then, for all α α 0 with α 0 as in (3.22) and E ∈ R, we have:
where the constant
Proof. Let α α 0 and 1 A to be determined. Using (5.58) and [H5], the inverse Fourier transform gives
α , for some 0 < ξ and optimizing in ξ, we obtain
which determines the constant C in (5.61) as
We note that the estimate (5.61) is uniform in E as a result of the non-locality of the Fourier transform.
The density of states function in the weak-disorder regime.
To conclude this section, we comment on the application of Theorem 5.14 to capture the behavior of the DOSf in the weak disorder regime. Considering the model described in (5.1), application of Theorem 5.14 amounts to taking η α = λ → 0 + , provided that one can show that the hypotheses [H4]- [H5] hold.
To start, we note that for any d ∈ N and λ > 0, [H4] always holds (for η α = λ) if the single-site measure µ underlying the model in (5.1) is AC with bounded density, i.e. if
Indeed by the Wegner estimate, (5.65) implies that ρ λ exists for all λ > 0 as a function in
is defined for Lebesgue a.e. E ∈ [−λ, λ]) and satisfies
In view of [H5], we also observe that (5.60) automatically holds for the free Laplacian for dimensions d 3:
Here,ρ
λ=0 is the Fourier-transform of the DOSf for the free Laplacian as given in (5.8) and the exponent in the decay on the right-hand side of (5.67) is sharp.
Proof. Using the explicit expression of the DOSf in (5.8), we obtain for d = 1
where J 0 is the zeroth-order Bessel function of the first kind. In particular, for arbitrary d ∈ N, (5.8) implies thatρ
The decay estimate claimed in (5.67) thus follows using that |J 0 (y)| |y| −1/2 for all y ∈ R.
In summary, for an AC single-site measure µ satisfying (5.65), Theorem 5.14 would immediately produce the following corollary if we assume that (5.59) in [H5] holds for d 3: 
Here, λ 1 = min{ λ 0 , λ 0 } with λ 0 given in (5.7), δ > 0 is determined by
We mention that the definitions of the constants ǫ ′ and D ′ 1 in Theorem 5.15 take into account the decay of the Fourier-transform for the free Laplacian in (5.67).
While we do conjecture that (5.59) in [H5] holds for η α = λ and d 3, at the present moment we cannot provide a proof. Further evidence in favor of this conjecture is however provided by a result of Carmona and Lacroix in their monograph [16] , where they prove an explicit expression for the Fourier transform of the DOSm for the case that the random variables in the Hamiltonian (5.1) with N = 1 are iid according to a Cauchy distribution (also known as the Lloyd model), i.e.
In this situation, based on a discrete version of the Feynman-Kac formula and ideas going back to Molchanov they show (see the discussion of the Lloyd model on p. 329 in [16] ) that
where ρ 
Proof. For A > 0 to be determined later, using (5.74), inverse Fourier transform yields in analogy to (5.62),
where the inequality holds for Lebesgue a.e. E and in L 2 (R). Using the decay estimate (5.67) for the second integral in (5.76) and that, for all y ∈ R on has, |e −y − 1| e|y| and |J 0 (y)| 1, to estimate the first integral in (5.76), we obtain
Hence, taking A = λ −ξ where ξ > 0 is to be optimized, we obtain the claim with ξ = 2 d+2 and
Extensions and generalizations
The purpose of this section is to outline a few generalizations of the developed theory. As pointed out at the end of section 1, our results are not limited to the random lattice Schrödinger operators specified in [H1]. In section 6.1, we therefore list the necessary features a model needs to possess in order to be amenable to the framework developed in this paper. The subsequent sections then consider a few examples of models which have been of particular interest in the literature, specifically the finite-range Anderson model and random Schrödinger operators on the strip (section 6.2), as well as the Anderson model on the Bethe lattice (section 6.3).
6.1. Necessary features of the model. While the main result of this paper in Theorem 1.1 was formulated for the specific model described in [H1], its proof presented in the sections 2-3 in fact only relies on the following necessary features of the model, which are shared by many more discrete random operators.
To list these necessary features, let J = ∅ be a countable index set, (K, ρ) be a fixed compact metric space, G be an infinite graph, and L ∈ N be given. Suppose that for each ω ∈ Ω = K J , H ω is a bounded self-adjoint operator on ℓ 2 (G; C L ) and that the elements of ω = (ω j ) j∈J ∈ Ω are idd random variables, distributed according to a common Borel probability measure ν ∈ P(K). Let
denote the probability measure on Ω. We note that L > 1, will allow us to e.g. take into account Schrödinger operators on a strip, see section 6.2.2. Since every compact metric space is seperable, Dudley's result in [25] , Theorem 12 therein, implies that, as before, weak- * convergence of the Borel probability measures P(K) on K is metrizable by the metric defined in (1.5) (with Lip([−C, C]) replaced by Lip(K)).
In order to apply the framework developed in this paper to prove the qualitative and quantitative continuity of the DOSm in the underlying probability distribution, we require the model to satisfy each of the following three properties:
(P1) Basic spectral assumptions: There exists r > 0 such that the spectrum of H ω satisfies,
Moreover, the density of states measure (DOSm) n
can be defined as a spectral average of the form
where P 0 is a finite-rank, orthogonal projection on ℓ 2 (G; C L ) and N = rkP 0 .
(P2) Finite-range structure: For each n ∈ N, the map
depends on only finitely many variables ω j whose number can be bounded above by some strictly increasing counting function Γ : N → N.
(P3) Lipschitz property: Given j ∈ J , we write ω = (ω j , ω =j ). We then require that for each j ∈ J , every fixed ω =j , and all f ∈ Lip([−r, r]), the function
is Lipschitz such that for all λ, λ 0 ∈ K, one has
Here, γ ∈ R is a constant, possibly depending on N = rkP 0 , but independent of both f and ω.
As pointed out in sections 2-3 (see e.g. the remarks following the statement of Theorem 2.2), continuity of the DOSm in the probability distribution immediately implies the respective results for the IDS provided the latter depends continuously on energy. Hence, to prove the continuity statements of Theorem 1.1 for the IDS, in addition to the properties (P1)-(P3) above, the model also needs to satisfy that:
) is a continuous function in E with a known modulus of continuity.
Before turning to specific examples of models which satisfy these properties, let us briefly identify the role of (P1) -(P3) for the model in [H1], considered so far. Property (P1) is obviously satisfied by the very set-up described in [H1]. The finite-range structure (P2) for the model in [H1] is the subject of Lemma 2.3. We mention that by the same argument than presented in the proof of Lemma 2.2, every model possessing (P1) and (P2) automatically satisfies that Tr{P 0 f (H ω )P 0 } ∈ C(Ω) for every f ∈ C([−r, r]). The Lipschitz property for [H1] was verified in Proposition 4.1, which in turn implies the finite-rank Lemma (Lemma 4) by the remarks preceding (3.16) .
Finally, we observe that while the proof strategy presented in the sections 2-3 applies to every model satisfying the properties (P1)-(P3), the specific modulus of continuity of the DOSm in the probability distribution will be determined by the counting function Γ(n) in (P2). Indeed, as can be seen from (3.19) , the modulus of continuity of the DOSm is goverened by the relative competition between the first and the second term on the right hand side of (3.19). [20, 13] , is obtained by modifying the Hamiltonian in (1.3) so to allow for a non-uniform potential profile in the unit Λ 0 (and hence in each of its translates).
To introduce the model formally, for j ∈ J = KZ d , we denote by τ j the translation on Z d from the origin to site j, 
where Θ :
given function, subsequently referred to as "profile function," which models the potential profile in each of the lattice units Property (P3) is verified by fairly obvious modifications of the proof of Proposition 4.1. To this end, fixing l ∈ J , we first modify the operator in (3.4) according to
Random Schrödinger operators on the strip. Let ∅ = K be a fixed compact subset of the L×L symmetric matrices over R, equipped with a metric ρ derived from any fixed matrix norm. We consider Schrödinger operators on Z with matrix-valued potentials, randomly sampled from K, i.e. for ω = (ω n ) ∈ K Z , we define a bounded self-adjoint operator
where the elements of ω = (ω n ) ∈ Ω are iid random variables distributed according to a common single-site measure ν ∈ P(K). The DOSm is then defined as a spectral average of the form (6.81) where N = L and
Here, e k , 1 k L, is the standard basis of C L and δ 0 = (δ 0,j ) j∈Z ∈ ℓ 2 (Z).
Clearly this model satisfies all the properties (P1) -(P4) of section 6.1. Indeed, aside from obvious changes replacing the distance in R by the metric ρ on K, the proofs presented in the sections 2-4 remain unchanged.
We briefly comment on the consequences of Theorem 1.1 for the continuity of Lyapunov exponents in the probability distribution for random Schrödinger operators on the strip. This follows up on our earlier remarks to Theorem 5.7 (remark 5.7 part (ii)) and Theorem 5.10 (remark 5.11).
Given E ∈ C and n ∈ N, let
where I L and 0 L is the L × L identity and zero matrix, respectively. We note that for each n ∈ N, A E n (ω) is a conjugate symplectic 2L×2L matrix over C. Consequently, let
1 be the L singular values of A E n (ω) with magnitude greater than or equal to 1. Then, by the Osceledec-Ruelle theorem (see e.g. [37] , section 5), the limits 
A proof of (6.97) can e.g. be found in the appendix of [37] . As a consequence of (6.97), all the results of section 5.2, in particular the Theorems 5.6 and 5.10, carry over to Schrödinger operators on the strip as continuity statements for the sum of the non-negative Lyapunov exponents. 
where y ∼ x in the definition of the graph Laplacian ∆ B denotes the k nearest neighboring vertices y of x and π x = |δ x δ x | is the orthogonal projection onto the standard basis vector δ x ∈ ℓ 2 (V B ) associated with the vertex x. The Anderson model on the Bethe lattice was first proposed in the physics literature by Abou-Chacra, Anderson, and Thouless [2] , and has ever since enjoyed considerable attention in both the mathematics and the physics community; we refer e.g. to [53] 
Finally upon (arbitrarily) distinguishing one vertex as a the root "0" of the tree, the DOSm associated with ν ∈ P([−C, C]) can be defined in complete analogy to (1.2) as n
It is obvious that [H1B] satisfies the properties (P1)-(P3) of section 6.1. In particular, similar arguments than in the proof of the counting lemma, Lemma 2.3, imply that for each fixed n ∈ N, the function ω → Tr(π 0 (H ω ) n π 0 ) can depend on at most the number of vertices in the ⌊ n 2 ⌋-th generation of the tree: 
102)
The constants α B , γ B are independent of f and are determined by (6.105 ) and (6.109), respectively.
Proof. We let f ∈ Lip([−r B , r B ]) and follow the general outline of the proof of Theorem 3.1.
In particular, letting
and taking ξ ξ 0 , to be determined later, we obtain in complete analogy to (3.19 ) that for all α ∈ N:
Here, we used the explicit form of Γ B (n) given in (6.101). Choosing α B ∈ N such that η α B e −3 log(k)/ξ 0 , for all α α B , (6.105) with ξ 0 as in (6.103), ξ ξ 0 and k 3 imply that for all α α B , one has 2 log(η
whence (6.104) yields
To optimize (6.107) in ξ we use, as in the proof of Theorem 3.2, that y β log(y), for all y ∈ (0, +∞), if and only if β 1 e . We therefore conclude that (6.107) is optimized by taking ξ = ξ 0 .
In summary, we conclude that for all α α B , one has where c b is given in (3.8).
We cannot give a Bethe lattice analogue of our continuity result for the IDS (Theorem 3.2), as it is not known whether for a general probability measure ν ∈ P([−C, C]) the IDS for the Anderson model on the Bethe lattice is continuous; we refer the reader to section 1.2 for a short review of some known results. We can however address the weak-disorder limit λ → 0 + for both the DOSm and the IDS of
with ω distributed according to an arbitrary fixed single-site measure µ ∈ P([−1, 1]). Referring to the above-mentioned open problem of whether the IDS for the general Anderson model on the Bethe lattice is continuous, we note that for λ = 0 in (6.110), the DOSm is known to be absolutely continuous dn
λ=0 (E)dE with DOSf given by (see e.g. [1] ),
In particular, this implies that for all E ∈ R and ǫ > 0:
where one can take (
Explicitly, λ B = e −3 log(k)/ξ 0 , where ξ 0 is given in (6.103) , and the constants γ B , c B are determined in, respectively, (6.116) and (6.118) .
We note that, as earlier (see e.g. our comments right after Theorem 5.2), the restriction of the energy in part (ii) of Theorem 6.2 could be dropped.
As mentioned in section 1.2, Klein and Sadel had previously analyzed the regularity of the IDS in λ for energies inside the spectrum of the free Laplacian, [ 
. Specifically they showed in [36] that for every closed interval
, there exists δ > 0 such that (E, λ) → N λ (E) is jointly C 1 for (E, λ) ∈ I × (−δ, δ). While Theorem 6.2 only obtains log-Hölder continuity of the IDS in the disorder, our result is not restricted to compact subsets of the spectrum of the free Laplacian.
Proof. Part (i) follows by a straight-forward application of Theorem 6.1 for η α = λ; here, from (6.109), one finds
For part (ii), analogous arguments than the ones used in the proof of Theorem 3.2 (see in particular, (3.27)) yields by Theorem 6.1 and (6.112) that
for arbitrary a − , a + > 0 and all 0 < λ λ 0 . Hence, letting a − = a + = 1 2 (log(λ −ξ 0 )) −1/4 , we conclude (6.115) with c B = γ B + c B , (6.118) where the constant c B is given in (6.113). We note that the exponent of 1/4 in (6.115) is optimized for our proof. 
Because of the form of the discrete Laplacian ∆, each non-vanishing summand in (7.1) represents a walk on Z d starting and ending at the same point in [0, K − 1] d . In particular, there cannot be more than ⌊n/2⌋ steps occurring in the same direction and parallel to one of the coordinate axes. This shows that the walks representing the non-vanishing terms in (7.1) are confined within the cube
Using the fact that H ω = H (0) + V ω , the function ω → Tr (P 0 H n ω P 0 ) thus depends on at most
random variables, which proves the lemma. In this section, we provide an alternate proof of Proposition 4.1 using the HelfferSjöstrand functional calculus. This proof has the advantage of being slightly shorter than the proof presented in section 4. We briefly review the construction of the functional calculus and refer to [21, section 2.2] for a detailed discussion.
Suppose that f ∈ C ∞ 0 (R; R). An almost-analytic extension of f of order n is constructed as follows. Let J ∈ C ∞ c (R; R) be a real-valued function with J| [−1,1] = 1 and supp J ⊂ [−2, 2]. We set z = x + iy, for x, y ∈ R, and definef , for n ∈ N, bỹ
. A straight-forward computation based on (8.1) shows that every almost analytic extensionf of f of order n has the following properties:
i.: The derivatives of f andf on the real line agree:
ii.: The almost analytic property: Let The almost analytic property (ii.) makes possible the following definition. For every self-adjoint operator H and f ∈ C ∞ c (R; R), the operator f (H) may be represented in the form:
The integral on the right in (8.2) converges in the operator norm and defines a bounded, selfadjoint operator which is independent of the cut-off function J and the order n off , see [21, Lemma 2.2.4]. We also recall that for every compactly supported function g ∈ C 1 c (R 2 ), it is a basic consequence of the Cauchy-Pompeiu formula that for each z 0 ∈ C, one has the representation
Alternate proof of Proposition 4.1. 1. By the same argument than at the beginning of the proof of Proposition 4.1, it suffices to consider f ∈ C ∞ c (R; R). Letf be an almost analytic extension of f of order n = 2 as in (8.1). Then, for λ ∈ [−C, C], application of the HelfferSjöstrand formula (8.2) yields
By the second resolvent formula, for z ∈ C\R, we have
Furthermore, for z ∈ C\R, the fact that TrP 0 = N and a standard resolvent estimate give
It follows that if we choose an almost analytic extension of f with order n = 2, then the almost analytic property (ii.) guarantees that ∂f ∂z (z) Tr(P 0 (H For simplicity, we set µ := µ λ;λ . By Fubini's Theorem, we then can re-write the right side of (8. where ξ s,t satisfies s ξ s,t t. Consequently, using estimate (4.11) in (8.12), we obtain
Finally, we observe that from (8.7) and the Dominated convergence Theorem, the right side of (8.8) is continuous in λ. In particular, the map λ → Tr(P 0 f (H (ℓ) λ )P 0 ) (8.14)
is C 1 in λ. Thus the bounds (8.11) and (8.12) imply (4.4), which concludes our alternate proof of Proposition 4.1.
Remark 8.1. Since we only need an almost analytic extension of order n = 2 in the above proof, we can relax the condition on f to f ∈ C 2 c (R). For comparison, the proof presented in section 4 requires slightly more, namely, that (f ′ ) ∈ L 1 (R), see (4.6).
Appendix C: Nontangential limits of the Lyapunov exponent
In this appendix, we explore the possibility of proving Proposition 5.2 under the condition that the DOSm is merely log-Hölder continuous,
which is always satisfied by Craig and Simon [17] . Since the underlying probability measure ν will be fixed in this discussion, we simplify notation and denote the DOSm simply by n. We consider replacing the left side of (5.35) by a statement about
for some strictly increasing function 0 Φ : [0, ǫ 0 ] → R, Φ ∈ C 1 ((0, ǫ 0 )), and with Φ ′ > 0 on (0, ǫ 0 ).
We show that by following the same analysis as in the proof of Proposition 5.2, but using (9.1) in place of β-Hölder continuity (5.28), we obtain an upper bound that is infinite. We conclude that if a quantitative estimate on the boundary-value of the Lyapunov can be achieved with weaker conditions on the DOSm, another method of proof is needed.
We begin with the following lemma whose proof is an obvious modification of the proof in section 5.2. Proof. We set η := Φ(ǫ) so that ǫ = Φ −1 (η). We consider the function f defined by f (η) := L(E + iΦ −1 (η)) (9.4) on [0, η 0 ), where η 0 = Φ(ǫ 0 ). By the Mean Value Theorem, given 0 < η < η 0 , there exists η =η(η) ∈ (0, η) so that
Hence, changing coordinates η = Φ(ǫ), we conclude that for each 0 < ǫ < ǫ 0 , there exists ǫ ∈ (0, ǫ) so that
. (9.6) Upon taking ǫ → 0 + in (9.6), we establish the claim (9.3).
We follow the proofs of section 5.2 replacing the assumption that the DOSm is β-Hölder continuous with the log-Hölder continuous property (9.1) and ǫ β by an appropriate function Φ(ǫ) satisfying the conditions above. We provide evidence that, only relying on the upper bound in (9.1), there does not exist a nontrivial function Φ so that, using the methods of section 5.2, we have lim sup
Here, the word "nontrivial" excludes the choice Φ(ǫ) = |L(E + iǫ) − L(E)| for which one trivially has
Lemma 9.2. Assuming that the DOSm n is log-Hölder continuous, for all 0 < ǫ < where we abbreviated dn E (x) := dn(x + E).
To use the log-Hölder continuity in (9.1), we divide the integral on the right of (9.9) into [0, ǫ] ∪ [ǫ, 1] and obtain ǫP n (E + iǫ) ǫ + Proof. Let us suppose to the contrary that there exists a function Φ so that the left side of (9.14) is finite. Letting ǫ 0 > 0 be as in Lemma 9.3, there thus exists C 1 > 0 and 0 <ǫ 0 < ǫ 0 so that for all 0 < ǫ <ǫ 0 , we have We note that this result is not a contradiction to the trivial statement that lim ǫ→0 + P n (E + iǫ) Φ ′ (ǫ) = 1 < +∞, if Φ(ǫ) = |L(E + iǫ) − L(E)|, since (9.11) is an upper bound. But, this upper bound is the best one can obtain using only the upper bound in (9.1) .
In this context, we also note that the decomposition of the integral in (9.10) could be performed "more carefully," replacing ǫ in the decomposition by a general decreasing function ǫ Θ(ǫ) 1 with lim ǫ→0 + Θ(ǫ) = 0, thereby resulting in the upper bound lim sup 
