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We provide here a roadmap for modeling silicon nano-devices with one or two group V donors (D).
We discuss systems containing one or two electrons, that is, D0, D−, D+2 and D
0
2 centers. The impact
of different levels of approximation is discussed. The most accurate instances – for which we provide
quantitative results – are within multivalley effective mass including the central cell correction and a
configuration interaction account of the electron-electron correlations. We also derive insightful, yet
less accurate, analytical approximations and discuss their validity and limitations – in particular,
for a donor pair, we discuss the single orbital LCAO method, the Hu¨ckel approximation and the
Hubbard model. Finally we discuss the connection between these results and recent experiments on
few dopant devices.
I. INTRODUCTION
In a letter to Peierls in 1931, Pauli stated that semi-
conductors “are a filthy mess” [1]. Curiously, the impu-
rities and defects to which Pauli refers led the way to the
revolution severely impacting industry and society over
the last many decades, and still under way. Development
and advances in semiconductor-based devices started less
than 20 years after Pauli’s statement, as the transistor
operated for the first time in 1947. This achievement
prompted intensive research for a deeper understanding
of semiconductors and the role of dopants. Currently, as
“Moore’s Law” approaches its limit with devices reaching
the atomic scale, quantum behavior of electrons and spins
drive the advancement of the semiconductor research into
the new fields of quantum electronics and spintronics [2–
4].
Doping allows controlling the sign and density of car-
riers in a semiconductor, a flexibility not achievable in
conductors or in insulators. For the applications where
current carriers perform the needed operations, donor
electrons are promoted to the nearby conduction band
and similarly holes from acceptors operate in the valence
band. In this case the concentration of donors and ac-
ceptors and their binding energies are the only relevant
quantities defining the behavior of the doped material.
A macroscopic concentration of dopants leads to macro-
scopically observable currents or voltages, and at this
point the quantum behavior becomes irrelevant.
We revisit here the theoretical treatment of donors D
in semiconductors from a single substitutional donor per-
spective, considering that its active electron(s) remains
bound to the core, and similarly for donor pairs D2, a sce-
nario where full quantum behavior prevails. Special at-
tention must be paid to the electronic bound state wave-
functions.
This paper is organized as follows. In Sec. II we
briefly review the effective mass theory (EMT) for shal-
low donors, highlighting its successes and limitations. In
Sec. III, multivalley and anisotropy effects are analysed,
details of the approach used are given, and the results
for neutral donors are shown in Sec. IV. Section V re-
ports on a donor with two bound electrons, constituting
a D− negatively charged donor. The donor pair is stud-
ied in Secs. VI and VII for the one and two electron
states respectively. Sec. VIII discusses simplified models
for the two donor problem and makes connections with
experiments. Finally, summary and conclusions are pre-
sented in Sec. IX. In order to keep the text reasonably
self-contained, well established basic material and results
are included with proper references provided.
II. HYDROGENIC MODEL FOR DONORS IN
SEMICONDUCTORS
The single donor description is one of the simplest and
most successful implementations of the EMT. It is based
on the usual effective-medium assumptions, namely that:
1. the perturbation potential due to a substitutional
donor varies slowly at the scale of the lattice con-
stant of the host semiconductor;
2. the envelope functions of the bound states extend
over long enough distances such that it is composed
by a very narrow distribution of Bloch wavevectors
k around the band minimum.
Further assuming that the conduction band lower edge is
non-degenerate and isotropic, one obtains the hydrogenic
atom hamiltonian
HH = −~
2∇2
2m∗
− e
2
4pir
(1)
with the electron mass substituted by the effective mass
m∗ and the Coulomb potential screened by the static
dielectric constant . This gives a hydrogenic atom of ef-
fective Bohr radius a∗ = a0/m∗ and ground state bind-
ing energy E∗ = EHm∗/2, with a0 = 0.053 nm and
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FIG. 1: Comparison of the experimental donor binding en-
ergies for single valley materials (blue dots) with those cal-
culated from the effective mass hydrogenic expression (black
line). The agreement is very good mainly for the less bound
donors. The ground state energies for donors in silicon (not
shown here) are off the given scale and present a large varia-
tion (∼ 50%) as a function of the donor species, see Table I.
The same spread of values is found for germanium [5].
EH = 13.6 eV the respective values for Hydrogen in vac-
uum. The wavefunction for the ground state electron is
then the product of the hydrogenic envelope-function by
the band-edge Bloch function
Ψ =
1√
pia∗3
e−r/a
∗
eik·ruk(r), (2)
The EMT provides a highly accurate description of
shallow donors in single valley materials. It involves no
fitting parameters, as the binding energy is dependent on
the material only through  and m∗, leading to a value
of E∗ that is independent of the donor species. This is in
fact clearly demonstrated experimentally for example in
GaAs, where deviations from the hydrogenic expression
are hard to detect [6], as illustrated in Fig. 1. In contrast,
the binding energy of donors in Si and Ge is strongly
dependent on the donor species [5].
III. MULTIVALLEY EFFECTS
The case of multivalley semiconductors is not as sim-
ple. In a recent work [7], spatially resolved spectroscopy
of isolated As donors in silicon was combined with multi-
band semi-empirical tight binding theory to study the
valley interference. These results provide direct evidence
for the rich valley structure predicted over 60 years ago
by Kohn and Luttinger [8] (KL) and further outline the
role of the environment on valley repopulation.
With the N minima (valleys) at finite wavevectors, the
symmetry of the wavefunction is significantly lower, and
highly anisotropic effective masses are not uncommon –
in silicon the longitudinal and transverse effective masses
are mL= 0.916 me and mT=0.191 me at the N = 6
minima. The hydrogenic hamiltonian Eq. (1) may be
adapted to account for the mass anisotropy, as discussed
in Sec. III A.
The mere reconciliation with the mass anisotropy still
does not lead to results compatible with the experimen-
tal binding energies. The missing ingredient is the elusive
valley-orbit coupling. In the absence of valley-orbit cou-
pling, a wavefunction equivalent to Eq. (2) is obtained
for each of the N valleys, leading to an N -fold degener-
ate ground state.
The 1/r Coulomb potential singularity at r = 0 is
clearly incompatible with the assumptions discussed in
Sec. II – it actually mediates a finite coupling among the
N valleys. This accounts for over 30% of the binding en-
ergy in silicon donors, as will be discussed in Sec. III B.
We briefly present some of the most successful semi-
empirical approaches to describe these departures from
the hydrogenic model, namely the first order perturba-
tion intervalley coupling (Sec. III C) and the central cell
correction (Sec. III D). A theoretical description of valley-
orbit coupling from first principles is still lacking.
A. Uncoupled anisotropic valleys
The first successful approach to treat donors in Si was
presented by KL [8] (which also set stronger formal basis
for the EMT) and Kittel and Michel [9]. Taking initially
the EMT assumption (ii) to be valid – namely that only
small deviations from the wavevector at the band mini-
mum kmin contribute to the wavefunction– means that
any individual valley does not couple to the other five.
In this way each valley is solved independently and the
problem regains the hydrogenic simplicity.
The band anisotropy leads to a specific effective mass
hamiltonian for the different valleys. For instance, for
the 2 valleys along z, it reads
Hz = − ~
2
2mT
(
∂2
∂x2
+
∂2
∂y2
)
− ~
2
2mL
∂2
∂z2
+ V (r). (3)
The ground state is found variationally, choosing a trial
function for the kz = 0.85
2pi
aSi
(001) valley (aSi is the Si
conventional lattice parameter) of the shape of a de-
formed 1s orbital with two radii a and b [10]
φz(r) =
1√
pia2b
e−
√
(x2+y2)/a2+z2/b2eik·ruk(r). (4)
For other valleys at {kµ}, µ = {x,−x, y,−y, z,−z}, the
hamiltonians Hµ and the wavefunctions φµ are immedi-
ately obtained exchanging z by x or y accordingly. The
deformed orbital Bohr radii a and b are taken as vari-
ational parameters to minimize the expectation value
3of 〈φµ|Hµ|φµ〉. For the hydrogenic potential V (r) =
VH(r) = −e2/4piSir, the ground state is sixfold de-
generate, and one recovers the KL result with energy
EKL = −31.2 meV, and an anisotropy b/a = 0.56.
B. Valley-orbit coupling
The binding energy is significantly underestimated if
the valley-orbit coupling is disregarded, as can be seen
by comparison of EKL to the observed values for shallow
donors in Si in Table I. The valley-orbit coupling breaks
the sixfold degeneracy, leading to a significant reduction
of the ground state energy.
Even if the strength of this coupling is not known,
group theory arguments give the appropriate superpo-
sition of valley states induced when the spherically sym-
metric potential is disrupted by the tetrahedral crystal
field potential. In other words, the irreducible represen-
tation associated with the ground state of a spherical po-
tential with six-fold valley degeneracy (the 1s manifold)
becomes reducible in the presence of a local tetrahedral
crystal field: the sixfold degenerate level splits into states
that have the symmetry of the different irreducible rep-
resentations of the Td group. In this case, this leads to
a singlet with A1 symmetry, a triplet with T2 symmetry
and a doublet with E symmetry. Each of the six states in
the 1s manifold correspond to a particular combination
of the envelope-modulated Bloch functions from the six
degenerate valleys φµ illustrated in Fig. 2. These states
are given explicitly by [11]
ΨA1(r) =
1√
6
[φx(r) + φ−x(r) + φy(r) + φ−y(r) + φz(r) + φ−z(r)]
ΨTx2 (r) =
1√
2
[φx(r)− φ−x(r)]
ΨTy2 (r) =
1√
2
[φy(r)− φ−y(r)]
ΨT z2 (r) =
1√
2
[φz(r)− φ−z(r)]
ΨEz (r) =
1√
12
[φx(r) + φ−x(r) + φy(r) + φ−y(r)− 2φz(r)− 2φ−z(r)]
ΨExy (r) =
1
2
[φx(r) + φ−x(r)− φy(r)− φ−y(r)] . (5)
The direct calculation of the valley-orbit coupling is
not trivial, though. We are unaware of any successful
description of the complete spectrum of the 1s manifold
from first principles. This difficulty is due to the incom-
plete knowledge regarding the impurity potential. The
picture of a 1/r point charge potential screened by a di-
electric constant Si is realistic only at large distances
from the impurity site. Close to the nucleus, the dielec-
tric response becomes inhomogeneous. Furthermore, the
valence core shells for the impurity are different from the
Si atoms, presenting a strong departure from the excess
proton picture. Atomic species differ from each other at
the core region, leading to the strong donor species de-
pendence of the binding energy in silicon in contrast with
other semiconductors. Early attempts of correcting the
Coulomb potential adopting the ab initio dielectric func-
tion were modestly successful for the isovalent impurity
P and were inaccurate for all other group V donors (for
a complete discussion of early works, see Ref. [12]). Suc-
cessful attempts involve empirical fitting ingredients [13–
15]. Some examples used in the literature to describe
this departure from the point charge picture are shown
in Fig. 3. Two among the main strategies for describing
the valley-orbit induced splitting are described next.
C. First order perturbation theory: the intervalley
coupling
The EMT assumptions (i) and (ii) are clearly incom-
patible with the Coulomb potential, which is singular at
the donor site r = 0, implying that different valley states
may couple. The single-valley KL description neglects
this singularity, i.e. H defined in Eq. (3) does not in-
clude the singular part of the Coulomb potential VH .
We may then include the intervalley coupling as a
perturbation to the KL description. The total Hamil-
tonian would be H = H + H ′ with H ′ accounting for
the singular part of the potential around the core re-
gion r → 0, i.e. VH(r → 0) plus additional correc-
tions as discusssed below. For simplicity in notation we
are assuming an isotropic approximation (further dis-
cussed in Sec. IV) which implies that Hz = Hx =
Hy = H. Now, the single-valley approximation implies
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FIG. 2: (a) Representation in k-space of the six constant en-
ergy surfaces around the degenerate conduction band minima
in Si. (b) Splitting of the sixfold degenerate conduction band
minimum by a tetrahedral crystal environment combined with
the singular donor potential. (c) Charge distribution for the
A1 and Tx states along the x-axis (large) and at the (001)
Si crystal plane (inset). Note that A1 has significant charge
density at the donor site, while the Tx state has a node. The
lower lines curving down give the plain screened Coulomb
potential VH (solid line) and the central-cell corrected poten-
tial Vimp (dashed line) which is more attractive for distances
from the donor nucleus smaller than ∼ rcc. Due to the larger
charge density of the A1 state within rcc, its energy is well
below the T2 and E states.
〈kµ|H|kν〉 = EKLδµ,ν , where |kµ〉 stands for φµ. The
valley-coupling part, H ′, is added and treated following
standard degenerate perturbation theory, i.e., we solve
the perturbed Hamiltonian H = H+H ′ restricted to the
degenerate manifold basis {φµ}.
It is easy to see by symmetry that 〈kµ|H ′|kµ〉 is a neg-
ative constant (independent of µ) which we call (−δ),
with this the matrix elements of the hamiltonian written
in the {φµ} basis may be obtained
〈kµ|H|kµ〉 = 〈kµ|H|kµ〉+ 〈kµ|H ′|kµ〉 = EKL − δ,
〈kµ|H|k−µ〉 = 〈kµ|H ′|k−µ〉 = ∆‖,
〈kµ|H|kν〉 = 〈kµ|H ′|kν〉 = ∆⊥, if ν 6= ±µ. (6)
Direct calculation of the eigenvectors of the hamiltonian
TB
(a)
(b)
(c)
FIG. 3: Comparison between different models adopted in
the literature for the central cell correction. The figure gives
QP (r) such that VP(r) = −QP (r)VH(r) calculated for P in Si.
The different curves correspond to (a) Ref. [15], (b) Vimp(r)
as in Eq. (7), (c) Ref. [13], and the triangles give the approxi-
mation used in tight-binding [14]. The limit of a point charge
QP = 1 is shown as a dotted horizontal line. Note that, for
the tight-binding, QP (r) = 1 for all sites except the impurity
site where Vimp is taken as a constant. In this case we indicate
QP (r) = 0 in the figure, which eliminates the 1/r divergence
at r → 0, but a constant U0 should be added.
matrix yield a spectrum split in a singlet A1 at energy
EKL − δ + ∆‖ + 4∆⊥, a triplet T2 at EKL − δ −∆‖, and
a doublet E at EKL − δ + ∆‖ − 2∆⊥.
A possible semi-empirical solution would be to treat
the three matrix elements δ, ∆‖ and ∆⊥ as parameters
chosen to reproduce the 1s manifold spectrum of each
donor species. In Refs. [16,17] the values ∆‖ = −1.52
meV and ∆⊥ = −2.16 meV are suggested for P donors
in Si. This choice reproduces the relative energy split-
ting among the different 1s manifold levels. An overall
negative shift of δ = 4.22 meV for P is required in or-
der to get the actual experimental energies. The small
values of ∆‖, ∆⊥ and δ with respect to EKL justify the
perturbative treatment described here.
The observed experimental energies can also be un-
derstood from central cell corrections, which take into
account the incomplete screening of the positive donor
potential, as detailed in Sec. III D. The adopted central
cell correction involves a single, instead of three, empiri-
cal parameter characterizing each donor species.
D. Effective pseudopotential: the central cell
correction
Another strategy to describe the donors beyond the
single valley theory is to build a pseudopotential Vimp(r)
that effectively mimics the complex environment of the
crystal and the screening due to the valence electrons of
the donor. The suffix imp stands for the impurity type,
so imp=P, As, Sb or Bi. Multivalley semiconductors are
more strongly subject to this inner core potential than
single valley semiconductors because the valley degree
of freedom allows for the electron to concentrate closer
to the nucleus. The rationale for that is simple – each
wavefunction φµ spreads in k-space around kµ in a form
5determined by the Heisenberg uncertainty principle. The
spread of the superposition of various φµ in k-space tends
to be larger than on the non-degenerate case, so that the
real space spread may be smaller without costing any ki-
netic energy. Thus, multivalley electronic states tend to
concentrate around the nucleus, benefiting from its po-
tential energy and therefore lowering its total energy. A
consequence is that a larger portion of the ground state
energy comes from the potential very close to the nu-
cleus, which is precisely the region where the point charge
model fails.
Formally the coupling between valleys, 〈kµ|H ′|kν〉,
could be obtained directly from the perturbation due to
the donor breaking the effective mass assumptions, mod-
eled above by the term H ′. The full donor potential,
Vimp(r), has been treated in the literature within several
models, a few of which are given in Fig. 3. For exam-
ple, a constant replacement for the screened Coulomb
potential within a central cell region of radius R has
been adopted in Ref. [18], namely, Vimp(r < R) = V0,
Vimp(r > R) = VH(r), with R taken as half the near-
est neighbors distance in Si and V0 is a negative energy
chosen to reproduce the experimental spectra. A con-
ceptually similar scheme, widely adopted in tight-binding
(TB) calculations, is presented in Ref. [19] for GaAs and
in Refs. [14,20] for Si. It consists of taking the usual
screened Coulomb potential ∼ 1/ri to correct the on-site
energies at atomic positions ri 6= 0. For the impurity site
the Coulomb correction would diverge, which is incom-
patible with TB, so a finite correction U0 is chosen to
adjust the correct binding energies of each donor.
Realistic descriptions of the donor Coulomb potential
should be consistent with the expected limits: Vimp(r →
∞) = −e2/4piSir = VH(r) and Vimp(r → 0) =
−e2/4pi0r. A convenient interpolation [21] is adopted
here, see Fig. 3, namely
Vimp(r) = − e
2
4pir
[
1
Si
+
(
1
0
− 1
Si
)
e−r/rcc
]
= VH(r) + Vcc(r) (7)
This involves a single donor-dependent parameter, rcc,
giving the range around the donor site where the cen-
tral cell correction is effective, as opposed to the three
quantities required for the description given in Eq. (6).
Values for rcc appropriate for P, As, Sb and Bi donors
in Si are given in Table I. Note that while Bohr radii are
of the order of a few nm, rcc is a factor of 10 smaller.
Therefore the deviation of the plain Coulomb potential
from the central-cell corrected one is restricted to a small
region around the donor, as illustrated in Fig. 2(b).
IV. NEUTRAL DONOR – D0 CENTER
The coupling matrix elements calculation may be sim-
plified by assuming spherically symmetric envelopes. It is
possible to conciliate the simpler hydrogenic description
Donor E0exp(meV) [22] E
0
calc(meV) rcc (nm) acc (nm)
-45.58 (A1) E
0
exp
P0 -33.90 (T2) -33.12 0.115 1.106
-32.60 (E) -33.12
-53.77 (A1) E
0
exp
As0 -32.65 (T2) -32.15 0.126 0.815
-31.40 (E) -32.15
-42.71 (A1) E
0
exp
Sb0 -33.00 (T2) -32.04 0.108 1.241
-30.60 (E) -32.04
-71.00 (A1) E
0
exp
Bi0 -31.92 (T2) N/A 0.144 0.58
N/A (E) N/A
TABLE I: Experimentally measured [22] values E0exp of the 1s
manifold energy states for the neutral isolated donor are com-
pared to the calculated values E0calc obtained from the central
cell corrected potential Eq. (7). The energy of the central cell
corrected state A1 is fitted to the corresponding experimental
value by choosing an appropriate rcc. The E and T2 levels
are assumed degenerate. The calculation of the levels E and
T2 involves E˜, the center of gravity of the sixfold 1s manifold,
which is taken from experiment (see text), but is not available
for Bi. Note that the experimental and calculated values for
the T2 and E energies do not depend strongly on the donor
species and are very similar to the single valley result EKL, in
contrast to the value of the ground state A1 energy. As far as
we know, the Bi E level is not available from experiment, but
the T2 level is consistent with these observations. For each
donor, the effective Bohr radius corrected by the central cell
acc is also given.
in Eq. (2) with the ground state energy EKL obtained
from Eq. (4) by choosing a value of the effective mass
m∗Si = 0.3 me. Note that m
∗
Si is very close to the geo-
metric mean (mL ×m2T )1/3 = 0.32. This approximation
results, for the uncoupled valleys, into a sixfold degener-
ate ground state with ground state energy EKL.
Now we take into account the multivalley structure of
the Si conduction band and the central cell correction de-
scribed in Eq. (7). The only parameter we are left with is
rcc, the central cell potential characteristic length, cho-
sen such that the ground state A1 experimental energy
is reproduced for each of the donor species, as given in
Table I.
The T2 and E states are much less sensitive to the effect
of Vcc since both have nodes at the impurity site. This is
confirmed by their approximate degeneracy and energy
very close to EKL (see Table I). We take the approxima-
tion of exact fivefold degeneracy of these levels, obtained
assuming ∆‖ = ∆⊥ = ∆, so that E(A1) = EKL− δ+ 5∆
and E(T2,E) = EKL − δ + ∆. The mean value of the
six levels is taken from experiments and identified with
6E˜ = EKL − δ which leads to δ = EKL − E˜. It then fol-
lows that ∆ =[EKL−E(A1)]/5 allowing to determine the
excited states energies.
Combining spherically symmetric envelopes with the
Bloch functions obtained from the expansion coefficients
given in Ref. [23] yield the electronic densities for the A1
and Tx2 bound donor states of P in Si shown in Fig. 2(c).
Note that the charge distribution of the Tx2 state has a
preferential alignment along the x direction and an exact
node at the origin (idem to E states). Due to this node,
any contact interaction (interaction potentials that are
only finite at the immediate vicinity of the donor impu-
rity) will have a reduced effect on the T2 and E states
– this justifies why these states are not strongly affected
by the central cell correction as well as indicates that low
hyperfine coupling is to be expected in these states. For
this reason, the T2 and E states energies are very similar
to EKL. The results are summarized in Table I.
V. TWO ELECTRONS IN ONE DONOR –
D−-CENTER
In analogy with the hydrogen atom, singly ionized neg-
ative (H−) or positive (H+) states are also of practical
and theoretical interest. The negative ion H− binding
energy is defined as the energy required to remove one
electron from the ion EH
−
B = EH0 − EH− . For hydro-
gen EH
−
B = 0.055EH . The analogous D
− center is spe-
cially important in Si nanoelectronics because its bind-
ing energy is very small and can be strongly affected by
gates [24]. The presence of this bound state has been
identified in transport experiments in single-atom tran-
sistors [25].
We may also regard D− centers as He-like systems [26],
the main technical difficulty to obtain the spectrum
consists in the evaluation of electron-electron repulsion
terms. Variational wavefunctions with a large number
of parameters, as used by Hylleraas [27] and others, are
able to reproduce the experimental value of EH
−
B .
In general, the ground state wavefunction is composed
of an inner orbital with a Bohr radius similar to the elec-
tron bound to a neutral donor, and an outer orbital with
a much larger radius, due to the screening of the Coulomb
potential produced by the occupied inner orbital.
Within a single valley and isotropic mass approach for
negatively ionized centers in Si, we can just rescale the
exact results for H−: ED
−
B = 0.055E
∗ ∼ 1.7 meV, which
gives a good estimate for Phosphorus and Arsenic cen-
ters: EP
−
B = 1.7 meV, E
As−
B = 2.05 meV as measured in
photoconductivity experiments [28].
The inclusion of the mass anisotropy and the valley de-
generacy in Si would increase the binding energy of the
D− centers even if valley-orbit interactions are not con-
sidered [29]. If no central cell corrections are included,
each electron remains in a different valley. The lowest
energy configuration is attained when the two electrons
are located in perpendicular valleys (as m‖ and m⊥ are
rotated in perpendicular valleys). Mass anisotropy then
implies that the envelopes corresponding to the two or-
bitals do not overlap as much as they would for isotropic
wavefunctions reducing the electron-electron repulsive in-
teraction.
Valley-orbit interactions and central-cell corrections
have been treated in the literature for the D− problem
under different approximations [18,30,31]. Larsen [30] as-
sumed that only the inner orbital electron is subject to
valley-orbit coupling, behaving like a neutral donor elec-
tron. The isotropic condition ∆‖ = ∆⊥ was also used.
The effect of the valley-orbit coupling on the inner elec-
tron is to spread it in a symmetric (A1) combination of
valleys. If both electrons have the same valley composi-
tion, the binding energy decreases with respect to them
being in perpendicular valleys. Oliveira and Falicov [18]
went a step further by including the full 1s multiplet
in the description of the bound electrons and a constant
valley-orbit coupling different from zero only in a central-
cell region. More recent calculations [31] included the
valley degeneracy but not the valley-orbit splitting.
Here we treat the D− donors on the same level of ap-
proximation as the neutral donors, hence neglecting the
mass anisotropy. We take the simplest possible form for
the spin singlet ground state trial function (normalized):
ψD− =
1
pi
√
2a31a
3
2
(
e−r1/a1e−r2/a2 + e−r2/a1e−r1/a2
)
,
(8)
and consider the central-cell corrected potential Vimp(r),
as defined in Eq. (7). The correction term Vcc is com-
pletely determined by the value of rcc chosen from the
corresponding neutral donor data (see Table I). Both a1
and a2 are calculated variationally to minimize the ex-
pectation value of the energy for the two-electrons hamil-
tonian: HD− = K1+K2+Vimp(r1)+Vimp(r2)+e
2/Sir12
where Ki is the kinetic energy of electron i and Vimp(ri) is
the central cell corrected potential. The last term is the
electron-electron repulsion. The energies are calculated
following the prescription for He atoms given in Ref. [26].
If central cell corrections were ignored, the variational
wavefunction in Eq. (8) would lead to a binding energy
ED
−
B = 0.027E
∗ = 0.8 meV, see Ref. [24]. The inclu-
sion of the central cell correction allows for a signifi-
cant improvement of the binding energy, see Table II.
The Table also shows the value of the charging energy
U = EH− − 2EH0 which can be measured in transport
spectroscopy experiments in single atom transistors [24].
Note the very good agreement between calculated and
experimental (when available) values in Table II, indi-
cating the quantitative validity and transferability of the
central cell correction given here and validating our pre-
dictions for Sb and Bi.
7Donor E−calc E
−
exp EB(calc) EB(exp) Ucalc Uexp a1 a2
P− -47.10 -47.29 1.526 1.7 43.86 43.00 1.041 4.851
As− -56.44 -55.81 2.69 2.05 51.06 51.71 0.737 3.516
Sb− -44.00 N/A 1.29 N/A 41.44 N/A 1.177 5.349
Bi− -78.55 N/A 7.55 N/A 63.45 N/A 0.48 2.16
TABLE II: Calculated and experimental [28] energies and
variational parameters for the negatively charged donors. All
energies are given in meV and lengths in nm. EB refers to the
first ionization energy, namely, the energy required to ionize
the less bound electron EB = E
0 − E−. The charging en-
ergy U is defined as U = E− − 2E0. The parameters a1 and
a2 are the Bohr radii obtained variationally. The radius a1
corresponds to the inner orbital, and is very similar to acc in
Table I. The parameter a2 is the radius of the outer orbital
which is much less bound than the inner one. To the best of
our knowledge, the experimental values for Sb and Bi are not
known.
VI. ONE ELECTRON AND TWO DONORS – D+2
CENTER
The problem of two donors sharing a single electron
is analogous to the problem of an ionized H+2 molecule
in vacuum. If it was identical it would be possible to
solve this problem exactly through the transformation
into spheroidal coordinates [32]. However, as discussed
for single donors, the effective mass anisotropy and the
valley orbit coupling in silicon complicate the spectrum.
Many accounts of these effects are available in the litera-
ture. Early approaches employed an altered form of the
spheroidal coordinates to accomodate mass anisotropy to
some extent [33].
We steer the analogy with the H+2 molecule along an-
other direction, namely writing the eigenstates of this
problem as bonding and anti-bonding molecular orbitals
based on the single donor (atomic) problem, i.e., taking
molecular wavefunctions as linear combination of atomic
orbitals (LCAO). The two donors, referred to as A and B,
located at positions rA and rB are separated by a vector
R = rB − rA. An obvious difference between the sub-
stitutional donor pair and the molecular problems is the
meaning and range of possible values of R. For donors,
R is fixed at the sample fabrication and doping stage and
coincides with a lattice vector, while in the free molecule
situation, R = |R| is given by the minimization of the
molecule energy.
The effective mass hamiltonian of a donor pair reads
HDD(r) = −~
2∇2
2m∗
+ Vimp(rA) + Vimp(rB). (9)
The matrix elements of this hamiltonian are calculated
in the LCAO basis, i.e., in the basis set defined by the
single donor wavefunctions {A1,T2, E} given in Eq. (5),
centered at rA and rB. We expect this basis to give a fair
account of the lowest electronic states. The hamiltonian
is hence a 12×12 matrix, which for convenience we break
into four 6× 6 blocks,
H =
[
HAA HAB
HBA HBB
]
(10)
Blocks HAA and HBB are not strictly diagonal since the
problem of two donors has lower symmetry than a sin-
gle donor. But a direct calculation shows that the off-
diagonal terms in these 2 blocks are vanishingly small
compared to other non-zero terms for interdonor dis-
tances larger than the lattice constant aSi. We therefore
take the diagonal blocks to be diagonal, which shows that
the donor eigenstates basis set is more convenient than
the {φµ} for the pair treatment. These blocks, therefore,
represent the on-site energies while the tunnel coupling
terms contribute to the blocks HAB and HBA. The diag-
onal blocks [HAA] = [HBB ] considering a basis ordered
as in the sequence in Eq. (5):
[Hii] =

εonsiteCC 0 0 0 0 0
0 εonsitesv 0 0 0 0
0 0 εonsitesv 0 0 0
0 0 0 εonsitesv 0 0
0 0 0 0 εonsitesv 0
0 0 0 0 0 εonsitesv

.
(11)
The onsite energy for the A1 state ε
onsite
CC is the ground
state energy for the neutral donor including the cen-
tral cell contribution from the A donor, corrected by
a long range classical term V ′imp = 〈ΨA1(rA)|VH(rB) +
VCC(rB)|ΨA1(rA)〉 to take into account the B donor po-
tential. For T2 and E, ε
onsite
sv is the single valley EKL
corrected by V ′H = 〈ΨT/E(rA)|VH(rB)|ΨT/E(rA)〉. Fol-
lowing the argument in Sec. IV, the central-cell correction
on T2 and E is neglected because these states have nodes
at all Si sites.
The off-diagonal blocks are related by the hermiticity
condition HAB = H
†
BA. Each term is a summation over
integrals of the type
8〈φµ(rA)|HDD|φν(rB)〉 =
∫
F (rA)e
−ikµ.rAu∗µ(rA)HDDF (rB)e
ikν .rBuν(rB)d
3r. (12)
These matrix elements can be straightforwardly calcu-
lated using the plane wave expansion of the Bloch func-
tions (see Ref. [23]), and no further approximation is
needed. Nevertheless, it is useful to simplify these in-
tegrals through some well tested approximations: (i) ne-
glecting the matrix elements for µ 6= ν , since rapidly
oscillatory integrands are involved; (ii) taking u∗µuµ ≈ 1,
as suggested in Ref. [23]. Under these assumptions we
obtain
〈φ˜A,iµ |HDD(r)|φ˜B,jν 〉 = δµ,νeikµ·Rtsv(R), (13)
where tsv is the single valley tunnel coupling
tsv(R) =
∫
F (rA)HDDF (rB)d
3r. (14)
The effect of the hopping blocks HAB is analogous to
the H2 molecule – at distances much larger than acc,
this block is negligible and the states centered around
sites A and B are degenerate, while for distances com-
parable to the one-atom wavefunction extension, gerade
and ungerade combinations of the localized orbitals form,
leading to split energies, see Fig. 4(a) and (b). At smaller
interdonor distances, the gerade - ungerade splitting en-
ergy becomes comparable to the A1-T valley-orbit split-
ting and a level inversion of the first excited state is ob-
tained. This result is discussed theoretically in Ref. [34]
and confirmed experimentally in Ref. [35].
Unlike the H2 molecule problem, it is possible for the
antisymmetric state (referred to as antibonding in the
context of H2 in vacuum) to be the ground state here,
since the hoppings are not necessarily real negative num-
bers due to the oscillatory phase exp(ikµ ·R). Still, we
refer to the lower molecular orbital as gerade and the
higher as ungerade.
The same oscillatory phase may also lift the degenera-
cies of the T2 and E states. For instance, if the pair align-
ment is along the x direction, the states T y2 and T
z
2 are
still equivalent, while the state T x2 will have a symmetric-
antisymmetric splitting that oscillates as a function of R.
This effect is further enhanced in the presence of the ef-
fective mass anisotropy, as seen in Ref. [34]. The effective
mass anisotropy also impacts the interdonor distance at
which the valley inversion of the first excited state occurs.
It is known from the H2 problem that the molecular
orbital approximation gives accurate results only if the
variational wavefunction radius is taken to minimize the
expectation value of the complete hamiltonian contain-
ing the two protons. We do the same here, obtaining a
variational radius aD+2
(R), which converges to the single
atom orbit at large distances aD+2
(R→∞) = acc.
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FIG. 4: Schematic behavior of the molecular orbitals spectra
from the 1s manifold with different valley compositions in the
(a) weak coupling regime for a single electron and (b) molec-
ular (strong coupling) regime for a single electron. (c) Vari-
ational radii calculated to minimize the energy of the donor
molecule oriented along the 〈100〉, 〈110〉, and 〈111〉 directions
(squares, triangles and circles respectively). The variational
radii for the ionized a
D+2
(empty symbols) and neutral aD02
(solid symbols) molecule are shown.
The resulting energies for the ground [E0(1e
−)] and the
first excited [E1(1e
−)] states are plotted with symbols in
Fig. 5(a). The squares, triangles and circles correspond
to the three different molecule orientations considered
〈100〉, 〈110〉 and 〈111〉. The oscillations with R are due
to the intervalley interference which produce the incom-
mensurate oscillations on the single donor wavefunctions,
illustrated in Fig. 2(c). This leads to subtle oscillations in
the total energy, but significant oscillations in the energy
difference ∆0−1 = E1(1e−)− E0(1e−) [Fig. 5(b)].
VII. TWO ELECTRONS IN TWO DONORS – D02
CENTER
The quantum mechanical solution to the problem of
two impurities with two interacting electrons is signifi-
cantly less studied, even though it is the most commonly
found configuration since it is neutral. The electron-
electron correlations are hard to describe and add signif-
icant complexity to the picture described in the previous
section. The most systematic way to calculate with high
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FIG. 5: Ground and first excited state energies for one and
two electrons. (a) The ground state is the bonding αg or-
bital and the first excited is the antibonding αu in the weak
coupling regime (R  acc) or the bonding τg in the strongly
interacting regime (R  acc), see Fig. 4. The dashed lines
are the LCAO results using single-valley central cell corrected
1s wavefunctions, and taking the Hu¨ckel approximation for
the off-diagonal integrals. (b) The energy separation between
ground and first excited states ∆0−1, which coincides with
the tunnel coupling in the weak coupling regime. Squares,
triangles and circles correspond to the 〈100〉, 〈110〉 and 〈111〉
molecule orientations respectively. (c) Two electron energies.
The ground state is a spin singlet composed by two electrons
in the bonding αg orbital. The first excited state is a spin
triplet, with one electron in αg and the second electron in
either αu or τg (in the weakly or strongly interacting regimes,
respectively). The dashed lines show the Hubbard approxima-
tion. (d) The singlet-triplet separation ∆ST , which coincides
with the spin-spin Heisenberg exchange coupling in the case
of two electrons.
accuracy the two electron energies is to build a full Con-
figuration Interaction (CI) wavefunction from the molec-
ular orbitals discussed for the D+2 problem.
Now the suitability of truncating our basis set at the
1s manifold becomes clear. This manifold contains 6
atomic orbitals (one for each valley configuration), lead-
ing to 12 molecular orbitals and 144 two-electron Slater
determinants. This way, the CI matrix for this problem
would contain 20736 elements, each consisting of a few
Coulomb integrals – six-dimensional improper numerical
integrals with an integrand diverging at all points where
the electron-electron distance is null r12 = 0. Even a
small increment of the atomic basis set increases the nu-
merical demand of this problem significantly.
Still the problem stated above is too hard to be solved
without any algebraic maneuvers and approximations.
The first step is to identify elements that are null by sym-
metry. In the case of two electrons, one can always write
down the wavefunction as a product of orbital and spino-
rial parts (with three or more particles these properties
are necessarily entangled). Since the total spin operator
and its projection both commute with the hamiltonian,
it is wise to rewrite the molecular orbital basis set to
be composed of eigenstates of these operators (singlets
and triplets). This constitutes the so-called SACI (Spin
Adapted Configuration Interaction) [36], which leads to
a CI matrix composed by one 78 × 78 singlet block and
one 66 × 66 triplet block, with null off-diagonal blocks.
This cuts the computational effort by roughly a factor of
two.
These dense singlet and triplet matrices are still too
challenging if all the Coulomb integrals are calculated
numerically. A very robust quantum chemistry approxi-
mation to overcome this problem is to expand the Slater-
type orbitals into a series of N gaussians with given radii.
This approach converges quickly with N , and for the cal-
culations performed here for interdonor distances up to
R = 20 nm, the energies were well converged with N = 3.
For larger distances the number of gaussians increases
due to the ill described tail decay [37]. The results for
the numerical calculation of the singlet and triplet ener-
gies are presented in Fig. 5(c) while the Bohr radii aD02 re-
sulting from the variational minimization are in Fig. 4(c).
The singlet triplet separation ∆ST , in Fig. 5(d) reveals
the same oscillations due to valley interference [15,16] as
the single electron excitation energy ∆0−1.
The CI method is considered the standard model of
modern quantum chemistry. In principle, arbitrarily ac-
curate results may be obtained if a large enough single
particle basis set is adopted. In practice, though, a trun-
cated basis set could lead to largely incorrect results –
specially if the chosen basis set is inadequate. For in-
stance, in Sec. V we adopted a simple two electron wave-
function, Eq. (8), which describes with a single orbital the
energy of the D− center with great accuracy. If instead a
regular CI basis set is constructed from the multiorbital
LCAO method, the variational energy obtained is much
higher and the result is qualitatively wrong – an unbound
D− state is obtained, in contrast to the experimentally
measured bound D−.
VIII. DISCUSSION
A. Simplified Models and effective Hamiltonians
In certain studies, the description of donor states in Si
based on microscopic model hamiltonians as presented
in the previous sections may not be necessary or useful.
Instead, simple models may be more adequate. In this
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section we investigate possibilities to map the problem
into simplified models.
1. D+2 : Single Orbital LCAO and the Hu¨ckel
Approximation.
Inclusion of higher excited orbitals improves the ac-
curacy of the calculations, but in the simplest picture a
single 1s orbital is considered, so that only two molecular-
orbitals are obtained. Another simplifying assumption is
to disregard the effect of valley physics. This approxi-
mation disregards the oscillations in the tunnel coupling.
Instead, the tunnel coupling becomes a real monotonic
function of the interdonor distance, and the molecular
states are the symmetric and antisymmetric combina-
tions of the atomic orbitals
|αg〉 =
(|AA1 〉+ |AB1 〉) /√2, (15)
|αu〉 =
(|AA1 〉 − |AB1 〉) /√2. (16)
The energies of these two states are E = Eonsite ± |t|,
where Eonsite is the onsite energy of the atomic orbital
and t is the tunnel coupling, or hopping parameter.
The onsite energy is readily obtained. We may break
down the hamiltonian as H = HA + VB , so that HA is
identical to the single donor case, and 〈AA1 |HA|AA1 〉 = E0
is simply the single electron in a single donor energy,
known with great accuracy from experiments, hence we
take E0 = Eexp. The second term 〈AA1 |VB |AA1 〉 could in
principle be calculated exactly, but since our wavefunc-
tion description is not particularly accurate, specially
for R ≈ acc, we take a simplified point charge interac-
tion, such that 〈AA1 |VB |AA1 〉 = −e2/4piSiR. e2/4piSi ≈
133.5 meV nm.
The tunnel coupling could also be explicitly calculated,
but a simpler result is obtained using the Hu¨ckel approxi-
mation. The argument behind this approximation is that
the atomic orbital is an exact eigenstate of the single
donor part HA, and the second center potential VB may
be treated approximately as a percentual correction over
the HA. In our case, we go further in the approximation
and take 〈AB1 |VB |AA1 〉 = 0, leading to t = 〈AB1 |H|AA1 〉 ≈
〈AB1 |HA|AA1 〉 = E0S(R, acc), where the overlap function
is S(R, acc) = 〈AB1 |AA1 〉 = e−R/acc(1 +R/acc +R2/3a2cc).
A comparison between these approximations and the
results for the complete numerical calculation, shown in
Fig. 5(a) and (b), reveals that this approximation is well
suited for estimating the order of magnitude of the tun-
nel coupling (estimated as the separation between the
ground and first excited states ∆01 in our complete mul-
tiorbital LCAO method of Sec. VI), as well as the ground
and first excited energies to an accuracy of approximately
10-15%, as seen in Fig. 5. The spread of the tunnel cou-
pling in the numerical results is a product of valley inter-
ference, which is disregarded here.
2. D02: Hubbard Model.
The energy for two electrons may be calculated with
similar arguments. The electron-electron repulsion su-
presses the probability of double occupation of the same
donor. We take into account the correction to the singlet
ground state due to the virtual occupation of this ex-
cited state, but discard any contributions from the triplet
with both electrons at the same site since it has a much
higher onsite energy. This is one of the ingredients of the
so-called Hubbard approximation.
This way, the triplet energy is the easiest to cal-
culate, consisting only of the binding energies of the
two electrons to each respective donor and the classi-
cal attraction/repulsion across donors/electrons. Hence,
Etrip(2e
−) = ε(1,1) = 2E0 − e2/4piSiR.
The singlets are obtained diagonaliz-
ing the hamiltonian written in the ba-
sis {|sA(r1)sA(r2)〉, (|sA(r1)sB(r2)〉 +
|sB(r1)sA(r2)〉)/
√
2, |sB(r1)sB(r2)〉}, which reads
[H]singlets =
 ε(2,0) + U
√
2t 0√
2t ε(1,1)
√
2t
0
√
2t ε(0,2) + U
 . (17)
We take the coupling between the (1,1) and (2,0)/(0,2)
states to be determined by the single particle hopping t,
which is calculated within the Hu¨ckel approximation dis-
cussed previously. This approximation is not necessarily
accurate, since the size of the wavefunction of (2,0)/(0,2)
is most likely comparable to the size of the doubly occu-
pied single donor ionD−. The most important parameter
for the Hubbard model is the onsite charging energy U ,
which we take to be the experimental charging energy
of the D− single dopant discussed in Section V (with
exception of Sb and Bi, for which we adopt the results
calculated in Sec. V).
By symmetry we have ε(2,0) = ε(0,2) in the absence
of detuning fields. The electrostatic arrangement of the
(1,1) and the (2,0)/(0,2) charge configurations is signifi-
cantly different, and therefore the onsite energy of these
two states is not the same. On the other hand, the large
same-site charging energy U leads to strong Coulomb
blockade, and the occupation of the (2,0) and (0,2) states
is only virtual. We argue that the error imposed by the
approximation ε(1,1) = ε(2,0) has a very small impact in
the ground state energy [composed almost exclusively by
the (1,1) configuration] as well as the singlet-triplet sep-
aration ∆ST . These assumptions are confirmed a poste-
riori, see the comparison between the numerical and the
approximated values in Fig. 5(c) and (d).
B. Implications for experiments
These results indicate possible directions for the de-
sign and characterization of one and two donor quantum
devices. They may also bring new insights in specific
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E(1e−) = E0 − 133.5R − t(R, acc)
E(2e−) = 2E0 − 133.5R − J(R, acc)
t(R, acc) = E0e
−R/acc(1 + R
acc
+ R
2
3a2cc
)
J(R, acc) = 2
t(R,acc)
2
U
Donor E0(meV) acc(nm) U(meV)
P -45.58 1.11 43.0
As -53.77 0.82 51.7
Sb -42.77 1.24 41.4
Bi -71.00 0.58 63.45
TABLE III: Explicit expressions (see Sec. VIII A) for the en-
ergies of the ionized donor molecule E(1e−) and the neutral
donor molecule E(2e−) as a function of the distance R be-
tween the donors and the Bohr radius calculated for the neu-
tral donors acc. Input parameters for the numerical estimates
are taken from Tables I and II. The quantity 133.5 is given in
units of meV nm (see text).
aspects of larger systems such as donor clusters [38], im-
purity chains [39] and δ-doped systems [40]. Recent ex-
perimental results confirm the adequacy and validity of
the present theory [35,41].
1. Transport through coupled donors.
One of the most reliable techniques for probing single
or few impurities is quantum transport spectroscopy [25,
41–45]. From these measurements the energy differences
between occupation numbers (the chemical potential) are
accessed directly.
From the expressions in Table III, one can see that the
energy of one and two electron states contain the same
long distance electrostatic term. Therefore, the difference
between these two energies – i.e. the first ionization en-
ergy – indicates there is quantum interaction between the
two donors. If the tunnel coupling between the donors
is not comparable to the binding energy, then the first
ionization energy is essentially the same one would ob-
tain for a single donor, i.e. E(2e−) − E(1e−) ≈ E0. We
refer to this as the weak coupling regime [45]. This is
the most convenient regime for electrical control of the
charge distribution and spin-spin interactions necessary
for quantum computation with electron spins.
The opposite regime consists of small distances – re-
ferred to as the molecular regime [41] – in which an elec-
tronic cloud is shared between the sites A and B with no
classically forbidden region between the two donors. The
first ionization energy departs strongly from the single
donor binding energy, in such a way that the identifica-
tion of donor pairs in this regime is easier. The charging
energy also provides an important independent confirma-
tion of the donor interaction, since it is larger than that
of a single donor D− state. This regime may be adopted
for few dopant single electron transistors, leading to an
enhanced charging energy and therefore to a more stable
operation at room temperature.
2. Design of quantum devices.
Silicon quantum devices take advantage of the quan-
tum behavior of electrons in this semiconductor for spe-
cific tasks. Targetting parameters determined by quan-
tum mechanics is a very challenging task. Purely quan-
tum mechanical quantities, such as tunnel coupling and
Heisenberg exchange coupling, depend explicitly on the
wavefunction overlap and are therefore extremely sensi-
tive to the asymptotic decay tails of the orbitals.
Our non-perturbative approach provides potentials
and wavefunctions tailored for each chemical species of
the group V substitutional donors. In Fig. 6 we show
(a) the tunnel coupling within single orbital LCAO the-
ory and (b) the Heisenberg exchange coupling calculated
within the Hubbard model. Both differ significantly from
the results obtained using the KL wavefunction. The KL
wavefunction overestimates the real tunnel and exchange
coupling since it does not account for the effect of the
valley-orbit coupling in shrinking the envelope function.
The simplified expressions in Sec. VIII A, on the other
hand, involve some approximations that overestimate
and some that underestimate the tunnel and exchange
couplings. For instance, taking a spherical effective mass
of 0.3me leads to a smaller wavefunction overlap com-
pared to the transverse effective mass. On the other
hand, disregarding valley interference and the wavefunc-
tion size dependence on the interdonor distance R leads
to an increase in the overlap. We expect the net effect
of these approximations to have a lesser negative im-
pact than the approximations in the KL theory, besides
providing a path to differentiate and compare impurity
chemical species. We highlight particularly important
values of the tunnel and the exchange coupling.
A modest impurity concentration generates impurity
bands that are separated by the Mott gap due to the
onsite electron-electron repulsion U . When the tunnel
coupling – which determines the impurity band width –
becomes comparable to U , the system becomes a metal at
half-filling. This is the Mott metal-insulator transition.
The detailed interdonor distance at which this transition
occurs for each impurity is hard to predict – strong elec-
tronic screening is expected at the phase transition. We
highlight the distance at which the unscreened repulsion
U matches the tunnel coupling t.
Another characteristic interdonor distance is that at
which the exchange coupling becomes comparable to the
nuclear hyperfine coupling. At these distances, the inter-
action between neighboring nuclei mediated through its
electrons becomes optimally feasible [46]. This distance
is very different amongst different species, as observed in
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FIG. 6: Quantum interactions for different impurity species.
The tunnel rate is plotted according to the single orbital
LCAO simplified expression in Table III. The data points for
which t = U are marked, adopting the values of U listed in
Table III. The exchange coupling is obtained from the Hub-
bard model, with the expression also shown in Table III. The
marked values are the data points for which J = A, where
the hyperfine coupling A is taken from Ref. [48]. The values
of the nuclear spin I and the hyperfine coupling for P, As,
Sb121, Sb123 and Bi are, respectively, I =1/2, 3/2, 5/2, 7/2
and 9/2; and A =117.5 MHz, 198.3 MHz, 186.8 MHz, 101.5
MHz and 1.4754 GHz.
Fig. 6. Moreover, this value is markedly different from
the hydrogenic estimate adopted originally by Kane [47],
which would set this distance at R = 23 nm indepen-
dently of the chemical species.
On the other hand, the possibility of shuttling a sin-
gle electron across the donor pair through a time depen-
dent electric field (in analogy with the quantum opera-
tion of electrostatic quantum dots) is most efficient at
R > 20nm, for which the tunnel rate is in the range
t/h = 10 kHz–10 MHz.
IX. SUMMARY AND CONCLUSIONS
Current progress in single or few dopants characteri-
zation [3] requires higher degree of sophistication where
not only the nature (donor or acceptor) but actually
identifying the atomic species of each impurity should
be accessible to experiment. It is thus desirable to de-
velop simple and reliable theories underlying the physics
of such systems. We have presented a comprehensive
study of donors in Si, which includes a central cell cor-
rected potential obtained from consistency requirements
with experiment. A single species-dependent parameter
rcc reproduces data for neutral P, As, Sb and Bi levels
within the 1s sixfold lower energy manifold in Si. The
parameter rcc characterizes the range of the correction
potential, and suffices to differentiate each species and
respective potential.
We verify by experimental comparison (when available,
otherwise by plausibility arguments) that the proposed
central cell corrected potential for a given species in Si
(D0) is transferrable to other contexts of this species in Si,
such as different charge states (D−) and/or other atomic
arrangements, e.g. donor pairs (D+2 and D
0
2). All ap-
proximations involved in different levels of the study are
exposed and the range of validity or limitations are ex-
plicit. More realistic studies exist in the literature, at
the cost of treating only specific centers. For example,
while we assume isotropic envelopes, a recent study [34]
preserves the Si band anisotropy effects in an analysis re-
stricted to D+2 (one-electron donor pair ions), with which
our results are in fair agreement.
Among the calculated properties, the singlet-triplet
difference ∆ST [see Fig. 5(d)] in the neutral donor pair
deserves special attention for donor-based qubits appli-
cations. This parameter may be identified with the ex-
change coupling between the electrons, which is the ba-
sic two-qubit entanglement mechanism in the first Si-
based quantum processing proposal by Kane [47]. We
obtain the spatial range of the wavefunctions, quanti-
fied by acc, significantly contracted relative to previous
estimates based on the screened point-charge potential.
One implication is that sizeable exchange coupling be-
tween electrons bound to a donor pair requires interdonor
distances significantly smaller than previously expected
and attempted. This is probably one of the reasons why
exchange-coupled pairs were only reported very recently
for As [41] and P [35] in Si. In both cases the models de-
tailed here were instrumental to understand the reported
results.
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