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Abstract
This work focuses on a smart mobility use case where real-time data analytics on traffic measures is used
to improve mobility in the event of a perturbation causing congestion in a local urban area. The data
monitored is analysed in order to identify patterns that are used to properly reconfigure traffic lights. The
monitoring and data analytics infrastructure is based on a hierarchical distributed architecture that allows
placing data analytics processes such as machine learning close to the source of data. This distributed
data analytics architecture is presented and specified for the targeted use case. Aiming at detecting traffic
perturbations, several classifiers are proposed, implemented and trained with stationary traffic data. An
optimization method for traffic light phase reconfiguration is proposed. The accuracy of classifiers and
traffic optimization are then evaluated in a non-stationary environment where perturbations gradually arise
from traffic normality. To this purpose, the open-source traffic simulator SUMO is used.
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1. Introduction
Smart City ecosystems can be basically identified in six major blocks: Smart Economy, Smart Mobility,
Smart Governance, Smart Environment, Smart Living, and Smart People [28]. As an important component
of Smart Cities, the transportation network plays a critical role to address the urbanisation, competitiveness,
sustainability, and mobility issues. Most metropolitan areas are facing significant transportation-related
challenges such as excessive traffic congestion, increased accident risk, and severe traffic-related air pol-
lution. Developing better operation and management strategies is of the utmost importance to improve
city-scale transportation system operations under the above Smart City research initiatives. Enabled by
emerging control, management, and sensing technologies, urban traffic planning and operation can be
greatly enhanced.
Intelligent Transportation Systems (ITS) are advanced applications aiming at providing innovative ser-
vices related to different modes of transport and traffic management using the new information technologies
[13]. Although ITS does not embody intelligence as such, a plethora of technologies is developed to enable
and support autonomic and smart traffic control and management. Those enabling technologies include
management systems such as car navigation, traffic signal control systems, variable message signs, auto-
matic number plate recognition or traffic monitor (sensors). Especially interesting are the sensing systems,
which can be classified as vehicle- or infrastructure-based networked systems. Infrastructure sensors are
devices that are installed or embedded in the road and may be manually disseminated during road con-
struction maintenance or by sensor injection machinery for rapid deployment [14]. Vehicle sensors systems
are mainly the location via GPS positioning of the vehicle, although in the future a vehicle may provide
more information to the infrastructure, such as information of its proximity detectors.
The technology maturity of traffic measurement sensors and their diminishing cost is key to understand
the huge deployment of traffic sensing in dense urban areas. By this mean, real-time traffic measurement can
be available for real-time decision making related to traffic area-wide optimisation operations e.g. autonomic
traffic signal reconfiguration of urban areas impacted by a traffic congestion. Technological features of ITS
allow the collection of monitoring data and the dynamic reconfiguration of the ITS infrastructure. However,
the intelligence required to decide the reconfiguration action usually entails processing huge amounts of
data that cannot be easily managed in a centralised way. In fact, new advances in telecommunication
technologies are paving the way to provide the required support for deploying such intelligence.
Telecom operators have been recently developed cognitive network architectures proven to adapt the
network in a cost-effective manner and are gaining increasing importance [18]. In particular, since centralised
data analytics architectures become rather limited, distributed data analytics are proposed to bring data
analytics (DA) to the network and computing nodes thus, allowing both approaches for co-operative
analytics [9]. Although most of the proven use cases belong to the telecom operator ecosystem (e.g.
monitoring physical transmission errors to detect incipient failures and react with enough anticipation
[26]), they can be easily extended to support other ecosystems. In this regard, hierarchical distributed
data analytics architectures have been recently proposed [27], where customers, i.e. a traffic management
company or institution, can deploy its own data analytics processes where data is collected thus, providing
local analytics capabilities. In addition, aggregated data is processed in a centralised way for area/global
scope optimisation purposes.
In view of this developments, in this work, we aim at studying the optimisation of urban traffic in
distributed data analytics network systems. Specifically, we tackle the problem of reconfiguring traffic
lights under different traffic situations. We consider a wide monitoring system composed of sensors, in
particular, induction loops, that allow collecting several measurements of meaningful traffic variables, e.g.
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number of vehicles, speed, etc. The analysis of that monitoring data allows detecting changes in the traffic
flow. After the detection of a new situation, a reconfiguration procedure is triggered in order to find the
optimal configuration in terms of the maximum phase duration of actuated traffic lights. In this way, we
present a use case where the observe-analyse-act loop is successfully applied to enable autonomic control
of urban traffic in a smart city environment.
In more detail, the specific objectives of this work are:
• The choice and adoption of a urban traffic simulation environment needed for several purposes such
as obtaining realistic synthetic monitoring data and validating the quality of the optimisation problem
solutions.
• The design, implementation and testing of several methods for detecting traffic perturbations based
on traffic monitoring flows. A preliminary analysis of the applicability of the proposed method in a
distributed data analytics environment has been carried out.
• The definition of a basic optimisation problem consisting in finding the best configuration for the
traffic lights given, among others, the current traffic situation including the evidence of a perturbation.
A methodology for solving this problem is proposed.
The remainder of the document is as follows:
• Section 2 the background of distributed analytics and ITS, with the motivation of why the study of
traffic is important is presented. It also presents briefly urban traffic simulation in general and the
particular simulator that would be used to generate data in this work.
• Section 3 presents the problem that a local node of the proposed architecture has to deal with.
• Section 4 explains the proposed classifier algorithm for detecting changes in the traffic flow from a
theoretical point of view.
• Section 5 shows the results obtained with the optimisation of the network and the performance of
the proposed classifiers. It is also presented the improvement that an on-line reconfiguration of the
traffic lights could produce.
• Section 6 presents the conclusions obtained.
At the end there are the references and the glossary. This work also contains the following appendices:
• Appendix A contains the development of the backpropagation for computing the gradient of the loss
function in a neural network.
• Appendix B contains the figures representing all the flows that are increased in a perturbation.
• Appendix C contains the confusion matrices obtained with every classifier in the off-line classification.
• Appendix D presents the results of a Shapiro-Wilk test of normality on the lectures of detectors.
• Appendix E presents the structure of the final tree obtained.
• Appendix F contains the figures that represent the cost function in a non-stationary scenario depend-
ing on the moment of the parameters reconfiguration. Also the detection time for that scenario of
the best classifier is represented.
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2. Background
In this section it will be explained the importance of the study of traffic, the methods for improving the
traffic, the basics of traffic simulations, how they are performed and the main characteristics of the simulator
used in this work.
2.1 Traffic and mobility
The study of traffic is a very important problem because mobility is crucial nowadays. Millions of displace-
ments occur every day on the streets of cities such as Barcelona. Such a volume of vehicles has many
undesired consequences. First of all, the network is saturated so many people waste a lot of time in the
car while they could be doing something more productive. And secondly, all those vehicles emit different
substances that contribute to pollute the city. According to the Barcelona City Council, vehicles account
for 60% of the total emissions of NO2 at the city[1]. Moreover, transport in general represented 38% of
all the emissions of CO2 in Catalonia during 2014 [3].
For these reasons, it is very important to optimize transportation networks to reduce these effects. But
optimizing a network is complicated because there are many several factors that can be optimized and
there are also policies that must be taken into account. It can be optimized the mean travel time (related
with level of service), vehicle’s emissions, maybe priority must be given to public transport to promote it...
For example, decreasing the maximum speed in several streets may lead to a reduction on vehicle emissions
at the cost of increasing travel time. Which option is better? There is no clear answer. In Barcelona,
depending on weather conditions and pollution levels this kind of measures must be applied on some of the
main roads of the city. Another problem of optimizing transportation systems is the dilemma user optimum
- system optimum. System optimum does not provide a user optimum service for all users (it is impossible),
so some users would consider that the network offers a low level of service or may be motivated to behave
in a different way than the one that achieves a system optimum.
These problems are present in many of the major cities of the world, and they are not new, traffic jams
and vehicles’ pollution exist since vehicles became a main transportation system for most of the population.
This need for improving transport networks lead to their study, to design better infrastructures and to detect
which aspects of the network could be improved to offer a better performance.
2.2 Intelligent Transportation Systems
As explained in the previous section the problem of mobility and transport is very important nowadays. To
improve transport networks, apart from building new infrastructure, it is very important to improve the
existing ones. One of the main ways of doing this is through intelligent transportation systems (ITS). The
European Commission provide the following definition of ITS [4]:
“’Intelligent Transport Systems’ or ’ITS’ means systems in which information and communication tech-
nologies are applied in the field of road transport, including infrastructure, vehicles and users, and in traffic
management and mobility management, as well for interfaces with other modes of transport”
ITS are classified into 8 user-service bundles [21]: travel and traffic management, public transportation
management, electronic payment, commercial vehicle operations, emergency management, advanced vehi-
cle safety systems, information management and maintenance and construction management. In this work
the focus is more in the travel and traffic management and information management bundles.
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How ITS have been used and are being used? Several of the articles compiled in [8] explain it. For
example, [21] presents a case where incident management using ITS is evaluated. The objective of incident
management is to reduce the traffic delay caused by incidents, which accounts for 50-60% of the total
congestion in many metropolitan areas. Incident delay is reduced by reducing incident duration, severity
and frequency. ITS can do that for example providing real-time information to the emergency services of
where an incident has occurred and they may also provide images. In addition, the system can estimate
the delay using a model that can take into account sensor of the surrounding area data. Also routing
algorithms for emergency services that take into account real-time traffic information are used to help this
services to arrive faster at the location of the incident.
However, in general ITS are used to only provide information to the system manager. Nowadays, the
technology allows this to go further and an ITS could automatically modify the network. This modification
can be done in several ways. The most obvious is to reconfigure the traffic lights parameters. But other
important things could be done, like reversing the sense of a reversible lane. And not only for incident
management. An ITS could monitor pollution data from the sensors of the city and adjust automatically
the maximum speed in certain roads if the lectures exceed some fixed threshold.
The potential of combining ITS with the large amounts of data that are collected nowadays and the
ability to reconfigure automatically and very fast the network is very high. But it is also required to have the
appropriate architecture to support the monitorisation of all the sensors and all the data analysis needed.
This is why some author proposed to merge all this concepts with distributed data analysis, as explained
at section 1.
2.3 Traffic lights and sensors
The most typical traffic lights nowadays are static traffic lights. These have a fixed program that is repeated
cyclically. These programs have a timing configuration of green and red phases preconfigured by the system
manager, although it may be changed depending on the hour of the day. The relevant aspect of this kind
of traffic lights is that the phases and times of the programs and the changes of programs are determined
taking into account the expected usual traffic of that intersection, which means that they working cycle
does not depend on the actual traffic of the network. These phases and timings are determined depending
on the predicted traffic at every lane of the intersection. There exists several methods used to determine
an appropriate cycle time given the predicted flows for every lane. One example is the classical formula
proposed by Webster, explained in chapter 5 of the Traffic Signal Timing Manual of the Federal Highway
Administration of the United States [15].
The other type of traffic lights available are actuated traffic lights. Their principle of operation is
different, the duration of a phase is not determined, they are adapted to the actual traffic at the intersection,
so the traffic light reacts to the traffic and not only the traffic reacts to the traffic light. There are two
factors that determine the behaviour of actuated traffic lights. First, the sensors at the intersection that
provide information to the traffic light. There are several types of sensors, described below, that provide
different types of information to the traffic light. Secondly, the software that determines how the traffic
light is reconfigured according to the information available. This software could just be an algorithm that
determines which street have a longest queue and sets the traffic light to green to allow them pass. But
this software could be more complex and take into account the traffic on the neighbouring intersections,
or even to make several actuated traffic light to work synchronised. In that last case it would be more that
an actuated traffic light an intelligent traffic light.
It is widely accepted that actuated traffic lights, with a simple or complex program, have a better
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performance than static traffic lights, but they are more expensive to install because they require the
detectors. In this work only actuated traffic lights that take into account the lectures of the sensors at
their intersection are used.
As explained above, actuated traffic lights require information of the traffic to perform. Furthermore,
the administration of traffic systems needs information to evaluate the performance of the network and the
actual traffic to make predictions. This motivated the development of sensors to provide this information.
There are two main types of sensors: intrusive (installed on the surface or subsurface) and non intrusive
(installed above-ground) [14]. They provide different types of information, some of them only measure
traffic flow and speed, others measure queue lengths and others can also measure the time lost for a
vehicle at an intersection. There are available many types of sensors for obtaining those measures and
more: induction loop detectors (IDL), video image processors (VIP), infrared video image processors,
infrared sensors, passive infrared sensors, active infrared sensors, microwave radar, CW Doopler radar,
FMCW radar, ultrasonic sensors, passive acoustic array sensors and magnetic sensors. Measures taken by
a sensor makes them more suitable for one task than others. For example, for optimising the timing of an
intersection, it is preferable to use a VIP sensor that determines the queues lengths than an IDL that only
provides the vehicles flow and their speed.
In this project only induction loops detectors are used. They consist of an electrical circuit installed
under the road. A vehicle is detected because the vehicle’s metal generates a decrease on the inductance
of the loop that causes an oscillation on the frequency that can be detected. They cannot directly measure
speeds, but indirectly they can obtain it if two induction loops are installed to detect coordinately. They
can also provide an estimate for the vehicle’s length.
2.4 Traffic simulation
Analytically studying the traffic is very complicated because it is a complex phenomena. It involves a large
number of vehicles, every one of them interacting with the ones that has surrounding it. Furthermore, the
behaviour of vehicles is not deterministic because the drivers are human, so not everybody reacts in the
same way and with the same time of response to the same situation. This adds a component of randomness
to the study of traffic. Moreover, the network may have intersections controlled and other non-controlled,
streets with different maximum speeds and traffic lights with different programs. All of that makes the
analytical study of big traffic networks unfeasible, being it restricted only to small problems like the study
of a controlled intersection or the behaviour of traffic in a highway.
For all of that traffic simulation began with the work of D.L. Gerlough: ”Simulation of freeway traffic
on a general-purpose discrete variable computer” in 1955, as explained in [20] and others, like the work of
Pipes in 1953 on micro-simulations. Since then it has been used to study traffic in several ways: traffic
prediction, testing purposed changes before implementation, formation and behaviour of jams, study of the
delays and queue lengths and predict the response of a network in special circumstances, for example an
accident or an exceptional raise of traffic due to an extraordinary event. Many models defining traffic have
been developed, and also many simulators that use these models. In contrast with analytically studying
the traffic, traffic simulation allows to deal with most of the problems exposed above.
There are two main types of traffic simulations, macroscopic and microscopic [12] (although there
are also mesoscopic simulations). Macro-simulations describe the dynamics of traffic in general, without
describing the behavior of any particular vehicle. They study the density of vehicles and its velocity
distribution for every lane, usually with formulas based on gas or fluid dynamics. They are used mainly to
study the traffic in a highway and the formation of jams, although they can be used to simulate a whole
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network. Micro-simulations instead study the velocity and position of every vehicle in the network. That
has many advantages, as explained in [17]. Micro-simulations offer a higher resolution in space and time,
thus making possible to study the effects of actions that only affect subgroups of vehicles and allowing
to distinguish between types of vehicles. The higher resolution they have makes them suitable to study
the effects of intelligent transportation systems (ITS), such as adaptive traffic control. In addition, the
fact that every vehicle is studied individually makes it possible to connect the traffic simulation with other
simulators, for example the ones that simulate communications, to study for example the communications
between vehicles (V2V) or between vehicles and the infrastructure (V2X). They also allow to simulate a
whole system of transport, including vehicles, trains, buses and people walking, to study the complete
routes of people following every person individually.
To perform a micro-simulation a model describing the behavior of vehicles is needed. Due to the fact
that this model studies the behavior of every vehicle taking into account their interactions with other
elements of the network, these kind of models allow a more detailed description of the network at the cost
of performing more computational expensive simulations.
As said before, nowadays several traffic simulators have been developed. Some of them are open source
and others are paid. The main traffic simulators available are:
• VISSIM: a paid software for micro-simulations.
• VISUM: a paid software for macro-simulations.
• AIMSUM: a paid software for micro-simulations.
• Quadstone paramics: a paid software for micro-simulations.
• TransModeler: a paid software for micro-simulations.
• MATsim: a free software for micro-simulations.
• SUMO: a free software for micro-simulations.
The simulator used in this work is SUMO, that will be described in detail in section 2.5.
2.5 Simulation environment: SUMO
To simulate the traffic on a network the simulator SUMO is used. SUMO (Simulation of Urban MObility)[6]
is an open source traffic micro-simulator. Its development began on 2001 and a first release was launched
in 2002. It was developed and is still maintained and extended by the Institute of Transportation Systems
of the DLR (Deutsches Zentrum fur Luft-und Raumfaht), the German Aerospace Center [16].
SUMO is a flexible simulator that, although being named for urban mobility, allows to simulate urban
networks but also highways and roads. It allows to locate traffic lights at intersections and to load their
programs, that can be actuated or fixed. It also allows to locate several types of detectors on the network.
It also allows rerouting of the vehicles. All of this is necessary for more complex traffic simulations that
test advanced intelligent transportation systems, but it also allows online interacting with the simulation
using one of his extensions called TraCI (Traffic Control Interface). With it at any step of the simulation
the phase of traffic lights, the route of any vehicle and many other parameters can be changed. This allows
to simulate complicated traffic control systems that can control many traffic lights and other parameters,
like rerouting vehicles or the maximum speed of streets.
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It also includes many useful tools such as a converter (NETCONVERT) that transforms two files
containing the nodes and the edges (and also a third file containing the connections at the intersections if
required) into a network file that can be loaded to SUMO. It also provides a network editor (NETEDIT) for
editing complicated networks manually instead of having to work with their definition files directly. And it
also includes a very useful tool to obtain a network from an image downloaded from OpenStreetMap. Other
features are included, such as a code to generate random traffic or a network generator (NETGENERATE)
that generates some simple networks. A complete explanation of all these features and more can be found
at [24].
SUMO has been used in several publications and at least in one real case application. It was the project
VABENE, concluded and then extended to VABENE++ [7], currently working. In this projects of the DLR,
measurement from different sensors and images taken from a zeppelin were combined to obtain the position
of vehicles in a network. SUMO simulated the traffic from these real on-time measures to evaluate the
quality of the traffic, to forecast the traffic and to test new methods to merge data obtained from sensors
and aerial images. Used for large scale events, the predictions and data of the traffic obtained are provided
to the network manager to improve the performance of the network.
The outputs that SUMO can generate are several. The ones used in this work are the files containing
the detectors measures and a file called tripinfo, which contains information on the trip on every car that
has arrived at its destination. The information for every car includes several measures, being the most
important ones: depart time, depart lane, arrival lane, arrival time, duration and steps of time that has
been halted.
2.5.1 Running a simulation
In order to run a simulation, the following files have to be provided to SUMO (more details about these
files are detailed in section 2.5.2):
• A file with extension .net.xml. This file defines the network, the streets that connect the junctions,
how many lanes they have, where traffic lights are located and everything that defines the network.
• A file with extension .rou.xml (or .rou.alt.xml). This file contains the traffic definition. Every car
that is going the appear in the simulation is defined here, with the route that it will follow and its
departure time.
• An additional file with extension .add.xml.This file is optional, and it defines additional elements of
the simulation like the traffic lights programs and the locations and parameters of simulated detectors.
Instead of giving SUMO all those files, a configuration file can be provided (with extension .sumocfg).
This file must contain the paths to the other files, and any additional process option that wants to be
given to sumo. These other options can be, for example, the simulation time and which output files the
simulation will generate.
The files with the vehicles routes can be difficult to generate. So SUMO includes DUAROUTER, a
program that given a trips file, .trips.xml, with only the departure time, the departure street and the ending
street generates a file with the corresponding routes using the Dijkstra algorithm on the network. It must
be taken into account that, otherwise specified, DUAROUTER defines that all vehicles must be inserted
on the network at the lane 0 of the departure street. This can cause an insertion delay because only
one vehicle can be inserted per lane and per time step, so if more than one vehicle has to be inserted
at the same street DUAROUTER must be called with the option free, to allow inserting the vehicle in
14
any available lane of the departure street. This may seem irrelevant, but when performing a simulation it
needs to be taken into account because otherwise uninserted cars begin accumulating and forming a queue,
delaying the simulation and generating confusing results, because vehicles that have not been inserted are
not counted on the output, so it may appear that the network is not saturated given a certain traffic when
what is really happening is that most of the vehicles have not been inserted on the network.
This simulator allows two types of simulations: one in which the simulation is not displayed and the
simulation is started with command lines, which is faster, and another where the simulation is displayed
using openGL and can be paused at any point, so the user can see the cars moving in the network and
the traffic lights phases. Executing this second type of simulation is much more expensive computationally
speaking, the simulations run much more slowly, but it can be seen how much traffic is on the network.
One example of how a simulation is displayed is the following figure:
Figure 1: Example of a simulation display using SUMO
2.5.2 Defining an scenario
An scenario is defined in the input files of SUMO. This scenario consists of four elements:
• Network
The network is defined in a file containing all the necessary information. It can be generated from files
containing edges and nodes using NETCONVERT or extracted from an image of OpenStreetMap
using also NETCONVERT. A map may also be obtained with NETGENERATOR, that generates
only regular networks or a totally random networks.
• Traffic
The traffic can be described manually or by flows. It is also possible to define a random traffic, but
it is too random because extremely short paths appear. A trips file can be used, then converted to
a routes file using DUAROUTER, as explained in 2.5.1.
• Traffic lights
They control the behavior of cars at an intersection. SUMO allows defining programs, and also
to configure the parameters of an actuated traffic lights (see section 2.5.3). If the simulation is
controlled online using TraCI, it is also possible to modificate the phase of a traffic light at any time.
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• Detectors
SUMO includes three types of detectors that can generate files with their measurements (see section
2.5.4) or provide online information with TraCI.
2.5.3 Actuated traffic light parameters
As explained in 2.3 actuated traffic lights are used in this work. So, in this section the parameters that
define their operation in the SUMO simulation environment are described. There are two types of actuated
traffic lights in sumo: based on time gaps and based on time loss.
Traffic lights based on time gaps extend a green phase (within a fixed limits) if the flow of cars going
through the intersection are not separated by more than a predetermined gap. A traffic light based on time
gaps has the following parameters:
• max-gap: this value described the maximum gap that would allow the current phase of the program
to continue in the specified limits defined when defining the phases.
• detector-gap: it is used to locate the detector at a distance from the stop line of the traffic light. It
is in seconds, and the distance is computed multiplying this time by the maximum speed of the lane.
• show-detectors: a Boolean that determines if the detectors have to be shown in case of displaying
the simulation with sumo-gui.
• file: the file where the lectures of the detectors are saved.
• freq: the frequency of aggregation of the detectors’ lectures.
• split by type: a Boolean that determines if the results must be presented aggregating all types of
vehicles or splitting them by their type.
• phase definitions: this defines the phases of the traffic light, with their maximum and minimum
durations, and also the configuration of green, red and yellow for every lane at these phases. A phase
is defined by setting red, green or yellow to every allowed connection between two lanes. Figure 2
shows the allowed connections and their numeration for an intersection:
Figure 2: Intersection connections between lanes
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One example of the configuration of an actuated traffic light in this work is the following (that controls
the intersection of Figure 2). It can be seed that at the beginning the traffic light that it controls is specified
and also the program is given a name (only phases are defined, all other parameters are taken by defect):
< t l L o g i c i d=”11” programID=” Program11 ” o f f s e t=”0” t y p e=” a c t u a t e d ”>
<phase d u r a t i o n=”60” minDur=”5” maxDur=”60” s t a t e=” rrrrrGGGG ”/>
<phase d u r a t i o n=”4” s t a t e=” r r r r r y y y y ”/>
<phase d u r a t i o n=”60” minDur=”5” maxDur=”60” s t a t e=” GGGGGrrrr ”/>
<phase d u r a t i o n=”4” s t a t e=” y y y y y r r r r ”/>
</ t l L o g i c>
The traffic lights based on time loss are based on the time loss by a vehicle. This time is computed
since they enter the range of the detector that controls that intersection, and pretends to minimize the
time lost by every vehicle at that intersection. The time lost accumulated by every vehicle is computed,
and if it exceed a fixed threshold a prolongation of the current phase (if green) is requested. The details
of the parameters and how these time lost is computed are not explained in detail because this type of
traffic lights are not used in this project. A complete description of their principle of operation and their
parameters in SUMO can be found at [25].
2.5.4 Detectors configuration
SUMO allows to introduce three types of detectors to the network:
• lane area: these detectors simulate a camera that controls one or several lanes. They provide several
measures, being the main ones: number of vehicles on the lanes, mean speed, mean occupancy and
jam length.
• multi-entry-exit: this detector represents a set of detectors that monitor all the vehicles in an area
providing their average speed, the times that had stopped and how many vehicles are at the area. It
can also produce a list with all the vehicles inside this area.
• induction loops: as explained in 2.3 these are the ones used in this work. They can be provide data
of their lectures every seconds or aggregate data with a fixed frequency. They measure number of
vehicles, mean speed and occupancy. An example of how one of them is configured is the following:
< i n d u c t i o n L o o p i d=”10 t o 1 1 2 ” l a n e=”10 t o 1 1 2 ” pos=”10” f r e q=”60”
f i l e =”/home/ a l b e r t /TFG/ output / xml / d e t e c t o r s . xml ”/>
These three types of simulated detectors are enough to model all available detectors listed in section
2.3, because, although using different techniques, all sensors attempt to measure some basic parameters
that these simulated detectors provide, being the most important traffic flow, speed, occupancy and queue
length.
In this work only induction loops are used. These induction loops are located similarly at every inter-
section, in the way shown in Figure 3.
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Figure 3: Detectors location on the lanes
2.6 Summary
First this sections explains why there is a need for improving mobility, particularly in large metropolitan
areas. Then, what ITS and how they are used is exposed. ITS can modify the network mainly through
traffic lights, which is what is later explained, together with the sensors that are required for both, ITS
and actuated traffic lights. After that this section explains traffic simulation and the particular simulator,
SUMO, that is used in this work because it is through simulation that the performance of the architecture
described at the introduction is evaluated.
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3. Autonomic Local Urban Traffic Optimizer
This section presents the problem of reconfiguring actuated traffic lights in the event of a traffic pertur-
bation. Firstly, the proposed distributed architecture is proposed, highlighting were data analytics and
optimization modules should be placed. Then, more detail is given to the optimization problem that have
to be solved to improve the mobility in a congested urban area. The definition of the problem, as well as
a method to solve it, are presented.
3.1 Hierarchical distributed analytics architecture
The architecture of the system that monitors and controls the network is represented in Figure 4.
Figure 4: Architecture for autonomic urban traffic
There are several Local Nodes each one of them monitoring a section of the network and a System
Controller that manages several Local Nodes. This architecture works in the following way. The Local
Node receives the monitoring data obtained from all the sensors in its area every minute and stores it in
a temporal repository. With this data, the Traffic Perturbation Classifier (TRAP) uses the models that
the node has to classify the traffic conditions. If the result of this classification indicates that there is a
change on the state of the traffic, the result of the classification is sent to the decision maker of the System
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Controller. Also, the data from the temporary repository are aggregated every 15 minutes and sent to the
system controller where they are stored in a large database that contains all the historical aggregated data.
In the system controller, the decision maker decides whether a reconfiguration of the network is needed
or not based on certain criteria and the historical data. If it decided that a reconfiguration of the network
is needed, then the Light Phase Optimizer (LIFTER) computes the best new configuration given the
information available about the state of the network. Then, it sends this optimal configuration to the
Traffic Light Controller that updates the programs of the traffic lights to the determined configuration.
Apart from that, the system controller has also a very important task. It consist on building the models
used for the classifiers on the local nodes. This models are build and tested from the aggregated data that
the system controller analyses using the Traffic Classifier Fitting module.
The following section introduces the LIFTER problem and presents a method to solve it.
3.2 The LIFTER problem
3.2.1 Motivation
Actuated traffic lights have a better performance than static traffic lights, as explained in section 2.3.
However, the performance of actuated traffic lights can be improved by reconfiguring the parameters
that determine the program of the traffic light according to the traffic of the network (details about the
parameters that define the program of an actuated traffic light are given in section 2.5.3). Reconfiguring
actuated traffic lights is necessary, because their principle of operation is reactive to the traffic. So, they
do not anticipate or take into account what is happening in the whole network, they just take into account
what is happening at that moment at the intersection they control. It is possible to achieve a better
performance of the network if more information is taken into account. This is what the optimizer does,
finds a maximum duration of the phases for the traffic light that is more beneficial for the whole region of
the network under study.
Consider a scenario with a given traffic where a perturbation is introduced. In this work a perturbation
is understood as a new flow, defined by a certain route that the vehicles follow and a traffic volume.
Scenarios like this are the ones studied in this project.
Two of the main measures that can be used to measure the performance of a traffic network are the
mean travel time (MTT) and the maximum mean travel time (MMTT), that is computed by splitting
all the vehicles by its route and then taking the maximum of the means of all the groups of vehicles.
Figure 5 shows these measures on a network for the scenarios that will be presented in section 5.1. In this
case the traffic light configuration is the same for every scenario. This figure clearly presents a problem,
the configuration of the traffic lights that works better for scenario 0 does not perform as well in other
scenarios, specially in scenarios 5, 6 and 7. In these traffic situations, the mean travel time is increased,
but not much. On the contrary, the increase on the maximum mean travel time is very high. This explains
the problem of actuated traffic lights: they manage to keep the mean travel time low, but there is a route,
the most congested route, that has a very high travel time. The users of that route would consider that
the network does not offer a good level of service, and not being able to manage these users may lead to
other saturated situations in other sections of the global network.
In this situations, a reconfiguration of the traffic lights could lead to a high decrease of the maximum
mean travel time without increasing the mean travel time significantly.
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Figure 5: Increase of the MMTT effect.
3.2.2 Problem statement
The problem that the optimizer presented in section 3.1 has to solve is the following. Given a set of possible
configurations K and the traffic conditions determine which configuration minimizes a given cost function
that will be defined later.
In this work the problem is formulated by considering that all actuated traffic lights are controlled by
one parameter, the maximum duration of a green phase. In addition, only integer values are accepted and
a maximum value for the maximum duration is fixed, which lead to the set of possible configuration K
being finite. It is also considered that the traffic state is defined by one base flow that is always the same
and an additional perturbation that has been identified by the TRAP from a set of perturbations P. For
this reason the traffic state can be defined by the historical database (DB) that defines the base flow and
the perturbation belonging to P.
First of all, a cost function must be defined. There are several measures to evaluate the performance
of a traffic network. The mean travel time, the emissions of CO2 or other substances, the time lost and
many more. Probably the most natural choice would be the mean travel time. But in the previous section,
it was presented that the main problem that actuated traffic lights have with the kind of perturbations
studied is that they produce a very high maximum mean travel time. To reduce that, a cost function that
takes into account this effect is proposed:
c(k) =
{
MTT (k) + β ·MMTT (k) MTT (k) ≤ (1 + α) ·MTT (k∗)
∞ MTT (k) > (1 + α) ·MTT (k∗)
This cost function is designed to keep the maximum mean travel time low without allowing to increase
excessively the mean travel time. The value k∗ is the value of k that minimizes the mean travel time for
the perturbation under study.
Of course, this cost function have a problem, which is that the cost cannot be evaluated if the traffic
is not stationary in one of the studied perturbations because otherwise the value of k∗ is not defined. But
the purpose of this cost function is to find for every stationary conditions the best configuration, not to
evaluate things in general. In addition, it cannot be used to compare the performance of different networks,
because the values of mean travel time and maximum mean travel time depend on the length of every
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route and the number of intersections that it has. However, it allows to compare the performance of the
same network for different periods of time, because the cost function does not increase with time due to
it is computed from mean values.
The possible configuration that will be considered are just the values of the maximum duration of phase
of every actuated traffic light.
The cost function cannot be evaluated analytically from the given configuration k. A simulation of the
network must be performed. This implicates that the cost function is very expensive to compute, a whole
simulation is needed. Algorithm 1 describes how the cost function is evaluated.
Algorithm 1: Cost function evaluation given a configuration and a perturbation
input : p, k, DB, opt.MTT
output: cost
simulation.traffic ← getTraffic(p, DB)
results ← simulation.run()
MTT ← getMTT(results)
MMTT ← getMMTT(results)
if MTT > (1 + α) · opt.MTT (k) then
cost ←∞
else
cost ← MTT + β ·MMTT
end
3.3 Optimization method
Considering the simplifications of the problem explained in the previous section and that the scope of this
project is focused in the classification instead of the optimization, just Algorithm 2 will be used to compute
the best configuration for every perturbation. The algorithm just evaluates for every perturbation all the
possible configurations and selects the one that gives the optimal cost function. The result of it is an action
list that assigns to every predefined scenario (perturbation) the best traffic light configuration to reduce
the cost. The advantages of using an action list is that it is a very quickly method for deciding very fast
a new reconfiguration. The fact that once this list is build the reconfiguration can be decided very quickly
is very important for problems like traffic control because the scenario of traffic could change very quickly
so it is important to adapt the network to the traffic as soon as possible or then it may be too late.
3.4 Summary
This section details the architecture and modules of the hierarchical distributed data analysis architecture.
It details the task of these modules and how they interact. There are mainly two modules that are going
to be studied in detail in this thesis, the LIFTER and the TRAP. Actually, the one more studied in the
second, but the first is needed to evaluate the impact of its use. This section contains details of how the
optimization problem is solved at the LIFTER and the following section will cover in detail the perturbation
classification task.
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Algorithm 2: Action list builder
input : P, K, DB
output: actionList
actionList ← ∅
for p ∈ P do
minCost ←∞
optConfiguration ← ∅
simulation.traffic ← getTraffic(p, DB)
for k ∈ K do
simulation.lightsConfiguration ← k
result ← simulation.run()
cost ← computeCost(result)
if cost < minCost then
minCost ← cost
optConfiguration ← k
end
end
actionList.append([p, optConfiguration])
end
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4. Classification methods for TRAP
In this section we propose five methods to detect and classify a perturbation that is affecting the system.
But first, we analyse the variables obtained from the detectors to find which variables are relevant on the
detection and which ones can be ignored.
4.1 Classification problem
The classification problem faced is a very classical problem that has been approached with several methods.
It consists on given K classes and a training set T of labelled samples (X , Y ) where Y is the class (label) to
which the samples belongs, find an algorithm for classifying a new sample x. The samples are considered
to be extracted from a multidimensional random variable X. The problem can be interpreted as finding an
approximation of the function f (X ) = Y .
From now on, the size of the training set is going to be denoted by N and the number of dimensions
of X by p. The following sections explain several algorithms for solving this problem.
As explained in section 2.3 the variables obtained with an IDL are the following ones: speed, occupancy,
vehicles that entered the detector and vehicles that entered and leaved the detector. At first sight, only
the most relevant variable seems to be the number of vehicles that leaved the detector (or the number
of vehicles that entered the detector). This is in fact the easiest variable to collect in a street with IDL,
because to obtain the other values it is required to have two of this sensors installed, as explained in section
2.3. Other types of sensors could be used, but counting vehicles is the variable that almost every sensor
can provide. The samples used for the classification are the number of vehicles in a certain period of time
(1 minute). One example of a sample looks is the Figure 6.
Figure 6: Example of a sample of data
It can be seen that the distribution is centred at 20 veh/min, which is what is should be because the
traffic to which this samples belong were extracted from an scenario where the flow on that street was
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fixed to 20 veh/min. It can also be seen that this distribution is not normal because it is not symmetrical,
it has more queue on the right.
4.1.1 Naive Bayes
The Bayes point of view of probability applied to this problem consists of assuming a given probabilities
(degrees of belief) for every class, the priori probabilities. Then, after seeing the results of an experiment
(the training set) these probabilities are updated to the posterior probabilities using Bayes’ formula. So, the
Naive Bayes is a classical algorithm used to solve the previous classification problem (although it can also
be used for regression) by computing directly the posteriori probabilities p(y |x) and classifying a sample to
the most probable class:
y(x) = arg max
k∈{1,...K}
p(y = k|x)
As explained above, this posteriori probabilities are computed using Bayes’ formula:
p(y = k |x) = p(y = k) · fX (x |k)
fX (x)
1
To evaluate this formula, only the values of the prior probabilities of the classes p(y = k) and the
densities fX (x |k) are required, because fX (x) actually is not needed 2:
y(x) = arg max
k∈{1,...K}
p(Ck ) · fX (x |Ck )
fX (x)
= arg max
k∈{1,...K}
p(Ck ) · fX (x |Ck )
In order to compute the required priori probabilities and densities the Naive Bayes algorithm does some
strong assumptions. First of all, it is assumed that all the variables of X are independent, so it can be
written:
fX (x |Ck ) = fX ((x1, ...xp)|Ck ) =
p∏
i=1
fXi (xi |Ck )
This reduces the problem to estimate the density functions fXi (x |Ck ) (that are uni dimensional) instead
of estimating a joint probability distribution. These densities are just estimated by assuming that they
follow a certain distribution. Then, the parameters of this distribution are estimated using, for example the
method of maximum likelihood.
In this work, it will be assumed that they follow a Gaussian distribution, so their density function is the
following, were the parameters that have to be estimated are µik and σ
2
ik :
fXi (x |Ck ) =
1√
2piσ2ik
exp
[
(x − µik)2
2σ2ik
]
It is widely known that given the samples x1, ..., xn the maximum likelihood estimators for the parameters
of a normal distribution are (the proof can be found in [23], for example):
1It will be assumed that X follows a continuous distribution function, so it is written fX (x) instead of p(x).
2It still can be computed with them using the formula fX (x) =
∑K
k=1 fX (x |Ck ) · p(Ck ) if apart from the classification the a
posteriori probabilities are desired.
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µˆ = x¯ =
1
n
n∑
i=1
xi σˆ
2 =
1
n
n∑
i=1
(xi − x¯)2 (1)
It is just left to estimate the a priori probabilities. They can be easily estimated by counting the
proportion of classes in the training set:
p(Ck ) =
∑N
i=1 I (Ck = ci )
N
Taking into account that for estimating the distribution of the variables normal distributions have been
used, the Naive Bayes classifier requires 2 parameters for every distribution, which are K · L and another K
parameters that are the probabilities of p(Ck ), so this method requires to store (2L + 1) · K parameters.
One advantage of this method is that it is very fast to train, just the parameters of the densities have to
be estimated and the the a priori probabilities. In addition, it has the advantage that it can be updated
very easily with new samples, because they can be added to the parameters without the need of retraining
all from the beginning, in fact the update could be done without having the training set.
4.1.2 Decision tree
Another idea for classifying a sample consists on trying to split the sample space in regions and classify the
samples in every region to the same class, which would be the one that most of the training samples of that
region have, as explained in [10]. This is the idea behind decision trees. The problem is that given a loss
function it is not feasible to find an optimal partition of the sample space. Hence, a greedy algorithm is
used instead. The greedy algorithm used in decision trees consists on splitting the training space in regions
of the type {X |Xj ≤ a} and {X |Xj > a} recursively until regions ’small’ enough are obtained.
There are several loss functions used for splitting in decision trees. The most popular are the gini index,
the misclassification error and the entropy. The one used in this work is the entropy. To explain why this is
a good loss function and the splitting method used, first a brief explanation about entropy and information
based on [2] is presented:
Definition 4.1. Entropy Given a discrete random variable X its entropy H is defined as:
H(X ) = −
∑
x∈Im(X )
p(x) · log(p(x))
The relevant aspects about entropy arise from the following priorities of entropy:
Proposition 4.2. H(X ) = 0 if, and only if p(X = x) = 1 for some x ∈ Im(X ). In addition, H(X) assumes
its maximum value when, if it is written Im(X ) = {x1, ..., xn}, all the possible outcomes have the same
probability: p(x1) = p(x2) = ... = p(xn) =
1
n . In this case the value of the entropy is H(X ) = log n.
This properties allow to give an interpretation to entropy. They indicates that if the entropy is small,
the situation will approach a point were one of the values of the random variable X will have a very high
probability and so the others a very low one. For that entropy is interpreted as a measure of the information,
it is the expected information obtained after getting a result of the experiment X (drawing a sample of X).
If the variable has one value with probability 1, then the information obtained is 0, because it was already
known what would happen.
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So, entropy is a measure of uncertainty. It indicates that if we split the data into regions with a low
value of entropy that would indicate that most of the samples there belong to the same class, and the error
done at labelling all the values of that region to that class would be small.
In order to split a node, the criteria used is obtaining the split that reduces more the entropy which
is the one that maximises the information gain. So, for every possible splitting variable V, the expected
information gain is computed:
IG (V ) = H(Y )−
∑
v∈values(V )
p(V = v)H(Y |V = v)
The conditional entropy is defined as:
H(Y |V = v) = −
∑
y∈Y
p(y |V = v) log p(y |V = v)
.
Once the best attribute for splitting has been determined, it must be determined the value. For that the
information gain for each possible splitting value of the variable is computed and the best one is selected.
The formula used is very similar:
IG (V = v) = H(Y )− p(V ≤ v)H(Y |V ≤ v)− p(V > v)H(Y |V > v)
Overfitting is avoided by limiting the growth of the tree. This can be done in several ways. There
is a complexity measure that takes into account the number of leafs that the tree has. In this work, a
much simpler approach is used. Before splitting a node, it is checked if it can be splitted according to the
following criteria:
• the number of samples at that node must be greater that a fixed threshold
• the depth of the tree is bounded, so if the split makes the tree deeper than the fixed value the split
cannot be done
• the minimum number of samples at every leaf is bounded. If after the split the new nodes obtain do
not have enough samples, the split cannot take place.
Algorithm 3 summarises the growth of the tree with the greedy algorithm described 3.
The number of parameters that a decision tree needs to store cannot be determined previously, because
it depends on how the tree grows. It must be taken into account that a decision tree is not an appropriate
method for being retrained, becuase in order to do that the tree has to be built again from the root.
3It is checked if the node can be split before doing it just for simplicity. In order to check the condition of the minimum
number of samples per leaf the checking should take place after actually computing the chill nodes
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Algorithm 3: Decision tree building algorithm
input : T
output: splits
S ← T #set with the nodes to be splitted
splits ← ∅
while S 6= ∅ do
s ∈ S #pick an element of S
S ← S\{s}
if canSplit(s) then
IG.opt ←=∞
for v ∈ V do
IG ← computeIG(v)
if IG < IG.opt and canSplit(v) then
v∗ ← v
end
end
IG.opt ←∞
for l ∈ Im(v∗) do
IG ← computeIG(v∗, l)
if IG < IG.opt then
l∗ ← l
end
end
s1, s2 ← split(v∗, l∗)
S ← S ∪ {s1} ∪ {s2}
else
splits ← splits ∪ {s}
end
end
4.1.3 k-nearest neighbour
This method is based on storing all the training set. It does not perform any kind of knowledge repre-
sentation, it just stores all the given labelled samples. With these stored samples, when a new sample is
received as an input to be classified, the k closest samples from the training set are found and the label
that most of these k samples have is the one assigned to the sample that has to be classified. The distance
used depends on the method and the type of values that the samples contain, but in this case that all
variables are quantitative just the euclidean distance is used. This method has a good performance when
the decision boundary is very irregular. According to [10], although being a very simple method, it has been
successful in several tasks like handwritten digits classification, satellite image scenes and ECG patterns
(electrocardiograms).
This classifier requires a large number of parameters, because it has to store all the training set. So,
taking into account the dimensions of the samples and the number of samples, the number of parameters
that this method has to store is N(L + 1). The number of parameters is linear with the size N of the
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training set, which indicates that if the training set is large the amount of parameters that have to be
stored becomes very large.
The fact of having to search from all the training set the k closest neighbours to the given sample can
make this classifier slow. Although, some method like Ball trees and KD trees have been developed for
indexing the samples in a way that this search is performed faster.
4.1.4 Neural network
Nowadays neural networks are very used to perform pattern recognition, specially in video and audio
processing and assigning labels to a video. The advantage of neural networks is that they have a large set
of parameters, the weights and biases, that allow a great flexibility. They also can be configured in many
different architectures, which makes them flexible enough to perform well in several problems.
In this project, just feed-forward networks will be considered. This kind of network have the following
structure:
Figure 7: Example of a neural network architecture
The data goes into the network and is multiplied by its weights and the bias is added. After, they go
into a neuron of the hidden layer. There, an activation function, in this case the logistic is going to be
used (or sigmoid function) is applied to it. The sigmoid function is:
σ(t) =
1
1 + e−t
Then the results go to the next hidden layer and this process continues until the output layer. At
the output layer the used activation function is the softmax function, very used in neural networks for
classification because it allows to assign a probability to every class. This function is:
p(Ck ) =
eyk∑K
i=1 e
yi
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were the values yk are the result of multiplying the weights of the last layer to the values coming from
the last hidden layer.
In order to train a neural network a loss function have to be defined. The function used usually for
classification problems is the cross-entropy:
CE (w) =
N∑
i=1
K∑
k=1
yik log fk (xi )
The value yik equals 1 if sample i belongs to class k and 0 otherwise. fk (xi ) is the probability that
the neural networks assigns to xi being of class k. In order to avoid overfitting, a penalty term is usually
included to the previous function to define the loss function that is going to be optimised:
L(w) = CE (w) + αJ(w)
We are going to consider just one hidden layer with H neurons. To simplify the notation, the weights
between the input layer and the hidden layer are labelled αrs r = 0 : p, s = 1 : H and those between the
hidden layer and the output layer are labelled βrs r = 0 : H, s = 1 : K , were the subscripts in αij mean that
it is the weight from neuron i of the previous layer (0 is the bias) to neuron j in the following (analogously
for βij . In [10] the following penalty function is suggested (although there are many more possible penalty
functions):
J(w) =
p∑
i=0
H∑
j=1
α2ij +
H∑
i=0
K∑
j=1
β2ij
In order to minimise the function L(w) there are several options available. It is relevant to comment that
backpropagation is used. It as an algorithm for computing the gradient of the loss function, that then is used
by any optimisation method used to compute an update of the weights of the network. Backpropagation
for a network with one hidden layer is explained in Appendix A. It is usual to use backpropagation directly
to train the neural network with the gradient descent method, although usually it is modified including
momentum. However, this method can inefficient because it can be very slow, so a better algorithm
is usually used, the stochastic gradient descent (SGD). Basically, it is the same as the steepest descent
just that instead of computing the gradient of the function just the gradient of one of the function Li is
computed4. This method is presented in Algorithm 4.
The number of parameters of a neural network grows very quickly with the number of hidden layers.
Since only networks with one hidden layer of H neurons are being considered, the number of parameters of
these networks is (p + 1) · H + (H + 1) · K = (p + K + 1) · H + K .
4This gradient is also computed using backpropagation
30
Algorithm 4: SGD with momentum agorithm for training a neural network
input : T, Li , η, m
output: w
w ← initialize()
while notConvergence do
T ← shuﬄe(T)
for x ∈ T do
∇Li ← backpropagation(x)
∆w ← −η · ∇Li + m ·∆w
w ← w + ∆w
end
end
4.1.5 Support Vector Machines
There is a large family of methods called kernel methods. One of the main members of this family are
support vector machines (SVM), which is the model under study in this section. This explanation is based
on [11].
First of all, it must be said that SVM only can classify two classes. In order to solve a multiclass
problem like the one that is trying to be solved a classifier for every pair of classes is built, so K ·(K−1)2 are
needed. Then, a sample is classified to the class that has received more ’votes’ from all the classifiers built.
So, from now on, only a binary classification problem is considered with classes that are labeled as +1 and
-1.
This method aims at building and hyperplane, defined by an equation w T x + b = 0 that separates the
two classes in the following way:
w T xi + b ≥ 1 for di = +1
w T xi + b ≤ −1 for di = −1
This conditions can be rewritten into just as with the form: di (w
T + b) ≥ 1. The points that fulfill
this condition with an equality are the support vectors (this is why the method is called support vector
machines, this points are going to be very relevant). It can be seen that the margin of separation can be
expressed as: MG = 2||w || . So, the problem of finding the optimal hyperplane consists on minimizing the
norm of w with the restrictions that the points must fulfill the condition imposed:
min f (w) =
1
2
w T w
di (w
T
x i + b) ≥ 1
Of course, this case assumes that the two classes are separable, and in real cases they are not, there
are some points that cannot be correctly labelled using as a separation surface and hyperplane. However,
the general case is solved starting on the previous problem. What is done is relaxing the condition imposed
that every point falls on the correct region. This is done by introducing the variables ξi > 0 (called slack
variables) in the condition:
di (w
T
x i + b) ≥ 1− ξi
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If ξi > 1 it means that the sample is misclassified. ξi < 1 means that, although being inside the margin
(not the desired situation) the sample is correctly classified. Then, the problem of minimization is written
in the same way except that this slack variables are incorporated to the cost function:
min f (w) =
1
2
w T w + C
N∑
i=1
ξi
1− ξi − di (w Tx i + b) ≤ 05
ξi ≥ 0
The constant C is a parameter introduced to the method. It controls the trade-off between the number
of non-separable points and the complexity of the classifier. If the value samples are noisy a low value of
C is used, because this way less weight is given to the samples that fall into the margin and on the wrong
side of the hyperplane.
The previous problem allows to compute the parameters for the optimal hyperplane, so, solving this op-
timization problem is training the classifier. This is a convex problem, because it has a convex optimization
function and linear restrictions. So it can be converted to its its Lagrangian dual [11]. The new problem
obtained, where αi are the Lagrangian multipliers of the restrictions in the classifications, the multipliers
associated with ξi ≥ 0 do not appear in the problem(the restriction function are gi (x) = 1−di (w T xi + b)):
max Q(α) =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαj di dj x
T
i xj
and the restrictions are:
N∑
i=1
αi di = 0
0 ≤ αi ≤ C
The solution of the hyperplane is, where Ns is the number of support vectors (the index of the sum
runs through the set of support vectors):
w∗ =
Ns∑
j=1
α∗i di xi
It can be seen that only the support vectors are required to compute w. For computing b∗ a support vector
is needed (although from a practical point of view is better to average the result over all support vectors):
b∗ = 1− w∗x sv = 1−
Ns∑
i=1
α∗i di x
T
i x
sv
With the values w∗ and b∗ the hyperplane of separation is defined and then the classificator is fully
defined.
Even though the condition of perfectly separable classes have been relaxed, nothing guarantees that
the data available are appropriate for being separated linearly (by an hyperplane). So, the method used
5This restriction is written as gi (x) ≤ 0 to fit the form of the dual problem
32
consists on mapping the sample space into another high dimensional space where the classes are ’more’
separable [5]. As is usually done, we name this map ϕ(x). The exact same procedure is carried out in this
feature space, and the Lagrange problem obtained is the same just with the difference that ϕ(x) appears
instead of x:
max Q(α) =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαj di djϕ(xi )
Tϕ(xj )
with the constraints:
N∑
i=1
αi di = 0
0 ≤ αi ≤ C for i = 1 : N
And once the solution is obtain the hyperplane of separation is defined by (parameter b is assumed to
be 0, because the mapping ϕ can send the data so that they can be splitted from an hyperplane that goes
through the origin just with a translation):
w∗T x =
Ns∑
i=1
α∗i diϕ(xi )
Tϕ(x) =
Ns∑
i=1
α∗i di k(x , x
′)
In fact, the only relevant aspect of the function ϕ(x) is the dot product ϕ(x)Tϕ(x ′). This product can
be expressed as k(x , x ′) = ϕ(x)Tϕ(x ′). Only the function k(x,x’) is needed. This fact is known as the
’kernel trick’, because although that the idea behind the method is the mapping ϕ, the mapping is actually
not defined, only the function, the kernel that defines its dot product in terms of the samples expressed in
the sample space is needed. So, SVM are designed defining function k(x,x’) instead of mappings ϕ. The
following theorem, presented as in [11], defines the condition that a function k(x,x’) must satisfy in order
to be a kernel, which means that it represents a dot product in a certain space.
Theorem 4.3. Mercer’s theorem. Let k(x,x’) be a continuous symmetric kernel that is defined in the
closed interval a ≤ x ≤ b, and likewise for x’. The kernel k(x,x’) can be expanded in the series:
k(x , x ′) =
∞∑
i=1
αiψi (x)ψi (x
′)
with positive coefficients αi > 0 for all i. For this expansion to be valid and for it to converge absolutely
and uniformly, it is necessary and sufficient that the condition (Mercer condition):∫ b
a
∫ b
a
k(x , x ′)ψ(x)ψ(x ′)dxdx ′ ≥ 0
holds for all ψ(x) that satisfies: ∫ b
a
ψ2(x)dx <∞
To summarise, SVM transform the data set to a new space were the data become ’more’ separable, and
to do that just a kernel k(x,x’) that satisfy Mercer condition is required. Some of the most used kernels
are:
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• linear: k(x , x ′) = xT x ′, which in fact is not transforming the variables into a new feature space.
• polynomial: k(x , x ′) = (xT x + +1)p
• radial basis function (RBF): k(x , x ′) = exp(−γ||x − x ′||2), for γ > 0
The number of parameters needed for defining the trained classifier cannot be know previously, because
it depends on how many support vectors there are. The number of parameters is the total number of
support vectors (NT , the sum of the support vectors that every class has) multiplied by the number of
variables that every vector has plus the parameter αi , so the number of parameters is Ns · (p + 1). The fact
that the number of support vectors cannot be known previously makes the number of parameters highly
depend on the training data, so it is difficult to say if this method requires a lot of parameters or not.
4.2 Performance measures
There are several relevant parameters for evaluating the performance of a classifier. The measures used
are almost the same for a two class classification problem and the multiclass problem presented here. The
following measures are the ones that are going to be used to evaluate the off-line performance of the
classifiers.
Definition 4.4. Accuracy It is the number of correctly classified samples divided by the total number of
samples. It is defined for the whole training (or test) set of data.
Definition 4.5. Precision It is defined for every class. It is the number correctly labelled samples of that
class divided by the total number of samples labeled as belonging to that class.
Definition 4.6. Recall It is defined for every class. It is the number of correctly labelled samples to that
class divided by the total number of samples of that class in the training (or test) set.
In general, accuracy gives a global view of the performance of a classification method while the other
two others are more detailed and explain how well a method performs at every class. Precision indicates
how well the classifier classifies a sample to belonging to that class, how reliable is a classification of
belonging to that class. This is why on the denominator there is the total number of samples classified
as belonging to that class, because the focus is only on the samples labelled as belonging to that case.
Recall, also known as sensitivity in a two class problem, indicates how well a class is recognised from the
others. So, the denominator is the total number samples belonging to that class, because the focus in on
how many of the samples of that class are recognised.
Usually, precision and recall are related. In order to achieve a high precision for a class the classifier
used have to be very confident that a sample belongs to that class. The fact that a high level of confidence
is required may lead to wrongly classify the sample because it does not achieve this high level of confidence
for that class. Then, this makes that, although the precision is high, few samples are classified to that
class, so the recall decreases. And the same thing occurs in the other direction. If a high recall is desired,
this generates that the algorithm is less selective in determining which samples are labelled to belonging
to that class. This leads to a decrease in the precision, because the classifier requires less ’evidence’ of
belonging to the given class in order to increase the recall.
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4.3 Summary
This section presented the classification problem that the TRAP has to solve and the information that
it has available, which are the lectures from the detectors. Also, some well known classifiers that are
going to be tested are presented. The following section presents the results of this tests. The algorithms
presented represent parametric algorithms (Naive Bayes) and non parametric models (the others). From
the non parametric models the most known models are the ones presented: neural networks, SVM and
decision trees. It is also presented the k-nearest neighbour method because it is a very simple method and
it is interesting to see how well it performs, although it is not the most appropriate for a distributed data
analytics architecture because it requires a lot of storage, and the space available at the local nodes of the
network is limited. Finally, how these classifiers are evaluated in off-line classification is explained.
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5. Results
This section presents the scenarios prepared to test the previous algorithms. It also describes the results
obtained with these algorithms with off-line classification, on-line classification and the effect that changing
the traffic lights configuration has on the performance of the network.
5.1 Scenario description
The case of study consists on a reticular network of size 5x5: 5 horizontal streets and 5 vertical streets
(shown in Figure 8), alternating one in each sense, with three lanes per street. The length of one block
was 150 m.
In this network a base traffic of 20 veh/min at every street is defined. The cases of study are scenarios
were a new flow, a perturbation, appears. This additional flow consists of 40 veh/min that follow a certain
route. These routes are represented in Appendix B. The following example is the route that vehicles of the
additional flow of scenario 1 follow:
Figure 8: Flow of scenario 1 represented in the network under study
The traffic was generated so that for every flow (base flows or the perturbation) at every time step
(1 second) the number of vehicles that were inserted on its origin street was obtained from a binomial
distribution of parameters n = 3 (the number of lanes) and p = flow60n , where the flow is in veh/min.
This way the average number of vehicles inserted in one second was: flow60 (expected value of a binomial
distribution) so the number of expected vehicles inserted per minute at every street was the desired flow.
Two types of simulations were performed, stationary simulations and non-stationary. In stationary
simulations, the traffic is the base traffic and the additional flow perturbation of the scenario under study.
Non-stationary simulations consist on scenario 0 that after 2 hours of simulation it begins a transition to
one of the other scenarios. These transition is linear, the perturbation flow increases linearly from 0 veh/min
to 40 veh/min during 30 minutes. After this transition, the traffic of the new scenario is maintained for
another 90 minutes of simulation.
In order to test the classifiers it has been used SUMO version 0.28 running in Linux and stationary
simulations were used to train and test the classifiers under off-line simulation. Non-stationary simulations
were used to test the previously trained models under on-line conditions. The classifiers were implemented
with Python using the module scikit-learn [22]. Additionally R has been used to preprocess and postprocess
the data.
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5.2 Optimization results
The parameter of the network that was optimized was the maximum duration (since now maxDur) of
a green phase for the actuated traffic lights, which was assumed to be the same for every traffic light
to simplify the problem and reduce the optimization problem to a one-dimensional problem. In order to
find the optimum of this parameter, several values were tested (from 10 to 60 seconds with spacing of 5
seconds) for every stationary scenario. Then, for each scenario the mean travel time and the maximum
mean travel time were obtained and with them the cost function described in section 3.2.2 was computed
(using parameters β = 2 and α = 0.05). The results obtained for scenarios 0 and 1 are shown in figures 9
and 10 respectively:
(a) Cost obtained in scenario 0 (b) Mean travel time and maximum mean travel time
obtained in scenario 0
Figure 9: Cost function and travel times obtained in scenario 0 for several values of maxDur
It can be seen in figure 9 that the optimal value of maxDur (the one that gives the lowest cost function),
25 s, is also the value that gives the minimum mean travel time and furthermore the lowest maximum
mean travel time. However, this scenario is exceptional because it does not suffer any perturbations, so all
all the trips have very similar mean travel times and the maximum travel time is very similar to the mean
(as it can be seen in figure 11). Although Figure 9a seems like there are significant changes on the cost
function, the fact is that the minimum represents only a decrease of 3.5% with respect to the maximum
value that it achieves. And the differences on the travelling times are also very small: 2.4% in mean time
and 4.1% in maximum mean time. This indicates that the parameter maxDur does not affect significantly
the performance of the network under traffic conditions of scenario 0.
Figure 10 shows much more remarkable changes than Figure 9. The cost function difference between
the maximum value of the cost function and the minimum value is a 41.2%, and for the mean time a
12.2% and the maximum mean travel time a 48.9%. This indicates that in this scenario the value of the
parameter maxDur is relevant and can lead to a huge improvement of the network. It can be observed that
keeping the traffic lights configuration at 25 s (the optimal value of scenario 0) is not the best solution
for scenario 1 because changing it to 45 s leads to an important reduction of 22 seconds (13.7%) on the
maximum mean travel time while keeping the mean travel time practically unchanged, which results in a
decrease of the cost function.
These differences of behavior on the dependence of the maxDur parameter are due to the phenomena
that can be observed in Figure 11. It shows that in scenario 0 all the trips have approximately the same
mean travel time, because all trips are equal, with the same flow, the same length and the same number of
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(a) Cost obtained in scenario 1. First two values are
not shown because its value is ∞.
(b) Mean travel time and maximum mean travel time
obtained in scenario 1
Figure 10: Cost function and travel times obtained in scenario 1 for several values of maxDur
intersections. In contrast, scenario 1 has a flow with a much higher value than the rest (38.7% above the
mean while in scenario 0 the maximum value is just 5.9% above the mean). This fact makes it important
to reduce that flow to reduce the cost function, which can be achieved b reconfiguring the traffic lights
appropriately.
Figure 11: Comparison of MTT per trip of scenarios 0 and 1.
From studying for all scenarios which is the optimal configuration of the parameter that gives the best
value of the cost function the following table was obtained:
scenario 0 1 2 3 4 5 6 7
maxDur (s) 25 60 45 60 45 45 45 45
Table 1: Action list obtained with the given cost function
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5.3 Performance of the classifiers
In this section the proposed methods in section 4 are trained and tested on classifying (off-line classification)
and detecting the change of scenario (on-line classification). For the off-line classification, the test set
contains 210 samples of each case (1680 samples in total) and the train set contains 450 samples of each
case (3600 samples in total). In the on-line classification, each case is simulated with 10 different random
seeds, so every method is tested with 10 sets for every scenario (each set contains 210 samples).
To evaluate the off-line performance of every method the metrics described section 4.2 are used.
Accuracy is used as a global measure to determine the performance of a classifiers. Almost all of the
methods presented are a family and the actual classification model depends on several parameters. The
optimal parameters are determined as the ones that maximize the accuracy on the test set from a given
list of possible values for these parameters. These first analysis for determining the optimal parameters for
a method are also presented. Apart from the results presented in this section, Appendix C contains the
confusion matrices obtained with these classifiers.
The on-line classification is done by using the following criterion: a change of scenario has happened
if the classification algorithm classifies m consecutive samples (lectures of the detectors) as belonging to
the same scenario different from the actual situation (scenario 0). This value m is also determined after
determining the optimal parameters for the method under study. It must be low in order to prevent the
method from being too slow in detecting the change of scenario but is also must be high enough to ensure
that a correct change of scenario is given (correct means that the new scenario is determined correctly and
that the change of scenario is not detected before it actually happens). To determine this value m the error
and the time of detection (the mean for the 10 seeds) are presented depending on the value m. Then, the
value of m that gives an error inferior to 5% is chosen. In these scenarios it was achieved an error of 0,
but in a more realistic case it is not so a criterion like this must be fixed.
5.3.1 Naive Bayes
The naive Bayes method is explained in section 4.1.1. To use this method a certain distribution for the
data must be assumed, as well as the independence of the variables. In this case, although that data used
is discrete, a normal distribution is assumed (it shows better performance than multinomial distribution).
After performing a Shapiro-Wilk test of normality on our variables, it resulted that they cannot be considered
normal (with threshold for the p-value 0.05). The results of this test for samples of scenario 0 are presented
in Appendix D. Furthermore, it must be tested if the variables are independent or not. It is assumed that
they are. However, it is known that they are know, because if a sensor detects a high traffic all other sensors
of the route of these perturbation will also register a high volume of traffic. So, although the variables
did not fulfill the hypotheses of independence and normality, this algorithm was tested. Surprisingly, this
method resulted to be a good classifier. It had an accuracy of 0.9821 on the training set and 0.9817 on
the test set.
On Table 2 the precision and recall showed by this method can be seen. Both values are very high
in every scenario. It is remarkable that scenarios 1, 2 and 3 have a 100% of precision and recall, so this
method shows a perfect performance on identifying these three scenarios. In general, all values are above
0.97 except one, so this classifier performs very well, despite the assumptions it requires are not satisfied. As
explained in [10] it is not strange that the Naive Bayes algorithm performs very well, even better than more
sophisticated algorithms, particularly when the number of variables is high, even though their assumptions
are not satisfied. The reason for that is that thought the estimation densities are biased, this does not
affect much the posterior probabilities, which are what matters for the classification.
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scenario 0 1 2 3 4 5 6 7
precision 0.97 1.00 1.00 1.00 0.98 0.97 0.98 0.97
recall 0.94 1.00 1.00 1.00 0.99 0.98 0.98 0.97
Table 2: Precision and recall obtained with a Naive Bayes
Figure 12 shows the performance of the Naive Bayes when used for on-line classification. It can be seen
that although the method has a high precision on off-line classification, in fact it requires several consecutive
classifications to classify correctly the change of scenario, because classifying at the first differently labeled
samples fails to classify correctly for every scenario and every random seed used. Even when considering
two consecutive classifications, it has an error of 27.1%. With 3 consecutive classifications, the error is
reduced significantly to 2.9%. This error fulfills the criterion described above, so for on-line classifying with
Naive Bayes a value of m = 3 is used. These value provides a mean detection time for this method of 13.4
minutes.
Figure 12: Error rate and mean detection times of Naive Bayes depending on the number of
consecutive classifications
5.3.2 Decision tree
Decision trees have a problem of over-fitting if its complexity is left unbounded, because they can split until
there is a single sample at every leaf and so the results are perfect on the train data but very inaccurate
on the test data because they do not generalize well. To avoid that the complexity of a decision tree must
be limited by restricting its growth. There are several parameters that can be used to control that. In this
case the complexity was restricted by bounding the maximum depth of the tree, the minimum number of
samples for split it and the minimum number of samples at a final leaf. Given that the present case was
computationally inexpensive (a tree could be trained and tested in a few seconds on a normal laptop), all
trees with all the combination of the following parameters were tested:
• depth: 10, 12, 14, 16, 18, 20
• minimum number of samples for split: from 2 to 50
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• minimum number of samples per leaf: 1, 5, 10, 15, 20
The optimal parameters obtained were the followings: a depth of 12, minimum samples for split of 11
and minimum samples per leaf 1 (this last value does not restrict the growth of the tree). The accuracy
obtained with these optimal parameters is 0.9036 accuracy with the test data and 0.9692 with the train
data. Figure 13 shows the results obtained with a fixed minimum samples per leaf of 1. The random tree
obtained with the optimal parameters is represented in Appendix E.
Figure 13: Accuracy obtained on the test set with different values for the depth and samples
per split of the decision tree with a fixed minimum samples per leaf of 1
Table 3 shows the precision and recall of the obtained decision tree. It is remarkable that fact that it
does not perform well in scenario 0, the most important, having a low value of precision 0.84. This may
lead to classify as 0 a scenario that is not, which lead to delaying the on-line prediction. The low recall in
scenario 0 is also negative because it indicates that this algorithm does not identify scenarios 0 well, thus
it may label an scenario 0 as being another one, which may lead to decide that a change of scenario has
happened when in fact there were just mislabelled samples.
scenario 0 1 2 3 4 5 6 7
precision 0.76 0.96 0.91 0.99 0.92 0.87 0.95 0.89
recall 0.84 0.94 0.99 0.94 0.94 0.85 0.90 0.83
Table 3: Precision and recall obtained with a decision tree
Figure 14 presents the on-line classification performance of the trained decision tree. It can be seen
that the error decreases very fast with m, and for m = 3 an error of 1.4% is achieved. The mean detection
time with this value of m is 14.0 minutes.
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Figure 14: Error rate and mean detection times of the decision tree depending on the number
of consecutive classifications
5.3.3 k-nearest neighbour
This algorithm, as explained in section 4.1.3 has a free parameter, the number k of neighbours that are
taken into account to make the prediction (all the samples are given the same weight). The first thing done
was to find the optimal number of neighbours. Figure 15 represents the accuracy depending on the number
of neighbours. From this figure it can be seen that the higher accuracy is achieved with 25 neighbours,
so this is the number of neighbours that is going to be used. The accuracy they provide is 0.9583 on test
data and 0.9658 on train data.
Figure 15: Accuracy obtained on the test set with different k values with the k-nearest
neighbour algorithm
Table 4 shows the precision and recall that this method has on the off-line classification. It can be seen
that it has a low precision with scenario 0. This may lead to the same problems explained for the decision
trees, although that in this case the recall of scenario 0 is higher, which indicates that it is difficult that an
anticipated detection appears.
Figure 16 presents the error rate and detection time that this method has. It can be seen that for
m = 3 the error is just 1.4% and the detection time 15.8 minutes.
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scenario 0 1 2 3 4 5 6 7
precision 0.81 1.00 1.00 1.00 0.98 0.98 0.96 0.96
recall 0.98 1.00 0.99 1.00 0.99 0.87 0.94 0.90
Table 4: Precision and recall obtained with the k-nearest neighbours algorithm using 25
neighbours
Figure 16: Error rate and mean detection times of the k-nearest neighbour algorithm (with
k = 25) depending on the number of consecutive classifications
5.3.4 Support Vector Machines
Many different types of SVM can be build. First, there are several possible svms, and secondly, they have
parameters. In this work there has been studied a linear svm and a radial basis function (RBF) svm.
Second, there is the parameter C, that is the penalty parameter of the error. And the radial basis functions
also has the parameter γ, defined in section 4.1.5.
Both methods were tested, and the results obtained are presented in Figure 17. It can be seed that both
methods show a great performance, with very small accuracy differences between them . But it resulted
that using a RBF with parameters C = 1 and γ = 0.0001 was the optimum method of this family.
Table 5 presents the precision and recall that SVM with the determined parameters above achieves. It
can be seen that in shows a great performance in every scenario, even in scenario 0 which is the one that
has a lowest values of precision and recall on the previous classification algorithms used. Although it shown
a perfect performance on scenarios 1,2 and 3, it also achieves very high values of precision and recall for
all other case (the lowest value is 0.96).
scenario 0 1 2 3 4 5 6 7
precision 0.97 1.00 1.00 1.00 0.98 0.96 0.98 0.97
recall 0.96 1.00 1.00 1.00 0.98 0.96 0.99 0.98
Table 5: Precision and recall obtained with a SVM using RBF and parameters
C = 1 and γ = 0.0001
Figure 18 shows the on-line performance of this method. It shows that the number of consecutive trials
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(a) Accuracy obtained using RBF kernel (b) Accuracy obtained using linear kernel
Figure 17: Accuracy obtained with different parameters of the SVM
that gives an error inferior to the fixed threshold is m = 3 with an error of 1.4% and a mean detection
time of 14.7 minutes.
Figure 18: Error rate and mean detection times of the SVM depending on the number of
consecutive classifications
5.3.5 Neural network
Designing a neural network is complicated because there are many architectures available, each of them
with many parameters. In this case, as explained in section 4.1.4 only feed-forward networks are considered.
Furthermore, only networks with one hidden layer will be considered, because neural networks with more
hidden layers are slower to train since the number of parameters they have grows very fast. To decide
the optimal number of neurons for the hidden layer several neural networks were trained. The accuracy
obtained with these networks is represented in Figure 19.
This figure shows that from 6 neurons or more the value of accuracy is almost the same. The higher
value is achieved using 29 neurons and gives an accuracy of 0.9779. But this method requires 29 · (60 +
1) + (29 + 1) · 8 = 2009 parameters. Instead, using 9 neurons gives an accuracy of 0.9744 using only
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Figure 19: Accuracy with one hidden layer
9 · (60 + 1) + (9 + 1) · 8 = 629 parameters. This difference of the number of parameters implicates that the
network is easier to train, faster on classifying and it requires less space to be stored. Considering that the
gain on accuracy is very low, the neural network with 9 neurons on the hidden layer was the one selected.
The performance of this network is represented in Table 6. As other methods, it shows a great
performance on scenarios 1, 2 and 3. But also it scenario 0, where other algorithms have problems.
scenario 0 1 2 3 4 5 6 7
precision 0.96 1.00 0.99 1.00 0.96 0.95 0.97 0.96
recall 0.92 1.00 1.00 1.00 0.97 0.94 0.98 0.98
Table 6: Precision and recall obtained with a neural network
Figure 20 plos the error rate - detection time curve depending on the value of m. The first value of m
that gives an error under the fixed threshold is m = 3 with a detection time of 14.5 minutes. It is relevant
that for m = 2 the error rate is also very small, just 5.7%, but above of the fixed threshold.
Figure 20: Error rate and mean detection times of neural network depending on the number
of consecutive classifications
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5.4 Comparison
Table 7 shows the detection times for every method in each scenario and the mean. It also shows the
number of parameters that every method has to store to perform the classification. From this table it
can be extracted that among all the proposed classifiers, the one that has a better performance is the
Naive Bayes because it has the lowest mean while keeping the required number of parameters low. It is
interesting to notice that this method was the only one that made assumption on the variables, and even
these assumption were not fulfilled. However, as explained in section 4.1.1 it is not estrange for this to
happen.
XXXXXXXXXXXaction
scenario
1 2 3 4 5 6 7 mean parameters
Bayes 11.6 12.6 11.9 12.4 11.9 15.4 18.1 13.4 968
SVM 15.5 15.6 16 15.1 11.6 13.3 15.9 14.7 81984
Neural network 13.6 14.5 15.1 12.7 12.8 15.2 17.3 14.5 629
Decision tree 11.3 10.8 13.6 12.6 15.9 17.9 16.1 14.0 824
Nearest neighbour 16.4 16.9 17.6 15.6 14.3 13.7 16.2 15.8 216000
mean 13.7 14.1 14.8 13.7 13.3 15.1 16.7
Table 7: Detection times (in minutes) for every scenario
In general all scenarios have similar mean detection times except for scenarios 6 and 7. This indicates
that these scenarios have some characteristic that makes them harder to identify. This is probably due to
the fact that both are mixed with scenario 2 and have routes that overlap on some streets.
In general it can be observed that the curves representing error and detection time are related, less
error implies less detection time because as expected. It was also expected that if the error is big, then for
m and m+1 the increase on the detection time is higher that 1 minute, because the error is reduced by
not classifying yet series of samples that meet the condition of consecutive samples for m samples but not
for m+1.
It can also be observed how well the Naive Bayes, the neural network and the decision tree perform
a knowledge representation, i.e. storing the relevant features of the training set that are key to classify a
new sample. With less than 0.5% of the number of parameters that the training set has, they achieve very
high values of accuracy and perform very well in on-line classification.
5.5 Improvement of the network
Figures 21 and 22 represent the cost of the network depending on the time when the reconfiguration of the
traffic lights is done. It is represented in the plots the detection time of the best classifier, Naive Bayes,
and with this value it is evaluated the cost function gain that that can be achieved using this classifier
and the action list proposed. The figures correspond to scenarios 1 and 7, being respectively the scenarios
where the smallest fraction of the gain is be achieved and the scenario where all the gain can be achieved.
This plots for all other cases can be found at Appendix F.
Figure 21 shows that the optimal time for changing the traffic lights occurs before the detection time.
So, the opportunity to reduce the maximum possible the cost function is lost because the classifier is not
fast enough. However, the gain that can be achieved is considerable, 145 seconds, which is an 82% of the
maximum gain that could be achieved if the reconfiguration could be triggered after 10 minutes.
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Figure 21: Representation of the cost function in scenario 1 when the change of traffic lights configuration is
performed
Figure 22: Representation of the cost function in scenario 7 when the change of traffic lights configuration is
performed
Figure 22 shows that the optimal time for changing the traffic lights is after the detection time, so in
this case the classifier allows to reconfigure the network at the optimal time. This indicates that for this
case the detection time of the classifier is good enough, there would be no extra gain if the detection had
taken place early.
5.6 Summary
First, this section presented the optimal configurations obtained for each scenario (action list) with the
proposed method. After, the classification methods of Naive Bayes, neural network, k-nearest neighbour,
decision tree and SVM have been evaluated based on their off-line and on-line performance using the data
obtained from the SUMO. An algorithm was proposed that enables to use them as an algorithm for detecting
a change in the traffic situation in a non-stationary environment. These methods were evaluated based on
their detection time and the number of parameters they need (related to the storage that they require).
On the considered reference scenario and under a series of relevant perturbations several simulations were
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performed and the results lead to conclude that the best method from all the proposed was the Naive
Bayes, because it was the one that presented the lowest detection time combined with a low number of
parameters and a fast classification speed. Furthermore, this algorithm can be trained with new data easily,
which allows to adapt it to knew perturbation and new traffic conditions that may appear with time, if for
any reason the behaviour of the traffic changes. The performance shown by this algorithm is an average
detection time of 13.4 minutes. This is a remarkable fact because the perturbation takes 30 minutes to
be fully developed, so this algorithm does not only detect the change, it classifies it even when the traffic
situation is closer to the reference scenario that to the new scenario.
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6. Concluding remarks
6.1 Contributions and main outcomes
As presented in the previous section, all the classifiers proposed show a good performance on the on-
line classification. Although the Naive Bayes classifier is the best, none of them shows an outstanding
performance (except the k-nearest neighbour, that has an outstandingly poor performance considering all
the parameters that it requires). The utility of the obtained models has been validated by solving the
optimisation problem and using the action list obtained to show that the cost function of the network can
be considerably reduced if a reconfiguration is done on-line during the simulation. As section 5.5 shows,
a reconfiguration of the network triggered by this algorithm resulted in a gain on the cost function in all
scenarios. The fact that the simplified reconfiguration used provides already a gain leads to think that even
a better improvement could be achieved with a more sophisticated reconfiguration.
With the attainment of this results, we have shown how a hierarchical distributed monitoring and data
analytics infrastructure provided by telecom operators could help to the fulfilment of the challenges of
smart cities mobility systems, closing the gap between observation and actuation towards an autonomic
and intelligent urban transport system.
6.2 Personal evaluation
From a personal point of view, I am very satisfied with the work done. It represented a challenge to
learn how to use the SUMO simulation environment and to program all the simulations to be executed
automatically using Python, a language that I had never used before. Apart from that, understanding
the theory that supports the classifiers used required part of the knowledge that I have learnt during my
Bachelor’s degree. Specifically, they required knowledge of probability, statistics in general, but the theory
behind SVM and neural networks also required calculus and optimization. Of course, the knowledge learnt
in informatics and algorithms was also very important to program all the work done.
This work has been done as part of the research of the Optical Communications Group (GCO) at
Universitat Polite`cnica de Catalunya. It is worth to mention that this work has represented an innovative
work of this group in the application field of smart cities. The distributed data analytics architecture
experimentally designed and developed by the researchers of the group perfectly fits with the assumptions
done in this project. In this regard, part of the outcomes of this work will be provided as starting point for
the use cases to be considered in the recently started H2020 European Project named METRO-HAUL, that
will investigate in smart optical metro infrastructures able to support traffic originating from heterogeneous
5G access networks.
I am specially happy to have worked with the researchers of the GCO. They all treated me very well,
were very kind and explained me what they work on, which is focused on reconfiguring optical networks.
Furthermore, the fact of watching what kind of things they were doing has helped me to decide what I want
to do in the future, and it has given me insights into very interesting topics that I did not know before.
6.3 Future work
In the future, maybe as a final master thesis, this work may be extended. One of the parts of this work
that can be extended are the development of a more sophisticated optimisation method that treats every
49
Autonomic urban traffic optimization using DA
traffic light independently so the network can be even more adapted to the traffic. It would also be very
interesting to develop more local nodes of the network and a system controller and see how they interact
with each other when working all at the same time, seeing an actual distributed analytics system in action.
It could also be studied the performance of the classifier taking into account that not every street would
have a sensor, so an study of the performance of this architecture without having all the complete data of
the network should be done. Finally, it would be much better if real urban traffic data were available. That
would be extremely useful, because then the network could model a real city with real traffic. Nowadays
it is difficult to obtain traffic data as detailed as a micro-simulator requires, but there are projects for
providing more detailed data, like the project OpenTraffic [19].
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Acronyms
DA Data Analytics.
IDL Induction Loop Detector.
ITS Intelligent Transportation Systems.
LIFTER Light Phase Optimizer.
MMTT Maximum Mean Travel Time.
MTT Mean Travel Time.
RBF Radial Basis Functions.
SGD Stochastic Gradient Descent.
SUMO Simulation of Urban MObility.
SVM Support Vector Machines.
TRAP Traffic Perturbation Classifier.
VIP Video Image Processor.
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A. Backpropagation
This appendixs explain the backpropagation algorithm used for computing the gradient vector in a neural
network. The equations are derived for a layer with one hidden layer. The parameters of this network are
the followings:
• input vector of size p. They are labelled xri as the r-th component of sample xi .
• hidden layer of H neurons.
• output layer of K neurons.
• the weights from the input to the hidden layer are αrs r = 0 : p, s = 1 : H.
• the weights from the hidden layer to the output layer are βrs r = 0 : H, s = 1 : K .
• activation function σ on the hidden layer.
• the activation function of the output layer is the softmax function, defined in 4.1.4.
The loss function of the network is expressed as the sum of the errors for every sample (N is the size
of the training set):
L(w) =
N∑
i=1
Li (w)
Also the following variables are defined like in [10]:
zri = σ(α0r +
p∑
t=1
αtr xri )
Tri = β0r +
H∑
t=1
βtrzti
This variables form the vectors
Zi = (z1i , ..., zHi )
that are the value of the activation of the hidden layer for sample xi and Ti = (T1i , ..., TKi ), the values
before the activation of the softmax function.
Finally, the output of neuron k (of the output layer) given sample xi is fk (xi ). At output neuron k the
activation function gk (Ti )
6 satisfies: fk (xi ) = gk (Ti ).
Once the notation to be used is defined, this is how backpropagation works. It aims at computing the
gradient of L(w) by computing the gradients of Li (w), that are derived using the chain rule:
∂Li
∂βrs
=
∂Li
∂fs(xi )
∂fs(xi )
∂βrs
=
∂Li
∂fs(xi )
∂gs(Ti )
∂βrs
=
∂Li
∂fs(xi )
∂gs(Ti )
∂Tsi
∂Tsi
∂βrs
=
∂Li
∂fs(xi )
∂gs(Ti )
∂Tis
zri
6The softmax function does not only depend on the value that arrives to the given neuron, it depends on the values that
arrive to all the neurons of the output layer
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Then it is δsi defined such that:
∂Li
∂βrs
= δsi zri
The same procedure is used to derive with respect to αrs . Using also the chain rule:
∂Li
∂αrs
=
K∑
k=1
∂Li
∂fk (xi )
∂fk (xi )
∂αrs
=
K∑
k=1
∂Li
∂fk (xi )
∂gk (Ti )
∂Tki
∂Tki
∂αrs
We can observe that the first two terms are δki . The last derivative is:
∂Tki
∂αrs
=
∂Tki
∂zsi
∂zsi
∂αrs
= βsk
∂zsi
∂αsr
= βskσ
′(zsi )
∂α0s +
∑p
l=1 αlsxli
∂αrs
= βskσ
′(zsi )xri
To summarise, the following equations are obtained:
δsi =
∂Li
∂fs(xi )
∂gs(Ti )
∂Tsi
∂Li
∂βrs
= δsi zri
∂Li
∂αrs
=
K∑
k=1
δkiβskσ
′(zsi )xri
These are the backpropagation equations used for computing the gradient of the loss function L, because
now:
∂L
∂αrs
=
N∑
i=1
∂Li
∂αrs
and an analogous formula is used for the derivative with respect to βrs .
Backproagation works in two steps. In the first step, the values of xi are feed to the network and the
outputs are computed. Then, with this values the parameters δsi are computed, and with them and the
values of the Zi and Ti the gradient for the given weights can be found (backward pass).
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B. Scenarios
The followings are all the paths studied in the scenarios:
(a) Scenario 1 (b) Scenario 2
Figure 23: Scenarios 1 and 2
(a) Scenario 3 (b) Scenario 4
Figure 24: Scenarios 3 and 4
(a) Scenario 5 (b) Scenario 6
Figure 25: Scenarios 5 and 6
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Figure 26: Scenario 7
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C. Confusion matrices
XXXXXXXXXXXcase
classification
case 0 case 1 case 2 case 3 case 4 case 5 case 6 case 7
case 0 198 0 0 0 0 3 4 5
case 1 0 210 0 0 0 0 0 0
case 2 0 0 210 0 0 0 0 0
case 3 0 0 0 210 0 0 0 0
case 4 0 0 0 0 208 2 0 0
case 5 0 0 0 0 4 206 0 0
case 6 1 0 1 0 0 1 205 2
case 7 6 0 0 0 0 0 1 203
Table 8: Confusion matrix obtained with naive Bayes assuming a Gaussian distribution
XXXXXXXXXXXcase
classification
case 0 case 1 case 2 case 3 case 4 case 5 case 6 case 7
case 0 176 3 3 0 5 12 2 9
case 1 1 198 3 0 1 5 0 2
case 2 0 0 207 0 0 0 3 0
case 3 5 1 3 198 2 0 0 1
case 4 4 1 3 0 197 4 0 1
case 5 20 1 3 0 3 179 1 3
case 6 9 1 3 1 2 1 188 5
case 7 18 2 3 1 3 4 4 175
Table 9: Confusion matrix obtaiend with the decision tree
XXXXXXXXXXXcase
classification
case 0 case 1 case 2 case 3 case 4 case 5 case 6 case 7
case 0 206 0 0 0 0 0 2 2
case 1 1 209 0 0 0 0 0 0
case 2 0 0 208 0 0 0 2 0
case 3 0 0 0 210 0 0 0 0
case 4 0 0 0 0 208 2 0 0
case 5 20 0 0 0 4 183 0 3
case 6 9 0 0 0 0 1 198 2
case 7 18 0 0 0 0 0 4 188
Table 10: Confusion matrix obtained with the k-nearest neighbour method with k =
25
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XXXXXXXXXXXcase
classification
case 0 case 1 case 2 case 3 case 4 case 5 case 6 case 7
case 0 201 0 0 0 0 5 2 2
case 1 0 210 0 0 0 0 0 0
case 2 0 0 210 0 0 0 0 0
case 3 0 0 0 210 0 0 0 0
case 4 0 0 0 0 206 4 0 0
case 5 3 0 0 0 4 201 0 2
case 6 1 0 0 0 0 0 207 2
case 7 3 0 0 0 0 0 2 205
Table 11: Confusion matrix obtained with kernel method using RBF with parameters
C = 1 and γ = 0.0001
XXXXXXXXXXXcase
classification
case 0 case 1 case 2 case 3 case 4 case 5 case 6 case 7
case 0 193 1 0 1 2 5 3 5
case 1 0 209 0 0 0 0 0 1
case 2 0 0 210 0 0 0 0 0
case 3 0 0 0 210 0 0 0 0
case 4 2 0 0 0 203 5 0 0
case 5 4 0 1 0 6 197 1 1
case 6 1 0 1 0 0 0 206 2
case 7 2 0 1 0 0 0 2 205
Table 12: Confusion matrix obtained with neural network of 1 hidden layer with 9
neurons
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D. Normality test
A normality test was performed on the lectures of the sensors for each scenario. These are the results
obtained with scenario 0. The test was a Shapiro-Wilk test, and was performed with R using the package
MVN. From the results it is clear that the variables cannot be considered normal.
sensor statistic p-value normality
0to1 0.9820 0.0000 NO
0to5 0.9938 0.0629 YES
10to11 0.9836 0.0001 NO
10to15 0.9824 0.0000 NO
11to12 0.9780 0.0000 NO
11to6 0.9705 0.0000 NO
12to13 0.9850 0.0001 NO
12to17 0.9877 0.0008 NO
13to14 0.9678 0.0000 NO
13to8 0.9821 0.0000 NO
14to19 0.9773 0.0000 NO
14to37 0.9745 0.0000 NO
15to20 0.9703 0.0000 NO
15to41 0.9788 0.0000 NO
16to11 0.9877 0.0008 NO
16to15 0.9776 0.0000 NO
17to16 0.9794 0.0000 NO
17to22 0.9814 0.0000 NO
18to13 0.9727 0.0000 NO
18to17 0.9830 0.0000 NO
19to18 0.9881 0.0010 NO
19to24 0.9718 0.0000 NO
1to2 0.9783 0.0000 NO
1to26 0.9761 0.0000 NO
20to21 0.9770 0.0000 NO
20to30 0.9703 0.0000 NO
21to16 0.9837 0.0001 NO
21to22 0.9854 0.0002 NO
22to23 0.9861 0.0003 NO
22to32 0.9704 0.0000 NO
23to18 0.9873 0.0006 NO
23to24 0.9698 0.0000 NO
24to34 0.9775 0.0000 NO
24to35 0.9838 0.0001 NO
25to0 0.9903 0.0045 NO
27to2 0.9914 0.0100 NO
29to4 0.9921 0.0174 NO
2to3 0.9723 0.0000 NO
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2to7 0.9878 0.0008 NO
31to21 0.9884 0.0012 NO
33to23 0.9900 0.0038 NO
36to19 0.9909 0.0071 NO
38to9 0.9901 0.0040 NO
3to28 0.9781 0.0000 NO
3to4 0.9683 0.0000 NO
40to20 0.9877 0.0008 NO
42to10 0.9888 0.0016 NO
44to0 0.9924 0.0218 NO
4to39 0.9669 0.0000 NO
4to9 0.9855 0.0002 NO
5to10 0.9887 0.0015 NO
5to43 0.9644 0.0000 NO
6to1 0.9705 0.0000 NO
6to5 0.9735 0.0000 NO
7to12 0.9876 0.0007 NO
7to6 0.9674 0.0000 NO
8to3 0.9760 0.0000 NO
8to7 0.9673 0.0000 NO
9to14 0.9824 0.0000 NO
9to8 0.9851 0.0001 NO
Table 13: Results for normality test on the case 0 samples from the sensors
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E. Decision tree
Figure 27: Decision tree obtained
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F. Improvement of the network
The other improvements of the network not showed in the results sections are represented here.
Figure 28: Representation of the cost function in scenario 2 when the change of traffic lights configuration is
performed
Figure 29: Representation of the cost function in scenario 3 when the change of traffic lights configuration is
performed
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Figure 30: Representation of the cost function in scenario 4 when the change of traffic lights configuration is
performed
Figure 31: Representation of the cost function in scenario 5 when the change of traffic lights configuration is
performed
Figure 32: Representation of the cost function in scenario 6 when the change of traffic lights configuration is
performed
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