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Traditional machine learning applications, such as optical character recognition, arose from the
inability to explicitly program a computer to perform a routine task. In this context, learning
algorithms usually derive a model exclusively from the evidence present in a massive dataset. Yet in
some scientific disciplines, obtaining an abundance of data is an impractical luxury, however; there is
an explicit model of the domain based upon previous scientific discoveries. Here we introduce a new
approach to machine learning that is able to leverage prior scientific discoveries in order to improve
generalizability over a scientific model. We show its efficacy in predicting the entire energy spectrum
of a Hamiltonian on a superconducting quantum device, a key task in present quantum computer
calibration. Our accuracy surpasses the current state-of-the-art by over 20%. Our approach thus
demonstrates how artificial intelligence can be further enhanced by “standing on the shoulders of
giants.”
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Prediction is paramount in almost every branch of sci-
ence. In studying and designing learning systems, we
are interested in prediction performance on examples un-
encountered during training. As machines learn induc-
tively, generalizing training examples into an accurate
model requires some restriction on the search space of hy-
potheses, based upon prior knowledge [1–4]. The choice
of hypothesis space constitutes the problem of inductive
bias [2–6], which is of broad significance in scientific ap-
plications.
Some scientific applications, such as quantum exper-
iments, provide a paucity of data due to experimental
cost, but compensate with an explicit model based upon
previous discoveries [7–11]. In prior work, this prior
knowledge has been disregarded, and research has fo-
cused on entirely data-driven approaches that reproduce
major scientific achievements or learn from toy data [12–
19]. This leads us to ask if a machine learner can leverage
prior scientific knowledge in order to outperform con-
temporary researchers? Particularly in scenarios with a
shortage of experimental data.
Here, we introduce a new framework that restricts a
learning algorithm’s search space of hypotheses. It does
so by leveraging prior knowledge contained in predictions
generated by a scientific model (see Fig. 1). In contrast
to conventional supervised learning, we focus on the si-
multaneous prediction of multiple real variables, which is
known as multi-target regression [5, 20–22]. This enables
the learning algorithm to improve generalizability over
the scientific model by discovering relationships among
the targets, which the model did not envisage. In prin-
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ciple, this approach shares similarities with neuroplas-
ticity, whereby the nervous system is able to adapt and
optimize its limited resources in response to sensory ex-
periences [23].
To test our learning system, we establish a proxy of ex-
pert human-level performance on the calibration bench-
mark task of simultaneously predicting the entire energy
spectrum of a Hamiltonian on a superconducting quan-
tum device [8, 10, 11, 24]. In this scenario, there is a
shortage of data due to operational cost of the exper-
iment [8]. The explicit scientific model of the device’s
quantum behavior is state-of-the-art [8, 10, 11]. We
demonstrate that our learning system surpasses this base-
line of expert human-level performance by over 20% (see
Fig. 2). Consequently, we advance the current ability
to precisely generate Hamiltonians with programmable
parameters for a variety of quantum simulation applica-
tions. Our result complements other recent applications
of machine learning in scientific settings, and more specif-
ically quantum systems [7, 9, 12–19, 25–31]. To interpret
our results we use techniques from explainable machine
learning [32, 33] to uncover parameter dependencies in
the original scientific model.
Results
Benchmark task – In order to establish a proxy of
expert human-level performance for the analysis of our
learning system, we study a superconducting qubit archi-
tecture [24]. The quantum device is a nearest-neighbor
coupled linear chain of superconducting qubits with tun-
able qubit frequencies and tunable inter-qubit interac-
tions [8, 10, 11, 24]. Each qubit is embedded in the
subspace spanned by the ground state and first excited
state of a nonlinear photonic resonator in the microwave
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2FIG. 1: Conceptual representation of the learning framework.
Given a base regressor’s initial multi-target predictions and
the multi-target observations, we wrangle this data for multi-
target supervised learning [20, 21]. Next, the boosting algo-
rithm receives the training examples and acquires an induc-
tive bias from the initial predictions. This compensates for
a shortage of training examples, and the boosting algorithm
improves generalizability over the base regressor. Given a new
example, the boosting algorithm’s returned regressor predicts
a real vector.
FIG. 2: Benchmark task. Using the learning framework in
Fig. 1, our learning system surpasses the state-of-the-art [8,
10, 11] by over 20% on the calibration task of simultaneously
predicting the entire energy spectrum of a Hamiltonian Eq. 1
on a nearest-neighbor coupled linear chain of superconducting
qubits. Moreover, our learning system outperforms the state-
of-the-art on each individual prediction task, i.e., Yj , where
j ∈ {1, 2, . . . , 5}.
regime. The total Hamiltonian of the device is approxi-
mately described by the Bose-Hubbard model truncated
at two local excitations
H =
n∑
j=1
δj aˆ
†
j aˆj +
L
2
aˆ†j aˆj(aˆ
†
j aˆj − 1)
+
n−1∑
j=1
gj,j+1(aˆ
†
j aˆj+1 + aˆj aˆ
†
j+1),
(1)
where n > 1 is the number of qubits, aˆ† (aˆ) is the bosonic
creation (annihilation) operator, δj is the random on-site
detuning, L is the on-site Hubbard interaction, and gj,j+1
is the hopping rate between nearest neighbor lattice sites.
Quantum evolution is typically realized by allowing the
entire system to interact at once, which also admits trans-
lation into the prototypical quantum circuit model [10].
In the benchmark task, the device contains 9 qubits.
The n = 5 rightmost qubits and 4 interleaving cou-
plers were utilized during experimentation, while the 4
leftmost qubits and couplers were left idle. The de-
vice is being calibrated for a many-body localization
experiment [8, 11], where different relaxation dynam-
ics are observed, depending on the extent of random
disorder in the system. Probing this quantum phe-
nomenon requires study of the entire energy spectrum,
which be achieved experimentally through many-body
Ramsey spectroscopy [8].
Here, we focus on the identification of 5 eigenenergies
belonging to Eq. 1, when it describes hopping of a single
photon in a disordered potential. The energy eigenstates
are generally not local and each instance of the many-
body Ramsey spectroscopy technique sorts the measured
eigenenergies in ascending order: Y1, Y2, . . . , Y5. In the
present context of machine learning, we refer to these
variables as single-targets and to their collection as a
multi-target (details in Methods).
The calibration is performed in two steps [8, 10, 11],
where the benchmark dataset pertains to the second step.
In the first step, the room temperature time-dependent
pulses that orchestrate the computation are calibrated
to arrive at the device: orthogonally, synchronously, and
without pulse-distortion [10]. In the second step, the con-
trol pulses are converted to matrix elements of the Hamil-
tonian Eq. 1. Underlying this conversion is a finitely
parameterized model of the device’s electronic circuitry,
which is directly encoded in the classical control pro-
gram [8, 10, 11].
Inferring the physical parameters of the control model
entails fitting the two lowest transition energies of each
qubit as a function of qubit and coupler flux-biases [10].
Next, the many-body Ramsey spectroscopy technique
benchmarks the collective dynamics of the device, where
all of the qubits are coupled and near resonance with each
other [8, 11]. Then, minimization of the absolute error
loss function, which compares the multi-targets with the
multi-target predictions generated by the classical control
program, numerically optimizes the physical parameters
(see Eq. 5 in Methods). Lastly, the updated classical con-
trol program generates 136 multi-target predictions for
the 136 multi-targets in the benchmark task. Using 41 of
these multi-targets and the corresponding predictions, we
compute the mean absolute errors for the single-targets
and the average mean absolute error for the multi-targets
(see Eq. 8 and Eq. 9 in Methods). We refer to the 1.34
MHz average mean absolute error as the benchmark er-
ror in Fig. 2. Using this benchmark error, we establish a
proxy of expert human-level performance on the bench-
3mark task. As the estimated optimal error rate, set by
the coherence time of the device, is 1MHz [8], we ask the
algorithm design question: can we do better?
Using the classical control program, this would re-
quire us to directly write the higher order terms in
the Hamiltonian, environmental interactions, manufac-
turing or operational errors, etc., for every recalibration.
Clearly this strategy is impractical within recalibration
timescales [34, 35]. Therefore, we propose a paradigm
shift, whereby we incorporate the prior knowledge in the
classical control program into a boosting algorithm whose
primary goal is to discover a more accurate model of the
domain (see Fig. 2). In this way, we can feedback im-
proved multi-target predictions to the optimization step
in the calibration process and update the physical pa-
rameters in the control model [10]. Thus, enhancing the
ability to generate Hamiltonians with programmable pa-
rameters for a variety of quantum simulation applica-
tions.
Learning Framework – Multi-target regression aims
to simultaneously predict multiple real variables, and re-
search in this direction is intensifying [20, 21]. Here, we
introduce a two-step stacking [20, 21, 36–38] framework
that supplies a boosting algorithm with an inductive bias
contained in the initial multi-target predictions generated
by a base regressor (details in Methods). In essence, the
base regressor acts as data preprocessor and the boosting
algorithm assays to improve generalization performance
by discovering relationships among the single-targets.
This approach is related to multi-target regularization,
which reduces the problem of overfitting [20, 21, 38], as
well as methods in deep learning, such as pre-training [39]
and weight sharing [5].
In applying the learning framework to the benchmark
dataset, the first step wrangles the data for multi-target
supervised learning [20, 21]. Namely, we regard a multi-
target prediction generated by the classical control pro-
gram [8, 10, 11] as an example and the associated instance
of the many-body Ramsey spectroscopy technique [8] as
the label. Under the distribution-free setting [40–45],
we split the labeled examples into mtrain = 95 and
mtest = 41 ordered pairs for training and test data,
respectively, where the choice of splitting fraction is a
heuristic [45, 46]. In the second step, a boosting algo-
rithm receives the training examples with pairwise cor-
relations shown in Fig. 3, and we request a multi-target
regressor hˆ as output. The boosting algorithm proceeds
by reducing the multi-target regression task to 5 inde-
pendent single-target regression subtasks [20, 21]. For
the jth single-target regression subtask, the jth single-
target boosting algorithm induces the single-target re-
gressor hˆj on the jth slice of the training examples, where
j = {1, 2, . . . , 5} (see Eq. 11 in Methods). Subsequently,
the boosting algorithm concatenates the single-target re-
gressors into a multi-target regressor. Given a new exam-
ple X, the multi-target regressor predicts a 5-dimensional
real vector Yˆ = hˆ(X).
Gradient boosting prior knowledge – Boosting
FIG. 3: Pairwise correlations in the training examples. We
denote the features in each example by Xj , and the single-
targets in each multi-target by Yj , where j ∈ {1, 2, . . . , 5} is
the number of superconducting qubits utilized in the bench-
mark task [8, 10, 11].
is an algorithmic paradigm for improving the perfor-
mance of any given learning algorithm, interconnecting
machine learning [47–58], statistics [43–45, 59, 60] and
signal processing [61–63] through the study of additive
expansions [43, 45, 49, 60]. Gradient boosting is a generic
version of boosting, which is widely used in practice [43–
45, 57, 58, 64], and the additive expansion is designed
to finesse the curse of dimensionality and provide flex-
ibility over linear models [43–45, 49, 60]. Nonetheless,
the standard form of gradient boosting does not allow
for the direct incorporation of prior knowledge, which is
essential in the benchmark task.
Here, we propose a modification of the standard addi-
tive expansion [43–45, 57, 58, 64] for the jth single-target
regression subtask
hj(X; {αj , θj}) = Xj +
Kj∑
k=1
αj,kb(X; θj,k)), (2)
where the collection of expansion coefficients αj,k
and parameter sets θj,k is given by {αj , θj} =
{αj,1, . . . , αj,Kj , θj,1, . . . , θj,Kj}, and Kj denotes the
number of real-valued basis functions b(X; θj,k) of the
example X (details in Methods). In the standard addi-
tive expansion, the first term is a constant offset value
that does not depend upon the example, and it is usu-
ally determined by maximum likelihood estimation [43–
45, 49, 60]. In the work of Schapire et al, prior knowledge
was incorporated into the Go¨del prize winning AdaBoost
algorithm by modifying the loss function for single-target
classification tasks [56]. In machine learning, the basis
function is called a weak learner [48, 50–54, 56], and
the predominant choice is a shallow decision tree [43–
45, 57, 58, 64]. Taking a reroughing viewpoint [59], Eq. 2
decomposes the jth single-target into a smooth term,
i.e., the first term, and a noise term, i.e., the linear sum
4of basis functions. In the application, the classical con-
trol program [8, 10, 11] generates the smooth term and
the noise term adaptively models the relationships be-
tween the single-targets in Fig. 3 without overwhelming
the prior knowledge (see Supplementary Information).
In practice, fitting an additive expansion by mini-
mizing the data-based estimate of the jth single-target
expected loss is usually infeasible [43–45, 60–63] (see
Eq. 6 in Methods). Here, we employ a greedy stage-
wise algorithm to approximate this optimization prob-
lem, whereby the stagewise algorithm sequentially ap-
pends basis functions to the additive expansion without
adjusting the previously learned expansion coefficients or
parameter sets, as opposed to a stepwise algorithm [43–
45, 60–63] (see Alg. 1 in Methods). As a result of modi-
fying the standard additive expansion in Eq. 2, the learn-
ing framework directly incorporates prior knowledge into
gradient boosting [43–45, 57, 58, 64] by changing the ini-
tialization step (details in Methods). As an aside, this
idea can be applied in compressed sensing by similarly
changing the initialization step in matching pursuit and
its extensions [61–63].
Inbuilt model selection – The greedy stagewise al-
gorithm does not always improve performance over the
smooth term. Hence, we introduce an augmented version
with inbuilt model selection, which scores the incum-
bent smooth term and the candidate greedy stagewise
algorithm with a modification of k-fold cross-validation
(details in Methods). If the incumbent performs better
or equally well, then the augmented version returns the
smooth term as the induced single-target regressor. Oth-
erwise, the augmented version calls the candidate (see
Alg. 2 in Methods).
In Fig. 4, we illustrate the model selection step with
an augmented learning curve for the single-target regres-
sion subtask Y3 with training sizes varying between 23
to 95 ordered pairs. Here, the augmented learning curve
shows the incumbent error (red) in addition to the train-
ing and cross-validation errors (blue and yellow) shown
in a prototypical learning curve [22, 45, 46]. The incum-
bent error bounds the cross-validation error from above.
As the training size increases, the training error tends to
increase, the cross-validation error tends to decrease, and
both errors exhibit random fluctuations, which typically
occur with less than 100 ordered pairs [46]. When there
are less than 51 ordered pairs, the incumbent usually per-
forms better, whereas the candidate always outperforms
the incumbent with 51, or more, ordered pairs.
For the single-target regression subtasks Y1, Y2, and
Y5, the candidate always performs better, and in general
the candidate always performs better with 60, or more,
ordered pairs (see Supplementary Information). Thus,
the boosting algorithm used the greedy stagewise algo-
rithm in each single-target regression subtask in Fig. 2,
where the boosting algorithm outperforms the baseline of
expert human-level performance [8, 10, 11] by over 20%.
Examining the prior knowledge – Data prepro-
cessing can significantly impact generalization perfor-
FIG. 4: Augmented learning curve for the single-target Y3.
We show the training, cross-validation, and incumbent errors
for varying amounts of training examples in blue, orange, and
red, respectively. As a consequence of the inbuilt model se-
lection step, the cross-validation error is bounded from above
by 0.87 MHz. With 51, or more, ordered pairs the candidate
greedy stagewise algorithm always outperforms the incum-
bent smooth term [8, 10, 11].
mance, especially if there is a shortage of training ex-
amples [22, 39]. Here, we examine the classical control
program [8, 10, 11] as a data preprocessor for the down-
stream boosting algorithm, whereby the classical control
program transforms 5 qubit and 4 coupler bias features
from an instance of the spectroscopy protocol [8] into an
initial multi-target prediction (see Supplementary Infor-
mation). Namely, we regard a collection of 5 qubit and
4 coupler bias features as an example, and we induce a
fully-connected neural network [22] for each single-target.
Next, we apply the SHAP framework to approximate
each induced neural network with a simpler linear ex-
planation model [32] (see Eq. 12 in Methods). The linear
coefficients, known as SHAP values, allocate the impor-
tance of each feature for each single-target training data
prediction [32, 33].
In Fig. 5, we acquire an overview of each feature’s im-
portance and effect in the single-target regression subtask
Y1 [32, 33] (see Eq. 13 in Methods; see Supplementary
Information for additional SHAP summary plots). The
features are ascendingly ordered from bottom to top ac-
cording to their importance, a point represents a SHAP
value, and the coloring represents the bias value, e.g., a
reddish point for the coupler 5/6 bias feature illustrates
strong coupling at the coupler between the 5th and 6th
qubit sites. As can be clearly seen in Fig. 5, the qubit
8 bias is the most important feature, which corresponds
to an interior qubit site near the physical boundary of
the linear chain. The coupler 5/6 bias is the only coupler
bias in the top 4 features.
In comparison, the coupler 5/6 bias is the most im-
portant feature in the single-target regression subtasks
Y3 and Y4, and the coupler 8/9 bias is the most impor-
tant feature in the single-target regression subtasks Y2
and Y5 (see Supplementary Information). The former
5FIG. 5: SHAP summary plot [32] for the single-target Y1.
Using the collection of 9 qubit and coupler bias features as
an example, we induce a fully connected neural network [22]
to predict Y1. The horizontal axis is centered at the average
training example prediction, and the vertical axis ascendingly
orders the features according to their importance. Each point
is a SHAP value for a particular example, the coloring rep-
resents the bias value, and overlapping points are randomly
jittered along the vertical axis to avoid collisions [32, 33].
feature corresponds to a coupler near the experimentally
imposed boundary of the linear chain, and the latter fea-
ture corresponds to a coupler near the physical boundary
of the linear chain. Whereas the qubit biases, which cor-
respond to interior qubit sites, are 3 out of the 4 most
important features in the single-target regression subtask
Y1, the only other single-target regression subtask with a
qubit bias in the top 4 features is Y2.
This feature dependence merits some discussion. As
each instance of the spectroscopy protocol [8] ascendingly
orders the eigenenergies, one might expect that on aver-
age over all runs the feature dependence would be qual-
itatively the same for each single-target. Indeed, under
independent and identically distributed sampling of the
input parameters we would expect the data to exhibit a
symmetry under permutation among the local bias and
coupling parameters in Eq. 1. In line with this intu-
ition, we observe a noticeably marked dependence on the
coupler bias features closest to the physical boundaries
for all single-targets. However, more generally, the per-
mutation symmetry is broken in the benchmark dataset,
not least because the model consists of few sites and
is patently not well approximated by closed boundary
conditions. Some of the individual single-targets, for in-
stance, have a stronger dependence on specific on-site
biases than others. This suggest that different sites cor-
relate more strongly with larger or smaller eigenenergies.
An example is the aforementioned strong dependence of
the most negative eigenenergy Y 1 on the on-site bias at
site 8. We attribute this to the geometry of the physi-
cal configuration and note that this asymmetric feature
dependence is already present in the initial multi-target
predictions generated by the data preprocessor.
Discussion
While entirely data-driven approaches are successful
in machine learning applications with an abundance of
data, these machine learning methods break down in sce-
narios with a shortage of data. Overcoming this obstacle
requires some resource that compensates for the lack of
data [56]. In quantum device calibration applications,
data accumulation is low [8], but there is an analytical
model of the domain based upon prior scientific discov-
eries. Our result demonstrates that a machine learner
can refine and enhance such discoveries with a minus-
cule amount of real experimental data. Using this ap-
proach, our learning system surpassed its scientific con-
temporaries [8, 10, 11] by over 20% on the supercon-
ducting quantum device calibration task, thereby pro-
viding a pathway for the successful interface of artifi-
cial intelligence and physics. Moreover, we have demon-
strated the robustness of our approach by incorporating
inbuilt model selection and we have established a diag-
nostic method to examine the underlying scientific model
with SHAP learning techniques [32, 33].
Although we have focused on a quantum device cali-
bration application, the presented machine learning ap-
proach can have significant impact further afield. We
have introduced an additive expansion in Eq. 2 that is
a modification of a model at the heart of several func-
tion approximation methods in engineering [47], ma-
chine learning [47, 50, 52–55, 57, 58], statistics [43–
45, 49, 59, 60] and signal processing [61–63]. Gradient
boosting is one of the most popular learning algorithms in
data science and machine learning competitions [57, 58],
and also in real-world production pipelines [64]. Our ap-
proach enables it to take advantage of prior knowledge,
especially when data is scarce. Other potential appli-
cations include compressed sensing, where prior knowl-
edge about sparsity has resulted in an advantage over
the Nyquist-Shannon sampling theorem [61–63]. Indeed,
physical manifestations of Occam’s razor, symmetry and
complexity have already significantly influenced the de-
velopment of learning and prediction [26, 31, 65, 66] – and
thus a systematic approach to incorporating prior scien-
tific knowledge into a machine learner provides a natural
advancement of the mutualistic relationship between hu-
man researchers and artificial intelligence.
Acknowledgements
We are grateful to Benjamin Chiaro, who ran the ex-
periment, collected the data, and shared it with us during
his time as a graduate student at UC Santa Barbara, and
to Pedram Roushan for helpful discussions. This work is
supported by the Singapore Ministry of Education Tier
1 grant RG162/19, Singapore National Research Foun-
dation Fellowship NRF-NRFF2016-02 and NRF-ANR
grant NRF2017-NRF-ANR004 VanQuTe, and the FQXi
large grants: the role of quantum effects in simplifying
6adaptive agents and are quantum agents more energet-
ically efficient at making predictions? A.W. was par-
tially supported by the Grant TRT 0159 on mathemati-
cal picture language from the Templeton Religion Trust
and thanks the Academy of Mathematics and Systems
Science (AMSS) of the Chinese Academy of Sciences
for their hospitality, where part of this work was done.
F.C.B. acknowledges funding from the European Unions
Horizon 2020 research and innovation programme under
the Marie Skodowska-Curie Grant Agreement No. 801110
and the Austrian Federal Ministry of Education, Science
and Research (BMBWF).
Methods
Multi-target regression background – In the set-
ting of our learning framework, let X be the domain,
where we refer to points in X as examples. Let Y ⊆ Rn
be the target space of multi-target observations, where
we refer to vectors in Y as multi-targets and to compo-
nents of vectors as single-targets. We refer to an ordered
pair in the product of the domain and the target space
(X,Y ) ∈ X × Y as a labeled example. Moreover, we are
given a finite sequence of labeled examples
S = {(X(i), Y (i))}mi=1 ∈ (X × Y)m, (3)
which is supposed random so that there is an unknown
probability distribution on X × Y [40–42].
We wish to find some simple pattern in the labeled
examples, namely a multi-target regressor h : X → Y.
However, there may be no functional relationship be-
tween the domain and the target space in this agnos-
tic setting [41, 42]. In order to measure the predic-
tive prowess of a multi-target regressor, we introduce
the decision theoretic concept of a loss function [40–45],
where we denote a non-negative multi-target loss func-
tion by ` : Y × Y → R≥0. Given a labeled example
(X,Y ) ∈ X × Y, the loss of some multi-target regres-
sor h on the labeled example is denoted by `(Y, h(X)).
The multi-target loss function measures the magnitude
of error in predicting h(X), when the multi-target is Y.
Here, we study loss functions that are decompos-
able over the targets, which provides a joint target
view [20, 21]. Let Yj ⊆ R be the single-target space of the
jth single-target observations. We denote a single-target
regressor by hj : X → Yj . We denote a nonnegative
single-target loss function by `j : Yj × Yj → R≥0. Given
a labeled example in the product of the domain and the
single-target space (X,Yj) ∈ X × Yj , the loss of some
single-target regressor hj on the labeled example is de-
noted `j(Yj , hj(X)). The single-target loss function mea-
sures the magnitude of error in predicting hj(X), when
the single-target is Yj . We define a loss function that is
decomposable over the targets by
`(Y, h(X)) =
n∑
j=1
`j(Yj , hj(X)), (4)
in accord with [20, 21]. In the application, we study the
absolute error loss function, which is decomposable over
the targets. Namely,
`(Y, h(X)) = ||Y − h(X)||1
=
n∑
j=1
|Yj − hj(X)|
=
n∑
j=1
`j(Yj , hj(X)),
(5)
where || · ||p denotes the Lp norm. Using the joint view,
the multi-target regression task reduces to n independent
single-target regression subtasks
EX,Y [`(Y, h(X))] = EX,Y [
n∑
j=1
`j(Yj , hj(X))]
=
n∑
j=1
EX,Yj [`j(Yj , hj(X))], (6)
where the first line follows from the choice of a loss func-
tion that is decomposable over the targets, and the sec-
ond line follows from linearity [20, 21]. In this case, the
optimal jth single-target regressor is the one that mini-
mizes the jth single-target expected loss
h∗j = argmin
hj
EX,Yj [`j(Yj , hj(X))]. (7)
Under the distribution-free setting, the jth single-
target expected loss is not available [40–45]. Conse-
quently, we split Eq. 3 into training, validation, and test
data, if there is sufficient data for an explicit validation
stage. Otherwise, we forgo the validation split. Here, we
focus on the case of splitting Eq. 3 into mtrain and mtest
ordered pairs for training and test data, respectively, as
there is a shortage of labeled examples in the applica-
tion. Moreover, we isolate the test data from the training
data, whereby training data is recyclable and test data is
single-use. Using the test data, we approximate the jth
single-target expected loss with the mean absolute error
1
mtest
mtest∑
i=1
|Y (i)j − hj(X(i))|. (8)
Then, we approximate the expected loss with the average
mean absolute error
1
n
n∑
j=1
1
mtest
mtest∑
i=1
|Y (i)j − hj(X(i))|, (9)
and we refer to this error as the benchmark error in Fig. 2.
Two-step stacking framework – In the learning
framework, let X ⊆ Rn be the domain of initial multi-
target predictions generated by a base regressor. We as-
sume the availability of these predictions as well as the
associated multi-target observations. In this way, the
7learning framework can be applied in tandem with sci-
entific models (see the Supplementary Information for
a brief review of the traditional two-step stacking ap-
proach).
In the first step, we wrangle the labeled examples Eq. 3,
and we represent them with an m× 2n design matrix
X(1) Y (1)
X(2) Y (2)
...
...
X(m) Y (m)
 ,
(10)
where m denotes the number of multi-targets and n de-
notes the number of single-targets. Next, we split Eq. 10
into mtrain and mtest rows for training and test data,
respectively. In the second step, the boosting algorithm
receives the training data, which has shape mtrain × 2n,
and we request a multi-target regressor as output. In the
jth single-target regression subtask, the boosting algo-
rithm slices the jth single-target from the training data
X(1) Y
(1)
j
X(2) Y
(2)
j
...
...
X(mtrain) Y
(mtrain)
j
 , (11)
where the matrix has shape mtrain × (n + 1). Next,
the single-target boosting algorithm detailed in Alg. 2
induces the jth single-target regressor hˆj on Eq. 11.
After completion of each single-target regression sub-
task, the boosting algorithm concatenates the induced
single-target regressors into the multi-target regressor
hˆ = (hˆ1, hˆ2, . . . , hˆn)
T . Given a new example X ∈ X ,
the multi-target regressor predicts an n-dimensional real
vector Yˆ = hˆ(X) (see Fig. 1).
Model selection – As the test data is single-use,
we need to simultaneously select the best performing
single-target boosting algorithm detailed in Alg. 1 for
the jth single-target regression subtask and estimate the
jth mean absolute error Eq. 8, where j ∈ {1, 2, . . . , n}.
Moreover, we need to ensure that the selected jth
single-target boosting algorithm is able to choose the
smooth term, if the noise term in Eq. 2 degrades per-
formance (see Fig. 4). For this objective, we review
nested cross-validation [22, 45, 67], and we describe the
modification of k-fold cross-validation utilized in Alg. 2,
which is similar to learning algorithms with inbuilt cross-
validation [22].
In Fig. 6, we illustrate k-fold cross-validation, e.g.,
k = 5, which is a precursor for nested cross-validation [22,
45, 67] and the inbuilt model selection step in Alg. 2. The
method begins by randomly partitioning Eq. 11 into k
non-overlapping folds, and k is typically a natural num-
ber between 5 and 10, inclusive. Next, we repeat the
following two steps k times with each of the withheld
folds used exactly once as the validation data:
FIG. 6: k-fold cross-validation. We represent the training
data as a light grey rectangle, and we illustrate 5-fold cross-
validation on the training data. In each iteration, the with-
held fold is colored light green and the 4 training folds are
colored light blue. We note that each of the withheld folds is
used exactly once as the validation data.
• Of the k folds, we withhold one for validation.
A single-target boosting algorithm receives the re-
maining k−1 folds as training data, and we request
a single-target regressor as output.
• We evaluate the induced single-target regressor on
the withheld fold from the previous step by com-
puting the average loss of the single-target regres-
sor.
Then, we average the k results from the second step,
and we refer to this average as cross-validation error.
This completes a single loop of the k-fold cross-validation
method. In best practices of machine learning, this
method is preferred over leave-one-out cross-validation,
wherein k = mtrain [22, 45, 67].
In nested cross-validation, the estimation method uti-
lizes an outer loop of k non-overlapping folds and an inner
loop of l non-overlapping folds. The outer loop is utilized
to estimate the jth mean absolute error Eq. 8 and the
inner loop is utilized to select the (hyper)parameters in
Alg. 1, such as the choice of basis function or value of
Kj in Eq. 2. The method begins by randomly partition-
ing Eq. 11 into k non-overlapping folds. Next, we repeat
the following two steps k times with each of the withheld
folds in the outer loop used exactly once as the validation
data:
• Of the k folds, we withhold a fold for valida-
tion. In the inner loop, we apply l-fold cross-
validation to the remaining k − 1 folds for mul-
tiple single-target boosting algorithms with differ-
ing (hyper)parameters. After completing the inner
loop, we select the best performing single-target
boosting algorithm based on the minimum inner
loop cross-validation error.
• The selected single-target boosting algorithm re-
ceives the k−1 folds from the previous step as train-
ing data, and we request a single-target regressor as
output. We evaluate the induced single-target re-
gressor on the withheld fold from the previous step
8by computing the average loss of the single-target
regressor.
Then, we average the k results from the second step, and
we use this average to approximate the jth mean absolute
error Eq. 8. In practice, we usually execute nested cross-
validation within an exhaustive hyperparameter search
tool, such asGridSearchCV by scikit-learn [22] (see Sup-
plementary Information for implementation details).
After completing nested cross-validation, we repeat the
second step in the learning framework. In the jth single-
target regression subtask, Alg. 2 utilizes Eq. 11 in a
modified k-fold cross-validation procedure to select ei-
ther the incumbent smooth term from the base regressor
or the candidate additive expansion Eq. 2 as the induced
single-target regressor. This entails modifying the second
step in the aforedescribed k-fold cross-validation method,
namely
• We independently evaluate the smooth term and
the induced single-target regressor on the withheld
fold from the previous step by computing the av-
erage loss of the smooth term and the single-target
regressor. We note that the smooth term always
predicts the jth feature, given an example from the
withheld fold.
Then, we independently average their k results, and we
refer to these averages as the incumbent error and the
cross-validation error, respectively. The inbuilt model se-
lection step in Alg. 2 selects the better algorithm based
on the minimum error. Subsequently, the boosting al-
gorithm completes each single-target regression subtask,
and the boosting algorithm returns the induced multi-
target regressor for evaluation on the test data.
Single-target gradient boosting – For the jth
single-target regression subtask, the single-target boost-
ing algorithm Alg. 1 takes as input training examples
Eq. 11, number of iterations Kj , single-target loss func-
tions {`j , ˜`j}, and basis function b characterized by pa-
rameter set θ. For instance, the parameter set would en-
code the split features, split locations, and the terminal
node means of the individual trees, if the choice of ba-
sis function were a shallow decision tree; see for exam-
ple [43–45, 57, 58]. In the application, we choose a stack-
ing regressor [22, 36, 37] as the basis function, which is
a two layer ensemble of single-target regressors (see Sup-
plementary Information).
In Alg. 1, the first line initializes to the smooth term for
each example in Eq. 11. In the for loop, line (a) computes
the pseudo-residuals with single-target loss function `j ,
whereby the term pseudo-residual emanates from the
term residual in least squares fitting and reroughing [43–
45, 59]. Line (b) enables the boosting algorithm to work
for any given single-target learning algorithm [43–45],
whereby the labels are the pseudo-residuals from line (a).
Line (c) computes the one-dimensional line search with
single-target loss function ˜`j . Line (d) sequentially ap-
pends the basis function to the additive expansion. The
output is the induced single-target regressor hˆj .
In the application, we modify line (c) in Alg. 1 to in-
clude L1 regularization (see the Supplementary Informa-
tion). In relation to previous work, the initialization step
in Alg. 1 depends upon the examples, whereas the stan-
dard form of gradient boosting initializes to the opti-
mal constant model: argminc
∑mtrain
i=1 `j(Y
(i)
j , c); see ref-
erences [43–45]. In matching pursuit and its extensions,
the greedy stagewise algorithms initialize to the zero vec-
tor, and they sequentially transform the signal into a neg-
ligible residual; see references [61–63] for the algorithmic
body differences and further details.
For the jth single-target regression subtask, the aug-
mented version of the single-target boosting algorithm
Alg. 2 takes as input training examples Eq. 11, num-
ber of iterations Kj , single-target loss functions {`j , ˜`j},
basis function b characterized by parameter set θ, num-
ber of cross-validation folds k, and k-fold cross-validation
single-target loss function. The inbuilt model selection
step in Alg. 2 selects the incumbent smooth term as the
induced single-target regressor, if the incumbent error is
less than or equal to the cross-validation error, otherwise
Alg. 2 calls Alg. 1 (k-fold cross-validation details in pre-
vious section). The output is the induced single-target
regressor hˆj .
Explainable machine learning – In machine learn-
ing competitions and products, complex models, such
as ensemble and deep learning models, are omnipresent.
Understanding why these models make certain predic-
tions is the focus of explainable machine learning [32, 33].
The SHAP framework unifies several approaches in ex-
plainable machine learning to replicate individual pre-
dictions generated by a single-target regressor with a
simpler linear explanation model whose coefficients mea-
sure feature importance [32]. In the work of S˘trumbelj
and Kononenko, these coefficients, known as SHAP val-
ues [32], were shown to be equivalent to the Shapley value
in cooperative game theory [68]. The explanation model
is defined as a linear function of binary variables
g(z′) = φ0 +
M∑
k=1
φkz
′
k (12)
where z′ ∈ {0, 1}M is a set of binary variables, M is
the number of features under consideration, and φk is a
real-valued feature attribution, known as a SHAP value,
for the kth feature. As the computation of Shapley val-
ues has an exponential time complexity [68], the SHAP
software approximates the coefficients with insights from
additive feature attribution methods; see [32].
In the application, we utilize the model-agnostic ap-
proximation method, known as Kernel SHAP, to com-
pute the SHAP values [32]. This enables us to ascer-
tain a simpler explanation model to approximate each
training data prediction generated by the induced fully-
connected neural networks [22], where M = 9 in Eq. 12
for the control voltage features (see the Supplementary
Information). The importance I of each feature is defined
9Algorithm 1: BaseBoost
Input: training examples
number of iterations Kj
single-target loss functions {`j , ˜`j}
basis function b characterized by parameter set θ
Initialize: hj,0(X) = Xj for each example
for k = 1 to Kj do
(a) for i = 1 to mtrain do
Compute pseudo-residuals
r
(i)
j,k = −
∂`j(Y
(i)
j ,hj(X
(i)))
∂hj(X
(i))
∣∣∣∣
hj(X
(i))=hj,k−1(X(i))
end
(b) Induce a basis function on {X(i), r(i)j,k}mtraini=1 to learn the parameter set θj,k
(c) Solve the one-dimensional optimization problem to learn the expansion coefficient
αj,k = argminα
∑mtrain
i=1
˜`
j(Y
(i)
j , hj,k−1(X
(i)) + αb(X(i); θj,k))
(d) Sequentially append the induced basis function to the additive expansion
hj,k(X) = hj,k−1(X) + αj,kb(X; θj,k)
end
Output: Single-target regressor hˆj = hj,Kj
Algorithm 2: BaseBoostCV
Input: training examples
number of iterations Kj
single-target loss functions {`j , ˜`j}
basis function b characterized by parameter set θ
number of cross-validation folds k
k-fold cross-validation single-target loss function
Model selection: Perform modified k-fold cross-validation for the incumbent smooth term and the candidate
BaseBoost. If the incumbent error is less than or equal to the cross-validation error, then break
hˆj(X) = Xj . Otherwise, call BaseBoost.
Output: Single-target regressor hˆj
as the sum of absolute SHAP values
Ik =
mtrain∑
i=1
|φ(i)k |, (13)
which enables an ordering to be defined. The features
are sorted in ascending order from bottom to top in each
summary plot [32, 33].
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S1. BENCHMARK DATASET
In this section, we briefly review the quantum device
and the classical control program utilized in the bench-
mark task, and we describe the contents in the bench-
mark dataset. For a detailed introduction to the many-
body Ramsey spectroscopy technique, the classical con-
trol program, calibration methodologies, and the super-
conducting quantum device, see for example [S1–S5].
The quantum device is a nearest-neighbor coupled
linear chain of 9 superconducting qubits, wherein the
5 rightmost qubits and 4 interceding couplings were
utilized during the benchmark dataset acquisition [S1–
S3, S5]; see the main body of reference [S2] for an optical
micrograph of the device and see the Supplementary Ma-
terials of reference [S3] for the corresponding electronic
circuit diagram. Each qubit is explicitly modeled as a
capacitor, inductor, and tunable junction, all in series
(see the Supplementary Materials of reference [S3] for
the physical parameters utilized in the classical control
program. For the device architecture, there are 26 con-
trol lines used to drive the microwave rotations, set the
qubit frequencies, and bias the couplers [S3].
To obtain each multi-target in the benchmark dataset,
an instance of the many-body Ramsey spectroscopy tech-
nique [S2] begins by setting the parameters in Eq. 1
such that the on-site detuning is sampled uniformly in
[−100, 100] MHz, the hopping rate is sampled uniformly
in [0, 50] MHz, and the on-site Hubbard interaction is
fixed at 0. Next, the time-domain spectroscopy circuit
in Fig. S1 is run 5 times with these parameters, and we
denote the choice of superposition qubit and readout res-
onator by the index k, where k ∈ {1, 2, . . . , 5}.
In the kth run of the time-domain spectroscopy cir-
cuit, each qubit starts in the fiducial state |0〉, and no
photon is present in the system. Next, a microwave
pulse is applied to the kth qubit, e.g., k = 1 in Fig. S1,
which places the qubit in a superposition of the com-
putational basis and it initializes a single-photon in the
system. Then, the system evolves according to the time-
independent Hamiltonian Eq. 1. After the evolution, a
microwave pulse is applied to the kth qubit to measure
∗ wozn0001@e.ntu.edu.sg
† mgu@quantumcomplexity.org
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FIG. S1. Time-domain spectroscopy circuit. Initially, each
qubit is in the fiducial state |0〉. Using a microwave pulse, the
kth specified qubit, e.g., k = 1, is placed in a superposition of
the computational basis. Next, the system evolves according
to the time-independent Hamiltonian Eq. 1 with randomly
programmed parameters. After the evolution, a microwave
pulse is applied to measure either 〈σX〉 or 〈σY 〉, where σX
and σY denote Pauli operators.
either 〈σX〉 or 〈σY 〉. From the measurement of these ob-
servables, the observable 〈σX〉 + i〈σY 〉 is instantiated;
and the energy spectrum is fully resolved by completing
all 5 runs [S2]. We note that the choice of the operator is
designed to isolate the single-photon manifold, so all of
the eigenenergies have the same sign (see the Supplemen-
tary Materials in reference [S2]). Lastly, the peaks in the
fast Fourier transform of the observable 〈σX〉+ i〈σY 〉 are
identified as the eigenenergies of the Hamiltonian [S2, S5],
and these eigenenergies are sorted into ascending order,
as described in the main body.
To obtain each multi-target prediction in the bench-
mark dataset, the classical control program [S2, S3, S5]
maps a collection of 5 qubit and 4 coupler bias features
to the 5 × 5 single-photon block matrix in the represen-
tation of Eq. 1. Next, a numerical eigensolver produces
5 eigenenergy approximations, and they are sorted in as-
cending order.
In the benchmark dataset, there are m = 136 of each:
qubit and coupler bias examples, multi-target predictions
generated by the control program, and multi-targets re-
trieved by the many-body Ramsey spectroscopy tech-
nique [S2]. In splitting this data for machine learning,
we want to preserve the experimental association, i.e.,
the examples form a triple consisting of 5 qubit bias fea-
tures, 4 coupler bias features, 5 single-target predictions,
and 5 single-targets. Moreover, we split these examples
into mtrain = 95 and mtest = 41 indices for training and
2FIG. S2. Qubit and coupler bias feature boxplots. We de-
pict the qubit bias features utilized in the training data split
(top), whereby the label Qubit j denotes the qubit bias corre-
sponding to qubit site j. We depict the coupler bias features
utilized in the training data split (bottom), whereby the label
Coupler j/j+1 denotes the coupler bias corresponding to the
nearest neighbor coupler for qubit sites j and j + 1.
FIG. S3. Joint single-target prediction feature and single-
target observation boxplot. We jointly depict the single-target
predictions and the single-target observations utilized in the
training data split.
test data, respectively. In the boxplots in Fig. S2, we de-
pict the qubit bias features utilized in the training data
split (top), and we depict the coupler bias features uti-
lized in the training data split (bottom). In the boxplot
in Fig. S3, we jointly depict the single-target predictions
and the single-target observations utilized in the training
data split.
FIG. S4. Using the squared error loss function as the crite-
rion, our learning system surpasses the previous state-of-the-
art [S2, S3, S5] by over 47% on the multi-target regression
task. Moreover, our learning system outperforms the previ-
ous state-of-the-art [S2, S3, S5] on each single-target regres-
sion subtask.
S2. TEST ERROR
In the application, the jth single-target test error is
mean absolute error Eq. 8, and the multi-target test error
is average mean absolute error Eq. 9, where n = 5 and
mtest = 41. In the main body, we plot the mean absolute
errors and average mean absolute error of the previous
state-of-the-art [S2, S3, S5] and our learning system in
Fig. 2.
In the real world application of machine learning, mul-
tiple measures of prediction performance should be stud-
ied and reported [S6–S8]. Here, we utilize the squared er-
ror loss function to measure the prediction performance
in the application, as we have already generated the test
example predictions. Importantly, the squared error loss
function is decomposable over the targets, namely
`(Y, h(X)) = ||Y − h(X)||22
=
n∑
j=1
(Yj − hj(X))2
=
n∑
j=1
`j(Yj , hj(X)).
(S1)
The jth single-target test error is mean squared error
1
mtest
mtest∑
i=1
(Y
(i)
j − hj(X(i)))2, (S2)
and the multi-target test error is the average mean
squared error
1
n
n∑
j=1
1
mtest
mtest∑
i=1
(Y
(i)
j − hj(X(i)))2. (S3)
From left to right in Fig. S4, we show the mean squared
errors Eq. S2 and the average mean squared error Eq. S2
of the previous state-of-the-art [S2, S3, S5] and our
learning system, in blue and orange, respectively. Our
3learning system outperforms the previous state-of-the-
art [S2, S3, S5] on each single-target regression sub-
task and the multi-target regression task. Moreover,
our learning system surpasses the previous state-of-the-
art [S2, S3, S5] by over 47% on the multi-target regression
task.
S3. MULTI-TARGET STACKING
Multi-target regression applications pose novel re-
search questions and there is a demand for new methods,
which consider not only the underlying relationships be-
tween the features and the associated single-targets but
also the relationships between the single-targets [S9, S10].
Here, we review the single-target approach, which does
not consider the relationship between the single-targets,
as well as the prototypical two-step stacking approach,
which addends a second layer to the single-target ap-
proach in order to exploit dependencies among the single-
targets.
In the single-target approach, a learning algorithm re-
ceives training examples and we request a multi-target
regressor as output. For each single-target regression
subtask, the learning algorithm independently induces
a single-target regressor on an appropriate slice of the
training data [S9, S10]. After finishing the subtasks,
the learning algorithm concatenates each single-target re-
gressor into a multi-target regressor. Given an example,
the multi-target regressor predicts a real vector. As many
learning algorithms do not natively support multi-target
prediction, this approach is widely applied in multi-target
regression applications [S8–S10]. However, this approach
does not imply simpler single-target regressors than an
approach which considers the relationship between the
single-targets [S9, S10]. This leads to the algorithm de-
sign question: can we do better by exploiting dependen-
cies among the single-targets?
Initially introduced in single-target classification [S11]
and regression tasks [S12], stacking is a general ensem-
ble learning technique for combining single-target classi-
fiers or regressors to reduce their biases. In the multi-
target regression setting, the two-step stacking approach
enforces the idea that single-target regressors should be-
have similarly in order to outperform the independent
single-target approach [S9, S10, S13].
In the two-step stacking approach, a learning algorithm
receives training examples and we request a multi-target
regressor as output. In the first step, the learning al-
gorithm applies the single-target approach, and it uses
the induced multi-target regressor to generate training
example predictions. In the second step, the learning al-
gorithm regards these predictions as new examples while
retaining the initial labels. In some variations, the learn-
ing algorithm regards a concatenation of the original ex-
amples with these predictions as new examples while re-
taining the initial labels [S9, S10]. Next, the learning
algorithm applies the single-target approach to induce a
second layer of single-target regressors, and the learning
algorithm returns a composition of the first and second
layer multi-target regressors. In other words, given an
example from the domain, the first layer multi-target re-
gressor generates an initial prediction, then the second
layer multi-target regressor regularizes this prediction,
which reduces the problem of overfitting [S9, S10, S13].
This technique is related to methods in deep learning,
such as pre-training [S14] and weight sharing [S10, S15].
Our learning framework is motivated by this two-step
stacking approach [S9–S13], as well as multitask learn-
ing [S15] (details in Methods).
S4. BOOSTING THE BASE REGRESSOR
The idea of improving a base regressor by examin-
ing the residuals originated in Tukey’s work on rerough-
ing [S16]. In this approach, we assume that an observed
single-target can be decomposed into a sum of an under-
lying process that evolves smoothly, called the smooth
term, and of an unsystematic noise component, called
the noise term. In the context of the application, the
smooth term in Eq. 2 is generated by the implemented
approximation of the Hamiltonian model Eq. 1, and the
noise term in Eq. 2 aims to capture generalizable phys-
ical effects missed by the classical control program (see
Fig. 3).
The algorithmic paradigm of boosting originated from
a question of Kearns and Valiant, about whether a
weak learning algorithm that performs slightly better
than random guessing, can be improved into an arbi-
trarily accurate strong learning algorithm, while work-
ing in the probably approximately correct (PAC) learn-
ing model [S17, S18]. In the affirmative, Schapire pro-
posed the first provable polynomial-time boosting algo-
rithm [S19], and Freund developed a more efficient boost-
ing algorithm [S20]. Next, Freund and Schapire intro-
duced AdaBoost [S21], which surmounted many of the
practical difficulties of the earlier boosting algorithms.
Then, Schapire et al. devised a way to incorporate prior
knowledge into AdaBoost for single-target classification
tasks, whereby prior knowledge is refined and not en-
tirely overwhelmed by the process of learning from exam-
ples [S22]. The modification of the logistic loss function
in AdaBoost arose in the development of spoken-dialogue
systems at AT&T [S22].
The work of Friedman, Hastie, and Tibshirani linked
the original formulation of AdaBoost [S21] with additive
expansions [S23], which are typically fit with a backfitting
algorithm or a greedy stagewise algorithm [S6, S24, S25].
Later, Breiman showed that boosting can be interpreted
as a form of gradient descent in function space [S26].
Friedman extended this idea to the gradient boosting
machine, which advantageously allows any choice of dif-
ferentiable loss function [S27]. Simultaneously, Mason
et al. developed an abstract characterization of boosting
algorithms as gradient descent on empirical loss func-
4tionals in an inner-product function space [S28]. Further
connections with statistics were established in the work
of Bu¨hlmann and Hothorn [S29]. In practice, these al-
gorithmic techniques are usually implemented in scikit-
learn [S8], XGBoost [S30], or LightGBM [S31].
A. Gradient boosting
In the main body, we devised a way to incorpo-
rate prior knowledge into the gradient boosting machine
Alg. 1 (details in Methods). In this section, we ex-
pand upon this discussion by deriving a generic ver-
sion of boosting for the jth single-target regression sub-
task, which follows from similar work in the original
gradient boosting machine for single-target regression
tasks [S6, S26–S29]. Let us begin by considering the jth
empirical loss functional
Lj(hj) =
mtrain∑
i=1
`j(Y
(i)
j , hj(X
(i))), (S4)
where Lj is a function of the jth single-target regressor
hj . In this abstract characterization of boosting, the goal
of a boosting algorithm is to minimize Eq. S4. As Lj is a
functional, this minimization problem can be viewed as
numerical optimization in function space
h∗j = argmin
hj
Lj(hj), (S5)
where the parameter vector hj ∈ Rmtrain components
are the values of the jth single-target approximating re-
gressor hj(X
(i)) at each of the mtrain examples in the
training data. Namely,
hj =

hj(X
(1))
hj(X
(2))
...
hj(X
(mtrain))
 . (S6)
Typically, numerical optimization procedures solve
Eq. S5 by making an initial guess hj,0 = bj,0 ∈ Rmtrain ,
then iteratively updating each successive parameter vec-
tor hj,k based on the current parameter vector hj,k−1,
where we denote the number of iterations by Kj and the
subscript in hj,k denotes the jth single target regression
subtask and the kth iteration, respectively. Namely, we
posit the solution of Eq. S5 as an additive expansion of
parameter vectors
hj,Kj =
Kj∑
k=0
bj,k, bj,k ∈ Rmtrain . (S7)
Here, we choose the stagewise fist-order functional
steepest descent as the numerical optimization proce-
dure. We have that each parameter vector is given by
bj,k = −ρj,kgj,k, (S8)
where ρj,k ∈ R is the step length and gj,k ∈ Rmtrain is
the gradient of the empirical risk functional Eq. S4 eval-
uated at hj = hj,k−1; see reference [S32] for a derivation
with the second-order functional Newton-Raphson up-
date. Next, we compute each component of the gradient
g
(i)
j,k =
∂`j(Y
(i)
j , hj(X
(i)))
∂hj(X(i))
∣∣∣∣
hj(X(i))=hj,k−1(X(i))
, (S9)
as well as the step length
ρj,k = argmin
ρ
Lj(hj,k−1 − ρgj,k). (S10)
Then, we make the update
hj,k = hj,k−1 − ρj,kgj,k, (S11)
and we repeat this process iteratively. We refer to this
process as functional gradient descent [S6, S26–S29, S32].
In its current form, functional gradient descent does
not address the generalization objective of a machine
learning algorithm, as the gradient is only defined at a
fixed set of mtrain examples and it cannot be generalized
to other examples in the domain. In accord with the orig-
inal gradient boosting machine [S6, S25, S27, S28], we re-
solve this dilemma by inducing a basis function b(X; θ),
such as a shallow decision tree [S6, S27, S30, S31], at the
kth iteration, which approximates the negative gradient
signal. Hereby learning the parameter set θj,k. We note
that the parameter set θj,k would encode the split fea-
tures, split locations, and the terminal node means of the
individual trees for the jth single-target regression task
at the kth iteration, if the choice of basis function were a
shallow decision tree; see for example [S6, S27, S30, S31].
Next, we perform a one-dimensional line search
αj,k = argmin
α
mtrain∑
i=1
`j(Y
(i)
j , hj,k−1(X
(i))+αb(X(i); θj,k)),
(S12)
where α ∈ R; see reference [S29] for an argument about
the possible omission of this step. Then, we sequentially
append the induced basis function to the additive expan-
sion
hj,k(X) = hj,k−1(X) + αj,kb(X; θj,k). (S13)
This leads us to the generic version of the jth single-
target gradient boosting algorithm Alg. 1.
S5. IMPLEMENTATION
We use the machine learning approach described in the
main body, as well as the scikit-physlearn repository de-
veloped by Alex Wozniakowski. The Python based repos-
itory will be made publicly available at the cited GitHub
link [S33]. For each single-target regression subtask, the
training process takes a few seconds on a standard laptop,
5and the hyperparameters can be accessed in the reposi-
tory.
In obtaining the test error results in Fig. 2 and in
Fig. S4, we evaluate all operations encompassing train-
ing data through nested cross-validation, which is exe-
cuted in GridSearchCV with parameters cv = 5 and
scoring = “neg mean absolute error” [S8]. For each
single-target regression subtask, we independently pre-
process the examples in Eq. 11 with a normal distribu-
tion quantile transformer [S8], and the transformer is
handled by a modified pipeline object, which inherits
from the pipeline object in reference [S8]. The modi-
fied pipeline object induces single-target regressors with
Alg. 2, which takes as input the transformed training ex-
amples Eq. 11, number of iterations Kj = 1, squared er-
ror and absolute error single-target loss functions {`j , ˜`j},
respectively, stacking regressor [S8, S11, S12] basis func-
tion b, number of cross-validation folds k = 5, and 5-fold
cross-validation single-target absolute error loss function.
In the stacking regressor [S8] with parameters cv = 5 and
passthrough = True, the first stacking layer consists of a
gradient boosted decision tree [S31] and a fully-connected
neural network [S8], and the second stacking layer con-
sists of a fully-connected neural network [S8]. The gradi-
ent boosted decision tree [S31] optimizes absolute error
Eq. 5 and the neural networks optimize squared error
Eq. S1. Moreover, we restrict the neural networks to one
hidden layer in order to avoid overfitting, the activation
function is the hyperbolic tangent function, and the opti-
mization algorithm is the limited-memory variant of the
Broyden-Fletcher-Goldfarb-Shanno algorithm.
As noted in the main body, Alg. 1 wins the model selec-
tion step in Alg. 2, so Alg. 2 makes a call to Alg. 1, which
takes as input transformed training examples Eq. 11,
number of iterations Kj = 1, squared error and ab-
solute error single-target loss functions {`j , ˜`j}, respec-
tively, stacking regressor [S8, S11, S12] basis function b.
In line (a) squared error `j is used. In line (b) the pa-
rameter sets are induced with the stacking regressor [S8].
In line (c), we appended an L1 regularization term to the
optimization problem
argmin
α
mtrain∑
i=1
`j(Y
(i)
j , hj,k−1(X
(i)) + αb(X(i); θj,k)) + λ|α|.
We solve the optimization problem with the Nelder-Mead
method, where λ = 0.1. In future applications, several
modifications of Alg. 1 may be of interest: inclusion of
other regularization terms, early stopping, out-of-bag-
error estimates, or sampling techniques for variance re-
duction; see references [S6, S8, S25, S27].
In plotting the augmented learning curves in Fig. 4
and in Fig. S5, we modify the source code in ref-
erence [S8] to use the same withheld folds for the
cross-validation error and the incumbent error. The
training sizes in the plots from left to right are
23, 25, 27, 29, 31, 32, 34, 36, 38, 40, 42, 43, 45, 47, 49, 51, 52,
54, 56, 58, 60, 62, 63, 65, 67, 69, 71, 73, 74, 76, 78, 80, 82, 84,
85, 87, 89, 91, 93, 95, respectively. In plotting the sum-
mary plots in Fig. 5 and in Fig. S8, we utilize the
SHAP framework [S34]. For each summary plot, we
induce a fully-connected neural network [S8]. We
restrict the neural network to one hidden layer, the
activation function is the rectified linear unit, and the
optimization algorithm is the limited-memory variant of
the Broyden-Fletcher-Goldfarb-Shanno algorithm. We
compute the SHAP values with Kernel SHAP [S34].
S6. AUGMENTED LEARNING CURVES
In the main body, we illustrated the inbuilt model se-
lection step in Alg. 2 with an augmented learning curve
for the single-target regression subtask Y3 with training
sizes varying between 23 to 95 ordered pairs in Fig. 4.
Here, we illustrate the inbuilt model selection step in
Alg. 2 with augmented learning curves for the single-
target regression subtasks Y1 (top), Y2 (top middle), Y4
(bottom middle), and Y5 (bottom) with training sizes
varying between 23 to 95 ordered pairs in Fig. S5. For
the single-target regression subtasks Y1 (top), Y2 (top
middle), and Y5 (bottom), the candidate always per-
forms better than the incumbent. For the single-target
regression subtask Y4 (bottom middle), when there are
less than 60 ordered pairs, the incumbent usually per-
forms better, whereas the candidate always outperforms
the incumbent with 60, or more, ordered pairs. These
augmented learning curves highlight the importance of
the inbuilt model selection step in Alg. 2, as the incor-
poration of prior knowledge into Alg. 1 does not always
improve performance over the base regressor.
S7. UTILITY OF THE DATA PREPROCESSOR
In this section, we describe the tabula rasa learning of
the multi-targets [S15, S35–S39], which enables our util-
ity study of the classical control program [S2, S3, S5] as
a data preprocessor for the downstream boosting algo-
rithm in the learning framework (see Fig. 1). Moreover,
we show the summary plots [S34] for the single-target
regression subtasks Yj , where j ∈ {2, 3, 4, 5}.
In this setting, let X ⊆ R9 be the domain of qubit and
coupler biases [S1–S3, S5] in an instance of the many-
body Ramsey spectroscopy technique [S2]. Let Y ⊆ R5
be the target space of multi-target observations, as in
the main body. We are given a finite sequence of labeled
examples Eq. 3, where we regard a collection of 5 qubit
and 4 coupler bias features as an example, and the asso-
ciated multi-target observation as the label. Further, we
retain the same data split as in the main body, so there
are mtrain = 95 training examples and mtest = 41 test
examples.
We represent the training data with a 95 × 14 design
6FIG. S5. Augmented learning curves for the single-target
regression subtasks Y1, Y2, Y4, and Y5, from top-to-bottom
respectively. We show the training, cross-validation, and in-
cumbent errors for varying amounts of training examples in
blue, orange, and red, respectively.
FIG. S6. Using the absolute error loss function as the cri-
terion, we compare the best performing single-target regres-
sors without prior knowledge against our learning system with
prior knowledge in blue and orange, respectively. Disregard-
ing the prior knowledge degrades performance by over 729%
on the benchmark task.
matrix
X(1) Y (1)
X(2) Y (2)
...
...
X(mtrain) Y (mtrain)
 .
(S14)
Next, we slice Eq. S14 into single-target training data
Eq. 11 for each single-target regression subtask Yj , where
j ∈ {1, 2, . . . , 5} and the shape of each matrix is 95× 10.
We employ model selection to choose the best performing
single-target regressor for each single-target regression
subtask, while restricting the search to a single complex
model (details in Methods). We find a fully-connected
neural network [S8] with a single-hidden layer as the best
performing single-target regressor for each single-target
regression subtask. After inducing each fully-connected
neural network on Eq. 11, we evaluate the test error using
the absolute error loss function in Fig. S6. Disregarding
the prior knowledge degrades performance by over 729%
on the benchmark task. As we have already generated
the test example predictions, we utilize the squared error
loss function to measure the prediction performance in
Fig. S7. Disregarding the prior knowledge degrades per-
formance by over 5426% on the multi-target regression
task.
In the main body, we attained an overview of the most
important qubit and coupler bias features for the single-
target regression subtask Y1 in Fig. 5. Here, we show
the SHAP summary plots for the remaining single-target
regression subtasks in Fig. S8, where Y2 (top), Y3 (top
middle), Y4 (top bottom), and Y5 (bottom).
7FIG. S7. Using the squared error loss function as the criterion,
we compare the best performing single-target regressors with-
out prior knowledge against our learning system with prior
knowledge in blue and orange, respectively. Disregarding the
prior knowledge degrades performance by over 5426% on the
multi-target regression task.
FIG. S8. SHAP summary plots [S34] for single-targets Y2, Y3,
Y4, and Y5, from top-to-bottom respectively. In each plot, we
use the collection of 9 qubit and coupler bias features as an
example, and we induce a fully connected neural network [S8]
to predict Yj , where j ∈ {2, 3, 4, 5}. The horizontal axis is
centered at the average training example prediction, and the
vertical axis ascendingly orders the features according to their
importance. Each point is a SHAP value for a particular ex-
ample, the coloring represents the bias value, and overlapping
points are randomly jittered along the vertical axis to avoid
collisions [S34, S40].
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