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Abstract
We investigate the structure of Kubo — Martin — Schwinger
(KMS) states on some extension of the universal enveloping algebra
of SL(2,C). We find that there exists a one-to-one correspondence
between the set of all covariant KMS states on this algebra and the set
of all probability measures dµ on the real half-line [0,+∞), which de-
crease faster than any inverse polynomial. This problem is connected
to the problem of KMS states on square of white noise algebra.
∗Institute of Spectroscopy, RAS 142190 Moskow Region, Troitsk
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1 Introduction.
The basis object in quantum field theory is S-matrix [1,2], which describes
the scattering problem at infinite times. But in a number of cases one is
interested in the behaviour of quantum systems at large, but finite intervals
of time. The general method for studying dynamical problem in quantum
field theory is the method of stochastic limit developed by L. Accardy, I.V.
Volovich and others [3]. This method leads to quantum stochastic equation.
In [4] the authors have studied quantum stochastic equations of the form
i
d
dτ
Uτ = (a((b
+
τ )
2 + b2τ ) + cb
+
τ bτ )Uτ , (1)
where a, b are real numbers and {b+τ , bτ} — quantum white noise, i.e. the
pair of operator-valued distributions satisfying the canonical commutation
relations:
[bτ , bτ ′] = [b
+
τ , b
+
τ ′ ] = 0,
[bτ , b
+
τ ′] = δ(τ − τ ′). (2)
These equations contains the squares of white noise. After the renormal-
ization suggested in [4] these squares generate so-called square of white noise
(SWN) algebra [5,6]. KMS states was introduced in [7]. KMS states on SWN
algebra were considered in [8], where it was found the example of KMS state
on SWN algebra. Our main goal is to clarify the structure of KMS states on
SWN algebra. After discretising suggested in section 2 our problem will re-
duce to analogous problem for U(sl(2,C)), the universal enveloping algebra
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of sl(2,C), where sl(2,C) is the Lie algebra of SL(2,C). In the present paper
we give complete description of KMS states on some extension of sl(2,C).
We find that there exists a one-to-one correspondence between the set of all
KMS states on this algebra and the set of all probability measures dµ on the
real half-line [0,+∞), which decrease faster than any inverse polynomial.
Our main result contained in Theorem 1.
2 Problem setup.
In this section the necessary notion are introduced and the main result (The-
orem 1) is formulated. Let Γ be a space of piecewise continuous functions
on [0, 1]. Γ is a Hilbert algebra with respect to the complex conjugation and
the scalar product of the form
〈f |g〉 =
1∫
0
f ⋆(x)g(x)dx. (3)
Let B be a ⋆-algebra generated by
B(f), B+(f), N(f), f ∈ Γ
with the following relations:
a)B(f) is an antilinear functional of f , B+(f) is a linear functional of f ,
N(f) is a linear functional of f .
b)
[B(f), B+(g)] = 2N(f ⋆g),
[B(f), N(g)] = 2B(f ⋆g),
3
[N(f), N(g)] = 0. (4)
The involution is defined by the formulas
(N(f))⋆ = N(f ⋆),
(B(f))⋆ = B+(f). (5)
Algebra B is called square of white noise algebra [5,6].
Let E be a ⋆-algebra with a unit. The state τ on E is a positive linear
functional satisfying the following condition: τ(1) = 1.
Let E be a ⋆-algebra, β be a real positive number and Vt (t ∈ R) be an
one-parameter group of its automorphisms. We say, that the linear functional
τ on E is a KMS-functional with respect the pair {β, Vt} if ∀A,B ∈ E there
exists continuous function FAB : Sβ → C which is holomorphic inside the
strip Sβ = {z ∈ C | 0 ≤ Imz ≤ β} such that for any real t
FAB(t) = τ(AVt(B)) (6)
and
τ(Vt(A)B) = FBA(t+ iβ). (7)
Let Ut, t ∈ C be an one-parameter group of automorphisms of B, defined by
the following relations:
Ut(B
+(f)) = B+(feitω),
Ut(B(f)) = B(fe
itω),
Ut(N(f)) = N(f). (8)
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Here ω(x) is a real-valued positive continuous function on [0, 1].
Our aim is to classify all KMS states on B with respect the pair {β, Ut} .
The discrete variant of our problem is to classify all KMS states on the algebra
Cm, generated by generators Bi, B+i , Ni, satisfying the following relations:
[Bi, Bj] = [B
+
i , B
+
j ] = [Ni, Nj] = 0,
[Bi, B
+
j ] = 2δi,jNi,
[Bi, Nj] = 2δi,jBi,
i, j = 1, ..., m. (9)
The KMS condition has the form:
τ(AB) = τ(BUiβ(A)), A, B ∈ Cm, (10)
here Ut acts on generators as
Ut(B
+
i ) = B
+
i e
itωi ,
Ut(Bi) = Bie
−itωi ,
Ut(Ni) = Ni,
ωi > 0, i, j = 1, ..., m. (11)
In the first instance we consider the case of the algebra Cm for m = 1.
Remind that sl(2,C), the Lee algebra of SL(2,C) is generated by generators
X, Y,H with the following relations:
[X, Y ] = H,
[X,H ] = −2X,
[Y,H ] = 2Y . (12)
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Using substitution
1√
2
Bi = Yi,
1√
2
B+i = −Xi,
Hi = Ni (13)
we see that the algebra C1 coincide with the universal enveloping algebra of
sl(2,C) with the involution of the form
H⋆ = H,
X⋆ = −Y. (14)
Denote by P the set of all continuous complex-valued function on R
which increase slowly than some polynomial at infinity. Let a be a real
number. Denote by Ta an operator acting in the space P as follows
Ta : f(x) 7→ (Taf)(x) = f(x− a). (15)
Definition. Denote by A a ⋆-algebra, generated by generators
X, Y,NF , F ∈ P which satisfy the following relations:
NλF+µG = λNF + µNG, λ, µ ∈ C,
NFG = NFNG. (16)
and
[X, Y ] = Nx,
XNF = NTaFX,
Y NF = NT−aFY. (17)
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An involution in A is defined by the following rules:
NF
⋆ = NF ⋆ ,
X⋆ = −Y. (18)
We can embed U(sl(2,C)), the universal enveloping algebra of sl(2,C)
into A if we identify each element XnY mHk from U(sl(2,C)) with the ele-
ment XnY mNxk from A.
We will see below that A has enough much representation, so N is iso-
morphic to P. Denote by H the element Nx, H = Nx.
There exists one-parameter group of automorphism Ut , t ∈ C of A acts
on generators as follows
Ut(X) = e
itX, Ut(Y ) = e
−itY, Ut(NF ) = NF . (19)
The ⋆-subalgebra of A generated by all elements of the form NF where
F ∈ P, is called the Cartan subalgebra and is denoted by N .
Proposition. The following expression
ρ(NF ) =
+∞∫
−∞
dσ(x)F (x) (20)
define a state ρ on N . Here dσ is an arbitrary probability measure on real
line which decrease faster than any inverse polynomial. Conversely, for any
state ρ on N there exists probability measure dσ on line, which decrease
faster than any inverse polynomial at infinity such that for all F ∈ P (20)
holds.
Proof. Let ϕ be a positive functional on the space C(R) of bounded
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continuous functions on R. It follows from the Riesz — Markov theorem,
that there exists a nonnegative measure dµ, such that
a)
+∞∫
−∞
dµ <∞,
b) ϕ(g) =
+∞∫
−∞
g(x)dµ(x)
for all continuous functions g(x) on R such that g(x)→ 0 as x→ ±∞.
Let us consider functionals ψ on C(R), n = 1, 2, 3..., defined as follows
ψ(F ) = ρ(N(1+x2)nNF ). (21)
So there exist the nonnegative measures dµn,
∫
dµn <∞ such that
ρ((1 +H2)nNF ) =
+∞∫
−∞
F (x)dµn(x) (22)
for all continuous function F (x) such that F (x)→ 0 as x→ ±∞.
So for any functions F (x) such that
|F (x)| ≤ C(1 + x2)n−1 (23)
for some constant C, we have
ρ(NF ) =
+∞∫
−∞
dσn(x)F (x), (24)
where
dσn =
dµn
(1 + x2)n
. (25)
It is easy to see that dσn does not depend of n. It follows from the repre-
sentation (25) that dσn tends to zero faster then any inverse polynomial at
infinity. The proposition is proved.
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The proof uses the Riesz – Markov theorem. Note that each positive
linear functional on the space of continuous function on compact Hausdorff
space is continuous.
Let us define characteristic functional of ρ χρ(t) by the following formula
χρ(t) = ρ(Neitx). (26)
Theorem 1. A state ρ on N extends to a KMS state on A with respect
the pair {β, Ut} (β > 0) if and only if its characteristic functional χρ(t) has
the form
χρ(t) = m1 +m2
1− e−β
1− e−β+2it
+∞∫
+0
dσ(λ)eitλ (27)
for some probability measure σ on (0,+∞) which decrease faster than any
inverse polynomial. Here m1, m2 are arbitrary real numbers such that
m1 ≥ 0, m2 ≥ 0, m1 +m2 = 1. If an extension exists then it is unique.
3 Beginning of the proof.
Let us show that the part ”if” of the theorem holds. In order to construct ρ we
will investigate irreducible representations of Lee algebra sl(2,C), or more
precisely modules over A. All irreducible representations of sl(2,C) with
involution (14) have classified in [6] (see also [8]). Unitary representations of
the Lee group SL(2,C) have studied in [9]. We extend this construction to
the case of the algebra A
Definition. Let λ be a real positive number. Vλ is a module over A
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spanned on vectors |λ, n〉, n = 0, 1, ... defined by the following representation
̂ of generators X, Y,NF on {|λ, n〉}
Ŷ |λ, p+ 1〉 = −(λ + p)|λ, p〉,
X̂|λ, p〉 = (p+ 1)|λ, p+ 1〉,
Ŷ |λ, 0〉 = 0,
N̂F |λ, p〉 = F (λ+ 2p)|λ, p〉,
p = 0, 1, ... (28)
Lemma 1. For each λ > 0 there exists an unique scalar product on Vλ
(defined up to arbitrary positive multiplier ) such that X̂ = −Ŷ ⋆, N̂⋆F = N̂F
with respect to this scalar product.
Proof of this lemma is standard, see[6]
Definition. V0 is a module over A spanned on vector |0, 0〉 such that
〈0, 0|0, 0〉 = 1, (29)
defined by the following reprentation ˆ of generators X, Y,NF on |0, 0〉
X̂|0, 0〉 = Ŷ |0, 0〉 = N̂F |0, 0〉 = 0. (30)
KMS states ρλ. Let λ ∈ R, λ > 0. Consider the completion V¯λ of
module Vλ with respect to a scalar product, defined in the previous Lemma.
Consider the trace class operator ρλ =
e−β
H˜
2
Z
acting in V¯λ, where H˜ is an
unique self-adjoint extension of H from Vλ and Z = tr{e−β H˜2 }. Operator H
is essentially self-adjoint because Vλ contains the basis of eigenvectors of H ,
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see for example [10]
Define the state ρλ on A by the following formula
ρλ(a) = lim
µ→+∞ tr{aˆEµρ}, (31)
where {Eµ} is a spectral family of H˜. It is easy to proove, that this expression
is well defined.
Lemma 2. The following equality holds
ρλ(Neitx) = e
itλ 1− e−β
1− e(2it−β) . (32)
Proof. Direct calculation.
Consider a state ρ0 on A defined by the formula,
ρ0(X
mY nNF ) = δm,0δn,0F (0),
n,m = 0, 1, ..., (33)
and define a state ρ on A of the form
ρ(a) = m1ρ0(a) +m2
+∞∫
+0
dσ(λ)ρλ(a),
m1 ≥ 0, m2 ≥ 0,
m1 +m2 = 1, (34)
where dσ is a probability measure, which decreases faster than any inverse
polynomial. By using the definition of Vλ and the scalar product on it one
can see that ∀a ∈ A ρλ(a) increase slowly than some polynomial at infinity.
So the integral in the right hand side exists. It follows from lemma 2 that
the characteristic functional of the restriction of ρ on N has a needed form
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(27). So the part ”if” is proved.
4 Decomposition of the state ρ into the direct
integral.
Now we begin to prove the part ”only if”. Let ρ be an KMS functional on
A.
Let us make the GNS construction for the state ρ. We get a Hilbert space
H, the dense subspace D, the representationˆof A by means operators, acting
from D to D, cyclic vector |Ω〉 ∈ D i.e. the vector such that Aˆ|Ω〉 = D. We
get also ρ(a) = 〈Ω|aˆ|Ω〉. For each a ∈ D by |a〉 denote the vector aˆ|Ω〉.
Lemma 3. There exists an unique projector-valued measure dE in H
such that for all |f〉, |g〉 ∈ D and a continuous function F (λ), which increase
slowly than some polynomial at infinity.
〈f |N̂F |g〉 =
+∞∫
−∞
F (λ)〈f |dE(λ)|g〉, (35)
and 〈f |dE(λ)|g〉 decrease faster than any inverse polynomial.
Proof. The functional ρ is positive. So for all f ∈ D the functional
F → 〈f |NˆF |f〉 is positive. Therefore there exists a Borelian measure dµf,f
which decrease faster then any inverse polynomial such that
〈f |NˆF |f〉 =
+∞∫
−∞
F (λ)dµf,f(λ). (36)
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Using polarization identity we can find the measure dµf,g, such that
〈f |NˆF |g〉 =
+∞∫
−∞
F (λ)dµf,g(λ). (37)
The measure dµf,g is a linear functional of g and an antilinear functional of f .
Now, for each bounded Borelian function F define the following sesqulinear
form
NF (f, g) :=
+∞∫
−∞
F (λ)dµf,g. (38)
It follows from this representation that for each bounded Borelian function
F there exists bounded operator in H which we denote by NˆF such that
N (f, g) = 〈f |NˆF |g〉 (39)
and
‖NˆF‖ ≤ 4 sup
x∈R
|F (x)|. (40)
Now for each f, g ∈ H (not necessary in D) we can define the measure dµf,g
by the following formula
µf,g(B) = 〈f |NˆχB |g〉, (41)
where χB is an indicator of Borelian set B.
Let us prove that the measure dµf,g is σ-additive measure. Let Bn, n =
1, 2, ... the sequence of Borelian sets, such that
B1 ⊂ B2 ⊂ ... (42)
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Let B =
⋃
n
Bn. ∀ε > 0, f, g ∈ H there exist N > 0, f˜ , g˜ ∈ D such that
|〈f |NˆχBn |g〉 − 〈f˜ |NˆχBn |g˜〉| < ε,
|〈f˜ |NˆχB |g˜〉 − 〈f |NˆχB |g〉| < ε,
|〈f˜ |NˆχBn |g˜〉 − 〈f˜ |NˆχB |g˜〉| < ε, (43)
if n > N . We have |〈f |NˆχBn |g〉 − 〈f˜ |NˆχB |g˜〉| < 3ε, therefore µf,g(Bn) →
µf,g(B), and µ is σ-additive. Now using approximation of Borelian function
F by simple function we can prove that (37) is valid for all f, g ∈ H and
bounded Borelian function F .
Let F , G — be continuous functions with compact support. We have
〈f |NˆF NˆG|g〉 = 〈f |NˆFG|g〉. (44)
We have proved the representation (37) for all f, g ∈ H and bounded Borelian
function F . From this fact it follows that formula (44) is valid for all bounded
Borelian functions F,G. So we have constructed projector-valued measure
E(B) = N̂χB such that for all f, g ∈ D and F (λ) ∈ P
〈f |NˆF |g〉 =
+∞∫
−∞
F (λ)〈f |dEλ|g〉. (45)
The lemma is proved
Remark. For any function F which increase slowly than some polyno-
mial the following spectral decomposition ˜F (H) = +∞∫
−∞
F (λ)dE(λ) define a
normal operator in H, which extends N̂F .
Lemma 4. Sp(H˜), the spectrum of H˜ lies in [0,+∞).
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Proof. Let f be a continuous function with a compact support. Let us
compute −ρ(XNfY ), using the KMS property of the state ρ.
− ρ(XNfY ) = −ρ(NˆfY Uiβ(X)). (46)
But Uiβ(X) = e
−βX , therefore
− ρ(XNfY ) = e−βρ(NfNx)− e−βρ(XNT−2fY ), (47)
or
− ρ(XNT−2fY ) = −eβρ(XNfY )− ρ(NfNx). (48)
Substituting f(x) for f(x+ 2k) in previous equality we get
− ρ(XNT−2−2kfY ) = −eβρ(XNT−2kfY )− ρ(NT−2kfNx),
k = 0, 1, 2... (49)
Let f be a continuous function with a compact support suppf ⊂ (−∞, ).
Suppose that ρ(Nf) = 0 (this fact will be proven below). Then
∀ |a〉, |b〉 ∈ D〈a|N̂f |b〉 = 0. (50)
Indeed
〈a|N̂f |b〉 = ρ(a⋆N̂fb) = ρ(U−iβ(b)a⋆N̂f ). (51)
Using Schwarz inequality
|〈a|N̂f |b〉| ≤ |ρ((U−iβ(b))a⋆aU−iβ(b))| 12ρ(N⋆fNf )
1
2 = 0. (52)
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It follows from (35) that Sp(H˜) ⊂ [0,+∞). So suppose that there exists a
segment [a, b] ⊂ (−∞, 0) such that 〈Ω|E([a, b])|Ω〉)) 6= 0. Thus there exists a
continuous function f with compact support suppf ⊂ (−∞, ), f ≥ 0 such
that
ρ(NfNx) < 0. (53)
It follows from positivity of f that:
ρ(NT−2kfNx) ≤ 0, k = 1, 2, 3...
Moreover, it follows from positivity f that:
− ρ(XNT−2kfY ) ≥ 0, k = 1, 2, 3...
So, we get
− ρ(XNT−2k−2fY ) ≥ −eβρ(XNT−2kfY ),
k = 1, 2...
−ρ(XNT−2fY )) > 0. (54)
From (39) we get that −ρ(XNT−2kfY ) tends exponentially to infinity then
k → +∞, but − +∞∑
k=1
ρ(XNT−2kfY ) < +∞. This contradiction concludes the
proof .
Decomposition of the state ρ into the direct integral.
Let C′ be the ring of all finite linear combination of elements of the form
enβeiπr, r ∈ Q, n ∈ Z with rational coefficients. It is obvious that this ring
contains only countable number of elements.
Definition. Let A = {ηi}, i ∈ Z some countable set of continuous
16
function with compact support. Let C be a set of functions, which consist
of all elements of the form
n∏
i=1
ηi1(x− 2l1)...ηin(x− 2ln),
n = 0, 1, 2..., li ∈ Z. (55)
It is obvious that C is countable. Let us consider the set of all elements of
the form:
P (X, Y,H)NfNeiπrx, r ∈ Q, f(x) ∈ C, (56)
where P (X, Y,H) is a polynomial on its arguments with coefficient from C′.
This set is countable. The algebra A⋆ over C′, by definition, consists of all
linear combination of elements of the form (41) with rational coefficients.
Let U := Neiπx be an unitary element from A⋆. It is clear that this
element is a central element of A⋆. We get that U˜ = eiπH˜ be an unitary
operator, which acts in H. Let
U˜ =
2π∫
0
eiϕdPϕ (57)
be its spectral decomposition. ∀a ∈ A⋆ we put by definition dη(a) =
〈Ω|dPϕaˆ|Ω〉, and dµ = 〈Ω|dPϕ|Ω〉.
Lemma 5. For almost all ϕ ∈ [0, 2π) there exists a unique KMS-state
τϕ on A⋆ such that
dη(a) = τϕ(a)dµ(a). (58)
Proof. Obviously we have
P[ϕ1,ϕ2] =
n=+∞∑
n=−∞
E[ϕ1
π
+2n,
ϕ2
π
+2n]. (59)
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Let us consider the following measures
dη(a) = 〈Ω|(dPϕaˆ)|Ω〉,
dµ = 〈Ω|(dPϕ)|Ω〉. (60)
Let us prove that the measure dη(a) is absolutely continuous measure with
respect the measure dµ. Indeed let B be a Borelian set such that µ(B) = 0.
We have
|η(a)(B)| = |〈Ω|P (B)aˆ)|Ω〉| ≤ 〈Ω|(aˆaˆ⋆)|Ω〉 12 〈Ω|(P (B)P (B))|Ω〉 12 =
= ρ(aa⋆)
1
2 〈Ω|P (B)|Ω〉 12 = 0. (61)
So, by using the Radon — Nickodym theorem we see that there exists the
function τ(a)(ϕ) such that
τ(a)(ϕ)dµ(ϕ) = dη(a). (62)
We have
τ(λa1 + µa2)(ϕ) = λτ(a1)(ϕ) + µτ(a2)(ϕ). (63)
The last equality is valid almost everywhere.
Let us prove that τ(a⋆a)(ϕ) ≥ 0 for almost all ϕ and all a ∈ A⋆. Let
P (eiπϕ) be an arbitrary positive trigonometric polynomial. According to the
Riesz theorem we find that there exists a trigonometric polynomial Q(eiπϕ)
such that
P (eiϕ) = Q⋆(eiϕ)Q(eiϕ), P (Neiπx) = Q
⋆(Neiπx)Q(Neiπx). (64)
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Using the spectral decomposition of eiπH˜ we see
2π∫
0
τ(aa⋆)(ϕ)P (eiϕ)dµ(ϕ) =
2π∫
0
〈Ω|âa⋆dP (ϕ)|Ω〉P (eiϕ) = ρ(aa⋆P (Neiπx)) ≥ 0.(65)
So for almost all ϕ and all a ∈ A⋆ τ(a⋆a)(ϕ) ≥ 0. Note that we use the fact
that A⋆ contains only countable number of elements.
Let us prove that τ(ϕ) is a KMS-functional. Note that ρ(·P (Neiπx)) is a
KMS-functional for an arbitrary trigonometric polynomial P (Neiπϕ) i.e.
ρ(ABP (Neiπx)) = ρ(BUiβ(A)P (Neiπx)). (66)
Using spectral decomposition for eiπH˜ we find:
2π∫
0
τ(AB)(ϕ)P (eiϕ)dµ(ϕ) =
2π∫
0
τ(BUiβ(A))(ϕ)P (e
iϕ)dµ(ϕ). (67)
P (eiϕ) is an arbitrary trigonometric polynomial. So for almost all ϕ and all
A,B ∈ A⋆ we find:
τ(AB)(ϕ) = τ(BUiβ(A))(ϕ). (68)
The lemma is proved.
The proof of this lemma is like to the proof of the von Neumann spectral
theorem [11].
Let us make now for all ϕ from the previous lemma the GNS construction
for τϕ. We get:
a) The Hilbert space Hϕ,
b) The dense subspace Dϕ over the ring C′.
c) The representationˆof A⋆ in Hϕ by means C′-linear operator, acting from
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Dϕ to Dϕ.
d) The vector |Ωϕ〉 ∈ Dϕ such that A⋆|Ωϕ〉 = Dϕ.
Definition. The algebra A⋆⋆ is an algebra generated by all elements of
the form
P (X, Y,Nx)NfNeiπrx,
r ∈ Q. (69)
Here P (X, Y,Nx) is a polynomial, and f is an element of C of the form
f(x) =
m∏
i=1
ηi(x− 2ki)
m = 1, 2... (70)
Let D′ϕ by definition be subspace of Dϕ of the form D′ϕ = Â⋆⋆|Ωϕ〉.
Lemma 6. We can chose the set A such that D′ϕ is a dense subspace of
Dϕ (for almost all ϕ).
Proof. Let a ∈ A⋆ and be a ηn(x) ∈ B sequence of real-valued continuous
function such that suppηn(x) ∈ [−n, n] and 0 ≤ ηn(x) ≤ 1, ηn(x)|[−n,n] = 1.
Let us prove that D′ϕ is a dense subset in Dϕ. We have:
‖(aˆNˆηn(x) − aˆ)|Ωϕ〉‖ = τ(a⋆a(Nηn(x) − 1)2)(ϕ) ≤
≤ τ((a⋆a)2)1/2τ((Nηn(x) − 1)4)1/2(ϕ). (71)
But ρ((Nηn(x) − 1)4)1/2 → 0. So there exists subsequence η′k of the sequence
ηn(x) such that
ρ((Nη′n(x) − 1)4) ≤
1
2n
. (72)
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Therefore the following series
∞∑
n=1
∫
τ((Nη′n(x) − 1)4)(ϕ)dµ(ϕ) (73)
converges. So by using B. Levi theorem we find that τ((η′n(H)−1)4)1/2(ϕ)→
0 for almost all ϕ. This fact and inequality (71) implies that ‖(aNη′n(x) −
a)|Ωϕ〉‖ → 0. The lemma is proved.
The following lemma holds.
Lemma 7. For all ϕ from lemma 5 there exists the spectral family
Fπ−1ϕ+2n in Hϕ:
Fπ−1ϕ+2nFπ−1ϕ+2m = Fπ−1ϕ+2nδn,m,
+∞∑
n=0
Fπ−1ϕ+2n = I,
n, m = 0, 1, 2....
. (74)
such that
〈f |N̂G|g〉 =
+∞∑
n=0
G(π−1ϕ+ 2n)〈f |Fπ−1ϕ+2n|g〉. (75)
For all |f〉, |g〉 ∈ D′ϕ. Moreover, self-adjoint operator, which acts in Hϕ
defined by its spectral decomposition
H˜ϕ =
+∞∑
n=0
(π−1ϕ + 2n)Fπ−1ϕ+2n (76)
is positive.
Proof. Let K be a smooth function with compact support such that
NK ∈ A⋆⋆. Let N ∈ Z+ be a number such that suppK ⊂ [−N,N ].
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Note that the measure
ρ(f ⋆dEπ−1ϕ+2ng), (77)
where f, g ∈ A⋆⋆ is an absolutely continuous measure with respect the mea-
sure dµ because
dPϕ =
n=∞∑
n=−∞
dEϕ. (78)
So there exists the functions ψn(ϕ)[f, g] ∈ L1(dµ) such that
ρ(f ⋆dEπ−1ϕ+2ng) = ψn(ϕ)[f, g]dµ(ϕ). (79)
Note that for almost all ϕ ψn(ϕ)[f, g] is a positive sesqulinear form and
τ(ϕ)(f ⋆g) =
n=+∞∑
n=−∞
ψn(ϕ)[f, g]. (80)
Let G(eiπϕ) be an arbitrary trigonometric polynomial. We have
ρ(f ⋆NKNG(eiπϕ)g) =
n=N∑
n=−N
∫
K(π−1ϕ+ 2n)ψn(ϕ)[f, g]G(e
iπϕ)dµ(ϕ) =
=
∫
τ(f ⋆NKg)(ϕ)G(e
iπϕ)dϕ. (81)
So we have
τ(f ⋆NKg)(ϕ) =
n=N∑
n=−N
K(π−1ϕ+ 2n)ψn(ϕ)[f, g]. (82)
Suppose that the function Kn has a support in a small neighborhood of the
point π−1ϕ+ 2n, and Kn(π−1ϕ+ 2n) = 1. We have
τ(f ⋆NKng)(ϕ) = ψn(f, g). (83)
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It follows from this identity that NˆK is self-adjoint bounded operator in Hϕ.
It follows from (83) that
τ(f ⋆NKnNKng)(ϕ) = ψn(f, g). (84)
It follows from (84) that N̂Kn is a projector in Hϕ. Let Fπ−1ϕ+2n = N̂Kn .
One can easily proof using (82) that Fπ−1ϕ+2nFπ−1ϕ+2m = 0 if n 6= m. The
fact, that Fπ−1ϕ+2n = 0 if n < 0 follows from the positivity of H˜ in H. It
follows from (80)
n=+∞∑
n=−∞
Fπ−1ϕ+2n = 1. (85)
5 Decomposition Hϕ into the sum of irre-
ducible components.
The following lemma holds.
Lemma 8. Hϕ can be decomposed into the direct sum of subspaces Hkϕ,
k = 0, 1, 2, ...
Hϕ =
∞⊕
k=0
Hkϕ (86)
such that
a) For all m = 0, 1, 2... operators Xˆ, Yˆ , N̂F (NF ∈ A⋆⋆) extends by continuity
to bounded operators from RanFπ−ϕ+m to Hϕ. These extensions we will
also denote by Xˆ, Yˆ , N̂F ).
c) The following subspaces
⋃
m
Hnϕ ∩ {RanFπ−ϕ ⊕ ...⊕ RanFπ−ϕ+m} (87)
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are invariant under the action of the operators Xˆ, Yˆ , N̂F .
d)
Hnϕ ∩ RanFπ−ϕ+k =  if k < n,
Xˆ l(Hnϕ ∩ RanFπ−ϕ+k) = Hnϕ ∩ RanFπ−ϕ+k+l, l > , if k ≥ n. (88)
Proof We have proved that τ(a)(ϕ) is a KMS state on A⋆⋆ for all ϕ from
[0, 2π) \A, where µ(A) = 0. Let ϕ be an element from [0, 2π) \A. Let n0 be
a minimal integer number such that Fπ−1ϕ+2n0 6= 0.
Dϕ is a dense subset in Ran(Fπ−ϕ+n).
Let η(λ) be a smooth function such that suppη(λ) is placed at a small
neighborhood of the point π−1ϕ + 2n0, and η(π−1ϕ + 2n0) = 1. So ˜η(H) =
Fπ−1ϕ+2n0 . We can think that Nη ∈ A⋆⋆. Using the Pythagoras theorem we
find that Dπ−1ϕ+2n0 := Dϕ∩Ran(Fπ−ϕ+n) is a dense set in Ran(Fπ−ϕ+n).
Let us define the following operators X˜, Y˜ acting in Â⋆⋆Dπ−1ϕ+2n0 according
with the following formula:
X˜ = lim
n→∞
˜ηn(H)Xˆ,
Y˜ = lim
n→∞
˜ηn(H)Yˆ ,
H˜ = lim
n→∞
˜ηn(H)Hˆ. (89)
Here ηn(H) ∈ B — is a sequence of real-valued functions such that
a) 0 ≤ ηn(H) ≤ 1,
b) suppηn(λ) ⊂ [−n, n],
c) ηn(H)|[−n,n] = 1,
d) Nηn ∈ A⋆⋆.
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To define the limits (89) we need no any topology because
˜ηn(H)Xˆ, ˜ηn(H)Yˆ become stabilize on Â⋆⋆Dπ−1ϕ+2n0 . Note that the following
relation holds
[X˜, Y˜ ] = N˜x,
X˜N˜F = N˜TaF X˜,
Y˜ N˜F = N˜T−aF Y˜ . (90)
and
NF
⋆ = NF ⋆ ,
X⋆ = −Y. (91)
Note that ∀n ∈ Z the operators X˜, Y˜ , H˜ are the bounded operators from
Fπ−1ϕ+2n ∩ Â⋆⋆Dπ−1ϕ+2n0 to Hϕ. The proof of this fact is similar to deriva-
tion of the formula for scalar product on Vλ. So we can extend the opera-
tors X˜, Y˜ , H˜ to the operators acting in A⋆⋆Dπ−1ϕ+2n0 with invariant domain:
Lin{⋃
n
RanFπ−ϕ+n ∩ Â⋆⋆Dπ−ϕ+n}
It is easy to see that
Â⋆⋆Dπ−1ϕ+2n0 =
⋃
n
X˜nRanFπ−+n . (92)
Note that the formulas (89) defines operators X˜, Y˜ , H˜ acting in
Â⋆⋆Lin{⋃
n
(RanFπ−+n ∩ D). Denote by H2n0ϕ the space Â⋆⋆Dπ−1ϕ+2n0.
Let us prove that for all n = 1, 2, ... the operators X˜n are the bounded
operators from RanFπ−ϕ+n+ ∩ Dϕ to Hϕ. Let ψ ∈ RanFπ−ϕ+n+. We
25
can represent ψ as a sum:
ψ = f1 + f2,
f1 ∈ Dϕ ∩Hn0ϕ ∩ Fπ−1ϕ+2n0+2,
f2 ∈ Dϕ ∩ Fπ−1ϕ+2n0+2. (93)
For all ε > 0 we can find decomposition (93) such that the projection of the
vector f2 to the space Hn0ϕ ∩Fπ−1ϕ+2n0+2 has a norm which is less then ε. So
we can think ‖f1‖ ≤ 2‖ψ‖, ‖f2‖ ≤ 2‖ψ‖. Let us calculate 〈f2|Y˜ nX˜n|f2〉.
∀n ∈ Z+ we will prove by induction there exists constant Cn such that
〈f2|Y˜ nX˜n|f2〉 ≤ Cn ‖ f2 ‖2 . (94)
We have
〈f2|Y˜ n+1X˜n+1|f2〉 =
= 〈f2|Y˜ nX˜n+1Y˜ |f2〉+
n+1∑
i=0
〈f2|Y˜ nX˜ i[Y˜ , X˜].X˜n−i|f2〉 (95)
The second term in the right hand side of last equality is equal to
C〈f2|Y˜ nX˜n|f2〉 (96)
for some constant C and we must to estimate the first term 〈f2|Y˜ nX˜n+1Y˜ |f2〉.
Note that Y˜ |f2〉 ∈ Ran ∈ Fπ−ϕ+n and there exists the constant C ′ such that
‖Y˜ |f2〉‖ ≤‖ f2 ‖. We have proven that ∀n = 0, 1, 2... the operators X˜, Y˜ , H˜
are the bounded operators on RanFπ−ϕ+n+n ∩ Â⋆⋆Dπ−ϕ+n , n = 0, 1, 2....
So there exists a constant C ′′ such that 〈f2|Y˜ nX˜n+1Y˜ |f2〉 ≤ C ′′〈f2|f2〉. The
statement is proved.
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So all the powers of X˜ we can extend from RanFπ−ϕ+n+ ∩ Dϕ to the
RanFπ−ϕ+n+. It is easy to prove as above that the operators X˜, Y˜ , H˜ are
the bounded operators on X˜n(RanFπ−ϕ+n+ ∩ Dϕ). So we can extend the
operators X˜, Y˜ , H˜ to the operators which acts in the space
Lin{⋃
n
X˜n(RanFπ−ϕ+n ⊕ RanFπ−ϕ+n+)}. (97)
For all N = 1, 2, 3... the restrictions of this operators to the spaces
Lin{
N⋃
n
X˜n(RanFπ−ϕ+n ⊕ RanFπ−ϕ+n+)} (98)
are the bounded operators.
Put by definition
H˜n0+1ϕ = Lin{
⋃
n
X˜n(RanFπ−ϕ+n ⊕ RanFπ−ϕ+n+)}. (99)
Now the operators X˜, Y˜ are defined on
Lin{ ⋃
n≥n
H˜n+ϕ ∩ Fπ−ϕ+n}. (100)
Let us consider the space
Πn0+1ϕ := RanFπ−ϕ+n+ ⊖ H˜nϕ (101)
and the space Hn0+1ϕ := Lin{
⋃
n
X˜nΠn+ϕ } It is clear that
H˜n0+1ϕ = Hn0ϕ ⊕Hn0+1ϕ . (102)
Continuing this procedure to infinity we will prove the lemma.
Note that the proof of this lemma is like to the well-known geometric
proof of the theorem about Jordan normal form of operator [12] .
6 Decomposition of the state τϕ into the sum
of the Gibbs states and the end of the
proof.
Let us decompose the vector |Ωϕ〉 into the following direct sum
|Ωϕ〉 =
∞∑
m=0
|Ωϕm〉, (103)
where |Ωϕm〉 ∈ Hmϕ .
It follows from lemma 8 that for all P (X, Y )NF ∈ A⋆⋆
〈Ωϕ|P (Xˆ, Yˆ )N̂F |Ωϕ〉 =
∞∑
m=0
〈Ωϕm|P (Xˆ, Yˆ )N̂F |Ωϕm〉. (104)
Now we state the following
Lemma 9. The following states
τϕn(P (X, Y )NF ) :=
1
〈Ωϕn|Ωϕn〉〈Ωϕn|P (Xˆ, Yˆ )N̂F |Ωϕn〉 (105)
are well defined and the KMS states.
Proof. Let us show that τn(P (X˜, Y˜ )N˜F )(ϕ) are the KMS states. Let
us introduce, the operators X¯, Y¯ , H¯ defined on
⋃
m
{RanFπ−ϕ+n ⊕ ... ⊕
RanFπ−ϕ+m+n} such that
a) The subspaces Hnϕ are invariant under the action of the operators
X¯, Y¯ , H¯,
b) The restriction of X¯, Y¯ , H¯ to Hn0ϕ coincide with the restriction of
X˜, Y˜ , H˜ to Hn0ϕ respectively, and the restriction of X¯, Y¯ , H¯ toHn0+mϕ are
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equal to zero as m > 0. We will find these operators in the following form:
X¯ =
∞∑
m=0
C1mX˜
m+1Y˜ mFπ−1ϕ+2n0+2m, (106)
Y¯ =
∞∑
m=0
C2mX˜
mY˜ m+1Fπ−1ϕ+2n0+2m+2, (107)
N¯F =
∞∑
m=0
DmX˜
mY˜ mFπ−1ϕ+2n0+2m. (108)
It is easy to find such C1m, C
2
m, Dm, such that the restriction of X¯, Y¯ , H¯ to
Hn0ϕ coincide with X˜, Y˜ , H˜ respectively. It is clear that these operator are
equal to zero on Hn0+mϕ m > 0. So we have:
τ0(P (X, Y )NF ) = 〈Ωϕ|P (X¯, Y¯ )NF |Ωϕ〉. (109)
for all NF ∈ A⋆⋆. Note that the group of automorphisms Ut acts on X, Y ,NF
as follows
Ut(X¯) = e
itX¯,
Ut(Y¯ ) = e
−itY¯ ,
Ut(N¯F ) = N¯F . (110)
So we have prove the KMS property of the functional τ0. The prove of the
KMS property of τ1, τ2, ... is analogues to the previous prove.
Then the following lemma holds.
Lemma 10. We can chose the set A such that for all a ∈ A⋆⋆
τϕn(a) = ρπ−1ϕ+2n(a). (111)
Proof. Let us prove that τϕl(a) l = 0, 2... is defined by the Gibbs formula.
Note that the Hilbert space Hn0+lϕ , is isomorphic to Γ⊗ V¯π−1ϕ+2n0+2l Here Γ
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is a some Hilbert space, and ⊗ means the tensor product of Hilbert space.
The domain of restriction of operators X˜, Y˜ , ˜F (H) to Hn0+lϕ consider with
Γ ⊗ Vπ−1ϕ+2n0+2l. Here ⊗ means an algebraic tensor product and operators
X˜, Y˜ , ˜F (H) at this representation have the form 1⊗ Xˆλ, 1⊗ Yˆλ, 1⊗ (NˆF )λ,
Here Xˆλ, Yˆλ, (NˆF )λ — are the representations of elements X, Y,NF in Vλ,
where λ = π−1ϕ+ 2n0 + 2l.
Now ∀a = P (X, Y )NF ∈ A⋆⋆
τl(P (X, Y )NF ) =
∞∑
n=0
〈Ωϕl|(P (X˜, Y˜ ) ˜F (H)Fϕ+2n0+2l|Ωϕl〉 =
=
∞∑
n=0
((P (Xˆλ, Yˆλ)NˆF )n,n〈Ωϕ0|Fϕ+2n0+2l|Ωϕ0〉. (112)
Here symbol ()n,m — means the matrix element between the vectors
|λ, n〉, |λ,m〉. We must prove that 〈Ωϕ0|Fϕ+2l+2n)|Ωϕ0〉 is proportional to the
Gibbs weight. It is easy to do by considering the element 〈Ωϕ0|XˆFλ+2nYˆ |Ωϕ0〉
and using the KMS property. So our lemma is proved.
So, we see that for all a ∈ A⋆⋆
τϕ(a) =
∞∑
i=0
mi(ϕ)ρπ−1ϕ+2i(a), (113)
where by definition mi(ϕ) = 〈Ωϕn|Ωϕn〉. Let us consider the measure dσ(λ)
which coincides with dµ(π(λ−2k))mk(π(λ−2k)) on each interval [k, 2k+2).
So our state can be represented as
ρ(a) =
+∞∫
0
dσ(λ)ρλ(a). (114)
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Now let a = Neitx ∈ A∗, where t ∈ Q. Let ηn(x) ∈ B be a sequence
of continuous functions such that suppηn(x) ∈ [−n, n], ηn(x)|[−n.n] = 1,
0 ≤ ηn(x) ≤ 1. We have
∫ +∞
0
dσ(λ)ρλ(NηnNeitx) = ρ(NηnNeitx), (115)
Where ρλ defined in (32,33). The right hand side of this equality can be
represented as follows
ρ(NηnNeitx) =
∫ +∞
−∞
dµ(x)eitxηn(x) (116)
for some measure dµ decreasing faster than any inverse polynomial. So the
right hand side of (115) tends to ρ(Neitx as n → ∞. The integrand in the
left hand side of (115) satisfy |ρλ(NηnNeitx)| ≤ 1 and limn→∞ ρλ(NηnNeitx) =
ρλ(Neitx). So
+∞∫
−∞
dσ(λ)ρλ(Neitx) = ρ(Neitx) (117)
or
σ({0}) + 1− e
−β
1− e−β+it
+∞∫
+0
dσ(λ)eitλ =
∫ +∞
−∞
dµ(x)eitxηn(x). (118)
Booth sides of equality (118) are continuous on t so (118) is valid for arbitrary
t. It follows from (118) that dσ is a linear combination of dµ(λ)− σ(0)δ(λ)
and dµ(λ − 2) − α(0)δ(λ− 2) therefore dσ decrease faster than any inverse
polynomial.
Therefore the part ”only if” is proved.
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7 Uniqueness
We can prove the uniqueness of ρ by induction on the number B,B+ by using
the KMS property. Let 1√
2
B := Y , − 1√
2
B+ := X . consider the following
expression
ρ(B±, ..., B±NF ), (119)
where the number of elements B± is equal to n. The base of induction (n = 0)
is obvious. Suppose that the statement is proved for m = n − 1, n − 2, ...1.
Consider the expression
ρ(B+ANF ), (120)
Here A is a product of n − 1 operators B±. Using the KMS property we
have:
ρ(B+ANF ) = e
−βρ(B+ANT−2F ) + e
−βρ([A,B+]NT−2F ). (121)
Iterating this identity we find:
ρ(B+ANF ) = e
−βkρ(B+ANT−2kF ) +
k∑
j=1
e−βjρ([A,B+]T−2jF ). (122)
We can represent ρ(aNfb) a, b ∈ D as an integral by some measure which
decrease faster then any inverse polynomial. So the first term tends to zero
as kMe−βk as k → ∞ for some integer M . The sum in the second term has
the limit because ρ([A,B+]T−2jF ) tends to zero as jMe−βj as j → ∞ for
some integer M . So
ρ(B+ANF ) =
∞∑
j=1
e−βjρ([A,B+]T−2jF ). (123)
32
But [A,B+]T−2jF contains only n−1 operators B±. We can write analogues
for ρ(BANF ). These representations prove the uniqueness of ρ.
8 Conclusion.
In the present paper we have investigated the structure of Kubo-Martin-
Shwinger states on universal enveloping algebra of sl(2,C). It is interesting
to generalize our results to the infinite dimensional case, general Lie algebras
and quantum groups.
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