This paper considers first-order autoregressive panel model which is a simple model for dynamic panel data (DPD) models. The generalized method of moments (GMM) gives efficient estimators for these models. This efficiency is affected by the choice of the weighting matrix which has been used in GMM estimation. The non-optimal weighting matrices have been used in the conventional GMM estimators. This led to a loss of efficiency. Therefore, we present new GMM estimators based on optimal or suboptimal weighting matrices. Monte Carlo study indicates that the bias and efficiency of the new estimators are more reliable than the conventional estimators.
Introduction
In econometrics literature, the panel data refers to the pooling of observations on a cross-section of households, countries, firms, etc. over several time periods. Panel data is now widely used to estimate dynamic econometric models.
1 Its advantage over cross-section data in this context is obvious: we cannot estimate dynamic models from observations at a single point in time, and it is rare for single cross section surveys to provide sufficient information about earlier time periods for dynamic relationships to be investigated. Its advantages over aggregate time series data include the possibility that underlying microeconomic dynamics may be obscured by aggregation biases, and the scope that panel data offers to investigate heterogeneity in adjustment dynamics between different types of individuals, household, or firms.
The DPD models offer great flexibility to empirical researchers. Many economic phenomena are dynamic in nature. DPD models allow researchers to control for unobserved heterogeneity in adjustment dynamics between different individual units and thereby provide improved insights in such models.
When dynamic models are estimated using panel data, the usual least squares methods lead to inconsistent estimates of the parameters of the models when the time dimension ( ) is short regardless of the cross sectional dimension ( ). This inconsistency stems from the fact that the disturbance terms are correlated with the lagged endogenous variable. Moreover, under large fixed asymptotic, Nickell (1981) showed that the standard maximum likelihood estimator suffers from an incidental parameter problem leading to inconsistency. 2 This has led to an interest in likelihood-based methods that correct for this problem. Some of these methods are based on modifications of the profile likelihood, such as Lancaster (2002) and Dhaene and Jochmans (2012) . Other methods start from the likelihood function of the first differences, such as Hsiao et al. (2002) , Binder et al. (2005) and Hayakawa and Pesaran (2014) .
The literature has focused on GMM 3 estimators applied to first differences, such as Anderson and Hsiao (1982) , Holtz-Eakin et al. (1988) , and Arellano and Bond (1991) . However, the standard GMM estimator obtained after first differencing has been found to suffer from substantial finite sample bias, especially when the instruments are weak and the number of moments is large relative to the cross section sample size. 4 This low precision of GMM is also evident in more general contexts. To improve the small sample properties of GMM estimators, a number of alternative estimators have been suggested, including, level and system GMM estimators which presented by Arellano and Bover (1995) . These estimators are based on use many instrumental variables to improve the efficiency of GMM estimator. 5 However, these estimators still biased and need to further improvement. Hayakawa (2007) examined the asymptotic bias of GMM estimators and proposed new estimators with less bias. Recently, Han and Phillips (2010) developed efficient GMM estimators based on alternative moment conditions arising from the model in first differences.
The main objective of this paper is improving the efficiency of GMM estimators. To achieve this objective, we proposed new approach to improve the efficiency of GMM estimators. Our approach based on finding and using the optimal weighting matrices to obtain more efficient estimators. This paper is organized as follows. Section 2 provides the model and reviews the conventional level and system GMM estimators. Section 3 presents the new GMM estimators. In Section 4, we consider the efficiency gain for the new estimators against using the identity matrix as an initial weight matrix. While in Section 5, Monte Carlo simulation comparison the performance of various level and system GMM estimators will be introduced. Finally, Section 6 offers the concluding remarks. 
The model and GMM estimators
The first-order autoregressive panel model is a simple case of DPD models, and it is defined as the following:
Under the following assumptions: Assumptions (i) and (ii) are the same as in Blundell and Bond (1998) , while assumption (iii) has been developed by Alvarez and Arellano (2003) .
Stacking equation (1) over time, we obtain ;
where
Given these assumptions, we get three types of GMM estimators. These include firstdifference GMM (DIF) estimator, level GMM (LEV) estimator, and system GMM (SYS) estimator. Blundell and Bond (1998) showed that when is close to unity and/or increases the DIF estimator has weak instruments problem, i.e., the instruments matrix which been used in the estimation become invalid. As well as, Abonazel (2014) proved that the conventional weighting matrix which has been used in DIF estimator, when the errors that are homoscedastic and that are not serially correlated, is the optimal weighting matrix for this estimator, but this is not the case for LEV and SYS estimators. So, we will not adjust DIF estimator by a new weighting matrix because it will not improve the efficiency of the estimation. Therefore, we focus on the LEV and SYS estimators to improve the efficiency of these estimators. In the following, we briefly review the conventional LEV and SYS estimators with the initials weighting matrices.
Level GMM estimator
In model (2), the individual effect ( ) caused a severe correlation between the lagged endogenous variable ( ) and the error term ( ). To eliminate this effect, Arellano and Bover (1995) suggested a method to eliminate the individual effect from instrumental variables. They considered the level model (2) and then showed that the instrumental variables matrix ( ) which is not contains individual effect and satisfied the orthogonal conditions ( ) .
Using these conditions, Arellano and Bover's (1995) one-step LEV estimator is calculated as:
2.2. System GMM estimator Arellano and Bover (1995) proposed a system GMM estimator in which the moment conditions of the first-difference GMM and level GMM are used jointly to avoid weak instruments and improved the efficiency of the estimator. The moment conditions used in constructing the SYS estimator are given by
where, ( ) and is a {2(T -2) × [(T -2) (T +1)/2]} block diagonal matrix given by
Using (5), the one-step SYS estimator is calculated as:
. ∑ / with ( *,
where is a (T -2)×(T -1) first-difference operator matrix:
Even though, the SYS estimator is more efficient than LEV estimator. However, the SYS estimator does not always work well; Bun and Kiviet (2006) showed that the bias of SYS estimator becomes large when the autoregressive parameter is close to unity and/or when the ratio of the variance of the individual effect to that of the error term departs from unity.
New GMM estimators
We present the new GMM estimators; depending on the optimal weighting matrix for LEV estimator and suboptimal weighting matrix for SYS estimator through the use of these matrices as new weighting matrices in GMM estimation, and then we get new GMM estimators. The new GMM estimators are more efficient than the conventional GMM (LEV and SYS) estimators.
In level GMM estimation, Youssef et al. (2014a) showed that is an optimal weighting matrix only in the case of , i.e., no individual effects case, and they presented an optimal weighting matrix for LEV estimator, in the general case, as:
where and is a ( ) vector of ones.
Note that the use of the weighting matrix can be described as inducing crosssectional heterogeneity through , and also can be explained as partially adopting a procedure of generalized least squares to the level estimation. So, using , instead of , certainly improve the efficiency of LEV estimator. So, we present the optimal LEV estimator depending on the optimal weighting matrix, , as given in (10). The optimal level GMM (OLEV) estimator is given by
In system GMM estimation, we use again in the weighting matrix to improve the efficiency for SYS estimator as follows:
So, we present the suboptimal system GMM (SSYS) estimator 6 depending on the suboptimal weighting matrix ( ):
In general, an asymptotically efficient estimator can be obtained through the two-step procedure in the standard GMM estimation. In the first step, an initial positive semidefinite weighting matrix is used to obtain consistent estimates of the parameters. Given these, a weighting matrix can be constructed and used for asymptotically efficient two-step estimates. It is well known 7 that the two-step estimated standard errors have a small-sample downward bias in dynamic panel data setting, and one-step estimates with robust standard errors are often preferred. We briefly summarize the two-step procedure as: at first, we use the suggested weighting matrix to get the one-step estimation, and then used the residuals from 6 Kiviet (2007) proposed a similar estimator using an optimal weighting matrix based on the particular values of , , and 7 See, e.g., Arellano and Bond (1991) and Windmeijer (2005) . one-step estimation as a weighting matrix to get the two-step estimation. For example, we can get the two-step estimation of ̂ by using the following weighting matrix:
where ̂ are the fitted residuals from ̂ .
To achieve more efficiency for all GMM estimators, we suggest using the three-step estimation that can obtain by replacing the residuals from the two-step estimation into the weighting matrix. Applying this approach to the SSYS estimator, we can get the three-step estimation of ̂ by using the following weighting matrix:
where ̂ are the fitted residuals from the two-step estimation of ̂ .
In practice, the variance ratio, , is unknown. So, we use the suggested estimates by Jung and Kwon (2007) for and as:
where ̂ are the residuals from one-step DIF estimator, while ̃ and ̃ are residuals from first-difference and level equations in one-step SYS estimator, respectively.
Note that if , we get then and . Therefrom the proposed GMM (OLEV and SSYS) estimators are equivalent to the conventional GMM (LEV and SYS) estimators. This means that the advantages from OLEV and SSYS estimators are increasing when is increasing.
Efficiency gains
Generally, using the moment conditions, the GMM estimator 9 ̂ for minimizes
with respect to , where is a positive semidefinite weighting matrix which satisfies , with a positive definite matrix. Regularity conditions are in place such that ∑ ( ) * ( )+ and 8 See Abonazel (2014) and Youssef et al. (2014b) . 9 See Hansen (1982) and Ogaki (1993) . In this section, the same notation as in Liu and Neudecker (1997) is used.
It is clear from the expression of the asymptotic variance matrix , in (19) , that the efficiency of the GMM estimator is affected by the choice of the weighting matrix .An optimal choice is a weighting matrix for which . The asymptotic variance covariance matrix is then given by ( ) . For any other , the GMM estimator is less efficient as:
To assess the potential loss in efficiency from using this initial weighting matrix, the following expression for the upper bound of the efficiency loss has been derived by Liu and Neudecker (1997) on the basis of the Kantorovich inequality (KI):
and the upper bound of KI is ( ) , where ; are the eigenvalues of the matrix . By increasing , more loss of efficiency will be occurred.
We use as a measure for the efficiency gains of the new GMM estimators. Since OLEV is the optimal estimator for level GMM estimation, according to Youssef et al. (2014a) . So, we can conclude that the value for OLEV is one. This means that the OLEV estimator achieves the maximum degree of the efficiency. But in system GMM estimation, Windmeijer (2000) showed that the optimal weighting matrix for SYS estimator has only been obtained in case of . Therefore, we present SSYS estimator to suit the different cases for . Also, we measure the efficiency gains from use SSYS especially in cases .
For simplicity, let us assume that and using the moment conditions in (5), then we get there are two over-identifying moment conditions:
and matrix is given by: 
Secondly, in case of the suboptimal weighting matrix for the SSYS estimator ( ), we get
where ( ∑ * , then the upper bound is:
Since value must be nonnegative. So, always ( ) ( ). This means that the SSYS estimator is more efficient than estimator when . But if , the efficiency of SSYS and SYS estimators are equal, i.e., ( ) ( ) in this case. So, the efficiency gains from use SSYS estimator is increasing when is increasing. Figure 1 presents the efficiency bounds ( ( ) and ( )) for system GMM estimation for various values of and and when . Figure 1 shows that the ( ) value is increasing when and are increasing, but it is more influenced by . In contrast, the ( ) value is not affected much by increase and . So, we can say, in general, that the SSYS estimator is more efficient than SYS estimator.
To study the effect of time dimension on the efficiency of system GMM estimators, let us assume that , then we calculate the efficiency bounds again for SYS and SSYS estimators. Briefly and without mention to the calculations details, we summarize the values of the efficiency bounds in case of in Figure 2 . Generally, this Figure shows that the values of ( ) and ( ) are increased because of increasing . Nevertheless, the ( ) values still less than the ( ) values when all values of and . This means that SSYS estimator is still more efficient than SYS estimator even if the time dimension is increasing.
The simulation study
We make Mote Carlo simulation to illustrate the moderate and large samples performance of the conventional (LEV and SYS) and new GMM (OLEV and SSYS) estimators in different situations of and . We use R language to create our program to set up Monte Carlo simulation and this program is available if requested.
Design of the simulation
Monte Carlo experiments were carried out based on the following data generating process:
,
To perform the simulation under the assumptions (i) to (iii), the model in (24) was generated as follows:
1. The individual effects, , were generated as independent normally distributed random variables, with mean zero and variance , and is independent across .
2. The disturbances, , were generated as independent normally distributed random variables, with mean zero and variance , and is independent across and , and such that they are independent of each other.
3. We generate the initial conditions as , where ( ), independent of both and with the variance chosen to satisfy covariance stationarity.
4. The variance ratio, , is characterized by ⁄ , this means that the variance ratio depends on and . To determine the values for , we must choose different pairs of and as: (
These suggested values indicate three levels for , the first level is when , while the second level is when , and the third level when .
5. The values of were chosen to be 150, 400, and 600 to represent moderate and large samples for the number of individuals.
6. The values of were chosen to be 4 and 8 to represent different size for the time dimension.
7. The values of were chosen to be 0.25 and 0.85 to represent different values for the autoregressive parameter.
8. For all experiments we ran 1000 replications and all the results of all separate experiments are obtained by precisely the same series of random numbers.
To compare the moderate and large samples performance, the four different GMM estimation procedures are considered according to their weighting matrix; specifically LEV, OLEV, SYS, and SSYS estimators. To raise the efficiency of the comparison between these estimators, we calculate three (from one-step to three-step) estimates for each estimator, and we refer to these estimates as "step 1", "step 2", and "step 3" in simulation tables. Moreover, we calculate the bias and root mean squared error (RMSE) for each estimator. The bias and RMSE for a Monte Carlo experiment are calculated by
where is the true value for parameter in (24), and ̂ is the estimated value for in the trial number .
The simulation results
The results are given in Tables 1 to 5 . Specifically, Tables 1 and 2 present the bias and RMSE of conventional and new GMM estimators in cases of 0.5 and 1, respectively. While in case of (5, 10, and 25) are presented in Tables 3 to 5 , respectively. In our simulation study, the main factors which effect on the bias and RMSE values for all GMM estimators are , , , and . From Tables 1 to 5, we can summarize these effects for all estimators (conventional and new) in following points:
 As increases the bias increases and RMSE increases.  As increases the bias increases and RMSE decreases.  As increases the bias decreases and RMSE decreases.  As increases the bias increases and RMSE increases. Table 1 indicates that, in case of close to zero, the bias and RMSE of OLEV and SSYS estimators are approximately equivalent to the bias and RMSE of LEV and SYS estimators, respectively. Therefore, we don't get a significant advantage from use the suggested weighting matrices ( and ) in this case. Tables 2 to 5 indicate that, in case of , the bias and RMSE of all estimators (conventional and new) are increased with increasing by . While the bias and RMSE of OLEV and SSYS estimators show a much slower increase whenever increased. Consequently, we conclude that OLEV and SSYS estimators are more efficient than the LEV and SYS estimators especially when .
In general, the all estimators in "step 2" are smaller in bias and RMSE than "step 1". While in "step 3", the bias and RMSE of all estimators are the smallest if only. Moreover, the bias and RMSE of OLEV (step 3) are approximately equivalent to the bias and RMSE of OLEV (step 2) in all simulation situations.
From Tables 3 to 5, we can note that, in case of , the bias of SSYS (step 3) is the smallest in most situations except the case of and are small (i.e., ρ = 0.25, T = 4). In this case, the OLEV (step 2 or step 3) estimator is the smallest in bias. However, the RMSE of SSYS (step 2 or step 3) is the smallest in all situations.
Since, the OLEV and SSYS estimators based on the variance ratio estimation, ̂ ̂ ̂ ⁄ . So, we use the Monte Carlo simulation again to illustrate the performance of ̂ in different cases of sample size (N = 50, 100) and different values of the variance ratio ( 0, 0.5, 1, 5, 10, and 25). We summarize the simulation result in Figure 3 . We can note that in cases of 0, 0.5, and 1 the bias of ̂ close to zero, while in the case of increasing (specifically when 5) the bias of , ( ) ̂ , increases significantly, especially when increases (close to one). So, the advantage of the OLEV and SSYS estimators decrease as grows to unity because a high leads to an unreliable estimate of . However, still the OLEV and SSYS estimators are the smallest in bias and RMSE.
Conclusion
The LEV and SYS estimators for DPD models are efficient estimators. This efficiency is affected by the choice of the weighting matrix. Our Monte Carlo results indicate that the LEV and SYS estimators are vulnerable to an increase in . One of the most distinguishing features in these experiments was that biases and RMSE increase with in most cases. So, we proposed the new weighting matrices which included the ratio to improve the efficient of LEV and SYS estimators. And then we get the new estimators (OLEV and SSYS).
By using the KI, we show that the OLEV and SSYS estimators are more efficient than LEV and SYS estimators, respectively. Moreover, the potential efficiency gain for OLEV and SSYS estimators becomes large when increases. This is also confirmed by our simulation study. Since, the bias and RMSE of SSYS are smaller, in most situations, than the bias and RMSE of OLEV especially when . Consequently, we conclude that the SSYS estimator will provide useful parameter estimates for the practitioner. Step 1
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