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Abstract
The negatively charged nitrogen-vacancy (NV) center in diamond possesses
excellent room-temperature coherence properties and is a very promising candidate
platform for the next generation of high sensitivity magnetic sensors. In this work
we investigated the relaxation dynamics and sensing performance of the nitrogen-
vacancy (NV) center.
while examining the NV concentration dependent population relaxation times
T1 we found strong evidence of NV-NV dipole-dipole couplings being the dominant
relaxation channel for high NV concentrations (>1 ppm).
We also studied two distinct NV magnetometry modalities. One of them was
the NV based magnetic microscope which was used to obtain optical resolution
magnetic signals. Several key insights on experimental design were obtained from
these efforts which, we believe, could enable us to study time-dependent magnetic
processes.
The other was a high-sensitivity and high-spectral resolution NV based nuclear
magnetic resonance spectrometer was built and the first two-dimensional NMR
signal of an external analyte was obtained on such a system.
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Chapter 1
Background
In recent years research of quantum technologies has progressed considerably with
many research groups now focusing on not only fundamental research but concrete
applications and product development [1]–[3].
The most widely known quantum technology is probably the quantum com-
puter. Several public and private bodies (IBM, ETH-Zurich, Rigetti and Microsoft
[4]) are offering development platforms and access to genuine quantum machines.
This rapid advance has been made possible by identifying platforms that can be
efficiently decoupled from the rest of the universe as one of the limiting factors is
the coherence time of the qubit.
Whilst this extreme sensitivity to external forces might be undesirable in com-
puting applications a complementary class of applications have emerged in recent
years that seeks to capitalize on this weakness of the quantum systems. Exam-
ples of quantum systems tailored for sensing are atomic vapor magnetometers,
atomic clocks, superconducting quantum interference devices and quantum defects
in solids.
Among the latter the nitrogen-vacancy color center (NV center) in diamond
stands out with an array of remarkable properties. First, the ground spin state of
the NV center can be both intialized and read out optically; in addition the spin
state can be coherently manipulated using microwave radiation. Second, the spin
coherence time (T2) even at room temperature can reach up to ∼ms [5] and reach
seconds at liquid nitrogen temperatures [6]. Finally, the physically robust, chemi-
cally inert and biocompatible diamond matrix lends itself well to nanostructuring,
which enables favorable geometries for sensing applications such as trenches [7]
or nanopillars [8], studies in biological systems [9], [10] and the potent fabrication
processes familiar in the semiconductor industry such as chemical vapor deposition
(CVD), delta-doping or ion implantation. These methods grant a high degree of
control over the isotopical composition [5], [11], [12], NV concentration [13], [14]
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and spatial distribution [15], [16], which make it possible to tailor the quantum
sensor to a particular application.
Samples of bulk NVs have managed to achieve a ∼pT/√Hz sensitivity [17] and
microscale ensembles have reported a sensitivity as low as 1.2 nT/µm3/2/
√
Hz [18].
This thesis focuses on NV coherence time characterization and two different
sensing modalities: microscale magnetic imaging and high-resolution, picoliter-
scale nuclear magnetic resonance (NMR). The first chapter covers the basic struc-
ture of the NV center and the fundamentals of magnetic sensing using the defect.
Chapter 2 briefly describes the relaxation mechanisms and characteristic relaxation
times (T1, T2 and T∗2). Chapter 3 moves on to magnetic microscopy with NV cen-
ters and finally chapter 4 deals with the applicability of NV center bases sensors
in nuclear magnetic resonance spectroscopy.
The overall goal of the thesis is as follows: Study the NV relaxation pro-
cesses, build a NV based magnetic microscope and move the NV nuclear
magnetic resonance spectrometer towards competitiveness with conven-
tional techniques.
To achieve this goal I set myself three tasks:
• Characterize the T1 relaxation rate as a function of NV concentration and
use the data to infer the possible relaxation mechanisms.
• Construct a NV diamond magnetic microscope and evaluate the possibility
of studying time-dependent processes with this technique.
• Examine the feasibility of performing two-dimensional nuclear magnetic res-
onance experiments with an NV based sensor.
1.1 The NV center structure
The nitrogen-vacancy center point defect in diamond with C3v symmetry formed
when a nitrogen atom replaces a carbon atom and, additionally, is joined by a
vacancy in an adjacent carbon site, as shown in Fig. 1.1.
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Figure 1.1: The structure of the NV center. For the negatively charged center the
electron is mostly localized at the vacancy site. The axis connecting the nitrogen
to the vacancy is the quantization axis.
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There exist several charge state variations of the defect: NV+ [19], [20], NV0
[21] and NV− [22]–[24] where the NV0 and NV− are the predominant varieties
[25]. The negatively charged center exhibits the properties that make it highly
attractive. These properties are:
• The spin state can be prepared optically.
• The spin state can be read out optically.
• Spin coherence times that are long compared to most other solid state qubit
systems.
It is common in the literature to drop the “-” sign, and this practice will also be
employed in this work. It is thought that the source of the additional electron
are substitutional nitrogen defects (also known as P1 centers) [22], [26]. The NV
center itself possesses a C3v symmetry with the symmetry axis aligned along the
crystalline sites of the nitrogen and vacancy. In most bulk diamond/NV fabrication
techniques all four possible alignment direction are equally probable resulting in
four subsets of NV centers. However, preferential orientation along two directions
can be achieved through clever substrate selection and appropriate CVD growth
protocols [27], [28].
1.2 NV formation and common fabrication tech-
niques
The general steps of fabricating a NV diamond are:
• Preparation of a diamond matrix with the necessary nitrogen, 13C con-
tent/volumetric distribution.
• Introduction of vacancy defects in the diamond either by ion or electron
irradiation. In some cases the first and second steps are combined by using
nitrogen as the vacation forming ion. High-power impulse lasers have also
been used to both locally create vacancies and perform the annealing step to
form NV centers [15], [29].
• High-temperature annealing in an oxygen-free atmosphere, which causes the
vacancies to diffuse through the diamond until they encounter a site adjacent
to a substitutional nitrogen.
N (Optional) Surface treatment (Plasma cleaning, acid washing etc.). In oc-
casions where very shallow (∼5 nm or lower) NVs are necessary, oxygen
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termination of the dangling carbon bonds leads to better performance as it
inhibits the NV− → NV0 charge state transition [20], [30], [31].
Two processes are commonly used to produce diamonds for NV applications.
The high-pressure, high-temperature (HPHT) transforms carbon to graphite in
high-temperature presses. This process is relatively cheap, but produces diamonds
with a higher nitrogen content and more defects. Chemical vapor deposition (CVD)
builds diamonds layer by layer as atoms from a vapor are deposited on a substrate.
The CVD process is slower and costlier, but yields higher purity diamonds.
The HPHT process attempts to recreate the conditions in the Earth’s mantle
where diamonds form naturally, i.e., high pressure and high temperature. The first
industrialized method for synthetic diamond synthesis was developed by Bundy et
al. [32], [33], achieving a pressure of 10 GPa and a temperature in the neighbour-
hood 2000 ◦C. An essential step for achieving repeatable crystal growth was the
addition of nickel, cobalt or iron in the crucible along with the seed diamond. The
metals act as catalysts for the growth process [33]. Over the years improvements
in anvil quality have enabled longer periods of sustained high pressure [34]. Better
understanding of crystal growth process prompted the introduction of additives to
bind contaminants such as nitrogen (Ti, Al) or to alter the hue of the gemstone
(for example the introduction of boron produces a bluish color) [35] Over the years,
improvements have been made both in anvil quality, allowing for longer periods
of sustained high pressure [34], and also crystal growth control. In the context
of fabricating NV-based sensors HPHT diamonds have a relatively high content of
nitrogen homogeneously distributed in the whole volume of the chip. It means that
it is necessary to introduce only vacancies in the system and anneal in order to
form NV centers. These vacancies can be created by high energy electrons, which
are more easily produced than high-energy ions and also introduce considerably
less lattice damage netting higher performing defects [33].
In recent years, CVD-grown diamond chips have become the prevalent host
for bulk NV-based quantum sensors. There are two main reasons for this devel-
opment. First, it is possible to maintain a high level of control over the spatial
distribution of NV centers by using very high purity host matrices. In this case
the NV depth distribution is determined by an appropriate selection of nitrogen
ion implantation energies (ions tend to have a narrow implantation depth [36] ∼10
nm). A more advanced technique is the so-called delta-doping [37]–[42], where N2
gas is introduced during the growth process to form a nitrogen-rich layer of the
desired depth, thickness and defect density. Then the vacancies can be generated
either by electron irradiation or light-ion implantation.
Second, CVD diamonds have fewer defects or impurities [13] than HPHT dia-
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monds and enable the creation of isotopically pure layers of 12C, which suppress
the magnetic noise caused by the 13C isotope (natural abundance - 1.1 %). Signals
from NVs embedded in diamond matrices with fewer paramagnetic defects or lat-
tice imperfections will experience less inhomogeneous broadening yielding better
but more expensive sensors.
1.3 The NV energy structure
In total six electrons form the NV center. Two of them occupy an energy level
within the conduction band and remain filled for all observable electronic energy
levels of the nitrogen vacancy center [22]. The remaining electrons occupy molec-
ular orbitals (MO) formed from the dangling bonds of surrounding nitrogen and
carbon atoms. A group-theoretical approach describing the MO formation from the
dangling bonds, energy ordering of singlet/triplet states and spin-orbit interaction
is presented by Maze et al. [43] and is beyond the scope of this thesis.
The electronic energy structure and absorption/emission spectra in the triplet
state manifold of the NV center are depicted in Fig. 1.2. The broad vibronic
bands mean that excitation and emission can occur at different wavelengths, thus
enabling easy separation between them by using dichroic mirrors or filters. Besides
the direct optical transitions, there exists a non-radiative inter-system crossing to
the metastable singlet state which can further transition back to the triplet through
another radiation-free pathway. Between the electronic states of the singlet (1A
and 1E) both optical (1042 nm) and non-radiative transitions are possible with the
non-radiative decay between the singlet states dominating the infrared decay path
[44]. The fine structure spin Hamiltonian of the ground state triplet level 3A2 takes
the form [46]:
Hgs =Dgs
[
S2z − S(S + 1)/3
]
+ A‖gsSzIz + A
⊥
gs [SxIx + SyIy] +
Pgs[I
2
z − I(I + 1)/3],
(1.1)
whereDgs is the fine structure splitting, A
‖
gs and A⊥gs are the parallel and perpendic-
ular components of the hyperfine interaction tensor,Sx,y,z and Ix,y,z are electronic
and nuclear spin operators, and Pgs is the nuclear quadrupole parameter. Not that
for 15N the nuclear spin is I = 1/2 and so Pgs = 0. The value of Dgs at room
temperature is ∼ 2.87 GHz, but it exhibits a temperature dependence of ∼ 74 kHz
per Kelvin [47]. The magnetic and electric/strain field interaction of the ground
state is well described by the following Hamiltonian [22]:
Vgs =µBgS ·B+ µBgNI ·B+ d‖gs
[
S2z − S(S + 1)/3
]
+
+d⊥gs(Ex + δx)
(
S2x − S2y
)
+ d⊥gs(Ey + δy) (SxSy + SySx) ,
(1.2)
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Figure 1.2: (Left) The electronic structure of the NV center. Solid arrows depict
optical transitions and dashed arrows represent non-radiative transitions. The
ground state is a spin triplet but it also has a metastable singlet state accessible
from the excited 3E state. The states are named after the Mulliken symbols of the
irreducible representation associated with the state. (Right) The emission (solid
line) and absorption (dashed line, reflected along the zero-phonon line at 637 nm)
spectra of the NV center [45].
where µB is the Bohr magneton, g is the g-factor (there is an anisotropy associated
with the g-factor, but it is small [48] and will be treated as isotropic in this text),
gN is the nuclear g-factor of either 15N or 14N , d
‖
gs and d⊥gs are the axial and off-axis
components of the ground-state dipole moment and δ is the strain field. The values
of the dipolar moment components are d⊥gs = 17 ± 3Hz and d‖gs = 0.35 ± 0.02 as
reported by van Oort et al. [48]. In magnetic sensing applications we can often
neglect the nuclear Zeeman, nuclear quadrupole and strain-electric field terms as
they are small or only induce broadening when averaged over the an ensemble of
NVs in the diamond lattice. When combining expressions 1.1 and 1.2 and dropping
said terms we get:
Hgs = Dgs
(
S2z − S(S + 1)/3
)
+ µBgS ·B. (1.3)
In some cases, especially when dealing with diamonds that have been subjected
to large ion/electron implantation doses, the d⊥gs(Ex + δx)
(
S2x − S2y
)
+ d⊥gs(Ey +
δy) (SxSy + SySx) term is substantial and produces ∼MHz large splittings between
the ms = ±1 states.
1.3.1 Optical polarization of the NV center
As mentioned in the introduction to this chapter, one of the outstanding properties
of the NV center is that the spin projection state can be polarized and read out
optically. The reason for this behavior can be understood by taking another look
at the NV energy structure Fig. 1.3. The direct radiative relaxation is equally
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probable for all spin projections [49], however comparing the relative non-radiative
relaxation rates of ms = ±1 and ms = 0 magnetic sublevels [50] yields a value of
Γ0
Γ±1
≈ 0.53, (1.4)
indicating a strong preference of the ms = ±1 spin projection states to relax back
to the ground state through the singlet system. The 1E→ 3A2 intersystem crossing
exhibits only a weak spin projection dependence [51] resulting in optical pumping
of the ms = 0 state. This phenomenon also accounts for the spin-projection-
dependent fluorescence as the nonradiative channel competes with the radiative
decay path. As a result the state with the lowest non-radiative relaxation contri-
bution is the brightest.
1.3.2 Optically detected magnetic resonance of the NV cen-
ter
The simplest implementation of the NV center as a magnetic field sensor is optically
detected magnetic resonance (ODMR) spectroscopy. The fluorescence intensity of
the NVs is monitored as function of an applied microwave frequency. When on
resonance, the microwaves induce transitions between the ms = 0 and ms = ±1
spin states. As discussed in section 1.3.1 the ms = ±1 states exhibit a lower
fluorescence level due to their higher probability of non-radiative decay allowing
Dgs = 2.87 GHz
ms = ± 1 
ms = 0 
ms = ± 1 
ms = 0 
Des = 1.47 GHz
Weak
Strong3E
3A2
1A
1E
Figure 1.3: NV energy structure including the spin states. The excited state ms =
±1 spin projections have a high probability to perform an intersystem crossing
to the singlet state while the transition back to the triplet state exhibits far less
dependence on the spin projection.
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one to determine the energy difference between the two states. The levels are
shifted (assuming all other external field, strain, and temperature variables are
controlled for) according to the Zeeman term µBgB · S in Eq. 1.3. In almost all
sensing applications the zero-field splitting Dgs is much larger than the magnitude
of the magnetic field under investigation. This effectively means that only the
axial component of the field is detected, as off-axis terms contribute to the energy
splitting only in the second order. A widely used experimental implementation for
detecting ODMR is shown in figure 1.4. A complication that arises when using
Green laser
Photodetector
Microwave source
Lens/objective
Diamond
Dichroic mirror
Figure 1.4: A simple ODMR experimental setup. The NVs are excited by a green
laser while applying microwaves by a wire, horn antenna or some other means.
The fluorescence is collected by a lens/objective and any reflected laser light is
deflected by a dichroic mirror.
bulk NV diamonds as sensors is that the center can be aligned along any of the
four possible orientations with equal probability. While this feature is beneficial
in some applications where it is necessary to extract not only the magnitude but
also the orientation of the sample field [40], [52], in most cases it complicates the
ODMR spectra and lowers the signal contrast. Usually one orientation is isolated
by aligning it with the magnetic field axis resulting in the ODMR structure shown
in figure 1.5.
1.4 Relaxation and decoherence
As mentioned in the introduction, one of the reasons NVs have gained such atten-
tion are the exceptional coherence properties. Following the terminology adopted
in the field of nuclear magnetic resonance, the longitudinal relaxation time is re-
ferred to as T1, the homogeneous relaxation time as T2, and the inhomogeneous
relaxation time as T∗2. The T1 time describes how quickly the system reaches ther-
mal equilibrium once all external driving forces (such as optical illumination in
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Figure 1.5: ODMR spectra in the case of a field aligned along one of the 4 possible
NV orientations. This results in two families of peaks in ODMR spectra. The
ones furthest out come from the aligned NVs while the inner lines are due to the 3
misaligned varieties. In the misaligned case the transitions are degenerate due to
the C3V symmetry of the defect.
the case of NVs) have ceased [53]. It is governed by the magnetic noise spectrum
of the defect environment. The T2 time describes how spin dephasing occurs and
is mostly caused by spin-spin interactions with other paramagnetic spin species
within the diamond lattice. The T∗2 time also measures the dephasing time but
includes inhomogeneous effects such as magnetic field gradients across the sens-
ing volume and fluctuations of the local spin environment. Various decoupling
sequences can be used to cancel out the inhomogeneous influences and T2 can be
thought of as the upper bound of T∗2 (i.e., T2 ≥T∗2).
1.4.1 Rabi oscillations
The Zeeman sublevels of the NV triplet ground state can be coupled via resonant
MW radiation. The effect of the MW radiation on the resonant sublevels can be
represented conveniently on the Bloch sphere (see figure 1.6). The poles correspond
to pure states while other locations on the surface on the sphere correspond to a
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pi/4 pi/2 pi
Figure 1.6: Spin state evolution under the influence of MW radiation. The state
evolves by precessing around the meridian the precession angle depends on the
phase accumulation φ(τ) =
∫ τ
0
B(t)γdt. By turning the MW power off at the right
moment, a specific rotation can be achieved and is commonly referred to by the
rotation angle i.e. "a pi/2 pulse".
mixed state of the form:
|ψ〉 = cos θ|0〉+ sin θeiφ|1〉, (1.5)
where θ is the polar angle describing the relative contribution of each of the basis
states to |ψ〉 and φ is the azimuthal angle describing the phase of the *wavefunction.
If we assume no relaxation and no other couplings to external fields, under the
influence of MW radiation the state will precess along the meridian of the Bloch
sphere with the population oscillating between the two base-states. The oscillation
frequency scales as the the MW mediated coupling between the two states. In the
case of spin transitions in the MW ground state the interaction Hamiltonian is
simply ~γB1 and the Rabi frequency is Ω = γB1, where γ is the gyromagnetic
ratio of the electron and B1 is the MW field component transverse to the spin
polarization.
Since the transverse MW field amplitude is rarely precisely known the duration
of a pi (or any other duration) pulse is determined by a scheme shown in figure
1.7. The pulse duration is swept and the fluorescence monitored. This results
in oscillations in the fluorescence level corresponding to population oscillations
between the |ms = 0〉 and |ms = ±1〉 sublevels. The oscillations also exhibit a
decay envelope both due to inhomogeneities in the B1 field and intrinsic dephasing
due to the local spin environment. The characteristic decay time is often referred
to as T1ρ.
CHAPTER 1. BACKGROUND 12
1.4.2 Homogeneous transverse (T2) relaxation
Homogeneous transverse relaxation affects all the spins in the ensembles in the same
way, excluding inhomogeneous factors such as spatial variation in the strength of
the magnetic field. The inhomogeneous factors can usually be cancelled out by a
decoupling the target spins from the environment. One of the simplest ways of
decoupling the NVs from the extrinsic environment is by a Hahn-Echo sequence
shown in figure 1.8.
Initially the NVs are polarized in the ms = 0 state by a laser pulse. Then a
resonant MW pi/2 pulse is applied transferring the state to the equatorial plane of
the Bloch sphere. Let us assume the MW are in resonance with the |ms = 0〉 →
|mS = 1〉 transition. Then the superposition state can be written as:
|ψ(t = 0)〉 = 1√
2
(|0〉+ |1〉) . (1.6)
During the first evolution period the state evolves under the influence of the mag-
netic field of the local spin environment accumulating a phase φ = −γ ∫ τ
0
B(t)dt.
After the first evolution period the systems state can be written as:
|ψ(t = τ)〉 = 1√
2
(|0〉+ eiφ|1〉) . (1.7)
Afterwards, a resonant pi pulse is applied to the NVs, essentially flipping the sign of
the accumulated phase during the first free precession period. During the next free
precession period the NV continues to accumulate phase φ2 = −γ
∫ 2τ
τ
B(t)dt. The
net phase accumulation is then φtot = φ2 − φ1., Stationary or slow contributions
are cancelled. Finally, another pi/2 pulse is applied. The final state of the system
is a function of the total accumulated phase during both free precession periods.
The state is read out optically by applying another laser pulse and monitoring the
fluorescence.
There are many different variations of decoupling techniques besides Hahn-echo
(CPMG, XY8-N etc.) varying in number of pulses, pulse spacing, phase control,
affected spin species etc., but it is important to realize that most of them effectively
act as frequency filters. That means that not only the inhomogeneous part is
suppressed, but a filter function is also applied to the noise of the contribution
from the local spin bath. As a result the decoupling sequences with a narrower
bandwidth will result in longer coherence times.
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Figure 1.7: Measurement of Rabi oscillations. (left) Experimental data from a
Rabi measurement in a bulk NV diamond. The time period from peak to trough
is equal to the length of a pi pulse. (right) The pulse sequence used to measure
Rabi oscillations. The time between initialization and readout is kept fixed while
the length of the MW pulse is varied.
0
Initialization Readout
Laser
MW
1 2 3 4 5
1 2 3 4 5
Figure 1.8: The Hahn-echo pulse sequence (top) and the corresponding evolution
of the state on the Bloch sphere (bottom). Each distinct step is color-coded.
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1.4.3 Inhomogeneous transverse (T∗2) relaxation
The inhomogeneous relaxation characterizes the overall dephasing of an ensemble of
NVs due to the different local or macroscopic environments they inhabit. Typical
sources of inhomogeneity are magnetic field gradients, non-uniform temperature
distributions, and proximate paramagnetic spin species coupled strongly to some
NVs but not others. The T∗2 time is measured using a Ramsey sequence (see
Fig. 1.9), which is very similar to the already described Hahn Echo sequence absent
the pi pulse. The missing pi pulse means that inhomogeneous effects will not be
Initialization Readout
Laser
MW
Figure 1.9: The Ramsey pulse sequence.
cancelled as in the Hahn echo experiment. This means that this technique is
sensitive to low-frequency and DC components of the local magnetic environment.
1.4.4 Longitudinal relaxation (T1)
The longitudinal relaxation time T1 describes how long it takes the spins to reach
thermal equilibrium. Both phononic processes and dipole-dipole couplings to other
spins contribute to the relaxation. Which mechanism dominates is strongly influ-
enced by both the diamond’s intrinsic properties as well as environmental variables
such as an external magnetic field and temperature. At low fields the splitting be-
tween spin sublevels is dominated by the dipole-dipole interaction (D = 2.87 GHz).
As the diamond phonon density of states is very low in this region, the phonon part
of the relaxation is mostly due to two-phonon Orbach and Raman processes. This
was confirmed by T1 temperature dependence studies [54]–[57] where the following
relaxation rate dependence was obtained:
1
T1
= A1(S) +
A2
exp ∆
kBT
− 1 + A3T
5. (1.8)
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The A1(S) is sample-dependent, the second term describes a two-phonon Orbach
process [58] at room temperature and below, where ∆ = ~ωloc is the energy of
the localized phonon mode, and the final term describes the two-phonon Raman
process [57].
The other contributors to the longitudinal spin relaxation are magnetic noise
from the environment such as 13C (natural abundance 1.1%), P1 centers, other
NVs, or surface spins in case of shallow NVs. The relaxation mechanism can be
thought of as the driving of the spin transitions by the magnetic noise and the
relaxation rate is proportional to the power at the NV transition frequency. This
dependence can be used to probe the spin bath surrounding the NV center by
monitoring the T1 as function of the external magnetic field. An example of this
is shown in figure 1.10. When the energy of a transition for the NV matches that
of another spin species, such as the P1 center, both the spins can simultaneously
change their spin states causing the NV T1 time to decrease. It can be used to
probe the spin-environment outside the diamond as shown in [59]–[61], where spin
species were identified by a spike in the magnetic noise spectrum at their Larmor
frequency.
480 490 500 510 520 530 540
1250
1300
1350
1400
1450
1500
1550
External field (G)
R
el
ev
an
tt
ra
ns
iti
on
fre
qu
en
cy
(M
H
z)
P1 transitions NV transitions
Figure 1.10: Decrease in the T1 time due to cross-relaxation through the P1 centers.
(left) Longitudinal relaxation rate as a function of an external field (applied along
one of the 4 diamond crystal orientations), figure originally from [62]. The dashed
lines indicate energy matching conditions (crossing points on the figure on the right
side). A sharp increase is seen where the energy of an NV spin flip matches that of
a P1. (right) Transition frequency as a function of applied field. P1 transitions are
marked in red (allowed transitions for the NV) and pink (disallowed transitions for
the NV), NV |ms = −1,mI〉 → |ms = 0,mI〉 transition is in black.
The pulse sequence used to measure the T1 time is shown in figure 1.11. This
type of sequences can also be used in an imaging setup by gating the exposure
time [59], [60].
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Figure 1.11: Measurement sequence for the T1 relaxation time. The MW pi pulse
after the initialization is optional. Often measurements with and without the MW
pulse are done in succession and then subtracted cancelling out any common-mode
noise present in the system as well as isolating only the NVs resonant with the
applied pulse.
1.5 Magnetometry with the NV center
There exist several different approaches to magnetometry with ensembles of NV
centers depending on the frequency and bandwidth of the signal, whether full vector
information is necessary or whether it is necessary to suppress temperature/strain
related effects. This section contains a brief overview of the more widely used
detection techniques.
1.5.1 CW-ODMR based detection
As briefly mentioned in section 1.3.2 a simple way of measuring the magnetic field
is by continuously sweeping an applied microwave frequency and monitoring the
NV centers’ fluorescence. When the MW frequency is on resonance with either on
of the |ms = 0〉 → |ms = ±1〉 transitions it results in a dip in fluorescence. The
shot-noise limited sensitivity η is given by:
η ≈ PFγNV ∆ν
C
√
R
, (1.9)
where PF is a numeric factor related to the line shape of the resonance (PG ≈ 0.7
for a Gaussian line shape and PL ≈ 0.77 for a Lorentzian line shape), γNV is
the NV gyromagnetic ratio, ∆ν is the FWHM of the resonance and and R is the
photon collection rate. While CW-ODMR has a relatively simple experimental
realization it suffers from decreased sensitivity due to microwave- and laser induced
power broadening. To achieve optimal sensitivity [17], [63], [64] optical, MW, and
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intrinsic contributions to the dephasing time should be roughly equal, in which
case:
η ≈ PFγNV 1
C
√
RT ∗2
. (1.10)
A common variation on the experimental setup presented in figure 1.4 is the
addition of a lock-in amplifier. The microwave frequency is modulated across either
of the transitions of the aligned NV centers (see figure 1.5). The voltage from the
photo-diode is then mixed with the modulation signal, which effectively separates
the information-carrying part of the signal from the more prevalent low-frequency
noise contributions and thereby narrows the acquisition bandwidth.
There are also several practical problems that commonly arise and negatively
impact the capabilities of the NV magnetometer:
• Temperature The laser light used to excite the NV centers can also cause an
inhomogeneous temperature distribution to form. The transition frequency
exhibits a temperature dependence of 75kHz/K which can cause either a
broadening of the spectral line in a bulk magnetometer or create visual arti-
facts in field maps from magnetic imaging setups. A common way to address
this problem is by measuring both of the |ms = ±1 transitions and using
the difference of the transition frequencies to obtain the field value. Since
the temperature affects the dipolar splitting constant D [47] (see equation
1.1) the temperature contribution to the energy shift is identical for both
transitions and is cancelled out when subtracting them.
• Polarization of optical and MW fields The NV center can absorb only
light polarized transverse to the quantization axis (the axis connecting nitro-
gen to the vacancy site). This can result in sub-optimal excitation efficiency
for certain experimental geometries especially if using (110)-face polished
diamonds. However in certain situations this effect can be beneficial.
• Magnetic and MW field homogeneity As discussed before inhomoge-
neous magnetic field distributions can decrease the T∗2 time and hence lower
sensitivity (eq. 1.10). A non-uniform MW field can lead to power broaden-
ing or insufficient driving strength which, in turn, causes line-broadening or
diminished contrast decreasing the sensitivity of the sensor.
1.5.2 Pulsed magnetometry based detection
As mentioned above, the CW approach is limited by power broadening due to the
optical or MW fields. By separating the phase accumulation and readout stages of
the measurement it is possible to avoid optically induced line broadening. A simple
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implementation of the pulsed approach is the Ramsey sequence briefly discussed in
section 1.4.3. Assuming a DC field and both of the pulses having the same phase,
the state of the NV center evolves as |ψ(t)〉 = 1√
2
(|0〉+ e−i(γmsBt+pi/2)|ms〉) where
ms = ±1 depending on the MW frequency of the pi/2 pulse. At the end of the
phase accumulation time the final pulse projects the state back into the |0〉, |ms〉
manifold with a probability amplitude dependent on the accumulated phase:
eiSzpi/2|ψ〉 = 1√
2
[(
1− e−iBγmsτ) |0〉 − i (1 + e−iBγmsτ) |ms〉] , (1.11)
where τ is the total phase accumulation time. In a shot-noise-limited assuming
optimum phase accumulation time (τ = T ∗2 ) case this leads to a sensitivity of:
η =
γ
C
√
RT ∗2
. (1.12)
Note that the sensitivity is proportional to
√
T ∗2 rather than T ∗2 as it was in the case
of CW-ODMR (see eq. 1.10). In addition to circumventing the power-broadening
problem, pulsed magnetometry enables the use of dynamic decoupling sequences
to extend the coherence time T ∗2 of the NV spins. The simplest example of this is
the Hahn-Echo sequence already discussed in section 1.4.2, which effectively AC
couples the sensor cancelling any contributions oscillating more slowly than τ . A
popular class of decoupling sequences are based on equidistant pulses, examples of
these are the Carr-Purcell-Meiboom-Gill (CPMG), XY8-N, and others. Intuitively
they can be understood as behaving as bandpass filters on the magnetic field noise.
Only the net power in the measurement acquisition band can dephase the NV spin
resulting in an increase in the coherence time T ∗2 . A more rigorous treatment and
performance comparison of different pulse sequences can be found in a paper by
Wang et al. [65].
Chapter 2
NV spin relaxation
One of the reasons NV centers are excellent quantum sensors are their room-
temperature coherence properties. The main factor influencing the NV spin co-
herence time are interactions with other paramagnetic spin species which can be
difficult to predict both due to the inherit complexity of modelling multi-spin dy-
namics and the richness of defects present in diamonds.
To discuss these interactions the NV community has adopted the language from
the NMR field distinguishing two kinds processes. T1 describes the population (lon-
gitudinal) relaxation rate and T2 describes the coherence (transverse) relaxation
rate. In literature sub- and super-scripted values are also often used (T1ρ, T ∗1 , T ∗2
etc.) for effective relaxation time values that are different from the true relaxation
times either due to the measurement process itself perturbing the spin system (such
as an inversion recovery pulse introducing mixing effects in coupled systems [66]),
inhomogeneous broadening caused by external field gradients or continuous driving
fields applied to the spins.
While NV centers exhibit excellent coherence properties they experience sig-
nificant degradation as the defect concentration increases. On the other hand
increasing the NV concentration is desirable as the fundamental limit in bulk NV
sensors is shot-noise which scales inverse to the fluorescence level and thus the
number of NVs. Furthermore, while sophisticated diamond engineering can poten-
tially minimize the deleterious affect of other defects on the coherence time, there
exists a hard limit on the coherence time T2 imposed by the population relaxation
time T1. It states that T2 ≤ 2T1. In this section I will start by giving a brief
overview of the most important dephasing sources and when the T1 limit might
become relevant. The second part of the chapter will summarize published [67]
experimental work in studying the T1 scaling with NV concentration.
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2.1 Overview of the relaxation mechanisms of the
NV center
When discussing the sensitivity of the NV center the effective transverse relaxation
rate T ∗2 plays an exceedingly important role as the phase accumulation and thus
observed signal contrast scales linearly with this parameter. The square-root scal-
ing in the CW-ODMR sensitivity is (eq. 1.10) scales as the root of T ∗2 is due to the
fact that a lower laser excitation must be used to avoid power broadening of the
line [64] leading to a lower photon collection rate. In pulsed experiments (Ramsey
or Pulsed-ODMR [68], [69]), if the phase acquisition time is smaller than the time
spent on the initialization/readout of the NV center, the scaling is approximately
linear as the increase in overall measurement time is negligible while the signal
strength scales linearly with the accumulated phase.
The contributions to the effective relaxation time can be written as [63]:
1
T ∗2
=
1
T ∗2 {electronic spin bath}
+
1
T ∗2 {nuclear spin bath}
+ (2.1)
+
1
T ∗2 {strain gradients}
+
1
T ∗2 {electric field noise}
+
+
1
T ∗2 {magnetic field gradients}
+
1
T ∗2 {temperature gradients}
+
+
1
T ∗2 {other}
+
1
2T1
.
Magnetic/electric field gradients and temperature are extrinsic influences re-
lated to the experimental setup itself. In nitrogen rich (>1 ppm) the domi-
nant dephasing mechanism is dipolar interactions between the NV and P1 cen-
ters [62], [70]–[72]. For dilute concentrations the dephasing time has inverse lin-
ear scaling with the paramagnetic spin concentration [73] with a scaling factor
of 1
T ∗2 {P1 centers} = (101 ± 10)ms
−1ppm−1 reported by Bauch et al. by studying
NVs in both natural abundance and isotopically purified diamonds with a nitrogen
concentration spanning 5 orders of magnitude.
As mentioned before, the consensus of the NV community is that the most
probable electron donor for the NV− center is the P1 defect [23], [24]. With
increasing NV conversion efficiencies the P1 population is depleted leading to a
regime where the dephasing contribution of NV-NV coupling can be comparable
or even overtake the NV-P1 contribution. The conversion efficiency depends on
several factors:
• Energy of the particles used to create vacancies. This effect is quite pronounce
if ions are used to form vacancies [74] where higher energy ions create more
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vacancies-per-ion resulting in a higher yield. In the case of electron irradia-
tion to the density of mono-vacancies then for electrons higher energy mostly
results in higher penetration depth rather then increase in vacancy density
[75].
• Annealing in vacuum or an inter atmosphere promotes the mobility of va-
cancies until they are captured by a substitutional nitrogen and forming the
NV center
• It has also been reported that electron irradiation promotes NV center for-
mation [76]. An interesting result reported by Schwartz et al. [77] also
reports increased NV yield where even low-energy (≤30 keV) electron irradi-
ation followed by an annealing step increases the yield 1.8x when compared
to a process where the electron irradiation step was omitted, signaling an al-
ternative formation mechanisms besides vacancy-trapping by substitutional
nitrogen.
The decoherence rate scaling with NV center concentration is also steeper due
to the higher spin multiplicity of the NV center, the decoherence rate scaling with
concentration for NV centers than it is for P1 defects. Barry and Schloss et al.
[63] estimating (based on figures obtained for the P1 center) it at 1
T ∗2 {NV−‖ }
≈
247ms−1ppm−1 and 1
T ∗2 {NV−∦ }
≈ 165ms−1ppm−1 for NVs aligned along the same
direction and NVs aligned along different crystallographic axes correspondingly.
Below the 1 ppm nitrogen concentrations the dephasing contributions of 13C
in natural abundance diamonds cannot be neglected. For natural abundance dia-
monds this limits the T ∗2 time to around 1 µm. In the dilute limit (N[13C]≤ 1.1%)
the 13C limited dephasing rate also has linear concentration scaling: 1
T ∗2 {13C} =
A13CN[13C] with A13C ≈ 0.1ms−1ppm−1 [63], [78]. The linear scaling in concentra-
tion of the dephasing rates of all of these paramagnetic species can be intuitively
understood by considering the following: the dephasing time has a linear depen-
dence on the coupling strength. Dipolar coupling has a 1/r3 scaling while the av-
erage distance between two substitutional nitrogen atoms has scales as N(P1)1/3
with concentration.
The dephasing time of the NV spin ensemble can be significantly increased by
employing refocusing the ensemble with microwave pulses. The simplest refocusing
method is the Hahn-Echo pulse sequence already discussed in section 1.4.2. The
refocused coherence time T2 can be one to two order of magnitude higher than T ∗2 .
The refocusing procedure also makes the NV center sensitive only to AC fields.
In addition if the length of the Hahn-Echo sequence coincides with an integer
multiple of the 13C Larmor period a sharp drop in the coherence time of the NV
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spin ensemble. If the time τ is swept, this manifests as collapse and revival beats
under the exponential decay of the fluorescence signal envelope (see Fig. 2.1).
An excellent experimental study of this phenomena can be found in the work by
Stanwix et al. [79].
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Figure 2.1: Simulated fluorescence signal at B0 = 300G as a function of free
precession time τ in a NV Hahn-Echo experiment. At this field the Larmor period
is TL = 31.11µs which is equal to the spacing between the dips in fluorescence
contrast.
The decoherence time T2 is fundamentally limited by the longitudinal relaxation
time T1 with T2 ≤ 2T1. For ensembles in room temperature this value is of order
∼ms [47], [55] and is normally dominated by the phonon induced spin relaxation.
However if the NV center is coupled (most often through magnetic dipole-dipole
interactions) to a spin bath such that the energy of a dipole-allowed transition in
the NV ground state system matches a dipole transition in the spin bath, the T1
time can be substantially reduced. Such a situation is realized at around 510 G
[62], [80], [81] where the NV |ms = 0〉 → |ms = −1〉 transition matches the P1
spin transition (assuming the field is aligned along the [111] direction). This effect
has been successfully exploited for detection purposes. The sensitivity is equal to
that of AC sensing through dynamic decoupling sequences [82] while being much
easier to implement experimentally. The ease of experimental implementation
has also enabled wide-field relaxometric imaging experiments [59], [83]. In most
cases, however, any decrease in the T1 time is detrimental to the overall sensor
performance.
A spin system that is always in resonance (energy-matched and dipole-allowed
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transitions) with the NV center are other proximal NV centers. At non-zero mag-
netic fields aligned along one of the diamond axes only the aligned components ful-
fill the resonance energy-matching condition, however, as the field decreases and
all of the spin-components become degenerate a drop in longitudinal relaxation
times is observed. To probe the NV concentration related change in longitudinal
relaxation rate we implanted a diamond chip with different, controlled doses of
vacancy-forming radiation doses and monitored to corresponding T1 time.
2.2 Experimental realisation and vacancy distribu-
tion
To control for other external parameters such as paramagnetic impurity concen-
tration we used a Schottky field emitter electron source from a TEM microscope
to create vacancies in type 1b HPHT diamond with around around 200 ppm of
substitutional nitrogen. 13 spots on the same chip were irradiated with different
doses (same fluence) with an acceleration voltage of 200 kV forming a layer be-
tween ∼7 µm and ∼ 20 µm thick. Additionally 4 spots were irradiated with the
same dose but lower electron flux to control for any local charging effects. No
significant differences between the spots irradiated with different electron fluxes
were observed. We also assume, and this is corroborated by confocal microscopy
data, that the NV distribution after annealing follows the vacancy distribution.
Two different approaches were used to estimate the vacancy distribution: a
Monte-Carlo simulation using the CASINO software package [84] and from the
total stopping power reported by ESTAR [85]. The results from the Monte-Carlo
method are shown in Fig. 2.2. A 1000 electrons with 200 keV energies impacting
100x100x100 µm diamond block were simulated. For an ideal diamond crystal
the minimum necessary energy for an electron to form a vacancy is ∼180 keV [86]
(although the necessary energy is smaller if the vacancy is formed near a defect
such as a P1 center [87]).
The CASINO simulation shows that the mean the electrons do not retain
enough energy to displace carbon atoms beyond the depth of a 7µm. An alter-
native approach is to use the ESTAR estimate for the CSDA (continuous slowing
down approximation) range. This method estimates that electrons on average do
not have enough energy to form a vacancy after travelling around 28µm in dia-
mond, however the projected path-length on normal to the diamonds surface can
be much shorter. Finally paper by Kim et. al [88] show a NV fluorescence distri-
bution peaking at 10 µm and tailing off at 40 µm under very similar implantation
conditions also for a type IIb diamond. While the estimations methods yield differ-
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Figure 2.2: CASINO simulation of 200 keV electron beam impacting a 100x100x100
µm diamond block. a) Trajectories of simulated electrons. Color scale represents
the energy of the electron. b) Averaged normalized depth/energy distribution over
1000 simulated trajectories. Only electrons retaining at least 90% of their initial
energy can displace carbon atoms and produce vacancies.
ent results they are not necessarily contradictory. Electron energy loss per length
travelled exhibits huge non-Gaussian fluctuations with long tails; while most of
the electrons lose their ability to form vacancies beyond the 10 µm depth shown
in Fig.2.2 a small subset of the population retain enough energy much deeper in
the diamond.
After irradiation the sample was heated in a nitrogen atmosphere for three hours
at 800◦C to facilitate vacancy diffusion and capture by substitutional nitrogen
defects to form NV centers. A wide-field fluorescence image of the irradiated spots
is depicted in figure 2.3 and the corresponding irradiation parameters are shown
in table 2.1. The concentration estimates were obtained by assuming a linear
fluorescence intensity/concentration dependence and scaling from a diamond with
a known NV center concentration of 10 ppm.
The experimental setup used to measure the T1 is shown in Fig. 2.4. It consists
of a custom-built epifluorescence microscope where a 512 nm diode laser is used
to excite the NV centers through an objective lens (f = 4.5mm NA=0.55). The
laser power at the site of the diamond is around 7 mW focused over a 50 µm spot.
The microwaves were supplied through a 0.071 diameter wire placed adjacent to
the sensing area.
The fluorescence was separated from the excitation light by a dichroic mirror
and additional lowpass optical filter. The objective-sample distance was adjusted
based on fluorescence intensity aiming to achieve the highest value. The filtered
fluorescence signal was then focused on an avalanche photodiode and read-out
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Figure 2.3: A fluorescence image of the irradiated spots on the diamond. The plot
underneath the fluorescence image depicts the pixel value across a line-cut through
all of the points.
using an oscilloscope.
The excitation light was pulsed using an acoust-optic modulator (rise time
∼ 50ns. The pulse length was 50 µs to completely repump the NVs in the ms = 0
state before repeating the measurement. The microwaves were pulsed by a TTL
controlled switch. Both the AOM, the MW switch and the oscilloscope trigger
signal were controlled by a programmable pulse generation card with a 500 MHz
clock ensuring synchronization and more than adequate temporal resolution. The
length of the MW pulse was determined by doing a prior Rabi measurement as
described in section 1.4.1.
To magnetic field was applied through 3 pairs of Helmholtz with a known
current/field dependence. The field alignment is done by monitoring the ODMR
signal and adjusting the applied field direction until a spectrum resembling that
shown in Fig. 1.5. The spectrum also informs on the MW resonance frequency at
a particular field.
The T1 time was measured using the method described in 1.4.4. Two data-sets
were taken - one without the optional microwave pulse and the second with the
pulse - and subtracted to isolate the relaxation dynamics of only one NV spatial
subgroup. The obtained relaxation curves and subtracted result are shown in Fig.
2.5.
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Integrated Electron Electron Estimated
Fluorescence Dose Flux NV−
Spot Intensity Concentration
Nr. (arb. units) (C/cm2) (A/cm2) (ppm)
5 1400 1.76 5.6× 10−2 0.2
6 2600 3.36 5.6× 10−2 0.3
7 5700 6.72 5.6× 10−2 0.7
8 10000 13.6 5.6× 10−2 1.2
9 6300 27.2 5.6× 10−2 0.7
10 29000 54.4 5.6× 10−2 3.3
11 50000 108.8 5.6× 10−2 5.5
12 39000 208 5.6× 10−2 4.3
13 65000 400 5.6× 10−2 7.1
14 8300 9.76 4.1× 10−2 3.9
Table 2.1: Irradiation parameters for the different spots, Integrated (red) fluores-
cence intensity and electron dose and estimated NV− concentration for the different
spots shown in Fig. 2.3.
2.2.1 Results and discussion
In low NV concentration samples the phonon mediated population relaxation is
dominant [47] and the relaxation curve is simple decaying exponential. However
in the HPHT diamond were NV concentrations can be high the NV-NV couplings
also contribute to the relaxation rate. Additionally since the coupling is dipolar
and thus strongly dependent on the distance between two centers the relaxation
rates can vary between different members of the ensemble under investigation. To
account for this effect on the ensemble fluorescence signal the data are fit with
with a stretched exponential, which can be interpreted as the weighed mean of
relaxation processes happening at different rates [89]. The stretched exponential
takes the form:
N(t) = N0 +N1e
−
(
t
T1
)β
, (2.2)
where T1 is the effective population relaxation time and β is a numerical factor
from (0, 1]. For β = 1 we recover the mono-decaying exponential and the relaxation
rate distribution is effectively a δ function.
Figure 2.6 shows the magnetic field dependent effective relaxation rate 1/T1
obtained by fitting the measured decay curves for four different concentrations.
The relaxation rates agree with results reported previously at room temperatures
for similar diamonds [54], [55]. There is an increase in the rate around zero field
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Figure 2.4: The experimental setup. 3 pairs of coils in a Helmholtz configura-
tion were used to apply an external magnetic field along of the diamond crystal
orientations. A 512 nm diode laser was used to excite the NV centers through a
home-brew epi-fluorescence microscope. MW radiation was applied through a 100
µm diameter placed next to the NV spots. finally
which can be explained by the fact that all the NV spatial subgroups are degenerate
and the energy matching criterion is fulfilled increasing the number of relaxation
partners. A hint of a relaxation rate increase can also be seen near the crossing
point which is the result of partial overlap of the transition frequencies of the
differently oriented NV centers.
In most sensing applications an external field is applied to isolate one of the
four spatial NV subgroups. The T1 and β fit values for this situation are shown
in Fig. 2.7. For low NV concentrations the effective relaxation rate is slower and
the parameter β approaches unity which is agreement with previously reported
results [55], [67]. As the NV concentration increases the relaxation rate increases
in a linear fashion. This is consistent with the hypothesis that dipole interactions
become the dominant contributor to the overall relaxation rate with increased
NV concentration. The dipole-dipole interaction strength scales as r−3 while the
average distance between two NV centers scales as [NV]−1/3. The relaxation rate
distribution also becomes increasingly wider as the parameter β moves further
away from unity. This also supports the hypothesis of NV-NV dipole interactions
playing an important role at these concentrations as is illustrated in Fig. 2.8. The
plot is based on a toy-model where N points are placed randomly in a volume.
Then the interaction strength with the closest neighbouring (taken to be the equal
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Figure 2.5: A typical T1 measurement. (left) Fluorescence contrast as a function
of time between laser pulses with an pi pulse delivering (initially all the population
is in the ms = | ± 1〉 state) without the pi pulse (initially all the population
in the ms = |0〉 state). (right) The subtracted decay curve suppressing both
relaxation dynamics of the other NV spatial subgroups and other common mode
contributions. The curve is essentially the light-blue area in figure on the left.
to 1/r3) is recorded. As the number of points increase the tail of the distribution
becomes longer. Since the T1 relaxation rate is also proportional to the interaction
strength this leads to a broader distribution of relaxation rates.
A puzzling feature is how subdued the zero field resonance is, since there are
4 times as many relaxation partners than when the degeneracy is lifted. Naively
one would expect a proportional increase in relaxation rate (especially for the
higher concentration spots where the dipolar relaxation contribution would be
more significant). This can partly be explained by consider the fact that NV
centers aligned along the same direction have a roughly 1.5× larger interaction
energy than with those aligned along any of the other 3 axis, but this should still
cause a 3x increase in the relaxation rate.
Another effect not accounted for in the experiment is the photo-ionization of
the NV− center to NV0. The ratio between the number of NV0 and NV− centers is
influenced by many factors amongst them the intensity and duty cycle of the laser
radiation [90]. As the time between pulse τ is swept the equilibrium ratio between
the two populations change possibly introducing systematic errors in the results.
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Figure 2.6: Magnetic field dependence of the effective relaxation rate 1/T1 for spots
with different NV concentrations.
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Figure 2.7: Fit parameters for population relaxation curves measured at different
NV concentration at B0 = 30 G. Error bars are estimated as upper and lower
bounds in the parameter confidence intervals at a 95% confidence level.
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Figure 2.8: Monte-Carlo simulation for two different concentrations of randomly
placed NV centers. The x-axis shows the interaction strength with the closest
neighbouring NV center.
Chapter 3
Magnetic microscopy with NV
centers
A wide array of magnetic phenomena manifest itself only at the microscale. The
research fields interested in understanding micro- and nano-magnetic behaviour
range from geology [91], study of superconductive materials [92], spintronics [93]
and medicine/biology [10]. Commonly used bulk magnetometry cannot capture
these small scale effects. Existing micro-scale techniques each have their own draw-
backs: magnetic force microscopy while having AFM spatial resolution is limited
in terms of field of view (typically < 100 µm) and poor sensitivity (> 10 µT).
SQUID based microscopes suffer from poor spatial resolution (∼ 150 µm [94] when
working with room-temperature samples. Magneto-optical Kerr effect (MOKE)
microscopes need Faraday-active samples or deposition of such a layer on top of
the sample which might perturb the system in hard to predict ways and is gen-
erally incompatible with biological systems. The spatial resolution of a properly
engineered ensemble diamond sensor is is limited only by diffraction. This enables
microscale magnetic resonance imaging at room temperature with a reported vol-
umetric DC magnetic field sensitivity of 34 nTµm−3/2Hz−1/2 with a theoretical
sensitivity in the ∼ 100 pTµm−3/2Hz−1/2 pT range [17] while keeping the cost of
the setup under < 50k USD. To reach this kind of performance several technical
challenges unique to the diamond platform must adequately addressed.
This chapter will discuss the basic working principles of a NV magnetic micro-
scope, the best practices and technical challenges that need to be addressed to reach
peak sensitivity, give an overview of recent groundbreaking work in the field, and
discuss results from two specific imaging experiments studying chains of magnetic
micro-particles and the magnetic properties of malarial hemozoin crystals.
Another intensively explored area of study in the field of NV quantum sen-
sors are single NV scanning tip microscopy. This chapter will, however, omit any
31
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discussion on this subject focusing only on the microscopy detection modality.
3.1 Basic components and principles of operation
of the diamond magnetic microscope
The basic building blocks of the NV magnetic microscope are similar to the ODMR
magnetometer discussed in section 1.3.2 and a typical setup (shown in Fig. 3.1)
bears many resemblances to the one shown in Fig. 1.4. The procedure is also
similar
• The magnetic sample is placed on top of the diamond. For micro- and nano-
scopic samples even small stand-off values can introduce significant variations
in the field strength at the NV-site so the deposition protocols should be
designed with care to ensure precision and reproducibility.
• NV centers are excited and spin-polarized by green light either in an epiflu-
orescence configuration as shown in Fig. 3.1 or from the side as shown in the
the review by Levine and Turner et. al [94].
• An external field is applied along a particular NV axis (out of 4 possible
directions) to simplify the spectra. Other configurations where the field is
placed the (100) direction of the diamond or indeed in a random direction
that does not lie in any of the symmetry planes of the crystal are also some-
times used. The former yields a higher sensitivity while working at low fields
while the latter is useful in a vector-magnetometer implementation. In NV
ensemble magnetometers some bias magnetic field is almost always applied
as there is always some transverse strain coupling the |ms = ±1〉 resulting in
a poor sensitivity near zero field.
• The applied microwave frequency is swept in synchronicity with the frame-
rate of the camera. Usually this procedure is repeated many times to achieve
the desirable per-pixel sensitivity. The result is a stack of fluorescence images
at different applied microwave frequencies from which the spatial magnetic
field distribution can be obtained.
There are however certain additional elements that are necessary to improve the
performance of the microscope. In order to illuminate homogeneously a reasonable
portion of the field-of-view usually a lens or a lens system is placed in the excitation
beam path. The microwave field strength should also be uniform across the sample
to avoid sensitivity losses due to power broadening (discussed in section 1.3.2). A
commonly used and simple approach is using a circular microwave trace deposited
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on a microscope cover-slip or the diamond itself. This ensures optical accessibility
with reasonable power delivery while still maintaining a low AC quality factor -
a pro rather than a con since power delivery uniformity across a broad frequency
range is more important than power delivery efficiency.
Diamdond and sample
MW source and amplier
Laser and beam-shaping optics
Beam dump
Dichroic mirror
Red lter and 
tube lens
Camera and PC
Objective
DAQ or signal generator
for frequency sweep and
framerate synchronization
a) b)
Copper trace or wire
delivering MW radiation
Magnetic samples
Figure 3.1: The magnetic resonance imaging setup. a) The schematic of an epi-
fluorescence diamond microscope. The sample is usually placed on top off the
diamond while the microscope is inverted. b) Top view of the diamond. The red
area shows the illumination/fluorescence profile and the brown line is a deposited
copper trace surrounding the field of view.
The magnetic field information extracted from the frequency-synchronized im-
age stack can be understood by observing Fig. 3.2, which shows a simple model
experiment where identical paramagnetic particles are placed on top of the dia-
mond and the |mS = 0〉 → |ms = −1〉 ground state spin transition is addressed
(this determines the sign of the resonance frequency shift). As the frequency is
swept closer to resonance the fluorescence intensity decreases. This happens faster
for the paramagnetic particles as the field is slightly stronger in their vicinity and
initially these regions appear dimmer. As the sweep continues these regions will
eventually appear lighter than the background as the resonance has already been
crested for the regions in the vicinity of the particles while the particle-free regions
are lagging behind. After the sweep is complete the local magnetic field value can
be obtained by performing per pixel fitting of the ODMR spectrum.
The description above omits some details encountered in actual imaging exper-
iments. Firstly only magnetic field projections along the NV axis contribute to the
frequency shift. This can explained by looking at the NV Hamiltonian where the
microwave radiation is again addressing one of the transitions (let us again assume
we’re working with the |ms0〉 → |ms = −1〉 transition). This approach ignores
CHAPTER 3. MAGNETIC MICROSCOPY WITH NV CENTERS 34
MW frequency
Bu
lk
 fl
uo
re
sc
en
ce
C
am
er
a 
im
ag
e
Pa
rti
cl
e 
flu
or
es
ce
nc
e
Figure 3.2: Magnetic image formation. Top row shows the image on the cam-
era sensors corresponding to the detuning from resonance. Placed on top of the
diamond are several paramagnetic particles. The bottom two rows show the flu-
orescence/MW frequency dependence for particle free regions (black) and regions
in close vicinity to the particles (blue).
strain-related effects but we can assume that an applied bias field is strong enough
to make them negligibly small. The system Hamiltonian can then be written as:
Hˆ =
(
0 γ 1√
2
(Bx + iBy)
γ 1√
2
(Bx − iBy) D + γ(Bz +B0),
)
(3.1)
where γ = 2.8MHz/G is the NV electron g-factor, D ≈ 2870 MHz is the zero field
splitting and Bx, By, Bz are the sample field components (the NV axis is assumed
to be aligned along the z-axis) and B0 is the bias field strength. Solving for the
Eigenvalues of the Hamiltonian, the magnetic-field-dependent transition frequency
ν is equal to
ν =
√
D2 − 2D(Bz +B0)γ + (2B2⊥ + (Bz +B0)2)γ2, (3.2)
where B2⊥ = B2y +B2x. By introducing a new term ν0 and doing a series expansion:
ν0 = (D −B0γ) (3.3)
ν(Bz) =
√
ν20 + 2(B⊥γ)2 −
ν0Bzγ√
ν20 + 2(B⊥γ)2
+O(B2z ) (3.4)
ν(B⊥) =
√
ν20 + (Bzγ)
2 +
(B⊥γ)2√
ν20 + (Bzγ)
2
+O(B3⊥) (3.5)
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one can see that B⊥ appears only as a second-order effect while there is linear
scaling in Bz. This means that for certain applications where the sample magneti-
zation is not aligned with the the applied bias field (for example a nuclear magnetic
resonance experiment) the field measured by the NVs could be much smaller than
the its actual magnitude.
Secondly the fluorescence contrast in Fig. 3.2 is greatly exaggerated. An imag-
ing experiment is nothing more than a multiplexed ODMR spectroscopy exper-
iment so the sensitivity has the same scaling (eq. 1.9) with the difference that
the photon collection rate is distributed across many pixels on the camera sen-
sor. This elevates the importance of light collection efficiency while simultaneously
demanding excellent performance in terms of both chromatic and geometric aber-
rations. For this reason epi-fluorescent setups typically use infinity-corrected high-
numerical-aperture (NA) oil immersion objectives as some apochromatic variants
that use specialty oils can reach NA values of up to 1.6. However, since objectives
with such high NA come with an incredible price-tag of over 10 thoursand USD,
for this reason 100x/1.4 plan-N objectives are often used) with excellent aberra-
tion properties. The collection efficiency vs. NA dependence in an epi-fluorescent
configuration is proportional to [95]:
ηlight ∝ NA
4
M2
. (3.6)
The typical oil immersion values optical density values are matched to that of
crown-glass (nglass ≈ 1.5) to maximize light transmission. Diamond has signif-
icantly higher optical density ndiamond ≈ 2.5 and only benefits from a higher
refractive-index medium on the objective side.
3.2 Technical challenges of NV microscopy
There are several technical challenges and implementation considerations that
are unique to the NV diamond microscope. Some of these have already been
mentioned—necessity for high illumination/microwave power homogeneity over the
sensing area and high quality imaging optics—other aspects that warrant more
attention are diamond engineering, image readout noise and efficiency, tempera-
ture/strain influence and excitation optics.
3.2.1 Diamond engineering
The engineering of the diamond sensor is arguably the most important aspect of the
diamond microscope both because it directly influences the luminosity/contrast/resonance
width, and because it governs the sample-sensor distance and magnetic resolution.
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The typical z-axis resolution of a confocal microscope is ∼ 1µm, however this is
not necessarily a limiting factor as the control of the NV depth distribution can
be much finer. The field from isolated magnetic particles as small as 19 nm has
been captured by a sensing layer ∼ 100 nm thick NV sensing layer in diamond
[41]. It is not trivial to find the optimum diamond parameters for a given sample
as it is a function of multiple parameters: the spatial distribution and orientation
with respect to the NV axis, the point-spread optical function of the setup, depth
distribution of the NV centers and the resonance profile of the ensemble.
Every NV center can be considered a point-source with a microwave frequency/local
magnetic field strength dependent fluorescence strength. In general the fluores-
cence intensity of this point source can be written as:
F (ν, x, y, z) = F0
[
1− CP
({ν0 −B(x, y, z) · eˆNVγ} − ν
∆ν
)]
, (3.7)
where C is the contrast, P is the resonance profile (typically a Lorentzian or a
Gaussian but can be more complicated if hyperfine interactions are resolved), ∆ν
is the resonance linewidth, ν0 is the resonance frequency set by the bias field, eˆNV
is a unit vector pointing along the NV axis, ν is the applied microwave frequency
and F0 is the off-resonance fluorescence intensity. In the image each of these points
are convolved with the point-spread function (PSF). Ignoring aberrations at the
edges of the field-of-view the PSF in the xy plane is just the Airy disk which can
be well approximated by a Gaussian with σ = 0.42λ/NA. In most cases the NV
layer is smaller than the PSF in the z direction, so it can be assumed that the
fluorescence of all vertical slices is just added together. The the image on the
camera can be expressed as:
I(Mx,My) =
zmax∫
zmin
(F ∗ PSF ) dz =
=
1
2piσ2
zmax∫
zmin
+∞∫
−∞
+∞∫
−∞
F (ν, u, v, z) exp
(
−(x− u)
2 + (y − v)2
2σ2
)
dudvdz
(3.8)
Ar a rule of thumb the optimum NV layer thickness should roughly match the
typical feature size of the of the magnetic signal. To illustrate why it is helpful
to set up a model system where a magnetic dipole point source (for example a
paramagnetic nanoparticle) is placed on top of a NV layer of thickness dNV (see
Fig. 3.3 a). The surface normal of the vector is taken to be aligned along the
[100] direction, this determines the applied magnetic field and magnetization di-
rections. The chosen figure of merit for sensitvity is the fluorescence weighed signal
strength—max
[
B · eˆNV
√
dNV
]
—as shot noise is the dominant source of noise and
for layers of thickness s = dNV < 1µm has 1/
√
dNV scaling with the layer depth.
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The depth dependence s on the layer depth for two particles of different diameters
is shown in Fig. 3.3 There are two conclusions that can be drawn from the model
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Figure 3.3: Layer depth versus signal strength. a) The model system with a
paramagnetic particle on top of a NV layer. b) Signal strength s (defined in the
main text) as a function of NV layer depth for three different paramagnetic particles
c) Spatial distribution of the s strength for a 500 nm diameter superparamagnetic
particle.)
system:
• The signal strength has a rather gentle degradation with increasing layer
thickness so the main consideration should be the degradation of spatial
resolution due to the broadening of the magnetic features
• Even if the particle is very small, the diffraction limit on the resolution means
that it is never worth decreasing the layer thickness beyond ∼ 200 nm (given
by the diffraction limit. d = λNV
2NA
≈ 250 nm.
Once the decision on the optimum layer thickness has been made, the decision
on what is the best materials engineering approach to achieve the desired distri-
bution must be answered. The simplest approach is taking a type IIa diamond
with very low nitrogen concentration and implanting nitrogen ions at an appro-
priate energy (or multiple energies) usually estimated from SRIM [36] simulations.
This process both creates vacancies and and introduces the nitrogen in the lattice.
As the diffusion activation energy for substitutional nitrogen defects is much larger
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than for vacancies [96] the NV distribution after annealing will mimic that of the ni-
trogen distribution after implantation. The main drawback of this approach is the
introduction of multi-vacancy defects and other forms of lattice damage that neg-
atively impact the sensor performance. To avoid this lighter implantation species
usually provide better results and Helium or electrons are often used (due to the
relatively high electron affinity hydrogen is not a good implantation candidate).
This means that the substitutional nitrogen defects should already be present in
the diamond from the growth process. Commercially easily available and cheap
type Ib diamonds have a nitrogen content anywhere between 10s to 100s of ppm
distributed uniformly through the entire volume. In this case the NV distribution
roughly follows the vacancy distribution, however, during the annealing step the
vacancies are free to diffuse and based on the annealing temperature and duration.
As a conservative example if the diffusion activation energy is taken to be ∼ 1.7eV
a 3 hour anneal at 800◦C nets a root-mean-square vacancy translation distance
of ∼ 200nm. A saving grace is that once the vacancy has been captured by a
substitutional nitrogen both the diffusion energy and disassociation energy of the
compound defect are large and happen at temperature greater than 1600◦C [97],
[98]. As a ball park estimate for type 1b diamonds the typical diffusion induced
broadening distance is only ∼ 40 nm.
3.2.2 Temperature
For higher density NV centers the optical powers needed to drive them optimally
can be substantial. While diamond is one of the best thermal conductors in the
world thermal gradients follow the laser power distribution can still be observed.
This effect was briefly discussed in section 1.5.1. The way to suppress this is to ad-
dress both of |ms = 0〉 → |ms = ±1〉 transitions and subtract the ODMR profiles.
As the magnetic field shifts the resonance frequencies in opposite directions while
temperature shifts them the same way the temperature dependence is canceled
out:
f+ = D(T ) + γ(B0 +Bs)
f− = D(T )− γ(B0 +Bs)
Bs =
f+ − f−
2γ
−B0,
(3.9)
where D(T ) is the temperature dependent zero-field splitting, B0 is the bias field
and Bs is the sample field projection along the NV axis. The simplest way of imple-
menting this is alternating between transitions after each sweep around a particular
resonance and subtracting them after both the scans are done (Fig. 3.4). The ad-
vantages of this approach is the possibility of operating the two MW channels
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Figure 3.4: Approaches to suppressing temperature effects. a) Two stacks of
frames, each corresponding to a full sweep of the resonance, are recorded, per-pixel
resonance frequency is extract from nonlinear fitting, finally the two frequency
maps are subtracted to yield the true magnetic field distribution. b) Transition
frequencies for a 1848G large bias field. Red dots represent frame triggers. c) A
dual resonance approach (figure from [99]). The two MW frequencies are com-
bined into a single channel before being amplified. If the frequencies are swept in
opposite directions this effectively constitutes a subtraction of the two transitions.
without sharing any hardware as it is often difficult/expensive two ensure high
power, high efficiency and low noise spanning multiple GHz. The disadvantage is
increased duty cycle and lower temperature suppression as any fluctuations faster
than the time to acquire scans at both frequencies will not be cancelled out. An-
other approach is shown in Fig. 3.4(c). Both frequencies are combined together
through a power combiner and amplified. If the frequencies are swept in oppo-
site direction transition frequency dependencies common for both ±1 transitions
(temperature, strain, electric field) will be suppressed. If, however, frequencies
are swept in the same direction the device can operate as a microscale temper-
ature/electric field sensor. However, this implementation might be challenging if
high bias fields are necessary as the power combiner and amplifier would need to
operate over a very broad frequency range.
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3.3 Standout achievements in NV magnetic imag-
ing
The first demonstration of a widefield NV based DC magnetic microscope operating
in CW regime was done by Steinert et. al [100]. While work before this had
already demonstrated the imaging capabilities of NV centers in a scanning tip
experiment, this work demonstrated multiplexed magnetic field (generated by two
parallel gold micro-wires on the diamonds surface) readout from a manufactured
(by 15N+ implantation) 2D array of NV centers. Shortly afterwards Pham et. al
[101] demonstrated widefield imaging of DC and AC magnetic fields by coherently
manipulating the ensemble spins. For DC sensing a Ramsey sequence was used
(see section 1.4.3) and for AC sensing a Hahn-echo sequence was used (see section
1.4.2). The outlook of both of these papers emphasized how suitable the platform
was for studying biological systems. The sensor is hosted in diamond—a bio-
compatible material—operates at ambient conditions and has the sensitivity and
resolving power to probe samples at the single cell level.
In 2013 a paper published by Le Sage et al. [9] optical resolution magnetic imag-
ing of a living system was demonstrated. The specimen that were analyzed was a
magnetotactic bacterium: a single-celled organism that naturally grow membrane-
bound organelles containing chains of ferromagnetic nanoparticles. The authors
were able to perform magnetic field measurements of cells in a liquid solution
while retaining high cell-viability. In order to avoid cell death due to the high
excitation powers used, they coupled the excitation beam through a glass cube at
a an angle steeper than the total internal reflection (TIR) angle. This meant that
light was only evanescently coupled into sample space significantly decreasing cell
death from photo-toxicity.
A similar setup also using TIR excitation was used in a paper by Glenn and
Lee et. al [10] to demonstrate microscale sensing of magnetically labelled tumor
cells (see Fig. 3.5). The authors report a 100% detection rate in a wide field
of view (1 mm2) with optical resolution. Situations where magnetic labels out-
perform fluorescent dyes are long-timescale experiments where autofluorescence or
photobleaching cause image degradation, or if working in a medium that effectively
scatters or absorbs light.
The diamond magnetic microscope has been successfully applied to fields other
than biology as well. The broad working temperature range of the NV center mag-
netometer makes it appealing in studies of high temperature superconductors [102].
However, this application is complicated by the heat deposited in the diamond sen-
sor by the excitation beam, which limits the sensor-sample distance and adversely
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Figure 3.5: Magnetically labeled tumor cells from the paper by Glenn and Lee et
al. [10]. a) Shows the optical image of two subsamples of cells where tumor cells
are magnetically and fluorescently (for an illustrative overlay) labelled while b)
shows the corresponding magnetic image. The detection rate is 100%. During the
experiment it was also observed that once cell moved, a white arrow indicated the
cell.
affects both spatial resolution and sensitivity. A study by Glenn et. al [91] studied
geological samples with high field-of-view (up to 4x4 mm2) and 5 µm resolution.
The authors cite spherical aberrations and sample roughness as the main limiting
factors of the spatial resolution. The former is caused by the necessity of imaging
through the diamond, which causes spherical aberrations, and could be improved
by designing thinner diamond chips. The latter would be improved by preparing
thinner rock sections.
The NV magnetic microscope is a rapidly maturing technology and with further
improvements in performance new avenues of research could be pursued. A note-
worthy example is nuclear magnetic resonance imaging. The diamond sensor could
be used both as a sensor (through magnetic imaging) and a signal booster (through
spin polarization transfer) enabling mapping an additional detection modality:
nanoscale chemical composition imaging. But at this point in time the sensitivity
of the device is still insufficient to achieve adequate signal-to-noise ratio.
3.4 Magnetic imaging of particles
The potency of the platform motivated the University of Latvia Laser Center in
collaboration with the Laboratory of Magnetic Soft Materials to build a magnetic
imaging microscope with the ultimate goal of studying the dynamics of magnetic
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microswimmers, more specifically, a microswimmer consisting of a chain of ferro-
magnetic and superparamagnetic particles connected by a strand of protein. Con-
trollable micro-scale devices have the potential to significantly improve precision
medicine through techniques such as targeted drug delivery and the magnetic va-
riety addresses one of the key challenges in the field—sustained locomotion—by
driving them via an external magnetic field that can penetrate tissue. However,
the interactions between the different forces at play (fluid viscosity, elasticity of
the swimmer, magnetic dynamics within the beads, etc.) are complicated and
hard to decouple, a time-dependent magnetic field map could help shed light of
the magnetic dynamics of microswimmers. The first step was obtaining the static
magnetic field distribution of the particles forming the swimmers.
3.4.1 Experimental implementation
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Figure 3.6: Sensitivity vs bias field for
two different alignments.
The mangetic microscope design was
based the epi-fluorescence configuration
described in section 3.1 with the excep-
tion that the magnetic field was aligned
along the [100] direction of the dia-
mond (see Fig. 3.7[a]). While working
at small bias fields < 200G this con-
figuration yields a net improvement in
sensitivity of ∼ 2× due to the 4-fold
increase in contrast from addressing all
the spatial NV subgroups. The CW-
ODMR sensitivity possesses linear scal-
ing with contrast; the reason the rela-
tive gains are smaller are two-fold. The first is shown in Fig. 3.6 where the contrast-
scaled frequency-field dependence ∂ν/∂B is shown. For larger bias fields the field
component transverse to the NV axis for the different becomes substantial and
mixes the magnetic sublevels. In the aligned case (field along [111]) no state mixing
occurs and the transition frequency/magnetic field dependence remains essentially
constant (non-linear behaviour due to level-crossing/strain effects is ignored in this
case). The second reason can be gleamed from Fig. 3.7(a). Each individual NV
center subgroup still only possesses second order scaling of the transition frequency
as a function of off-axis fields and are effectively sensitive only to the magnetic field
projection along their respective axis. On the other hand - as all four spatial sub-
groups are addressed simultaneously - only the sample field projection along the
bias field can be detected. Any field component transverse to the [100] direction
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will cause a pair-wise symmetric shift of the transition frequencies of the individual
spatial subgroups with the "center-of-mass" remaining stationary. The net-result
of this effect is that the field sensitivity is scaled by a geometric factor of 1/
√
3.
This factor can also be derived mathematically in the following way. If the z
axis is aligned along the [100] direction the unit vectors of each for possible NV
direction can be written as:
e1,2 =
(
∓
√
2
3
, 0,
1√
3
)
e3,4 =
(
0,±
√
2
3
,
1√
3
) (3.10)
The normalized observed fluorescence as a function of the applied MW frequency
is the sum of the four spatial subgroups
F (ν) =
1
4
i=4∑
i=1
F(ν0 +B · eiγ − ν), (3.11)
where ν0 is the transition frequency due to the bias field and F is a funciton
describing the resonance lineshape (typically a Gaussian or a Lorentzian). If the
sample fields are much smaller than the bias field, the following simplification can
be made:
F (ν) = F
(
ν0 +
i=4∑
i=1
(B · eiγ)− ν
)
. (3.12)
Now substituting the unit vectors from equation 3.10 and gathering up the terms
that do not cancel out yields:
F (ν) = F
(
ν0 + 1/
√
3Bzγ − ν
)
. (3.13)
The diamond sensor was manufactured from a (100) face CVD type IIa diamond
with a negligible nitrogen content. The chip was implanted with 14N+ ions with 3
different energies—10 keV, 35 keV and 60 keV—creating a vacancy/nitrogen depth
distribution shown in Fig. 3.7 (b). Subsequent annealing at 800◦C should not have
caused any further broadening of the final NV depth distribution as the diffusion
activation energy of substitutional nitrogen is large.
Three types of magnetic particles were used: 4- and 2- µm diameter CrO2
ferromagnetic core-shell particles and 500-nm-diameter Fe2O3 superparamagnetic
particles. The latter consist of a polystyrene shell that encases an emulsified en-
semble of Fe2O3 particles with a mean diameter of ∼ 10nm. This means that the
particles can still remain superparamagnetic rather than ferromagnetic yet have a
higher magnetic moment. The ensemble properties were characterized by vibrat-
ing sample magnetometry (VSM) shown in Fig. 3.8. The mass magnetization M
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Figure 3.7: Bias field alignment and implantation paramemters. a) ODMR spectra
simulation of the |ms0〉 → |ms = −1〉 transition with a bias field aligned along
the [100] direction. The signal is the sum of the contributions of all 4 spatial
subgroups. A small off-axis field component is also added to prevent total overlap
of the individual transition spectra and improve the legibility of the figure. b) A
SRIM [36] simulation of the 14N ion implantation parameters. The graph depicts
the per-ion normalized vacancy distribution as a function of depth.
hysteresis curves for the ferromagnetic particles were used to estimate the mag-
netic moments of the individual particles from the density estimate given by the
manufacturer (ρ = 1.81 g/cm3). The magnetic moments are then given simply by
m = Mρpi d
3
6
. The magnetic moments of the paramagnetic particles were extracted
directly from the magnetization curve (Fig. 3.8(c)) by fitting it with a Langevine
function L:
L(α) = coth (α)− 1
α
α =
mH
kBT
,
(3.14)
where m is the magnetic moment, H, magnetic field, kB, Boltzmann constant,
and T , the temperature. The fit is shown in Fig. 3.8(d) and nets a magnetization
estimate of m ≈ 1.6 · 10−15Am2. The purchased particles had been functionalized
already with streptavedin a protein that forms a very strong non-covalent bond
with another protein, biotin. By introducing biotin-terminated DNA fragments
into an emulsion of the paramagnetic particles they will bind any pair of particles
that come within a distance closer than the length of the DNA strand. By applying
an external magnetic field the particles will also arrange themselves in strands that
can then be bound by the biotin-terminated DNA strands.
After the chains are formed a 10 µL droplet containing the magnetic particle
chains was drop-cast on the diamond surface and allowed to dry in a homogeneous
external magnetic field aligned parallel to the diamond axis. The purpose of the
magnetic field is to keep the chains stretched out and avoid clumping/knotting as
CHAPTER 3. MAGNETIC MICROSCOPY WITH NV CENTERS 45
-100 -80 -60 -40 -20 0 20 40 60 80 100
-40
-30
-20
-10
0
10
20
30
40
M
as
s M
ag
ne
tis
at
io
n 
(A
m
2 k
g-
1 )
Magnetic Field (mT)
(c)
-1000 0 1000
-8
-6
-4
-2
0
2
4
6
8
M
as
s M
ag
ne
tis
at
io
n 
(A
m
2 k
g-
1 )
Magnetic Field (mT)
(a)
-1000 -500 0 500 1000
-8
-6
-4
-2
0
2
4
6
8
M
as
s M
ag
ne
tis
at
io
n 
(A
m
2 k
g-
1 )
Magnetic Field (mT)
(b)
- 10000 - 5000 0 5000 10000
- 1.0
- 0.5
0.0
0.5
1.0
Magnetic field (G)
N
or
m
al
iz
ed
M
(a
.u
)
(d)
Figure 3.8: Vibrating sample magnetometry results for 4 − µm (a) and 2 − µm
(b) diameter ferromagnetic particles and 500-nm-diameter (c) superparamagnetic
particles. Figure (d) shows the Langevine function fit for normalized data from
figure (c).
the liquid evaporates.
The microwaves were delivered through a 100 µm diameter copper wire from a
microwave generator (Stanford Research Systems SG386) through a 45dB ampli-
fier (Minicircuits ZHL-16W-43-S+). After the amplification stage the MW power
was 3 W. The microwave frequency sweep and camera frame acquisition was syn-
chronized in software. Each frame was additionally normalized to the fluorescence
with microwaves off: I = Ion/Ioff . This step was repeated 10 times and the result
averaged together for each frequency. The MW sweep spanned 6 MHz.
3.4.2 Results
The magnetic optical and magnetic images of the three different particles both
assembled as chains or not treated are shown side-by-side in Fig. 3.9. While the
most straightforward way of distilling per-pixel ODMR spectra into magnetic field
data is non-linear fitting for large images it is quite computationally taxing. In
this work we made the trade-off of small deterioration in precision to an order-of-
magnitude increase in processing speeds by using the following procedure:
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1. the ODMR spectra for each pixel were normalized and inverted such that∫ fhigh
flow
F(f)df = 1 and F(flow) = F(fhigh) = 0, where flow is the first fre-
quency in the sweep, fhigh is the last one and F(f) is the normalized function
describing the resonance profile.
2. a cumulative function F(f0) =
∫ f0
flow
F(f)df is obtained and interpolated.
3. the resonance frequency for each pixel is determined by solving for F(fres) =
0.5.
Figure 3.9: Optical and magnetic images of 4 µm, 2 µm ferromagnetic and 500 nm
superparamagnetic particles.
The correlation between optical images and magnetic is very strong, but there
is new information that can be gleamed from the magnetic images. First, in the
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images of ferromagnetic particle chains it can be seen that the individual dipoles
are not very well aligned. The spatial distribution of the magnetic moment forming
the magnetic chains directly influence the performance of the micro-swimmer and a
direct image of this distribution allows for much faster iteration of the preparation
protocol.
Second, the magnetic images also contain artifacts not related to the magnetic
signals themselves. An example can be seen in the image of the 2 µm particles
where an elongated feature is visible near the bottom of the image with no object
present in the optical image. This is most probably a large scale plastic deformation
within the diamond itself that cause frequency shifts due to higher local strain.
An article documenting the common types of non-magnetic features observable in
diamond magnetometry was recently published by Kehayias et. al [103].
Finally the individual magnetic momenta of each optically resolved particle can
also be extracted from the images. Each particle generates a magnetic field that
very closely follows that of a magnetic dipole:
B =
µ0
4pi
(
3r(m · r)
r5
− m
r3
)
, (3.15)
where µ0 is the vacuum permeability,m is the magnetic moment and r is the sensor-
particle distance. A complication that immediately arises for 500 nm particles is
the optical resolution limitations already discussed in section 3.2.1. To combat
this difficulty Richardson-Lucy deconvolution was performed for the fluorescence
images at each microwave frequency before further analysis. The FWHM of the
Gaussian PSF is ∼ 313 nm and was assumed to be constant across the field-of-
view. After the deconvolution step a constrained non-linear fitting procedure was
set up for isolated magnetic particles with the fit function:
e[100] ·B = µ0
4pi
(
3e[100] · r(m · r)
r5
− e[100] ·m
r3
)
, (3.16)
and free parameters x, y, z − d/2 for the location of the particle (d is the diameter
of the particle) and mx,my,mz for the orientation and magnitude of its magnetic
moment. Since only the magnetic field projection on the [100] axis is observable
the unit vector along this direction is introduced in the above equation as well. Fit
results for 2 µm and 4 µm particles are shown in Fig. 3.10 , and the magnetically
relevant fit parameters are reported in table 3.1.
The obtained fit parameters exhibit several surprising features. First of all, the
value of z−d/2 which characterizes the sensor-source distance is significantly larger
(especially for the superparamagnetic particle) than the expected value of ∼ 0 nm
where the particle is resting directly on the surface of the diamond. This stand-off
distance is not just a mistake due to the numerical procedures employed as the
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Particle type ferromagnetic ferromagnetic superparamagnetic
diameter d (µm) 4 µm 2 µm 500 nm
Expected |m| (Am2) 2.3× 10−13 2.6× 10−14 1.6× 10−15
Fitted z-d/2 (µm) 1.4± 0.1 1.3± 0.1 3.6± 0.1
Fitted |m| (Am2) (6.0± 0.1)× 10−14 (7.9± 0.2)× 10−15 (1.2± 0.1)× 10−14
Table 3.1: Magnetically relevant fit parameters for the different magnetic particles
investigated in this work.
observed magnetic features are also broader than suggested by a simple forward
model according to expression 3.15. A possible culprit could be residual solute
from the sodium azide and phosphate pH buffer solution in which the particles
were suspended. Based on the solute concentration given by the vendor (correcting
for a 50x dilution with water—a part of the preparation process), the deposited
volume of 10µL would create a 1.2 µm thick layer of solid residue across the
diamond which is close to the fit values obtained for the ferromagnetic particles. For
the 500 nm superparamagnetic particles the discrepancy is even more pronounced
however exact solution composition for the superparamagnetic particles is unknown
precluding a similar analysis.
Figure 3.10: Data (orange) and fit result
(blue) for an isolated 4 µm (a) and 2 µm
(b) particles.
The magnetic moment values ob-
tained from the fit also significantly de-
viate from the ensemble measurements
both over- and under-shooting the ex-
pected values from ensemble measure-
ments 4-10 times. While some varia-
tion in the magnetic moment values is
expected the results obtained lie well
outside the specification given by the
manufacturer. These discrepancies in-
dicative of uncontrolled-for systematics
in the experimental setup discussed in
the next section.
3.4.3 Design mistakes
The research reported on in the previ-
ous section were performed on a pilot-
device in the University of Latvia and,
as such, it suffered from several poor experimental design choices. While netting
a reasonable qualitative description of the magnetic properties of the samples the
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quantitative disagreement prompted a further investigation of what should have
been done differently. Three key areas of improvement were identified:
• Excitation intensity
• Phase-continuous frequency sweeps
• Image data normalization and microphonics
The green laser used in the experiment was a CrystaLaser GC532-100-SLM
diode pumped solid state laser with a peak output power of 100 mW. The power
at the input of the microscope objective was 60 mW. The power was spread across
almost all the field of view which was 0.5 mm for our optical system (40x microscope
objective with a 200 mm tube lens). The overall power density was thus only
∼ 250 mW cm−2 which falls below the optimum optical power density for our
diamond sample [103]. This resulted in a poor signal to noise ratio, longer averaging
times and possibly systematic errors due to long-term drift in temperature/optical
alignment. A higher laser power would have also allowed us to increase the depth
of the NV center layer increasing the fluorescence intensity and further improving
SNR.
Another experimental inefficiency is related to how the MW frequency/frame
synchronization was performed. Both the frequency stepping and frame acquisition
was triggered in software by sending the appropriate command to the microwave
generator (Stanford Research Systems SG386) and the camera (Leica DFC310
FX). This meant that before each frame the generator would have to re-acquire a
lock on the set frequency. Per the specification of the generator at least 8ms are
necessary to achieve a lock of 1 ppm. The exposure time per frame was ∼ 40 ms
causing a broadening in the observed linewidth. Additionally serial communication
is slow and the repeated back-and-forth between the hardware and control software
add several milliseconds of down-time for each frequency, negatively impacting the
measurement duty cycle. An alternative synchronization scheme implemented in
to latest iteration of the microscope uses frequency modulation of the microwave
signal (the same generator is capable of a modulation depth of 32 MHz in the 2-4
GHz range) with an analogue voltage and hardware trigger the frame acquisition.
Both the modulation input an frame trigger pulse trains are controlled by the same
DAQ ensuring long term stability.
Both of the flaws mentioned above affect the signal-to-noise ratio but do not
directly lead to biased results. We believe this effect arises from the self-referencing
procedure where the fluorescence was normalized against the fluorescence intensity
when the microwaves for turned off: I = Ion/Ioff . This was done with the intention
of suppressing any drifts in the optical setup and low frequency vibrations, and,
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at first, an increase in the magnetic image contrast was observed. However, it
was later observed that the magnetic particles were also visible when the MW
radiation was far off-resonance the transition frequency of the NV center leading
to the conclusion that what was actually observed was a microphonics induced
artifact. This effect could account for the large size of the magnetic features and
lower average magnetic field strength. A better referencing strategy is addressing
both the |ms = 0〉 → |ms = +1〉 and |ms = 0〉 → |ms = −1〉 transitions and
subtracting the observed signals. Details of this procedure are described in section
3.2.2.
3.5 Magnetic imaging of malarial hemozoin
The power of optimized experimental procedures was demonstrated in a later work
probing the properties of hemozoin [104]. Hemozoin is an organic crystal formed
by blood-feeding parasites. Amongst such parasites is Plasmodium that causes
malaria. A product of the parasites digestion of haemoglobin is heme, a substance
toxic to cells and to the parasite itself. The parasite accretes free heme into insol-
uble hemozoin crystals to avoid poisoning itself. Anti-malarial drugs disrupt the
the formation of hemozoin and cause the parasites to kill themselves. The NV
diamond microscope could theoretically probe the hemozoin formation/disruption
dynamics in living Plasmodium-infected cells. However, the first step is to produce
magnetic images of individual hemozoin crystals. The author’s contribution to
this work was limited to implementing the control and automation software and
discussing the results.
3.5.1 Experimental modifications and results
When compared to the experimental implementation of the NV magnetic micro-
scope described in section 3.4.1 several key aspects are different. First, the exper-
iment was realized at a much higher magnetic field as the sample is paramagnetic
and the produced signal has linear scaling with applied field strength. Two perma-
nent neodymium magnets were used to apply the bias field as shown in Fig. 3.11.
This provided both the high magnetic field strength and reduced the magnetic field
inhomogeneity. A (110) surface cut 0.2µm thick type Ib diamond (roughly 50 ppm
of nitrogen) was used, and the magnetic field was aligned along one of the four pos-
sible NV axes. Second, 200 mW of 532 nm excitation power (Lighthouse Photonics
Sprout-G-10W) were used to excite a 40× 40µm spot in the diamond through an
oil-immersion objective ensuring adequate optical power to optimally excite the
NV centers. Third, both of the NV transitions were addressed in an alternating
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manner where the addressed transition was changed every full sweep (one sweep
consisted of 16 frames each with an exposure time of 3 ms). All MW/camera syn-
chronization was done in hardware with the sole exception of switching the central
MW frequency, which was done in software. Finally, the sensing properties of the
NV centers were themselves improved both because the (110) surface cut enabled
better alignment between the NV electric transition dipole moment and the elec-
tric field vector of the exciting light and, more importantly, because lighter ions
could be used to create vacancies as the type Ib diamond already has ∼ 50 ppm
of substitional nitrogen. This resulted in lower lattice damage and thus better NV
coherence/sensing properties.
Figure 3.11: The NV magnetic micro-
scope for studying malarial hemozoin.
The compound effect of all of these
steps was a per-pixel sensitivity of
8.4 µTHz−1/2 which is an order of mag-
nitude improvement on the implemen-
tation discussed in section 3.4, where
a sensitivity of ∼ 100µTHz−1/2 was
observed. This enabled the multi-
plexed study of the properties of indi-
vidual hemozoin crystals revealing fea-
tures missing from the ensemble results.
The merits of characterizing a popu-
lation of single crystals versus an en-
semble measurement was immediately
demonstrated upon closer examination
of the magnetic properties. Around
95% of hemozoin crystals were param-
agnetic with a volume magnetic susceptibility ξ = 3.5 × 10−4 and in agreement
with results reported in other sources [105], [106], however, a small fraction of
the particles showed saturation magnetization saturation at high applied magnetic
fields (see Fig. 3.12a) B0 while simultaneously generating much stronger sample
fields the other crystals (see Fig. 3.12b). This behaviour is indicative of superpara-
magnetism, a result reported on in artificial hemozoin crystals [107], [108].
3.6 Summary
The NVmagnetic microscope is capable of nanoscale widefield magnetic microscopy
and has been applied in experiments spanning the fields of biology, geology, ma-
terial science and others. Two realizations of the device created four years apart
CHAPTER 3. MAGNETIC MICROSCOPY WITH NV CENTERS 52
a) Transmission
39 µm1 2 µT-2 µT
n1n2
n3
n4
n3
n4
n5
n1n2
b) SEM
B 0
b) Measured Bx
4
2
0
4
2
0
4
2
n3
n1 n2
3000 100 200
0
10
5
0
n4
B  ( mT)
! "!! #!! $!!
!
#
%
&
! "!! #!! $!!
!
#
%
&
! "!! #!! $!!
!
#
%
&
! "!! #!! $!!
!
%
"!
B 
 (
T)
3000 100 200
a)
Figure 3.12: Magnetic properties of hemozoin crystals. a) Magnetization depen-
dence on the applied filed strength. b) Magnetic field distribution at a bias field
B0 = 350mT.
showed an order of magnitude increase in sensitivity, by implementing faster and
more robust control/acquisition hardware solutions, optimizing the fabrication pro-
cess of the defects and adapting the device to more severe environmental conditions
in terms of both magnetic field and temperature with the goal of coaxing out the
maximum amount of signal of the sample.
Some extremely promising research avenues still lie one order of magnitude out
of reach: neuronal currents generate magnetic fields that are in the nano- and
picotesla range, fields due to thermal nuclear polarization are in the nanotesla
range, many time-dependent processes from magnetic microswimmer motion to
transient currents in nanoelectric devices are, at this point in time, inaccessible
due to the insufficient single-shot sensitivity.
Several approaches to bridging the sensitivity gap are being actively pursued:
growing preferentially aligned NV centers [109]–[111] or integrating dynamic de-
coupling procedures in AC sensing [103]. For nuclear magnetic resonance imaging
signal strength could be enhanced by many orders of magnitude by coupling the
target nuclei to the NVs and transferring polarization [112], [113] from one species
to the other.
Chapter 4
NMR spectroscopy with NV centers
Measuring magnetic fields of submicron volumes might seem like an impressive
achievement but only begins to utilize the possibilities opened up by NV centers.
The ease with which NV centers can be coherently manipulated with microwaves,
means that the AC sensitivity can be pushed to the nano- and picotesla level.
This opens up the possibility of chemical analysis of picoliter volumes using the
techniques of nuclear magnetic resonance (NMR). In conjunction with the relatively
high frequency range over which magnetic fields can be detected (Aslam et al. [114]
detected the magnetic field generated by protons precessing in a 3 T external field
at a frequency of ∼127 MHz) this makes the NV center a very promising sensor
for the next generation of nuclear magnetic resonance (NMR) spectrometers.
While the information that NMR spectroscopy can yield about molecular struc-
ture is among the most detailed that can be obtained, the technique is traditionally
plagued by a low SNR. The reason for the low SNR is that the signal detected is
proportional to the net magnetization of the sample, which, in turn, is very low
because the Zeeman energy splitting is low compared to the average thermal en-
ergy. Almost all commercial NMR machines detect the signal through a pick-up
coil coupled to a high Q-factor resonator. The signal-to-noise ratio of this detection
modality scales as B7/40 [115] (the scaling factor is, however, dependent on the coil
geometry and could be slightly different). This has motivated the development
of magnets capable of generating ever stronger magnetic fields, but, despite the
considerable research effort the field strength has only increased by a factor of 2
over the last 25 years.
This situation further motivates the research into non-inductive alternatives for
NMR detection such as NV centers. In order to serve as a meaningful alternative
to traditional NMR techniques, the challenges the diamond platform has to meet
are two-fold. First, The characteristic magnetic field strengths than need to be
detected are in the picotesla or nanotesla range (the latter necessitates working
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with very shallow NV centers or applying a large magnetic field B0 ≥ 1T both of
which pose additional technical challenges), second, the frequency resolution and
field homogeneity and stability have to be in the parts-per-million (ppm) up to
parts-per billion (ppb) range in order to provide the relevant spectral information.
This chapter will give a brief introduction in the basic physics of NMR and then
proceed to discuss two strategies of reaching the necessary sensitivity and spectral
resolution to perform useful NMR spectroscopy experiments using NV centers in
diamond.
4.1 Nuclear magnetic resonance spectroscopy
Nuclear magnetic resonance (NMR) spectroscopy exploits the interactions of spins
located in different parts of a molecule with each other and with the local magnetic
environment. The first experiments registering NMR signals were performed simul-
taneously by two groups: Purcell, Torrey, and Pound [116] and Bloch, Hansen, and
Packard [117]. The former detected a radio-frequency signal from 1 kg of paraf-
fin wax while the latter observed the proton signal from water both in a strong
magnetic field.
The source of these signals were the magnetic moments of nuclei. If a nucleus
possesses non-zero spin then it has both a magnetic moment and intrinsic angular
momentum. If we have a free single nucleus in an external magnetic field it interacts
with an external magnetic field (Zeeman effect), and the interaction is described
by the Hamiltonian:
HˆZeem = −µ ·B, (4.1)
where µ is the nuclear magnetic moment and B is the magnetic field. If we assume
the magnetic moment is aligned along the field direction, which is assumed to be
pointing along the z axis, then:
HˆZeem = −γB0Iˆz, (4.2)
where, γ is the gyromagnetic ratio, B0 is the field strength and Iˆz is the spin
operator. The eigenstates of this system are the Zeeman basis states:
HˆZeem = En|ψ〉
|ψ〉 = |I,m〉,
(4.3)
and the eigenenergies are:
En = −γ~B0m. (4.4)
The evolution of a given state under a time-independent Hamiltonian is given by:
|ψ(t)〉 = e−I Hˆ~ t|ψ(0)〉. (4.5)
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If the system is in an eigenstate of the Hamiltonian no dynamics are observable.
However, if the state is not an eigenstate of the Hamiltonian will evolve in time. In
other words there will be a time t such that 〈ψ(t)|ψ(0)〉 6= 1. Let us consider the
example of an I = 1/2 spin aligned along an axis transverse to the applied field.
Without loss of generality let us assume that the spin is aligned along the positive
direction of the x axis. At time t = 0 the system state is an Iˆx eigenstate:
Iˆx|ψ(0)〉 = ~ 1√
2
(
1
1
)
= ~
1
2
|x〉. (4.6)
Applying expression 4.5 to 4.6 and rearranging the terms we get the solution:
|ψ(t)〉 = 1√
2
(
ei
γB0
2
t 0
0 e−i
γB0
2
t
)(
1
1
)
=
(
ei
γB0
2
t
e−i
γB0
2
t
)
(4.7)
The time evolution of the state describes a spin precessing in a plane transverse to
the applied field direction. The precession frequency is the Larmor frequency
In almost all cases an NMR measurement is performed on ensembles of nuclear
spins that are very weakly coupled to the sensor. This means that the act of
measuring the system state does not significantly perturb the system and it evolves
as if no sensor was present. An NMR measurement is essentially just a series of
weak measurements that track the orientation of the precessing spins.
The next few subsections will introduce the core concepts, mathematical for-
malism and terminology used when discussing NMR spectroscopy.
4.1.1 The density operator
In NMR literature the state of the system is described using the density operator
rather than the state function. For a pure state (i.e., where all the spins in the
ensemble are in the same state) the density operator can be written as:
ρˆ(t) = |ψ(t)〉〈ψ(t)|. (4.8)
The evolution of the density matric ir governed by the equation:
ρˆ(t) = e−iHˆtρ(0)eiHˆt (4.9)
and the expectation value of an operator Aˆ is given by:
Tr(Aˆρˆ), (4.10)
where Tr denotes the trace of a matrix. In ensemble NMR experiments the system
is a mixed state. Each individual spin the system is in some state |ψn〉 with
some probability pn and the state of the system is a statistical mixture of all the
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individual states. There is no such thing as an average state vector, but it is
possible to write down the average density operator of the system:
ρˆtot =
N∑
n
pnρˆn, (4.11)
here ρˆn is the pure-state density matrix describing spin n, and N is the total
number of spins in the system. The evolution of the statistical density matrix
under a time-independent Hamiltonian is still governed by equation 4.9.
4.1.2 Coherent control
In an external magnetic field a spin system is at thermal equilibrium, and the
density matrix is of the form:
ρˆtot =
e
− Hˆ
kBT
Tr
(
e
− Hˆ
kBT
) , (4.12)
where kB is the Boltzmann factor and T is the temperature. If the z axis is chosen
to lie along the external field direction (and neglecting all interactions intrinsic to
the spin system such as quadrupole interactions) then the representation of the
density operator is a diagonal matrix with matrix elements:
ρm,m′ = δm,m′
e(γ~mB0)/(kBT )
m=I∑
m=−I
e(γ~mB0)/(kBT )
, (4.13)
where I is the spin quantum number and m is the magnetic quantum number. The
net magnetization of the spin ensemble M is:
Nγ~Tr
(
Iˆzρˆtot
)
. (4.14)
It is much easier to detect the magnetic field generated by a precessing spin than
the extremely small DC shift due to the magnetization of the material. That means
we need to tip the magnetization by 90◦. This is most often done by applying a
radio-frequency magnetic field transverse to the static field B0 described by the
Hamiltonian:
HˆRF = −Iˆxγ~ cosωt. (4.15)
In this case the field is assumed to be linearly polarized and aligned along the x axis.
The dynamics of such a system are usually analyzed by transition to a rotating
frame and dropping the terms that average away very rapidly. This procedure
transforms a time-dependent problem into a time-independent one. Derivations of
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this procedure are widely available (an excellent treatment is given in chapter 10
of Levitt [118]) and I will use only the result in the case where the RF frequency
is resonant with a dipole allowed (∆m = ±1) transition. The pulse transforms the
state in the following way:
ρfinal = e
−iΩRτ IˆxρinitialeiΩRτ Iˆx , (4.16)
ΩR =
γB1
2
is the Rabi frequency and τ is the evolution time. If ρinitial = 1/2Sˆx and
τ = pi/2Ω then ρfinal = Iˆy. This is essentially the same coherent control discussed
in 1.4.1 but applied to the nuclear spins rather than the NV center.
A simple time-domain NMR signal is shown in Fig. 4.1. In real world cir-
cumstances the target spins are coupled to the environment that causes the signal
strength to decay. The rate of decay and the character of the decay envelope
are determined by a wide variety of factors, ranging from coupling strength to
neighbouring spins, field homogeneity, coupling anisotropy etc.
Time
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Figure 4.1: A simple NMR signal often also called the free induction decay (FID)
signal. The signal envelope decays exponentially with a characteristic decay time
of T ∗2 .
The accessible frequency resolution is linked to the decay time T ∗2 through the
Heisenberg uncertainty principle ∆E∆t ≥ ~/2. If the broadening mechanism is
entirely homogeneous and the signal envelope is a decaying exponential then then
resonance line is a Lorentzian with a scale parameter Γ = 1
T2
. The Lorentzian
is a direct result of the Fourier transform of an exponentially decaying harmonic
function.
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4.1.3 Chemical shifts and spin couplings
The measurements described in previous sections would let us identify the presence
of different nuclei as the NMR spectra would contain lines at Larmor frequencies
from which the corresponding gyromagnetic ratios could be deduced. This would
not be a very informative measurement as there are simpler ways of deducing the
elemental composition of a sample which does not rely on detecting exceedingly
faint magnetic signals, not to mention the fact that many nuclei have zero net spin
and do not generate a magnetic field themselves. The potency of the NMR mea-
surement comes from two sources: position-dependent couplings between nuclear
spins and the local magnetic field at the site of the nucleus being altered by the
electrons that form the chemical bond.
The latter effect is called the "chemical shift" because the outer shell electrons
causing it are also involved in determining the chemical properties of the compound.
The chemical shift scales linearly with the applied magnetic field [118] and thus
is usually measured in ppm. A 1H spectrum of ethanol is shown in Fig. 4.2; the
1H prefix informs on the spins being targeted, which, in this case, are protons.
Other popular target spins are 13C (the more common 12C isotope has no nuclear
spin), 2H (useful as a label or reference signal as it has near identical chemical
properties as hydrogen but a 6-fold lower gyromagnetic ratio) and 15N (present in
all amino-acids and has no quadrupole nuclear moment as opposed to 14N). Other
spins are used for more niche applications. In the ethanol molecule spectrum there
are three distinct, color-coded groupings of resonance lines, each chemical-shifted
to a slightly different frequency. The NMR community has chosen the proton signal
in tetramethylsilane to mark 0 ppm for both the 1H and 13C spectra.
The additional structure within the particular groupings is attributable to cou-
plings between the different spins. There are three types of couplings that play an
important role in spin-spin interactions. The first is direct dipole-dipole coupling,
which has a Hamiltonian of the form:
Hˆd−d =
µ0γ1γ2~
4pir31,2
[
Iˆ1Iˆ2 − 3 1
r21,2
(
Iˆ1rˆ1,2
)(
Iˆ2rˆ1,2
)]
, (4.17)
where r1,2 is the internuclear unit vector. In liquids, the rapid molecular tumbling
usually causes this term to average to zero, but in very viscous solutions or solids
this is not the case.
The second effect is indirect dipole-dipole coupling, which results from electron-
mediated nuclear interactions. Each spin weakly interacts with the electrons re-
sulting in a small electron spin population redistribution (i.e. weakly "magnetizes"
the electron spins), which causes a slight shift in the field strength at the site of
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Figure 4.2: The 1H NMR spectrum of ethanol.
adjacent nuclei. These are usually referred to as J-couplings and are of the form:
HˆJ = 2piIˆ1J1,2Iˆ2, (4.18)
where J1,2 is the spin-spin coupling tensor. The anisotropic part can be separated
[53] as it also often averages away due to the rapid molecular tumbling:
J1,2 = J
iso
1,2 + J
aniso
1,2 = J1,2 × 1 + Janiso1,2 , (4.19)
where 1 is the unit matrix with the correct dimensionality. Finally spins with
S ≥ 1 interact with electric field gradients generated by the surrounding electron
clouds. In the principal-axis coordinate system of the nucleus, the Hamiltonian
takes the form:
HˆQ = ωQ
[(
Iˆ2z −
1
3
I(I + 1)
)
+
η
3
(
Iˆ2x − Iˆ2y
)]
, (4.20)
where ωQ is the nuclear quadrupole frequency related to the magnitude of the
nuclear quadrupole moment and the strength of the local electric field gradients,
and η is the electric gradient asymmetry parameter (see [119] for a more detailed
discussion).
In the ethanol 1H spectra in Fig. 4.2, no quadrupole interactions are present
as S1H = 1/2 < 1 and direct dipole-dipole couplings as well as anisotropic J cou-
plings are not visible due to motional averaging. The only remaining contributing
CHAPTER 4. NMR SPECTROSCOPY WITH NV CENTERS 60
factor is the istropic J-coupling. These couplings "travel" through bonds but in
most systems the interaction strength rapidly drops as the number of chemical
bonds increases (a notable exception are aromatic compounds, where the interac-
tion strength can be similar even multiple bond-hops away). However, the natural
abundance of 12C spins is much higher than of 13C and the former has zero net
spin so the dominant interactions in this example are between the protons color
coded in blue and green. The hydrogen color coded in red does not have a sig-
nificant J-coupling to any of the other protons due to the high electron affinity
of oxygen which acts as a buffer for electron-mediated interactions. The number
of splitting and their relative amplitudes are determined by the possible combina-
tions of spin orientations and follow Pascals triangle. If we examine the protons
marked in green they are coupled to three protons (marked in blue). There is one
configuration where all the blue spins are parallel to the green proton | ↓↓↓〉, three
configurations with only one blue proton is anti-parallel - | ↑↓↓〉, | ↓↑↓〉, | ↓↓↑〉 -
three configurations with two blue protons are anti-parallel | ↑↓↑〉, | ↑↑↓〉, | ↓↑↑〉 -
and finally one configuration where all blue protons are anti-parallel: | ↑↑↑〉.
Even such a simple molecule as ethanol has quite a complicated structure arising
from the different spin-spin and spin-field interactions. However, interactions are
usually spatially localized and the overall transition frequency is usually dominated
by the chemical shift both separating the multiplets, which avoids overlap, and
hinting at the functional groups present. This allows researchers to elucidate the
structure of very complicated molecules such as proteins.
4.1.4 Motivation for using NVs as an alternative sensing
platform
The induction-based NMR analysis is a very mature platform and the advances in
the sensitivity/performance have been mostly incremental: slightly higher fields,
slightly higher magic-angle-spinning frequencies. When considering nanoscale sens-
ing, the field of microcoil-based NMR especially in the nL–pL range has benefited
greatly from the maturing of microfabrication techniques for both the solenoid
itself and, what is often the more challenging part, the sample delivery system.
Planar microcoil designs have been able to obtain NMR spectra from single eggs
(100 pL from wish or water flea) using planar microcoil designs [120], [121] and
even integrating the planar coil design into a microfluidic platform allowing for a
liquid/biologically favorable environment while holding the sample in place[122].
Other topologies besides planar have also reported sub-nL sensing capabilities how-
ever each of them have specific drawbacks. Solenoidal geometries [123], [124] suffer
from low fill factors in order to circumvent susceptibility broadening [125], striplines
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and microslots have poor sensitvity scaling to the sub-nL level [126]. All induction-
based detectors also suffer from some common problems: parasitic detection regions
formed by the leads connecting the sensing element to the amplifier, large effective
sensing volumes (in the recent pL-scale papers [120]–[122] the sample was larger
than the sensing volume of the coil), which adds a larger-than-desired solvent con-
tribution to the signal, and, finally, NMR resonance linewidth broadening due to
susceptibility mismatch between the solvent/sample and the inductor metal.
Another significant issue presenting itself at the nanoscale is local magnetic
field gradients due differences in magnetic susceptibilities between the sample and
the detector. The local magnetic field variation at distance r and angle around a
cylinder (a reasonable approximation of a solenoid) with magnetic susceptibility χ
is [127]:
∆B =
B0 sin
2(θ) cos(2φ)
2r2
R2∆χ, (4.21)
where B0 is the static magnetic field θ is the angle between the cylinder axis and
the external field, ∆ξ is the difference between magnetic susceptibilities and R is
the cylinder radius. To obtain reasonable fill factor values the wires of the sensor
coil have to be very thin. If we treat the example in [121] where 0.35 µm thick
wires are used (assume copper-air interface), then the magnetic field difference
across the sample is 2ppm. This can be somewhat offset by reducing ∆χ. This
can be done by immersing the coil in a non-conductive material of a magnetic
susceptibility close to that of the inductor material (−9.6× 10−6 for copper)[128].
One would think that due to the relatively high magnetic susceptibility of diamond
(−2.2× 10−5) the problem would be even more pronounced for NV based sensors.
However since the sensing volume is defined not by the dimensions of the diamond
itself but rather by the NV region being optically addressed the diamond chip
can be (and usually is) much larger compared to the sensing volume making the
gradients across it vanishingly small (see SI of [129] for a more detailed discussion).
Despite the numerous drawbacks listed in the previous paragraphs at this point
in time inductive detectors are still very competitive in the field of pL detection.
An overview of different approaches capable of picoliter scale sensing are shown in
Fig. 4.3. The inductive systems are pushing up against their intrinsic limits both
in terms of sensitivity and spectral resolution while the potential of NV based de-
tectors still remains untapped. In the last 4 years the spectral resolution of the
NV NMR spectra have increased by 3 orders of magnitude and intensive ongoing
research is exploring the possibility of polarization transfer from NVs to analyte
nuclei netting another multiple orders of magnitude improvement in terms of sen-
sitivity. The hyperpolarization enhancement has already been demonstrated when
performing 13C NMR measurements on the carbon spins that form the diamond
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Figure 4.3: The landscape of picoliter NMR methods comparing sensing vol-
ume and absolute spectral resolution. The induction based method sensitivity
is rescaled assuming a field equivalent to 300 MHz 1H Larmor frequency while all
other values are reported as they appeared in the original paper. The data sources
are as follows: nanotstructured NV [7], microslot [130], solenoid [131], microfluidic
planar [122], Fugiaru planar [120], Grisi planar [121], prepol NV [129], DNP NV
[132], GMR [133], single NV [114].
lattice (see for example [112]) and active research is exploring different strategies
of polarization transfer.
Another more subtle argument aspect in which the NV centers are a perspec-
tive NMR platform is the sophistication of sample isolation techniques especially
liquid-chromatography (LC) combined with solid-phase-extraction (SPE). This en-
ables work with very high sample concentrations while still needing small amounts
of sample. The nitrogen vacancies have potential to move to even smaller sensing
volumes while maintaining similar sensing properties while their inductive coun-
terparts cannot. LC has demonstrated separation of nanomolar quantities of bio-
logically relevant small molecules [134], [135] High performance LC machines are
commercially available (see for example Bruker [136]) and are easily integrated
with microfluidic systems. SPE compliments the separation capabilities of LC and
is already broadly used by the NMR community when studying biological matter
[137]–[140]. It’s main attraction in the context of very-small sensing volume de-
tection is that by limiting the amount of solvent used the concentration can be
increased limited only by sample-handling and peak broadening due to suscepti-
bility mismatch [135].
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4.2 Nitrogen vacancy NMR spectroscopy exploit-
ing statistical polarization
The first papers reporting on ensemble NV NMR signals from spins not belonging
to the diamond host [141], [142] exploited the effect that if the effective sensing
NMR is very small the stochastic polarization (i.e. the probability that at any
point in time there might be more spins pointing along the +x direction than the -
x direction) can become substantial. A comparison between statistical polarization
and thermal polarization (the small net polarization due to the energy difference
between the Zeeman sublevels) for protons in water at two different field strengths
is shown in Fig. 4.4. As can be seen as the volume shrinks below 1 µm3 the field
a) b)
Figure 4.4: Thermal vs statistical polarization; a) the magnetic field produced by
the target spins as a function of volume b) the number of polarized spins as a
function of volume.
from the statistically polarized protons rapidly increases. This section will discuss
published work [7] on detecting statistically polarized analyte spins with increased
signal-to-noise ratio achieved by nanostructuring the sensors surface. The authors
contribution in this work was acquiring and analyzing a portion of the experimental
data
4.3 Detecting statistical polarization with NV cen-
ters in diamond.
The effective sensing volume of an NV center is determined by the sensor-analyte
distance. Fig. 4.5 shows a side-by-side view of two NV centers at different depths.
Each spin a magnetic dipole generating a field that falls of as 1/r3 ∼ 1/V , where
V is the sensing volume, the number of statistically polarized spins scales as
√
V
so the overall scaling of the signal strength due to statistical polarization versus
sensing volume is V −1/2. For thermal polarization this quantity is constant as
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the number of polarized spins is linear in volume and the overall signal strength
is constant. Another factor that has to be taken into account is the experiment
NV spin
NV spinSensing 
volume
Sensing 
volume
DiamondDiamond
Figure 4.5: Effective sensing volume for NV centers at two different depths. For
shallow NVs the majority of the signal is contributed by a few strongly interacting
spins near the diamond surface.
geometry. As discussed before, when operating at field below ∼ 1000G the NV
centers are proportional only to the magnetic field component along the natural
NV quantization axis. Then the RMS field sensed by the NV centers needs to be
multiplied by an additional geometric factor:
B2RMS = P (α)
(
µ0hγnuc
4pi
)2
ρ
d3NV
=
pi(8− 3 sin(α)4)
128
(
µ0hγnuc
4pi
)2
ρ
d3NV
, (4.22)
where ρ is the nuclear spin number density, α is the angle the N-V axis makes with
the normal to the substrate surface, P (α) is the geometric prefactor and dNV is
the depth of the NV center below the diamond surface. A derivation of expression
4.22 is given by Pham et al. [141]. As the average NV depth must be very
small this constrains the average depth of the NV ensemble. As the NV ensemble
density is also limited due to performance degradation (see chapter 2) the amount
of fluorescence is also weak leading to a poorer shot-noise limited performance. To
combat this we etched grooves in the diamond substrate (Fig. 4.6) before nitrogen
implantation and annealing. This increased the effective surface area and thus the
number of NV centers in the FOV while still maintaining a limited sensor-sample
distance and high statistical polarization. The fluorescence comparison between
a flat and a grooved sample are shown in Fig. 4.6(b). To confirm that all of the
sensitive region were in contact with the analyte (i.e. whether there were any
wetting issues) water stained with Alexa 405 dye was deposited on the diamond
and imaged with a confocal microscope. As can be seen in Fig. 4.6(c) the analyte
wets the sample well and pentrated deep into the grooves.
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Figure 4.6: Nanostructured diamond surface for higher SNR. a) SEM image of the
etched grooves. b) Performance enhancement of nanostructured vs flat diamond.
The fluorescence level is significantly higher due to the larger number of NV centers
in contact with the analyte in the same field of view. c) Confocal image of the
diamond with dye-stained water dispersed on top of it. The dashed lines represent
the diamond-water boundary.
4.3.1 AC magnetometry of statistically polarized sources
The simplest implementation of an AC magnetometry sequence is the Hahn-echo
measurement already discussed in section 1.4.2. For an NV center evolving in the
presence of a fluctuating magnetic field and under the influence of a decoupling
sequence such as Hahn-echo the probability of finding the NV electronic spin in
state |ms = 0〉 after a free evolution time τtot is equal to [13]:
p(τ) =
1
2
(1− 〈cosφ(τtot)〉) , (4.23)
if the phase of the first microwave pi/2 pulse is equal to the phase of the last one
and:
p(τ) =
1
2
(1− 〈sinφ(τtot)〉) , (4.24)
if the phase of the second pulse is shifted by pi/2 with respect to the first one. The
term φ(t) is the average phase accumulated during the evolution time:
φ(t) = γ
∫
f(t)B(t)dt. (4.25)
The function f(t) characterizes the influence of the pulse sequence on the perceived
magnetic field of the spin. This influence is summarized in Fig. 4.7. The first thing
to notice is that any low frequency and DC components of the magnetic field will
average to zero (as it should be for an AC magnetometry sequence), second, AC
components that are off-resonance with pulse sequence will also be attenuated.
The resonance criteria is that the phase acquisition time τ before and after the pi
pulse equals a half-period of the oscillating field. Finally the sequence is also phase-
sensitive as can be seen when comparing Fig. 4.7 (b) and (c). The rejection of off-
resonance components means that the pulse sequence effectively acts as a bandpass
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Figure 4.7: Magnetic field perceived by the spin for a field off-resonance with
the pulse sequence (a) and on-resonance in-phase (b) and on-resonance pi/2 phase
shifted.
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Figure 4.8: The CPMG pulse sequence (a) and comparison of accumulated phase
for a given passband for Hahn-echo and different order CPMG sequences. The
data were simulated assuming a signal perfectly in-phase with the pulse sequence.
filter decoupling the NV spin from a portion of the environmental magnetic field
noise. The passband of the filter is determined by the spacing between pulses
and the bandwidth can be reduced by introducing additional pulses in the pulse
sequence. The Carl-Purcell-Meiboom-Gill (CPMG) pulse sequence is an extension
of the Hahn-Echo sequence which does exactly that (see Fig. 4.8(a)).
When detecting repeatable coherent signals such as the AC fields generated
by thermally polarized spins the phases of the first and last pi/2 pulses should be
shifted by pi/2 with respect to one another as in the low field limit this will lead
to a change in fluorescence linear in the field strength (the Taylor expansion of eq.
4.24 with respect to magnetic field), while there is only a second order change in
field if both phases are the same. However, the field from statistically polarized
sources have both random amplitude and phase with a mean value around zero,
thus only the root-mean-squared (RMS) component of the field can be detected
by setting both of the pi/2 pulse phases to be equal. In the small field regime
and assuming that the magnetic fields are Gaussian distributed [13], [143] the
probability of finding the NV spin in state |0〉 after a phase accumulation time τtot
is:
p(τtot) =
1
2
(
1 + e−〈φ(τtot)
2〉/2
)
=
1
2
(
1 + e−χ(τtot)
)
, (4.26)
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where:
χ(τtot) = γ
2
∫
SB(ω)
F (ωτ)
2piω2
dω. (4.27)
SB(ω) is the magnetic noise (analyte + other magnetic sources) power spectrum
of the environment and F (ωτ) is the filter function of the pulse sequence. For a
Hahn-echo sequence F (ωτ) = 8 sin4 ωτ
4
and for a CPMG-N sequence (N is even)
F (ωτ) = 8 sin4 ωτ
4N
sin2 ωτ
2
/ cos2 ωτ
2N
[143] (note that τ is different from τtot, the for-
mer is defined in Fig. 4.8(a) while the latter characterizes the total phase acquisition
time.
By sweeping the time τ the passband of the pulse sequence samples the mag-
netic field intensity at different frequencies netting the magnetic noise spectrum.
This is analogous to a noise measurement with a lock-in amplifier where the quan-
tity being swept is the modulation frequency. The frequency resolution of the NV
noise spectroscopy measurement is not infinite, it is fundamentally limited by the
transverse relaxation time T2. While the decoupling sequence somewhat extends it,
at room temperature ensemble decoherence time peaks at ∼ 1 ms [13] even for very
dilute nitrogen concentrations. Nitrogen implanted samples tend to perform even
worse due to the additional lattice damage introduced during the ion implantation
step. In any event the short comparatively short T2 times of NV centers compared
to nuclear spins limits the accessible NMR spectral resolution to several kHz. In a
3 T bias field this is equivalent to 10-100 ppm rendering the sensor useless.
It is possible to extend the effective relaxation time to the NV longitudinal
relaxation time T1 by employing a correlation protocol consisting of two pulse
trains separated by a correlation time τ˜ 4.9. An XY8 sequence was used instead
of a CPMG sequence as it has demonstrated better robustness against pulse tim-
ing/phase errors [144]. During the evolution time τ˜ the accumulated phase during
the evolution under the first pulse sequence is stored in the longitudinal component
of the NV spin and then correlated. The derivation for the signal intensity as a
(a)
2ττ
520 nm laser
Polarization Readout
Microwaves XY8-NCorrelation protocol
πx πx πx πxπy πy πy πy
Full spin interrogation time
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π
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AC nuclear field
Ttot
τL~4τ
τ∼
2τ 2τ 2τ 2τ 2τ 2τ τ
π
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Figure 4.9: The correlation pulse sequence consisting of two XY8 sequences seper-
ated by the correlation time τ˜ .
function of the sequence parameters for a Hahn-Echo sequence is given by Laraoui
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et al.[145] (see also SI of [7]):
FHE = F0
[(
1− C
2
)
+
C
4
(
4γNVBRMS
ω
sin2
(ωτ
2
))2
cos (ω(2τ + τ˜))
]
, (4.28)
where F0 is the mean fluorescence intensity, C is the peak to peak correlation spec-
troscopy fluorescence contrast (essentially the Rabi contrast taking into account
signal decay due to T2 relaxation), BRMS is the RMS nuclear magnetic field ampli-
tude, τ is the phase acquisition time between the pi/2 and pi pulses in a Hahn-echo,
˜tau is the time between the two pulse sequences and ω = 2piγB0 is the nuclear Lar-
mor frequency. When using a CPMG (XY8) sequence the fluorescence expression
is similar with the only change being an appropriate selection of the filter function
[143]:
FCPMG/XY8 = F0
[(
1− C
2
)
+
+
C
4
(
4γNVBRMS
ω
sin2
(ωτ
2
) sin (2ωτN)
cos (ωτ)
)2
cos (ω(2τ + τ˜))
]
.
(4.29)
The effective relaxation time can be extended even further than the T1 time of the
NV center by transferring the phase information to the adjacent nitrogen nuclear
spin [114], [146]. The nuclear spin in this setting is referred to as a quantum
memory and it can store the information from hundreds of milliseconds to multiple
seconds depending on the environmental conditions enabling operation in the ppb
regime.
The correlation NMR experiments consists of a series of measurements sweeping
τ˜ . The relative NV fluorescence intensity ∆F/F is modulated at the nuclear
Larmor frequency similar to a standard NMR measurement. The experimental
results for a correlation experiment are shown in Fig. 4.10(a). The NMR spectrum
is obtained by a Fourier transform of the time dependent signal and the extracted
gyromagnetic ratios agree well with the expected values for the corresponding spin
species. The minimum detectable concentration for FomblinTM - defined as the
number of spins necessary to reach a SNR value of 3-to-1 in 1 second of integration
- is ρmin = 40 ± 2 × 1024 spins/liter. This is equivalent to 4 ± 0.2 picomoles of
analyte spins.
The method does, however, suffer from a crucial flaw when it comes to high
spectral resolution sensing. While the sensors effective coherence time can be
extended far enough (∼ 1 s) to provide adequate spectral resolution for meaningful
NMR measurements (couple of ppm) the limiting factor is the correlation time of
the target spin itself. For nanoscale sensing volumes the analyte spins are free
to move and rapidly diffuse through the sensing volume (see Fig.4.11(a)). As
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Figure 4.10: An NMR correlation experiment. Fluorescence as a function of corre-
lation time τ˜ (a). Fourier transform of the correlation signal (b). Field dependence
of the NMR peak position for a 1H rich (immersion oil) and 19F rich (FomblinTM)
samples.
one spin leaves the sensing volume, another may enter but their phases are entirely
uncorrelated (see Fig. 4.11(a)). The spin dynamics can be considered an Orenstein-
Uhlenbeck stochastic process [13], [141], [143] with a known power spectral density
function:
S(ω) = B2RMS
2τc
1 + (ω − ωL)2τ 2c
. (4.30)
The diffusion limited correlation time τc is equal to [7], [141]:
τc =
2d2NV
D
, (4.31)
where dNV is the mean depth of the NV layer and D is the nuclear spin diffusion
coefficient. The experimental observations support the model: the signal decay
envelope is an exponential (Fig. 4.11(b)) a Fourier transform of which leads to
a peak with a Lorentzian profile (described by eq.4.30), and the correlation time
increases as the square of the NV depth (which in turn at the voltages used is
proportional to the implantation energy) as shown in Fig. 4.11(c). Several groups
have reported chemical resolution NMR performed with NV center probing sta-
tistical polarization [114], [147] but these were highly complicated experiments.
Aslam et al. achieved 1 ppm resolution while probing the statistical polarization
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Figure 4.11: (a) Diffusion in nanoscale NV NMR. The effective sample volume is
defined by the depth of the NV center beneath the surface. The correlation time
is defined by how quickly on average the spin leaves this volume due to diffusion.
(b). The signal envelope of the time-dependent signal is a decaying exponential
where the time constant is the correlation time (c). The sensing volume and the
correlation time can be increased by increasing the nitrogen implantation energy
and thus the average depth of the NV centers. Two correlation time and the NV
depth are related by expression 4.31.
of a sample by implanting the NV sensor 30 nm beneath the diamond surface,
using very viscous analytes, going to a high magnetic field (3T), and using the
adjacent nitrogen nuclear spin as a quantum memory for increased effective sensor
relaxation times. However, the increased sensor depth lead to poor signal to noise
ratio and a total averaging time of multiple days for some samples. Additionally
for very viscous substances the motional averaging that suppresses line broadening
due to dipole-dipole coupling becomes less efficient again limiting the accessible
spectral resolution.
Several papers have outlined potential strategies of how to extend the diffusion
limited correlation time and they mostly involve spatial confinement by various
means for example encapsulating analyte in liposomes or polymer shells, tech-
niques already employed in microcoil based NMR. Other approaches [147] have
involved surface functionalization with species that bind to proteins and immo-
bilize them. The drawbacks of both of these approaches are possible impact on
the molecular structure and properties of the species being examined as well as
additional engineering and technical complexity.
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4.4 Microscale sensing of thermal polarization
While promising on account of their larger SNRs, achieving a high spectral res-
olution with this technique is an enormous technical challenge. As a result, we
decided to pivot to NMR based on thermally polarized spin signals. These signals
are much weaker, but do not suffer from the diffusion issue as all the spins are in
phase. The field magnitude generated by an ensemble of thermally polarized spins
can be estimated as:
Btherm ∼ µ0
4pi
h2γ2B0ρ
4kBT
. (4.32)
The decoupling sequences for AC sensing described in the previous section are
hard to implement if the nuclear Larmor frequencies are larger than a a 100-200
MHz as the requirements on both pulse duration and power delivery become very
stringent. For proton spins the equivalent field is around 2000 G. Techniques such
as electron-nuclear double resonance (ENDOR) can be used employed at higher
fields but they will not be discussed further in this work. Using expression 4.32
for pure water at 2000 G (spin concentration ρ = 6.7 × 1025 spins/L) gives a
signal field strength estimate of 600 pT. In reality the measured value is smaller
due to geometric factors (physical dimensions of sample/sensing layer and NV axis
orientation) but still well within the capabilities of NV sensors. Nevertheless the
first paper reporting on thermal NMR signals from an external analyte at room
temperature came out only in 2018 (2017 on ArXiv) where Glenn and Bucher et
al. [40] demonstrated a 9 Hz spectral resolution while working at an external field
≈ 900 Gauss, most probably limited by temporal/spatial inhomogeneities of the
bias field, and a molar sensitivity of ∼ 370 M√Hz.
This section will describe the work on the realization of NV thermal NMR
sensing in a microfluidic platform yielding order-of-magnitude improvements in
both sensitivity and spectral resolution.
4.4.1 High resolution sensing of coherent AC signals
The key-enabling technique enabling high-resolution NV NMR was reported on
two papers submitted in January and July of 2017 [40], [148]. While differing in
implementation details both papers exploited the fact that the dynamic decoupling
sequences described in the previous section are phase sensitive and that the signals
under investigation are not perturbed by the measurement process. The principles
of the methods are shown in Fig. 4.12. The measurement consists of a series of
dynamic-decoupling (be it CPMG-N, Hahn-echo or, as it is in the case shown here,
XY8-N) sequences sampling the phase of the nuclear field at set intervals. The
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Figure 4.12: High resolution AC sensing with NV centers. The measurement
consists of repeated XY8-N sequences spaced a set time apart. The fluorescence
modulation frequency is determined by the nuclear AC frequency and the readout
repetition frequency.
fluorescence signal as a function of time is then:
F = F0 [1 + C/2 sin (4γBAC(ω)S(ω0)τtot) cos ((ω − ωalias)t+ φ0)] , (4.33)
where c is the residual peak-to-peak contrast after the XY8-N pulse sequence, τtot is
the total phase acquisition time of the pulse sequence, BAC(ω) is the nuclear mag-
netic field amplitude precessing at ω - the Larmor frequency -, S(ω) is the filter
function of the pulse sequence, ωalias is the sampling frequency (or in other words
the repetition frequency of the XY8 pulse sequences) and φ0 is the phase of the
nuclear precession with respect to the first logged pi/2 pulse. The frequency mea-
surement is severely aliased but normally the NMR signal is located very near the
value given by the g-factor of the nuclear species (absent strong static interactions
such as dipole-dipole or quadrupole for spins with higher multiplicity) removing
any ambiguity of the frequency measurement. Additionally the narrow passband
of the XY8 sequence rejects noise present at other frequencies that could be folded
in with the spectral region of interest.
Another positive aspect of this detection scheme is that the whole FID is ac-
quired during one measurement as opposed to sweeping a parameter of the sequence
as was the case in the correlation sequence described in the previous section. This
maintains a constant excitation/readout duty cycle, and avoids any artefacts re-
lated to NV1−/NV0 photodynamics, as well as limiting the number of times the
measurement software needs to communicate with the timing pulse hardware de-
creasing unnecessary downtime.
The low signal values still pose a significant technical challenge. This problem
is further exasperated by temporal and spatial external field inhomogeneities that
broaden the NMR line and make it that much harder to detect against the baseline
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noise. The long-term temporal drifts of commercial power supplies also severely in-
hibit averaging times without additional feedback mechanisms in place. To combat
the issue of low signal strength we embedded the diamond sensor in a microflu-
idic platform and spatially separating the detection and polarization steps of the
experiment. This prepolarization technique enabled us to polarize the analyte at
a high (1.5 T) magnetic field while performing the measurement at only 13 mT
where both the diamond sensor performance and field homogeneity are much more
easily optimized. In this configuration we obtained a spin sensitivity of 27M
√
Hz
and a spectral resolution of 0.655 Hz both on a sensing volume of 40 pL.
The enhanced performance allowed us to perform two-dimensional (2D) nuclear
correlation spectroscopy (COSY) of liquid analytes for the first time in a NV
ensemble sensor.
4.4.2 Experimental details
The prepolarization concept is shown in Fig. 4.13. The analyte is housed in a
helium-pressurized container connected to the microfluidic system. Before each
experiment the analyte is heated up and sonicated in an ultrasonic bath. Helium is
used due to its low solubility in most liquids and sonication minimizes the amount
of solute gas (mostly CO2 from the atmosphere) present in the analyte. These
steps are in order to avoid bubble formation in the microfluidic system. Before
arriving at the sensing area the analyte is housed in the Hallbach array until
it reaches thermal equilibrium, then it is quickly shuttled to the sensing with a
shuttling time smaller than the T1 time of the analyte. We estimate that around
80% of the equilibrium polarization at 1.5 T is retained. The microfluidic system
is operated in a stop-flow regime with the aid of two microfluidic switches located
before the Hallabach array and after the diamond chip. Two switches are necessary
to maintain constant pressure in the channel and avoid undesirable fluid flow caused
by expansion/contraction of the microfluidic tubing.
The microfluidic chip is shown in Fig. 4.14. The body of the microfluidic chip
is formed by a 2 mm wide channel milled into a glass microscope slide with a
diamond drill. One side of the channel is sealed with a 150µm coverslip while
the other is capped off with another glass slide on which microwave traces are de-
posited. The sensor is 35-µm-thick diamond membrane with (100) polished faces.
The membranes were formed from chips grown by chemical-vapor-deposition with
a nitrogen density of 20 ppm. The chip was laser-cut into the thin membranes,
implanted with 1018 e−1/cm2 accelerated to 2 MeV and annealed at 800-1100 ◦C
using the recipe described in [7]. The inlets and outlets were constructed by drilling
two 0.5 mm diameter holes in the base microscope slides and attaching two rubber
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Figure 4.13: The prepolarization setup. Analyte is flown through a high-magnetic
field area generated by a Hallbach array. The analyte polarizes in this region and is
then quickly shuttled (with a shuttling time lower than the T1 of the analyte) to the
sensing area where a homogeneous 13 mT field is generated by a pair Helmholtz.
stoppers were glued to the base of the slide with double-sided tape. Microflu-
idic PEEK tubing was pushed through holes drilled in the rubber stoppers. A
conventional NMR system consisting of of a 2 × 0.5 × 0.5 mm volume of water
surrounded by a pick up coil connected to a matching circuit. The quality factor
of the complete circuit was ∼ 20. The output passed through a low-noise current
pre-amplifier (SRS 560) and digitized by a 2 MHz DAQ (NI-6361). The feedback
microfluidic loop was also prepolarized but entirely separate from the main sens-
ing loop. The time dependent signal was subsequently Fourier transformed and fit
with a Gaussian curve to localize the resonance frequency.
The chips placement in the system is shown in figure 4.15(a). At first glance it
might seem that a (110) surface polished diamond would make the optical setup
simpler and improve the NV fluorescence intensity due to a more favorable polar-
ization/NV axis orientation. However, in this configuration there is a cancellation
effect as the NVs are sensitive only to the magnetic field component aligned along
the NV axis but the nuclear spins precess in a plane transverse to the magnetic
field direction. The analyte can be thought of as a large homogeneously magne-
tized volume. The field felt by an NV center located a point ~r0 and with an NV
axis along the aligned in the (110) plane (here assumed to be the x axis without
loss of generality), located at depth h below the surface, due to a magnetic field
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Figure 4.14: The microfluidic assembly. A copper microwave trace is deposited
on a microscope slide on top of which a 35 µm thick diamond membrane with
a homogeneous distribution of NV centers if glued. A 2 mm wide rectangular
channel was milled in another microscope glass slide to form the channel that was
capped off by a 150 µm thick coverslip placed on top of the channel. A volume
of water surrounded by a conventional NMR pick up coil was placed near the
diamond chip and used as a feedback signal source for the Helmholtz coil currrent
source. The optical path went through the analyte as in this case the diamond
sensor could be placed directly above the microwave stripline increasing both the
Rabi frequency, MW field homogeneity and fluorescence intensity as the microwave
stripline reflected both the excitation and fluorescence light.
oscillating in the transverse plane at phase φ of its precession is equal to:
Beff ∼
∞∫
−∞
dx
∞∫
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0
(
3r(m · r)
r5
− m
r3
)
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−∞
dx
∞∫
−∞
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0
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3xy cos(φ)
(x2 + y2 + (h+ z)2)5/2
+
+
3hy sin(φ)
(x2 + y2 + (h+ z)2)5/2
+
3yz sin(φ)
(x2 + y2 + (h+ z)2)5/2
.
(4.34)
Notice that all terms contain either x or y or both which are asymmetric while
the integration limits are symmetric meaning that the final value of the integral
is 0. The argument for a (111) polished diamond follows a similar logic. There
is no total cancellation in the case of a (100) polished diamond which is why it
was used in this experiment. Additionally between the Helmholtz coils and the
microfluidic chip a pair of magnetic linear and second-order order gradient shims
driven by a commercial Instek GPD-4303S power supply. The spacing between
the shim planes was 8 cm and were formed by 24 AWG enameled wire capable
of producing gradient compensation field of 1.2 − 1.6 µT/mm/A for the linear
shims and 0.05 − 0.1µT/mm/A for the second-order shims. Shimming was done
in two steps: first the linear shim values were adjusted against the coil NMR
magnetometer. The stand-off distance between the NMR coil magnetometer and
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Figure 4.15: a) Placement of the microfluidic chip in the experimental apparatus.
The chip has to be tilted in order to align the NV axis with the external field. A
aspheric NA= 0.8 aperture lens was used to both deliver the excitation laser light
and collect the NV fluorescence. Between the Helmholtz coils and the chip were
placed a pair linear and second order gradient shims. b) A diagram showing all
the relevant pulse timings. Before each NMR readout the flow is stopped. Then
a RF pi/2 pulse is applied and the nuclei start precessing. The decay envelope
determined by the T ∗2 time which is usually limite by the
the NV sensing volume was about 3 mm so the fine-tuning of the shim values was
done on a water NV NMR signal this was done iteratively by first adjusting the
linear shims, then the second orders and then moving back to linear and so forth
until the width of the water signal had plateaued for all available shim channels.
An additional set of coils were glued to the Helmholtz coil body driven by a
Thorlabs LDC 4005 low noise current source. The current was controlled by an
analog signal from the same DAQ that was used for the NMR coil magnetometer
readout with a signal amplitude proportional to the deviation of the observed
NMR signal frequency from a setpoint value. After the integration of an ultra-low
noise HighFinesse UCS 10/40 current supply the for driving the Helmholtz coils
the NMR spectrometer was relegated to a monitoring function rather than active
feedback. If the deviation from setpoint registered by the NMR coil magnetometer
exceeded 0.6 Hz the measurement was rejected (see Fig. 4.16).
The relevant timings of the experiment are shown in figure 4.15. First, the
flow is stopped, next a resonant RF pi/2 pulse tilts the nuclear spins and they
start precessing. After a 50 ms delay, in order to avoid ringdown and microphonics
effects, a series of XY8-N measurements are performed and the fluorescence level
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Figure 4.16: Histogram of observed coil magnetometer NMR values in a typical
NMR. The measurements falling into the region shaded in darker red were averaged
together while all other values were rejected.
for each readout is logged. While the same measurement could also be performed
in a continuous flow regime this would result in larger signal broadening due to
spatial field gradients as the flowing spins sample the field from a larger area.
To summarize, the key ideas behind the experiment are:
• Measure thermal polarization instead of statistical to avoid the diffusion limit
of spectral resolution.
• Polarize spins at a high field and quickly shuttle them to a sensor location.
This simultaneously ensures a relatively high polarization and optimum sens-
ing conditions.
• Temporal stability and spatial gradient minimization are key to achieve nar-
row NV NMR signals.
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4.4.3 Results
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Figure 4.17: Testfield signal strength as
a function of generator voltage.
The spectral resolution and sensitivity
limits of our device were tested with
deionized water. To make an NMR
field strength was calibrated against a
testfield from a signal generator. The
testfield signal was applied through a
copper wire placed some distance from
the NV center. To obtain a magnetic
field/generator voltage dependence the
NMR signal amplitude was monitored
while the generator voltage was gradu-
ally increased. The pulse sequence pa-
rameters were chosen such that the the filter faction transmission and the applied
testfield frequency was unity. According to equation 4.33 the dependence should
be sinusoidal and reach a peak value at BAC = piγτtot/8. Knowing the total phase
accumulation time τtot from the pulse sequence parameters (τtot = 24.16 µs) the
corresponding magnetic field amplitude is also known and a magnetic field/voltage
dependence can be obtained from Fig. 4.17. A calibration magnetic field ampli-
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Figure 4.18: NMR water spectra for setup characterization. Sensitivity estimation
with a water NV NMR signal versus a calibration field of a known amplitude (a).
Spectral resolution limit of a NV water signal.
tude of 2.5 nT was set and a detected with the NV NMR spectrometer. This
provided a conversion factor between the detected field amplitude in nT and pho-
todetector signal strength in µV. A calibration signal together with a water NMR
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signal are shown in Fig. 4.18(a) showing that the analyte field amplitude is 1.21
nT. This figure also enables us to deduce the polarization retention after microflu-
idic shuttling by comparing it to a value obtained from magnetostatic modelling
of a water volume polarized at 1.5 T. We conclude that 80% of the equilibrium
polarization at 1.5 T is retained. The standard-deviation of points near the sig-
nal peak (Fig. 4.18(a) inset) gives a noise estimate with an equivalent magnetic
field amplitude of 0.10 nT/
√
Hz which corresponds to a concentration sensitivity
of 27 M/
√
Hz for a SNR of 3:1.
Fig. 4.18(b) shows a high-resolution water NV NMR spectra after the optimiz-
ing the magnetic field gradient compensation shims. A Gaussian fit reveals a full
width at half maximum of 0.65 ± 0.05 Hz, an order of magnitude improvement
when compared to previously reported results [40]. This is still broader than the
low-field room-temperature T2 limit of water [149] of ∼ 0.1 Hz. We attribute this
to the temporal instability in the bias magnetic field B0.
To showcase the capabilities of our sensing platform we obtained the NMR spec-
tra of different liquid analytes. Fig. 4.19 show the results for water, trimethylphos-
phate (TMP) and 1,4-difluorobenzene (DFB). In the time-domain signal of water
a decay envelope is visible from which we infer a spin dephasing time of T ∗2 = 0.5.
This is consistent with the sub-hertz FWHM linedwidths observed in the frequency
domain. In the TMP signals (Fig. 4.19(b)) beats are observed in the time-domain
a characteristic sign of two similar frequency signals being present. The source
of this signal is J-couplings between the protons pins and the phosphorus spin.
There are two equally probable configurations where the proton is either parallel
or anti-parallel to the phosphorous spin resulting. Each configuration has a slightly
different energy and thus a slightly different precession frequency resulting in two
closely spaced NMR lines split by the heteronuclear J-coupling between the 31P
and 1H spins. The observed value of 11.04± 0.06 Hz agrees with results obtained
from conventional NMR experiments [150]. In the DFB frequency spectra three
peaks are observable because each of the protons interacts with two fluorine atoms.
As discussed in section 4.1.3 this results in a 1:2:1 intensity distribution of equidis-
tant peaks. The observed splitting between the lines of 6.09±0.05 Hz is consistent
with values reported elsewhere [151], [152]. The spectral resolution and SNR of
the prepolarization system are both high enough make possible the acquisition of
multi-dimensional NMR spectra as well.
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Figure 4.19: Time domain (left column) and frequency domain (right column)
NV NMR signals of (a) water, (b) trimethylphosphate (TMP), and (c) 1,4-
difluorobenzene (DFB). The signals are averages of ∼ 1000 traces equivalent to
a total acquisition time of ∼ 1 h. The time-domain data shown are filtered with
a 1 kHz bandpass filter centered around the spectrum center-of-mass for better
visualization. Each of the peaks are fit with Gaussian functions to obtained the
resonance frequencies. When fitting the TMP data the peak amplitudes are con-
strained to be equal while for DFB a 1:2:1 amplitude ratio is enforced. We obtain
a J-coupling value of JTMP = 11.04± 0.06 Hz for TMP and an average J coupling
value between the fluorine and hydrogen spins of J¯HF = 6.09± 0.05 Hz for DFB.
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Multidimensional nuclear magnetic resonance spectroscopy
Figure 4.20: The two-dimensional COSY
spectrum of cases (b) and (d)
The one dimensional nuclear mag-
netic resonance spectrum of complex
molecules in which many different inter-
actions of different strength are present
can be hard to interpret and some peaks
cannot be unambiguously assigned. A
powerful technique that might lift can
lift the ambiguity is multi-dimensional
NMR techniques. A simple exam-
ple of the clarity provided by a two-
dimensional pulse sequence over a one dimensional one is provided by Levitt in
chapter 16 of "Spin Dynamics"[118] which I will try to concisely reproduce here.
Consider a pair of I = 1/2 spins in an isotropic liquid such that the dipole-dipole
coupling averages out. Then the Hamiltonian is of the form:
Hˆ = ω1Iˆ1 + ω2Iˆ2 + 2J1,2Iˆ1Iˆ2, (4.35)
where ω1/2 is the Zeeman energy (taking into account the chemical shift of each
spin) and J1,2 is the isotropic J-coupling strength. The spectrum then consists of
two pairs of peaks where the larger splitting (typically) is causes by the chemical
shift while the finer structure is caused by the J-coupling. Figure 4.21 demon-
strates an assignment problem where two different pairs of coupled I = 1/2 spins
with similar J-couplings but different chemical shifts are present in the analyte.
Model experimental data are shown in subfigure (a) can be described by any of
the configurations shown in subfigures (b-d) and the assignment of which peak
corresponds to what spin species.
One way to solve the assignment problem was developed by Ernst et al. and
is called the a correlation spectroscopy (COSY) sequence. It consists of two pi/2
pulses separated by a variable evolution period τ1. Following the second pi/2 pulse
the spin generated precessing magnetic field is recorded as function of time τ2. A
series of measurements varying the τ1 time are performed to build up a 2D data
array. During the first part of the pulse sequence the spin-spin coupling causes
the spins to accumulate additional phase due to the J coupling. This affects the
tilt effect of the last pi/2 which in turn affects the observed NMR field amplitude
during the last phase of the evolution τ2. If a 2D Fourier transform is applied to
the accumulated data-set crosspeaks appear between spin species that are coupled.
Fig. 4.20 shows the color-coded COSY spectra for scenarios (b) and (d). The
structure is clearly different removing the ambiguity present in the 1D spectra and
illustrating the power of multidimensional NMR sequences.
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Figure 4.21: Simulated 1D NMR spectra demonstrating identification ambiguity.
Subfigure (a) shows a theoretical NMR spectra observed in the experiment of an
analyte that holds two pairs of coupled spins. Subfigures (b-d) show three different
possible groupings of the peaks that, when added together, could result in the
spectrum shown in subfigure (a).
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Two dimensional NV NMR spectroscopy
We performed two hetero-nuclear variations of the COSY experiment on 1,4-
difluorobenzene. Fig.4.22 shows two different pulse sequences, theoretical pre-
dictions of the expected spectra (obtained using a density matrix propagation
approach in the Matlab package SPINACH [153]) and the corresponding experi-
mental spectra. In the homonuclear case three diagonal peaks separated by 6.1
Hz are observed and no cross-peaks are present. This is expected as the proton
couplings in a strong coupling regime where the J coupling is comparable to the
different in Larmor frequencies of the two spins. In the second experiment, the
second pi/2 pulse is resonant with the 19F spins (blue pule inf Fig. 4.22(D)). Tradi-
tionally in heteronuclear COSY spectrum pi/2 pulses are applied to both species at
both instances showing correlations between the hetero-nuclei as well (see Robin-
son et al. [151]). Due to the limited bandwidth of our experiment this might have
resulted in spectral fold-over making the interpretation of the spectra difficult.
The variation depicted here results in correlations between the same spin species
(these are effectively proton couplings mediated by J-couplings with fluorine). The
pulse sequence is tuned to be resonant with protons rendering them insensitive to
magnetic fields generated by precessing fluorine spins. The presence of cross peaks
split by ∼ 6 Hz indicates that the 19F mediates the transfer of magnetization be-
tween among the J-split proton states. The spectra are similar to those done by
Robinson et al. at Earths field using an inductive aparatus [151].
4.4.4 Limitations and promise of thermal NV NMR
The microfluidic NV NMR spectrometer with spatially decoupled polarization and
detection steps demonstrated sub-hertz spectral resolution - enough to resolve sin-
gle or even double bond J-couplings in a multitude of chemical species. The effec-
tive sensing volume is estimated by magnetostatic modelling (see SI of [129]) to be
∼ 40 pL outperforming solenoidal sensors. Finally, the sensitivity achieved by the
microfluidic platform allowed us to perform a two-dimensional NMR experiment,
the first of its kind performed by NV sensors on an external analyte. Additionally,
microfluidic systems are already widely used and well integrated in NMR spec-
trometers (or compound devices consisting of HPLC/mass-spectrometers/optical
spectrometers and NMR spectrometers collectively referred to as hyphenated tech-
niques) facilitating the use of diamond quantum sensors in small-sensing-volume
research areas such as single-cell metabolomics and mass-limited pharmacodynam-
ics. The epifluorescence imaging format also lends itself well to measurement mul-
tiplexing which could enable high-throughput chemical analysis or NMR imaging
of cell-cultures while still still retaining single-cell resolution.
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Figure 4.22: (A) Homonuclear COSY pulse sequence. (B) simulated spectrum. (C)
Experimental NV NMR spectrum. (D) Modified heteronuclear COSY sequence
which shows off-diagonal peaks in both the simulation (E) and experiment (F).
Despite the important progress represented by these results several key prob-
lems of the technique should still should still be addressed. First, an obvious flaw in
the setup is the requirement for large amounts of analyte. Even-though the sensing
volume is only ∼ 40pL a much larger volume is necessary to fill the overall flow
aparatus (rest of the chip volume, tubing etc). A solution to this could be the use
smaller microfluidic channels and/or microdroplet propulsion by helium through
large systems which would significantly limit the amount of analyte necessary.
A more difficult challenge is the sensitivity which, despite the improvements
netted by the microfluidic design, is still orders of magnitude away from what
would be necessary to detect physiological quantities of analyte (typically in the
micro- to millimolar range). Up to an order-of-magnitude increase in sensitivity
could be achieved by increasing the field at which NMR is detected. As an added
benefit this would enable the use of higher order XY 8 − N , as the nuclear spin
Larmor precession frequency would be higher, leading to better decoupling, higher
T2 times and better acquisition duty cycles. Another order-of-magnitude could be
achieved by significantly increasing the prepolarization field by using high-strength
superconducting magnets. The largest increase in SNR could prospectively come
from NV hyperpolarization where the near-unity NV polarization could be trans-
ferred to the analyte spins. This has already been successfully demonstrated for
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13C spins within the diamond [80], [112], [154] and polarization transfer using
Hartmann-Hahn double resonance has been demonstrated for single NV centers
[155], but ensemble transfer to an external analyte is yet to be demonstrated.
Chapter 5
Summary and outlook
The NV center in diamond has exceptional sensing capabilities and research in the
field has been actively pursued by a large number of research groups worldwide.
New detection modalities and performance improvements in terms of scale, sensi-
tivity, and resolution sometimes spanning orders-of-magnitude are being published
with a high frequency indicative of the potential of the platform. Additionally the
fields in which the NV sensor is already being used as a sensor has also expanded
considerably in the last few years ranging from biology, to geology, to electronics
and material science. There are a large amount of tunable parameters and a wide
array of experiment design approaches that affect the sensor performance and must
be tailored to the particular problem under investigation. This work explored both
parameter and design spaces of NV sensors.
In the parameter space the implantation dose/NV− concentration impact on
the coherence properties of the ensemble sensor was studied. A series of spots on
the same diamond chip were irradiated with an electron beam varying the electron
dose. By using the same diamond chip we control for any variations in experimen-
tal results due to parameters intrinsic to the diamond. Magnetic field-dependent
T1 relaxation measurements were performed and revealed several features. First,
at zero field a resonance in the relaxation rate was observed which we attributed
to an opening of an additional relaxation channel through neighbouring NV cen-
ters not aligned along the NV center as at zero field all spatial NV subgroups
are energy matched. Second, with increased concentration the effective T1 relax-
ation time increased. The rate of increase was a linear function of concentration
as is the average dipole-dipole interaction strength. We thus concluded that the
dominant relaxation mechanism at high NV center concentrations in such a sam-
ple are couplings to other NV centers. Third, with increasing NV concentration
the stretchedness parameter β of the fit function e−(t/T1)β moved further away from
unity. We explain this by noting that not-only does the average dipole-dipole inter-
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action strength increase but the distribution of interactions strengths also becomes
broader. A perplexing aspect of the experimental results is how small the central
resonance peak is for all the datasets. If pure dipole-dipole interactions where
the governing relaxation mechanism the addition of 3 times as many relaxation
partners should result in a a larger effect. A possible explanation for this could
be hidden in an additional effect that is introduced with larger dosses of vacancy-
generating particles which is lattice damage. Previous work by [88] observed sig-
nificant line-broadening and ODMR frequency shift at high electron-implantation
doses which they also attributed to lattice damage. In a future experiment should
be complimented with a birefringence imaging experiment. The strength of the of
birefringence is correlated to the amount of lattice damage present in the crystal
[156]. If high strain is also strongly correlated with high relaxation rates additional
steps could be taken to decouple the two quantities such as annealing at higher
temperatures or performing experiments with low nitrogen-content diamond.
A study of experimental design parameter was a significant part of the magnetic
imaging experiment described in chapter 3. The initial concept of the experiment
envisioned probing the magnetic field distribution during the locomotion dynamics
of magnetic microswimmers using an NV based magnetic epifluorescence micro-
scope. During the following months the scope of the research was significantly
narrowed with the final published results examining the properties of chains of
magnetic particles (that form the microswimmer body) in a dry setting. This was
the first such setup built in the University of Latvia Laser center and during the
process several important lessons were learned that have since been implemented
in the following iterations of imaging experiments. One such experiment, where
the author made a minor contribution, observed para and superparamagnetism
in hemozoin crystals - a digestion byproduct of the malaria-causing Plasmodium
parasite and a substance targeted by anti-malarial drugs. This was performed on
an aparatus with a per-pixel sensitivity of 8.4µT Hz−1/2, an order of magnitude in-
crease compared to the first attempt. This sensitivity could enable us to revisit the
experiment where the swimming dynamics of microfluidic swimmers are observed.
A key challenge would be to constrain the z-component of the microswimmers
translation as the magnetic dipole signal falls rapidly with stand-off distance. This
could be done by embedding the sensor in a narrow microfluidic channel, etching
the channels in the diamond itself.
The last chapter discussed nuclear magnetic resonance spectroscopy with NV
centers where both the diamond engineering and experimental design had to be
finely tuned to observe the faint magnetic fields produced by nuclear spins. The
first experiment relied on the fact that very shallow NV centers are much more
strongly coupled to nuclear spins near the diamond surfaces than those further
CHAPTER 5. SUMMARY AND OUTLOOK 88
away. For this reason the effective sensing volume of an NV center is defined by
the depth below the surface and very shallow defects have exceedingly small sens-
ing volumes. In this regime the polarization due to stochastic flips in the nuclear
spin population is significant and high signal-to-noise ratio can be achieved. A sig-
nificant drawback of the method was the limited spectral resolution (∼ 1 kHz) due
to spin diffusion away from the sensing volume. This prompted a pivot to sensing
of thermal polarization (thermal equilibrium polarization due to small difference
in energy from the Zeeman effect) where diffusion is not an issue. To combat the
intrinsically lower signal strengths than when detecting statistical fields the de-
tection and polarization phases were spatially separated by using a microfluidic
system. The sensor was able to achieve sub-hertz spectral resolution in a ∼ 40 pL
sensing volume and a concentration sensitivity of 27 M/
√
Hz - an order of mag-
nitude increase when compared to previously reported results in such a system.
This, however, is still insufficient to detect typical concentrations of biologically
interesting molecules such as metabolites which are typically present in the micro-
to millimolar quantities.
While there are design and engineering steps that could result in an SNR in-
crease of an additional order of magnitude the most potent and most interesting
approach is the transfer of polarization from the NV center to the target spins.
This could lead to signal strength increases of several orders of magnitude and has
already been demonstrated for certain nuclei inside the diamond itself. Despite
the conceptual simplicity of the idea direct detection of polarization transfer to
external analytes has proved elusive. Many strategies have been proposed and
studied relying on energy-crossing, double resonance techniques and ancilla me-
diated transfer. What complicates the study of this process is a lack of baseline
signal that could be monitored for minor improvements in signal strength that
could then be further iterated upon. The thermal nuclear NV NMR signal could
be used as such a baseline to facilitate the study of hyperpolarization techniques.
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5.1 Theses
• In the high nitrogen/NV concentration regime ([N]> 50 ppm) the longitudi-
nal relaxation rate exhibits linear scaling with radiation dose supporting the
idea that NV-NV dipolar couplings are the dominant longitudinal relaxation
mechanism in diamond.
– Some ambiguity of the role of lattice damage, introduced by the im-
plantation process, in the worsening of the relaxation time still remains
as the magnetic-field dependent relaxation rates do not perfectly agree
with a relaxation process mediated purely by NV-NV dipolar interac-
tions.
• A systematic optimization of the diamond/setup/control parameter space of
a diamond magnetic microscope can net a sensitivity as low as 8.4 µT Hz−1/2
potentially enabling the monitoring of time-dependent processes such as lo-
comotion of magnetic microswimmers.
• An NV NMR spectrometer embedded in a microfluidic platform with spa-
tially decoupled polarisation and detection phases exhibited a molar sensi-
tivity of 27 M Hz−1/2 in a 40 pL effective sensing volume with a spectral
resolution of 0.65 Hz—performance metrics good enough to enable multi-
dimensional NMR measurements on an external analyte.
– The microfluidic NV platform could be a launchpad for polarization
transfer studies in NVs providing a high enough baseline signal for rapid
iteration over the experimental parameter space (external field, transfer
mechanism, analyte).
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