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ABSTRACT
Significant progress has been made in the past decade for full-reference image quality assessment
(FR-IQA). However, new large scale image quality databases have been released for evaluating
image quality assessment algorithms. In this study, our goal is to give a comprehensive evaluation of
state-of-the-art FR-IQA metrics using the recently published KADID-10k database which is largest
available one at the moment. Our evaluation results and the associated discussions is very helpful to
obtain a clear understanding about the status of state-of-the-art FR-IQA metrics.
Keywords Image quality assessment
1 Introduction
Image quality assessment (IQA) is an important element of various applications ranging from display technology to
video surveillance and ADAS systems. Furthermore, image quality measurements require a balanced investigation of
visual content and features. Digital images may suffer from various distortions during transmission, storing, and sharing.
Owing to recent developments in multimedia technology and camera systems, the design of reliable IQA algorithms
has attracted considerable attention. Consequently, IQA has been the focus of many research studies and patents.
In this study, we provide a comprehensive evaluation of 29 full-reference image quality assessment (FR-IQA) metrics
on the recently published KADID-10k database [1].
The rest of this study is organized as follows. Subsection 1.1 briefly reviews subjective visual quality assessment. In
Subsection 1.2, the definition and common classification of objective visual quality assessment are given. In Subsection
1.3 the common evaluation of metrics of visual quality assessment algorithms are given. Section 2 summarizes our
evaluation results. Finally, a conclusion is drawn in Section 3.
1.1 Subjective visual quality assessment
Visual signals (digital images and videos) can undergo a wide variety of distortions after their capture during compres-
sion, transmission, and storage. Human observers are the end users of visual content; thus, the quality of visual signals
should ideally be evaluated in subjective user studies in a laboratory environment involving specialists. During these
user studies, subjective quality scores are collected from each participant. Subsequently, the quality of a visual signal is
given a mean opinion score (MOS), which is calculated as the arithmetic mean of all the individual quality ratings. In
most cases, an absolute category rating is applied, which ranges from 1.0 (bad quality) to 5.0 (excellent quality). Other
standardized quality ratings also exist, such as a continuous scale ranging from 1.0 to 100.0, but Huynh-Thu et al. [2]
noted that there are no statistical differences between the different scales used for the same visual stimuli.
Several international standards such as ITU BT.500-13 [3], ITU P910 [4] have been proposed for performing subjective
visual quality assessment. As already mentioned, the main goal of subjective visual quality assessment is to assign
a score of the user’s percieved quality to each visual signal in a given set of signals. The resulted assessment
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might vary significantly because of many factors such as lightning conditions and the choice of subjects. For visual
quality assessment images or videos are displayed for a given period of time and scores can be either qualitatively or
quantitatively scaled — single incentive rating method — or both test and reference images can be displayed at the
same time — double incentive rating — to the observers. ITU-R BT.500-13 [3] gives detailed recommendations about
viewing conditions, monitor resolution, selection of test materials, observers, test session, grading scales, analysis and
interpretation of the results. There are four primary methods for the subjective image and video quality rating which are
compared in [5].
• Single stimulus (SS) or absolute category rating (ACR): test images or videos are displayed on a screen for
a fixed amount of time, after that, they will disappear from the screen and observers will be asked to rate
the quality of them on an abstract scale containing one of the five categories: excellent, good, fair, poor, or
bad. All of the test images or videos are displayed randomly. In order to avoid quantization artifacts, some
methods use continuous rather than categorical scales [3]. In Table 1 an example of ACR is shown. MOS of 5
represents the best image quality, while 1 is the worst image quality.
• Double stimulus categorical rating: It is similar to the single stimulus method but in this method both the
test and reference signals are being displayed for a fixed amount of time. After that, images or videos will
disappear from the screen and observers will be asked to rate the quality of the test image or video according
to the abstract scale described earlier.
• Ordering by force-choice pair-wise comparison: two images or videos of the same scene are being displayed
for observers. Afterward , they are asked to choose the image or the video with higher quality. Observers are
always required to choose one image or video even if both images or videos possess no difference. There is no
time limit for observers to make the decision. The drawback of this approach is that it requires more trials to
compare each pair of conditions.
• Pair-wise similarity judgments: In this process observers are asked not only to choose the image or video with
higher quality, but also to indicate the level of difference between them on a continuous scale.
Table 1: Example of absolute category rating (ACR) scale. MOS of 5 represents the best image quality, while 1 is the
worst image quality.
Mean opinion score Perceptual quality Impairment
5 excellent Imperceptible
4 good Perceptible but not annoying
3 fair Slightly annoying
2 poor Annoying
1 bad Very annoying
Different scales can be utilized for the final score, e.g. the percieved quality of a visual signal can be calculated as the
mean of the scores that each observer assigned to that visual signal named Mean Opinion Score (MOS).
Subjective visual quality assessment has some drawbacks which limit their applications:
- They are time-consuming and expensive because subjective results are obtained through experiments with
many observers.
- They cannot be part of real-time applications such as image transmission systems.
- Their results depend on the observers’ physical conditions and emotional state. Factors such as display device
and lighting condition heavily affect the results of such experiments.
Therefore the development of objective visual quality assessment methods that are able to predict the perceptual quality
of visual signals is of high importance.
1.2 Objective visual quality assessment
As mentioned in the previous subsection, subjective visual quality assessment is expensive, time consuming, and
labor intensive, thereby preventing its application to real-time systems, such as video surveillance or video streaming.
Moreover, the results obtained by subjective visual quality assessment depend on the physical condition, emotional
state, personality, and culture of the observers [6]. As a consequence, there is an increasing need for objective visual
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Figure 1: Classification of objective visual quality assessment methods: full-reference (FR), reduced-reference (RR),
no-reference (NR).
quality assessment. The classification of visual quality assessment algorithms is based on the availability of the original
(reference) signal.
If a reference signal is not available, a visual quality assessment algorithm is regarded as a no-reference (NR) one. NR
algorithms can be classified into two further groups, where the so-called distortion-specific NR algorithms assume that a
specific distortion is present in the visual signal, whereas general purpose (or non-distortion specific) algorithms operate
on various distortion types. Reduced-reference (RR) methods retain only part of the information from the reference
signal, whereas full-reference (FR) algorithms have full access to the complete reference medium to predict the quality
scores. Figure 1 illustrates the classification of visual quality assessment methods.
1.3 Evaluation criteria for assessing visual quality metrics
The evaluation of objective visual quality assessment is based on the correlation between the predicted and the ground-
truth quality scores. Pearson’s linear correlation coefficient (PLCC) and Spearman’s rank order correlation coefficient
(SROCC) are widely applied to this end. The PLCC between data set A and B is defined as
PLCC(A,B) =
∑n
i=1(Ai −A)(Bi −B)√∑n
i=1(Ai −A)2
√∑n
i=1(Bi −B)2
, (1)
where A and B stand for the average of set A and B, Ai and Bi denote the ith elements of set A and B, respectively.
For two ranked sets A and B SROCC is defined as
SROCC(A,B) =
∑n
i=1(Ai − Aˆ)(Bi − Bˆ)√∑n
i=1(Ai − Aˆ)2
√∑n
i=1(Bi − Bˆ)2
, (2)
where Aˆ and Bˆ are the middle ranks of set A and B. KROCC between dataset A and B can be calculated as
KROCC(A,B) =
nc − nd
1
2n(n− 1)
, (3)
where n is the length of the input vectors, nc is the number of concordant pairs between A and B, and nd is the number
of discordant pairs between A and B.
2 Evaluation Results
As already mentioned, KADID-10k1 [1] database was used to evaluate the performance of the considered 29 FR-
IQA metrics whose original source codes are available. KADID-10k [1] consists of 81 pristine images and 10,125
1Available: http://database.mmsp-kn.de/kadid-10k-database.html
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distorted images derived from the pristine images considering 25 different distortion types at 5 intensity levels
(10, 125 = 81 × 25 × 5). Table 2 shows the considered distortion types and their corresponding numeric codes in
KADID-10k [1].
As already mentioned, we have evaluated 29 FR-IQA methods on KADID-10k [1] using their default input parameter
settings (if any). Furthermore, we report on PLCC, SROCC, and KROCC for the entire database in Table 3. It can be
clearly seen from the results that there is still a lot of space for the improvement of FR-IQA algorithms because none of
the considered state-of-the-art FR-IQA metrics could perform over 0.9 PLCC/SROCC/KROCC. On the whole, HaarPSI
[7] and MDSI [8] achieved the best results and significantly outperformed other state-of-the-art methods. Older metrics,
such as UQI [9], IFC [10], QILV [11], perform rather weak. Surprisingly, the performance of the older SSIM [12] is
comparable to more recent FR-IQA methods. In Tables 4, 5 and 6, the PLCC, SROCC, and KROCC values are given
with respect to each distortion level. In KADID-10k [1], Level 1 represents the lowest possible distortion level, while
Level 5 stands for the highest distortion level. Surprisingly, some FR algorithms, such as UQI [9], SUMMER[13], QILV
[11], MS-SSIM [14], MAD [15], IFC [10], give significantly better results on images with lower distortion intensity
levels than on images with higher distortion intensity levels. Similarly, Tables 7, 8, and 9 summarize the PLCC, SROCC,
and KROCC values with respect to the different distortion types. It can be seen that the FR metrics’ performance is not
uniform. The measured PLCC/SROCC/KROCC values over different distortion types may differ very significantly
for almost all FR algorithm. For instance, VSI’s [16] performance over #01 distortion type is among the best, while
the performance over #20 distortion type is rather weak. Moreover, #20 distortion type proves very challenging for
all metrics. The measured data provided in Tables 7, 8, and 9 is very useful to improve existing FR metrics because
challenging distortion types can be identified easily.
Table 2: Distortion types in KADID-10k [1].
Code Distortion type
#01 Gaussian blur
#02 Lens blur
#03 Motion blur
#04 Color diffusion
#05 Color shift
#06 Color quantization
#07 Color saturation 1.
#08 Color saturation 2.
#09 JPEG2000
#10 JPEG
#11 White noise
#12 White noise in color component
#13 Impulse noise
#14 Multiplicative noise
#15 Denoise
#16 Brighten
#17 Darken
#18 Mean shift
#19 Jitter
#20 Non-eccentricity patch
#21 Pixelate
#22 Quantization
#23 Color block
#24 High sharpen
#25 Contrast change
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Table 3: Performance comparison on KADID-10k [1]. The best results are typed by bold.
Method Year PLCC SROCC KROCC
BLeSS-FSIM [17] 2016 0.692 0.816 0.624
BLeSS-FSIMc [17] 2016 0.714 0.848 0.658
BLeSS-SR-SIM [17] 2016 0.652 0.824 0.633
CVSS [18] 2018 0.804 0.861 0.678
DSS [19] 2015 0.791 0.860 0.674
ESSIM [20] 2013 0.551 0.823 0.634
FSIM [21] 2011 0.677 0.829 0.639
FSIMc [21] 2011 0.710 0.854 0.665
GMSD [22] 2013 0.805 0.847 0.664
GSM [23] 2011 0.597 0.780 0.588
HaarPSI [7] 2018 0.841 0.885 0.699
IFC [10] 2005 0.257 0.534 0.390
IFS [24] 2015 0.698 0.871 0.690
MAD [15] 2010 0.586 0.724 0.535
MCSD [25] 2016 0.788 0.846 0.662
MDSI (add.) [8] 2016 0.845 0.885 0.702
MDSI (mult.) [8] 2016 0.844 0.884 0.703
MS-SSIM [14] 2016 0.686 0.802 0.609
PerSIM [26] 2015 0.798 0.824 0.634
QILV [11] 2006 0.343 0.505 0.351
QSSIM [27] 2011 0.642 0.730 0.543
RFSIM [28] 2010 0.816 0.825 0.631
RVSIM [29] 2018 0.729 0.719 0.540
SRSIM [30] 2012 0.639 0.839 0.652
SSIM [12] 2004 0.645 0.718 0.532
SUMMER [13] 2019 0.670 0.723 0.540
UQI [9] 2002 0.238 0.300 0.204
VIFP [31] 2004 0.648 0.650 0.477
VSI [16] 2014 0.804 0.861 0.678
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Table 4: PLCC values of the considered FR-IQA metrics for each distortion level of KADID-10k [1] separately. The
best results are typed by bold with respect to each distortion level. Level 1 corresponds to the lowest distortion level,
while Level 5 represents the highest distortion level.
Method Level 1 Level 2 Level 3 Level 4 Level 5
BLeSS-FSIM [17] 0.557 0.585 0.609 0.560 0.540
BLeSS-FSIMc [17] 0.545 0.608 0.647 0.603 0.581
BLeSS-SR-SIM [17] 0.539 0.566 0.583 0.526 0.518
CVSS [18] 0.665 0.726 0.730 0.685 0.626
DSS [19] 0.658 0.696 0.699 0.676 0.655
ESSIM [20] 0.432 0.462 0.501 0.474 0.461
FSIM [21] 0.472 0.530 0.586 0.567 0.567
FSIMc [21] 0.499 0.583 0.640 0.608 0.593
GMSD [22] 0.593 0.691 0.722 0.699 0.657
GSM [23] 0.455 0.489 0.535 0.497 0.456
HaarPSI [7] 0.625 0.764 0.768 0.731 0.757
IFC [10] 0.113 -0.096 0.208 0.147 0.269
IFS [24] 0.530 0.655 0.654 0.616 0.573
MAD [15] 0.532 0.522 0.536 0.492 0.351
MCSD [25] 0.621 0.680 0.695 0.676 0.640
MDSI (add.) [8] 0.642 0.823 0.802 0.777 0.629
MDSI (mult.) [8] 0.631 0.817 0.808 0.773 0.623
MS-SSIM [14] 0.572 0.569 0.586 0.563 0.529
PerSIM [26] 0.500 0.636 0.706 0.701 0.706
QILV [11] 0.420 0.326 0.290 0.157 0.145
QSSIM [27] 0.367 0.472 0.514 0.469 0.427
RFSIM [28] 0.594 0.670 0.714 0.711 0.685
RVSIM [29] 0.328 0.451 0.554 0.643 0.698
SRSIM [30] 0.473 0.522 0.566 0.537 0.541
SSIM [12] 0.399 0.457 0.530 0.480 0.416
SUMMER [13] 0.539 0.505 0.545 0.472 0.432
UQI [9] 0.222 0.145 0.168 0.041 0.007
VIFP [31] 0.227 0.333 0.453 0.575 0.645
VSI [16] 0.665 0.726 0.730 0.685 0.626
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Table 5: SROCC values of the considered FR-IQA metrics for each distortion level of KADID-10k [1] separately. The
best results are typed by bold with respect to each distortion level. Level 1 corresponds to the lowest distortion level,
while Level 5 represents the highest distortion level.
Method Level 1 Level 2 Level 3 Level 4 Level 5
BLeSS-FSIM [17] 0.668 0.706 0.698 0.663 0.644
BLeSS-FSIMc [17] 0.690 0.757 0.760 0.719 0.687
BLeSS-SR-SIM [17] 0.654 0.705 0.709 0.691 0.694
CVSS [18] 0.743 0.772 0.767 0.686 0.654
DSS [19] 0.747 0.768 0.761 0.704 0.666
ESSIM [20] 0.664 0.673 0.699 0.712 0.708
FSIM [21] 0.683 0.704 0.721 0.698 0.690
FSIMc [21] 0.693 0.762 0.778 0.739 0.708
GMSD [22] 0.714 0.756 0.764 0.714 0.687
GSM [23] 0.601 0.640 0.641 0.616 0.585
HaarPSI [7] 0.691 0.811 0.821 0.784 0.768
IFC [10] 0.314 0.230 0.264 0.420 0.601
IFS [24] 0.682 0.795 0.791 0.771 0.757
MAD [15] 0.685 0.653 0.625 0.439 0.330
MCSD [25] 0.717 0.747 0.745 0.695 0.676
MDSI (add.) [8] 0.723 0.840 0.839 0.764 0.628
MDSI (mult.) [8] 0.722 0.837 0.842 0.771 0.648
MS-SSIM [14] 0.659 0.688 0.662 0.606 0.552
PerSIM [26] 0.672 0.733 0.739 0.724 0.724
QILV [11] 0.468 0.257 0.326 0.239 0.198
QSSIM [27] 0.598 0.573 0.519 0.470 0.451
RFSIM [28] 0.645 0.681 0.708 0.697 0.666
RVSIM [29] 0.435 0.443 0.509 0.620 0.717
SRSIM [30] 0.667 0.706 0.731 0.731 0.739
SSIM [12] 0.565 0.563 0.531 0.478 0.436
SUMMER [13] 0.561 0.553 0.535 0.495 0.503
UQI [9] 0.283 0.106 0.113 0.051 0.074
VIFP [31] 0.386 0.351 0.418 0.531 0.656
VSI [16] 0.743 0.772 0.767 0.686 0.654
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Table 6: KROCC values of the considered FR-IQA metrics for each distortion level of KADID-10k [1] separately. The
best results are typed by bold with respect to each distortion level. Level 1 corresponds to the lowest distortion level,
while Level 5 represents the highest distortion level.
Method Level 1 Level 2 Level 3 Level 4 Level 5
BLeSS-FSIM [17] 0.482 0.509 0.511 0.485 0.462
BLeSS-FSIMc [17] 0.498 0.552 0.568 0.535 0.501
BLeSS-SR-SIM [17] 0.469 0.510 0.522 0.513 0.506
CVSS [18] 0.549 0.581 0.582 0.508 0.477
DSS [19] 0.548 0.574 0.571 0.519 0.483
ESSIM [20] 0.475 0.484 0.516 0.531 0.519
FSIM [21] 0.489 0.508 0.534 0.518 0.501
FSIMc [21] 0.498 0.555 0.584 0.554 0.520
GMSD [22] 0.520 0.564 0.581 0.534 0.504
GSM [23] 0.428 0.454 0.469 0.449 0.413
HaarPSI [7] 0.497 0.610 0.624 0.596 0.580
IFC [10] 0.216 0.172 0.192 0.304 0.433
IFS [24] 0.498 0.595 0.603 0.591 0.573
MAD [15] 0.502 0.473 0.457 0.307 0.225
MCSD [25] 0.525 0.558 0.563 0.516 0.494
MDSI (add.) [8] 0.525 0.641 0.649 0.579 0.459
MDSI (mult.) [8] 0.524 0.637 0.654 0.586 0.476
MS-SSIM [14] 0.473 0.493 0.483 0.443 0.393
PerSIM [26] 0.481 0.531 0.547 0.541 0.529
QILV [11] 0.326 0.173 0.214 0.156 0.131
QSSIM [27] 0.421 0.401 0.374 0.334 0.311
RFSIM [28] 0.469 0.492 0.518 0.511 0.475
RVSIM [29] 0.311 0.318 0.368 0.456 0.526
SRSIM [30] 0.476 0.514 0.547 0.551 0.548
SSIM [12] 0.403 0.396 0.384 0.337 0.297
SUMMER [13] 0.396 0.389 0.386 0.357 0.358
UQI [9] 0.194 0.071 0.076 0.036 0.049
VIFP [31] 0.264 0.247 0.298 0.383 0.473
VSI [16] 0.549 0.581 0.582 0.508 0.477
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Table 7: PLCC values of the considered FR-IQA metrics for each distortion type of KADID-10k [1] separately. The best results are typed by bold with respect to
each distortion type.
Method #01 #02 #03 #04 #05 #06 #07 #08 #09 #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 #21 #22 #23 #24 #25
BLeSS-FSIM [17] 0.782 0.781 0.793 0.745 0.679 0.788 0.461 0.781 0.906 0.928 0.647 0.725 0.662 0.721 0.830 0.882 0.903 0.542 0.834 0.305 0.542 0.704 0.336 0.849 0.609
BLeSS-FSIMc [17] 0.780 0.779 0.791 0.783 0.675 0.857 0.590 0.823 0.908 0.935 0.671 0.747 0.685 0.737 0.846 0.903 0.915 0.602 0.834 0.385 0.577 0.793 0.464 0.847 0.711
BLeSS-SR-SIM [17] 0.784 0.802 0.825 0.653 0.744 0.736 0.441 0.737 0.901 0.909 0.775 0.826 0.754 0.768 0.833 0.873 0.875 0.489 0.859 0.359 0.591 0.569 0.308 0.844 0.560
CVSS [18] 0.884 0.866 0.912 0.739 0.811 0.866 0.485 0.809 0.928 0.944 0.865 0.919 0.827 0.876 0.827 0.926 0.934 0.602 0.919 0.437 0.673 0.692 0.515 0.866 0.632
DSS [19] 0.853 0.877 0.861 0.751 0.844 0.786 0.523 0.795 0.924 0.968 0.808 0.857 0.759 0.809 0.849 0.912 0.929 0.543 0.903 0.489 0.704 0.825 0.515 0.888 0.668
ESSIM [20] 0.700 0.689 0.714 0.515 0.613 0.854 0.492 0.677 0.817 0.911 0.768 0.834 0.759 0.759 0.768 0.833 0.846 0.556 0.765 0.332 0.572 0.831 0.495 0.765 0.642
FSIM [21] 0.784 0.786 0.796 0.660 0.695 0.856 0.516 0.732 0.907 0.928 0.659 0.734 0.671 0.730 0.843 0.890 0.910 0.597 0.838 0.416 0.602 0.802 0.563 0.847 0.725
FSIMc [21] 0.784 0.787 0.796 0.760 0.691 0.862 0.601 0.805 0.908 0.932 0.686 0.761 0.696 0.749 0.851 0.900 0.918 0.605 0.838 0.417 0.602 0.802 0.563 0.849 0.733
GMSD [22] 0.892 0.883 0.884 0.699 0.776 0.866 0.532 0.807 0.944 0.959 0.837 0.895 0.810 0.845 0.852 0.917 0.924 0.593 0.908 0.387 0.597 0.780 0.565 0.875 0.660
GSM [23] 0.737 0.723 0.749 0.780 0.618 0.863 0.574 0.860 0.857 0.920 0.777 0.849 0.766 0.756 0.837 0.891 0.911 0.649 0.786 0.376 0.587 0.779 0.563 0.785 0.658
HaarPSI [7] 0.908 0.896 0.901 0.953 0.834 0.889 0.449 0.948 0.958 0.968 0.861 0.920 0.847 0.886 0.902 0.932 0.936 0.619 0.931 0.486 0.664 0.793 0.520 0.898 0.740
IFC [10] 0.695 0.958 0.724 0.708 0.169 0.614 0.471 0.818 0.829 0.810 0.740 0.787 0.842 0.755 0.761 0.866 0.771 0.461 0.921 0.574 0.816 0.765 0.304 0.742 0.336
IFS [24] 0.826 0.813 0.799 0.669 0.561 0.820 0.511 0.694 0.908 0.934 0.848 0.912 0.848 0.871 0.889 0.902 0.909 0.627 0.891 0.353 0.601 0.592 0.307 0.834 0.708
MAD [15] 0.787 0.890 0.769 0.799 0.737 0.612 0.293 0.844 0.745 0.777 0.809 0.759 0.697 0.772 0.795 0.701 0.637 0.490 0.848 0.324 0.663 0.575 0.301 0.922 0.634
MCSD [25] 0.865 0.861 0.874 0.688 0.802 0.876 0.522 0.787 0.931 0.958 0.847 0.901 0.811 0.849 0.849 0.916 0.908 0.596 0.910 0.381 0.658 0.769 0.563 0.872 0.707
MDSI (add.) [8] 0.948 0.918 0.925 0.864 0.758 0.880 0.633 0.916 0.925 0.962 0.906 0.944 0.912 0.940 0.815 0.934 0.952 0.639 0.946 0.413 0.536 0.754 0.549 0.806 0.734
MDSI (mult.) [8] 0.943 0.904 0.928 0.883 0.753 0.875 0.632 0.923 0.928 0.955 0.907 0.945 0.910 0.940 0.793 0.933 0.953 0.638 0.941 0.399 0.540 0.758 0.569 0.800 0.714
MS-SSIM [14] 0.737 0.715 0.753 0.849 0.679 0.839 0.595 0.890 0.871 0.917 0.782 0.849 0.752 0.766 0.844 0.895 0.906 0.592 0.801 0.387 0.594 0.812 0.554 0.808 0.719
PerSIM [26] 0.899 0.897 0.836 0.922 0.782 0.825 0.572 0.879 0.943 0.938 0.831 0.896 0.828 0.861 0.848 0.908 0.932 0.672 0.898 0.325 0.475 0.694 0.571 0.799 0.656
QILV [11] 0.587 0.540 0.427 0.765 0.515 0.433 0.553 0.769 0.700 0.708 0.657 0.732 0.666 0.717 0.612 0.848 0.899 0.481 0.624 0.321 0.527 0.540 0.270 0.652 0.687
QSSIM [27] 0.772 0.751 0.770 0.762 0.586 0.804 0.625 0.861 0.874 0.924 0.788 0.855 0.770 0.793 0.854 0.872 0.924 0.497 0.791 0.380 0.597 0.713 0.585 0.836 0.394
RFSIM [28] 0.947 0.891 0.914 0.912 0.738 0.849 0.397 0.883 0.924 0.925 0.761 0.855 0.809 0.859 0.811 0.934 0.948 0.614 0.946 0.507 0.507 0.677 0.506 0.887 0.730
RVSIM [29] 0.941 0.906 0.924 0.771 0.523 0.865 0.567 0.874 0.953 0.965 0.811 0.887 0.823 0.852 0.907 0.926 0.929 0.566 0.933 0.280 0.588 0.806 0.446 0.902 0.594
SRSIM [30] 0.786 0.806 0.827 0.552 0.797 0.853 0.457 0.680 0.908 0.921 0.787 0.847 0.774 0.790 0.870 0.872 0.869 0.515 0.864 0.518 0.676 0.652 0.390 0.846 0.670
SSIM [12] 0.774 0.750 0.771 0.845 0.659 0.806 0.482 0.862 0.877 0.905 0.777 0.854 0.781 0.796 0.822 0.859 0.941 0.513 0.706 0.378 0.590 0.627 0.586 0.832 0.371
SUMMER [13] 0.864 0.817 0.926 0.762 0.799 0.587 0.519 0.736 0.920 0.907 0.824 0.904 0.885 0.910 0.735 0.816 0.890 0.530 0.866 0.396 0.625 0.526 0.440 0.464 0.362
UQI [9] 0.381 0.203 0.254 0.824 0.453 0.205 0.309 0.788 0.121 0.162 0.069 0.049 0.256 0.133 0.123 0.716 0.929 0.490 0.084 0.171 0.090 0.302 0.432 0.310 0.122
VIFP [31] 0.949 0.893 0.914 0.802 0.519 0.853 0.573 0.886 0.900 0.905 0.865 0.918 0.893 0.899 0.893 0.886 0.904 0.506 0.952 0.520 0.525 0.691 0.575 0.813 0.455
VSI [16] 0.884 0.866 0.912 0.739 0.811 0.866 0.485 0.809 0.928 0.944 0.865 0.919 0.827 0.876 0.827 0.926 0.934 0.602 0.919 0.437 0.673 0.692 0.515 0.866 0.632
9
A
P
R
E
P
R
IN
T
-
JU
LY
5,2019
Table 8: SROCC values of the considered FR-IQA metrics for each distortion type of KADID-10k [1] separately. The best results are typed by bold with respect to
each distortion type.
Method #01 #02 #03 #04 #05 #06 #07 #08 #09 #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 #21 #22 #23 #24 #25
BLeSS-FSIM [17] 0.952 0.900 0.946 0.863 0.694 0.806 0.475 0.863 0.945 0.897 0.820 0.879 0.853 0.891 0.886 0.884 0.866 0.661 0.927 0.400 0.456 0.776 0.361 0.885 0.689
BLeSS-FSIMc [17] 0.952 0.900 0.947 0.909 0.683 0.867 0.596 0.903 0.950 0.911 0.835 0.895 0.866 0.911 0.903 0.910 0.889 0.685 0.939 0.429 0.472 0.808 0.481 0.886 0.759
BLeSS-SR-SIM [17] 0.954 0.926 0.951 0.857 0.757 0.792 0.472 0.856 0.941 0.887 0.882 0.906 0.889 0.906 0.872 0.891 0.867 0.658 0.943 0.478 0.517 0.658 0.338 0.902 0.683
CVSS [18] 0.957 0.924 0.951 0.884 0.735 0.876 0.460 0.878 0.944 0.886 0.918 0.947 0.873 0.944 0.867 0.919 0.896 0.669 0.953 0.454 0.570 0.709 0.524 0.889 0.723
DSS [19] 0.955 0.928 0.954 0.887 0.770 0.834 0.491 0.876 0.948 0.895 0.862 0.916 0.823 0.914 0.903 0.919 0.895 0.667 0.950 0.514 0.584 0.862 0.519 0.897 0.738
ESSIM [20] 0.949 0.889 0.938 0.893 0.679 0.878 0.522 0.895 0.936 0.890 0.884 0.928 0.894 0.924 0.807 0.911 0.891 0.667 0.933 0.377 0.480 0.867 0.528 0.878 0.722
FSIM [21] 0.954 0.906 0.950 0.884 0.695 0.879 0.506 0.879 0.951 0.903 0.826 0.890 0.861 0.909 0.904 0.915 0.894 0.682 0.944 0.467 0.497 0.812 0.580 0.887 0.778
FSIMc [21] 0.954 0.906 0.950 0.911 0.697 0.884 0.609 0.905 0.951 0.912 0.841 0.899 0.870 0.917 0.904 0.917 0.895 0.689 0.944 0.466 0.497 0.811 0.580 0.889 0.779
GMSD [22] 0.955 0.909 0.949 0.863 0.687 0.868 0.511 0.882 0.942 0.890 0.906 0.938 0.858 0.935 0.867 0.918 0.893 0.642 0.947 0.409 0.518 0.785 0.568 0.874 0.729
GSM [23] 0.949 0.889 0.942 0.835 0.665 0.879 0.601 0.900 0.935 0.850 0.875 0.925 0.892 0.909 0.888 0.913 0.893 0.689 0.919 0.417 0.494 0.813 0.574 0.868 0.708
HaarPSI [7] 0.952 0.926 0.951 0.918 0.788 0.869 0.431 0.937 0.947 0.896 0.906 0.936 0.902 0.941 0.906 0.924 0.890 0.699 0.958 0.521 0.565 0.807 0.529 0.910 0.763
IFC [10] 0.951 0.933 0.943 0.722 0.180 0.625 0.488 0.827 0.868 0.816 0.701 0.789 0.805 0.762 0.759 0.888 0.841 0.556 0.929 0.615 0.731 0.806 0.382 0.770 0.422
IFS [24] 0.951 0.903 0.940 0.858 0.649 0.843 0.608 0.893 0.942 0.886 0.906 0.930 0.903 0.946 0.909 0.917 0.889 0.697 0.947 0.402 0.489 0.712 0.383 0.907 0.752
MAD [15] 0.937 0.870 0.906 0.842 0.592 0.784 0.374 0.839 0.938 0.869 0.902 0.931 0.843 0.949 0.806 0.912 0.870 0.673 0.919 0.336 0.631 0.796 0.267 0.923 0.681
MCSD [25] 0.956 0.915 0.950 0.874 0.720 0.875 0.505 0.879 0.945 0.903 0.912 0.942 0.872 0.939 0.863 0.920 0.892 0.647 0.956 0.400 0.556 0.772 0.569 0.877 0.768
MDSI (add.) [8] 0.950 0.906 0.944 0.885 0.679 0.868 0.625 0.902 0.941 0.895 0.906 0.938 0.908 0.940 0.785 0.918 0.892 0.673 0.951 0.432 0.488 0.757 0.532 0.763 0.751
MDSI (mult.) [8] 0.955 0.906 0.948 0.896 0.674 0.867 0.630 0.909 0.940 0.896 0.907 0.939 0.905 0.941 0.753 0.917 0.894 0.669 0.952 0.420 0.485 0.764 0.546 0.756 0.750
MS-SSIM [14] 0.950 0.890 0.940 0.855 0.746 0.850 0.595 0.904 0.934 0.858 0.852 0.907 0.879 0.893 0.917 0.908 0.894 0.697 0.922 0.434 0.477 0.850 0.578 0.877 0.765
PerSIM [26] 0.951 0.902 0.943 0.788 0.691 0.824 0.574 0.833 0.930 0.844 0.884 0.923 0.891 0.936 0.836 0.897 0.882 0.707 0.919 0.350 0.464 0.718 0.566 0.861 0.688
QILV [11] 0.909 0.832 0.887 0.795 0.657 0.526 0.583 0.854 0.922 0.844 0.804 0.877 0.843 0.908 0.712 0.883 0.888 0.533 0.723 0.397 0.526 0.622 0.407 0.831 0.767
QSSIM [27] 0.949 0.886 0.941 0.872 0.627 0.829 0.641 0.913 0.928 0.860 0.842 0.899 0.862 0.894 0.910 0.893 0.895 0.696 0.884 0.431 0.482 0.806 0.591 0.887 0.636
RFSIM [28] 0.942 0.874 0.927 0.875 0.693 0.830 0.408 0.865 0.921 0.843 0.792 0.857 0.852 0.886 0.811 0.920 0.892 0.690 0.944 0.537 0.469 0.648 0.506 0.901 0.747
RVSIM [29] 0.939 0.904 0.937 0.877 0.502 0.858 0.536 0.888 0.943 0.880 0.836 0.896 0.878 0.884 0.911 0.898 0.847 0.567 0.932 0.297 0.504 0.788 0.437 0.905 0.634
SRSIM [30] 0.956 0.928 0.952 0.884 0.761 0.878 0.489 0.879 0.951 0.899 0.897 0.931 0.897 0.935 0.897 0.916 0.885 0.683 0.959 0.570 0.567 0.684 0.480 0.905 0.783
SSIM [12] 0.948 0.883 0.940 0.783 0.692 0.826 0.515 0.850 0.927 0.830 0.837 0.897 0.880 0.894 0.873 0.863 0.895 0.660 0.786 0.426 0.476 0.718 0.588 0.879 0.547
SUMMER [13] 0.950 0.918 0.944 0.818 0.770 0.632 0.490 0.725 0.936 0.818 0.846 0.882 0.889 0.922 0.744 0.829 0.855 0.566 0.890 0.430 0.557 0.548 0.416 0.498 0.170
UQI [9] 0.678 0.456 0.501 0.748 0.701 0.348 0.356 0.773 0.263 0.316 0.128 0.121 0.517 0.471 0.261 0.765 0.867 0.625 0.194 0.281 0.159 0.357 0.505 0.523 0.220
VIFP [31] 0.938 0.881 0.915 0.864 0.500 0.860 0.550 0.896 0.933 0.834 0.870 0.909 0.894 0.898 0.889 0.861 0.835 0.386 0.948 0.553 0.498 0.678 0.591 0.830 0.455
VSI [16] 0.957 0.924 0.951 0.884 0.735 0.876 0.460 0.878 0.944 0.886 0.918 0.947 0.873 0.944 0.867 0.919 0.896 0.669 0.953 0.454 0.570 0.709 0.524 0.889 0.723
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Table 9: KROCC values of the considered FR-IQA metrics for each distortion type of KADID-10k [1] separately. The best results are typed by bold with respect to
each distortion type.
Method #01 #02 #03 #04 #05 #06 #07 #08 #09 #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 #21 #22 #23 #24 #25
BLeSS-FSIM [17] 0.814 0.730 0.802 0.675 0.512 0.619 0.331 0.680 0.804 0.728 0.635 0.699 0.667 0.715 0.703 0.694 0.683 0.478 0.759 0.281 0.319 0.581 0.248 0.695 0.486
BLeSS-FSIMc [17] 0.815 0.730 0.803 0.738 0.503 0.682 0.425 0.731 0.810 0.753 0.650 0.720 0.681 0.737 0.727 0.727 0.714 0.498 0.779 0.300 0.330 0.613 0.333 0.696 0.549
BLeSS-SR-SIM [17] 0.810 0.770 0.805 0.670 0.580 0.604 0.328 0.664 0.800 0.711 0.702 0.735 0.709 0.746 0.686 0.705 0.684 0.470 0.788 0.346 0.371 0.475 0.228 0.720 0.487
CVSS [18] 0.826 0.767 0.813 0.706 0.558 0.691 0.321 0.699 0.792 0.711 0.756 0.801 0.693 0.793 0.676 0.740 0.728 0.489 0.809 0.316 0.405 0.516 0.364 0.700 0.519
DSS [19] 0.821 0.776 0.817 0.711 0.596 0.639 0.346 0.696 0.803 0.723 0.681 0.752 0.634 0.745 0.726 0.742 0.728 0.484 0.805 0.361 0.417 0.672 0.361 0.707 0.527
ESSIM [20] 0.806 0.713 0.784 0.718 0.500 0.693 0.366 0.722 0.776 0.715 0.707 0.766 0.715 0.756 0.600 0.725 0.718 0.484 0.768 0.259 0.334 0.676 0.373 0.691 0.511
FSIM [21] 0.819 0.740 0.808 0.703 0.512 0.692 0.358 0.699 0.811 0.739 0.639 0.714 0.674 0.734 0.728 0.734 0.722 0.496 0.789 0.324 0.348 0.616 0.413 0.697 0.570
FSIMc [21] 0.819 0.740 0.808 0.739 0.513 0.699 0.439 0.731 0.811 0.754 0.657 0.727 0.686 0.745 0.729 0.737 0.723 0.502 0.788 0.323 0.349 0.615 0.413 0.700 0.570
GMSD [22] 0.821 0.746 0.805 0.681 0.510 0.681 0.359 0.705 0.790 0.716 0.735 0.783 0.671 0.776 0.673 0.741 0.720 0.467 0.797 0.283 0.364 0.584 0.404 0.680 0.518
GSM [23] 0.806 0.715 0.793 0.650 0.485 0.695 0.432 0.730 0.773 0.658 0.698 0.766 0.713 0.735 0.699 0.727 0.716 0.503 0.746 0.290 0.345 0.618 0.407 0.681 0.497
HaarPSI [7] 0.807 0.770 0.804 0.753 0.607 0.686 0.297 0.774 0.802 0.726 0.736 0.778 0.727 0.786 0.730 0.753 0.717 0.505 0.819 0.367 0.403 0.612 0.369 0.731 0.554
IFC [10] 0.806 0.774 0.783 0.530 0.121 0.447 0.341 0.631 0.685 0.624 0.515 0.597 0.619 0.570 0.567 0.707 0.649 0.390 0.760 0.434 0.544 0.608 0.258 0.563 0.282
IFS [24] 0.813 0.735 0.790 0.677 0.468 0.651 0.437 0.722 0.791 0.707 0.734 0.766 0.728 0.793 0.732 0.741 0.717 0.512 0.799 0.282 0.341 0.520 0.265 0.729 0.543
MAD [15] 0.782 0.681 0.734 0.654 0.421 0.588 0.258 0.656 0.782 0.678 0.727 0.767 0.654 0.801 0.596 0.728 0.677 0.490 0.743 0.227 0.454 0.604 0.184 0.749 0.472
MCSD [25] 0.824 0.754 0.809 0.695 0.541 0.690 0.354 0.703 0.795 0.736 0.746 0.790 0.688 0.783 0.668 0.745 0.720 0.472 0.815 0.277 0.394 0.572 0.406 0.682 0.560
MDSI (add.) [8] 0.804 0.741 0.789 0.711 0.497 0.680 0.455 0.718 0.786 0.718 0.738 0.783 0.736 0.785 0.579 0.741 0.719 0.481 0.803 0.303 0.342 0.558 0.376 0.567 0.539
MDSI (mult.) [8] 0.822 0.741 0.805 0.725 0.493 0.679 0.461 0.742 0.785 0.718 0.738 0.786 0.731 0.786 0.549 0.740 0.722 0.487 0.805 0.293 0.339 0.565 0.387 0.561 0.537
MS-SSIM [14] 0.809 0.715 0.789 0.673 0.565 0.658 0.426 0.736 0.773 0.673 0.664 0.736 0.699 0.711 0.749 0.724 0.721 0.510 0.754 0.302 0.333 0.659 0.410 0.683 0.553
PerSIM [26] 0.813 0.732 0.795 0.607 0.511 0.629 0.409 0.656 0.768 0.636 0.704 0.756 0.709 0.782 0.627 0.707 0.700 0.522 0.748 0.243 0.322 0.523 0.400 0.674 0.486
QILV [11] 0.734 0.643 0.706 0.608 0.477 0.367 0.416 0.660 0.751 0.648 0.608 0.692 0.642 0.734 0.502 0.685 0.710 0.372 0.531 0.275 0.370 0.444 0.283 0.632 0.560
QSSIM [27] 0.808 0.709 0.791 0.688 0.453 0.633 0.463 0.744 0.762 0.673 0.651 0.724 0.678 0.713 0.738 0.692 0.725 0.512 0.707 0.296 0.337 0.613 0.419 0.700 0.439
RFSIM [28] 0.795 0.691 0.768 0.690 0.511 0.640 0.285 0.681 0.748 0.642 0.590 0.665 0.655 0.703 0.608 0.748 0.720 0.501 0.789 0.379 0.327 0.466 0.351 0.721 0.543
RVSIM [29] 0.782 0.732 0.775 0.697 0.354 0.665 0.381 0.703 0.796 0.705 0.644 0.713 0.680 0.698 0.744 0.719 0.665 0.403 0.765 0.202 0.354 0.590 0.301 0.724 0.445
SRSIM [30] 0.815 0.773 0.805 0.706 0.585 0.694 0.342 0.689 0.812 0.732 0.723 0.768 0.718 0.774 0.717 0.738 0.714 0.489 0.820 0.405 0.403 0.494 0.336 0.723 0.582
SSIM [12] 0.806 0.706 0.790 0.604 0.513 0.629 0.363 0.675 0.759 0.631 0.647 0.719 0.700 0.713 0.697 0.662 0.724 0.480 0.601 0.294 0.333 0.525 0.418 0.688 0.364
SUMMER [13] 0.809 0.752 0.797 0.638 0.588 0.461 0.346 0.548 0.781 0.609 0.647 0.685 0.706 0.757 0.539 0.641 0.668 0.408 0.709 0.298 0.393 0.391 0.290 0.361 0.115
UQI [9] 0.494 0.305 0.354 0.569 0.519 0.239 0.243 0.597 0.182 0.211 0.086 0.080 0.362 0.339 0.178 0.556 0.685 0.449 0.131 0.192 0.109 0.246 0.351 0.370 0.143
VIFP [31] 0.779 0.697 0.739 0.682 0.355 0.671 0.390 0.709 0.772 0.640 0.684 0.734 0.714 0.720 0.712 0.677 0.653 0.265 0.796 0.385 0.347 0.492 0.421 0.644 0.317
VSI [16] 0.826 0.767 0.813 0.706 0.558 0.691 0.321 0.699 0.792 0.711 0.756 0.801 0.693 0.793 0.676 0.740 0.728 0.489 0.809 0.316 0.405 0.516 0.364 0.700 0.519
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3 Conclusion
In this study, we extensively evaluated 29 state-of-the-art FR-IQA methods on KADID-10k [1] dataset which is
the largest publicly available image quality database containing 81 pristine images and 10,125 distorted ones. The
considered FR-IQA algorithms’ prediction performance were reported with respect to the entire database, different
distortion intensity levels, and different distortion types.
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