The measured multi-dimensional spectral response of different light harvesting complexes exhibits oscillatory features which suggest an underlying coherent energy transfer. However, making this inference rigorous is challenging due to the difficulty of isolating excited state coherences in highly congested spectra. In this work, we provide a coherent control scheme that suppresses ground state coherences, thus making rephasing spectra dominated by excited state coherences. We provide a benchmark for the scheme using a model dimeric system and numerically exact methods to analyze the spectral response. We argue that combining temporal and spectral control methods can facilitate a second generation of experiments that are tailored to extract desired information and thus significantly advance our understanding of complex open many-body structure and dynamics.
The measured multi-dimensional spectral response of different light harvesting complexes exhibits oscillatory features which suggest an underlying coherent energy transfer. However, making this inference rigorous is challenging due to the difficulty of isolating excited state coherences in highly congested spectra. In this work, we provide a coherent control scheme that suppresses ground state coherences, thus making rephasing spectra dominated by excited state coherences. We provide a benchmark for the scheme using a model dimeric system and numerically exact methods to analyze the spectral response. We argue that combining temporal and spectral control methods can facilitate a second generation of experiments that are tailored to extract desired information and thus significantly advance our understanding of complex open many-body structure and dynamics.
The concept of excitation energy transfer between donor and acceptor molecules is essential for the elucidation of fundamental transport phenomena in interacting many-body systems [1] . Depending on the nature and strength of the system interaction, the effect of the surrounding environment and the considered timescale, the energy transfer can be well described as an incoherent process resulting in hopping kinetics [2] or it may display coherent features as a result of the formation of delocalized excitons [3, 4] . Multi-dimensional spectroscopy, which applies sequential short laser pulses with controllable time separation, is particularly well suited for the characterization of energy transfer channels and the observation of coherent features of transport dynamics [5, 6] . Specifically, by correlating excitation and detection frequencies as a function of the time delay, two-dimensional (2D) electronic spectra are obtained, which can exhibit cross-peaks where the two frequencies differ, indicating electronic coupling between subsystems and associated energy transfer. Varying the time delay, it is possible to monitor energy transfer paths, estimate the corresponding transfer rates and discriminate coherent from incoherent processes. The application of these techniques to the study of photosynthetic membrane pigmentproteins complexes (PPCs) [7] has shown that the spectral response contains multiple oscillatory features [8] [9] [10] [11] [12] whose origin and implications for the description of the system's dynamics are the subject of vigorous discussion (See [13] [14] [15] for recent reviews). The fact that oscillating 2D signals may not only originate from coherent motions in the excited state potential, but could also be induced by vibrational motions in the ground state has made the identification of coherent excited state features a challenging task [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The most recent experiments [22, 23] using the Fenna-Matthew-Olson (FMO) complex seem to favour a mixed origin of the observed coherences, resulting from coherent electronic-vibrational (vibronic) motions [24] [25] [26] [27] . Previous experiments analyzing charge separation in the PSII reaction centers [11, 12] were also consistent with an underlying vibronic model. However, there exist other experiments which advocate a different origin for the observed coherence in FMO, being it purely elec- * These authors contributed equally to this work.
tronic [8, 9, 28] or even purely vibrational [29] . When considering other PPCs, such as harvesting units present in cryptophyte algae, recent work supports non-trivial vibronic dynamics [30] , with experiments showing a correlation between measured transfer rates and vibronic coupling [31] . Discrepancies also extend to the theoretical modelling, where some analyses argue for the compatibility of current observations with a coherent transport of excitations [32] , while others advocate an incoherent transport model [33] . It is therefore highly desirable to design and perform new experimental tests that can shed further light on the characteristics of the excited state manifold. To that aim, we provide a coherent control scheme where a multi-color pulse sequence suppresses the generation of ground state coherences in rephasing spectra, and therefore results in oscillatory 2D signals that are dominated by excited state coherences.
In 2D electronic spectroscopy, a molecular sample interacts with three laser pulses in sequence, and the resultant third-order molecular polarization generates nonlinear signals [5, 6] , as schematically shown in Fig. 1(a) . In noncollinear 2D measurements, where the laser pulses propagate along different directions, described by wave vectors k 1 , k 2 , k 3 , the signals are emitted along several phase-matched directions k s = ± k 1 ± k 2 ± k 3 . Rephasing spectra, measured at k s = − k 1 + k 2 + k 3 , are obtained by Fourier transforming the optical response with respect to the time intervals between pulses and signal, denoted by τ and t in Fig. 1(a) , enabling one to resolve excitation ω τ and detection ω t frequencies, respectively. This leads to two-dimensional data sets in the (ω τ , ω t ) domain for each time delay T between excitation and detection processes, revealing multiple cross peaks centered at ω τ ω t , as well as diagonal peaks excited and detected at the same frequency ω τ ≈ ω t . The transient of a peak during waiting times T typically exhibits damped oscillations reflecting the dynamics of quantum coherences, created by coherent pulses and dephased by the noise.
One-color 2D experiments consider three identical pulses with the same spectral features. In two-color experiments, however, the first two pulses, used to resolve excitation frequencies, can be tuned to be different from the third pulse, enabling one to consider different ranges of excitation and detection frequencies and therefore study the interaction be-tween excitons that are widely separated in energy [34] . In other multi-color experiments, narrow pulses in the frequency domain have been considered to selectively induce specific transitions resonant with each pulse [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . This enables the generation of target coherences, even though ground state coherences can be induced by pulse sequences directly or mediated by finite pulse effects (see the supplemental material (SM)). Here we consider a multi-color scheme based on broad pulses (see Fig. 1(b) ), where the blue-shift of the second pulse with respect to the first pulse suppresses the generation of ground state coherences at all the diagonal and cross peaks within the excitation and detection windows, yielding oscillating 2D signals that are dominated by excited state coherences.
To explain the principle of the proposed scheme, we consider a two-site system where site k is described by its electronic ground |g k and excited |e k states (k = 1, 2)
where σ † k = |e k g k | denotes the raising operator of an electronic excitation at site k. Electronic coupling J 12 between sites makes excitons | k , namely the eigenstates of H s in the single excitation subspace, H s | k = k | k , to be delocalized over two sites. The global ground state |g = |g 1 , g 2 and doubly excited state | f = |e 1 , e 2 are also the eigenstates of system Hamiltonian H s (see Fig. 1(c) ). Motivated by actual PPCs and synthetic organic molecules [45] [46] [47] [48] , the detuning between sites, ∆E = E 2 − E 1 , can be present with the magnitude up to ∼ 1000 cm −1 , which is comparable to the electronic coupling strength J 12 . In this work, we consider ∆E = 700 cm −1 and J 12 = 200 cm −1 , as model parameters, and assume that the transition dipole moments of two sites are parallel for the simplicity of 2D simulations.
In many PPCs, electronic couplings are comparable in magnitude to coupling to the environment, which invalidates the perturbative description of any of these couplings. In this work, we employ hierarchical equations of motion (HEOM) [16, 49, 50] , which enables one to compute electronic-vibrational dynamics in a numerically exact manner without any perturbative treatments (see the SM for details). We consider local phonon environments at room temperature T = 300 K where phonon spectral densities are modelled by a sum of a sharp Lorentzian peak and a broad Ohmic peak, modelling underdamped intra-pigment modes and noise-inducing protein/solvent motions, respectively. In the simulations, typical values of PPCs are considered [51, 52] . Namely, the Lorentzian peak is modelled by a Huang-Rhys factor of 0.05, quantifying vibronic coupling strength, with the mode damping time of 1 ps, and vibrational frequency ν resonant with the exciton splitting, ∆ 21 = 2 − 1 ≈ 800 cm −1 , which is higher than thermal energy k B T ≈ 200 cm −1 at room temperature. The Ohmic part of the spectrum is modelled by the reorganization energy of 50 cm −1 and bath relaxation time of 100 fs. The energy-level structure of a vibronic model, determining the frequencies of optical transitions and oscillatory 2D signals, can be well described by the eigenstates of a vibronic Hamiltonian where underdamped vibrational modes are included as a part of the system Hamiltonian. As schemati- cally shown in Fig. 1(d) , the electronic ground state manifold consists of ground states |g, n with n vibrational excitations, while the excited state manifold is comprised of vibronic eigenstates |ψ k which involve a coherent mixing of different excitons mediated by vibronic resonance [17] [18] [19] [20] [24] [25] [26] [27] . For instance, the resonance between | 1 , 1 and | 2 , 0 and vibronic coupling between them make their superpositions to be vibronic eigenstates |ψ k=2,3 (see Fig. 1(d) ).
Here we start with a qualitative explanation of the effect of the multi-color pulses on 2D spectra before examining simulated results in detail. The generation of ground state coherences in 2D spectra is described in Fig. 1(e) . In case that the thermal populations of underdamped modes in their equilibrium states are negligible due to a sufficiently high vibrational frequency, ν > k B T , the initial state is well described by the global ground state |g, 0 g, 0|. Ground state coherences, for instance |g, 0 g, 1|, are generated when the first pulse in-duces optical transition from g, 0| to ψ k |, and then the second pulse induces the transition from ψ k | to a vibrationally excited ground state g, 1|. This is possible when the frequencies of both optical transitions are within the laser spectrum, as shown in black in Fig. 1 (e) . This implies that the generation of ground state coherences can be suppressed by blue-shifting the second pulse, such that the second optical transition becomes non-resonant with the laser spectrum, as shown in blue. This is contrary to the case of a red-shift, which can still induce optical transition to vibrationally excited ground states, as shown in red.
On the other hand, when vibrational frequencies are comparable to thermal energy, the equilibrium state is a Boltzmann distribution of the global ground state |g, 0 g, 0| and vibrationally excited ground states |g, n g, n| with n ≥ 1. In this case, ground state coherences cannot be fully suppressed by the blue-shifted second pulse. For instance, starting from |g, 1 g, 1|, the first two pulses can induce optical transitions from g, 1| to ψ k |, and then to g, 0|, as shown in Fig. 1(f) . Here the second transition frequency is higher than the first one, contrary to Fig. 1(e) , which is still covered by the laser spectrum of the second pulse shown in blue. Therefore the blue-shift of the second pulse is not effective to suppress such a ground state coherence |g, 1 g, 0|, although the dominant component of ground state coherences stemming from |g, 0 g, 0| can be still suppressed by the scheme.
The effect on the excited state signals is however very different and excited state coherences are not fully suppressed by the blue-shift of the second pulse. Starting from the global ground state, a vibronic coherence |ψ 2 ψ 1 | can be generated via a first transition from g, 0| to ψ 1 |, followed by a second transition from |g, 0 to |ψ 2 . In the case that |ψ 2 is higher in energy than |ψ 1 , such an excited state coherence can be generated by the blue-shifted second pulse, as shown in Fig. 1(g ). On the other hand, the generation of |ψ 1 ψ 2 | can be suppressed by the blue-shift, as the second transition from |g, 0 to |ψ 1 becomes non-resonant with the second pulse. This implies that the blue-shift can suppress only partially vibronic coherences, while most of the ground state coherences originating from high frequency modes are suppressed thus ensuring that the oscillatory 2D signals are dominated by excited state coherences. This qualitative discussion to understand the rationale behind our approach is supplemented in the SM with a full analysis of the theoretical nonlinear response.
To demonstrate the performance of the multi-color scheme, Fig. 2 shows HEOM calculations of rephasing 2D spectra of the vibronic dimer defined in Eq. (1). Fig. 2 (a) displays the 2D lineshape at T = 100 fs, obtained by the standard one-color scheme where Gaussian pulses with the pulse duration of 10 fs are considered, corresponding to a FWHM of ∼ 1500 cm −1 . The central frequencies of all the pulses are taken to be Ω k=1,2,3 ≈ 1.74 × 10 4 cm −1 , which is the average of site energies (E 1 + E 2 )/2, so that the laser spectrum can induce optical transitions from |g, 0 to |ψ k=1,2,3 . Due to the relatively small energy-gap between |ψ 2 and |ψ 3 compared to noise-induced homogeneous broadening, multiple peaks associated with |ψ k=2,3 are merged to a seemingly single diagonal peak, denoted by R22. For the four peaks R11, R12, R21, R22 absorption components of rephasing and non-rephasing pathways, as well as double-quantum pathways, contributing to rephasing 2D spectra mediated by finite pulse effects [6] (see the SM for a detailed description of all contributing pathways). The damping of the oscillation amplitude of ground state signals is hardly visible, as the damping time of underdamped modes is taken to be 1 ps, while the oscillatory features in excited state signals disappear more rapidly due to the dephasing induced by excitonic characters. It is worth noting that in 2D experiments, only the sum of the ground and excited state signals can be measured, implying that coherent features in the excited state cannot be directly measured when 2D spectra are contaminated by ground-state vibrational coherences.
In the multi-color case, the central frequency of the first pulse is fixed to be Ω 1 ≈ 1.74 × 10 4 cm −1 , while those of the second and third pulses are taken to be Ω 2 = Ω 1 + ∆Ω and Ω 3 = Ω 1 − ∆Ω, respectively, where the third pulse is redshifted in order to make the detection window coincide with the excitation window (see the SM). As ∆Ω increases, the oscillation amplitude of the ground state signals is reduced relative to the excited state signals at all the peak locations, and that the oscillatory features in rephasing spectra start to be dominated by excited state coherences as ∆Ω becomes of the order of vibrational frequency ν. As ∆Ω increases further, the overall intensity of 2D spectra is reduced with the ground state coherences further suppressed. While the overall signal intensity is reduced with increasing ∆Ω, we would like to stress that the signal to noise ratio for detection of the excited state oscillatory signal is improved relative to the one-color scheme as both the ground state oscillations are suppressed and the nonoscillatory background is strongly reduced compared to the one-color scheme. In Fig. 2(c) , 2D lineshape at T = 100 fs is displayed for ∆Ω = 2000 cm −1 , where a below-diagonal cross peak R21 becomes more visible than the one-color case. The transients of the four peaks in Fig. 2(d) demonstrate that the oscillatory features in ground state signals can be efficiently suppressed by the multi-color scheme, enabling the direct observation of excited state coherences from raw 2D spectra. Short-lived oscillations of ground state signals up to T ≈ 30 fs are induced by the overlap between pulses with different colors, and such features also appear in the excited state signals.
To clarify that the long-lived oscillations in Fig. 2 are induced by intrinsic vibronic dynamics, rather than being an artefact caused by the coherent laser fields themselves, we consider an electronic dimer where phonon spectral densities are modelled by a broad Ohmic peak only. In Fig. 3 , the transient of R12 is displayed where all the model parameters are the same as in Fig. 2 except for the Huang-Rhys factor of the Lorentzian peak, which is taken to be zero. For both one-and multi-color cases, shown in Fig. 3(a) and (b) , 2D signals do not show long-lived oscillatory features as underdamped modes are not present (no vibrational coherences in the ground state potential) and purely excitonic coherences quickly decay on a 100 fs timescale due to the absence of vibronic mixing that can enhance the lifetimes of excited state coherences [17] [18] [19] [20] [24] [25] [26] [27] . Short-lived oscillations up to T ≈ 30 fs are visible as is the case of the vibronic model, and the other peaks R11, R22 and R21 show similar transient behaviors (not shown here).
So far we have demonstrated that the multi-color scheme can suppress ground state coherences in rephasing spectra of a vibronic system where underdamped modes are resonant with exciton splitting. In PPCs, however, electronic parameters are not well defined due to static disorder, inducing inhomogeneous broadening. In addition, multiple underdamped modes can be present with different vibrational frequencies, which are quasi-resonant with the exciton splitting. To investigate the performance of the scheme under these conditions, in the SM, we consider the case that site energies are modelled by independent Gaussian distributions with a FWHM of 200 cm −1 (uncorrelated static disorder, see Fig. 5 ) and show that our multi-color scheme can suppress ground state coherences, as it can suppress the ground state coherences generated from each sub-ensemble, making the scheme robust against static disorder. In addition, we consider the case that each local phonon environment includes two underdamped modes with the vibrational frequencies of 750 cm −1 and 850 cm −1 , respectively, which are quasi-resonant with the exciton splitting ∼ 800 cm −1 (see Fig. 6 ), where our multi-color scheme is found to be efficient to suppress ground state coherences as thermal populations of the quasi-resonant modes are negligible due to the high vibrational frequencies ν k > k B T .
In summary, we proposed a multi-color scheme for 2D electronic spectroscopy, which can suppress ground state coherences and is robust to static disorder, enabling raw 2D spectra to be dominated by excited state coherences. We note that broad pulses are essential to suppress ground state coherences, as spectrally-narrow long pulses can lead to finite pulse duration effects where the first and second optical transitions are induced by the second and first pulses, respectively, which can result in ground state coherences generated even by a blueshifted second pulse (see the SM and Fig. 7) . It is notable that with the development of pulse shapers, it is possible to modulate various properties of laser pulses, such as amplitude, phase and polarization, for a sub-10 fs light source [53] [54] [55] , which suggests the possibility to further improve our scheme by controlling other properties of pulses, such as chirping. Such developments may be helpful for the actual experimental implementation and eventually for the unambiguous identifi-cation of coherent excited state dynamics in PPCs and organic photovoltaics [21, 56] .
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[55] S. Mueller, S. Draeger, X. In this work, we employ a perturbation theory for 2D electronic spectroscopy where the interaction between laser pulses and a molecular system is described in a perturbative way [1] [2] [3] [4] . This approach is valid when light-matter interaction is weak compared to the parameters of the molecular Hamiltonian describing electronic and vibrational degrees of freedom. This is in line with the experimental conditions of 2D measurements where the laser intensity is reduced until experimental data show convergence. Under these conditions the 2D optical response is dominated by the third-order polarization of a sample, as the optical responses lower than the third order are excluded in the measurements by using phase-matching conditions. Different third-order optical responses can be measured at different phase-matched directions k LO = ± k 1 ± k 2 ± k 3 , where k 1,2,3 are the wave vectors of three laser pulses and k LO is that of a local oscillator used for the heterodyne detection of the electric field emitted from the sample. With the assumption that all the laser pulses have the same polarization, we describe the laser pulses as classical fields
where r and c.c. denote the position of the sample and complex conjugate, respectively. A k (x) represents the envelope of the k-th pulse centered at time x = 0, which is a slowly varying function on the timescale of pulses' central frequencies Ω k=1,2,3 ≈ (2 fs) −1 . In this work, we consider the Gaussian pulses with the pulse durations of d k
where Ω, the average of the central frequencies Ω k=1,2,3 , is a dummy variable used for the rotating wave approximation that will be discussed below. Note that the dependence of A k (x) on the dummy variable Ω is cancelled out by the phase factors in Eq. (2) . Within the perturbation theory [1] [2] [3] [4] , the third-order molecular polarization P(τ, T, t) is described by
where τ, T , t denote, respectively, the time delays between 1st and 2nd, 2nd and 3rd, and the 3rd laser pulse and the electric field emitted from the sample (see Fig. 1 (a) in the main manuscript). The third-order molecular response function S (t 1 , t 2 , t 3 ) describes the molecular dynamics upon optical transitions induced by pulses
where the third-order componentρ (3) (t 1 , t 2 , t 3 ) of the molecular density matrix is initially in a thermal equilibrium stateρ(β) = |g g|⊗ρ vib (β), where |g andρ vib (β) denote, respectively, the global electronic ground state and the thermal state of the vibrational modes at inverse temperature β, which is perturbed by three laser pulses, described by [μ, · · ·], with the time intervals t k=1,2,3 between optical transitions.μ =
is the transition dipole moment operator, withê and µ k describing the polarization of laser pulses and the transition dipole moment of site k, respectively. U(t k ) is the unitary operator describing molecular dynamics, including both electronic and vibrational degrees of freedom, which can be treated in a non-perturbative way using HEOM.
B. Phase-matching condition
By substituting the electric field model in Eq. (2) into Eq. (4), one can get all possible third-order polarizations with different phase-matched directions. In this work, we consider rephasing 2D spectra P R (τ, T, t) measured at
where the influence of laser pulses on the third-order polarization is described by
The first term in Eq. (7), A *
, is the leading term in the impulsive limit where the pulse durations are sufficiently small. As an extreme case, when all the envelope functions A k (x) are approximated by the Dirac delta function, except for the first term A * 1 (t + T + τ − t 3 − t 2 − t 1 )A 2 (t + T − t 3 − t 2 )A 3 (t − t 3 ), all the other terms in Eq. (7)- (9) have zero contribution to the integration in Eq. (6), as t k=1,2,3 ≥ 0. For finite pulse durations d k , the first term in Eq. (7) has the largest amplitude at around (t 1 , t 2 , t 3 ) ≈ (τ, T, t), indicating that that the first term describes the physical situation that the 1st, 2nd and 3rd optical transitions in the response function S (t 1 , t 2 , t 3 ) are induced by the 1st, 2nd and 3rd laser pulses, respectively. On the other hand, the second term in Eq. (7), A * 1 (t + T + τ − t 3 − t 2 − t 1 )A 2 (t + T − t 3 )A 3 (t − t 3 − t 2 ), has the largest amplitude at around (t 1 , t 2 , t 3 ) ≈ (τ + T, −T, t + T ), which describes the physical situation that the 1st, 2nd and 3rd optical transitions are induced by the 1st, 3rd and 2nd laser pulses, respectively, as the time intervals between (1st and 3rd, 3rd and 2nd, 2nd pulse and the signal emitted from sample) are given by (τ + T, −T, t + T ), respectively. This process is possible only if there is overlap between pulses in the time domain due to the finite pulse durations. The other terms in Eq. (8)- (9) also originate from finite pulse effects, where the 1st pulse induces the 2nd or 3rd optical transitions in S (t 1 , t 2 , t 3 ).
C. Rotating wave approximation
In Eq. (7)- (9), the products of pulse envelope functions A * 1 (x)A 2 (y)A 3 (z) are slowly varying functions on the timescale of the central frequencies Ω k of the pulses. This implies that when the phase evolution of coherent electric fields, namely Ω-dependence of g k , is cancelled out by the phase evolution of the molecular response function S (t 1 , t 2 , t 3 ), the product g k S (t 1 , t 2 , t 3 ) in Eq. (6) becomes a slowly varying function and can have notable contribution to the third-order molecular polarization P R (τ, T, t), namely the integration in Eq. (6), compared to the case that the phase evolutions of electric fields and molecular dynamics are not cancelled out (rotating wave approximation). This enables one to classify rephasing (S R ), non-rephasing (S N ) and doublequantum (S D ) pathways within the total response function S (t 1 , t 2 , t 3 ) where the phase evolution of molecular dynamics has the form of exp(−iΩ(t 3 − t 1 )), exp(−iΩ(t 3 + t 1 )) and exp(−iΩ(t 3 + 2t 2 + t 1 )), respectively. For instance, the rephasing pathway is described by S R = S R,GSB + S R,SE − S R,ESA [1] [2] [3] [4] S R,GSB (t 3 , t 2 ,
withμ =μ + +μ − ,μ + andμ − denote the creation and annihilation operators, respectively, of the electronic excitations in the ket space. For a dimer,μ
with |g k and |e k representing, respectively, the ground and excited states of site k. S R,GSB is the ground state bleaching (GSB) component where the system is in the electronic ground state |g = |g 1 , g 2 during time t 2 . S R,SE and S R,ESA are the stimulated emission (SE) and excited state absorption (ESA) components, respectively, where the system is in the single excitation subspace, spanned by |e 1 , g 2 and |g 1 , e 2 , during time t 2 . Contrary to S R,GSB and S R,SE , S R,ESA involves a doubly excited state | f = |e 1 , e 2 during time t 3 . The non-rephasing pathway S N = S N,GSB + S N,SE − S N,ESA and double-quantum pathway S D = S D1 − S D2 can be defined in a similar way [1] [2] [3] [4] 
In summary, within the rotating wave approximation, rephasing 2D spectra are described by
where the Fourier transformation with respect to τ and t leads to 2D spectra as a function of excitation and detection frequencies.
In the main manuscript, the contributions of S G = S R,GSB + S N,GSB and S E = S R,SE − S R,ESA + S N,SE − S N,ESA + S D1 − S D2 to the third-order polarization P R (τ, T, t) are called ground and excited state signals, respectively.
II. MULTI-COLOR SCHEME IN 2D ELECTRONIC SPECTROSCOPY
As discussed in the previous section, when the pulses are sufficiently broad in the frequency domain, the finite pulse effects are suppressed and the dominant component of rephasing spectra is described by
. Given the fact that the GSB and SE+ESA components in the rephasing pathway, inducing ground and excited state signals, respectively, are convoluted by the same electric field factorÃ 3 (t − t 3 )Ã 2 (t + T − t 3 − t 2 )Ã * 1 (t + T + τ − t 3 − t 2 − t 1 ), one needs to identify qualitative differences between oscillatory GSB and SE+ESA components in order to selectively suppress ground state coherences. Fig. 4(a) shows the Feynman diagram of the generation of a ground state coherence |g, 0 g, 1|, induced by two optical transitions from the global ground state |g, 0 g, 0|. Such a ground state coherence induces the phase evolution of exp(iνt 2 − γ ν t 2 ) with a vibrational damping rate γ ν on a picosecond timescale. It is notable that the ground state coherences generated from the global ground state have positive frequencies, namely exp(iω 2 t 2 ) with ω 2 > 0, due to the fact that in the GSB pathway, the first two optical transitions occur in the bra space (see Eq. (10)). This is contrary to the generation of excited state coherences. As shown in Fig. 4(b) , in the SE (and also ESA) pathway, the first optical transition occurs in the bra space, while the second transition occurs in the ket space (see Eq. (11) and (12)). For vibronic coherences |ψ k ψ l | (see Fig. 1(d) in the main manuscript), the phase evolution induced by coherent excited state dynamics, exp(iω 2 t 2 − γ e−v t 2 ), can have both positive and negative frequencies, where ω 2 is the energy-difference between vibronic eigenstates |ψ k and |ψ l , with a vibronic dephasing rate γ e−v depending on the degree of electronic-vibrational mixing [5] [6] [7] [8] [9] [10] . It is notable that when the thermal populations of underdamped modes are negligible due to sufficiently high vibrational frequencies, ν > k B T , the GSB oscillations are dominated by positive frequencies, while the SE+ESA oscillations can have both positive and negative frequencies. This means that if all the positive frequency components in the rephasing response function S R (t 1 , t 2 , t 3 ) can be suppressed by tuning the properties of laser pulses, the thirdorder polarization P R (τ, T, t), which is measured in experiments, can be dominated by the excited state coherences stemming from the negative frequency components of the SE+ESA oscillations.
To discuss how multi-color pulses can selectively suppress positive frequency components, we substitute the electric field modelÃ k (x) = exp(−2 ln(2)(x/d k ) 2 − iΩ k x) into Eq. (19) and approximate the Gaussian pulse envelopes by considering a finite range for the integrations around (t 1 , t 2 , t 3 ) ≈ (τ, T, t) with a pulse duration denoted by d
where it is assumed that S R, j (t 1 , t 2 , t 3 ) = 0 when t k < 0 for any k ∈ {1, 2, 3}. The integration with respect to t 1 shows that the intensity of 2D signals is enhanced when the phase evolution of the molecular response functions S R,GSB , S R,SE , S R,ESA during t 1 is quasi-resonant with the central frequency Ω 1 of the first pulse. This simply means that the laser spectrum of the first pulse should be spectrally overlapped with the molecular transition energies of interest. On the other hand, the integration with respect to t 2 shows that when the first two pulses have different central frequencies, the molecular dynamics during t 2 is convoluted by e i(Ω 2 −Ω 1 )t 2 with ∆Ω = Ω 2 − Ω 1 denoting the difference in central frequencies of the first and second pulses (see Fig. 1 (b) and (e) in the main manuscript). This means that when the second pulse is blue-shifted from the first pulse, ∆Ω > 0, all the positive frequency components of the molecular response functions are suppressed when compared to the negative frequency components, as the integrated value of e i∆Ωt 2 e iω 2 t 2 is smaller in amplitude than that of e i∆Ωt 2 e −iω 2 t 2 when ∆Ω, ω 2 > 0, where e ±iω 2 t 2 is the phase evolution induced by molecular dynamics. Finally, the integration with respect to t 3 shows that the intensity of 2D spectra is enhanced when Ω 3 + Ω 2 − Ω 1 is quasi-resonant with the molecular transition energies of interest. In this work, we consider Ω 3 + Ω 2 − Ω 1 = Ω 1 in order to make excitation and detection windows coincide, which can be also understood based on the energy-level diagrams shown in Fig. 1 in the main manuscript. In simulations, a short pulse duration of 10 fs is considered, so that the rephasing 2D spectra are dominated by the leading term in Eq. (19) with suppressed finite pulse effects.
III. HIERARCHICAL EQUATIONS OF MOTION
In HEOM simulations [11] [12] [13] , we consider a dimer system where each monomer is coupled to a local phonon bath. Each bath is modelled by a phonon spectral density J(ω) consisting of a broad Ohmic peak J Ohmic (ω) with a Lorentz-Drude cutoff function, and a sharp Lorentzian peak J Lorentzian (ω)
The Ohmic peak is characterized by the reorganization energy ∞ 0 dωJ Ohmic (ω)ω −1 = λ and bath relaxation rate γ, while the Lorentzian peak is parameterized by the Huang-Rhys factor S , vibrational frequency ν and mode damping rate Γ, leading to the reorganization energy of ∞ 0 dωJ Lorentzian (ω)ω −1 = νS . The corresponding bath correlation function is given by
where M k = 2πk/β denote the Matsubara frequencies and β = (k B T ) −1 is the inverse temperature. For such a bath correlation function in the form
characterized by complex-valued d j+ , d j− , f j , g k and real-valued γ k , the dynamics of the reduced electronic state can be computed in a non-perturbative way by using HEOM in the form
where auxiliary operatorsρ n are labelled by vectors n = (n m j+ , · · · , n m j− , · · · , n mk , · · · ) with non-negative integer elements. The reduced electronic state is described by the lowest-rank operatorρ 0 , where all the integer elements of n are zero, while all the other higher-rank auxiliary operators describe correlations between electronic and vibrational degrees of freedom, which have the same dimension as the reduced electronic state and are taken to be null matrices at the initial time in simulations. The sum of the integer elements of n is called tier, and in HEOM simulations, the number of auxiliary operators, namely the maximum tier, is increased until simulated results show convergence, enabling one to compute numerically exact system dynamics. In simulations, we considered auxiliary operators with the tier up to 9 and included the first Matsubara frequency in order to achieve the convergence of simulated 2D spectra.
IV. LINDBLAD MODEL
For efficient simulations of static disorder and two-mode vibronic models, shown in Fig. 5 and 6 in the SM, respectively, we consider a Lindblad vibronic model where underdamped modes are included as a part of system Hamiltonian, while vibrational damping and electronic dephasing are approximately described by a Lindblad equation [9, 10] . The vibronic Hamiltonian is modelled by
where b † jk denotes the k-th vibrational mode operator locally coupled to site j, with vibrational frequency ν k and Huang-Rhys factor S k . Electronic dephasing is described by a Lindblad super-operator
where γ e = (50 fs) −1 denotes the local dephasing rate of each site. Vibrational damping is described by
where γ v = (1 ps) −1 denotes a vibrational damping rate. In Fig. 5 , we consider a dimer where the energy-levels E j of two sites are modelled by independent Gaussian distributions with a FWHM of 200 cm −1 , centered at the mean site energies considered in the main manuscript. Vibrational frequency is assumed to be resonant with the exciton splitting determined by the mean site energies, which is taken to be independent of randomly generated site energies in ensemble average. In Fig. 5(a-b) , rephasing spectra obtained by one-color scheme are shown, where each sub-ensemble induces oscillatory ground and excited state signals, which results in spectrally-overlapped ground and excited state coherences when ensemble-averaged. In Fig. 5(c-d) , rephasing spectra obtained by multi-color scheme are displayed, where ground state coherences are suppressed for each sub-ensemble, making the ensemble-averaged 2D spectra to be dominated by excited state coherences.
In Fig. 6 , we consider a dimer where each site is coupled to two underdamped vibrational modes with frequencies ν 1 = 750 cm −1 and ν 2 = 850 cm −1 , which are quasi-resonant with the exciton splitting ∼ 800 cm −1 . As shown in Fig. 6(a-b) , where one-color scheme is considered, oscillatory ground state signals show a beating pattern induced by the difference in vibrational frequencies. Such ground state coherences are suppressed by multi-color sequence, as shown in Fig. 6(c-d) , as both vibrational frequencies are sufficiently higher than the thermal energy at room temperature, k B T ≈ 200 cm −1 , which makes ground state coherences to be dominated by positive frequency components and therefore to be suppressed by the multi-color scheme.
V. LONG PULSE EFFECT
In this work, we considered relatively short pulses so that rephasing 2D spectra are dominated by rephasing pathways (see Eq. (19)) with minor contributions from non-rephasing and double-quantum pathways. Here we investigate how finite pulse effects induced by long pulses modulate 2D signals when the second pulse is blue-shifted from the first pulse.
We consider a model vibrational monomer motivated from the coherence-specific experiments in Ref. [14] . A monomer is modelled by electronic ground |g and excited |e states with the electronic energy gap of E = 1.49 × 10 4 cm −1 , corresponding to 670 nm. An underdamped mode with vibrational frequency ν = 740 cm −1 is considered with the vibronic coupling strength quantified by the Huang-Rhys factor of 0.05. This makes the vibronic eigenstates to be described by |g, n and |e, n with n denoting the number of vibrational excitations (see Fig. 7(a) ). The first two pulses are modelled by relatively long Gaussian pulses with the same pulse duration of 50 fs and different central frequencies Ω 1 = E and Ω 2 = E + ν. The pulse duration is chosen in such a way that the laser spectra of the first two pulses have negligible overlap in the frequency domain, as is the case of Ref. [14] . The third pulse is modelled by a relatively short Gaussian pulse with a duration of 10 fs and a central frequency of Ω 3 = E. In this configuration, the time-domain overlap between the first two pulses (see Fig. 7(b) ) can make the first and second optical transitions to be induced by the second and first pulses, respectively, enabling non-rephasing pathways to contribute to rephasing 2D spectra (see Fig. 7(c)-(f) ). As is the case of Eq. (20) , the non-rephasing contribution to rephasing 2D spectra in Eq. (18) 
where it is assumed that S N (t 1 , t 2 , t 3 ) = 0 when t k < 0 for any k ∈ {1, 2, 3}. It is notable that the product of pulse envelop functions, A 3 (t − t 3 )Ã 2 (t + T − t 3 − t 2 − t 1 )Ã pulse induces the optical transition from global ground state |g, 0 to vibrationally excited, electronic excited state |e, 1 (see Fig. 7 (d) and (f)), leading to the t 1 -integration of a slowly varying function e iΩ 2 t 1 e −i(E+ν)t 1 , where the latter phase factor originates from molecular dynamics S N (t 1 , t 2 , t 3 ). Importantly, τ-dependence of the integrated value is given by e iΩ 1 τ , as shown in Eq. (32) . This indicates that non-rephasing pathways will induce rephasing signals centered at excitation frequencies around the central frequency of the first pulse, ω τ ≈ Ω 1 , rather than that of the second pulse. This means that non-rephasing contributions will be spectrally overlapped with rephasing signals induced by rephasing pathways S R (t 1 , t 2 , t 3 ) (see Fig. 7(c) and (e) ) where the first and second optical transitions are induced by the first and second pulses, respectively, and therefore the resultant signal is centered at ω τ ≈ Ω 1 (see Eq. (20)). Double-quantum pathways can be ignored in the monomer case due to the absence of doubly excited electronic states.
In Fig. 7(g) , rephasing 2D spectra at waiting time T ≈ 100 fs are displayed, including the contributions from rephasing and non-rephasing pathways. It is notable that 2D lineshapes are dominated by two peaks, marked by R1 and R2, both of which are excited at ω τ ≈ Ω 1 , as expected. 2D lineshapes of rephasing and non-rephasing contributions are also dominated by R1 and R2 when plotted separately (not shown here). In Fig. 7(h) and (i) , the T -transients of R1 and R2 peaks are displayed, where the GSB and SE components of rephasing and non-rephasing pathways are shown separately. In both cases, the spectrally-narrow first two pulses can suppress ground state coherences generated from rephasing pathway (see Fig. 7(c) ), but induce ground state coherences from non-rephasing pathway (see Fig. 7(d) ). These results demonstrate that the time-domain overlap between long pulses can induce ground state coherences mediated by finite pulse effects, making it challenging to isolate coherent excited state dynamics in 2D measurements. We also note that the long pulse scheme can induce oscillatory 2D signals up to T ≈ 150 fs with frequency Ω 2 − Ω 1 = ν when the Huang-Rhys factor is taken to be zero in the monomer simulations (not shown here), even though in such a case, molecular dynamics cannot induce coherent dynamics in both electronic ground and excited state manifolds in the t 2 -domain. This implies that the coherent artefact induced by multi-color long pulses could be misinterpreted as electronic coherences that typically have a lifetime on a 100 fs timescale when coherent vibronic mixing is absent. 
