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Book review
Selected Papers on Discrete Mathematics [1]
This book is number six in a series of eight volumes running over a wide range of
topics that is planned to be published all purely consisting of archival forms of papers by
Donald Knuth. Observing that this single volume already contains over 800 page leads to
the obvious conclusion that the scientific productivity of Knuth is really amazing. Indeed,
somewhere in the book Knuth calls himself a hard-working mathematician.
For people that like mathematics this book is real fun. All papers are self-contained, or at
least start by an overview of required pre-knowledge. Notation and presentation are always
chosen carefully. I did not find any typo. But most of all: they contain an overwhelming
amount of interesting and exciting observations.
This book consists of 41 chapters, most of them containing a paper or a note that has
been published in a journal before. One chapter contains a combination of two papers, a
few other chapters appeared before in conference proceedings or have not been formally
published at all. Most chapters have Knuth as its single author, 11 chapters have co-authors.
All chapters originate from the period from 1960 to 1997.
The papers have been polished and brought into modern layout standards, sometimes
extended, pictures have been redrawn, and often an addendum is added. From these chapters
10 originate from the sixties, 12 from the seventies, 7 from the eighties and 12 from nineties.
Topics include graphs, matrices, polynomials, projective planes, coding theory, finite geo-
metry, recurrence relations, permutations, partitions and history of mathematics. The last one-
quarter of the book deals with probabilities of random graphs having particular properties.
Apart from the creation of the TeX typesetting system, Knuth is mainly known from
his work on analysis of algorithms. I remember that he once said to consider analysis of
algorithms as his main research area. From that point of view, one may be surprised that
this book hardly contains algorithms. On the other hand, often the main work to be done in
analyzing algorithms consists of proving properties in a style as can be found everywhere
in this book.
To give some more impression about the book a few chapters are now discussed sepa-
rately.
Chapter 1: Combinatorial analysis and computers
This is a reprint of a paper written by Donald Knuth and Marshall Hall, Jr. in 1965,
and reports on some successes in applying computers for some combinatorial problems.
Among some other issues Latin squares are considered: n × n-squares such that every
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line and every column contains exactly the numbers 0, 1, . . . , n − 1. Two such squares
(aij ) < (bij ) are called orthogonal if all n2 pairs (aij , bij ) are distinct. It was conjectured
by Euler and believed for a long time that orthogonal n × n Latin squares do not exist
for n equal to 2 modulo 4. However, a computer program by E.T. Parker applied on a
great number of 10 × 10 Latin squares showed that most of them do have an orthogonal
mate, disproving the conjecture. The paper contains more similar exciting results for which
applying computer power was essential. Remember this was 1965, the very early days of
computer use. It is a pity that some information is incomplete, for instance the essential
restriction of n being equal to 2 modulo 4 in the conjecture is not in the paper. A recently
written addendum is added, but instead of an overview on recent developments in the topics
of the paper, for most of these topics the reader should be satisfied by Indeed, there has
been enormous improvement since 1965 on virtually every subject mentioned in the survey
paper above.
Chapter 2: Two notes on notation
These notes are originally from 1992 and 1995 and are quite unrelated, so it is unclear
why they are combined in one chapter.
The first is on Iverson’s convention for characteristic functions. This is nothing more
then writing [P(· · ·)] for the function yielding 1 if P(· · ·) holds and yielding 0 otherwise,
for any predicate P(· · ·). On a first view, this looks just a notation, but its impact is sur-
prising. For instance, any sum running over some set of integers can be considered as
a sum running over all integers using this notation:
∑
P(k) f (k) =
∑
k f (k)[P(k)], by
which all kinds of confusing and ambiguous conventions for using subscripts and super-
scripts in sums may be avoided, being helpful in computations. Intuitively it is clear that∑
k f (k) =
∑
m f (2m) +
∑
m f (2m + 1), but a formal derivation of this property fol-
lowing this intuition requires a good notation. Iverson’s convention serves for this goal by
observing that [even(k)] = ∑m[k = 2m] and [odd(k)] =
∑
m[k = 2m + 1].
Among many other examples this note contains a discussion on the value of 00. All three
values 0, 1 and ∞ can be argued to be the value of 00, suggesting that one better leaves it
undefined just like 0/0. I did not expect that the great Knuth would enter this discussion,
but he argues that anybody who wants the binomial theorem (x + y)n = ∑nk=0
(
n
k
)
xkyn−k
to hold for at least one non-negative number n must believe that 00 = 1, and 00 is the
number of maps from the empty set to itself, which indeed is 1.
The second note is on Stirling numbers. These numbers can be seen as variants of bino-
mial coefficients. It is explained how they can be defined by similar recurrence relations,
and remarkable observations are given for extending these numbers for negative values.
Although they are called Stirling numbers only since 1904 after Stirling’s analysis of them
in 1730, they seem to have been studied earlier: Knuth tells he once found a list of them in
an unpublished manuscript from around 1600 in the British Museum.
Chapter 4: Johann Faulhaber and sums of powers
This chapter from 1993 is on observations about sums of powers like
∑n
i=1 im made by
Johann Faulhaber around 1630. For instance, for m being odd the given formula is always
a polynomial in n(n + 1), and these polynomials have been established until high values of
m. In Faulhaber’s text many amazing results are given, like polynomials with coefficients
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for which both the numerator and denominator have 13 decimal digits, without a clue about
how they were computed. By modern facilities, these formulas have been checked to be
absolutely correct. Knuth’s challenge was to reconstruct a theory and validate it according
modern mathematical standards by which these results can be obtained, and he succeeds
remarkably well.
Chapter 15: Convolution polynomials
In the preface Knuth calls this chapter from 1992 one of his favorite papers. It is about
convolution families of polynomials, i.e., polynomials F0, F1, F2, . . . satisfying Fn(x +
y) = ∑nk=0 Fn−k(x)Fk(y) for all x, y, n. These polynomials arise as coefficients when a
power series is raised to the power x. Recognizing convolution families provides a unified
way to understand many formulas as Knuth encountered them repeatedly during the first
30 years of his mathematical life. Remarkable in this paper is that many of the observations
are discovered with the help of the computer algebra system Mathematica.
Chapter 18: An imaginary number system
This chapter is Knuth’s first mathematical publication (1960), composed during his
senior year in college, being just over twenty years old. He presents a unique representation
of complex numbers similar to decimal or binary representation of reals, and discusses how
to do addition and multiplication in it. In the original version he claims uniqueness, which
is wrong since it has similar properties as 1 = 0.999 · · · in the reals. In the addendum Knuth
suggests that this proves that he was never able to resist rushing into print with half-baked
ideas.
Chapter 19: Tables of finite fields
In this chapter from 1964 we nicely observe Knuth’s shift from algebra towards algo-
rithmic issues. The objects of study are finite fields, definitely being in algebra, but the
issue is how to do computations efficiently: similar combinations of addition, subtraction,
multiplication and division as all of us practiced in elementary school, but now to be done
in finite fields rather than rational numbers. Tables are given by which these computations
can be executed efficiently, either by hand or by a computer.
Chapter 25: Complements and transitive closures
For any relation R write R− for its complement and R+ for its transitive closure. The
main theorem of this chapter from 1972 states that R+−+−+ = R+−+− for every relation.
As a consequence, using the obvious facts R−− = R and R++ = R+ at most 10 different
relations can be obtained from a given relation R and the operations + and −. An example
of a relation on five elements is given for which all these 10 relations are distinct. So
these three equations are sound and complete for these two operations in relation calculus,
although this is not formulated in this way. Not only this theorem is proved elementary,
also an analysis of the underlying structure has been made. In particular in this analysis
the notion of weak components in a directed graph is introduced, having been studied and
used several times afterwards. Some more results are given, for instance by adding reflexive
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closure as the third operation then at most 42 different relations can be obtained, and an
example of a relation on 9 elements is given for which these 42 relations are all distinct.
As so often in this book: an amazing result!
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