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Abstract
Unmanned Aerial Vehicles (UAVs) use is on the rise, both for civilian and military
applications. Autonomous UAV navigation is an active research topic, but human opera-
tors still provide a flexibility that currently matches or outperforms computers controlled
aerial vehicles. For this reason, the remote control of a UAV by a human operator, or tele-
operation, is an important subject of study. The challenge for UAV teleoperation comes
from the loss of sensory information available for the operator who has to rely on onboard
sensors to perceive the environment and the state of the UAV. Navigation in cluttered envi-
ronment or small spaces is especially hard and demanding. A flight assistance framework
could then bring significant benefits to the operator.
In this thesis, an intelligent flight assistance framework for the teleoperation of rotary
wings UAVs in small spaces is designed. A 3D haptic device serves as a remote control
to improve ease of UAV manipulation for the operator. Moreover, the designed system
provides benefits regarding three essential criteria: safety of the UAV, efficiency of the
teleoperation and workload of the operator. In order to leverage the use of a 3D haptic
controller, the initial obstacle avoidance algorithm proposed in this thesis is based on hap-
tic feedback, where the feedback repels the UAV away from obstacles. This method is
tested by human subjects, showing safety benefits but no manoeuvrability improvements.
In order to improve on those criteria, the perception of the environment is studied using
Light Detection And Ranging (LIDAR) and stereo cameras sensors data. The result of
this led to the development of a mobile map of the obstacles surrounding the UAV using
the LIDAR in addition to the stereo camera adopted to improve density. This map allows
the creation of a flight assistance system that analyses and corrects the user’s inputs so that
collisions are avoided while improving manoeuvrability. The proposed flight assistance
system is validated through experiments involving untrained human subjects in a synthet-
ically simulated environment. The results show that the proposed flight assistance system
sharply reduces the number of collisions, the time required to complete the navigation




UAV, teleoperation, obstacle avoidance, mapping, Normal Distribution Transform, LI-
DAR, haptic.
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1.1 Context
The technological development of Unmanned Aerial Vehicles (UAVs) results in chal-
lenges that are both technical and regulatory [7]. While UAVs are historically used in
military applications, they are increasingly adopted for civilian purposes. A study con-
ducted for the European Commission in 2007 [8] identifies several key application mar-
kets in the civilian domain: government, fire fighting, energy sector, agriculture, forestry
and fisheries, earth observation and remote sensing, and communications and broadcast-
ing. In particular, UAVs can accomplish missions that could be dangerous for humans,
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(a) UAV equipped with 2 cameras and a LIDAR (b) Picture of the third floor
Figure 1.1: Inspection of the unit 3 reactor of the Fukushima nuclear plant. Photos taken
by Tokyo Electric Power Company Holdings, Inc on 27 February 2018
such as inspection of remote places or search and rescue operations. Domains of applica-
tion include inspection of nuclear plants [9], mapping of uranium mines [10], mapping of
contaminated zones [11] or bridge inspection [12]. For instance, a UAV was used in 2018
to check the radioactivity inside the Unit 3 of the damaged nuclear plant at Fukushima
Daiichi1. The UAV along with one of the taken picture from it are shown in Figure 1.1.
The mission of the UAV was to estimate the radioactivity level at three different floors of
the reactor. This example illustrates an environment that is not only difficult to access,
but also dangerous for a human. The flight capabilities of the drone allowed the UAV
to cover different floors without risking to interact with the building. The UAVs market
shares for the military, commercial and consumer applications were 70 %, 17 % and 13 %
respectively [13] in 2018. While the military is still the main domain of application, the
non military UAV production is projected to grow from $2.6 billion in 2016 to $10.9 bil-
lion in 2025 [14] highlighting the importance of tackling the challenges related to UAV
operations. This thesis is focused on some of those technical challenges.
UAV missions can be classified into two categories: fully autonomous, without any
human intervention, and teleoperation, where the UAV is manually flown by a human pi-
lot using a remote controller. Certain tasks, such as bridge inspection to detect cracks, are
traditionally carried out by a human operator, and UAVs can be used to make this process
1http://www.tepco.co.jp/en/nu/fukushima-np/handouts/2018/images/handouts_
180301_01-e.pdf
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safer, faster, and cheaper [12]. In this thesis, the problem of teleoperation, which still
requires a human is addressed. The reason is that, while there is work towards fully au-
tonomous missions (e.g., for automatic detection of cracks on a bridge), keeping a human
operator to analyse the data and make ultimate decisions requires a minimal modification
of the existing teleoperation protocol. It is not clear if or when fully autonomous mis-
sions will become possible for all applications of UAVs. It is thus important to continue
improving teleoperation capabilities [15].
UAVs are of two categories: rotary wings and fixed wings. The design of rotary wings
UAVs allows them to be more flexible compared to their fixed wings counterpart (e.g.,
hovering at the same spot, easier take off and landing), which is why this thesis focuses
on them. They, however, are slower as a consequence, and have a reduced operational
range.
1.2 Problem statement
The main advantages of a rotary wings UAV compared to a manned aircraft is its agility,
low cost, and safety for the operator. However, remote control means that the operator
loses access to the onboard human senses (e.g., no acceleration feeling, limited field of
view and resolution), and has to rely on the onboard sensors. The reduction in feedback
for remotely controlled UAVs makes human errors more likely to occur, even exceeding
the mechanical failures [16, 17]. While the focus of this thesis is on UAVs, the same
problem exists for other kind of robots: the Center for Robot-Assisted Search and Res-
cue, which has sent rescue robots in several incidents such as the World Trade Centre in
2001, Hurricane Katrina in 2005, and the Japanese Tsunami in 2011, published a study in
2010 identifying barriers to the success of the missions that occurred, among other, in the
World Trade Centre with ground robots. Two challenges were identified: the difficulty
to navigate the ground robot, and the difficulty to interpret the output of the sensors [18].
While the interpretation of the sensors data remains an issue for flying robots, the naviga-
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tion problem is even more complicated since UAVs are naturally unstable, unlike ground
robots. Thus, increasing the safety of UAV teleoperation can be done by improving the
interface between the UAV and the operator through a flight assistance system, so that
sensory data is easier to interpret, and the UAV is easier to manoeuvre.
It is however critical to ensure that this flight assistance system gives reasonable con-
trol to the operator during the flight. Two recent aircraft crashes of the Boeing 737 Max
due to an anti-stall system highlight the importance of an interface that is both non in-
vasive and easy to disable. The later means that the UAV should be able to fly normally
without the system. Even though it is outside of the scope of this thesis, a second concern
to be aware of for a flight assistance system is the influence of the system on the opera-
tor’s skill. For manned aircraft, the increased use of automation raises questions on the
capacity of pilots to operate without the automation [19, 20].
The physical interface between the operator and the UAV adopted in this thesis is a
three dimensional haptic controller. Such a device allows to use haptic cues, which pro-
vide guidance or information back to the operator. Moreover, it is hypothesised that this
device might be easier to use than a standard radio controller: the simplicity of displacing
the end effector to move the drone compares favourably to separated control of thrust, roll,
pitch and yaw when using a typical radio controller. This choice is a step in the direction
of intelligent human-machine interface that is easier to use.
1.2.1 Aim
In this thesis, the overall aim is to increase the safety and efficiency of UAV teleoperation.
In this context, the safety of a UAV means eliminating or reducing the possible collisions
between the UAV and its environment. Such collisions can lead to human and material
damages. The risk of collision increases when the environment is cluttered. Thus, teleop-
eration of UAVs in this kind of environment is considered as the most challenging case,
hence this case is the one dealt with in this thesis. It is proposed to achieve this objective
by assisting the operator with a flight assistance framework whose main role is obstacle
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avoidance. Moreover, an intelligent flight assistance system might broaden the use of
UAVs by allowing less trained operators to fly safely.
The main objective is to provide a complete system architecture for obstacle avoid-
ance, including registration of human inputs, obstacle detection, obstacle representation
and appropriate reaction of the UAV to dangerous obstacles. The sensors considered for
this task are LIDAR sensors and/or stereo cameras. The interface between the operator
and the UAV is a 3D haptic controller.
It is important to note that, due to the context of indoor teleoperation chosen for this
thesis, the proposed algorithms are designed for UAVs flying at low velocity and might not
be suitable for fast UAVs. The final algorithm of this thesis, OAST, should allow velocities
of approximately 3 ms−1 and 10 ms−1 for sensing range of 2 m and 8 m respectively.
More details on this topic can be found in section 5.8.1. Moreover, this thesis does not
formally address issues related to the stability of teleoperation, which are discussed in
section 5.8.2. In particular, stability is less of a concern for the OAST algorithm.
1.3 Thesis outline
The first area of investigation is related to the exclusive use of the haptic feedback pro-
vided by the haptic device to perform obstacle avoidance, which is detailed in Chapter 2.
This chapter presents an algorithm to convert a point cloud directly into a haptic feedback
whose goal is to repel the UAV away from obstacles. A simulated experiment is carried
out with a realistic simulator and an ideal LIDAR sensor to validate the proposed method
with human participants. Results show that this method improves the safety of teleopera-
tion and can reduce the workload of the operator under certain tuning conditions. In order
to further reduce the number of collisions of the UAV and improve manoeuvrability, it is
hypothesised that a flight assistance system based on filtering the operator’s inputs might
perform better. Such a system is ultimately presented in Chapter 5.
In order to develop this filtering algorithm, a precise map of the environment is re-
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quired. Indeed, such an approach relies on the location of the obstacles to act directly on
the trajectory of the UAV. It is thus important to estimate precisely the location and shape
of the surrounding obstacles. Chapter 3 investigates the problem of mapping the area
around the UAV to obtain a mobile map. The Normal Distribution Transform Occupancy
Map [21] makes the mapping task possible. However, the obtained map is immobile, re-
straining the operational range of the UAV. This method is extended in this thesis to be
UAV centric, allowing unlimited movement of the UAV. The quality of the map is tested
through an odometry metric on two publicly available datasets and the proposed method
provides competitive results. The sensor used in this chapter is a LIDAR sensor, which
provides a precise but sparse point cloud.
Given the context of obstacle avoidance, increasing the density of the output of the
sensor used would allow improving the detection capabilities of the UAV. Thus in Chap-
ter 4, a fusion scheme between LIDAR and stereo camera data is proposed. The objective
is to get a denser point cloud by combining data from a stereo camera and a LIDAR sen-
sor. This method is tested on a public dataset, and yields results well competitive with
other fusion methods.
The map now allows to filter the operator’s input to prevent collisions with obsta-
cles and provide better manoeuvrability. The whole system is described in Chapter 5.
Human experiments in a realistic synthetically simulated environment reveal that under
perfect odometry, the safety is ensured: the collisions are all but eliminated. Moreover,
the system also increases efficiency while reducing workload for the operators, achieving
the objective of a non invasive flight assistance system.
Finally, Chapter 6 draws conclusions from this research and proposes possible im-
provements in future works.
1.4 Contributions
A summary of the contributions of this thesis is provided in this section.
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1. In Chapter 2,
(a) A new obstacle avoidance algorithm using haptic feedback computed from a
point cloud in 3D is proposed.
(b) This algorithm is evaluated with a realistic open source simulator in experi-
ments involving the participation of 11 untrained people, using an ideal LI-
DAR. An analysis of the results is provided.
2. In Chapter 3,
(a) NDT RC, a new algorithm allowing the movement of a map with the robot is
proposed, extending an existing mapping algorithm in which the map was not
mobile. The raytracing part of the algorithm is also improved.
(b) NDT RC is evaluated on two publicly available datasets using an odometry
metric.
3. In Chapter 4,
(a) A new algorithm to fuse LIDAR and stereo data in order to create denser depth
maps is proposed.
(b) An evaluation of the quality of the depth map from this algorithm is performed
on a publicly available dataset. Moreover, a comparison against several other
algorithms which are applied to this dataset is proposed. This comparison
provides baseline results between algorithms to fuse stereo and LIDAR data.
(c) The influence of the addition of the depth map to the mapping algorithm is
studied with a particular focus on the density and precision of the map. The
impact on runtime is provided as well.
4. In Chapter 5,
(a) A new obstacle avoidance algorithm based on the filtering of the operator’s
input is developed. This algorithm also provides trajectory assistance to the
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operator, which is demonstrated through simulations.
(b) OAST, a complete software system running in real time incorporating the map
created in Chapter 3 is developed. This system receives commands from the
operator through the 3D haptic controller and LIDAR data. The output is a
filtered input from the operator and an indicative haptic feedback.
(c) This flight assistance system is tested with a realistic open source simulator
in an experiment involving the participation of 20 people, assuming a perfect
odometry. An analysis of the results is provided.
This thesis contributed to several publications: Chapter 2 led to the work presented
in Courtois and Aouf [1], Chapter 4 was the basis of the work Courtois and Aouf [2]. The
content of Chapter 3 and Chapter 5 has been submitted for publications [3, 4].
1.5 Publications resulting from this work
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to unmanned aerial vehicles”. In: 2017 International Conference on Unmanned
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In this chapter, the use of a 3D haptic controller to manoeuvre the UAV while avoiding
obstacles is examined. An algorithm to generate a haptic feedback based on the position
of obstacles surrounding the UAV is proposed. This algorithm is tested with a group of
volunteers using a 3D haptic controller in a realistic simulated environment. The results
are statistically analysed. This experiment shows that this method can reduce the number
of collisions. It is as well possible to decrease the operator’s workload at a safety cost by
using the proposed hole detection algorithm.
2.1 Introduction
The main idea of this chapter is to use the haptic feedback to help the operator localise
and avoid the obstacles. The method proposed is to control the UAV with a 3D haptic
controller. The haptic feedback is steering the end effector in a direction opposite to the
obstacle. It is then possible for the operator to localise obstacles outside of the field of
view, and if the obstacle is in the field of view, the feedback gives a second sense of
distance to the obstacle.
2.1.1 Haptic controller
Haptic technology aims to recreate the sense of touch by sending mechanical feedback
to the user (e.g., force or vibration). It is used in various domains such a computer-aided
design, telesurgery, or video games [22].
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Figure 2.1: Pictures of 3D haptic controllers. From left to right: Novint Falcon, Geomagic
Touch, Omega.3
This feedback can be used to transmit information to the user, thus a haptic controller
can be seen as a bi-directional sensor, which both receives and sends information.
Since a quadrotor has 4 controllable degrees of freedom, haptic controllers with at
least 3 degrees of freedom are considered. The last degree of freedom (usually yaw)
can be controlled either by buttons or a stylus attached to the effector depending on the
controller model. The two major kinematic structures are illustrated in Figure 2.1: the
Novint Flacon and Omega.3 exhibit a delta robot configuration while the Geomagic touch
features a serial design.
2.1.2 Objective and prior work
The objective of this chapter is to improve the situational awareness of the operator when
piloting small UAVs. Two assumptions are made in this chapter :
(i) the UAV is control augmented, which means that a controller stabilises the attitude
dynamics of the UAV, leaving to the operator the control of the position through the
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controller,
(ii) the obstacles are detected in 3D.
The first assumption is reasonable since there is now a wide range of position controller
available for UAVs (e.g., [23, 24]). The second assumption is more challenging, but
realistic in a multi modalities setup, as seen in Chapter 4 or with systems equipped with
more sensors [25].
There is literature about the use of haptic feedback through the controller of the robot
for obstacle avoidance. This method is successfully applied to ground robots [26], and
the concept has been extended to UAVs (e.g., [27–29]).
In order to perform obstacle avoidance through haptic feedback for autonomous
ground robots, artificial force fields have been used (e.g., the distance between the obsta-
cle and a robot arm is used to create the field [30]). These artificial fields for UAVs have
been studied [27], notably the Parametric Risk Field (PRF). A comparison mixing force
and stiffness feedback using these force fields took place using 2D joysticks [31]. A force
feedback applies a force directly to the end effector, so that the end effector is actively
deflected. On the other hand, a stiffness feedback modifies the spring constant that links
the end effector to the centre of the controller workspace. The work of Lam et al. [31]
concludes that haptic feedback is able to improve safety and with proper tuning, can also
reduce workload for the operator. Even though this work took place in three dimensions,
the obstacle detection and haptic feedback was limited to two dimensions only.
A comparison of four force feedback algorithms[29] has found the most efficient to
be the “Time To Impact” (TTI). The TTI algorithm computes the time before an impact
by considering the distance between the UAV and the obstacle and the current velocity
of the UAV. The haptic force is then inversely proportional to the the time to impact. In
a following study, [32], a pure stiffness algorithm is introduced. The authors show that
this algorithm both reduces the number of collisions and the workload of the operator.
A limitation of this method is that the obstacles are only detected in 6 directions, which











Figure 2.2: Overall description of the haptic scheme. The displacement of the end effector
of the haptic controller is pj, the desired position goal of the UAV is xr, the avoidance
vector computed from the position of the surrounding obstacles is qglobal and the force
vector generated by the haptic controller is fe
over, this is a pure stiffness feedback, thus if the displacement of the controller is small,
the feedback will also be small. A pure stiffness approach is also vulnerable to moving
obstacles for this same reason: if the controller is not deflected, and a moving obstacle
gets close, then the user does not feel any feedback.
The methods presented above are not tied to a particular detection system and assume
that obstacle detection has already been done. Some methods linking obstacle detection
and haptic feedback exist (e.g., the haptic force can be directly derived from the optical
flow through the concept of optical impedance [33]).
The aim of this work is to design an obstacle avoidance system which meets the fol-
lowing functional criteria:
(i) is able to detect the obstacle in all directions of the space (complete 3D),
(ii) is able to avoid obstacles in absence of user input, while stabilising in a safe place,
(iii) allows flight into small closed spaces.
The overall method is described in Figure 2.2. The operator acts on the haptic con-
troller by moving the end effector. The position of this effector is then used to set a
position goal for the UAV. The UAV uses its onboard sensors (in this chapter, a LIDAR
sensor is considered, in addition to the camera providing the video feed) to probe the en-
vironment and computes an avoidance vector qglobal. This vector is converted into a force
feedback sent to the operator. The operator also has access to a video feed to perceive the
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surrounding of the UAV.
Section 2.2 presents the artificial force field (to compute qglobal) and the method used
to transform the output of the force field into a haptic feedback for the controller (i.e.
convert qglobal into fe). Section 2.3 explains how the experiment was conducted to test the
proposed design, then Section 2.4 shows the results of this experiment.
2.2 From artificial force field to haptic feedback
2.2.1 Mapping from the controller to the UAV
The mapping from the controller displacement to the UAV position is explained in this
section. The challenge is to map the displacement of the controller, which is finite, to the
displacement of the UAV, that is unconstrained. In this context, the movement is said to
be constrained if there exists a distance L such that, for all positions xr of the UAV:
‖xr‖< L. (2.1)
A solution to this issue is to map the velocity or displacement of the controller to the
roll, pitch, and thrust of the UAV [34]. The issue with this solution is that it is difficult to
perform small movements, since the end effector has to be precisely at the centre of the
workspace for the UAV to stand still. A technique based on sliding mode is proposed in
[35], however, a button needs to be pressed to switch between the position mode and the
sliding mode. In [36], a scheme is proposed which allows both small precise displace-
ment and big displacement, without the need of a manual switch. This is the scheme that
is adopted in the proposed setup. A brief description is included in this chapter for com-
pleteness : let pj be the controller displacement, r∗ be a radius, Kp and Kv be diagonal
positive definite scaling matrices and xr the reference position of the UAV in real space,
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The principle is to define a virtual sphere of radius r∗ centred on the centre of the
controller workspace. xc is the centre of the virtual sphere, and xr is the position of the
UAV: when the end effector of the controller is inside this sphere (‖pj‖ < r∗), the UAV
moves around xc, which is constant. When the end effector goes outside of the sphere, xc
starts moving, thus allowing unconstrained movement for the UAV. This scheme can be
seen as a proportional mapping when the end effector is not deflected much (‖pj‖ < r∗)
and an integral mapping otherwise. Having the precise control when the end effector is
near the middle of the workspace is interesting because some haptic devices exhibit a
higher resolution near the centre of the workspace (such as the Novint Falcon [37]), in
addition to the main requirement of unlimited movement.
2.2.2 The Parametric Force Field
The first stage of the avoidance process is to map the presence of obstacles to a repulsion
vector, one vector per obstacle. To this end, an artificial force field is used. A good
candidate is described in the work of Lam et al. [27] under the name “Parametric Risk
Field” (PRF), that is adopted in this work. The PRF is interesting because it deals with
two issues of potential fields applied to UAVs:
• the potential at the origin becomes infinite, which is not possible on a real controller,
• the velocity of the UAV is not taken into account, only the distance (i.e. a repulsive
force can be generated by moving away from an obstacle).
The PRF solves the infinite potential issue by adding a critical zone, so that there is a














Figure 2.3: 3D shape of the PRF for a given velocity
maximal threshold for the feedback force. In order to take the velocity into account,
the force field is oriented in the same direction as the velocity vector and its dimension
along this direction depends on the velocity. Moreover, the constant width of the PRF is
an advantage in closed space scenarios (e.g., in corridors), because only obstacles in the
direct trajectory of the UAV or near this trajectory are considered to compute the feedback,
which reduces computational load and diminishes the risk of false positive. In order to
extend the PRF to 3D (Figure 2.3), the borders are treated as cylinders with rounded ends.
The value returned by an obstacle in the PRF represents the risk of collision with
this obstacle. Let p be the position of an obstacle, v be the velocity of the UAV and
f : [0,1]→ [0,1] be a continuous decreasing function such that f (0) = 1 and f (1) = 0.
Then the value PRF returned by the force field is (see Figure 2.3 for a representation of
the different zones of the PRF):
PRFv(p) =

0 if p is outside of outer border,
1 if p is inside critical region,
f ( dd0 ) otherwise.
(2.4)
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The lengths d and d0 are illustrated in Figure 2.3 for a particular obstacle p. Their
ratio indicates where the obstacle is in between the critical region (d/d0 = 0) and the
outer border (d/d0 = 1). Let Dp be the line orthogonal to the outer surface which passes
through the obstacle p. Let a be the intersection between Dp and the outer surface of
the critical region, and b be the intersection between the outer border and Dp. Then
d = ‖a−p‖ and d0 = ‖b−a‖.
The constants used in the computation of the PRF are as follows: rpz represents half
the width of the critical region, dmin represents the minimal distance between the critical
region and the outer border, amax represents the maximum deceleration of the UAV and
tahead represents the time that the operator has to react to an obstacle. From those four





dahead = ‖v‖tahead . (2.6)
In practical terms, dstop represents the distance needed to stop the UAV whilst apply-
ing maximal deceleration and dahead represents the distance that the UAV can cross at its
current speed during tahead . The rate of change of the PRF is given by the fP function. In
[27], it was noted that the derivative of a shifted cosine function is continuous at d/d0 = 1
while being almost linear from d/d0 = 0.4. This makes such a function more suitable















For a graphical representation of fP, see Figure 2.4.
The decaying rate of the PRF can be seen in Figure 2.5 for different speeds, with
parameters rpz = 1m, dmin = 0.8m, tahead = 1.5s and amax = 0.5ms−2.
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Figure 2.4: Plot of the fP function
The detailed implementation of the PRF in 3D is described in Algorithm 2.2, assuming
without loss of generality that the UAV is located at the origin and that its velocity is
aligned with the x axis. The function used to check if an obstacle is inside the PRF in
Algorithm 2.2 is detailed in Algorithm 2.1.
Algorithm 2.1: Algorithm to check if a point is located inside a PRF shaped
field: isInsideField





radius of the field r,
length of the field l.
Output: A boolean that indicates if the point is inside the field.
1 Function isInsideField(p, r, l):
// First, check if the point is inside a cylinder a radius r
around the x axis.
2 if p2y + p2z > r2 then return False;
// Second, check if the point is inside the cylinder without
the spheres.
3 if px ∈ [0, l] then return True;
// Finally, check if the point is inside any of the two
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Algorithm 2.2: Algorithm to compute the intensity of a point inside the PRF





the half width of the critical region rpz,
the minimal distance between the critical region and the outer border
dmin,
the minimal distance to stop dstop,
the look ahead distance dahead .
Output: the intensity ip of the PRF associated to this obstacle.
1 dtot = rpz +dmin;
// Check if the point is outside the PRF or inside the critical
zone.
2 if ¬isInsideField(p,dtot ,dstop +dahead) then return 0;
3 if isInsideField(p,rpz,dstop) then return 1;
// 3 cases: the point is in front of, between, or behind the
critical zone






6 d = max(‖lo‖− rpz,0);
7 if d = 0 then return 1;
8 y∗ =
√
p2y + p2z ;
9 θ = |atan2(y∗, px−dstop)|;
10 θc = atan2(dtot ,dahead);
11 if θ is too small then
12 d0 = dtot +dahead
13 else if θ ≥ θc then





2 d2ahead + cos(θ)dahead;
17 end
18 d0 = d0− rpz;
19 d0 = max(dmin,min(dmin +dahead,d0));
20 else if px ∈ [0,dstop] then
21 d =
√
p2y + p2z − rpz;
22 d0 = dmin;
23 else
24 d = ‖p‖− rpz;
25 d0 = dmin;
26 end
27 return fP (d/d0);
20 CHAPTER 2. OBSTACLE AVOIDANCE THROUGH HAPTIC FEEDBACK
(a) v = 0ms−1 (b) v = 1ms−1 (c) v = 2ms−1
Intensity of the PRF0 1
Figure 2.5: PRF shape for different velocities (vertical direction)
2.2.3 Mapping from the PRF to the avoidance vector
The PRF provides a risk value ranging from 0 (there is no obstacle in the field) to 1 (there
is an obstacle in the field, close to the UAV) for each obstacle. The next goal is to fuse
all those risk values into a single avoidance vector qglobal. In the following, an obstacle is
defined as a 3D point in space (real objects such as walls or doors can thus be described
as a combination of several obstacles).
First, for each obstacle, an obstacle vector whose origin is on the obstacle is computed,
which points toward the UAV, and whose norm is the risk value from the PRF. Let O be
the subset of R3 which contains those obstacle vectors. The objective is to combine the
vectors in O into a single vector qfused. In order to avoid obstacles, it is desirable to stay
away from the obstacles that generate the obstacle vectors with the highest norm. Among
those dangerous obstacles, a suitable direction of avoidance has to be found. For instance,
if two obstacles are diametrically opposed and generate an obstacle vector with the same
norm, there is no need to generate a force in the direction defined by the two obstacles. On
the other hand, if one of the obstacle is more dangerous than the other (i.e. it generates an
obstacle vector with a higher norm), then it is desirable to generate a repelling force. More
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max(x1, . . . ,xn,0)
max(y1, . . . ,yn,0)
max(z1, . . . ,zn,0)
 . (2.8)
The min function is defined in a similar way. All the obstacle vectors are fused into
qfused using the technique presented in [27], which will be called min/max in the follow-
ing:
qfused = min(O)+max(O). (2.9)
In other words, all the obstacle vectors in O are fused into qfused by keeping the
extrema of the entire set of obstacle vectors in O. If the norm of qfused is larger than 1,
it is normalised. The min/max method has the advantage of keeping track of the biggest
obstacle vectors. However, this method has a drawback: if there are symmetric obstacles
with a hole in the middle (e.g., window, narrow corridor), the hole is not detected. This is
illustrated in Figure 2.6: o1 and o2 are the biggest obstacle vectors detected by the PRF
(the other obstacle vectors are not drawn for clarity reasons, there would be one vector
per point belonging to the walls, but by definition, o1 and o2 generate the obstacle vectors
with the highest magnitude). When equation (2.9) is applied, the x components of the
obstacle vectors will cancel each other (they will not cancel completely if the UAV is not
exactly in the middle, but the remaining x component would be small compared to the y
component). The only remaining component is in the y direction. This is an issue because
there is in fact no obstacle in this direction. This example with a corridor can be extended
to any type of obstacle with a symmetric shape.
In order to correct this, a step is added to ensure that there are actual obstacles in the
direction of qfused. The amount of obstacles which are both in the PRF and in the direction















Figure 2.7: Zone inspected by the hole detection system
of qfused is counted. In Figure 2.7, outer bound of the PRF and the qfused direction are
drawn. The number of obstacles in the grey area is computed, let it be called nobs.
From here, a criterion is defined to determine whether there is a plausible obstacle in
this zone. A threshold nlim is empirically defined. The idea is that that when nobs/nlim < 1,
the number of obstacles in the direction of qfused does not support an actual obstacle in this
direction. This method has a drawback: it is dependent on the resolution of the detection
method, since the threshold has to be adapted to the resolution of the detecting sensor.
In order to apply the threshold, qfused is scaled by an increasing function g(nobs) : N→
[0,1]. There are several choices for g, the important points being continuity and quickly
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Figure 2.8: Scaling function g used in the hole detection system









g is plotted in Figure 2.8 for different values of nlim.
The qfused vector is then scaled with the g function to obtain the avoidance vector
qglobal:
qglobal = g(nobs)qfused. (2.11)
The vector qglobal can be interpreted as a safe direction, and its magnitude indicates
how dangerous the obstacles around the UAV are.
2.2.4 From the avoidance vector to the haptic feedback
Once the avoidance vector qglobal is computed, it is transmitted to the haptic controller.
The haptic force applied to the end effector needs to reflect qglobal.
As noted in the work of Lam et al. [31], it is possible to combine force and stiffness
feedback. The objective of the force feedback is to actively deflect the joystick from the
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origin of the workspace while the stiffness feedback ensures that the haptic command is
followed. Special care has to be taken so that the stiffness feedback does not hinder the
force feedback [31]. This work was however done with a 2D joystick, by modulating the
angle of deflection of the joystick. An algorithm for 3D haptic controllers is proposed in
this section, that acts on the position of the end effector.
In order to encourage the user to follow the haptic feedback, a virtual spring is attached
to the end effector. This spring pulls the end effector in a direction defined by the direction
of the avoidance vector qglobal, with a force proportional to the norm of qglobal. In other
words, this springs makes it more difficult for the user to travel against the direction
defined by qglobal. Since active deflection of the end effector is a desirable feature, this
spring is attached to the outer border of the workspace and not at the centre. In the
following, this spring will be called the outer spring. A second virtual spring is added
between the end effector and the centre of the workspace: the inner spring. The role
of the inner spring is to give the user information about the location of the centre of
the workspace, stabilise the end effector and bring back the end effector in the virtual
sphere (see Section 2.2.1) so that in absence of human force, the UAV should end up
stationary. For this reason, the spring constant of the inner spring is fixed. The resulting
system is illustrated in Figure 2.9: the direction of the outer spring eq is defined by the
direction of qglobal. The outer spring intersects the workspace at point c and connects
to the end effector p. The spring constants of the inner spring and outer spring are ki
and ko = αo‖qglobal‖ respectively. While ki is constant, ko depends on the magnitude of
qglobal.
In order to visualise the forces acting on the joystick, Figure 2.10 shows the forces
acting on the end effector when the the end effector is aligned with the direction of qglobal.
In other words, this scenario represents the case where p is on the line between c and the
centre of the workspace. The force on the main effector is illustrated for three different
norms of the avoidance vector qglobal: 0, meaning that only the inner spring is active, 0.5
and 1.0, which is the maximum value for the norm of qglobal.
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Figure 2.9: Schematic of the forces acting on the end effector inside the workspace




























Figure 2.10: Forces acting on the end effector when it is aligned with qglobal. Spring
parameters are ki = 1.5Nm−1 and αo = 7Nm−1
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There is an issue with such a system: when an obstacle is detected, the outer spring is
there to actively deflect the controller in the opposite direction. However, if the operator
wants to make an avoidance manoeuvre in other directions, the spring should not restrict
this movement. In order to correct that behaviour, an additional term is added in ko which
represents the absolute value of the dot product between eq and the displacement of the
controller p. The objective of this modification is to make displacements easier when they
are not directly oriented in the direction opposite qglobal.
To summarise, let qglobal be the avoidance vector obtained with equation (2.11) (writ-
ten in the haptic controller workspace, a transformation into the reference frame of the
UAV can be needed), ki and αo be user defined real positive constants, L be the radius
of the controller workspace (considered to be spherical) and p be the displacement of the









s =−p · eq +
√
‖p · eq‖2 +L2−‖p‖2 (2.12c)
c = p+ seq (2.12d)
ko = αo‖qglobal‖|eq · ep| (2.12e)
fe =−ki‖p‖ep + ko(‖c−p‖)eq. (2.12f)
Such a scheme also allows for obstacle avoidance in absence of human input. Re-
garding parameters tuning, the outer spring should have a higher spring constant than the
inner spring, thus it is recommended that αo be greater than ki.
This design fulfils our first two goals: the 3D PRF allows us to detect obstacles in
all directions of space, while the force rendering in the controller is also omnidirectional.
The third objective, allowing navigation in closed spaces, is tested in section 2.3.
2.2. FROM ARTIFICIAL FORCE FIELD TO HAPTIC FEEDBACK 27
2.2.5 Illustration of the haptic feedback created from different con-
figurations of obstacles
In order to get a better visualisation, two examples are shown in Figure 2.11 and Fig-
ure 2.12. For those figures, the radius of the workspace of the haptic controller is set to
20 cm and the spring parameters are ki = 1.5Nm−1 and αo = 7Nm−1. For clarity, the
hole detection system is not used in those plots. In each figure, the upper plot represents
the UAV with its velocity, in red. Several obstacles are shown, in black. The obstacles
are represented as points to simulate an input comparable to LIDAR sensors. The PRF
generates an individual avoidance vector for each obstacle as described in Section 2.2.2,
plotted as a black arrow. Then those vectors are fused into qglobal as explained in Sec-
tion 2.2.3. The bottom plot illustrates the actual forces acting on the end effector of the
haptic controller given qglobal. For several hypothetical positions of the end effector inside
the workspace, the force applied to it are drawn in blue.
Figure 2.11 illustrates an obstacle that is wall shaped. On the top figure, the overall
contribution of all the obstacles goes backward, which is expected. It is noted that since
the UAV is roughly in the middle of the wall, there is no lateral contribution. Moreover,
the obstacles outside the PRF do not contribute to qglobal. On the bottom figure, the
potential forces are displayed in blue. If the user places the end effector in the direction of
the wall, forward, a strong force oriented backward would act on the end effector. If on the
contrary the operator operates the joystick in the half part of the workspace opposite the
obstacle, then the force is less strong, facilitating the operation of the drone. The effect of
the dot product introduced in equation (2.12e) is shown on the bottom plot: the red arrows
are the force that would be applied to the end effector if this dot product was not added.
The effect of this dot product is to reduce the force feedback when placing the end effector
in directions that are different from the direction of qglobal. Since those directions are not
supposed to be dangerous, it should be comfortable to use the end effector in those zones.
The addition of this dot product reduces the force feedback in alternative directions from
the obstacle, which makes it easier to navigate around obstacles.
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Figure 2.11: Representation of the forces applied to the end effector when facing a wall.
Top: The UAV is represented in red, along with its velocity. The black points are obsta-
cles, each of them generating an individual avoidance vector from the PRF, represented
in black. After fusing those vectors, the green vector qglobal is obtained. Bottom: the
workspace of the haptic controller. The vector qglobal is represented again for clarity.
Each blue arrows represent the force that would be applied to the end effector if it was
placed at the arrow’s origin. The red arrows represent those same forces without the dot
product in equation (2.12e)
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Figure 2.12: Representation of the forces applied to the end effector in a corridor. Top:
The UAV is represented in red, along with its velocity. The black points are obstacles,
each of them generating an individual avoidance vector from the PRF, represented in
black. After fusing those vectors, the green vector qglobal is obtained. Bottom: the
workspace of the haptic controller. The vector qglobal is represented again for clarity.
Each blue arrows represent the force that would be applied to the end effector if it was
placed at the arrow’s origin. The red arrows represent those same forces without the dot
product in equation (2.12e)
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Figure 2.12 is a more detailed example of the phenomenon described in Figure 2.6.
The UAV is placed at the beginning of a corridor, at equal distance of each walls. Due
to the cancelled contribution along the y axis, the resulting avoidance vector qglobal is
oriented backward, which generates a backward repelling force in the joystick workspace.
In this case, since no obstacle is situated in the direction of travel, the hole detection
system described in Section 2.2.3 would cancel qglobal.
2.3 Experiment
2.3.1 Scenarios
The method described in Section 2.2 is implemented in C++, using the Robot Operating
System (Indigo) [38] middleware on Ubuntu 14.04. The simulator used is Gazebo [39],
and the package which implements the UAV model is RotorS [40]. The haptic controller
used is the Novint Falcon. Please note that this controller only has 3 degrees of freedom,
thus the yaw is kept fixed. The library used to interface the haptic controller is HAPI1
version 1.3 along with the libnifalcon drivers version 1.0.22. The computer used in the
experiment has an Intel Core i7 3930K processor, an NVIDIA GeForce GTX 680 graphic
card and 16 GB of RAM.
In order to assess the efficiency of the method exposed, three scenarios have been
created. In each of them, the goal is to fly the UAV from the beginning to the end. In
all scenarios, the yaw angle of the UAV was fixed at 0. In the simulation, a camera is
mounted on the UAV, with a resolution of 640× 480 pixels and a field of view of 80◦.
In order to detect obstacles, a 3D LIDAR is implemented by combining 32 horizontal
lasers, oriented between −π/2 and π/2, each laser having 256 points per scan. With this
laser implementation, the method runs at 8 Hz. The total width of the UAV (including the




(a) Scenario 1 (b) Scenario 2 (c) Scenario 3
(d) Experimental setup
Figure 2.13: Top: Different scenarios used in the experiment (ceiling is not visible on
those screenshots). Bottom: Experimental setup, the participants would only see the
camera view. The haptic controller is visible on the right
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Table 2.1: Values of the parameters used in the simulation
Parameter Value Parameter Value
Kp Diag(5,5,5) ki 1.5Nm−1
Kv Diag(0.3,0.3,0.3) αo 7Nm−1
r∗ 0.025m nlim 200
amax 0.5ms−2 rpz 0.7m
tahead 2.0s dmin 0.3m
The scenarios are shown in Figure 2.13. The first focuses on manoeuvrability, with
a succession of narrow corridors (2 m wide). The second aims to demonstrate the 3D
capabilities of the method: the obstacles require the UAV to move in every direction of
the space. The third scenario takes place in limited illumination (ambient light from 1 in
scenarios 1 and 2 to 0.05 in scenario 3, where 1 corresponds to maximum luminosity and
0 to complete absence of light).
2.3.2 Experimental protocol
The values of parameters used in the algorithm are given in Table 2.1.
The experiment involved 11 people, none of which had previous experience using
haptic joysticks. Each participant was asked to give informed consent before participating.
During the briefing, each participant was asked to achieve the following two objectives
for each scenario:
1. keep the number of collisions between the UAV and the environment as low as
possible and
2. be as fast as possible.
Should a collision occur, the UAV would be frozen for 5 s, then brought back where it
was 5 s before the collision. The different methods are:
1. without any feedback: m0.
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2. With the haptic feedback but without the g scaling function described in Sec-
tion 2.2.3 (i.e. without the hole detection scheme): m1.
3. With the complete haptic scheme: m2.
The parameters recorded to assess the performance of the method are the number
of collisions (Ncol), the time to complete the run (Tc), the average velocity of the UAV
(µvel) and the average distance to the nearest obstacle (Dmin). The subjective workload is
assessed using the NASA Task Load Index (TLX) [41] with pairwise comparison between
the weights. A description of the NASA TLX evaluation can be found in annexe A.1.
Each participant would practice the three scenarios without any feedback (m0) to get
used to the controller. Those runs are not recorded. Then, each participant would go
through the 3 scenarios with m0, fill a NASA TLX form, and repeat the same operation
with m1 and m2. The runs were grouped by method for two reasons: to minimise the
learning effect of going through the same scenario back to back, and to allow participants
to have a better appreciation of the method for the NASA TLX. This ordering was chosen
because the objective is to evaluate the effect of adding haptic feedback: starting with m1
or m2 can affect the result of m0 (e.g., after the feedback run, the user expects feedback
but does not have it, therefore leading to a collision), but the opposite is less likely to
happen, because m0 does not modify the user experience (the control of the UAV stays
the same). For this reason, the training run is only done using m0, and does not use the
feedback algorithms. This protocol yields 9 runs per person, for a total of 99 runs for the
experiment (and 33 values for the NASA TLX evaluation).
Results were analysed with the R language [42], using generalised linear mixed mod-
els with the lme4 [43] package. Each parameter was modelled separately using the sce-
narios and methods as fixed factors. The participants were modelled as random effects.
Unless mentioned otherwise, a Gaussian distribution is used to create the models. The
confidence level used for statistical significance is 0.95. The initial model was created
by including an interaction term between method and scenario, which was dropped if its
contribution to the model was not shown to be significant with the ANOVA. In case of
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Table 2.2: Results of a full factorial ANOVA on the two
fixed effects
Fixed effect Ncol Dmin Tc µvel TLX
Method ∗∗∗ ∗∗ · · ∗
Scenario ∗∗∗ ∗∗∗ ∗∗∗ ∗∗∗ NA
Interaction
method × scenario ∗∗ · · · NA
p-values are indicated by ’∗∗∗’, ’∗∗’, ’∗’ and ’·’ if
respectively p ≤ 0.001, 0.001 < p ≤ 0.01, 0.01 <
p≤ 0.05 and p > 0.05 (not significant).
statistical significance, post-hoc tests are carried out using package lsmeans to perform
pairwise comparison [44].
2.4 Experimental results and analysis
The p-values from the full factorial ANOVA are presented in Table 2.2.
2.4.1 Safety: number of collisions and minimal distance to an obsta-
cle
In this section, the results related to the safety of teleoperation are presented through two
metrics: the number of collisions and the mean distance from the UAV to the nearest
obstacle.
The number of collisions for the different combinations of scenarios and methods are
shown in Figure 2.14. In order to build the model for Ncol , a Poisson distribution was
used. The full factorial ANOVA reveals a significant contribution of both methods and
scenarios, as well as an interaction between the two. Post-hoc test shows that both types
of feedback offer a statistically significant reduction in the number collision compared to
the no feedback case (p = 0.009 for m1 and p = 0.0001 for m2) in the scenario 2. There
is no statistical difference between m1 and m2 for this scenario (p = 0.09). For the other
scenarios, the number of collisions is still inferior with both types of feedback (except
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Figure 2.14: Cumulated number of collisions
with m2 in scenario 1) than without feedback (see Figure 2.14). However, the difference
is not statistically significant.
The second metric used to assess safety during the teleoperation is the distance to the
nearest obstacle averaged across the run (Dmin) and is shown in Figure 2.15. As shown in
Table 2.2, both methods and scenarios have a significant contribution to Dmin. Post-hoc
analysis reveals that only m1 incurs a statistically significant increase in Dmin. While m2
increases Dmin on average, this increase is not statistically significant.
2.4.2 Temporal efficiency: time elapsed and average velocity
In this section, the results that are related to the temporal performances of the algorithms
are presented through two metrics: the time required to complete the run and the average
velocity of the UAV. The average time to complete each run is shown in Figure 2.16 and
the average velocity in Figure 2.17.
It can be seen from the ANOVA in Table 2.2 that the feedback type does not have any
statistically significant influence on the time elapsed and on the average velocity of the
UAV (respectively, p = 0.45 and p = 0.27).
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Figure 2.15: Average minimal distance to an obstacle
2.4.3 Workload
A boxplot of the NASA TLX can be found in Figure 2.18. The full test (including pair-
wise comparison of the factors) was performed. However, since a popular variant of the
evaluation does not perform the weighting process [45], the non weighted results are also
shown. A meta-study of NASA TLX evaluation has failed to establish a significant dif-
ference between the two types of weighting [46]. The trend exhibited by the results is
also the same regardless of the weighting method, so the analysis is limited here to the
weighted results. The full factorial ANOVA reveals a statistically significant influence of
the method on the workload measured by the NASA TLX (p = 0.029). Post-hoc anal-
ysis shows that m2 incurs less workload than m0 with a statistically significant margin
(p = 0.031). No other statistically significant difference can be found between the other
methods.
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Figure 2.17: Average speed of the UAV




























Figure 2.18: Boxplot of the NASA TLX for each method, with weights (W) and without
weights (NW). An outlier of 97 for m0 is not shown on this graph to improve readability
2.4.4 Analysis
Regarding safety, the feedback (both with and without the hole detection scheme) yields
a reduction in the number of collision for the second scenario, which involves several
windows and holes to go through. It can be seen from Figure 2.14 that the only case
where the number of collision was higher with haptic feedback is the first scenario with
m2, although this difference is not statistically significant. That could be explained by the
reduced feedback generated by m2 when facing narrow obstacles, which would increase
the number of collisions compared to m1. This is confirmed by the analysis of the distance
to the nearest obstacle, which is statistically longer for m1, but not for m2. Since the
algorithm used is based on potential fields, the distance to the nearest obstacle is expected
to be maximised. Given that m2 results in a force feedback that is less strong, this result
is in line with our expectations. In the third scenario, the small decrease in the number
of collision can be explained by the simplicity of the obstacles: the participants did not
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find the reduced luminosity to be a real difficulty, defeating the purpose of putting simple
obstacles in this scenario. This experiment confirms the hypothesis that haptic feedback
can increase the safety of teleoperation in complex environments, however, this safety
bonus can decrease if the feedback force is reduced. The case of scenario 2 with m2 also
shows that a stronger feedback can cause collisions when narrow passages are present:
our hypothesis is that those collisions are due to the conflict between the feedback and
what the operator wants. The exact reasons leading from those conflicts to collisions are
unclear, but participants comments’ highlight a potential issue: false positives make the
operator lose confidence in the feedback and fight more against it. This is the reason the
hole detection scheme was added. According to this experiment, this scheme appears to
reduce safety compared to the standard feedback algorithm.
The analysis of temporal efficiency does not show any significant difference between
the three methods. Given that the time during which the UAV is frozen does not count in
the completion time, the time taken can be seen as a measurement of trajectory quality.
This experiment shows that the haptic feedback does not result in a quicker completion.
A possible explanation is, again, a conflict between the haptic feedback and the operator:
on one hand, the feedback helps preventing collisions, which should reduce the time of
completion, but on the other hand, the penalty in manoeuvrability results in a longer
completion time.
The NASA TLX scores reveal the upside of the hole detection scheme: scenarios
where m2 was used resulted in a less important workload compared to the absence of
feedback, which is not the case for m1. This can be explained by less conflict between
the operator and the controller due to the “virtual obstacles” created by m1 (see Sec-
tion 2.2.3). However, it can be noted that m1 slightly decreased the workload compared to
m0, which means that even without the detection scheme, the workload did not increase.
This surprising result could be attributed to the fact that less collisions would contribute to
reducing the workload: in the experiment, participants are fully aware of each collision,
thus a decrease in the number of collisions would be likely to generate less frustration and
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a better performance feeling for the participants, both of which are criteria of assessment
in the NASA TLX.
This experiment illustrates a trade-off for this algorithm: safety can be increased with
a stronger force, but doing so increases workload and reduces manoeuvrability. It was
found that in one particular case, the stronger force even decreased safety. This can be
attributed to manoeuvrability: a feedback that is too restrictive can lead to mistrust from
the operator.
At this points, it is interesting to compare with similar human experiments of UAV
teleoperation with different haptic feedback algorithms in the literature. The force-
stiffness feedback used for 2D movement of the UAV in the work of Lam et al. [31]
results in a reduction (but not a disappearance) of the number of collisions. The workload
was reduced by the force-stiffness feedback, but the force feedback alone did not modify
the workload. The time elapsed in the run without collisions was generally higher with
the haptic feedback. A comparison of three different haptic algorithms [29] found that
the TTI was able to reduce the number of collisions while the spring algorithm increased
this number. No difference in time elapsed was found. No reduction of the workload
was found, but one of the algorithm (the virtual spring) caused an increase in workload.
Finally, a study coupling audio feedback with two different haptic algorithms (TTI and
VSODDS) [32] found that VSODDS was able to reduce significantly the number of colli-
sions, but not the TTI. No significant workload change was caused by the haptic feedback
in this experiment. The TTI increased the time of completion, but the VSODDS did not
significantly modify this time. It can thus be concluded that the results from the performed
experiment are coherent with those studies [29, 31, 32]: the haptic feedback generally
increases safety, however a reduction of workload depends on the algorithm used and its
tuning. The time of completion is either increased [31] or unchanged compared to the no
feedback case [29, 32].
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2.4.5 Limitations and possible improvements
A drawback of using artificial force fields is the need to define constants related to the size
of the PRF. This means that the feedback depends only on the spatial configuration around
the UAV, and not on the control commands sent to the UAV. For instance, in a situation
similar to the second scenario where the UAV has to go through a narrow window, the
UAV is necessarily getting closer to an obstacle. Depending on the size of the PRF, this
can generate a feedback. There is thus a trade-off between safety and agility: a large PRF
means a safe operation, but it is more difficult to manoeuvre in closed spaces, whereas a
small PRF makes collisions more likely. This is apparent in the number of collisions and
time elapse metrics of our experiment.
A second problem is the exclusive usage of the haptic feedback to perform obstacle
avoidance: in the impedance framework, the only way to prevent a movement of the UAV
is to prevent the corresponding movement of the end effector. Moreover, the position of
all the obstacles has to be reduced to a single vector with three components, meaning that
it is difficult to obtain a feedback that is precisely adapted to the location of the obstacles.
Combined with the lack of flexibility described in the paragraph above, this means that it
can be physically difficult for the operator to achieve the wanted displacement. Moreover,
this also means that the operator has complete control over the UAV. While this is funda-
mentally a positive feature, it also means that errors are possible: in the experiment, the
haptic feedback did decrease the number of collisions, but this number is still not zero.
This characteristic is not unique to the proposed method, but shared by several haptic
feedback algorithms [29, 31, 32]. Since the small UAVs considered in this thesis are very
fragile, a single collision can have dire consequences for the UAV and its environment.
A solution to those two problems would be to filter the user’s input according to the
position of the surrounding obstacles to authorise or reject the movement. This means that
obstacle avoidance is now more flexible since there is no manoeuvrability penalty for be-
ing close to an obstacle anymore. Moreover, such a method would allow the possibility of
flight assistance: should the desired movement be impossible, an alternative displacement
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could be proposed that would be coherent with the desired movement. This is a difference
with the method proposed in this chapter which only aims to prevent a collision, causing
the second problem described above. In other words, assisting the operator might be more
efficient than simply preventing collisions.
The drawback is that such a solution requires a more precise representation of obsta-
cles, since the trajectory of the UAV has to be considered obstacle free. Indeed, the use
of the PRF means that the algorithm described in this chapter performs well even if only
a few points are detected per obstacle. This is shown in the experiment, that features a
simulated LIDAR with low vertical resolution. On the other hand, when investigating
whether the UAV would collide with a given obstacle, an estimation of the shape of the
obstacle is required. In order to solve this issue, a map of the environment surrounding the
UAV is required, which is the subject of Chapter 3. Moreover, from a point of view of the
sensors, there are two solutions to detect obstacles in all directions around the UAV: either
to use several sensors to cover all angles or to use a map (the single sensor simulated in
the experiment is unrealistic since it would be occluded by the body of the UAV).
2.5 Conclusion
In this chapter, a new 3D haptic algorithm based on artificial force fields is presented for
obstacle avoidance of UAVs. This algorithm is tested in a simulation environment with 11
participants. Scenarios take place indoor in closed spaces. It was found experimentally
that compared to the absence of feedback, the proposed base method (m1) is helpful to
avoid obstacles when narrow passages are present. A scheme to reduce the intensity of
the feedback when it was not needed (m2) improved the workload for the operator, at
the cost of a slight decrease in safety compared to the basic feedback. Considering the
fragility of a UAV, further improvement to the safety would be beneficial. Enhancing the
manoeuvrability of the UAV, particularly near obstacles, is another area of improvement.
Both could be achieved through the use of a map.
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A more precise obstacle avoidance algorithm requires a precise estimation of the lo-
cation and shape of the obstacle. This can be achieved with a mapping method: observing
an obstacle over several LIDAR scans provides more information about it. Having pre-
cise location for an obstacle would allow to determine safe and dangerous positions for
the UAV, increasing safety. Since the movement of the UAV is not restricted, this map
should be able to move with the UAV. Thus, in this chapter, the creation of a real time
mobile 3D map is investigated.
3.1 Introduction
Mapping, which means creating a representation of the space around a robot, is one of
the most important problems in robotics [47]. In the context of obstacle avoidance, a map
is not strictly necessary, as illustrated in Chapter 2. It can be enough to have a single
point cloud representing the obstacles around the UAV. A map, however, brings several
advantages over a single set of measurements:
1. Obstacles that are not directly detected by the sensor are still taken into account,
as there is a memory of obstacle locations. This is particularly important since
currently, several sensors are needed for complete coverage around the UAV.
2. For a given geometry of the environment, a change in position of the sensor can
result in a different point cloud, especially for sensors with sparse outputs such as
LIDARs. Using a map can result in a more consistent output since each scan refines
the shape of the obstacle.
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3. A map can facilitate odometry computation.
A challenge inherent in map creation is the computation of the motion of the robot
between each update of the map.
3.1.1 Objectives
For the reasons stated above, it is desirable to get a map of the environment. Such a map
should possess several properties:
1. It has to be in 3D, meaning obstacles are detected in all directions of space.
2. It has to be computed in real time. This requirement is flexible, since the runtime
is heavily dependent on hardware and code optimisation. The targeted order of
magnitude is a few Hertz.
3. It has to adapt to changes in the environment.
4. It should allow computation of the pose of the robot since no mapping is possible
if the displacement of the robot between two scans is not known.
5. It has to be adapted to a moving robot, thus scalable. Since the movement of the
robot is unlimited, this means that a static map will run out of memory.
3.1.2 The mapping problem : SLAM
The position of a robot is linked to the map created by this robot. In order to know exactly
where the obstacles are, it is necessary to know where the robot is, but to know where the
robot is, it is needed know where the obstacles are. Thus, the task of building a map is
intrinsically linked to the localisation problem. The study of this issue goes back 30 years
ago, and a class of methods solving this problem is labelled as Simultaneous Localisation
And Mapping (SLAM). A recent overview of SLAM methods is available by Cadena
et al. [48]. A SLAM approach involves a state vector that comprises both the position
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of the robot and the position of the landmarks observed by the robot. The state vector
is updated after each measurement, meaning that both the position of the robot and the
position of the landmarks are optimised [49, 50]. The interesting feature of SLAM is the
loop closure: when a robot goes back to landmarks already observed, SLAM allows to
improve the whole map [48] by reducing the accumulated odometry error. Without loop
closures, SLAM is reduced to an odometry scheme.
In the context of the thesis, the problem to tackle is obstacle localisation, and not
SLAM in itself. Thus, a solution oriented toward obstacle representation is investigated
and obstacle representation is separated from odometry computation. While an odometry
solution is required, it will be chosen for its compatibility with a good obstacle represen-
tation. It should be noted that feature based SLAM do not provide a compact representa-
tion of the obstacles since those are represented by 3D points. On the other hand, there
exists dense SLAM algorithms dealing with more complete representation of the environ-
ment [48]. They are however quite computationally expensive: real time can be achieved,
but with a GPU [51].
For those reasons, the focus of this chapter is obstacle representation. The odometry
will be derived from this representation.
3.1.3 Obstacle representation and odometry
A widely used method to represent the environment is the occupancy grid map, developed
around 1980 [52, 53]. This method requires the pose of the robot. The occupancy grid
map tries to answer the question: given a point in space, is there an obstacle at this point?
The method works by subdividing the space into a regular grid. When a new sensor
measurement is available, an inverse sensor model is used to modify the probability of
each cell to be occupied. The occupancy grid map is thus probabilistic. The original
occupancy grid map was developed in 2D. There are several solutions to extend it to 3D.
One of them is the elevation map, which uses a 2D grid and adds an associated height
for each cell (e.g., [54]). Although efficient in memory, this approach only allows a
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single point for a whole spatial column. This makes structures like windows difficult to
represent. This is a problem for UAVs, since flying robots in indoor environments might
encounter more of those structures compared to ground robots. In order to relax this
assumption, the multi-level surface map was developed [55] as an extension of elevation
maps, and then extended to probabilistic multi-level maps [56] to include more sources
of uncertainty. However, those schemes are not suitable for a dynamic map since they
assume purely static obstacles. Moreover, runtime information is missing to evaluate the
suitability for online use.
With the above requirements in mind, the occupancy grid map can be adapted to 3D
although it then requires a lot of memory. Even if the memory scaling remains poor,
especially in 3D, the memory required has an upper bound for a fixed map size. It can
also be updated in real time, depending on the sensor model, and can adapt to dynamic
environments. A popular implementation of occupancy maps is Octomap [57], which
uses octrees to efficiently provide multi-resolution support. Despite this multi-resolution
capability, Octomap operates under the assumption that a cell is either fully occupied, or
fully empty. This means that to provide an accurate representation of the world, the size
of a single cell of the map has to be smaller than a typical feature of the environment.
A solution to use fewer cells is the Normal Distribution Transform (NDT), introduced
in the 2D case [58], and extended to 3D by Magnusson, Lilienthal, and Duckett [59]. The
NDT operates on a point cloud by computing the mean and covariance of the points inside
each spatial cell. NDT is attractive for several reasons:
• The points from the point cloud are not directly kept in memory. Only 11 parame-
ters are required per occupied cell.
• NDT representation can be used to retrieve the odometry. The direct registration of
two NDT models is described in [60] and analytical derivatives are provided for the
given objective function.
• Multi-resolution is available due to the recursive update scheme.
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• Compared to standard occupancy mapping, the occupancy value does not represent
the probability of the cell being fully occupied, but indicates how consistent with
the measurements the Gaussian inside a cell is. This representation allows cells
to be partially occupied. This results in a map that can represent the environment
more accurately and with less cells that a standard occupancy grid map. However,
this also means that standard algorithms that expect a binary representation of the
obstacles (i.e. a cell is occupied or empty) have to be adapted.
An experimental study on the accuracy of NDT compared to standard occupancy grid [61]
shows that NDT models can be as accurate as occupancy grids of finer resolutions. While
the NDT representation was originally used for point cloud registration [59], it has been
extended for mapping in the work of Saarinen et al. [21]. The resulting method is NDT
Occupancy Map (NDT OM), which introduces the recursive update of the map. Similar to
Octomap [57], NDT OM creates a map in a fixed frame. Both of those approaches reduce
the memory footprint compared to a traditional occupancy map (Octomap with multi-
resolution pruning, and NDT OM by requiring less cells to represent the same scene).
However, given a large enough scene, those methods will run out of memory. A fusion
between NDTs is proposed by Stoyanov et al. [5], where the new scan is inserted in the
map by keeping the grid aligned.
While the NDT framework allows the computation of the odometry, any algorithm us-
ing occupancy maps must provide this odometry. Different ways to retrieve the odometry
of the robot are examined below.
So far, a LIDAR sensor has been considered. As will be outlined in Chapter 4, it is
possible to get a denser point cloud by adding data from stereo images. Considering LI-
DAR sensor and stereo camera, there is a wide range of methods to compute odometry.
Using the images, obtaining a visual odometry is a first possibility. A good overview on
the topic is available in Scaramuzza and Fraundorfer [62][63] and multiple implementa-
tions can be found [64–66]. While odometry is typically computed from visible images,
multi spectral visual odometry has been investigated as well [67, 68].
3.2. BACKGROUND 49
A second possibility is to register the successive point clouds. Registration in this
context means finding the rigid transformation that minimises the alignment error be-
tween two successive scans. In a multi modal setup, this might be the preferred method
since depth map can be converted to point clouds, but the opposite is not necessarily
true (e.g., if the setup lacks cameras). A good survey on robotic point cloud registration
was published in 2015 [69] with again implementations available [70–72]. A standard
algorithm to register point clouds is the iterative closest point (ICP) algorithm [70]. The
original ICP algorithm supposes that successfully matched individual points in consec-
utive scans have to correspond to the same physical point. The point-to-plane variant
[73, 74] has been developed to relax this assumption. Since then, numerous variants of
ICP emerged [69]. The NDT [58, 72] uses the same general idea as ICP, although with a
different representation of the obstacles.
It is important to note that in practice, for a UAV, several sources (IMU, the map, a
camera) would be fused to get the final odometry. Not only would this fusion results in
more precise odometry, but the odometry would also be computed faster: the controller
of the UAV, for instance, needs odometry data and the NDT map alone would be too
slow to provide it. An example of an odometry system fusing visual odometry and scan
registration to get the ego motion of a UAV is presented in the work of Droeschel et al.
[25].
The next section will present in more details the NDT algorithm and occupancy map-
ping, as well as their combination into NDT OM [21]. Then, a modification of the NDT
OM algorithm to make it mobile will be proposed, along with an improvement to the ray
tracing method. Finally, testing of the algorithm will be performed on two public datasets.
3.2 Background
In this section, some background is presented on ICP, the NDT and its combination with
occupancy mapping. Since the NDT related algorithms are spread over several publica-
50 CHAPTER 3. 3D MOBILE MAPPING IN REAL TIME
tions [5, 6, 21, 59–61, 72, 75], it can be difficult to understand the flow of procedures
required to build a complete map. This section aims to present the different techniques
in a coherent manner and with details, to have a complete understanding of the whole
process, from a set of point clouds, to a map.
Furthermore, a new method is proposed to build up on the NDT OM algorithm1. The
proposed implementation is described in more details in Section 3.3.
3.2.1 Rigid transforms and coordinate frames
This section describes the conventions used to describe rigid transforms. A rigid trans-
form is described by a four by four matrix T so that
T =
 R t
0 0 0 1
 , (3.1)
with R being a three by three rotation matrix (i.e. R ∈ SO(3)) and t a three by one
translation vector. The notations rot(T) and trans(T) refer to R and t respectively. If i
and j are two reference frames, the rigid transform Ti→ j sends an element from reference
frame i into j, or in other word, if xi is a homogeneous vector expressed in frame of
reference i, and x j is expressed in j, the following equality holds:
Ti→ jxi = x j. (3.2)









If P is a point cloud composed of points xi expressed in homogeneous coordinates
1https://github.com/OrebroUniversity/perception_oru/tree/port-kinetic
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and T is a rigid transform, the notation TP designates a new point cloud composed of the
points Txi.
Three reference frames are used:
• the world reference frame, which represent the outside world (denoted w),
• the map reference frame (denoted m). Note that, by definition of the proposed algo-
rithm, the rigid transform between the map reference frame and the world reference
frame can only be a translation, since the map is never rotated with respect to the
world reference frame.
• the sensor reference frame, aligned with the sensor that acquires the localisation
data (denoted s).
Note that this way, the rotation in Tm→w is always the identity matrix.
3.2.2 Basic ICP
For clarity purposes, a basic version of the ICP algorithm is described here since the gen-
eral idea of this algorithm is the same as the NDT. Given two point clouds P1 and P2, and
an initial rigid transformation T1→2init , the algorithm aims to find the final rigid transforma-
tion between the two point clouds T1→2. The algorithm is described in Algorithm 3.1.
The algorithm operates by incrementally minimising the error between each associ-
ated points inside a pair. After a refinement to the rigid transform is found, it is added
the current rigid transform. The process then goes on until the error is small enough. The
challenge mostly lies in the point association part: given a point in the first point cloud,
which is the corresponding point in the second point cloud? In the original algorithm,
the points that are the closest are associated together. As presented here, the algorithm
relies on the fact that there is a full overlap between the two point clouds, which is not
guaranteed in practice. Thus, it is necessary to filter outliers and apply a weight to each
pair in the error function. It is also possible to use other strategies such as point-to-plane
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Algorithm 3.1: The ICP algorithm
Input : two point clouds P1 and P2,
an initial rigid transformation T1→2init .
Output: rigid transformation between the two point clouds T1→2.
1 T1→2 = T1→2init ; // Initialise the rigid transformation
2 do
3 P = T1→2P1;
// Associate each point p1i of P with a point p2j of P2,





5 for each p1i ∈ P do







9 ε (P,P2) = ∑S∈(p1i ,p2j)‖p
1
i −p2j‖; // Compute the error
10 T1→2 = argminT1→2 (ε (P,P2)); // Minimise this error to get a
partial transformation
11 while ε is too large;
12 return T1→2;
association [73, 74], that minimises the error along the normal of the surface only. To
go further, Generalized-ICP [71] considers that each point is generated from a Gaussian
distribution, centred on the observation. This can be viewed as plane-to-plane matching.
The association stage can be speeded up by the use of KD-Trees [76] to find the closest
point, giving the point association a computational complexity of O(n logn).
3.2.3 The 3D Normal Distribution Transform (NDT)
The general structure of the NDT algorithm is similar to ICP: the principle is still to
incrementally refine the rigid transformation by minimising an error metric computed
over both scans. The difference is in the representation: instead of dealing with the raw
points, the NDT uses another representation of the scan, a set of Gaussian probability
distributions.
The NDT was first developed in 2D [58], then extended to 3D [72]. A remarkable
advantage of the NDT is the odometry estimation that can be derived from it [59, 61].
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However, in this thesis, its main interest lies in its obstacle representation model.
The first step in the NDT pipeline is to divide the space in regular cubic cells. Let a
point cloud P composed of points p ∈ R3 be the output of the sensor. Then for each cell
Ci containing |Ci| points (more than a fixed threshold), the mean and covariance of the








(p−µ i)(p−µ i)T . (3.5)
For a given point x, the probability to belong to the obstacle in cell Ci is defined by
a normal distribution: N (x|µ i,Σi). Let the set of Gaussian distributions computed from
a point cloud P be called NDT(P). As such, a set NDT(P) composed of n cells can be
defined as:
NDT(P) = [(|C1| ,µ 1,Σ1) , · · · ,(|Cn| ,µ n,Σn)] . (3.6)
In the following, the number of occupied cells in an NDT is written |NDT(P)|.
In the original 3D NDT [59], a new point cloud is matched against an NDT represen-
tation. The registration method has been improved by matching the NDTs representation
directly [60]. This modified version, coined D2D NDT (Distribution to Distribution NDT)
was found to be more precise and faster than the original version [60]. This is the match-
ing method adopted in the proposed algorithm. In addition, a more in depth examination
of the D2D NDT has been carried out by Stoyanov et al. [75], describing the rotation
representation problem and a way to estimate the covariance of the odometry based on a
more accurate estimation of the variance of the objective function considering the noise
of the input [77].
As described in the D2D NDT [60], given an NDT model NDT(P), the likelihood
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N (x|µ i,Σi). (3.7)
Then, if T is a rigid transformation, characterized by a rotation matrix R and a trans-
lation vector t, the transformation of an NDT by T is defined as:
T(NDT(P)) = [(|C1| ,T(µ 1) ,T(Σ1)) , · · · ,(|Cn| ,T(µ n) ,T(Σn))] , (3.8)
where
T(µ i) = Rµ i + t, (3.9)
T(Σi) = RΣiRt . (3.10)
(3.11)
From there, as described in [75], it is possible to define a distance between two NDTs
based on the L2 norm for a given rigid transform between the NDT models:
DP1,P2 (T) =
∫










The first two terms in equation (3.13) are constant with regard to T since the rigid
transformation of an NDT model only shifts and rotates the Gaussian distributions. Thus
an integration over R3 is not affected by this transform. Then, the distance between two
3.2. BACKGROUND 55






















The following identity is now used:
∫
N (x|µ i,Σi)N (x|µ j,Σ j)dx =N (0|µ i−µ j,Σi +Σ j) (3.16)
This identity is proposed in [78], but is not proved, so a proof is included in Ap-
pendix B.1.

















Thus, the objective function to minimise in order to get the rigid transform is, with













Rµ j + t−µ i
)t (
Σi +RΣ jRt
)−1(Rµ j + t−µ i)) .
(3.18)
More details on the tuning parameters d1 and d2 can be found in the work of Stoy-
anov, Magnusson, and Lilienthal [60]. The derivatives of fobs can be computed analyti-
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cally [75]. The rigid transform that realises the minimisation of fobs is called T∆. Note
that, by definition, the Gaussian distributions from different cells of the same NDT should
be disjoint. Thus it is reasonable, for a given cell C, to limit the computation of the ex-
ponential in equation (3.18) to the cells close to C. The standard approach is to use only
the closest cell [60] or a neighbourhood around the centre cell [5]. This results in re-
duced computational requirements. In other words, the double sum in equation (3.18) is
not actually computed, because the association only considers cells close enough for the
exponential to be high enough.
In order to get a better, but slower, registration result, it is possible to use the multi
resolutions method described in the original point to distribution matching [59]. The idea
is to build several NDTs from the same scan, but with different cell sizes (i.e. different
resolutions). Then, the first registration is performed with the lowest resolution, and the
result is fed as an initial guess to the next registration, between the NDTs with a higher
resolution. The process is repeated until the highest resolution is reached.
Now that the registration method has been explained, several advantages of 3D NDT
can be mentioned:
• 3D NDT uses analytical derivatives of the objective function.
• The covariance matrix is computed directly from the point cloud, and does not
require any additional assumption such as planarity.
• The algorithm operates on the NDT representation directly, not on the point cloud,
which reduces the number of operations. For the same reason, the memory scaling
is better compared to an algorithm operating directly on the point cloud.
A drawback of the NDT is the requirement to build the Gaussians: if few points are
available, then the resulting Gaussian can be impossible to compute or a degenerated case.
A solution to this problem is proposed by Hong and Lee [79]. The authors use the noise
of the LIDAR to define a probability for each point sample. This method increases the
precision of the matching process, but slows the algorithm down.
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3.2.4 Fusion of two 3D NDT representation
It was shown how to register two NDT representation in the section before. Once the rigid
transformation between both point clouds is estimated, a fusion scheme to combine both
in a single NDT representation was proposed [21]. The idea is that, once the registration
is complete, the new scan can be moved to the world reference frame and then a new
NDT can be computed. The new NDT representation, as well as the former one, which
will be called global in the following, should then have perfectly aligned grids. Thus, for
each cell, the mean, covariance, and number of points have to be combined. The chosen
method [21] was inspired from a prior work on variance fusion [80] and called Recursive













, the RSC scheme creates a new cell
with mean µ i+ j, covariance Σi+ j, and number of points ni+ j so that:
µ i+ j =






















ni+ j = ni +n j. (3.21)
It was shown that the RSC scheme provides results that are quite similar to the one ob-
tained if the new mean and covariance are computed directly from all the actual points in
the cell [21]. A weakness of the RSC is the unbounded growth of the quantities multiplied
by ni and n j (e.g., niµ i or (ni−1)Σi). In practice, those values will overflow with enough
runtime. To solve that, Adaptive Recursive Sample Covariance (ARSC) was developed in
the same work [21]. The idea is to define a threshold Mmax for the number of points. It is
considered that above this threshold the influence of n additional points, with nMmax,
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bring small changes to the mean and covariance of the cell. When the number of points
in a cell goes above Mmax by n, the mean and covariance are scaled by Mmax/(Mmax +n)
and (Mmax−1)/(Mmax +n−1) respectively, and the total number of point is then capped
at Mmax.
An interesting thing to note is that this scheme allows multi resolution maps: by
keeping an NDT representation at the finest resolution, it is possible to build NDT at lower
resolutions. Thus, it is possible to apply multi resolution matching (see Section 3.2.3)
to register the NDTs although it was deemed too slow for a real time implementation
by Stoyanov et al. [5].
3.2.5 Obstacle representation with Occupancy Mapping
Since the NDT representation relies on dividing spaces into regular cubic cells and com-
puting the odometry, it looks tempting to combine it with occupancy maps. The original
occupancy map concept [52, 53] is to divide the space in regular cells. Each cell has two
possible states: occupied or free. The probability for a cell to be occupied is updated with
each new measurement. The basic occupancy mapping theory is described in this section,
a more detailed coverage can be found in the book of Thrun [81]. It is followed by the
adaptation of occupancy mapping to the NDT representation [21].
The notation Ci is still used to describe a cell, m is the map (i.e. the collection of all the
Ci), Z1:t is the set of measurements from the initial time to time t (a set of measurements
Zt at time t is a set of 3D points zit), and l1:t is the set of all the poses of the robot. The
ultimate objective is to compute the posterior probability:
p(m|Z1:t , l1:t) . (3.22)
In other words, the objective is to update the probability for a cell to be occupied, for
all cells of the map. In this section, this update is formulated using the log odd notation.
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In order to make the problem numerically solvable, it is necessary to approximate
each cell as independent from each other. In practice, this is often imprecise, since an
obstacle might span several cells. This approximation was shown by Thrun [81] (chapter
9.4) to be valid only for sensors that have a narrow field of view for a given obstacle (e.g.,
a LIDAR).
With this approximation, the posterior probability (3.22) can be written as a product
of the probability p(Ci) that the cell Ci is occupied:
p(m|Z1:t , l1:t) = ∏
i
p(Ci|Z1:t , l1:t) . (3.23)
Using Bayes’ theorem gives us the following (see Appendix B.2 for proof):
P(Z|X ,Y ) = P(Y |Z,X)P(Z|X)
P(Y |X)
(3.24)
Applying this to the probability of a single cell being occupied p(Ci|Z1:t , l1:t) gives:
p(Ci|Z1:t , l1:t) =
p(Zt |Ci,Z1:t−1, l1:t) p(Ci|Z1:t−1, l1:t)
p(Zt |Z1:t−1, l1:t)
. (3.25)
A Markov assumption stating that, given the state of a cell, the previous observations
do not inform us about the current observation gives:
p(Zt |Ci,Z1:t−1, l1:t) = p(Zt |Ci, lt) . (3.26)
This assumption might seem problematic: since a single cell is considered, and not
the whole map, this assumption would fail if the sensor observations link several cells.
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However, if again, a sensor with a narrow beam is considered, then it is less likely to link
several cells (i.e. to suppose an obstacle is present in several adjacent cells from a single
measurement). Additionally, the probability of a cell being occupied does not depend on
the current position of the robot if only past measurements are considered. Moreover, the
probability of a measurement being observed at time t only depends on the position at
time t. In other words:
p(Ci|Z1:t−1, l1:t) = p(Ci|Z1:t−1, l1:t−1) , (3.27)
p(Ci|lt) = p(Ci) . (3.28)
Using equation (3.26) and (3.27) in equation (3.25) yields:
p(Ci|Z1:t , l1:t) =
p(Zt |Ci, lt) p(Ci|Z1:t−1, l1:t−1)
p(Zt |Z1:t−1, l1:t)
. (3.29)
Using equation (3.24) yields:
p(Zt |Ci, lt) =
p(Ci|Zt , lt) p(Zt |lt)
p(Ci|lt)
. (3.30)
Inserting equation (3.30) into equation (3.29) and using equation (3.28) to simplify
the denominator gives:
p(Ci|Z1:t , l1:t) =
p(Ci|Zt , lt) p(Zt |lt) p(Ci|Z1:t−1, l1:t−1)
p(Ci) p(Zt |Z1:t−1, l1:t)
. (3.31)
Now, the same can be done for the opposite event (i.e. the cell Ci is empty). Let us
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Equation (3.33) gives a recursive and efficient way to compute the probability of oc-
cupancy of a given cell. In order to avoid discontinuities when probabilities are near 0 or
1 and avoid multiplying small floating point numbers, the log odds notation is used:






A plot of the lodd function is provided in Figure 3.1.
Writing equation (3.33) with the lodd function gives:
lodd (Ci|Z1:t , l1:t) = lodd (Ci|Zt , lt)+ lodd (Ci|Z1:t−1, l1:t−1)− lodd (Ci) (3.35)
Equation (3.35) is the basis of occupancy grid mapping. The last term is a prior
probability, which can be set to zero if there is no initial information about the map (i.e.
p(Ci) = 0.5). This will be assumed to be the case in the following. The probability
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Figure 3.1: lodd function
p(Ci|Zt , lt) is called the inverse sensor model, since it gives the probability of a cell being
occupied according to a measurement. A forward sensor model would give the probability
p(Zt |Ci, lt), which is much more difficult to compute since the space of measurement is
bigger than the binary state of occupied or not occupied.
From now on, the probability of a cell being occupied (i.e. p(Ci|Z1:t , l1:t)) will be
called the occupancy occi (t). Equation (3.35) gives us the following formula to update
the occupancy of a given cell using the log odd function:
lodd (occi (t)) = lodd (occi (t−1))+ lodd (Ci|Zt , lt) . (3.36)
There is a problem with this update equation in a dynamic environment. If a cell
is repeatedly observed occupied (or empty), the absolute value of lodd (occi (t)) in equa-
tion (3.36) will grow unbounded. As a result, if the state of the cell dynamically changes,
the log odd of the occupancy value will need to go back to 0 before this change is per-
ceived in the map. In other words, if a cell is observed occupied n times, it will have to be
3.2. BACKGROUND 63
observed empty n times before the state of the map changes accordingly. This problem
has been examined by Yguel, Aycard, and Laugier [82] and a popular solution is to clamp
the value of the log odd occupancy [21, 57]. Let Kocc be a positive real constant: after
updating lodd (occi (t)) with equation (3.36), the following operation is applied to the log
odd of the occupancy:
lodd (occi (t)) =

−Kocc if lodd (occi (t))<−Kocc,
Kocc if lodd (occi (t))> Kocc,
lodd (occi (t)) otherwise.
(3.37)
By doing this, there is effectively a cap on the occupancy. The higher Kocc is, the
slower the map will adapt to dynamic changes. On the opposite, lower values of Kocc will
make the map update faster meaning more sensitivity to potential outliers.
3.2.6 Occupancy mapping and NDT
The association between occupancy mapping and NDT was developed in 2013 and re-
sulted in NDT Occupancy Map (NDT OM) [6, 21]. This section aims to explain how this
association works.
A standard occupancy grid in 3D is considered, as defined in Section 3.2.5. The same
grid is then used to compute an NDT representation, as described in Section 3.2.3. This
means that inside a cell, there are 4 elements:
• A log odd occupancy value.
• If the cell is occupied, a mean vector, a covariance matrix and a number of points are
defined. Those element describe the spatial probability distribution of an obstacle
inside this cell.
There is then a total of 11 numbers to store per occupied cell (1 for occupancy, 1 for
the number of points, 3 for the mean, 6 for the covariance).
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In this section, a single measurement zt is considered, which for a LIDAR sensor
would be a 3D point corresponding to the end of the ray, in the set Zt . As outlined in
equation (3.35) an inverse sensor model is needed in order to update the occupancy in
each cell, i.e. a probability, for a cell Ci, a measurement zt , and a pose lt :
p(Ci|zt , lt)
The inverse sensor model described in the NDT OM [21] uses raytracing. The later com-
putes for each 3D point measurement zt the set St of all the cells that are traversed by the
ray from the sensor to the measurement. For each cell in St , the occupancy needs to be
updated. According to equation (3.34), if the occupancy is superior to 0.5, then the value
of the log odd occupancy (which is what is actually stored) will increase. In the opposite
case, the occupancy will decrease. The difference with NDT OM [21] is that there might
be a distribution describing an obstacle inside a cell.
As a reminder, in the standard occupancy theory, there is no Gaussian distribution
inside a cell, a cell can only be empty or occupied. This means that if Ci ∈ St (i.e. the cell
is traversed by the ray), the probability p(Ci|zt , lt) in equation (3.36) is a constant. This
constant is superior to 0.5 when zt is inside Ci (i.e. the cell is occupied), else inferior to
0.5 (the cell is considered empty, because traversed by the ray).
However, with NDT OM, it is possible to be more precise: a cell can now be partially
occupied. Thus, it is possible that a ray passes through a cell containing a Gaussian
distribution. In this case, the occupancy can be reduced according to the consistency
between the location of the ray inside the cell and the distribution. In other words, if
the path of the ray is consistent with the distribution inside the cell, then the log odd
occupancy should decrease very little. For instance, if the Gaussian distribution occupies
the left part of the cell and the ray goes through the right part of the cell, then the Gaussian
position is consistent with the path of the ray. If, however, the path of the ray is not
consistent with the distribution inside the cell (e.g., the ray overlaps with the distribution),
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then the distribution inside the cell might be erroneous. In this case, the log odd occupancy
should more sharply decrease. Erroneous Gaussians might appear for several reasons,
including wrong odometry, dynamic environment or a multi modal distribution of points
inside the cell.
The strategy to evaluate the consistency between a ray and a Gaussian distribution
proposed in the original implementation is as follows [21]: for any point xm on the ray,
there is a probability p(xm|N (µ i,Σi)) that this point is explained by the distribution
inside the cell. There is also a probability p(xm|zt) that xm can be explained by the
measurement zt . In order to evaluate this consistency, those two probabilities and the
point to compute them have to be determined. A Gaussian distribution is assumed inside
the cell:














For the probability p(xm|zt), it is assumed that the distance between xm and zt can be












It is now necessary to find which point on the ray to consider for evaluating those two
probabilities. NDT OM [21] proposes to evaluate them at the point xM that maximises
p(xm|N (µ i,Σi)) (remember that xm is constrained to be on the ray). This point can be
found analytically as shown by Saarinen et al. [21], the details of the minimisation are
added here. Assuming with no loss of generality that the position lpt is the origin of the
sensor, a point xm on the ray can be expressed as:
xm = λd+ lpt , (3.40)
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with
d = zt− lpt . (3.41)



























































At this point, the minimum is shown to exist (since dtΣ−1i d is strictly positive). If
h(λ ) = λ 2dtΣ−1i d+ 2λd
tΣ−1i (l
p




(λ ∗) = 0,






Inserting λ ∗ into equation (3.40) gives xM.
Qualitatively, there is consistency between the ray and the distribution inside the cell
if p(xM|N (µ i,Σi)) (equation (3.38), the point is well explained by the Gaussian distri-
bution in the cell) is high and p(xM|zt) (equation (3.39), the end point is close to xM) is
high as well. On the other hand, if p(xM|N (µ i,Σi)) is low and p(xM|zt) is low, this is
consistent too: the ray passes far enough from the distribution. The inconsistency arises
when p(xM|N (µ i,Σi)) is high, which means a point should be observed, but p(xM|zt) is
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low, so xM is still far from the end point. In this case, there is probably a false positive:
the distribution models an obstacle that is absent or smaller. To summarise, the occupancy
should be penalised more when p(xM|N (µ i,Σi))(1− p(xM|zt)) is high.
For this reason, the occupancy update of a cell is defined as follows [21]:
p(Ci|zt , lt) =

α < 0.5 if the cell is empty,
β > 0.5 if zt is in the cell,
0.5− γ p(xM|N (µ i,Σi))(1− p(xM|zt)) otherwise.
(3.44)
If the cell is empty or contains zt (thus is considered occupied), the update is the same
as standard occupancy mapping. If the cell contains a distribution, but not zt , then the log
odd occupancy will be lowered by an amount that depends on the consistency between
the ray and the distribution inside the cell. The more consistent they are, the closer the
occupancy will be to 0.5.
The tuning constants α and β are positive in the interval [0,1] and dictate the speed at
which the cell occupancy changes. It has been noted by Saarinen et al. [21] that α should
depend on the actual trajectory of the ray. If a ray can pass through a partially occupied
cell, then the fact that it passes through a cell with no distribution does not mean that the
cell is empty. It only shows that the part covered by the ray is empty. Thus, the choice of
a constant value for α is a commodity due to the absence of a simple way to encode this
information [21]. The tuning constant γ encodes the speed at which a partially occupied
cell is penalised. It can be noted that since p(xM|N (µ i,Σi))(1− p(xM|zt)) ∈ [0,1], γ
should be in [0,0.5] to guarantee an occupancy between 0 and 0.5.
3.2.6.1 A raytracing example
The raytracing process is illustrated in Figure 3.2. On this figure, a single ray from the
LIDAR to the measurement zt is represented. This ray goes through four cells. The Gaus-
sian distributions inside each cell are represented by red ellipses. There are four different
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situation illustrated. In the cell C1, the ray crosses an occupied cell but is consistent with
the distribution inside the cell. In the cell C2 the ray crosses an occupied cell as well, but
this time is not consistent with the local distribution. The cell C3 is empty and the cell C4
contains the final point.
The first cell, C1, is not empty: it contains a distribution. Let µ 1 be the mean of this
distribution, and Σ1 its covariance. The objective is to determine if the path of the ray is
consistent with the Gaussian distribution inside the cell. In order to do this, the point x1M is
computed for this cell by using Equations (3.40) to (3.43). This point represents the point
of the ray that is the most likely to be generated from the distribution. Then, the actual










computed from equation (3.39). Looking at C1, both those probabilities are low: x1M is









is low as well. Using equation (3.44) to compute the cell occupancy
update, the discussed case is the third one: the cell is not empty and zt is not in the








. Since those two
probabilities are low, p(C1|zt , lt) is close to 0.5. The log odd is applied to p(C1|zt , lt)
as shown in equation (3.34). In this case, the result is a small negative value. Finally,
this value is added to the log odd occupancy of the cell C1, as per equation (3.36), while
clamping the value using equation (3.37). Since in this case the ray is consistent with the
distribution, the log odd occupancy of the cell was only slightly reduced.
The second cell, C2, is not empty as well. The exact the same steps as for C1 are




. This time, x2M can be well

















is close to one. Equation (3.44) then produces a probability p(C2|zt , lt)
that is low, which means that the value of the log odd occupancy will be very negative.





Figure 3.2: Illustration of the raytracing process. This process changes the occupancy
inside each cell. Invalidated Gaussian distributions are deleted.
The cell C3 is empty, the occupancy update value is then α , as indicated in equa-
tion (3.44). Since α < 0.5, the log odd occupancy of the cell is reduced.
Finally, the cell C4 is occupied, but contains the measurement zt . This is the second
case of equation (3.44). The occupancy update is β , which is greater than 0.5, thus the
log odd occupancy of the cell increases. The only case where the log odd occupancy of a
cell increases is when this cell is observed as occupied.
It is important to note that the raytracing process only modifies the occupancy value
inside a cell. The mean, covariance and number of points are modified during the cell
fusion described in Section 3.2.4.
3.2.6.2 The complete NDT OM algorithm
It is now possible to combine the original NDT OM algorithm [21] with the registra-
tion [60] to create a map from a point cloud. Such a combination was proposed in 2013
by Stoyanov et al. [5]. A complete description of the procedure is proposed in Algo-
rithm 3.2.
Several modifications can be brought to this algorithm. It is possible to use another
way of registration, although in this case, the advantage is that a scan is not kept after
use. Regarding the ray tracing process, which requires a lot of computational power, it is
possible to reduce the number of rays while keeping a good precision [6]. Instead of using
all the points p in Pglobal, NDT∗global can be built beforehand and raytracing only uses the
mean of the cell containing the point. To achieve this, the update equation (3.36) needs to
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Algorithm 3.2: A complete mapping algorithm using NDT OM [5]
Input : A point cloud P in the sensor reference frame and a current NDT
representation of the map NDTglobal
Output: An updated NDT representation NDTglobal of the global map
1 Construct a local NDT representation NDTlocal from P (see Section 3.2.3);
2 Perform registration between NDTglobal and NDTlocal to get the rigid
transformation Tl→g between both (see Section 3.2.3);
3 Use Tl→g to align P in the global reference frame : let Pglobal be this new point
cloud;
4 for all points p ∈ Pglobal do
5 Get all the cells C1, · · · ,Ck in NDTglobal traversed by the ray from the sensor
to p;
6 for each cell Ci,i∈1:k do
7 Update the log odd occupancy of Ci with equation (3.36) and (3.44);
8 end
9 end
10 Compute an NDT representation from Pglobal. Let it be NDT∗global (see
Section 3.2.3);
11 for all cells C ∈ NDT∗global do
12 Fuse C into NDTglobal using RSC or ARSC (see Section 3.2.4);
13 end
be modified to add the occupancy as many times as the number of points in the final cell.
The resulting algorithm is described in Algorithm 3.3. It greatly reduces the number of
raytracing operations. For this reason, this idea has been kept in the proposed algorithm.
Let Np be the number of points in a new point cloud, Ng the number of Gaussian distribu-
tions created from this point cloud and Mg the number of Gaussian distributions currently
in the map. The time complexities of the algorithm are: O(Np) for the creation of an
NDT map from the point cloud, O(Mg +Ng) for the matching (note that the quadratic
complexity O(MgNg) is avoided since only a fixed neighbourhood of a given Gaussian
distribution is considered), O(Np) for the raytracing process of Algorithm 3.2 (cut down
to O(Ng) in Algorithm 3.3) and O(Ng) for the final map fusion.
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Algorithm 3.3: A modified version of the NDT OM algorithm, including a
speed optimisation [6]
Input : A point cloud P in the sensor reference frame and a current NDT
representation of the map NDTglobal
Output: An updated NDT representation NDTglobal of the global map
1 Construct a local NDT representation NDTlocal from P (see Section 3.2.3);
2 Perform registration between NDTglobal and NDTlocal to get the rigid
transformation Tl→g between both (see Section 3.2.3);
3 Use Tl→g to align P in the global reference frame : let Pglobal be this new point
cloud;
4 Compute an NDT representation from Pglobal. Let it be NDT∗global (see
Section 3.2.3);
5 for all cells C∗ ∈ NDT∗global do
6 Get the number of points n and mean µ of cell C∗;
7 Get all the cells C1, · · · ,Ck in NDTglobal traversed by the ray from the sensor
to µ ;
8 for each cell Ci,i∈1:k do
9 Update the log odd occupancy of Ci with equation (3.36) modified as
follows: lodd (occi (t)) = lodd (occi (t−1))+nlodd (Ci|µ , lt) ;
10 end
11 end
12 for all cells C ∈ NDT∗global do
13 Fuse C into NDTglobal using RSC or ARSC (see Section 3.2.4);
14 end
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3.3 NDT RC: normal distribution transform occupancy
map with recentring
A problem with the NDT OM algorithm is the stationary state of the map: the map is
expressed in a fixed reference frame, thus the robot can potentially leave the map. In
order to allow movement beyond the limits of the initial map, it is possible to divide the
map in submaps that are saved on the disk and reloaded when needed [5]. This solution
is interesting if keeping the whole map is a requirement of the application. In order to
perform obstacle avoidance, a coherent global map is not required, so it is proposed to
use a map that would move with the robot without keeping out of bounds obstacles. Such
a method does not rely on disk storage and is more efficient in memory, since a smaller
part of the map has to be stored. It can be argued that the global coherence of the map
is then negatively affected, but testing proves that precise global maps are still computed
(see Section 3.5). On the other hand, the problem of loop closure present in NDT OM
fusion [5] does not occur. If the formerly visited areas are stored, when the robot goes
back to the same area, the matching is more difficult if the odometry drifted. A moving
map does not suffer from this issue.
The proposed mapping algorithm differs from the original NDT OM fusion algo-
rithm [5] on two points:
• a single map that moves with the robot is used, without storing submaps on the disk,
• the raytracing algorithm has been modified.
The algorithm was implemented in C++. The following section describes the algo-
rithms that performs the recentring of the map and the raytracing.
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3.3.1 The recentring algorithm and its implementation
3.3.1.1 Principle of the algorithm
The principle of the recentring algorithm is the following: the map starts centred on the
robot. When the robot goes further from the centre than a fixed threshold dthrc, the map
moves so that its new centre is the cell that the robot is currently occupying. Note that the
map can only be translated this way, it does not rotate. This process is illustrated in Fig-
ure 3.3. The robot is initially at the centre of the grid map, populated by some Gaussians
represented in blue and red. After a first movement, the distance from the centre of the
map to the robot is still inferior to dthrc, thus no recentring is needed. However, after the
second movement, the robot is now further from the centre than dthrc. The new cell at the
centre of the map is the cell in which the robot currently is, outlined in magenta. The map
is shifted so that this cell goes to the centre. All the cells that are outside the new map,
such as the cell hosting the red Gaussian, are discarded.
It follows that the choice of dthrc does not influence the mapping precision directly,
only the speed of the algorithm. The smallest dthrc is, the more often the map has to
be recentred, which slows the algorithm down. However, if dthrc is too large, then some
points from a point cloud might appear out of bound while being close to the robot. This
poses a safety issue. Thus, it is recommended to set dthrc so that (smap−dthrc)/2, with
smap the size of the map, is a reasonable security distance with regard to the speed of the
robot.
The challenge to tackle when implementing the recentring is the aliasing issue: care
has to be taken to not overwrite a cell before it is moved. The exact implementation is
described in Algorithm 3.5.
3.3.1.2 Data structures used
The following considers a 2D map to allow for a clearer representation, but the extension
to 3D is straightforward.











Figure 3.3: Illustration of the recentring algorithm
The chosen implementation is to use three different structures to describe the map.
Those structures are described in Figure 3.4.
The first element is the map, which only hosts indices, but no actual data. Initially, the
map is full of zeros. The indices in the map link each cell to a second array: the list of
active cells. The list of active cells initially has a single component, which is special and
will remain unused and empty. A cell is considered active if one of those two conditions
is met:
• there is a 3D point to add to the cell,
• the raytracing algorithm passes by the cell.
Note that this way, an empty cell is considered active and thus tracked, since the occu-
pancy value of an empty cell should be kept. Once a cell is active, it stays active until it
goes out of the map limits due to recentring. The data of the cell (i.e. its mean, covariance,
occupancy, and number of points, such as described in Section 3.2.3) are stored inside the
list of active cells. In the example of Figure 3.4, there are 4 active cells: 1, 2, 4 and 5.
The list of deleted cells hosts the indices in the list of active cells that correspond to cells
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0 0 0 5 0 2 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
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Figure 3.4: Structures used to manage the map
deleted after the recentring. In this case, that would be the cell 3, which is not present
on the map anymore. When a new active cell is added, if the list of deleted cells is non
empty, then its first element is chosen to host the new data of the active cell. If the list of
deleted cells is empty, then an element is added to the list of active cells. This allows to
keep a list of active cells that is relatively dense.
The list of active cells represents an overhead compared to a map that would only host
the actual cell data. However, it has two advantages.
First, using a list of active cells results in a lower memory usage in the vast majority
of situations. Indeed, let sdouble be the size, in bits, of a double precision floating point
number, and sunsigned the size of an unsigned integer. For nactive cells, ndeleted cells, and a
total number of cells in the map noted ntotal , the memory requirement of our scheme is,
in bits:
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Figure 3.5: Ratio of the memory needed compared to a standard approach






For standard values of 64 bits for sdouble and 32 bits for sunsigned , the ratio mlist/msimple
is plotted in Figure 3.5 as a function of nactive/ntotal , with different quantity of deleted
cells in the list of active cells.
Figure 3.5 shows that until the map reaches more than 85 % of the cells occupied,
which is unlikely is a standard environment, the proposed scheme is more efficient in
memory.
The second advantage is speed: if the active cells are separated, it is faster to loop
through them for common operations, rather than looping through all the cells of the
map. The matching stage is a good example, where it is required to loop through all
active cells in the NDT formed by a new scan.
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3.3.1.3 The recentring algorithm
What can be noted from this implementation is that the link from the map to the list of
active cells is direct, however, the opposite is not true. While looping through the active
cells, it is not possible to get the corresponding map cell for the active cells which do
not have a Gaussian inside because of the absence of mean. This is a problem for the
recentring algorithm because, for speed reasons, it is desirable to loop through the active
cells to move them. It is thus desirable to be able to find a map cell corresponding to an
active cell. For this reason, if an active cell does not host a Gaussian, its mean is set to the
centre of the cell. This ensures that each active cells has a valid mean, which allows to go
back to its spatial location (i.e. its map index).
This allows to perform recentring in an efficient way: the idea is to loop through the
list of active cells and use the mean to get back to the corresponding map cell. Then, there
are two distinct possibilities:
• the index stored in the map cell is the actual index of the considered active cells.
In this case, this index is moved at its new location in the map (note that there can
be a new index here, in this case it is overwritten, see the second point). If the new
location is outside the map, the index is instead added to the list of deleted cells. In
both cases, the former index in the map is deleted.
• If the index stored in the map cell does not match the active cell, this implies that
the index of this active cell was overwritten. In this case, the index of the active cell
is still copied to the new location, but the initial value is not erased. Again, if the
new location is outside the map, the index of the active cell is added to the list of
deleted cells.
In both cases, the mean stored in an active cell is updated.
This process is illustrated in Figure 3.6 for a map displacement of (−2,0). Figure 3.6a
depicts the initial state. There is already one deleted cell, and the list of active cells
contains, among others, the means to go back to the map coordinates. In order to simplify
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the depiction, the map coordinates are directly represented in the list of actives cells. The
active cell number 1 (Figure 3.6a), due to the displacement of the map, goes out of it.
Since the cell of coordinates (0,3) in the map hosts the index 1, this index can be erased.
Because this index goes out of the map, it is added to the list of deleted cells. Note that
a deleted cell is lost, if encountered again, it will be treated as a new cell. The result is
depicted in Figure 3.6b.
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(a) Before moving cell 1
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(b) After moving cell 1
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(c) Before moving cell 2
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0 0 0 0 0
0 0 0 0 0
0 0 0 4 0










(d) After moving cell 2
Figure 3.6: Illustration of the recentring algorithm for a considered displacement of
(−2,0) (part 1)
Now, the next cell in the list is cell number 2 (Figure 3.6c). Since the cell of coordi-
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(e) Before moving cell 4
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(f) After moving cell 4
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(g) Before moving cell 5
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0 4 0 0 0










(h) After moving cell 5
Figure 3.6: Illustration of the recentring algorithm for a considered displacement of
(−2,0) (part 2)
nates (4,4) hosts the index 2, actual index of the current active cell, it can be erased and
moved to its next destination, (2,4) where it overwrites 5. The internal coordinates of cell
2 are modified as well (see Figure 3.6d).
The next active cell, 3 is skipped because the cell is deleted. The next current active
cell is 4 (Figure 3.6e). Since the cell of coordinates (3,1) hosts the index 4, the content
of the map cell (3,1) can be deleted and moved to (1,1). The content of the active cell is
adjusted (Figure 3.6f).
The remaining cell is the number 5 (Figure 3.6g). This time, the map coordinates of
cell 5 are (2,4), but at those coordinates, the index in the map is 2, and not 5. Thus, the
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content of the map cell (2,4) is not erased, but 5 is still placed into the map cell (0,4),
and the content of the active cell is updated accordingly (see Figure 3.6h).
3.3.1.4 Complete NDT RC algorithm
When a new measurement is added at time t, the recentring algorithm needs three rigid




t−1→t−2. Initially, all those transform can be initialised as
the identity.
The detailed algorithm, named NDT RC (standing for NDT ReCentring) in the follow-
ing, is described in pseudo code by Algorithm 3.4, the recentring sub function is written
separately in Algorithm 3.5 and illustrated in Figure 3.6. The list of active cells is abbre-
viated Lac, the list of deleted cells Ldc, and the map M. The existing structures for the
map are indexed by g (so Lgac, L
g
dc and M
g define the current map). Since the current time





Similarly to the rigid transform conventions described in Section 3.2.1, the point
clouds are indexed according to the reference frame in which they are defined and their
time. For instance, Pst refers to the point cloud obtained at time t and expressed in the
sensor reference frame. The details about the update of the rigid transforms Ts→mt−1 and
Ts→mt−1→t−2 are as follows. Let T̃
s→m
t→t−1 be an estimation of the movement of the robot be-
tween t and t−1 and P̃mt the resulting estimation of the LIDAR point cloud in the frame
of reference of the map. T̃s→mt→t−1 is initialised to the inter frame transform between t− 2




Then the resulting point cloud is estimated:








Algorithm 3.4: The complete mapping algorithm: NDT RC
Input : A point cloud Pst in the sensor reference frame at time step t
Output: Mg, Lgac, Lgdc are updated and T
m→w
t , Ts→mt , Ts→mt→t−1 are created
// Transform the input cloud into the map reference frame. The
initial guess is the last inter frame transform, and is
applied here
1 P̃mt = Ts→mt−1 Ts→mt−1→t−2Pst ;
2 Build Ml and Llac from P̃mt (see Section 3.2.3);
3 Register {Ml,Llac} with {Mg,L
g
ac}, initial guess is the identity, the output is T∆
(see Section 3.2.3) If the registration fails, T∆ is the identity;
// Update the position of the robot, as well as the next inter
frame transform







// Create the actual point cloud that will be added
6 Pmt = Ts→mt Pst ;
// Get from it an NDT representing the new scan correctly
aligned
7 Build Ml and Llac from Pfinalt (see Section 3.2.3);
// Fuse {Ml,Llac} with {Mg,L
g
ac}
// Start with the raytracing to update the occupancy
8 for all cells C∗ ∈ Llac do
9 Get the number of points n and mean µ of cell C∗;
// Mg is used to perform the raytracing
// Get all the cells C1, · · · ,Ck in Lgac traversed by the ray
from the sensor to µ
10 C1, · · · ,Ck = raytrace(trans(Ts→mt ) ,µ )(see Algorithm 3.6);
11 for each cell Ci,i∈1:k do
12 Update the log odd occupancy of Ci with equation (3.36) modified as
follows: lodd (occi (t)) = lodd (occi (t−1))+nlodd (Ci|µ , lt) ;
13 end
14 end
// Then fuse the cells themselves
15 for all cells C ∈ Llac do
16 Fuse C into Lgac using RSC or ARSC (see Section 3.2.4);
17 end
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Algorithm 3.5: The recentring algorithm : recentre_map
Input : Ts→mt , L
g
ac, Mg






1 if norm(trans(Ts→mt ))> dthrc then
2 Compute the integer offset vector (in cells) necessary to recentre the map
tcellsoffset;
// This is the offset in meters, mres is the map resolution
3 tmetersoffset = mrest
cells
offset;
// Update the rigid transforms
4 trans(Ts→mt ) = trans(Ts→mt )− tmetersoffset ;





// Apply the recentring to the cells





7 C = Lgac (i);
// As noted above, for each cell in Lac, the physical
centre can be computed
8 xmcentre = get_cell_centre(C);
9 xmnew_centre = xmcentre− tcellsoffset;
10 if xmnew_centre is still inside Mg limits then
// If the cell, once translated, is still inside the






// Then it is decided whether to erase the index in
the former map cell
12 if Mg (xmcentre) == i then
13 Mg (xmcentre) = 0;
// We then update the mean of the cell
14 Get mean µ of cell C;
15 µ = µ − tmetersoffset
16 else
// In this case, the new cell is not inside the limits
of the map: the cell needs deletion. As above,
the need to erase the former map index is checked
17 if Mg (xmcentre) == i then
18 Mg (xmcentre) = 0;






24 Tm→wt = Tm→wt−1 ;
25 end
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This point cloud is used to build the first temporary NDT. The registration between
this NDT and the global NDT obtained from the current map gives T∆ so that:

















)−1 T∆Ts→mt−1 Ts→mt−1→t−2. (3.51)
At this point, Ts→mt and Ts→mt→t−1 have been updated and can be used to compute Pmt .
A new NDT is then created from Pmt and fused with the current map, as explained in
Algorithm 3.4.
3.4 Raytracing
This section describes our implementation of the raytracing process to update the cells.
Let the ray starts at point xstart and ends at point xend. The goal is to compute all the cells
traversed by the ray between xstart and xend to then modify their occupancy as specified in
Section 3.2.6.
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In order to get a cell on the path of the ray, a point inside this cell has to be found.
The very first cell is always the location of the robot. To find the next cell, the principle
of the algorithm is to detect the point on the intersection between a ray and the first cell
face. Since this point is on the limit between two or more cells, a small fixed distance is
added to this point in the direction of the ray, giving a second point which is now properly
inside the next cell. The process is then repeated until reaching the final cell for this ray.









0 if x = 0
1 if x > 0
−1 if x < 0.
(3.53)
Let c be the centre of the current cell, then if r is the resolution of the map, the





b contains the coordinates of each of the planes that can be traversed by the ray.
b represents the common vertex of the faces of the cell that can potentially be traversed
by the ray in the dr direction. This means that one of the three coordinates of b will
represent the closest intersection, i.e. the intersection with the face of the current cell.
The other coordinates are then determined by the equation of the ray. A point on the ray
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can be defined as:
xr = xstart +λdr. (3.55)
Thus, in order to get the intersection between the ray and any of the cell border, equa-
tion (3.56) is solved for λ .
b = xstart +λdr,
⇒ λi = b(i)−xstart(i)dr(i) if dr (i) 6= 0, for i ∈ J1,3K.
(3.56)
Since at least one component of dr has to be non zero, equation (3.56) provides at
least one valid value for λ , at most three. The smallest of those values is chosen, let it be
λm.
Finally, a small distance constant εrt is chosen, and a point in the next cell, xnext is
computed as:
xnext = xstart +(λm + εrt)dr (3.57)
The point xnext is then used to find the cell containing it. From there, xstart is updated
as xnext, and the algorithm continues until reaching the cell containing xend. The complete
algorithm is written in Algorithm 3.6.
A note about the implementation: in practice, the list of traversed cells is not returned,
but updated directly in the raytracing method.
The proposed raytracing algorithm is compared with the NDT OM implementation
available from the GitHub repository of the authors2.
Figure 3.7 and Figure 3.8 presents a visual comparison: the proposed algorithm is
on the left, the NDT OM implementation on the right. The start and end points are the
same for both algorithms. The cell size is 20 cm in this simulation. The number of cells
2https://github.com/OrebroUniversity/perception_oru/tree/port-kinetic, last pull
done on Tuesday 27th November, 2018
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Algorithm 3.6: The raytracing algorithm : raytracing
Input : Start and end points xstart, xend
Output: A list Lt of the traversed cells
1 Lt = /0;
2 xcurrent = xstart;
3 dr = xend−xstart‖xend−xstart‖| ;
4 drq = fdir (dr);
5 gap = ‖xend−xcurrent‖|2;
6 while gap > 0 do
7 Get cell C containing xcurrent;
8 Lt ←C;
9 if C contains xend then
10 Returns Lt ;
11 end
12 Get centre c of C and its size r;
13 b = c+ r2drq;
// The maximum value of a double is noted dmax
14 λ = [dmax;dmax;dmax];
15 for i ∈ J1,3K do
16 if dr (i) 6= 0 then
17 λ (i) = b(i)−xcurrent(i)dr(i) ;
18 end
19 end
20 λm = min(λ (1) ,λ (2) ,λ (3));
21 xnext = xcurrent +(λm + εrt)dr;
22 gap = ‖|xcurrent−xend‖|−‖|xnext−xend‖|;
23 xcurrent = xnext;
24 end
traversed, excluding the start and end cells, is shown on each image. The start and end
points are shown as well. When the cells are mostly traversed from one face to the oppo-
site (i.e. there is no "diagonal"), the algorithms act similarly (see Figure 3.7). However,
when the number of "diagonal" crossing increases, the proposed implementation regis-
ters more cells, as shown on Figure 3.8 from the number of updated cells. This means
that the proposed implementation is more sensitive to cells that the ray only slightly goes
through. Experiments (see Section 3.5.1) have shown that such a change would require
an adaptation of parameters α and β of the occupancy update process.




Figure 3.7: Comparison of raytracing methods. The proposed algorithm on the left, NDT
OM on the right
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(a)
(b)
Figure 3.8: Comparison of raytracing methods on more complicated examples. The pro-
posed algorithm on the left, NDT OM on the right
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Figure 3.9: Comparison of the number of traversed cells in function of the length of a ray
for both methods. Points are randomly generated
dom start and end points are generated. The random number generator follows a uniform
distribution between −5 m and 5 m. The cell size is still 20 cm. 1×106 pairs of points
were randomly generated, then the result was subsampled to allow printing. A scatter plot
of the result is shown in Figure 3.9, along with a linear fit. Note that the linear fit was
performed on the full data.
Figure 3.9 shows that the proposed method goes through approximately 69 % more
cells than the NDT OM implementation on average. Moreover, there is a physical lower
bound for the number of cell needed to go through a given distance. Let l be the distance
between the end and start of the ray. Let r be the size of a cubic cell. If the first and last
cell are not counted, the minimum number of cells needed to cover the distance l is Nlim:








This lower physical limit is plotted in orange in Figure 3.9. While the proposed
method never goes below this physical limit, the NDT OM implementation has some
points below it, which indicates missed cells in the algorithm.
3.5 Testing
In this section, the proposed algorithm is compared with the standard NDT algorithm on
several datasets.
3.5.1 Tuning of the raytracing with the TUM RGB-D SLAM dataset
In order to test the cell fusion scheme, the authors of the NDT OM algorithm [21] (section
4.1) used a down sampled version of a publicly available dataset from the TUM RGB-D
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SLAM repository [83]. This dataset is small, it contains 47 point clouds taken from a
Kinect RGB-D camera in an office. In order to test the quality of the map, it is possible
to accumulate all the scans into a single point cloud (using the odometry ground truth),
construct an NDT from this scan, and compare it to an NDT obtained by the fusion of each
NDT separately (while still using the odometry ground truth). It is proposed to perform
the same operation to tune the raytracing.
The evaluation uses several metrics to compare the two resulting NDTs:
• The mean error between the mean of two overlapping cells µ error.
• The mean likelihood L between two overlapping cells over all cells:
L = exp
(




The closer this value is to one, the better the map matches the ground truth.
• The number of false positives (Fpos) and false negatives (Fneg) (i.e. cells that are
considered occupied and should not be, and cells that are considered empty and
should not be). The number of cells that are occupied both in the ground truth and
the evaluation NDT are mentioned as the valid cells. The mean error and mean
likelihood are evaluated over this number of cells. When the matrix inversion in
equation (3.59) fails, this is counted as an error.
The NDT OM implementation used for this test was from the GitHub repository of the
authors3. A resolution of 0.2 m is used, the matching search range for cell neighbours to
compute the objective function is set to 2. The ARSC parameter Mmax is set to 5000. The
occupancy limit is set to 255. The values α , β , γ of equation (3.44) are set to their default
value of 0.45, 0.6 and 0.1 respectively. The operating system used is Ubuntu 16.04.
The results are reported in Table 3.1 for different values of α and β .
3https://github.com/OrebroUniversity/perception_oru/tree/port-kinetic, last pull
done on Tuesday 27th November, 2018
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Table 3.1: Error metrics of the TUM RGB-D SLAM dataset
Name α β µ error L Fpos Fneg Valid cells Errors
NDT OM 0.45 0.6 1.18 mm 0.996 0 217 1821 139
NDT RC 0.45 0.6 1.25 mm 0.996 6 400 1653 125
NDT RC 0.39 0.8 1.18 mm 0.996 6 274 1775 129
NDT RC 0.39 0.9 1.25 mm 0.996 6 213 1826 129
NDT RC 0.45 0.8 1.18 mm 0.996 6 233 1815 130
NDT RC 0.45 0.9 1.11 mm 0.996 6 183 1864 131
For reference, µ error and L as reported in the original NDT OM paper [21] for those
parameters are 1.5 mm and 0.995 respectively, so the current implementation seems to
perform a little bit better. This difference might be explained by the treatment of false
positives and false negatives, which is not explained in the original paper.
Regarding the results, it is seen that the mean error and mean likelihood do not change
much (compared to the baseline, ±0.07mm or 5.9% for the mean error, the mean like-
lihood stays the same). However, the number of false negatives can vary by as much as
84%. This difference can be explained by the differences in the raytracing algorithm:
since the proposed raytracing implementation passes through more cells, the occupancy
in the cells that are partly occupied will decrease as well. This is why an increase in β will
decrease the false negatives. However, care has to be taken when doing this: increasing
β means more confidence in the scan points’ location. Thus, increasing β can be com-
plemented by decreasing α , in order to increase the negative occupancy propagation from
raytracing.
3.5.2 Evaluation of the mapping algorithm
Evaluating the mapping quality is difficult, since a precise ground truth is required. That
is complicated to get in real world scenarios, especially in dynamic environments. For
this reason, an indirect approach is adopted: since the mapping and the odometry are
linked, the quality of the odometry can be considered as an indication of the quality of the
mapping. The odometry is easier to evaluate, since there are a number of public datasets
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available [84, 85]. For this reason, the NDT RC algorithm was tested on the quality of the
odometry it produces.
In order to evaluate the proposed algorithm, two publicly available datasets are used:
the Ford Campus Vision and Lidar Data Set [85] (referred to as the Ford dataset in the fol-
lowing), and the KITTI odometry dataset [84] (referred to as the KITTI dataset). The Ford
dataset was chosen because the basis of the NDT RC algorithm, that is the NDT OM [21],
was evaluated on it with a fusion mechanism to allow the robot to have a greater move-
ment range [5]. It is then interesting to be able to compare to it. The KITTI dataset [84]
has been chosen because it is a widely used tool: at the time of writing, the online bench-
mark4 contains 88 entries.
Both datasets are acquired outdoor using a car. The Ford dataset was acquired in urban
conditions, while the KITTI dataset contains 11 sequences acquired in various conditions.
Regarding the sensor used, both datasets use a Velodyne HDL-64E LIDAR5, at 10 Hz, to
acquire the data. The range of this LIDAR is 120 m. The Ford dataset uses an Applanix
POS-LV 420 INS with Trimble GPS6 as a combination of GPS and IMU to measure the
ground truth. The KITTI dataset uses an OXTS RT 30037 localisation system to provide
the ground truth.
3.5.2.1 Default parameters and runtime computation
Unless indicated otherwise, the parameters used for the tests are presented in Table 3.2
(see Section 3.2 and 3.3 for what those parameters refer to). Note that the results re-
ported on both the KITTI and Ford datasets are obtained with those same parameters to
avoid over fitting. The matching initialisation was made using the last valid inter frame
transform, i.e. at time t, the matching is initialised with Ts→mt−1→t−2.
The runtime shown is the wall clock time, not the CPU time, which means that it
should give a realist representation of the speed. By default, the time reported includes
4http://www.cvlibs.net/datasets/kitti/eval_odometry.php
5https://velodynelidar.com/hdl-64e.html
6Datasheet available at https://www.applanix.com/products/poslv.htm
7https://www.oxts.com/products/rt3000/
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Table 3.2: Values of the parameters used in the proposed algorithm
Parameter Value




Map width and depth 250 m








the whole algorithm, as described by Algorithm 3.4. Note that this program is entirely
single threaded, there is no multithreading involved in any of the parts, and it runs entirely
on the CPU. The computer used to run the tests has an Intel Core i7-6700 CPU, with a
base frequency of 3.4 GHz and 16 GB of RAM.
3.5.3 Evaluation on the Ford dataset
3.5.3.1 Error metrics
The main error metric on this dataset is the absolute trajectory error [83] (ATE). The ATE
is obtained after alignment of both trajectories [83], and measures the absolute error in
translation. The script used for the alignment can be found online8. With the conventions
defined in Section 3.2.1, if Tgti represents the rigid transform describing the position of
the vehicle at time i, and Ti the estimated rigid transform at the same time, the error is
8https://vision.in.tum.de/data/datasets/rgbd-dataset/tools
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‖. The ATE can then be computed as a mean, standard

















In the following, if no indication is given, the metric used is the mean ATE.
3.5.3.2 Results on the Ford dataset
Note that in order to get the full data, the Ford dataset was regenerated by using the Matlab
code provided with the dataset. First, the influence of the five principal parameters is
investigated, all evaluated against the resolution of the map. Those parameters are: the
values of α , β , γ , which govern the occupancy update during raytracing, the maximum
occupancy per cell, Kocc and the limit number of points Mmax inside a cell.
Figure 3.10 shows the variation of the ATE and runtime with the value of α and β . α
is an indication of the confidence that the cell is empty when a ray goes through it, while
β quantifies the probability that a cell is occupied when a point is detected inside it.
In order to keep the figure readable, errors of more that 9 m are omitted from the graph,
they are listed here with the model (Resolution,α,β ): (0.6,0.39,0.8), (0.6,0.45,0.9),
(0.8,0.39,0.7), (1.2,0.39,0.7), (1.6,0.45,0.8,38555), (2.2,0.39,0.7), (2.6,0.39,0.7),
(2.8,0.45,0.8), (3,0.45,0.7), (3,0.39,0.8), (3,0.45,0.8), (3.2,0.39,0.8), (3.4,0.39,0.9),
(3.2,0.45,0.9). Those outliers are indicative of tracking failure, they happen more often
at low or high cell sizes.
In order for the matching to work reliably, the cell size should be large enough to
capture significant features of the environment. However, if the cells are too large, the
Gaussian approximation for an obstacle inside the cell might not hold anymore, resulting
in matching errors. It is thus expected for the error to diminish up to the optimal cell size,
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Figure 3.10: Evolution of the mean ATE and runtime depending on parameters α and β .
The legend indicates a pair (α,β )
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then increase when the cell size is too large to represent the environment accurately. The
results show that increasing the cell size results in a fast reduction of the error up to around
1.4 m, with the error starting to increase at a cell size around 2.4 m. The mean ATE is the
lowest around a resolution of 2.2 m. A good combination of stability and performance
seems to be a couple (α,β ) of (0.45,0.9), which gives a mean ATE of 1.42 m for a
resolution of 2.2 m. The runtime is shown to be a function of the map resolution, although
the values of α and β have an influence as well. The lower α is, the more punitive the
raytracing is. Thus a lower α will tend to suppress more cells. On the other hand, a higher
β will tend to create more cells. It is reasonable to consider that the runtime is a function
of the number of active cells. Thus, theoretically, a low α and low β should have the
lowest runtime, while a high α and high β should have the highest. This is precisely what
is observed in Figure 3.10.
Figure 3.11 illustrates the influence of the parameter γ , which governs how punitive
the raytracing is when a ray passes through a cell that is occupied by a Gaussian. There
is no visible trend between between the values 0.1 and 0.3 for γ , except that a lower
value of γ seems more stable: when γ = 0.3, the algorithm failed at resolution 1.2 m and
2.2 m. A higher value of γ means that cells hosting Gaussians are penalised by a larger
loss of occupancy when traversed by a ray. Thus in theory, a lower runtime for higher
values of γ is expected. This is however not the case, which indicates that the difference
in number of invalidated cells hosting Gaussians is low between those the value of those
two parameters.
Next, the influence of the parameter Mmax is examined, which governs the sliding av-
erage when points are added into a cell: a higher Mmax indicates a map slower to adapt
to dynamic changes. The result is shown in Figure 3.12. The difference made by Mmax
is shown to be resolution dependent, with small values of Mmax preferable at higher cell
sizes. It can be hypothesised that smaller values of Mmax would perform better in a dy-
namic environment such as the KITTI, however this is not observed at lower cell sizes.
This parameter should have no influence on the runtime, which is demonstrated in this
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Figure 3.11: Evolution of the mean ATE and runtime depending on the γ parameter






























Figure 3.12: Evolution of the mean ATE and runtime depending on parameter Mmax. The
legend shows different values of Mmax
figure.
The maximum occupancy threshold Kocc governs how fast cells are created eliminated
in case of dynamic changes. The influence of this parameters is shown in Figure 3.13. The
influence of the error is resolution dependent, with no clear trend. The higher value tends
to show more stability across changes in resolution. It is difficult to forecast the influence
of Kocc on the runtime since decreasing this parameter means that cells are both created
and deleted more often. Given the results, it looks like this effect balances itself since no
significant changes are observed for different values of Kocc.
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Figure 3.13: Evolution of the mean ATE and runtime depending on parameter Kocc
Next, the influence of the size of the map on the mean ATE is investigated. The
LIDAR used has a range of 120 m, so the default size, 250 m, should be large enough
to host the whole scan. Figure 3.14 examines the loss of precision that occurs when the
whole LIDAR scan cannot fit into the map anymore. Note that the method fails for a map
size of 140 m at the resolution 1.2 m and for the map size of 200 m at the resolution 1.0 m.
Those outliers are not including in the graph to keep it readable. A map size of 140 m
leads to a larger error compared to bigger sizes. The difference between 190 m, 220 m
and 250 m depends on the resolution, with the lowest error achieved by the 250 m map
which performs slightly better as the cell size increases. The runtime is barely affected by
the size of the map in this dataset, meaning that the number of occupied cells at the edge
of the map is small since their disappearance does not lead to a significant reduction in
runtime.
Next, the influence of the raytracing algorithm is examined. Since the efficiency of
the raytracing method is linked to the values of α and β , the NDT OM implementation of
raytracing is tested with several values of β (the default value of β proposed by NDT OM
is 0.6) and α fixed to 0.45. NDT RC uses a value of β of 0.9. The comparison is shown
in Figure 3.15. Errors larger than 5 m are not shown. This happened for the NDT OM
implementation for the following combination (resolution,β ) of value: (1,0.6), (1,0.9),
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Figure 3.14: Evolution of the mean ATE and runtime depending on the size of the map.
The legend shows different map sizes (the size is considered as width and depth)
(1.2,0.6) and (1.6,0.7). This test shows that the proposed raytracing implementation is
more reliable and achieves the lowest overall error. NDT RC runs faster than the the NDT
OM implementation of raytracing with the comparable value of β = 0.9.
In order to compare the results visually, a plot of the trajectory achieved by NDT
RC using parameters specified in Table 3.2 compared to the ground truth is shown in
Figure 3.16.
In order to facilitate future comparisons, some additional error statistics are reported
in Table 3.3, using the parameters specified in Table 3.2: the mean of the ATE (the current
metric), the root mean squared ATE, the median of the ATE, the standard deviation of the
ATE, the minimum and maximum of the ATE. The end of trajectory error produced by
NDT RC is 1.87 m with those parameters.
In Table 3.4, the average runtime is detailed. The reported runtime durations are: the
time needed to import the point cloud and create an NDT model out of it, the time nec-
essary to match this NDT model with the existing map, the time needed to update the
existing map with this new scan, and the time to execute the recentring algorithm. Al-
though those times are only for the most accurate result, the time distribution percentage
among the different parts of the algorithm is overall similar. The matching represents
more than 95 % of the execution time. The time needed by the recentring algorithm is
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NDT OM β = 0.7
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NDT OM β = 0.9
NDT RC
Figure 3.15: Comparison of the mean ATE and runtime between the proposed raytracing
method and the NDT OM implementation of raytracing












Figure 3.16: Comparison of the trajectory of NDT RC with the ground truth
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Table 3.3: Error statistics applied to the ATE for our best result (in meters)
Statistic Mean RMS Median Std dev Min max
Value 1.42 1.49 1.49 0.45 0.55 2.38
Table 3.4: Average runtime detailed for our most accurate result (in milliseconds)
Part Total Scan importation Matching Map update Recentring
Duration 229 4 218 5 <1
negligible (< 0.5%) compared to the total time.
3.5.3.3 Comparison with other algorithms on the Ford dataset
Finally, a comparison is performed with other algorithms on the Ford dataset. The first
one is the NDT OM fusion [5], which is based on NDT OM as well. The algorithm stores
the NDT maps on the disk when the robot leaves the zone, and reload them when needed.
Note that the Xsens MTi-G IMU mounted on the car is used by the authors to provide an
initial guess, while the proposed algorithm does not use any sensor apart from the LIDAR.
The authors report a mean ATE of 1.7 m, and a runtime consistently below 2 s, including
disk operations. The NDT RC outperforms this algorithm in ATE (1.42 m), and is much
faster, with an execution time of around 229 ms (at the same resolution, the runtime would
be 360 ms). This difference can be explained by the recentring algorithm, which allows
to not perform disk accesses.
Another NDT based algorithm is Segmented Region Growing NDT (SRG-NDT) [86],
which adds two main modifications to the traditional NDT distribution to distribution
algorithm. First, the ground points are removed from the scans. Second, the remaining
points are clustered using a region growing algorithm. Those two operations reduce the
runtime and increase the precision compared to D2D NDT. The authors show that NDT
D2D can compete on runtime, but loses in precision compared to SRG-NDT. Note that
this algorithm performs only registration, no global map is created. The authors report
an average error from one scan to the next compared to the ground truth. The results
shown in this section are not directly comparable since only the first dataset (around 3800
102 CHAPTER 3. NDT RC: NDT OM WITH RECENTRING
scans) is used, while they use both datasets (around 7200 scans). The same metric was
nonetheless computed with our method. For the SRG-NDT, the authors report a mean
translation error of 42 mm and a runtime of 250 ms on both datasets. Computing this
metric using the proposed method on only the first dataset gives a mean translation error
of 16 mm, and a runtime of 229 ms.
In the work of Tamidji and Ye [87], a method based on the fusion of LIDAR and visual
data is proposed. RANSAC is used with an extended Kalman filter. The authors compare
their method with generalized ICP [71]. Unfortunately, the only error metric reported is
the final position error. This metric reduces the impact of errors at the end of the trajectory
and is very trajectory dependent, which is why it was chosen to use the ATE. The final
position error reported is 27.93 m for the authors’ method, and 16.75 m for generalized
ICP. The authors do not report a runtime for their method, but report a runtime of 22 s for
the generalized ICP algorithm using a Core i7, with no mention of the specific generation
of the CPU. the NDT RC algorithm is more precise: the end of trajectory error is 1.87 m.
The proposed algorithm is also faster with a runtime of 229 ms, while using only LIDAR
data.
A SLAM method based on the extraction of planar segments from the LIDAR data
is proposed by Lenac et al. [88]. The authors report the RMSE on this dataset, however
the metric printed in equation (56) is actually the square root of the mean error. It is
assumed that this is a printing mistake and that the actual RMSE was computed. The
RMSE for their method is 4.48 m. The mean runtime reported are around 250 ms for
point cloud segmentation, 1.5 ms for relative pose computation, and less than 50 ms for
the global map update. However, because this is a SLAM system, the global map runtime
can increase with time. A spike in runtime of more than 600 ms can be seen at the end
of the trajectory (figure 33). The proposed algorithm has a lower RMSE of 1.49 m, and
a faster runtime of 229 ms. This comparison is interesting because it shows that a lower
error is obtained with NDT RC despite the absence of loop closure mechanism.
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3.5.4 Evaluation on the KITTI dataset
3.5.4.1 Error metrics
The errors are computed by using the code provided with the dataset [89]. For clarity
reasons, the method to compute those errors is described below. The details can be found
in the original publication [90].
Let a set S∗ = T∗i,i∈J1,nK be the set of estimated poses, n being the number of poses.
Let ls be a sequence size in meters. Then there is a number k of subset of S∗ whose size is
equal to ls. If there is no such subset, i.e. if the length of the whole trajectory is less than
ls, then the measurement is skipped for this value of ls. Let those subsets be Ls∗j, j∈J1,kK.
Given a subset Ls∗j , let T∗f be the first pose of this subset and T∗l be the last one. For the
equivalent subset extracted from the ground truth sequence, those poses are named T f
and Tl .







T−1f Tl . (3.61)
The error is then divided into translational error et and rotational error er, which are





























where ∠ is the rotation angle of a rotation matrix. et can then be expressed in percent-
age and er in radians per meter.
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This is the error for one set of poses. The KITTI dataset includes 11 sets of poses,
those errors are then average over those 11 sets to give the final errors that are reported
here. As of time of writing, the lengths of the sequences are from 100 m to 800 m by
increment of 100 m.
3.5.4.2 Comparison of results on the KITTI dataset
The parameters used with the proposed method on the KITTI dataset are set to the values
described in Table 3.2.
The NDT RC is compared to the D2D NDT [75] as implemented on the Github repos-
itory of the authors9. The parameters for the D2D NDT on the KITTI dataset have been
optimised by Zaganidis et al. [91], but those parameters did not result in the best score in
our tests. The score obtained with this configuration is an error et of 6.0 cm and an error
er of 1.9×10−4 rad. Instead, the following parameters are used: a single 3D matching,
a resolution of 0.5 m, a matching neighbourhood size of 2, a map width of 250 m and a
map height of 40 m. For both the D2D NDT and the NDT RC, the initial guess for the
matching is the result of the previous successful matching.
A recent NDT variation has been proposed with good results on the KITTI dataset:
the SE-NDT [91]. This method uses semantic information to improve the matching stage.
Two NDTs are created, for edge and planes points respectively. Then the matching is
performed between two NDTs of the same type. Since the SE-NDT has been evaluated
on the KITTI dataset by using the standard error measures, the results are comparable
to ours. Thus, the results of the SE-NDT paper [91] are mentioned here. The runtime
is not reported directly since the comparison does not seem valid: in their paper, their
algorithm takes 2.82 s while the D2D NDT takes 4.15 s. In our case, the D2D NDT, with
the same set of parameters, runs in less than 0.5 s. Such a difference might be explained by
hardware or implementation differences, but this is impossible to validate without access
to SE-NDT implementation. For this reason, it was chosen not to report this result in
9https://github.com/OrebroUniversity/perception_oru/tree/port-kinetic, last pull
done on Tuesday 27th November, 2018
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Table 3.5: Results on the KITTI dataset
Method et (%) er (mradm−1) Runtime (ms)
NDT RC 1.54 0.106 187
SE-NDT [91] 2.60 0.2 See comments
D2D NDT [75] 3.65 0.208 499
Table 3.5.
It is important to note that both D2D NDT and SE-NDT are purely odometry methods:
they do not maintain a consistent map between each scan, while the NDT RC method
does. It is nonetheless fair to compare ourself to those methods since they are applicable
to the same scenarios. Indeed, the recentring algorithm makes it possible to move the map
with the robot. NDT OM for instance, could not be applied directly to the KITTI dataset
because the map would not fit into memory.
The results are compiled into Table 3.5. The proposed method outperforms both the
D2D NDT and the SE-NDT for translational and rotational error while being faster than
D2D NDT due to the higher cell size. The average translational and rotational errors are
plotted according to the path length and the velocity of the car in Figure 3.17 for our
method and D2D NDT. In particular, the proposed method has a lower error when the
speed of the vehicle increases. The same graph can be found in the work of Zaganidis
et al. [91] for the SE-NDT.
In order to visualise the results, the trajectory of the proposed method and the D2D
NDT are plotted against the ground truth in Figure 3.18.
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(a) Translation error in function of the path length


















1 ) NDT RC
D2D NDT
(b) Rotation error in function of the path length

















(c) Translation error in function of the vehicle veloc-
ity
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(d) Rotation error in function of the vehicle velocity


































































































Figure 3.18: Trajectories on the KITTI dataset




















































































Figure 3.18: Trajectories on the KITTI dataset
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3.6 Conclusion
In this section, NDT RC, a mobile mapping algorithm based on the NDT OM has been
presented. This algorithm introduces a novel recentring mechanism that allows unlimited
movement of the robot and a new raytracing implementation. The implementation of
those two features has been discussed. The performance of the proposed algorithm has
been validated using the odometry metric on two public datasets. NDT RC was found to
outperform comparable methods using LIDAR data on those datasets.
Since the proposed algorithm implements a recentring of the map, it is compatible
with algorithms that improve the NDT matching stage, such as SE-NDT. It is likely that
such a combination could lead to even better results in future works.
The mapping algorithm developed in this chapter fulfils the requirements enunciated
in Section 3.1.1. The representation of the environment can now be used to implement
an obstacle avoidance algorithm that considers the shape of the obstacles. Before in-
vestigating this new obstacle avoidance algorithm, the sensor used to gather the data is
considered. So far, a LIDAR has been used, which suffers from a density problem. This
issue will be investigated in the next chapter.

Chapter 4
Fusion of LIDAR and stereo data for
depth map
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In the last chapter, the only sensor used to generate the map is a LIDAR, which pro-
vides precise point clouds but lacking of density. It is proposed here to increase the density
of the point cloud obtained from the LIDAR using stereo cameras.
In this chapter, an algorithm to compute dense depth maps is proposed. It operates by
fusing information from a stereo camera and a LIDAR. The strategy is to estimate reliably
the disparities of a sparse set of points, then a bilateral filter is adopted to interpolate the
missing disparities. Finally, the interpolation is refined. The proposed method is tested
on the KITTI dataset and is compared against several other methods which fuse those
modalities, or are extended to perform this fusion. Those tests show that the proposed
method is well performing in comparison with other fusion methods. The influence of
this fusion scheme on the mapping process is analysed.
4.1 Introduction
In order to avoid obstacles, it is first necessary to detect them. This chapter investigates a
method to increase the number of 3D points available for the obstacle avoidance system.
The objective is to obtain a denser point cloud describing the obstacles around the UAV. A
denser point cloud means a more robust obstacle avoidance since it increases the chances
to detect an object on the way of the robot. This is particularly important in the context
of UAVs with a limited payload, which cannot carry the bulkiest LIDARs, meaning that
the point cloud available to the small UAVs from a LIDAR sensor are sparse.
In order to illustrate qualitatively the problem, a picture of an office is presented in
Figure 4.1 along with the LIDAR scan extracted from the VLP-16, visible in the picture.
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This LIDAR is an acceptable sensor to mount on a UAV given its light weight and small
(a) Picture of an office, note the VLP-16
(b) Point cloud from the VLP-16
Figure 4.1: Example of a scene and the associated LIDAR scan from a VLP-16
size. Although the VLP-16 uses 16 beams, its limited vertical range does not allow the
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Table 4.1: Comparison of sensors for obstacle detection
Type of sensor Advantages Drawbacks
Camera • Dense output
• Lightweight
• Cheap
• Need stereo to get depth
• Need a matching algorithm
to extract obstacles
• High sensitivity to illumina-
tion changes and images blur
LIDAR • Precise output
• Works at night
• Output can be used directly
• Sparse output
• Expensive
• Can be heavy





• Low resolution in cluttered
environment obstacles
Radar • Long range
• Robustness to weather con-
ditions such as bright sun
and fog
• Heavy and power hungry
• Low resolution in cluttered
environment obstacles
detection of the side of the desk to the left of the picture. Moreover, the limits of the
screens on the desk facing the LIDAR are ill defined. The planar surface of the desk
facing the LIDAR is not clearly detected as well. Such issues could be sorted by using
stereo cameras to obtain a denser point cloud.
In order to justify the choice of sensors in this thesis, the possible sensors usable for
detecting obstacles are examined in the next section.
4.1.1 Sensors for obstacle detection
There are several possible sensors to detect obstacles around small UAVs. A comparison
between those sensors can be found in Table 4.1.
Since the obstacle detection algorithm should work indoor as well as outdoor, RGBD
sensors are excluded from this comparison because the sunlight makes them difficult to
use outdoor [92]. The sensors commonly used for 3D perception are cameras and LIDAR
scanners, which can be mounted on small UAVs [25]. Cameras are cheap, lightweight
and provide a dense output. However, depth retrieval out of a system of stereo cameras
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is non trivial [93]. Indeed, matching between two images can be challenging because
of uniform areas, illumination changes or blur. On the other hand, LIDARs compute
depth directly, but the output is more sparse compared to depth retrieved from cameras.
Thus, it makes sense to pair cameras and LIDARs, because they complement each others.
Recent progress in LIDAR technology allows the use of light 3D LIDAR scanners (590 g)
providing 300000 points per second [94]. It then becomes realistic to include this kind of
sensor on small UAVs.
4.1.2 Objective and prior work
The general idea to fuse LIDAR and camera data is often to use the LIDAR scan to
reduce the disparity range when searching for stereo camera matches. This way, less false
matches occur in the images. However, because the LIDAR scans are sparse, camera
images are used to interpolate the missing disparities. In the following, precise 3D points
will be referred to as support points. Those can come form LIDAR data or robust stereo
matching.
LIDAR scans can be used to improve the Semi Global Matching (SGM) algo-
rithm [95] by narrowing the disparity range [96]. In this method, a penalty is added in the
energy function for disparities which differ from the LIDAR measurements. Although
the algorithm is shown to be faster than the original SGM, an absolute framerate is not
provided. Moreover, while qualitative improvements are shown, there is no quantitative
comparison.
In the work of Maddern and Newman [97], the stereo framework of the Efficient Large
Scale Stereo Matching (ELAS) algorithm [89] is extended to take into account LIDAR
points as new support points. A new post processing step is also introduced to obtain a
fully dense result. The algorithm is implemented on a GPU and provides an estimation
of the depth uncertainty. In [98], conditional random fields are used in conjunction with
a color segmentation of the image to get the depth map, but the runtime is not specified.
In the work of Andreasson, Triebel, and Lilienthal [99], the depth interpolation be-
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tween support points is done by weighting each depth depending on its position in the im-
age and pixel intensity. This algorithm is tested on different indoor and outdoor datasets,
but those datasets are not public.
Premebida et al. [100] use a bilateral filter to compute a depth map from the LIDAR
measurements alone. A clustering algorithm is used on each pixel to better detect discon-
tinuities. Only pixels in the same cluster are fed to the bilateral filter. Out of the 142 scans
available in the KITTI dataset [101], only 100 are used for testing.
The first objective of this chapter is to generate a dense depth map in real time using
a combination of LIDAR and stereo measurements. The context is obstacle avoidance for
UAVs. Thus, it is more important to precisely detect close objects compared to further
obstacles. The work from Geiger, Roser, and Urtasun [89] is extended in a similar manner
to [97] in the sense that LIDAR points are added to the list of support points, but the
interpolation method is modified to a bilateral filter inspired by Premebida et al. [100].
The bilateral filter should handle the discontinuities in the depth profile better than a
linear interpolation.
Indeed, the challenge in depth estimation lies in the discontinuities: all the algorithms
listed in the review above, except Badino, Huber, and Kanade [96], operate by starting
from points where disparity is known, the support points. They then differ by the method
used to interpolate the missing disparities. This interpolation is more or less difficult de-
pending on the number of support points, and the presence of discontinuities. In Geiger,
Roser, and Urtasun [89] and Maddern and Newman [97], the interpolation is linear, and
the discontinuities are handled by keeping track of the disparities around these support
points. In the refinement phase, if one of the neighbouring disparity is a better fit, it is
chosen. This allows a discontinuity detection. Testing conducted in this chapter indicates
that adding this feature improves the depth estimation, especially in the foreground. An-
other way of handling discontinuities is to modify the filter itself: one of the property of
the bilateral filter is to preserve discontinuities, as demonstrated in Badino, Huber, and
Kanade [96]. However, the drawback is the need for a fixed window, thus the algorithm
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has to be changed for different situations (especially different image sizes). The idea is to
modify the bilateral filter to always use 3 points, computed by a Delaunay triangulation.
This way, the algorithm naturally adapts to the presence or absence of support points: if
there is an area with close support points, then the Delaunay triangles are small, and the
depth estimation should be precise. On the other hand, if the support points are far from
each other, then the filter is less precise, but an estimation is still computed. This can be
seen as an adaptive bilateral filter, to which is also added a color component similar to the
work of Andreasson, Triebel, and Lilienthal [99].
The second objective of this chapter is to evaluate how different algorithms can bene-
fit from the fusion of LIDAR and stereo. In order to do a comparison, the KITTI bench-
mark [101] was used for stereo, LIDAR and fusion of stereo and LIDAR. While this work
has already been carried out for the work of Maddern and Newman [97], this compari-
son is performed on the proposed algorithm and the methods of Premebida et al. [100]
and Geiger, Roser, and Urtasun [89] with two metrics (percentage of erroneous pixels
and root mean square error (RMSE)). Depth maps are often evaluated on a dataset, but
the results are difficult to compare since the datasets might be different, and the metrics
used can change. For instance, while Maddern and Newman [97], Miksik et al. [98], and
Premebida et al. [100] are all evaluated on the KITTI dataset, the error metrics used are
different. Miksik et al. [98] use Root Mean Square Error (RMSE), while Maddern and
Newman [97] and Premebida et al. [100] use the percentage of erroneous pixels. More-
over, Premebida et al. [100] uses only a part of the full dataset. Those examples aim to
show that even when the same dataset is used, it can be difficult to compare results. This
chapter aims to provide a comparison, in similar conditions, between several of those
algorithms. In order to judge the benefits from fusion, some algorithms designed for a
single modality (such as Geiger, Roser, and Urtasun [89] for stereo and Premebida et al.
[100] for LIDAR) are extended to the fusion of dual modalities.
Some background on stereo vision is proposed in Section 4.2 to introduce the basics
of the proposed method. The fusion algorithm is detailed in Section 4.3, and testing of
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the methods takes place in Section 4.4.
4.2 Background on stereo vision
4.2.1 Stereo vision and depth
It is not possible to recover the depth of an object from a single camera alone: there
is a scale ambiguity [102]. This is however possible with two cameras, given that the
intrinsic parameters of the cameras are known, and that their relative position is known
as well [102]. Those information can be obtained by calibrating the stereo system of
cameras.
Former methods to calibrate cameras were difficult to perform [103], however cali-
bration is now possible using only simple patterns [104]. Calibration a stereo system can
be performed by taking several pictures of a known planar pattern, without any other in-
formation needed [105]. There are available tools in OpenCV [106] and Matlab [107] to
perform the calibration.
Once the calibration parameters of the stereo system are known, it is possible to rectify
the images [102], which means that:
• The two images are aligned on the same plane.
• The focal lengths of both cameras are the same.
• The two images are vertically aligned. This means that if a particular pixel is on
line l of the left image, the same pixel will be observed on the same horizontal
line l in the right image. This has important implications for the processing: to
perform a matching between both images, there is no need to look in the whole other
image, but just on one line, which massively reduce the number of computations.
This can be seen on Figure 4.2 which shows two rectified images from the KITTI
dataset [101] acquired from the left and right camera. Red horizontal lines are
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Figure 4.2: Left and right images from the KITTI dataset after rectification: the horizontal
lines are aligned in both images
plotted on those images. It can be verified that if an pixel is on a given line in one
image, it will be located on the same line in the other image.
A depth map is an image, where each pixel encodes the depth of the corresponding
object, and not the light intensity. An example of depth map and its visible counterpart
is shown in Figure 4.3. For instance, if the object is a vertical plane with respect to the
camera, it should appear in a uniform color in the depth map. From a depth map, knowing
the calibration parameters, it is possible to backproject the pixels in 3D (since the depth
is available) to create a point cloud.
The problem is then to compute depth. Let us consider a stereo pair of rectified images
Il and Ir. Let a feature be visible into both images, at coordinates (xl,y) in the left image
and (xr,y) in the right image. Then the disparity d for this feature is the horizontal shift
of the feature between the left and right image:
d = xl− xr. (4.1)
The disparity is usually expressed in pixel. Let us call f the focal length of the camera,
and b the baseline (i.e. the distance between both cameras in a stereo setup). Then the
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(a) Visible image
5.5 6.1 7 8.1 9.6 11.8 15.4 22 38.4 153.7
Distance (m)(b) Depth map and its colour map
Figure 4.3: Example of depth map
This means that knowing disparity means knowing depth. Due to the inverse rela-
tionship between both, it also means that when the object comes too far compared to the
baseline and focal length, the difference in disparity becomes too small. Thus, a stereo
system is only suitable for distances comparable to the baseline, which is not an issue at
close range. The depth map computation then becomes a matching problem: to find the
depth of a pixel, its position in the other image has to be found.
4.2.2 Methods for depth map computation: local, global, semi global
The methods to solve this correspondence problem can be classified in two broad cate-
gories: global methods and local methods. The main difference is that local methods do
not directly enforce smoothness on the disparity over the depth map, while global meth-
ods do. Local methods usually deal with a window around each pixel, which makes them
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fast, but the quality of the result depends on the size of the window. As a result, texture
less areas cannot be reliably matched. On the other hand, global methods try to minimise
an energy function over the whole image while incorporating smoothness constraints. Let
I(D) be a disparity image (i.e. a depth map). A global method would try to minimise the











where P is the set of all pixels, C (p,Dp) is the matching cost of pixel p assuming a
disparity Dp (typically the Euclidean distance between two descriptors), Np is the neigh-
bourhood of pixel p. PT is a penalty cost depending on the difference in disparity between
pixel p with disparity Dp and pixel q with disparity Dq, where q is in the neighbourhood
of p. The matching cost and penalty cost depend on the method used. The goal of the
penalty cost is to ensure smoothness of the disparity: in order for the disparity to change
a lot between two neighbouring pixels (i.e. if one object is a lot behind the other), the cost
becomes higher.
The issue is that finding the minimum for this function in two dimensions is a NP com-
plete problem [108], thus approximations have to be used. Global methods are usually
computationally heavy, and require a lot of memory (several GB for a 1 MB image).
A hybrid between global and local methods is Semi Global Matching (SGM) [95].
The idea is that, instead of minimising the energy in equation (4.3) over the whole image,
it is only done along one dimensional paths, and the result is then summed over all paths.
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The difference is twofold: there are two penalty functions, one for the small disparity
changes (1 pixel, PT1), and the other for the bigger changes (PT2). Note that PT2 can
depend on the intensity of p and q. The second difference is that this energy is only
evaluated along a 1D paths, i.e. lines instead of the whole 2D images. The number
of paths can change, the more there are, the closer it goes to global matching, and the
slower it is. SGM is a popular algorithm providing precise results (see the website of
the KITTI dataset [101] for benchmarks), it is however slow on the CPU. Some GPU
implementations do allow real time performances [109, 110]. For this reason, a different
technique is investigated, which does not rely on the minimisation of an energy function,
but on interpolation.
4.3 Fusion of LIDAR and stereo
The depth estimation takes place in two phases, as in the work of Geiger, Roser, and
Urtasun [89].
Prior estimation: Use the stereo image and the LIDAR scanner to acquire a sparse set of
points of known depth. Then, use interpolation to obtain an estimation of the depth
in the rest of the image.
Refinement of the estimation: The image is used to refine the depth estimation.
The Bayesian framework used is introduced by Geiger, Roser, and Urtasun [89], it is
explained here for clarity purposes and modified to take color into account. A support
point sm is defined as the concatenation of its image coordinates (um,vm), its disparity dm,
the standard deviation σm of this disparity, and the image intensity vector Im of this pixel.
Let S be a set of support points. For any pixel pn, an observation o
(l)
n (for the left image,
and o(r)n for an observation in the right image) is the concatenation of the coordinates
(un,vn) of this pixel, a descriptor fn of this pixel, and the image intensity vector In of this
pixel. For an observation o(l)n , the observations on the same horizontal lines in the right
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image are o(r)1 , . . . ,o
(r)
N (abbreviated O
(r)). The disparity d∗n for a given observation o
(l)
n is
computed according to a maximum a-posteriori estimation:




1 , . . . ,o
(r)
N ,S). (4.5)
In order to compute the prior, the identity proved in appendix B.2 is used:






The observations in the right image are independent from the support points since they
are chosen to be on the same epipolar line as o(l)n . The posterior can then be factorized as:
p(dn|o(l)n ,O(r),S) ∝ p(dn|o(l)n ,S)p(O(r)|o(l)n ,dn). (4.7)
The image likelihood can be simplified because knowing o(l)n and dn gives a single o
(r)
i
with a non zero probability, thus:
p(dn|o(l)n ,o(r)1 , . . . ,o
(r)







where p(dn|o(l)n ,S) is the disparity prior, and p(o(r)i |o
(l)
n ,dn) is the image likelihood.
4.3.1 Disparity interpolation and prior computation
To compute the stereo support points, the technique described in the code released with
[89] is used: the descriptor f is a concatenation of Sobel descriptors [111, 112] over a 5×5
window. More precisely, the horizontal and vertical kernels Gx and Gy are convoluted









Figure 4.4: Formation of the descriptor used for ELAS matching. The centre of the grid
is the considered pixel, the descriptor is formed from adjacent pixels in Ix (marked with a
circle) and Iy (marked with a cross). Note that the centre is selected twice.













This convolution produces a horizontal and vertical response image Ix and Iy. For
each pixel in the original image, a descriptor composed of 16 numbers is computed from
a 5× 5 window centred on the pixel in Ix and Iy. The values chosen to populate this
descriptor are taken from Ix and Iy according to Figure 4.4. The matching takes place
on a regular grid using the aforementioned descriptor and the `1 norm. For each point
candidate, a match is searched on the same horizontal line in the right image. Once this
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match is found in the right image, a match for this match is sought in the left image. This
method is called a left/right check. If the final match is the original point, then this point
becomes a support point. The disparity standard deviation is a fixed constant σs. In order
to generate the LIDAR support points, the LIDAR points are projected into the picture:
let K be the camera projection matrix, and Tlc the transformation matrix from the basis
of the LIDAR to the basis of the camera. Let pmr be a 3D position vector in the LIDAR
reference frame, then its position pm(um,vm) in the image is:
pm = KTlcpmr. (4.11)
Then, the corresponding disparity d̂m is computed as f b/zm where f is the focal length
of the camera, b is the baseline of the stereo system, and zm is the depth of the LIDAR
point in the camera reference frame. The standard deviation σm of the support point in





where σl is the standard deviation of the LIDAR range. Both type of support points are
accumulated in the same image, if there is an overlap (i.e. there is a LIDAR support point
at the same location as a stereo support point), the support point with the lowest disparity
standard deviation is chosen. This is a difference with the work of Maddern and Newman
[97], where stereo and LIDAR support points are treated separately: by doing this, a more
precise interpolation is obtained at the cost of increased computational requirements.
Once the stereo and LIDAR support points are merged, a Delaunay triangulation is
performed, separating the image in triangles with support points as vertices. Inside each
triangle, the disparity is interpolated. Let s1,s2,s3 be the support points at each vertex.
In the computation, the range r is used instead of disparity d̂, where r = f b/d̂. For each
support point si∈J1,3K, its position (ui,vi), its range ri, and the image intensity vector Ii
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are used during the interpolation. r∗, which is used in the depth kernel of the bilateral
filter, is defined as min(r1,r2,r3), because the targeted application is obstacle avoidance,
thus it makes sense to interpolate conservatively (i.e. underestimation of the distance is
preferred over overestimation). The same notations, indexed with n instead of i are used
to designate the attributes of the inner points of the triangle.
In order to compute the interpolation, a modified bilateral filter inspired from the
work of Premebida et al. [100] is used. A traditional bilateral filter replaces an intensity
by a weighted average of the intensity of surrounding pixels using different kernels. This
principle is applied to the depth interpolation: the bilateral filter estimates the depth of a
pixel from the weighted average of the 3 vertices of the triangle that contains the pixel.
Three kernel are used: a position kernel (the closest vertex weighs more), a depth kernel
(the smallest depth weighs more) and a colour kernel (a similar colour weighs more).
















where Gpos is the position kernel, Gdepth is the depth kernel, and Gcol is the colour ker-
nel. αpos,αdepth,αcol are real positive tuning constants. The weights wi∈J1,3K are defined,
for an inner point pn:




Using the previous notations, for any point pn(un,vn,In) inside the triangle, its range
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This range rn is then converted back to the disparity estimate d̂n(o
(l)
n ,S). The estimated
standard deviation σ̂n is then chosen as the highest among the standard deviations of the
3 support points.
Once this estimate is available, the prior itself is computed as by Geiger, Roser, and
Urtasun [89]: the prior is evaluated over the disparity interval Jd̂n−3σn, d̂n +3σnK as:








where γ is a real constant. Moreover, the image is divided in 20 pixels wide squares,
and the disparities inside each squares are recorded. For an estimated disparity d̂n(o
(l)
n ,S),
the union of the interval Jd̂n−3σn, d̂n +3σnK and the disparities inside the 20 pixels wide
square containing the point is called De. For any pixel, the prior in equation (4.18) is
evaluated over all the disparities in De.
4.3.2 Disparity refinement
The image likelihood is computed as in [89]: given an observation in the left image o(l)n
and a disparity dn, the image likelihood is for the corresponding right observation (i.e.
such that (u(r),v(r)) = (u(l)+dn,v(l)))
p(o(r)i |o
(l)
n ,dn) = exp(−β Jf(l)n − f(r)n K), (4.19)
where f(l)n is the descriptor in the left image, and f
(r)
n the corresponding descriptor in
the right image. β is a real tuning constant.
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By inserting equation (4.18) and (4.19) into equation (4.8), and applying a winner
takes all strategy to solve equation (4.5), the final disparity d∗n is obtained for the consid-
ered pixel.
The steps to obtain the depth map from a pair of stereo images are summarised in
Algorithm 4.1.
4.3.3 Post processing
Several post processing steps are applied on the generated depth map:
1. The depth map is computed for the left and right image, and a left/right check
is applied. If the disparities are not consistent between both depth map (with a
tolerance), the disparity is considered invalid.
2. Homogeneous disparity zones smaller than a custom threshold are considered in-
valid since they are unlikely to be correct.
3. A standard bilateral filter is applied with a sliding window of 13 pixels to fill dis-
parity gaps. Estimated disparities and projected LIDAR point cloud are used to
interpolate the missing data.
4.4 Evaluation of the quality of the depth maps
4.4.1 Dataset
In order to evaluate the proposed algorithm, the KITTI dataset 2015 [101] is used. This
dataset was acquired by a moving car equipped with several sensors. To the best of our
knowledge, this is the only dataset which proposes stereo images and LIDAR scans, as
well as a disparity ground truth which is the result of a concatenation of several LIDAR
scans. The ground truth is formed by taking 5 LIDAR scans before and after the current
scene, and projecting them in the current scene. Moreover, for some of the cars which are
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Algorithm 4.1: High level proposed algorithm to compute a depth map from a
pair of stereo images and a LIDAR scan
Input : left colour image I(l), right colour image I(r), LIDAR scan L.







y ← convolution of Gx and I(l), Gy and I(l), Gx and I(r), Gy
and I(r); // Compute descriptors




y using Figure 4.4;




y using Figure 4.4;
4 Sl =∅; // Get support points from stereo images
5 for all points p on a fixed grid of size 5 in F(l)d do
6 if Left/right check of p in F(r)d is successful with disparity d then Sl ← (p,d);
7 end
8 for all points pmr in L do
9 d = Tlcpmr(2) ; // Extraction of depth
10 Sl ← (KTlcpmr,d); // Add support points from LIDAR
11 end
12 T ← Delaunay triangulation of Sl;
13 for all T ∈ T do
14 Get s1, s2 and s3 vertices of T ;
15 Get r1, r2 and r3 depth of s1, s2 and s3;
16 r∗ = min(r1,r2,r3); // Estimate the prior
17 for all pn(un,vn,In) ∈ T do








19 d̂n = f b/rn; // f is the focal length, b the stereo baseline
20 Get σ̂n from s1, s2 and s3;
21 end
22 end
23 for all points pn(un,vn,In) ∈ I(l) do
24 Scoreb =+∞; // Initialise the best score
25 for all dn ∈ De do

















exp(−β Jf(l)n − f(r)n K);
28 if Score < Scoreb then
29 Scoreb = Score;
30 d∗n = dn;
31 end
32 end
33 D(l)(n) = d∗n ;
34 end
35 return D(l);
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visible, CAD models are used to increase density. The complete dataset has 200 stereo
pairs, although only 142 pairs have an associated LIDAR scan. In the following, the
results are evaluated on those 142 pairs of images. Moreover, the occ (occluded) ground
truth of the dataset is used, which is the ground truth of the online ranking. Finally, a
remark on the KITTI dataset: while several LIDAR scans were fused to obtain the ground
truth, the average density of the ground truth over the whole dataset was found to be
19.73%. It would be interesting, especially when evaluating algorithms based on LIDAR,
to have a denser ground truth.
4.4.2 Metrics
Two metrics are used to evaluate the algorithms:
• The percentage of error (Errortot), i.e. the percentage of pixels which are more than
5% or 3 pixels away from the ground truth. This error is separated between the
background (Errorbg) and the foreground (Error f g).












The density related to the ground truth is also provided (i.e. only the pixels which are both
predicted by the proposed algorithm and the ground truth are counted). If some pixels
remain undefined (i.e. the density is less than 100 %), the depth map is interpolated by
using a method described in the devkit of the dataset [101] (a missing disparity is set to the
minimum disparity of its two valid neighbours). The results before this interpolation (i.e.
for the original density) are qualified as original, while the results after are qualified as
interpolated. In order to ensure a fair comparison, only interpolated results are considered,
since the corresponding depth map are fully dense. However, original results are still
provided for completeness.
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4.4.3 Algorithms and methodology
The aim of this section is to compare several algorithms which deal with a combination of
LIDAR and stereo to examine their performance. The following algorithms are compared:
• The proposed algorithm, described in Section 4.3, is referred to as Tri_BF. In
order to illustrate the role of the refinement stage, the method with only the prior
estimation and the post processing is also included under the name Tri_BF_PO.
• The ELAS algorithm described in [89] by using the provided code, slightly modi-
fied to take the LIDAR points into account: the LIDAR points are added as addi-
tional support points. Since the proposed method is derived from this framework, it
makes sense to compare with it.
• The BF∗ algorithm from [100], since the proposed algorithm uses a bilateral filter
as well. As the results in the paper are only specified for 100 stereo pairs instead of
the 142 available, and on the non-occluded set instead of the occluded one (which
is the set used by the KITTI website to rank the methods), the described algorithm
was replicated with the same parameter’s values. The value of the parameter Thr
was not provided. It was empirically set to 0.5. The different modalities change the
type of support points.
• The fusion scheme described in [97] called “Combined+Pyr" (“Stereo+Pyr" refers
to the method with only the stereo points, while “LIDAR+Pyr" refers to the method
with only LIDAR points). Given that the experiment was performed in the same
conditions (the article mentions 141 out of the 142 image pairs, but one image pair
should not change the result in a significant way), the numbers provided in the paper
are used. Please note that the interpolated results are not provided. For the fusion
case, given the high density of the result (99.62%), the interpolated result is likely
to be similar to the original one.
For each pair of pictures, the corresponding LIDAR scan is located, as well as the
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appropriate projection matrices, then the LIDAR scan is projected into the current pictures
using equation (4.12).
4.4.4 Results and discussion
The quantitative results for the methods mentioned in the precedent section are sum-
marised in Table 4.4.4, for each modality. For the fusion modality, which is the main
approach under consideration in this chapter, the proposed method has the lowest RMSE
(3.59), and the second lowest error percentage (4.17%) behind BF∗ (3.51%), which means
that it is competitive with other fusion algorithms. Looking at the separation between the
background and the foreground shows that the proposed method outperforms the other
methods in the foreground, with worse results in the background. This is coherent with
the context, which is obstacle avoidance. It can seem surprising that the refinement step
actually decreases the percentage of erroneous pixels, but increases the RMSE. A possible
cause is that the refinement step more aggressively operate on the boundaries: the depth
maps for Tri_BF and Tri_BF_PO in Figure 4.5 shows that the boundaries of foreground
objects are slightly better defined for Tri_BF (e.g., for the traffic signs and traffic lights).
Even if more pixels are correct, the ones that are incorrect might suffer from a higher error
since they are located on a boundary.
As the methods mentioned there are based on interpolation, it makes sense to look at
the influence of the density of the support points. Three ways to do that are provided. The
first one is a graph showing the influence of the LIDAR point cloud density: Figure 4.6
shows Errortot (for an interpolated depth map, thus 100% density) and Figure 4.7 shows
the RMSE for each method, for the fusion of both modalities, when one LIDAR point
out of nretain is kept (thus nretain = 1 means all the LIDAR points and nretain = 5 means
20% of them). A second way to look at the influence of the density is to compare, in
Table 4.4.4, the fusion with the stereo, or the LIDAR with the stereo, since the LIDAR
(and thus the fusion) results in more support points than only stereo. A third way to
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(a) Original left image (b) Image with surimposed ground truth
(c) Error image for Tri_BF (d) Depth map for Tri_BF
(e) Error image for Tri_BF_PO (f) Depth map for Tri_BF_PO
(g) Error image for ELAS (h) Depth map for ELAS
(i) Error image for BF∗ (j) Depth map for BF∗
5.5 6.1 7 8.1 9.6 11.8 15.4 22 38.4 153.7
Distance (m)
(k) Colour map for the depth maps
Figure 4.5: Pictures of the depth maps obtained by different methods. Left: the error
image indicates how far (from blue, close, to far, red) each pixel is from the ground truth.
Right: the depth map shows the estimated depth of each pixel.
estimate visually this influence is to look at the difference between the zone covered
by the LIDAR (dense area of support points) and the rest of the picture (sparser area
of support points) in the depth maps from Figure 4.5. The BF∗ method, which uses a
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Figure 4.6: Evolution of the error percentage depending on the density of the LIDAR data
fixed window size for the bilateral filter, works well in the fusion and LIDAR modalities
(Table 4.4.4), but suffers when the density gets lower (from 3.51% of erroneous pixels
to 11.6%, the rate of change can be seen in Figure 4.6). This is apparent in Figure 4.5j,
where the results outside the zone covered by the LIDAR (shown in Figure 4.5b) are less
precise. This emphasises the need to adapt the size of the window to the density of the
input data, such an analysis is provided in the paper of this method [100]. The proposed
method uses a similar bilateral filter, but with a dynamic window size (see Section 4.3).
Figure 4.6 shows that the refinement step decreases the rate at which the percentage of
erroneous pixels increases when the density decreases, while the RMSE remains lower
with the refinement (see Figure 4.7). The ELAS method is the less affected by a decrease
in density of support points as shown in Figure 4.6, the percentage of erroneous pixels
becomes lower than the proposed method when less than around 3.3% of the LIDAR
points are retained. Qualitative results are provided in Figure 4.5.
The average computation time, on a computer with an Intel Core i7 6700 processor
and 16 GB of RAM is detailed in Table 4.3. Due to the independent computation for each
pixel, the proposed algorithm could be parallelised (the framework used, based on the
work of Geiger, Roser, and Urtasun [89], has been implemented on a GPU [97]). This
same analysis is not carried out on other method since the runtime is heavily influenced
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Figure 4.7: Evolution of the RMSE depending on the density of the LIDAR data
Table 4.3: Processing time of the main operations
Operation Processing time (in ms)






by the time spent optimising the program.
As a summary of those results, it has been shown that a high density of support points
makes an approach based on bilateral filtering (BF∗, Tri_BF_PO) outperform a linear
estimation (ELAS). However, a linear estimation appears to be less affected by a reduction
in the number of points provided by the LIDAR. A hypothesis to explain this result is
that a linear interpolation does not depend on the distance between the points that are
interpolated. A bilateral filter however loses in precision when the triangle grows: the
strength of the bilateral filter, which is a sensitivity to discontinuity, means that the value
of the weights has to decrease quickly between the support points. This suggests lesser
performances when the support points are spread too far. Tri_BF, based on a bilateral
filter with refinement, is less sensitive to the decrease in density than a standard bilateral
filter but more than a linear interpolation. At maximal density, the proposed method is
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competitive with the other methods presented (lowest RMSE and 0.66% of erroneous
pixels more than the best performing method on this metric, BF∗).
Those results show the influence of the fusion scheme on the depth map (or equiva-
lently, point cloud) generated from the sensors. In the next section, the influence of this
new point cloud on the mapping process is examined.
4.5 Influence of the sensor fusion on the mapping process
The influence of the fusion scheme on the mapping process is now examined according
to two criteria: density of the point cloud and precision of the points.
Three ways of adjusting the density of the generated point cloud are considered. The
first one, subject of this chapter, is to increase the density with interpolation methods, at
a potential cost of precision. The second one is to set an upper depth limit on the depth
map extracted from the stereo cameras: the precision of the depth estimated from a stereo
pair of cameras degrades when the depth increases. Thus, reducing the upper limit on the
depth of the points generated from the stereo cameras is likely to yield a more precise
point cloud, at the cost of density, since less points are obtained. In both cases, there can
be a trade-off between density and precision of the point cloud: increase in density may
come with a cost of precision. The third option is to use a denser LIDAR which often
increases costs, weight and power consumption.
The reason to increase density of the point cloud is to detect more obstacles and to
increase the level of details of detected obstacles. Yet, considering the balance between
density and precision: the input point cloud has to be dense enough for the obstacles to
be detected while keeping a reasonably accurate map. The objective of this section is to
provide some qualitative and quantitative information on this trade-off.
It is important to note that the Velodyne HDL-64E LIDAR1 used in the KITTI [84]
datasets is adapted to automotive applications, but not to small UAVs: its weight is around
1https://velodynelidar.com/hdl-64e.html
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Figure 4.8: LIDAR scan acquired from a Velodyne HDL-64E (in red) and a downsampled
version matching the characteristics of the Velodyne VLP-16 (in yellow)
13 kg and it consumes approximately 50 W of power. A more realistic sensor for small
UAVs would be the Velodyne VLP-16 lite [94] which weighs 590 g and draws around
8 W of power. The drawback is that the VLP-16 has only 16 vertical beams, compared to
the 64 of the HDL-64E, with a vertical resolution going from 0.4◦ down to 2◦. In order to
simulate a VLP-16 output from the HDL-64E, a downsampling method is implemented.
Since the VLP-16 has a vertical resolution of 2◦ for a total vertical field of view of 30◦, it
is not possible to match exactly the vertical field of view of the HDL-64E, which is 25.2◦.
It was chosen to respect the vertical resolution of the VLP-16, thus the downsampled
cloud has only 13 beams, meaning that the point cloud obtained from an actual VLP-16
would be denser compared to the results presented in this section. The downsampling
result is illustrated in Figure 4.8.
The fusion scheme for stereo and LIDAR data is the algorithm labelled Tri_BF in this
section. The post processing steps are limited to the left/right check.
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4.5.1 Density: qualitative assessment
In this section, the advantage of improving the density of the input point cloud is inves-
tigated. Such an advantage is difficult to quantify without a ground truth for the map.
For this reason, it is proposed to provide a qualitative assessment by examining the point
cloud and NDT maps provided by different combination of sensors.
Two possible methods to create a point cloud are considered: the LIDAR can be used
alone or associated with the stereo data. Moreover, the LIDAR scan can be the full scan
(64 beams) or the downsampled scan (13 beams). Combining those two means that there
are four possibilities for creating a point cloud: a full LIDAR scan using LIDAR only
(called FullLi in this section), a full LIDAR scan using LIDAR and stereo data (called
FullLS in this section), a downsampled LIDAR scan using LIDAR only (called DownLi
in this section) and a downsampled LIDAR scan using LIDAR and stereo data (called
DownLS) in this section.
The point clouds and NDT maps created from those four combinations are visually
examined in this section, using the KITTI dataset. The resolution of the NDT map is set to
0.5 m in order to capture the details of the environment accurately. The objects examined
are located between 5 m and 10 m from the sensors, in order to reflect what a real UAV
would need to capture in the context of small spaces. As a result, the range of the depth
data is limited to 15 m to improve the clarity of the presented pictures. The focus is on
small and medium obstacles since they are the most difficult to detect.
The first scene is shown in Figure 4.9, it contains several small poles and a taller pole
holding a sign.
Figure 4.10a and 4.11a show the LIDAR scan and the projected depth map from the
full and downsampled LIDAR respectively. It can be seen that the downsampled LIDAR
point cloud does not cover the small poles. Due to a limit of vertical angles, both LIDARs
do not cover the road sign. The depth maps however bring points onto the poles and
the sign, both with the full and downsampled version of the LIDAR. Considering the
full LIDAR scan, the addition of the stereo data (i.e. the passage from Figure 4.10b to
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Figure 4.9: Scene 1
Figure 4.10c) extends the Gaussians on the floor, which allow them to better reflect the
shape of the scene. Moreover, the addition of the depth map allows the road sign, non
covered by the LIDAR scan, to be detected. If the downsampled version of the LIDAR is
considered (Figure 4.11b), the small cell size provokes a steep reduction in the number of
Gaussians, with the poles being barely detected, along with the ground. When the depth
map is added however (Figure 4.11c), the poles are correctly detected and the ground is
now sparser. It could be argued that the cell size is too low for the downsampled LIDAR
scan. Increasing the cell size would however drown the details. Figure 4.12 illustrates
this, with a cell size increased to 1.5 m: the downsampled LIDAR scan is used without
the depth map addition. It can be seen that while the Gaussians are now less precise, the
density is not significantly improved compared to the lower cell size.
The second scene is shown in Figure 4.13, it contains a bike leaning against a tree.
When using the full LIDAR scan (Figure 4.14), the point cloud (Figure 4.14a) covers
a reasonable area, although it is noticed that the projected depth map adds details to the
bike and helps covering ground surfaces in between LIDAR beams. As a result, the NDT
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built from the LIDAR only (Figure 4.14b) is similar to the one using the LIDAR and the
depth map (Figure 4.14c). The addition of the depth map allows more of the ground to
be covered and some parts of the bike are better defined. The situation is very different
for the downsampled LIDAR scan (Figure 4.15). In this case, the LIDAR does not cover
well the bike nor the ground (Figure 4.15a). Since the LIDAR points are so sparse, the
NDT built from the LIDAR scan (Figure 4.15b) only captures part of the bike and the
tree and almost none of the floor. The addition of the depth map (Figure 4.15c) makes a
significant improvement: the bike and the tree are now detected, along with some of the
ground. Again, increasing the cell size does not really improve the NDT from the LIDAR
only, as shown in Figure 4.16 where the Gaussians are too large to represent precisely the
scene, while still missing a part of the bike.
To conclude this qualitative analysis, it can be seen that for LIDARs similar to the
VLP-16, adding depth map data to the point cloud allows to perceive more in details small
or medium objects. In the context of obstacle avoidance, this is an important advantage.
This addition also fills gaps in between LIDAR beams, allowing a better coverage of
planar surfaces such as the ground. The benefit of the depth map is reduced if the LIDAR
coverage increases. If the distribution of the LIDAR points already covers the scene well,
as in Figure 4.14, then there is little benefit to be gained by adding the depth map. If the
coverage is sparser however, the depth map can help to fill the gaps and achieve a better
NDT coverage, as in Figure 4.10.
4.5.2 Precision: odometry error
After investigating the impacts of adding the depth map data to the LIDAR scan on the
density of the resulting NDT, the effect on the precision of the map is examined in this
section.
As explained in Section 3.5.2, the precision of the map can be evaluated through
odometry, which is adopted again in this section. The dataset used is the KITTI odometry
dataset [84]. Unless mentioned otherwise, the parameters used for the map are the one
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(a) Point cloud from FullLi (in red) and FullLS (coloured)
(b) NDT from FullLi
(c) NDT from FullLS
Figure 4.10: Point clouds and NDTs in scene 1 using the full LIDAR scan. First row
shows the point clouds, second row the NDT built from the LIDAR data only, third row
the NDT built from LIDAR and stereo data. Cell size is 0.5 m
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(a) Point cloud from DownLi (in yellow) and DownLS (coloured)
(b) NDT from the DownLi
(c) NDT from the DownLS
Figure 4.11: Point clouds and NDTs in scene 1 using the downsampled LIDAR scan.
First row shows the point clouds, second row the NDT built from the LIDAR data only,
third row the NDT built from LIDAR and stereo data. Cell size is 0.5 m
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Figure 4.12: NDTs in scene 1 created from the downsampled LIDAR only, cell size of
1.5 m
Figure 4.13: Scene 2
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provided in Section 3.5.4.2. The error metrics are described in Section 3.5.4.
The odometry is evaluated for a point cloud created from two combinations of sensors:
only stereo camera processed by the algorithm Tri_BF and a fusion of LIDAR and stereo
data with the algorithm Tri_BF. In both cases, the depth map obtained from the algorithm
Tri_BF is projected into a 3D point cloud. If the LIDAR is used, it is added to the point
cloud obtained from Tri_BF. The resulting point cloud is fed to the mapping algorithm
described in Section 3.3. Note that the case involving the raw point cloud of the LIDAR
is examined in Section 3.5.4.2.
In order to quantify the change in precision, the odometry error is computed using two
different variables: the depth cut-off values and the LIDAR type. A depth cut-off value
of 60 m means that all points extracted from the Tri_BF algorithm farther from the sensor
that 60 m are ignored. The LIDAR type is either full or downsampled, as defined in the
previous section.
In Figure 4.17, the translation and rotation errors are plotted according to the depth
cut-off values.
It is noticed that the point cloud built from the stereo alone is considerably less precise
than the alternative. When the depth map is used, increasing the cut-off depth value results
in a loss of precision, which is expected given that stereo cameras lose in precision when
depth increases. Compared to the LIDAR alone, adding depth map data while limiting the
depth at 15 m has a small effect on the odometry error. The errors, both in translation and
rotation, slightly increase when the full LIDAR scan is used. However, the error decreases
when the LIDAR scan is downsampled to a sensor compatible with a UAV. This result
makes sense given the metric: odometry computation favours a small number of precise
markers (in our case, Gaussian distributions). Thus, adding more points potentially less
precise from a depth map might decrease the precision of the odometry if the LIDAR
alone would be enough to compute the odometry. However, if the density of the LIDAR
decreases, the number of Gaussian distribution coming from the LIDAR alone might
drop sharply, as shown in Section 4.5.1. This might prevent the odometry to be computed
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(a) Point cloud from FullLi (in red) and FullLS (coloured)
(b) NDT from FullLi
(c) NDT from FullLS
Figure 4.14: Point clouds and NDTs in scene 2 using the full LIDAR scan. First row
shows the point clouds, second row the NDT built from the LIDAR data only, third row
the NDT built from LIDAR and stereo data. Cell size is 0.5 m
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(a) Point cloud from DownLi (in yellow) and DownLS (coloured)
(b) NDT from the DownLi
(c) NDT from the DownLS
Figure 4.15: Point clouds and NDTs in scene 2 using the downsampled LIDAR scan.
First row shows the point clouds, second row the NDT built from the LIDAR data only,
third row the NDT built from LIDAR and stereo data. Cell size is 0.5 m
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Figure 4.16: NDTs in scene 2 created from the downsampled LIDAR only, cell size of
1.5 m
Table 4.4: Runtime of the different methods on the KITTI dataset
Method Runtime (ms)
Tri_BF, stereo only 462
Tri_BF, stereo and downsampled LIDAR 478
Tri_BF, stereo and full LIDAR 551
Raw full LIDAR only 187
Raw downsampled LIDAR only 84
precisely. Thus adding more Gaussian distribution from the depth map would contribute
positively on the odometry computation, which is observed on Figure 4.17.
Taking into account the increase in density illustrated in Section 4.5.1 and the roughly
unchanged or improved odometry shown in Figure 4.17, it is concluded that the addition
of the depth map data from the method Tri_BF is recommended if the depth is limited to
15 m. Given the context of this thesis, navigation in closed spaces, this depth limitation is
not restrictive, while the gain in density is important if small obstacles are present.
The runtime for one iteration of the different methods is illustrated in Table 4.4 on an
Intel Core i7 6700 processor. For methods involving stereo data, the depth cut-off distance
is 15 m. Adding the stereo data increased the runtime by approximately 400 ms, which is
coherent with the runtime of the depth map computation without post processing.
In order to illustrate the difference in trajectory resulting from the addition of the depth
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Figure 4.17: KITTI error depending on the depth cut-off distance
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map, the trajectory obtained from the full LIDAR alone is plotted along with the trajectory
from the full LIDAR and the depth map data with a cut-off depth at 15 m in Figure 4.18.
As suggested by the small errors for both methods, the trajectories are very similar.

































































































Figure 4.18: Trajectory on the KITTI dataset with the fusion of depth map and LIDAR
data
























































































In order to increase the density of the point cloud used for mapping, a new technique
to compute dense depth map in real time by fusing stereo and LIDAR data has been pre-
sented. The proposed method, Tri_BF, is based on a modified bilateral filter in a Bayesian
framework. An analysis of the quality of the generated depth map on the KITTI dataset is
carried out. Tri_BF is compared with other methods based on fusion, or extended to work
with fusion and is shown to be competitive with those methods.
The influence of the depth map on the mapping process is investigated. It is shown
that, in two specific scenes, the depth map resulting from the proposed algorithm allows
the detection of more obstacles when using a LIDAR compatible with small UAVs in
terms of weight, size and power consumption. The influence of the depth map on the
odometry is shown to be negligible under the right cut-off distance for the depth map
when the full LIDAR is used. Should a LIDAR suitable for UAVs be used, the depth
map is shown to improve the odometry. The runtime increase is however considerable,
although a GPU implementation could alleviate this problem.
Overall, the addition of the depth map data computed from Tri_BF has a positive
impact on the mapping process. The mapping part of the flight assistance scheme is now
complete, in the next chapter, the complete system architecture is described.

Chapter 5
OAST: obstacle avoidance system for
teleoperation
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5.1 Introduction
This chapter presents a flight assistance system, OAST (Obstacle Avoidance System for
Teleoperation), whose main role is UAV obstacle avoidance and assistance to trajectory
generation. A new obstacle avoidance strategy which relies on the map created in previ-
ous chapters is proposed. The integration of the flight assistance system components is
discussed. OAST is tested in computerised experiments that validate the design.
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5.1.1 Different types of obstacle avoidance
UAV tasks can be conducted in two manners: as autonomous missions, where the UAV
is not under direct human supervision or as teleoperated missions, where the UAV is
remotely controlled by a human operator.
In the case of autonomous missions, path planning has to be performed. Modern path
planners are often divided in two categories: a global path planner computing the overall
trajectory, while a local path planner computes a more refined path locally [113, 114].
The reason for the existence of the local path planner is that the exact environment is
often not known, so there is a need for a refinement of the path according to the newly
detected obstacles around the robot.
The scope of this work is intelligent UAV teleoperation: in this context, the operator
is responsible for the global planning, eliminating the need for a global planner. For
some teleoperation scenarios such as inspection or search and rescue, the operator might
adopt an exploratory approach, changing the desired position of the UAV as required. A
global path planner might add a significant computational overhead that is unnecessary:
depending on the type of controller used, the frequency of user inputs is expected to be
relatively high, probably between 10 Hz and 100 Hz. With such a high frequency, the
robot would have a limited time to follow the trajectory before the next command comes
in. This means that all the computational resources used to compute the trajectory might
be wasted if the new input is different enough from the previous one. While some path
planning algorithms can cope with a change of starting point (such as the D* family of
algorithms [115, 116]), they generally assume a fixed end point.
The objective of the desired system is then to help the operator to avoid obstacles,
while keeping a liberty of movement. To achieve this objective, it is proposed to filter
the input received from the operator. A position is proposed by the operator through
the joystick. If this position and the path leading to it are safe considering the 3D map
available, the UAV progresses towards it. Otherwise, the UAV stops early to avoid the
collision while still going as close as possible to the obstacle. In the later case, it is
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proposed to use the map to try to find a new desired position close to the intent of the
operator.
It is important to highlight the differences with the obstacle avoidance scheme de-
signed in Chapter 2. In that chapter, the haptic feedback was used to stir the joystick in
a direction opposing an obstacle. As a result, the UAV itself would go away from the
obstacle. In this chapter, a safe position is computed directly from the 3D map. The main
advantage of this new approach is that collisions are now expected to be less likely, since
a safe position is imposed. A second advantage is that the obstacle avoidance algorithm
is now independent from the joystick mechanical characteristics and human pilot, thus
tuning is simplified. A third advantage is that the manoeuvrability is increased: in Chap-
ter 2, the aim of the algorithm was to prevent collision, meaning that the UAV would stop
before a collision. In this chapter, the role of the algorithm goes further. It must prevent
collisions while trying to achieve the original position goal of the operator. The drawback
is that the human does not have complete control anymore: some unsafe positions are
now impossible to reach. This drawback can be mitigated by authorising the operator to
deactivate the safety scheme. As a result, the haptic feedback has now a purely informa-
tive role to the operator as it is not used to actively avoid obstacles. The haptic feedback
can facilitate the interface between the user and the system.
5.1.2 Flight assistance system components
The system architecture is composed of five parts, which will be described in more details
in their respective sections. The role of each is mentioned below to provide a better
overview of the complete system. A special care is given to the obstacle avoidance module
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Figure 5.1: Complete system for UAV obstacle avoidance
160 CHAPTER 5. OBSTACLE AVOIDANCE SYSTEM FOR TELEOPERATION
5.1.2.1 The map:
The map is described in Chapter 3, the specific implementation is detailed in Section 3.3.1
with a density optimisation proposed in Chapter 4. This 3D map takes a point cloud as
input. The output can be described by a list of Gaussian distributions describing the ob-
stacles around the UAV. A typical update rate for the input point cloud is 10 Hz. The
map update rate depends mainly on the map resolution, as shown in Section 3.5.2. For
a map resolution of 2.2 m and width of 240 m, the map update rate is 4.7 Hz with odom-
etry computation and 100 Hz without computing the odometry (on the Ford dataset, see
Section 3.5.2 for details). If the odometry is not computed, it has to be provided by an
external source positioning sensor.
5.1.2.2 The 3D haptic controller:
The haptic controller is operating in impedance mode, meaning that the input from the
haptic controller is the position of the end effector, which is sent to the UAV. The haptic
controller can then receive back a feedback from the system. The new haptic feedback is
discussed in Section 5.5. The haptic controller sends commands to the UAV at a rate of
100 Hz.
5.1.2.3 The command interpreter:
The command interpreter transforms the joystick input into an actual objective for the
UAV. In this work, a position objective is considered. The command interpreter is dis-
cussed in Section 5.2.
5.1.2.4 The UAV controller:
Given an objective, the controller computes the required velocity of each propeller to
reach the goal. The controller that is used here accepts both velocity and position com-
mands [24]. While this controller was implemented in the RotorS package [40] that was
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used to simulate the UAV in Chapter 2, it has been reimplemented in the proposed system
for integration purposes. The controller runs at 1000 Hz in this implementation.
5.1.2.5 The obstacle avoidance and trajectory assistance module:
This module takes as an input an objective, i.e. the output of the command interpreter.
It then retrieves the whole map (or parts of the map) to amend the objective to keep the
UAV safe while respecting the operator’s input. It finally transmits the filtered objective
to the UAV controller. This module, which is the core of this chapter, is described in
Section 5.3.
5.1.2.6 Implementation notes
The whole system is separated in two programs. The first one is the 3D haptic controller,
which runs on the computer of the operator and sends data to the UAV. The second pro-
gram is supposed to run on the UAV. It is composed of the command interpreter, the
UAV controller, the map and the obstacle avoidance module. The communication be-
tween those two programs and the sensors is done using ROS [38]. The simulator used is
Gazebo [39], along with the RotorS [40] package for the physical model of the UAV. Our
system receives two external types of data: the point clouds from the LIDAR (received by
the map) and the odometry (received by the UAV controller).
As shown in Chapter 3, the map can generate odometry data. The accuracy of this
odometry is reported in Section 3.5.2. Since this chapter aims to evaluate the obstacle
avoidance scheme independently, it is desirable to decouple the odometry generation from
the proposed architecture. For this reason, an external source of odometry is used as a
ground truth in the following developments. For more details about methods to compute
odometry for UAVs, please refer to Section 3.1.3.
The program that runs on the UAV is separated in four threads: one for handling the
inputs (point cloud, odometry and haptic controller commands), one for the map, one
shared by the command interpreter and the controller and one for the obstacle avoidance
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module. Note that the program is implemented so that each thread runs in a loop using
the latest data available, no thread waits for the data. For instance, the controller does not
wait for a new command or a new odometry data: when a new command or odometry
data arrives, it is stored in memory and the controller always use the latest data. This is
interesting because as seen above, the sensors that are used have different update rate.
Thus it is not desirable for the obstacle avoidance module to wait for the a new point
cloud to arrive before generating a new safe objective. Indeed the point cloud are updated
at 10 Hz, but the odometry is updated at 100 Hz and new commands arrive at 100 Hz.
This means it is possible to reuse the map while updating the odometry or commands to
generate a new safe objective position, which is the way the code was written.
In the following sections, the individual parts of the system are described in more
detail.
5.2 Command interpreter module
5.2.1 An overview of the former approach in the current context: a
wind up problem
In this new proposed system, the command from the user is filtered and the haptic feed-
back is purely informative. This means that when the UAV is blocked by the program
because there is an obstacle in the way, the user can continue freely to push in the di-
rection of the obstacle. The former scheme introduced in Chapter 2 to transform the end
effector displacement into a position objective is described in Section 2.2.1. This method
suffers from a problem in the context of the proposed obstacle avoidance method: posi-
tion objective can drift far from the current UAV position (since the UAV does not move
toward the objective, it is blocked by the obstacle avoidance module). The consequence
is a latency when the user finally changes direction and possibly sudden movements.
In order to reduce this wind up effect, it is possible to limit the distance between
the UAV and the position goal to a maximum value Lmax. The transformation from a
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displacement of the end effector pj(t) into a position objective xr(t) is described in equa-
tion (2.3). The objective is to modify this equation to ensure that, given a position of the
UAV xUAV(t), the following equality holds for all times t:
‖xUAV(t)−xr(t)‖ ≤ Lmax. (5.1)
Algorithm 5.1 proposes a solution to this issue, its derivation is shown below. An
approach allowing an easier control by the user is proposed in Section 5.2.2.



















The positive definite matrices Kv and Kp serve scaling purposes and r∗ is the radius of
the virtual sphere in the haptic controller workspace. For more details, see Section 2.2.1.









Let us consider a discrete representation of time, with a constant time step that is absorbed
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We define: S(t) = ∑ti=0 Ψ(i).
Then equation (5.4) can be rewritten as:
xr(t) =









pj(t)+S(t−1), if ‖pj(t)‖ ≥ r∗.
(5.9)
From equation (5.9), there are two components: S (related to xc by xc(t) = S(t−1)+
Ψ(t)/2) and a term proportional to pj(t). To impose the limitation of equation (5.1), it is












pj(t), if ‖pj(t)‖ ≥ r∗.
(5.10)
This means that xr is now:
xr(t) = ps(t)+S(t−1). (5.11)
The first proposed approach is to limit the growth of S, then scale ps if needed. Let
xs(t) be the redefined position goal:
xs(t) = αps(t)+S(t−1), (5.12)
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with α ∈ [0,1] so that equation (5.1) holds. This means that if ‖xs(t)− xUAV(t)‖ ≤
Lmax with α = 1, then α = 1 is kept.
Otherwise, to determine alpha, the following polynomial has to be solved:
‖xs(t)−xUAV(t)‖2−L2max = 0,
(5.13)
⇐⇒ α2‖ps(t)‖2−2αps(t)(S(t−1)−xUAV(t))+‖S(t−1)−xUAV‖2−L2max = 0.
(5.14)
If there are two roots of same sign to this polynomial, only one root, or no root, it
means that the constraint set by equation (5.1) is already violated. Then α = 0 is chosen.
If there are two roots of different signs, then the positive one is kept. Note that enforcing
the inequality ‖S(t − 1)− xUAV(t)‖ ≤ Lmax guarantees the existence of a solution xs to
equation (5.13).
The complete algorithm to determine the position xr(t) when a new end effector po-
sition comes in is summarised by Algorithm 5.1.
After testing, it was found that this algorithm works well in the absence of obstacles.
However, it is difficult to manoeuvre the UAV near obstacles. While the anti wind up
strategy described above reduces the latency in the controls, it does not make it disappear.
For this reason, the command interpreter uses a direct mapping instead, that is described
in the next section.
5.2.2 A better strategy: direct proportional mapping
5.2.2.1 Direct mapping
As mentioned in Section 2.2.1, there are different ways to achieve unlimited movement
from a limited workspace of the end effector. A popular technique is velocity mapping:
the displacement of the end effector sets a velocity target for the robot, or equivalently,
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Algorithm 5.1: Algorithm to determine the position goal of the drone from an
input of the haptic controller at time step t
Input : Position of the end effector of the controller pj(t), a maximum threshold
for the distance of the UAV to the position goal Lmax, the position of the
UAV xUAV(t)
Output: A position goal xr(t) for the UAV, S(t) is updated





2 if ‖S(t−1)−xUAV(t)‖> Lmax then
3 S(t−1) = xUAV(t)+Lmax S(t−1)−xUAV(t)‖S(t−1)−xUAV(t)‖ ;
4 end
5 if ‖pj(t)‖< r∗ then













10 Compute xr(t) = ps(t)+S(t−1);




13 if there are two real roots, one negative and one positive then
14 Let the positive root be α∗;
15 xr(t) = α∗ps(t)+S(t−1);
16 else
17 xr(t) = S(t−1);
18 end
19 end
20 if ‖S(t−1)+Ψ(t)−xUAV(t)‖ ≤ Lmax then
21 S(t) = S(t−1)+Ψ(t);
22 else
23 S(t) = S(t−1);
24 end
25 return xr(t);
the displacement of the robot is the integral of the displacement of the end effector. The
scheme described in Section 2.2.1 and modified above is using velocity mapping, but
applied to the target position of the robot and not the robot itself. The advantage is a
finer control over small displacement, but it implies a latency. When the target position is
forward, this position has to "travel" behind the UAV before the robot can actually move
back.
5.2. COMMAND INTERPRETER MODULE 167
The other solution is to use a direct velocity mapping. This makes small displacement
more difficult to achieve, but the latency disappears. During testing, it was found easier
to manoeuvre near obstacles with a direct velocity control. However, since a desirable
feature of UAVs is their capacity to hover, the scheme is modified to allow hovering.
For a given displacement of the end effector pj(t), a standard velocity mapping would
be, for a velocity of the UAV ẋr(t):
ẋr(t) = kpj(t), (5.15)
with k a scaling factor.
5.2.2.2 Hovering addition
The scheme used in this chapter for position control of the UAV is the following. First, the




j(t)] is normalized per component,
so that each component is between −1 and 1. This allows the proposed algorithm to be
independent from the actual size of the workspace. This also means that the workspace is
approximated by a rectangular cuboid (this is done because the workspace of a 3D haptic
controller is often not spherical). Let the function h j be:
h j(x,r∗) =

0, if |x|< r∗,
x− sign(x)r∗, if |x| ≥ r∗,
(5.16)
with x ∈ R, r∗ ∈]0,1] and sign a function returning the sign of its argument. Then,
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where xr(t) is the position goal of the UAV, xUAV(t) is the current position of the UAV,
Ks is a definite positive scaling matrix and r∗ is a real scalar.
If the component of the displacement of the end effector is less than r∗, then the de-
sired displacement is zero for this component (i.e. the position goal is the current position
of the UAV for this component). This means that hovering can be maintained. From r∗,
the norm of the desired displacement grows linearly with the norm of the displacement
of the end effector. Note that this way, equation (5.1) is valid, with Lmax =
√
3λs (1− r∗)
and λs being the largest eigenvalue of Ks.
Unlimited displacement is ensured by setting the position goal relative to the position
of the UAV. A possible drawback of this method is that the UAV can drift when the
requested displacement is small (an integral scheme to cancel the steady state error is less
efficient since the position goal changes with the position of the UAV).
5.3 Obstacle avoidance module
The objective of the obstacle avoidance module is to prevent collisions of the UAV with
the surrounding obstacles and to facilitate the operation of the UAV. First, the literature
related to this work is presented, then the proposed approach for OAST is described.
5.3.1 Related work
It is important to underline the difference between path planning and obstacle avoidance:
path planning aims to find a continuous path between a start point and an end point to be
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used by the robot. Obstacle avoidance is the task of reactively avoiding obstacles on the
path of the robot. As such, obstacle avoidance can be seen as a part of path planning [114].
As mentioned in the introduction of this chapter, path planning is out of the scope of
this work since it is not necessary for teleoperation. For the reader’s interest, a recent
overview of the different 3D path planning algorithms is available in Yang et al. [117].
The main limitation of path planning is the computational power needed. However, some
algorithms have been proposed very recently to tackle the problem of 3D path planning
in real time. Allen and Pavone [118] propose an algorithm split in two phases: an offline
phase, where a Support Vector Machine classifier is used to shorten the online compu-
tation by approximating state neighbourhood. The optimal trajectory is obtained with a
random sampling algorithm: kino-FMT∗. Finally, the trajectory is smoothed. The runtime
on a physical robot varies between 0.20 s and 0.33 s for 1000 sampled nodes. A second
real time algorithm is proposed by Sanchez-Lopez et al. [119]. This method describes the
environment with geometric primitives. The admissible space is randomly sampled and
the A∗ algorithm is used to generate the trajectory.
Obstacle avoidance is however the core component of the proposed flight assistance
system. The topic of collision free navigation in cluttered environment is still an active
research domain [120]. Below, some popular obstacle avoidance methods for ground
robots at first, then UAVs are listed.
5.3.1.1 For ground vehicles
A popular category of methods for ground robots are potential fields methods, such as
Virtual Force Field [121], where the robot is repelled away from obstacles based on their
distance. An inherent weakness of those methods is the possibility for the robot to be
stuck in local minima. An attempt to solve this problem of the Virtual Force Field was
made with the Vector Field Histogram method [122], where the space is divided in polar
zones. A histogram of the density of obstacles per polar zone is then computed, then the
zone of lowest density is chosen. The choice of the zone was further improved while
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taking the dimension of the robot into account [123] and path planning capabilities were
added [124]. The idea of using a polar histogram was used in other methods [125, 126].
Another popular method for ground robots is the Dynamic Window Approach [127],
that searches in both the available physical space and the reachable velocity space of
the robot for a solution. A drawback of this method is the increase in computational
complexity when the search space grows.
A third category of methods is the elastic bands [128] which takes a starting path and
refines it so that is is shorter and smoother.
5.3.1.2 For UAVs
The passage from ground robots to UAVs involves higher computational requirements (to
account for the additional space dimension) and different dynamics [120]. This makes
the conversion of those methods to 3D sometimes difficult. The Vector Polar Histogram
method was used with UAVs [129, 130] but the obstacle detection was limited to 2D. The
Dynamic Window Approach is starting to see some uses for flying robots [131, 132].
Teleoperation is the area of interest of this thesis, thus existing work related to obstacle
avoidance for teleoperated UAVs without relying on haptic feedback is described in the
following.
In the work of Hua and Rifaï [133], the desired velocity of the UAV is adapted so that
it does not collide with a single obstacle. This method is extended to several obstacles by
Omari et al. [36]. The method requires distance to the obstacles, thus LIDAR sensors are
suitable to implement it, as well as cameras. This work relies on a specific control law
being applied to the UAV and assumes a velocity controller.
A similar approach is adopted by Hou and Mahony [134], where the distance to an
obstacle is used to alter the desired velocity of the UAV so that it stops before hitting an
obstacle. A specific controller is not assumed, but the authors show that if perfect velocity
tracking is assumed, then obstacle avoidance is guaranteed. It is not clear however what
the direction of an obstacle is. An interesting feature of this approach is that, since the
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admittance framework is considered, the cues from the environment can be separated from
the vehicle’s dynamics, giving a clearer representation of the situation to the operator.
In the work of Odelga, Stegagno, and Bülthoff [135], an RGB-D camera is used to
create a robot centric, circular grid map of obstacles around the robot. Obstacles are
tracked using a bin-occupancy filter. A discrete set of options for the movement of the
UAV is defined and model predictive control with a fixed time horizon is used to perform
the obstacle avoidance. Similar to the last method, the velocity of the UAV is altered to
avoid the obstacles. The runtime of the method is not specified. In particular, the change
of runtime with the number of tracked obstacles is absent.
Several conclusions can be drawn from the existing literature. The first one is that
obstacle avoidance in teleoperation is often done by changing the input from the user to a
safe value. This input is mainly the velocity of the UAV [133–135]. However, the input
is generally the position of the surrounding obstacles. Thus, the question that needs to be
answered is: given an obstacle position, what velocity should the UAV adopt to not collide
with this obstacle? A solution to this problem involves some sort of planning ahead while
considering the dynamics of the UAV. Model Predictive Control can be used [135], or
other specific control schemes can be adopted [133]. It is argued that this problem can be
separated in two different issues: finding a safe position for the UAV and navigating to this
safe position. The navigation part of the problem is in fact a position controller, for which
a large body of literature exist (e.g., Integral Backstepping [136] or based on geometric
methods [24]). It is proposed to decouple those two issues, and focus on the first part of
the problem: finding a safe position for the UAV. This way, the obstacle avoidance method
is not attached to a specific controller, making the scheme more flexible.














Figure 5.2: Principle of our obstacle avoidance scheme when there is an obstacle on the
way
5.3.2 Part 1: obstacle avoidance
5.3.2.1 Problem statement
Given a position of the UAV xUAV(t), a desired position xr(t) generated by the command
interpreter (see Section 5.2.2) and a map (generated according to the method described in
Chapter 3), the problem is then to find a safe desired position xsr(t) for the UAV. In the
following, the UAV is represented as a sphere of radius rUAV.
The general idea is to filter the desired position of the UAV: if there is no obstacle, then
xsr(t) = xr(t). If there are obstacles on the way, then xsr(t) is placed on the line between
xr(t) and xUAV(t), so that the UAV remains in a safe position.
For each obstacle o, a safe position x∗r(t,o) is computed, then those positions are fused
to create a safe position xsr(t) for all obstacles.
The situation is illustrated in Figure 5.2, with the time and obstacle parameters
dropped for clarity. In this figure, the UAV is depicted in black, along with a single
obstacle represented by a red ellipse. Here, the obstacle prevents the UAV from reaching
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Figure 5.3: Principle of our obstacle avoidance scheme when there is no obstacle on the
way
xr. In this situation, the UAV should stop before it collides with the obstacle. The safe
position of the UAV is drawn as a dotted black circle, centred on x∗r . If the obstacle is far
enough from the trajectory of the UAV, then the safe position is centred on x∗r , as shown
in Figure 5.3.
If it is possible to calculate a safe position x∗r for each obstacle, then taking the most
restrictive position over the set of all obstacles gives an overall collision free position. Let
this position be xsr. This safe position is then transmitted to the position controller.
5.3.2.2 Representation of the obstacles as ellipsoids
As described in Chapter 3, the map employs normal distributions to represent obstacles,
it is then necessary to extract a geometric representation for those obstacles. However,
a Gaussian distribution has no boundaries. Thus, the geometric definition of an obstacle
can be defined by a cut off distance. Then, each point of the space closer to the mean of
the normal distribution than the cut off distance is considered part of the obstacle. In order
to determine this cut off distance, a user defined portion c ∈ [0,1] of the integral of the
174 CHAPTER 5. OBSTACLE AVOIDANCE SYSTEM FOR TELEOPERATION
probability density function can be used. It is then necessary to compute the cumulative
distribution function.
The cumulative distribution function of a multivariate normal distribution has no uni-
versal definition. In this chapter, the cumulative distribution function of a multivariate
normal distribution is expressed using the Mahalanobis distance rm:
rm(µ ,Σ,x) =
√
(x−µ )t Σ−1 (x−µ ), (5.18)
with x a sample, µ the mean of the distribution and Σ the covariance of the distribu-
tion. If X is a random vector following a multivariate normal distribution, the cumulative
distribution function of this multivariate normal distribution F(r) is defined as:
F(r) = P(rm (X)≤ r) . (5.19)
It is possible to show that r2m(X) has a chi-square distribution with k degrees of free-
dom, where k is the dimension of the vector space (3 in our case). Let us consider a
confidence level c ∈ [0,1]. Then, the corresponding Mahalanobis distance rL so that the




where chi2inv is the chi-square inverse cumulative distribution function, here with
three degrees of freedom.
For a given rL, an obstacle is thus defined from a normal distribution N (µ ,Σ) as the
set of points x so that: rm(x)≤ rL.
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5.3.2.3 Definitions
In the following, xsr is formally defined.
Let G be a list of n Gaussian distributions with mean µ and covariance Σ: G =
[N (µ i,Σi)]i∈J1,nK. Those distributions represent the obstacles and are computed according
to the method described in Chapter 3.
The direction d is defined as:
d = xr−xUAV. (5.21)
Note that the direction is not normalised.
5.3.2.4 Computation of the collision free position of the UAV
5.3.2.4.1 Intersection between a sphere along a line and an ellipsoid. Since x∗r is
by definition on the line between xUAV and xr, the candidates for x∗r are defined as:
x∗rp(λ ) = xUAV +λd, (5.22)
with λ a real parameter. Note that λ encodes the position on the line between the
UAV and the position goal xr: λ = 0 corresponds to the position of the UAV and λ = 1
corresponds to xr. A range [λmin,λmax] is defined so that if λ ∈ [λmin,λmax] then x∗rp(λ ) is
a safe position of the UAV. Finding the maximal safe position of the UAV is then finding
λmax, which is the subject of this section.
The strategy used is to loop over all the obstacles and update the values of λmin and
λmax. More precisely, λmin and λmax are initialised at −1 and 1 respectively. Then, for
each obstacle indexed by i, a safe range [λ imin,λ
i
max] is computed and the global range is
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updated as:
λmin = max(λmin,λ imin),
λmax = min(λmax,λ imax).
(5.23)
Thus, λ imin and λ
i
max have to be computed for a single obstacle. Let us consider a
single obstacle with mean µ i and covariance Σi. The objective is to find λ so that the point
x∗rp(λ ) is at distance rUAV from the ellipsoid extracted from N (µ i,Σi). Let de(x,µ ,Σ,rl)
be the distance between a point x and an ellipsoid of mean µ , covariance Σ and a threshold
rL. The exact solution λ satisfies the system of equations:
x∗rp(λ ) = xUAV +λd,
rUAV = de(x∗rp(λ ),µ ,Σ,rl).
(5.24)
Let us first consider the problem of computing the function de. As noted in the work
of Hart [137], solving de involves solving a polynomial of degree 6 which cannot be done
analytically. Iterative methods are however available as a Newton method is proposed by
Hart [137] and a bisection method by David Eberly1. An approximation can be computed
quickly (around 3 iterations) in the 2D case by using the evolute of the ellipse2. Once an
iterative solution is chosen to compute de, equation (5.24) can be solved using an iterative
solver. It has to be noted that in general, equation (5.24) has 2 solutions (one before the
obstacle, one after).
5.3.2.4.2 An approximated analytical solution. Given the real time constraints, an
analytical solution would be beneficial. A popular method to perform obstacle avoidance
is to increase the size of the obstacle by adding the radius of the robot. The proposed
solution is to approximate the resulting increased obstacle by an ellipsoid. It is then
1www.geometrictools.com/Documentation/DistancePointEllipseEllipsoid.pdf
2wet-robots.ghost.io/simple-method-for-distance-to-ellipse/
5.3. OBSTACLE AVOIDANCE MODULE 177
efficient to compute the intersection between a line and this approximation of the obstacle.
Let us consider the set of point SrUAV defined by:
SrUAV = {x | de (x,µ ,Σ,rl) = rUAV }. (5.25)
In other words, this is the set of all points that are at the exact distance rUAV from the
ellipse. This set of points does not form an ellipsoid.
5.3.2.4.3 Ellipsoidal approximation of SrUAV . To observe this, let us suppose that
SrUAV forms an ellipsoid. For reasons of symmetry, the ellipsoid formed by SrUAV should
have the same mean µ and eigenvectors extracted from Σ, only the eigenvalues would
change. Without loss of generality, let us consider an ellipsoid centred at the origin whose










where λ1, λ2 and λ3 are the eigenvalues of the covariance matrix associated with the
ellipsoid. SrUAV is aligned with the canonical basis of R3 and 3 points are selected on its
surface. Since it is assumed that SrUAV is an ellipsoid, it is described by equation (5.26)
after alignment in the canonical basis. Equation (5.26) is linear in 1/λi, the system can
thus be solved to get the new eigenvalues corresponding to a new ellipsoid fitted to SrUAV
using the selected 3 points. If SrUAV is truly an ellipsoid, this new ellipsoid should be
exactly aligned with SrUAV . An illustration is provided in 2D in Figure 5.4. The original
ellipse, in plain red, has eigenvalues 75 and 2 along the x axis and y axis respectively. The
value of rl has been fixed to
√
2 and rUAV is 2. The increased ellipse, i.e. the set SrUAV
is plotted in dashed red. In order to describe the fitting points, the parametric mapping




λ2 sin(t)] where λ1 and λ2 are the eigenvalues
178 CHAPTER 5. OBSTACLE AVOIDANCE SYSTEM FOR TELEOPERATION





Fitted ellipse with points t = 0 and t = π/2










Figure 5.4: Example of increased ellipsoid and its ellipsoid fits for two different set of
fitting points
of the covariance matrix. The two points used for the fitting are specified in the legend.
Figure 5.4 confirms that SrUAV is not an ellipsoid, since it does not coincide with the fitted
ellipsoids. The quality of the fit depends on the points chosen. It is shown that a fit using
the extreme points of the ellipse (end of each semi great axis, the blue ellipse) tends to
underestimate SrUAV . On the other hand, considering points in between the two semi great
axis (the green ellipse) overestimates SrUAV .
The problem is to find the points (there are two) on a given line that are at a specified
distance from an ellipsoid, as described by equation (5.24). Approximating SrUAV by an
ellipsoid allows us to solve equation (5.24). Given the symmetries exhibited by SrUAV , an
ellipsoid is a reasonable fitting candidate.
Ellipsoid fitting from discrete data points has been studied in the literature [138].
However in this thesis, the problem involves knowledge of both the centre and eigenvec-
tors of the fitted ellipsoid. This makes the method described above attractive due to its
computational efficiency.
5.3. OBSTACLE AVOIDANCE MODULE 179
To summarise: in order to solve the problem described by equation (5.24), a fitted el-
lipsoid to approximate SrUAV is computed. Given a radius rUAV, a probabilistic threshold





(because in 3D, two angles are required to specify an ellipsoid point) the vector v∗ev is
computed. In the following, this set of three pairs of angles will be referred to as the
ellipsoid fitting parameters. It contains the eigenvalues of the covariance matrix describ-
ing the increased ellipsoid approximating SrUAV . The detailed computation is described in
Algorithm 5.2.
Algorithm 5.2: Algorithm to compute the eigenvalues of an increased ellipsoid
Input : a vector vev containing the initial eigenvalues,
a confidence level c ∈ [0,1] for the distribution of the obstacles,
the radius of the UAV rUAV,





Output: a vector v∗ev that contains the eigenvalues of the increased ellipsoid.





2 r2L = chi2inv(c,3);
3 D =
1/vev(1) 0 00 1/vev(2) 0
0 0 1/vev(3)
;
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5.3.2.4.4 Finding the collision free position. Let Pi be the matrix whose columns are
the normalized eigenvectors of the covariance matrix Σi of the original ellipse. Then the
covariance matrix Σ∗i of the increased ellipsoid is computed as:
Σ
∗





The system of equations (5.24) now becomes the intersection between a line and the
fitted ellipsoid:














Inserting the first equation into the second one yields a second degree polynomial in
λ :
dtΣ∗−1i dλ




i (xUAV−µ i)− r
2
L = 0. (5.28)
It can be seen that this polynomial has two roots as long as d is not null. Let us discuss
the physical meaning of the possibles roots of this equation.
1. If the equation has no real roots, then there is no collision possible along the direc-
tion of travel d: λmin and λmax are not modified.
2. If the equation has two real roots λ1 and λ2 of the same sign, then there is a collision
on the way. It is assumed without loss of generality that |λ2| < |λ1|. If the roots
are positive, the collision lies ahead of the UAV, meaning λmax needs to be updated.
Then λ imax = λ2. If the roots are negative, λmin needs to be updated. Then λ
i
min = λ2.
In both cases, λmin or λmax is updated according to equation (5.23).
3. If the equation has a single real root, it is treated similarly to the case involving no
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roots (a single point of contact has little physical meaning).
4. If the equation has two real roots λ1 and λ2 of different signs, it means that the UAV
is already inside the increased ellipsoid. While this should not happen with perfect
position control, in practice controller overshoot or numerical accuracy issues make
this case possible. It is assumed without loss of generality that |λ2| < |λ1|. If λ1
is positive, it means that the UAV is in fact going deeper into the obstacle. In this
case, the UAV should go back to safety: λ imax = λ2. Note that this means λ
i
max is
now negative. If λ1 is negative, the UAV is leaving the obstacle (but still inside). In
this case, λ imin = λ2 is set. Note that this means that λ
i
min is now positive. λmin or
λmax is finally updated according to equation (5.23).
Let us highlight a small detail about the last case, when the UAV is inside the obstacle.
One could argue that it is enough to simply prevent the UAV from going further into the
obstacle. It was found that this strategy would sometimes lead to collisions, since it means
that the distance between the UAV and an obstacle can never increase, only decrease.
The described scheme makes the UAV actively go backward when penetrating obstacles.
This behaviour has the following consequence: if the UAV is at the same time between
two obstacles and inside those two obstacles, it is possible that λmin > λmax. This case
means that there is no UAV positions safe range which contains its current position. In
practice, such a case would probably lead to a collision, but it is nevertheless necessary
to handle it. This particular case is illustrated in Figure 5.5, where the blue increased
obstacle constrains λmin to be positive and the red increased obstacle constrains λmax to
be negative.





λmax, if λmin ≤ λmax,
λmin+λmax
2 , if λmin > λmax.
(5.29)
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Figure 5.5: Situation where λmin > λmax
The safe position is finally computed:
xsr = xUAV +λ
∗d. (5.30)
The complete algorithm for computing a safe position is described in Algorithm 5.3.
It uses the Algorithm 5.4 to solve the polynomial.
It can be noted that the way the second degree polynomial is solved is meant to avoid
loss of precision in the roots. Moreover, tsol cannot be zero if ∆ is strictly positive, thus
all the divisions are well defined.
5.3.2.5 Speed optimisation: only keep the relevant obstacles
It is unnecessary to use all the obstacles registered in the map. It is possible to select
a suitable subset of those obstacles to reduce the computational load. In the proposed
implementation, the considered obstacles are either:
5.3. OBSTACLE AVOIDANCE MODULE 183
Algorithm 5.3: Algorithm to filter the initial position goal xr(t) into a safe po-
sition goal xsr(t)
Input : a position goal xr(t),
the position of the UAV xUAV(t),
a list of normal distributions G = [N (µ i,Σi)]i∈J1,nK,
a confidence level c ∈ [0,1] for the distribution of the obstacles,
the radius of the UAV rUAV,










3 λmax = 1;
4 d = xr−xUAV;
5 if ‖d‖ is too small then return xUAV(t) ;
6 for i← 1 to n do
7 Compute the eigenvalue decomposition of Σi;
8 Store the eigenvectors in P (one per column);
9 Store the eigenvalues in vev;




j∈J1,3K) ; // See
Algorithm 5.2
11 Σ∗i = Pdiag(v∗ev)Pt ;
12 a = dtΣ∗−1i d;
13 b = 2dtΣ∗−1i (xUAV−µ i);




i (xUAV−µ i)− r2L;
15 [λmin,λmax] = solvePoly(a, b, c,λmin,λmax) ; // See Algorithm 5.4
16 end
17 xsr(t) = xr(t);
18 if λmin 6=−1 ‖ λmax 6= 1 then
19 λ ∗ = λmax;
20 if λmax < λmin then
21 λ ∗ = λmax+λmin2 ;
22 end
23 xsr(t) = xUAV +λ ∗d;
24 end
25 return xsr(t);
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Algorithm 5.4: Algorithm to solve a second degree polynomial and update the
relevant values of λ
Input : coefficients of the polynomial a, b, c,
λmin and λmax.
Output: λmin and λmax
1 Function solvePoly(a, b, c,λmin,λmax):
2 ∆ = b2−4ac;
3 if ∆≤ 0 then return λmin, λmax;








5 λ1 = tsol/a;
6 λ2 = c/tsol;
// The swap function swaps its two arguments
7 if |λ1|< |λ2| then
8 swap(λ1,λ2);
9 end
10 if λ1 > 0 then
11 λmax = min(λmax,λ2);
12 else
13 λmin = max(λmin,λ2);
14 end
15 return λmin, λmax;
1. In a sphere of a certain radius around the UAV rfetch.
2. In a rectangular cuboid starting at the UAV, in the direction of travel, with a length
proportional to the current speed using a look ahead time of tafetch.
5.3.3 Part 2: navigation assistance
5.3.3.1 Problem statement
At this stage, it is possible to prevent the UAV from colliding with the environment by
stopping it before the collision. However, this means that the UAV can be stuck on non
planar surface or corners. For instance, if the UAV is blocked against a wall due to the
aforementioned scheme, the user has to input a new position at least parallel to this wall,
or even make the UAV go backward in order to fly along the wall.
The idea of this section is to design an algorithm for navigation assistance: if there are





Figure 5.6: Illustration of the general idea of the alternative path finding algorithm
obstacles that prevent the UAV to reach the original desired position, the objective is to
compute, should it exists, a new filtered position that better reflects the user input than the
safe position xsr(t) computed above. An example is provided in Figure 5.6. The current
position of the UAV is in plain black and the desired position in yellow. The obstacle
avoidance algorithm described in Section 5.3.2 changes this position in order to avoid
collision with the red obstacle. The resulting safe position is plotted in dotted black. In
this case, the intent of the user seems to be avoidance of this obstacle on the left side, but
the actual input will not achieve this. It is hypothesised that the agility of the UAV would
be improved by moving the original desired position to the cyan point. The objective of
this section is to describe an algorithm that achieves such modification of the user input.





Figure 5.7: A more complex scenario for finding an alternative path
5.3.3.2 Design constraints
The difficulty of designing such an algorithm is that the solution is not always well de-
fined. In the case of Figure 5.6, the solution looks straightforward, but a more complicated
example is plotted in Figure 5.7.
The obstacles plotted in red are a typical NDT representation of a wall. The UAV
is already at its safe position, for an original desired position represented by the blue
dot. The problem is to determine the best alternative path. If the criterion chosen is the
proximity with the original goal, a suitable solution would look like the first alternative
path in green. If however the criterion is to have a free path of maximum length, the
direction would need to be further modified into the second alternative path, in grey.
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There is a third option, which is to pass below the obstacles. This solution would
provide the shortest path to the original desired position. However, this would mean
travelling in a direction that is very different from the one specified originally (the UAV
would modify its direction by more than 90◦). This is a good illustration of the trade
off between optimal path and the user will. Given the teleoperation context, it makes
more sense to respect the intent of the user. In practice, this means that the search for an
alternative path is limited to a zone reasonably close from the original direction specified
by the user. In other words, the user is trusted to give the algorithm a partially faulty
input, but no more than a given threshold (a reasonable upper bound would be 90◦ from
the initial direction).
Two main tuning variables can be identified:
• The angle between the original travel direction and the new one.
• The obstacle-free distance along the new direction.
A suitable algorithm would minimise the angle between the two directions while set-
ting the distance along the new direction to a desirable value.
It is important to note that only a change of norm and direction is considered for the
direction of travel. In other words, only paths along a straight line are investigated. The
main reason for this is the context of teleoperation. Given the high rate of incoming
desired positions, more complex trajectories would only be followed for a very short time
(until the next user input), which limits their usefulness.
5.3.3.3 Method
In the following, the algorithms are explained in 2D for clarity reasons. The actual imple-
mentation is in 3D.
The method is divided in three main steps:
1. Several directions of interest are chosen.
2. For each direction, the distance to the closest obstacle in this direction is computed.
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3. Should one of the directions be suitable, it is chosen as the new direction of travel.
In the following, the algorithm is described in more details.
The notations of xr for the desired position specified by the operator, xUAV for the
position of the UAV and the direction of travel d = xr−xUAV are kept in this section.
A maximum angle θmax is chosen so that θmax < 90◦. θmax represents the maximum
angle between d and the new direction that this algorithm aims to compute. The extreme
directions defined by d rotated by plus or minus θmax are called du and dl respectively.
An angular step θs is chosen to discretise the directions between du and dl . The resulting
set of normalized directions is called Sd.
For each element di of Sd, the maximum distance λi that the UAV can cross before
being in collision with an obstacle is computed. Such a computation is performed by
using the method described in Section 5.3.2. More specifically, the Algorithm 5.3 is used,
but d is replaced by di and the output is λmax that is initialised at +∞. The output can
be thought of as a spherical depth map: for a set of angles, the distances to the closest
obstacles are computed. This step is illustrated in Figure 5.8. In this drawing, the limit
angle θmax is 30◦ and the step θs is 15◦. The minimum and maximum directions dl and
du are d1 and d5 respectively. They are defined by a normalized d rotated by the angle
±θmax. The space in between is discretised with step θs to create d2, d3, d4 (d3 is aligned
with d here).
The increased ellipses computed in Section 5.3.2 are represented in red. The distance
λi,i∈J1,5K to the closest ellipse is computed for each direction di,i∈J1,5K.
Once the directions di and the associated lengths λi are computed, a suitable direction
d∗ is chosen among the di. In order to make this choice, each of the two tuning variables
that were identified earlier is examined.
The angle between d and the chosen di has to be minimal. Moreover, an upper bound
λ ui can be introduced on the distance along a direction di:
λ
u
i = di ·d. (5.31)












Upper limit λ u
Figure 5.8: Illustration of the alternative directions considered for θmax = 30◦ and θs =
15◦
Should the length λi in a direction be large, this upper limit prevents the UAV from
going too far in a given direction, depending on how different this direction is from d.
This upper limit has been drawn in green in Figure 5.8 for all possible directions. It is
shown that λ1 is higher than the upper limit, meaning the UAV will be limited in direction
d1, even though the obstacle would allow the UAV to go further.








If this ratio is equal to 1, it means that the space available in the considered direction
has reached the limit. In contrast, if this ratio is less than 1, it means that an obstacle is
putting a constraint on the movement in this direction. Since the objective is to search for
free paths, the considered directions are all di whose ratio ri is equal to 1. If there is none,
the direction with the highest ratio ri is chosen. If there are several directions di so that ri
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is equal to 1, then d∗ is the one that is the closest to d (i.e. the one that maximizes λ ui ).
In other words, d∗ is the direction that:
• leads to enough space for its λi to reach the projection of d on itself,
• has the smallest angle with d.
Given an initial set of directions and norms (di,λi)i∈J1,qK, the computation of the al-
ternative direction d∗ and the length λ ∗ is detailed in Algorithm 5.5.
Algorithm 5.5: Algorithm to compute an alternative path given a set of obstacles
and an original direction
Input : a position goal xr(t),
the position of the UAV xUAV(t),
the radius of the UAV rUAV,
a list of directions and the distance to an obstacle in this direction
(di,λi)i∈J1,qK.
Output: an alternative direction λ ∗d∗.
1 p∗ = 0 ; // The best projection
2 r∗ = 0 ; // The highest ratio
3 d = xr−xUAV;
4 for i← 1 to q do
5 λ ui = di ·d;
6 if λ ui is too small then
7 continue
8 end






10 if ri ≥ r∗ then
11 if r∗ ≥ 1 then
12 if λ ui > p
∗ then
13 p∗ = λ ui ;
14 λ ∗ = λ ui ;
15 d∗ = di;
16 end
17 else
18 r∗ = ri;
19 λ ∗ = λi;




24 return λ ∗d∗;
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Once λ ∗ and d∗ are computed, the new filtered position goal xfr(t) is computed as:
xfr(t) = xUAV(t)+λ
∗d∗ (5.33)
A small note on the extension to 3D: the algorithm has been described in 2D, but the
extension to 3D is straightforward. A basis is computed, centred on the UAV, so that d is
the direction of the x basis vector. Then, θmax defines the opening angle in the y direction,
and φmax defines the opening angle for the z direction. The rest of the algorithm is similar.
5.3.3.4 Handling of very close obstacles
It is important to note that this alternative path search only works when the UAV is outside
of the increased ellipsoids (i.e. not in potential collision with an obstacle). If this is
not the case, then the alternative path search will find no solution. During testing, it
was discovered that simply disabling the alternative path search when inside an extended
obstacle (and thus relying only on the safe position) produced jerky movements, since the
UAV would stop to get back to the safe position before attempting to find a safe path. The
proposed solution was to switch the origin of the search. In this section, the origin of the
search is the position of the UAV. When the UAV enters inside an increased ellipsoid, the
origin of the search is switched to the safe position computed in Section 5.3.2, which is
guaranteed to always be outside the increased ellipsoids. This way, a smoother operation
of the UAV is achieved.
5.4 Test of the obstacle avoidance module
In order to demonstrate the results of the algorithm described in Section 5.3, several tests
are performed in simulated environments.
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5.4.1 Adopted parameters, software and hardware
The OAST architecture is implemented as described in Section 5.1.2. The obstacle are
detected by a simulated LIDAR scanner, the VLP-16 [94] to which Gaussian noise with
zero mean and a standard deviation of 1 cm is added.
Unless mentioned otherwise, the values of all the parameters used in the simulations
of this chapter are described in Table 5.1, along with a reference to the equation or section
describing them. The algorithms are implemented in C++ as described in Figure 5.1.
The interface between sensors are managed using the Robot Operating System (Kinetic)
[38] middleware. The operating system is Ubuntu 16.04 64 bits. The simulator used is
Gazebo [39], and the package which implements the UAV model is RotorS [40], using a
bespoke implementation of the controller [24]. The computer used has an Intel Core i7
6700 processor, an NVIDIA Quadro K2200 graphic card and 16 GB of RAM.
The UAV itself is a Pelican from Asctec, with default characteristics as defined by the
RotorS package [40]. The radius of the UAV model is approximately 32.4 cm.
5.4.2 Analysis of the safe position
This first experiment illustrates the safe position computation described in Section 5.3.2.
The safe position is investigated in function of two parameters: the noise of the LIDAR
sensor and the choice of ellipsoid fitting parameters.
The environment created in Gazebo is only composed of a single wall, as seen in
Figure 5.9a. In Figure 5.9b, the normal distributions that form the map are printed in
red. If those distributions are potential obstacles as described in paragraph 5.3.2.5 (e.g.,
they are around the UAV or in the direction of travel), they are coloured in green or
orange. In Figure 5.9b, the axes displayed in red, green and blue are the positions of the
UAV (below) and LIDAR (above) respectively. The blue coloured ball represents xr(t),
the position goal of the UAV as sent by the haptic controller. The purple coloured ball
represents xsr(t), the safe position of the UAV computed by Algorithm 5.3. In this case,
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Table 5.1: Values of the parameters used in the simulation
Parameter Description Reference Value
θmax, φmax Maximum angle for alternative path
search
Section 5.3.3.3 80◦
θs Angle step between the directions
for alternative path search
Section 5.3.3.3 5◦
Ks Scaling matrix converting joystick
coordinates into position goal
Equation (5.17) diag(1.0)
r∗ Radius of the neutral sphere in joy-
stick workspace
Equation (5.17) 0.2
Radius of the joystick workspace Equation (5.17) 1
rfetch Radius of the sphere around the
UAV to fetch obstacles
Section 5.3.2.5 2 m
tafetch Look ahead time to fetch obstacles Section 5.3.2.5 3 s
rUAV Radius of the UAV with safety mar-
gin
60 cm
fmp Percentage of the maximal force
displayed for haptic feedback
Section 5.5 0.3
lm Maximal distance between xr and
xfr considered in haptic feedback
computation
Section 5.5 1 m
fsp Maximal force displayed by inner
haptic spring
Section 5.5 1.4 N
c Probabilistic threshold for comput-
ing ellipsoids
Equation (5.20) 0.75
α Occupancy map update parameter
(empty case)
Equation (3.44) 0.45
β Occupancy map update parameter
(occupied case)
Equation (3.44) 0.70
γ Occupancy map parameter Equation (3.44) 0.10
Map width and depth 15 m
Map height 10 m
Map resolution 0.3 m
dthrc Threshold for map recentring Section 3.3.1 1.5 m
Mmax Maximum number of point in a cell
during fusion
Section 3.2.4 1000
εrt Threshold for finding the next cell
during raytracing
Section 3.4 1 mm
Kocc Upper limit on log odd occupancy
for a cell
Equation (3.37) 255
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the UAV is facing the wall and the user has set a position goal behind this wall. The
proposed algorithm has correctly computed the safe position to avoid a collision, which
results in the UAV hovering in front of the wall, without advancing further.
In this experiment, the wall is positioned at a distance of 4 m from the UAV. The






, if 0s≤ t < 4s,[
5(t−4)/(9−4) 0 2
]t
, if 4s≤ t < 9s,[
5 0 2
]t
, if 9s≤ t.
(5.34)
In other words, the UAV starts by going up until it reaches an altitude of 2 m, then it
goes toward the wall, with the final desired position behind the wall. It is expected that
the UAV stays blocked at the wall, which is 2.5 m high.
The value of interest is the x coordinate of the safe position xsr(t). In particular, the
stability of xsr(t) is examined when the UAV is blocked against the wall for different level
of noise in the LIDAR and two choices of points for fitting the increased ellipsoids.
The actual radius of the UAV in our simulation is 38 cm, a security margin is added
so that the value of rUAV is 60 cm in this experiment. Thus, the x coordinate of the UAV
centre is expected to stay blocked around 3.40 m.
The results of this simulation are shown in Figure 5.10 for two sets of ellipsoid fitting
parameters: (π/6,π/6), (π/6,π/3), (π/3,π/4) (called set 1 in the following) and (0,0),
(0,π/2), (π/2,0) (called set 2 in the following).
It is shown that our algorithm correctly stops the UAV before the obstacle. The precise
distance depends on the noise of the sensor: more noise will increase the eigenvalues of
the covariance matrices of the obstacles, making the ellipsoids larger and causing the UAV
to stop earlier.
It is observed that the stability of the safe position computed is not affected by the
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(a) View of the first environment in Gazebo
(b) Gaussian distributions forming the map
Figure 5.9: Pictures of the first simulated environment composed of a single wall
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Figure 5.10: Left: Influence of LIDAR noise on the safe position computation. The
standard deviation of the noise applied is specified in the legend. Right: Runtime of the
safe position computation, a moving average with a window size of 7 is applied. Ellipsoid
fitting parameters: (π/6,π/6), (π/6,π/3), (π/3,π/4) (top) and (0,0), (0,π/2), (π/2,0)
(bottom)
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increase of LIDAR noise: for the set 1, the standard deviations in the x component of
xsr(t) for t > 6s are 4 mm, 5 mm and 5 mm for LIDAR noise of standard deviation 1 cm,
5 cm and 10 cm respectively. The same behaviour can be seen for the second set of points,
with standard deviations in the x component of xsr(t) for t > 6s of 4 mm, 6 mm and 6 mm
for LIDAR noise of standard deviation 1 cm, 5 cm and 10 cm respectively. This result
highlights an advantage of the map use compared to the direct use of LIDAR scans: the
filtering effect of the NDT creates a stability.
A second advantage of using a map compared to a point cloud is the runtime. Since the
map aggregates the points into Gaussian distributions, there are fewer structures to check
in the obstacle avoidance method. It is important to highlight that the map update process
runs in parallel to the thread that computes the safe position, but both cannot access the
map at the same time. Thus, when using the map, the obstacle avoidance process might
have to wait for the map update process to end. In this sense, the map update runtime is
taken into account in those data. As shown in Figure 5.10, the runtime of the proposed
algorithm is usually below 5 ms for this scenario. It is impossible to precisely compare
this time to the computation using a raw point cloud since the NDT is mandatory in
the approach proposed in this chapter. However, in order to get an approximate idea of
the reduction in runtime, an initial version of the current algorithm can be used. This
former version was extracting points of interest from an NDT representation, making it
comparable to a raw point cloud. For this former scheme, the runtime in this scenario was
8 ms with the map and 40 ms with the raw point cloud.
It is also observed that the choice of fitting points has little influence on the safe
position computed in this case: for LIDAR noise of standard deviation 1 cm, 5 cm and
10 cm, the mean x component of xsr(t) for the set 1 for t > 6s is 3.38 m, 3.30 m and 3.21 m
respectively. For the set 2, those values are 3.38 m, 3.31 m and 3.21 m respectively. The
result observed, which is a stabilising value of the x component of xsr(t) around 3.4 m
minus two times the LIDAR noise standard deviation, can be explained. The probabilistic
threshold for computing the ellipsoids c is set to 0.75, this means that the ellipsoid radius
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rL is around 2.03 as explained in Section 5.3.2.2. Let σl be the standard deviation of the
LIDAR noise along the x direction. An ellipsoid created from the LIDAR points against
the wall is centred at µx = 4m. When y = µy and z = µz (i.e. when the furthest point from
the mean in the x direction is considered), the equation of the ellipsoid created by the wall




This means that on the x axis, the ellipsoid ends at a distance µx± rLσl . In order to
get the stopping coordinate, the radius of the UAV rUAV must be added, so the expected
stable value of the x of xsr(t) is:
µx− rUAV± rLσl = 3.4±2.03σl ,
which is the observed behaviour.
5.4.3 Analysis of the flight assistance
It is shown in Figure 5.10 that the UAV stops before the wall. In this section, the results
of the alternative path finding algorithm proposed in Section 5.3.3 are illustrated. In other
words, the filtered position xfr(t) is used instead of the safe position xsr(t).
5.4.3.1 Alternative path when facing a single wall
The first environment is shown in Figure 5.9a. The trajectory is modified with a vertical
component in order to showcase the path finding capabilities. The desired trajectory xr(t)





0 0 2min(1, t/8)
]t
, if 0s≤ t < 15s,[
5(t−15)/(20−15) 0 2+(t−15)/10
]t
, if 15s≤ t < 20s,[
5 0 2.5
]t
, if 20s≤ t.
(5.36)
Note that the wall is 2.5 m high and the maximum desired height caps at 2.5 m as
well. This means that the UAV should collide with the wall without any assistance (the
UAV should arrive at the wall around the 19 s mark, with an altitude of 2.4 m according
to equation (5.36)).
The actual trajectory of the UAV is plotted in Figure 5.11 against the desired tra-
jectory xr(t) described by equation (5.36) and the filtered trajectory xfr(t) computed by
Algorithm 5.5 and equation (5.33).
The runtime is investigated first. The runtime of a single iteration is typically less
than 10 ms for this simple scenario as shown in Figure 5.11. With more obstacles (e.g.,
if the UAV is inside a very small room with walls all around it), a maximum runtime of
around 30 ms has been observed. The runtime increases with the number of obstacles
that are checked. Recall that obstacles are checked in the direction of travel, but also in
a sphere of radius 2 m around the UAV. This means that obstacles created by the ground
are expected to be numerous at first, then decrease as the UAV is gaining height. This is
observed in Figure 5.11 between 1 s and 8 s where the runtime, initially high, decreases.
The runtime increases again from 16 s as the wall becomes considered by the obstacle
avoidance algorithm as described in Section 5.3.2.5.
Although the desired trajectory passes through the wall, the UAV successfully avoids
the obstacle. The UAV first starts by advancing toward the wall. At this stage, since there
are no obstacles on the way, the filtered position coincides with the desired position. The
proposed algorithm modifies the desired trajectory when the UAV arrives too close to the
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Trajectory of the UAV























Figure 5.11: Behaviour of the alternative path finding algorithm in a simple scenario
involving a single wall. Top: UAV trajectory, input and algorithm output. The wall is
plotted in green. Bottom: runtime of the alternative path finding algorithm, a moving
average with a window size of 7 samples is applied
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wall: since the direction of travel is upward and forward, the closest free path is upward.
The OAST architecture thus instructs the UAV to go upward, and tilts the direction of
travel forward as soon as the wall does not obstruct this direction anymore.
This simple example highlights a desirable characteristic of the proposed approach:
when blocked against a planar surface, the generated trajectories will typically slide
against the obstacle in a direction that is close to the desired direction. This makes ma-
noeuvring around obstacles easier and allows the user to be less precise: in a narrow
corridor, even if the user does not input a direction of travel perfectly aligned with the
walls, the UAV will still advance as if this was the case.
5.4.3.2 Alternative path when following a corridor
Let us illustrate this specific case with a second simulated environment, pictured in Fig-
ure 5.12.
In this second environment, there are two parallel walls separated by 1.3 m. The






, if 0s≤ t < 10s,[
7(t−10)/(16−10) −1.1 2
]t
, if 10s≤ t < 13s,[
7(t−10)/(16−10) 1.1 2
]t
, if 13s≤ t < 16s,[
7 0 2
]t
, if 16s≤ t.
(5.37)
In other words, the UAV takes off then goes forward, but with a lateral component
that changes direction at t = 13s. The trajectory of the UAV is presented in Figure 5.13.
It is shown that in this case, the UAV remains in between the two walls despite the
desired position being behind the walls. Moreover, the UAV slides along the walls as
discussed above. Those two environments illustrate an increased agility compared to the
computation of the safe position only, where the UAV would stop and stay blocked behind
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Figure 5.12: Picture of the second simulated environment composed of two parallel walls
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Trajectory of the UAV
























Figure 5.13: Behaviour of the alternative path finding algorithm in a simulated environ-
ment involving two walls. Top: UAV trajectory, desired position and filtered position.
The walls are plotted in green. Bottom: runtime of the alternative path finding algorithm,
a moving average with a window size of 7 samples is applied
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Trajectory of the UAV
Figure 5.14: UAV trajectory and desired trajectory in a simulated environment without
moving the origin of the alternative path finding algorithm. The wall is plotted in green
the obstacle.
5.4.3.3 Alternative path with a fixed origin of the algorithm
A third experiment is proposed to illustrate Section 5.3.3.4 regarding the need to move
the starting point of the algorithm seeking an alternative path. It was argued that without
moving this starting point to the safe position when the UAV is too close to an obstacle,
the displacement would be jerky or even blocked. In order to show this behaviour, the first
environment shown in Figure 5.9a is used again, composed of a single wall. The desired
trajectory is still described by equation (5.36).
The resulting trajectory is plotted in Figure 5.14. It is shown that without moving
the centre of the alternative path finding algorithm, the UAV gets stuck on the wall and
cannot progress upward as it should. Indeed, once the UAV is very close to the obstacle,
the alternative path finder algorithm cannot find any path since the cone of search is almost
entirely obstructed by the obstacle. This behaviour does not occur when the alternative
path finder is allowed to change origin, as shown in Figure 5.11 which presents the same
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Figure 5.15: Picture of the third simulated environment composed of multiple walls and
a window
desired trajectory.
5.4.3.4 Behaviour of the algorithm with a fixed input in a complex environment
Finally, a more complex case is examined. The third environment is depicted in Fig-
ure 5.15. This time, a desired position is not provided, but a simulated joystick input is




after take off, meaning that the
only command of the UAV is to go forward. Note that the walls are placed in the way
of the UAV and the final window available in the wall is slightly shifted compared to the
position of the incoming UAV.
The resulting trajectory of the UAV and the filtered position are shown in Figure 5.16.
It is shown that the UAV is able to successfully avoid the obstacles on its way. It is
possible to differentiate between two types of behaviour from this figure: the very first
wall encountered by the UAV is exactly perpendicular to the desired direction of travel.
OAST is able to avoid this wall since the free space on the right is inside the cone of
search (this zone is represented in Figure 5.8), similar to what is observed in Figure 5.11.
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Filtered trajectory xfr(t) as computed by the proposed algorithm






















Figure 5.16: Behaviour of the alternative path finding algorithm in the third simulated
environment (see Figure 5.15). The trajectory of the UAV is plotted as well as the filtered
position computed by our algorithm. The walls are plotted in green except the lateral


















Figure 5.17: Zoomed view of the window passage from Figure 5.16
The second type of behaviour occurs when a solution is not directly visible, which is
the case for the second and third walls encountered by the UAV. In those circumstances,
the preferred direction computed by Algorithm 5.5 is along the wall since the wall is
slightly slanted (similar to what is observed in Figure 5.13). Those results illustrate a
limitation of OAST: should the walls be slanted the other way around, the UAV might
not pass the obstacle (depending on its position when encountering the walls) and end up
in a dead end. This is however by design: since the user might want to actually inspect
those dead ends, there is a necessary trade off between the assistance provided by the
algorithm and the liberty of movement made available to the user. The results shown in
Figure 5.16 illustrate to which degree the user’s input is amended. Recall that the input
from the joystick is fixed as going forward in the x direction. The 1.3 m wide window is a
challenging obstacle with regard to the fixed input provided. A zoomed view around it is
shown in Figure 5.17, which shows that our algorithm is able to find the limited zone that
allows for the UAV to pass without collision.
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5.5 Haptic feedback module
The role of the haptic feedback is different from the one it had in Chapter 2. Before, the
feedback was the primary mean of obstacle avoidance. The new objective of the haptic
feedback is to facilitate the interaction between the operator and the obstacle avoidance
system. Since the proposed obstacle avoidance algorithm modifies the desired position
provided by the user, the feedback provides a haptic visualisation of this modification.
More precisely, the feedback is a force proportional to the difference between the
desired position xr and the filtered position xfr. The user can then feel how the algorithm
modifies the input, which in turn helps understanding the resulting movement of the UAV.
The haptic feedback uses two tuning parameters: the maximal force that can be dis-
played fmp (as a percentage of the maximal force that can be displayed by the haptic
controller) and the maximal distance lm between xr and xfr that would display this force
(in meters). Let ds = xfr−xr. The equation governing the displayed force feedback fu is:
fu =

fmp dslm , if ‖ds‖< lm,
fmp ds‖ds‖ , else.
(5.38)
Moreover, in order to help the operator locating the centre of the workspace, a virtual
spring is attached from the centre of the workspace to the end effector. The maximum
force displayed by this spring at the end of the workspace is fsp.
5.6 Experiments with human operators
As the proposed flight assistance system is designed for teleoperation, it is important to
investigate its impact on human performances. To this end, a human experiment was
performed.
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5.6.1 Hardware and software
Unless mentioned otherwise, the software and hardware used in this section are described
in Section 5.4.1 and the parameters used in our algorithm are described in Table 5.1.
The haptic controller used is the omega.3 from force dimension3. Please note that this
controller only has 3 degrees of freedom, the yaw is controlled with the keyboard. The
library used to interface the haptic controller is HAPI4 version 1.3 along with the official
SDK for the omega.3 version 3.7.3.
There are 3 sensors mounted on the UAV:
• A forward facing camera with a resolution of 640×480 pixels and a field of view
of 80◦. This is used by the human operator to operate the UAV.
• A LIDAR with specifications inspired from the VLP-16 [94] of Velodyne. This
means it has 16 beams oriented vertically between −15◦ and 15◦ (resulting in a
vertical angular resolution of 2◦). Each beam covers 360◦ with 1200 points (result-
ing in a horizontal angular resolution of 0.3◦). A Gaussian noise is applied to the
range measurement with a 0 mean and a standard deviation of 1 cm. This sensor is
used by the obstacle avoidance algorithm as a point cloud source.
• A perfect IMU for ground truth odometry. This sensor is used by the mapping
algorithm and the controller.
5.6.2 Scenarios
Three scenarios were developed. The first and second are the same that were used in the
experiment described in Section 2.3 while the third one is new. Those scenarios are shown
in Figure 5.18. The third scenario is longer and combines elements from the first two. It
is expected to be more challenging. Indeed, the windows of the third scenarios are 1.3 m
wide while some corridors are only 1.4 m wide. This makes the teleoperation of the UAV
3http://www.forcedimension.com/products/omega-3/specifications
4https://github.com/SenseGraphics/h3dapi/releases
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(a) Scenario 1 (b) Scenario 2 (c) Scenario 3
Figure 5.18: Different scenarios used in the experiment (ceiling is not visible on those
screenshots)
challenging given its diameter of around 65 cm. Note that in those scenarios, no fusion is
performed between the LIDAR and the images from the camera. That is due first to the
runtime of the fusion scheme that would not greatly reduce the framerate and second to
the visual aspect of the scenarios in Gazebo.
5.6.3 Experimental protocol
The experiments involved 20 people from Cranfield University. Each participant was
requested to give informed consent before participating and this research was approved
by the Cranfield University Research Ethics System. During the briefing, each participant
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was asked, for each scenario, to achieve the following two objectives:
1. minimal number of collisions between the UAV and the environment,
2. be as fast as possible.
Should a collision occur, the UAV would be frozen for 5 s, then brought back where it
was 5 s before the collision.
Two schemes are tested: with the proposed collision avoidance system (AS) as de-
scribed in Section 5.3.3 and without this system (no AS). In other words, in the first case,
xfr is sent to the UAV controller while in the second case xr is sent instead.
The parameters recorded to assess the performance of the schemes are the number
of collisions (Ncol), the time to complete the run (Tc), the average velocity of the UAV
(µvel), the average distance to the nearest obstacle over a scenario (Davg) and the minimum
distance to the nearest obstacle over the whole scenario (Dmin). The subjective workload is
assessed using the NASA Task Load Index (TLX) [41] with pairwise comparison between
the weights. A description of the NASA TLX evaluation can be found in annexe A.1.
Each participant is first given 5 min to get familiar with the controls in a training sce-
nario, without the obstacle avoidance system. Then, the obstacle avoidance system (AS)
is activated in the training scenario and the user gets 5 min to get familiar with it as well.
A test session is composed of 6 runs with or without the obstacle avoidance system: the
first three are practice runs (one per scenario) and the last three are the recorded runs. At
the end of a test session the participant fills a NASA TLX form for this session. The runs
are grouped by session for two reasons: to minimise the learning effect of going through
the same scenario back to back, and to allow participants to have a better appreciation of
the scheme for the NASA TLX. Each participant does two sessions, one with the obstacle
avoidance system and one without. In order to get a full factorial experiment, the number
of participants is even and the order of the sessions changes between each participant.
This protocol yields 6 runs and 2 NASA TLX evaluations per person, for a total of 120
runs and 40 NASA TLX evaluations. The time allocated per participant was 90 min.
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It is important to emphasise a particular property of the number of collisions in this
experiment. When the UAV collides with any object in the simulation, it is moved in the
position it occupied 5 s before the collision occurred. In the real world, a collision with
any part of the propellers is likely to heavily damage or destroy the UAV. A realistic reac-
tion would then be to move the UAV back at the beginning of the scenario, to simulate a
replacement of the UAV. The time necessary to perform the experiment would however be
too important. Moreover, the tiredness of the participants could become a significant fac-
tor in the experiment. It can be argued that the presence of collisions taints the runs where
they take place when looking at metrics such as the time of completion. As explained
above, the true cost of a collision is difficult to simulate perfectly, but from the point of
view of time of completion, it is certainly underestimated in this study. Since the objec-
tive of this study is to compare the performance of OAST against what a human would
actually do, it does not seem appropriate to attempt to create collisions free trajectories
for comparison purposes.
5.7 Experimental results
All the box plots presented in the following are built as follows: the median is reported
between the first and third quartile. The top and bottom whiskers maximum length is 1.5
times the interquartile range. They however only extends to the most extreme data point
inside this range. Any point outside of the whisker range is plotted individually.
Results were analysed with the R language [42], using generalised linear mixed mod-
els with the lme4 [43] package. Each parameter was modelled separately using the sce-
narios and methods as fixed factors plus an intercept. The participants were modelled as
random effects. The confidence level used for statistical significance is 0.95. The initial
model was created by including an interaction term between method and scenario, which
was dropped if its contribution to the model was not shown to be significant with the
ANOVA. If the algorithm proves having a statistically significant influence, post-hoc tests
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Table 5.2: Results of a full factorial ANOVA on the two fixed
effects: method and scenario
Fixed effect Ncol Dmin Davg Tc µvel TLX
Method ∗∗∗ ∗∗∗ · ∗∗∗ ∗∗∗ ∗∗∗
Scenario ∗∗∗ ∗∗ ∗∗∗ ∗∗∗ ∗∗ NA
Interaction
method × scenario · · ∗∗∗ ∗∗ · NA
p-values are indicated by ’∗∗∗’, ’∗∗’, ’∗’ and ’·’ if respec-
tively p ≤ 0.001, 0.001 < p ≤ 0.01, 0.01 < p ≤ 0.05 and
p > 0.05 (not significant).
are carried out using package lsmeans [44] to determine the nature of this influence per
scenario. Unless mentioned otherwise, each generalised linear mixed model is using a
family of Gaussian distribution.
The p-values from the full factorial ANOVA are presented in Table 5.2. For this
experiment, the method factor has two levels (with the avoidance system and without it)
and the scenario factor has three levels.
5.7.1 Safety metrics: number of collisions, average minimal distance
to an obstacle and minimal distance to an obstacle
In this section, the results related to the safety of teleoperation are presented through three
metrics: the number of collisions, the mean distance from the UAV to the nearest obstacle
and the overall minimal distance between the UAV and the obstacles. It has to be noted
that the distance to the closest obstacle is computed from LIDAR data, which means that
obstacles outside of the LIDAR field of view are not reported with this metric. Moreover
and in order to avoid detecting the propeller’s blades with the LIDAR, the minimum
distance reported by the LIDAR is 35 cm.
The numbers of collisions are presented in Figure 5.19. Those numbers are obtained
by accumulating the number of collisions for a given scenario and a given method across
all users. This means that each box plot is created from 20 points. The number of collision






































Figure 5.19: Number of collisions with and without the avoidance system. An outlier of
67 collisions in scenario 3 without the avoidance system is omitted from this graph
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with the avoidance system activated is always zero, except for one collision in scenario
1. Without the obstacle avoidance system, the number of collisions depends on the sce-
nario. The third scenario, expected to be the most difficult, contains the highest number
of collisions. Since the number of collisions is a count, it is modeled as a Poisson dis-
tribution. The reduction in collisions provided by the algorithm is statistically significant
(p < 0.0001) for each scenario. It is interesting to note that while human operators are
sensitive to the difficulty of the scenario, the algorithm is not.
Moreover, it is important to remember that the simulated sensor used to scan the en-
vironment is a LIDAR which could realistically be embedded on a small UAV [94]. In
particular, this LIDAR has a vertical field of view of 30◦. This experiment shows that,
given perfect odometry, such a restricted field of view still allows obstacle detection in
tasks that involve verticality (scenarios 2 and 3 in particular). In other words, the trajec-
tories taken by the participants allowed a sensor with a vertical field of view of 30◦ to
capture enough volume to successfully avoid collisions in a closed environment.
The average distance to the closest obstacle over a completed scenario is presented
in Figure 5.20, while the overall minimal distance to the closest obstacle is presented
in Figure 5.22. In order to compute the average distance to the closest obstacle, the
distance of the closest LIDAR point is averaged per user for a given scenario and method.
This gives a single data point. Those data points are then used to create the boxplots in
Figure 5.20. On the other hand, to get the overall minimal distance to the closest obstacle,
the smallest distance to the closest LIDAR point is kept for a given scenario and method.
This gives again a single data point. The data points for each user are then used to create
the boxplots in Figure 5.22. As a result, the boxplots in both Figure 5.20 and 5.22 are
created from 20 points.
Note that in the case of the overall minimal distance, only the results with the avoid-
ance system are presented, since most of the runs without this system contain a collision,
which would correspond to the cutting length of the LIDAR.
The average distance to the closest obstacle shows no clear trend, in contrast with what


































Figure 5.20: Average distance to the closest obstacle with and without the avoidance
system as measured by the simulated LIDAR
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would be expected if a method based on potential fields was used, which tends to max-
imise the distance to obstacles. With the obstacle avoidance system, the median is lower in
scenario 1 and 2 but higher in scenario 3. The ANOVA shows no significant influence of
the algorithm on the average distance to the closest obstacle (p = 0.82) although a signif-
icant interaction term is present between the presence of the algorithm and the scenario.
Post-hoc test reveals a significant difference in scenario 3 by a very small margin (the
lower confidence level with the obstacle avoidance algorithm is 1.28 m against an upper
confidence level of 1.27 m without the algorithm). The objective is to allow for as much
liberty as possible for the operator, which means that the average distance to the closest
obstacle should not be expected to increase because the movement pattern of the operator
should not change significantly. This distance might decrease if the operator explicitly
relies on the avoidance scheme to steer the UAV in the right direction while keeping as
close to an obstacle as possible. Such an analysis is difficult to perform from the averaged
distance to the closest obstacle alone, so histograms of the distance to the closest obstacle
for all participants (again, computed from the LIDAR data) are shown in Figure 5.21.
Those histograms show that in all three scenarios, the UAV spends slightly more time
close to obstacles when the obstacle avoidance algorithm is activated. This suggests that
participants did not only rely on the avoidance system to perform emergency avoidance,
they also rely on it to perform trajectory planning.
The minimum distance to the closest obstacle gives an idea of the security margin
provided by the algorithm. Beside the avoidance system, this security margin is influ-
enced by the behaviour of the user, the topology of the scenario and the overshoot of
the UAV controller. As expected due to the almost total absence of collisions with the
avoidance system, the influence of the algorithm on the minimum distance to the clos-
est obstacle is significant. As mentioned before, the radius of the UAV is 32.4 cm at its
largest point. However, the UAV in the simulation is not a sphere, which means that while
a closest obstacle further than 32.4 cm guarantees no collision, a closest obstacle closer
than 32.4 cm does not guarantee a collision. Figure 5.22 shows that in 75 % of the runs
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(c) Scenario 2 with AS
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Figure 5.21: Histograms of the distance to the closest obstacle for all users with (on the
left) and without (on the right) the avoidance system as measured by the simulated LIDAR




















Figure 5.22: Minimum distance to the closest obstacle with the avoidance system over
the whole run as measured by the simulated LIDAR
with the obstacle avoidance system, the closest distance to an obstacle detected by the
LIDAR was 40 cm, 37 cm and 37 cm for scenarios 1, 2 and 3 respectively. This means a
security margin comprised at least between 5 cm and 8 cm is provided by the avoidance
system.
In order to have a more qualitative look at the influence of the avoidance system on
the adopted trajectories by the participants, a superposition of all the trajectories in the
first scenario is presented in Figure 5.23. Note that, in accordance with the experimental
protocol described in section 5.6.3, each participant did two recorded runs in this scenario,
one with the obstacle avoidance system and one without. Thus, there are two runs per
participant shown on this figure. It appears that the participants take tighter turns without
the avoidance system, a behaviour that can (and did) lead to collisions. In particular,
the very first turn and the last two showcase this trend. This might be explained by the
fact that the inner part of the turn remains visible longer during a turn, thus appearing
safer than the outer part. The penultimate turn shows that several participants explicitly
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relied on the algorithm to stop them before hitting the wall, thus making a 90◦ turn. A
second observation is that the trajectories with or without the avoidance system do not
look very different. This is partly due to the relatively linear design of the scenario, but
this also highlights the fact that the avoidance system is transparent and do not translate to
significant changes in trajectory. This is advantageous since it means that the user keeps
a liberty of movement and is not constrained by the algorithm. Instead, the algorithm
only operate slight changes when required. Such an example is the fourth turn, where the
concentration of red lines show that a lot of participant were saved by the algorithm.
An interesting question when looking at Figure 5.23 is the existence of a reference
or ideal trajectory. Such a trajectory can be computed if the objective is to minimise the
length of the path taken, however a safe trajectory is a more complicated issue. Indeed,
safety cannot be easily quantified: metrics such as minimal distance to an obstacle can be
used, but being close to an obstacle is not necessarily unsafe, depending on the velocity
of the UAV. The main metric used in this thesis, the number of collisions, cannot be used
to create a trajectory since there is an infinity of trajectories that do not collide with the
environment. To make the matter worse, safety in teleoperation depends on the skill of
the operator as well: some maneuvers can be performed safely by some operators and not
others. Moreover, while it is often desirable to go faster, safety has limited benefits above
a certain threshold that is application dependent. The instruction given to the participant
was to minimise the number of collisions and be as fast as possible. The existence of an
ideal trajectory to achieve this objective would require the creation of an order relation
between two trajectories from the point of view of safety, which is an open problem. For
this reason, an ideal trajectory does not appear on this figure.
5.7.2 Efficiency metrics: time elapsed and average speed
In this section, the metrics related to the efficiency of the teleoperation schemes are pre-
sented. The time to complete each scenario is shown in Figure 5.24, each box plot is made
from 20 data points. This figure shows that the avoidance system reduces the time needed

































Figure 5.23: Trajectories of the participants in the first scenario from two different views.
The trajectories are sub sampled by a factor of 50. Each participant has done two runs on
this figure, one in red and one in blue



























Figure 5.24: Time needed to complete the task with and without the avoidance system






























Figure 5.25: Average speed of the UAV during the task with and without the avoidance
system
to complete the task in all three scenarios. This reduction is statistically significant for
the three scenarios (p-values for scenarios 1,2 and 3 are respectively 0.0001, 0.0008 and
< 0.0001) and amounts to 39 %, 40 % and 45 % for scenarios 1, 2 and 3 respectively.
Moreover, the variance of this duration is reduced as well for all scenarios as seen on
Figure 5.24. This suggests that the obstacle avoidance algorithm negates the differences
in difficulty of the scenario and skills of the user. A correlated metric, the average speed
of the UAV, is shown in Figure 5.25. The speed of the UAV was averaged over the whole
scenario per scenario and per person. The results are used to create the box plots, with 20
data points per box plot. It is shown that the average speed of the UAV is higher when
using the obstacle avoidance scheme, with again a smaller variance of this average speed
between users. The difference made by the algorithm is statistically significant as shown
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in Table 5.2 and amounts to an increase in average speed of 31 %, 35 % and 32 % for
scenario 1, 2 and 3 respectively.
5.7.3 Workload : NASA TLX results
The results of the NASA TLX evaluation are provided in Figure 5.26. The full test (in-
cluding pairwise comparison of the factors) was performed. For the reasons mentioned
in Section 2.4.3, the weighted and non weighted results are plotted. However, the trend
exhibited by the results is the same regardless of the weighting method, so the analysis is
limited here to the weighted results. The workload is shown to be reduced by the obstacle
avoidance algorithm and this reduction is statistically significant, from 56.5 points to 26.5
points of NASA TLX score.
5.7.4 Conclusions from the experiment
These experiments show that the proposed approach improves safety by reducing colli-
sions, while giving to the operator a liberty of movement since the objective is not to max-
imise the distance to an obstacle. OAST also reduces the time required to complete the
scenarios. Those elements are consistent with the reduction of workload that is observed
with the algorithm. Indeed, considering some of the NASA TLX metrics: a reduction of
the number of collisions is likely to reduce frustration, a safety net might reduce mental
demand, a liberty of movement is expected to not increase the physical demand (since the
user does not have to fight against the joystick) and a lower time of completion is likely
to improve the performance feeling.
It is interesting to note that the proposed algorithm seems to suppress the difference of
skills between the participants: the number of collisions and the time needed to complete
the scenarios have a reduced variance compared to runs performed without the algorithm.
A possible explanation is that the advantages of OAST are greater when the skill of the
operator is lower or the situation is more difficult to handle. Considering the number of
collisions and the time elapsed, the difference made by the algorithm is more important





























Figure 5.26: NASA TLX final workload score with and without the obstacle avoidance
system. The weighted and non weighted results are presented
226 CHAPTER 5. OBSTACLE AVOIDANCE SYSTEM FOR TELEOPERATION
in scenario 3 than in the simpler scenario 2.
These experiments cannot be compared quantitatively to the experiments performed
in Section 2.3 since the protocol is different. It is however possible to draw qualitative
conclusions. In Chapter 2, the implemented scheme does not override the human input.
It influences this input by steering the end effector in a desired direction. In this chapter,
the human input is overridden and a haptic feedback informs the user of the nature of the
override. In both cases, the challenge is to design a method that allows the operator to keep
a freedom of movement. This constraint can translate to a property of transparency for the
algorithm: if the user does not notice the algorithm then a workload increase becomes less
likely. Based on the subjective observation of the participants, the algorithm developed
in this chapter, although it modifies the user input, appears less intrusive than the one
presented in Chapter 2. The absence of a strong physical feedback means that users do
not struggle against the joystick and objective metrics such as time of completion and
workload suggest that the users were able to adopt the trajectory they wanted.
5.8 Considerations due to latency
Since operators are physically separated from the UAVs during teleoperation, the latency
of communication between the ground station and the UAV is a concern. In this section,
the implications of latency are discussed. In particular, its influence on the maximum
speed of the UAV is examined. The influence on the stability of the teleoperation scheme
is then briefly discussed.
5.8.1 Velocity limit
This thesis focuses on indoor UAV teleoperation, meaning that obstacles are expected to
be numerous and generally close to the UAV. For this reason, the maximal velocity of the
UAV is expected to be low. The developed algorithms are not designed for fast drones
in applications such as racing. The capacity of the obstacle algorithm to perform its task
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efficiently depends on several variables, the first one being the latency of the algorithm.
This latency depends on the sensor as well as the processing time, which itself depends
on the algorithm and hardware used. The second variable is the agility of the UAV, which
can be quantified by the maximum possible acceleration of the UAV in a given direction.
The third variable is the obstacle itself, its location around the UAV and its size. The
general question of the maximum speed of a UAV depending on latency, agility of the
UAV and obstacle size has been studied in the work of Falanga, Kim, and Scaramuzza
[139]. In this paper, the robot is moving along the longitudinal axis with a fixed speed,
and can avoid the obstacle in the lateral direction with an acceleration alm. The obstacle
is considered to be a cube, whose size is increased by the radius of the robot for a total
radius ro. An obstacle is detected when it enters the sensing range s. The time between the
detection of an obstacle and the initiation of an avoidance maneuver is τ . The maximum
longitudinal speed vm that the robot can achieve to avoid the obstacle is shown by the








The authors explain that the value of alm depend on the thrust-to-weight ratio, with
commercially available UAVs ranging from 10 ms−2 (thrust-to-weight ratio of approxi-
mately 1.5) to 50 ms−2 (thrust-to-weight ratio of approximately 5.2) [139]. The thrust-to-
weight ratio of the Pelican, the UAV considered in our experiments, varies between 2.22
and 3.66 depending on the payload. It is thus conservative to consider a maximal lateral
acceleration of 10 ms−2 for this UAV. Another way to look at the lateral acceleration is
to consider the necessary steady state roll angle using the standard dynamic model of a
quadrotor, e.g., as developed in the work of Bouabdallah and Siegwart [136]. From this
model, using a maximal thrust of 36 N for the UAV and a weight of 1.65 kg, an acceler-
ation of 10 ms−2 would require a roll angle of around 27◦, which is below the maximal
roll angle of 63◦ to keep the same height (which would result in an acceleration of around
19 ms−2). This reasoning does not consider the time to achieve this angle, since a steady
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Figure 5.27: Maximum longitudinal speed of the UAV in order to laterally avoid an ob-
stacle of size ro = 0.5m
state is assumed, but it shows that the considered value is consistent with the thrust-to-
weight ratio of this UAV. The sensing range s is dependent on the sensors used, for a
stereo camera, a value between 2 m and 8 m is reasonable [139]. While a LIDAR sen-
sor has a higher range, typically more than 30 m, in cluttered environments, obstacle are
closer to the UAV than 30 m, so the sensing range considered is between 2 m and 8 m.
The size ro of the obstacle is fixed to 0.5 m. The maximum longitudinal speed available
to the UAV in order to laterally avoid the obstacle is illustrated in Figure 5.27, computed
from equation (5.39). The scenario considered above is a lateral obstacle avoidance, with
no modification of the longitudinal speed. If the goal is rather to stop before hitting the
obstacle, the computation is different. Using the same notations, the distance before stop-
ping is the sum of the distance crossed during τ at the initial speed v of the UAV and the
distance necessary to stop from a speed v by applying a deceleration a fm. In other word,





The collision occurs when this distance is shorter than the sensing distance s, thus the
maximum longitudinal speed vm available to the UAV in order to stop before an obstacle
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Figure 5.28: Maximum longitudinal speed of the UAV in order to stop before an obstacle
is:
vm =−a fmτ +
√
a f 2m τ2 +2a
f
ms. (5.41)
The same values are kept for the parameters involved in the computation, although it
is important to mention that while the maximum steady state value of the acceleration is
the same in the lateral and longitudinal direction, the time necessary to reach this value
is longer along the longitudinal axis, since the pitch angle starts at a positive value. The
maximum longitudinal speed available to the UAV in order to stop before the obstacle is
illustrated in Figure 5.28, computed from equation (5.41). The latency depends on the
sensor and hardware. Moreover, it is important to differentiate between the two types
of obstacle avoidance algorithms that have been developed in this thesis. The first one,
subject of Chapter 2, relies on the haptic feedback generated by the joystick to avoid
obstacle. This means that, once an obstacle is detected, and the feedback computed, this
feedback has to be sent to the joystick. Then, the modification of the trajectory due to
the change of the position of the end effector has to be sent back to the UAV. This means
that for this algorithm, the latency of the data link between the ground station and the
UAV impacts the performances of the algorithm. In the second case, which is the OAST
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algorithm, the trajectory is directly modified on board, thus the data link does not add any
latency.
The sensor latency changes depending on the type of sensor considered, with a stereo
camera, an upper bound can be chosen around 70 ms [139], while the LIDAR sensors con-
sidered in this thesis acquire a scan in around 100 ms. Thus, a sensor latency of 100 ms
is considered, which is the worst case scenario. On the hardware used in this thesis, the
runtime of both obstacle avoidance algorithms is low, typically less than 20 ms. However,
in the case of the OAST algorithm, a map needs to be computed. Using only the regis-
tration of LIDAR scans to compute the odometry results in a runtime of around 200 ms,
which is highly dependent on the mapping parameters, as detailed in section 3.5. It is im-
portant to repeat that, in a realistic setting, several odometry sources would be fused (e.g.,
IMU, cameras) in order to get a faster computation. Nonetheless, in order to consider a
worst case scenario, a computation time of 200 ms is considered for the mapping process
of OAST. Finally, as explained above, the data link latency needs to be considered for
the algorithm described in Chapter 2. A study of the delay incurred by data links when
communicating with UAVs [140] gives an estimation of the latency between 110 ms and
1110 ms for line-of-sight data links, and between 670 ms and 1670 ms for geostationary
satellites relay. Given the domain of application of this thesis (e.g., inspection, search and
rescue), line-of-sight data links are a reasonable assumption. Summing those delays, the
total latency of the OAST algorithm is approximately 320 ms, while the total latency of
the algorithm proposed in Chapter 2 varies between 230 ms and 1230 ms depending on
the data link.
Using Figure 5.27 and Figure 5.28, the OAST algorithm allows a maximum speed
of the UAV of 2.6 ms−1 and 10 ms−1 for a sensing range of 2 m and 8 m respectively
for a lateral avoidance, and 3.9 ms−1 and 9.8 ms−1 for a sensing range of 2 m and 8 m
respectively for stopping before the obstacle. It has to be noted that, by design, the OAST
algorithm is able to perform lateral avoidance maneuvers, since the direction of travel
will often result in sliding along an obstacle, as described in section 5.4. The advantage
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of such a maneuver compared to a stop before the obstacle is that the UAV conserves its
longitudinal speed, saving time and allowing a smoother teleoperation.
On the other hand, for the algorithm proposed in Chapter 2, in the case of lateral
avoidance, the maximum speed of the UAV varies between 3.0 ms−1 and 1.2 ms−1 for a
sensing range of 2 m and between 12.0 ms−1 and 4.8 ms−1 for a sensing range of 8 m.
Considering the maneuver to stop before an obstacle, the range of those speeds becomes
between 4.4 ms−1 and 1.5 ms−1 for a sensing range of 2 m and between 10.5 ms−1 and
5.3 ms−1 for a sensing range of 8 m.
5.8.2 Stability of the teleoperation scheme
In addition to the limitation of the maximum speed of the UAV, the latency in the teleoper-
ation pipeline has heavy implications on the stability of the teleoperation scheme. While
a thorough treatment of this topic is outside the scope of this thesis, this section aims to
provide some information and potential solutions to the stability problem.
There are two different issues when considering latency in teleoperation: the latency
of the visual feedback and the latency of the haptic feedback. The latency of the visual
feedback causes problems of efficiency, but not of stability [141]. The strategy adopted by
the operators to cope with the time delay is called ‘move-and-wait’: the operator performs
a small movement of the robot, then waits to observe the result of this movement on the
screen before moving again. This method then slows down the teleoperation, reducing
the efficiency.
However, during bilateral teleoperation, the delay of the force feedback causes stabil-
ity issues [142], even with small time delays [143]. Thus, while the haptic feedback might
improve the safety of teleoperation, as discussed in Chapter 2, it can introduce stability
issues as well. It is important to remind the difference between the obstacle avoidance al-
gorithms presented in this thesis. In Chapter 2, the proposed algorithm relies exclusively
on the haptic feedback to perform obstacle avoidance. This means that stability issues due
to time delays are a major concern. In the case of OAST however, the haptic feedback
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is optional, and used to facilitate the interaction between the operator and the obstacle
avoidance system. As such, it is possible to disable the haptic feedback completely with-
out any safety downside, although there might be negative consequences on the efficiency
and operator workload. As a result, since the haptic feedback is optional and lighter (i.e.
the forces used are less strong) in the case of OAST, considerations of stability are less of
a concern for OAST, which is the main result of this thesis. The following is thus mainly
relevant for the algorithm presented in Chapter 2.
In order to preserve the stability of the teleoperation system independently of time
delays, the scattering method was proposed to preserve passivity [144]. This theory was
reformulated by introducing the notion of ‘wave variables’ [145] for master slaves sys-
tems. The evolution of this concept has been described in the work of Niemeyer and
Slotine [146]. The principle is to apply a bijective transformation to the velocity ẋ and the









where b is a positive tuning constant. u is called the forward moving wave and v the
backward moving wave. While the wave theory does not precise if the master sends a
force or a velocity, in our case, a velocity or position would be sent by the master to the
slave and a force feedback would be sent to the master by the slave. The idea of the wave
theory is that ẋ and F are not exchanged directly, but first converted into u and v. Then,
the only variables exchanged between the master and the slave are u and v, from which ẋ
and F can be retrieved due to the bijective nature of the transformation. It is shown that
doing so ensures a passive and lossless communication [146], independently of the time
delay in the system.
The wave theory has been adapted to a teleoperated UAV [147], where the position
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of the master represents a position or velocity command for the slave, and virtual forces
are sent back to the master (computed from a force field or a map). This study shows that
when using the haptic feedback to help with obstacle avoidance, which is the approach
adopted in Chapter 2, the presence of time delays increases the number of collisions
and the workload of the operator [147]. Applying the wave variables then significantly
reduced the number of collisions and operator workload. The authors explain that the
operators perceived a more reactive system since, in the presence of an obstacle, the UAV
starts to decelerate before reception of the haptic feedback by the operators. This means
that the resulting system is now hybrid, since the UAV is affected both by the commands
of the operator and the force field computations. To summarise, the wave variables can
be applied to a teleoperated UAV relying on haptic feedback for avoiding obstacles in
presence of time delays, which mitigates the performance loss caused by time delays.
In the OAST algorithm, the haptic feedback only has an indicative role, as mentioned
above, thus it would be interesting to examine the consequences of time delays for this
algorithm. Should any negative consequence arise, the application of the theory of wave
variables could be a future avenue of research.
5.9 Conclusion
In this chapter, a complete flight assistance assistance system for intelligent teleoperation
is proposed. This system builds on the map developed in Chapter 3. The proposed ap-
proach modifies the user input to increase the safety of the trajectory. This modification is
based on the original input in order to keep a final trajectory close to the user’s input. The
algorithm is extensively tested in a simulated environment through a human experiment
involving inexperienced operators. The approach is shown to improve both safety and
efficiency, while reducing the workload.
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The main objective of this thesis is to develop a flight assistance system to make the
teleoperation of small rotary wings UAVs safer and more efficient. Such a system involves
elements of human-machine interaction as well as obstacle detection, representation and
avoidance. This work begins in Chapter 2 with a method of obstacle avoidance using a
haptic feedback provided by the haptic controller used to operate the drone. The obstacle
representation is then improved through the use of a mobile map in Chapter 3 and an
algorithm fusing the output of stereo cameras and LIDARs in Chapter 4. With those
improvements in perception, a new flight assistance system is proposed in Chapter 5,
using the map to prevent collisions from occurring and increasing efficiency.
In this chapter, the main findings of this thesis are summarised as well as limitations
and avenues of improvement through future work.
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6.1 Haptic feedback for obstacle avoidance
A 3D haptic controller is used throughout this thesis to send control commands to the
UAV, for two reasons. Firstly, the 3D haptic controller is simpler to operate than a standard
remote controller since the movement of the end effector is directly related to the move-
ment of the UAV. With a standard remote controller, the thrust, roll, pitch and yaw are
controlled separately. Secondly, the haptic feedback can be used to improve the human-
machine interface. The haptic feedback is used in Chapter 2 as the main way to perform
obstacle avoidance and in Chapter 5 as an information given to the operator about the
behaviour of the obstacle avoidance scheme.
In Chapter 2, the haptic feedback steers the end effector of the haptic controller away
from the position of the detected obstacles, which in turn repels the UAV away from the
obstacles. Since this method is based on potential fields to compute the force feedback, it
is susceptible to local minima. In presence of close obstacles, this translates to situations
where it is difficult to manoeuvre the UAV due to the force feedback. A hole detection al-
gorithm is implemented to alleviate this problem for obstacles of symmetric shape. Since
this method is designed for teleoperation, it is tested in three closed virtual environments
by untrained human operators. Those environments contain narrow corridors and win-
dows, which make them challenging to navigate through. This experiment shows that
the haptic feedback implemented in the proposed algorithm increases safety in one of the
scenario. The hole detection algorithm allows a reduction in workload for the operator
at a safety cost. Overall, the experiment suggests that while the haptic feedback makes
teleoperation safer, it also reduces the manoeuvrability of the UAV. It is then proposed
to perform automated obstacle avoidance, while using the haptic feedback to inform the
operator about the decisions of the algorithm. This method is ultimately described in
Chapter 5.
However, such a method requires a precise representation of the obstacles. In Chap-
ter 2, the input is a single LIDAR scan, which lacks density. In order to have a better
representation of the obstacles, two methods are presented: the accumulation of several
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point clouds into a mobile map is described in Chapter 3 and the additional usage of stereo
cameras to increase the density of LIDAR scans is proposed in Chapter 4.
6.2 Perception and representation of obstacles
The first method to get a more precise representation of the environment is to accumulate
the point clouds over time, i.e. to create a map of the environment. This map however
requires the odometry of the robot to be computed. The NDT OM is a framework that
allows both the creation of a map and the computation of the robot’s odometry from
this map. The generated map is however fixed in space. The NDT RC algorithm is
developed to allow this map to move with the robot. Improvement is also brought to the
raytracing process of the NDT OM implementation. When applied to the testing part of
the KITTI odometry dataset, NDT RC performs well, with a translation error of 1.54 cm
and a rotation error of 0.106 mrad. In the Ford dataset, a mean absolute trajectory error of
1.42 m is obtained. The runtime of the mapping algorithm is 187 ms and 229 ms on the
KITTI and Ford datasets respectively, making NDT RC suitable for real time use.
A limitation of this method is the high number of parameters, which can make the
tuning challenging given that the parameters are correlated (e.g., the cell size, α , β , γ ,
Mmax, Kocc, defined in Chapter 3). A tuning method can be developed to efficiently set
those parameters for a particular sensor and environment.
A second possibility of future work is the combination of the mobile algorithm devel-
oped in this thesis with a more efficient NDT matching algorithm to improve odometry.
Indeed, the mobile NDT allows improvement to the odometry by accumulating the scans.
On the other hand, some algorithms (e.g., the semantic assisted NDT [91]) improve the
odometry by working on the matching stage. It is therefore possible to combine both
approaches in order to get a more precise and faster odometry computation.
The second method employed to improve the obstacle perception is to fuse the output
of the LIDAR with the one from a stereo camera. Indeed, while LIDARs offer precise 3D
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points, their output is sparse, especially for models that are susceptible to be mounted on
a small UAV. This can make the detection of small obstacles challenging. In Chapter 4,
an algorithm is developed to increase the density of point clouds from a LIDAR by fusing
them with images from stereo cameras. The accuracy of the resulting depth map is eval-
uated on the KITTI stereo dataset. The proposed method achieves 4.17 % of erroneous
pixels and a RMSE of 3.59 pixels, which compares favourably with other fusion methods.
Moreover, the influence on this fusion scheme on the mapping process is evaluated.
Qualitatively, it is found that adding the stereo data would provide a more precise rep-
resentation for some small obstacles. The benefit provided by the stereo fusion increases
when the density of the LIDAR scan decreases. In order to get a quantitative analysis,
the KITTI odometry dataset is used to evaluate the influence on the fusion scheme for
two different LIDAR types. The addition of the full depth map deteriorates the odometry,
however, limiting the depth of the points coming from the depth map allows the odometry
to be approximately the same, while still benefiting from the increase in density. Should
the density of the LIDAR decrease, then the addition of the stereo data provides a preci-
sion benefit.
A limitation of this method is the runtime, which increases by approximately 400 ms.
The algorithm is however well suited for a GPU implementation, which could be a way
to significantly speed up the method. The recent development of embedded GPUs would
make this solution suitable for small UAVs.
6.3 Flight assistance system for UAV teleoperation
The availability of the map allows the design of an obstacle avoidance algorithm that ac-
tively modifies the input from the operator. The complete system, OAST, is described in
Chapter 5, from the input of the operator through the 3D haptic controller to the modi-
fication of this input. In accordance with the conclusions of Chapter 2, OAST does not
only aim at avoiding crashes but also at assisting the operator to reach the desired posi-
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tion goal. The role of the haptic feedback is now indicative: it informs the operator on
the modification of the input performed by the algorithm. OAST is tested in a comput-
erised experiment involving 20 subjects, all inexperienced with UAV teleoperation. It is
shown that the flight assistance system significantly improves safety: almost no collision
was recorded when the algorithm was used. Moreover, the temporal efficiency improved
as well with the algorithm, with a reduction of the time needed to complete a scenario
between 39 % and 45 % depending on the scenario. Finally, the workload of the operator,
as measured by the NASA TLX test [41], was reduced. It is important to note that this ex-
periment was performed with non trained people. Reducing the difficulty of teleoperation
of UAVs could lead to a broader usage of those drones.
While OAST shows promising results, it was evaluated using the ground truth odom-
etry. The fusion of the odometry computed from the map (considering the odometry
improvements suggested in the section above) with an IMU and the cameras should allow
a precise odometry to be computed in real time.
A second suggestion for future work is to use a haptic controller in the admittance
framework. This thesis has been conducted with haptic controllers working in impedance
mode, meaning that the operator applies a displacement to the end effector and a force
feedback is received. In the admittance framework, the situation is reversed: the user
applies a force to the end effector and a displacement feedback is received. The improve-
ment possibilities by integrating admittance framework to the proposed method can be
investigated.
A third interesting question is the influence of time delays on the OAST algorithm.
A potential solution to stability issues arising from those time delays could be the wave
variables theory.
A final direction for additional research is the implementation on a real UAV. The code




NASA Task Load Index (TLX) form
The paper version of the NASA TLX form is presented in Figure A.1 without the cards
for pairwise comparisons1. There are six different scale. For each of them, the participant
is asked to carefully place a point on the scale, generating a score between 0 and 100 per
scale.
The second part is the pairwise comparison, that aims to find which scales contributed
the most to the workload. It is for instance possible that a user would find a task physically
demanding, although the physical demand did not contribute a lot to the workload com-
pared to the other factors. There are 6 scales, thus 15 possible pairs of scales. The user
is presented with those 15 pairs and for each pair, has to select the scale that contributed
the most to the workload. Each selected scale gains 1 point. A weight is created for each
scale by dividing its number of points by 15. The final score is computed with a weighted
sum of the scale results by their weights.
1Source: https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf
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Name   Task    Date
   Mental Demand How mentally demanding was the task?
   Physical Demand How physically demanding was the task?
   Temporal Demand How hurried or rushed was the pace of the task?
   Performance How successful were you in accomplishing what
you were asked to do?
   Effort How hard did you have to work to  accomplish
your level of performance?
   Frustration How insecure, discouraged, irritated, stressed,
and annoyed wereyou?
Figure 8.6
NASA Task Load Index
Hart and Staveland’s NASA Task Load Index (TLX) method assesses
work load on five 7-point scales. Increments of high, medium and low
estimates for each point result in 21 gradations on the scales.
Very Low Very High
Very Low Very High
Very Low Very High
Very Low Very High
Perfect     Failure
Very Low Very High




B.1 Product of normal probability density functions
Let N (x|µ ,Σ) be the probability density function of a multivariate Gaussian distribution
in a n dimensional space, with mean µ and covariance Σ. Let µ i and µ j be two mean
vectors and Σi and Σ j be two positive definite covariance matrices.
The objective is to prove that the following holds:
∫
Rn
N (x|µ i,Σi)N (x|µ j,Σ j)dx =N (0|µ i−µ j,Σi +Σ j).
We note p =
∫
RnN (x|µ i,Σi)N (x|µ j,Σ j)dx.
A first intermediate result is the following, for a symmetric positive definite matrix A
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Then, A is diagonalised: since A is real symmetric, there exists Q ∈ O(n) and a diagonal
matrix D= diag(λ1, . . . ,λn) so that A=QDQt . A second change of variable is performed:
l = Qtz. The absolute value of the determinant of the Jacobian of this transformation is 1,

















































which proves equation (B.1).




















j (x−µ j)dx. (B.8)









































Equation (B.1) is used to compute the integral since Σ−1i + Σ
−1
































j (µ i−µ j).
(B.11)
B.1. PRODUCT OF NORMAL PROBABILITY DENSITY FUNCTIONS 245
The denominator can be simplified:
det(Σi)det(Σ j)det(Σ−1i +Σ
−1
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Inserting this into the previous equation gives:
p =
1√







(µ i−µ j) (B.19)
=N (0|µ i−µ j,Σi +Σ j), (B.20)
which is the desired result.
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B.2 Conditional probability for three events
Let X , Y , and Z be three events in a probability space, so that P(X ,Y ) 6= 0 and P(X) 6= 0.
The objective is to prove that the following conditional probability holds:
P(Z|X ,Y ) = P(Y |Z,X)P(Z|X)
P(Y |X)
.
By definition of conditional probabilities:















which is the expected result.
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