Abstract-Nonlinear regression with measurement error is important for estimation from microeconomic data. One approach to identification and estimation is a causal model, in which the unobserved true variable is predicted by observable variables. This paper details the estimation of such a model using simulated moments and a flexible disturbance distribution. An estimator of the asymptotic variance is given for parametric models. Also, a semiparametric consistency result is given. The value of the estimator is demonstrated in a Monte Carlo study and an application to estimating Engel Curves.
I. Introduction
N ONLINEAR regression models with measurement error are important but difficult to estimate. Measurement error is a common problem in microeconomic data, in which nonlinear models are often of interest. For example, flexible functional forms often lead to inherently nonlinear specifications. Instrumental variables estimators are not consistent for these models, as discussed by Amemiya (1985) , so that alternative approaches must be adopted. The purpose of this paper is to develop an approach that is computationally feasible and that also allows for flexibility in the distribution of disturbances. This purpose is accomplished by using simulated moments estimation with flexible distributions, an approach that may be useful for simulated moments estimation of other models.
The measurement error model considered here has a prediction equation for the true regressor with a disturbance that is independent of the predictors. The estimator is based on the conditional expectation of the dependent variable, and the conditional expectation of the product of the dependent variable and mismeasured regressor. This model for measurement error in nonlinear models has previously been considered by Hausman et al. (1991) and Hausman, Newey, and Powell (1994) , but only for the case of polynomial regression or approximation; simulated moments was not considered. This paper allows for general functional forms, significantly extending the scope of the previous work.
Much of the other work on measurement error in nonlinear models relies heavily on the assumption that the variance of the measurement error is small relative to the sample size. These papers include Wolter and Fuller (1982) and Amemiya (1985) . In econometric practice, the measurement error often seems quite large relative to the sample size, and it has big effects on the coefficients.
Thus, it seems important to consider approaches that allow for relatively large measurement error, as does the one here.
Simulated moments estimation provides a computationally convenient approach when estimating equations involve integrals, as discussed by Lerman and Manski (1981) , Pakes (1986) , McFadden (1989) , and Pakes and Pollard (1989) . This approach uses Monte Carlo methods to form unbiased estimators of integrals in moment equations. Allowing flexibility in disturbance distributions is desirable because consistency of the estimator depends on correct specification of the distribution. Also, it is useful to preserve the computational convenience of simulated moments. These goals are accomplished by combining simulated moment estimation with a linear-in-parameters specification for distribution shape. The specification parameterizes the ratio of the true density to the simulated one. This approach is similar to the importance sampling technique from the simulation literature.
The parametric simulated moments estimator we propose is essentially a generalized method of moment estimator. Here, the moments are smooth in the parameters, so that standard asymptotic theory applies. For that reason, we just give large sample inference procedures with an outline of the asymptotic theory for the parametric case. We pay more attention to conditions for consistency for the nonparametric case, giving a consistency result when the number of parameters in the distribution approximation is allowed to grow with sample size.
The paper also includes Monte Carlo and empirical applications to evaluate the potential impact of this approach for applied work. The empirical application is estimation of Engel curves from household expenditure data. The measurement error correction makes a big difference in the application, with a Gaussian specification for prediction error sufficing in most cases. Also, the estimator seems quite accurate, having small standard errors. The results illustrate the usefulness of using simulated moment estimation to correct for measurement error, while allowing some flexibility in the distribution of the prediction error.
Section II describes the errors-in-variables model and some of its implications for conditional moments. Section III lays out the estimation method and discusses parametric asymptotic inference for the estimator. Section IV gives a semiparametric consistency result, and section V presents the results of a small Monte Carlo study. Section VI describes an empirical example of Engel curve estimation of the relationship between income and consumption.
II. The Model
The model considered here is
where y and are scalars; ␦ 0 , w*, w, , x, and v are vectors; 0 and 0 are conformable matrices; w* represents true regressors, measurement errors, and w observed regressors; and the x are observed, and w*, , , and v may be unobserved.
The last equation is a prediction equation for the true regressors, where x are observed predictor variables, v is an unobserved prediction error, and 0 is a scaling matrix, a square root of a variance matrix. Some of the true regressors can be allowed to be observed, with w* equal to an element of x, by specifying that corresponding elements of and 0 v are identically zero, and the corresponding element of Ј 0 x is w* ϭ w. This model was considered by Hausman, Ichimura, Newey, and Powell (1991) (HINP, henceforth) for the special case in which f(w*, ␦) is a polynomial in w*. As long as x includes a constant, the location and scale of v can be normalized, for example, as E[v] ϭ 0 and Var (v) ϭ I when the second moment of v exists. Instrumental variables (IV) estimators can be used to estimate this model when f(w*, ␦) is linear in w*. Substituting w Ϫ for w* in the first equation leads to x being valid instruments, because the disturbance is linear in the measurement error . In the nonlinear case, this substitution leads to residuals that are nonlinear in . Consequently, x will not be valid instruments, and another approach has to be adopted.
An approach to consistent estimation can be based on integrating out the prediction error. Let g 0 (v) be the density of v. Integrating over the prediction error leads to three useful conditional expectation equations:
and
The first is a regression of y on x, analogous to the usual one, except that the unobserved variable v has been integrated out. The second equation is a regression of w ⅐ y on x that is less familiar. The third equation is a standard regression equation. The second equation is important for identification of nonlinear models. The components of this equation corresponding to unobserved w* (that is, those not corresponding to observed covariates) provide information additional to the first equation. As shown by HINP for polynomial regression, the first equation does not suffice for identification. Intuitively, two functions need to be identified-the regression function and the density of v-so that two equations are needed for identification. HINP showed that the parameters of any polynomial regression equation are identified from these two equations, and one expects that identification of the regression parameters will hold more generally.
It is beyond the scope of this paper to develop fully primitive identification conditions for this model, but some things can be said. First, the parameters 0 are identified from equation (2c) as the coefficients of a least-squares regression of w on x, so 0 can be treated as known and identification of the other pieces of the model considered by focusing on equation (2a) and (2b). If Ј 0 x has a discrete distribution with a finite support and m points of positive probability, then equation (2a) and (2b) provide 2m equations. Assuming that none are redundant-that a "rank condition" holds-one could identify 2m parameters from these equations, including ␦ and parameters of a parametric family of distributions for v. For example, HINP showed that, in the case in which w* is a scalar and f(w*, ␦) is a polynomial of degree p, the ␦ parameters are identified if the second moment matrix of (1, Ј 0 , x, . . . , (Ј 0 x) pϩ1 )Ј is nonsingular. Also, some of the moments of v are identified in this case. If Ј 0 x has a continuous distribution, then a simple counting argument suggests that f(w*, ␦ 0 ) and g 0 (v) should be identified. Assuming that the left-hand sides of equation (2a) and (2b) are distinct functions, these equations give two functional equations, and there are two functions to be identified. So, by an analogy with the finite dimensional case, it should be possible, under appropriate regularity conditions, to identify both the regression function for y and the density function for v. Making this intuition precise would be quite difficult, because of the nonlinear, nonparametric (that is, functional) nature of these equations, but it is an important problem that deserves future attention.
Independence of x and v is a strong assumption, but, in the general nonlinear model of equation (1), it is difficult to drop this assumption. Intuitively, if some moments of v can depend on x, then it is much more difficult to separate the regression function from the distribution.
III. Estimation
To describe the estimator, it is helpful to embed the model in a more general conditional moment setup. Let z denote a
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data observation, ␤ a q ϫ 1 vector of parameters, g a density function of a random vector v, ( z, ␤, g) a r ϫ 1 residual vector, and H( z, ␤, v) a r ϫ 1 vector of functions, related as in
Suppose that there is a set of conditioning variables x such that, for the true parameter value ␤ 0 and density g 0 ,
The nonlinear errors-in-variables model is a special case of this one, where
and L is a selection matrix that picks out those elements of w that include measurement error. The common approach to using equation (4) in estimation is nonlinear instrumental variables. One difficulty with this approach is that the density g(v) is unknown. Another difficulty is that the residual is an integral that may be difficult to compute. Here, these difficulties are dealt with simultaneously by choosing a flexible parameterization for the density that makes it easy to use a simulation estimator of the integral. To describe this approach, we begin with a specification of the density function.
For now, suppose that the density is a member of a parametric family, of the form
where ( 
This is essentially an importance sampling estimator of the residual, where (v) is sampling density and P(v, ␥) approximates g(v)/(v). The simulated residual is an unbiased estimator of the true residual, because
). Therefore, by the results of McFadden (1989) and Pakes and Pollard (1989) , an instrumental variables (IV) estimator with i ( ) as the residual should be consistent if the IV estimator with the true residual is. An IV estimator can be formed in a familiar way. Let Â ( x) denote a q ϫ r vector of instrumental variables that may be estimated. Suppose that solves
This is a simulated, nonlinear IV estimator like that of McFadden (1989) . Because equation (8) is linear in P(v, ␥), it will also be linear in the parameters ␥, and, hence, ␥ ϭ 0 will be a trivial solution. The solution to this problem is to normalize the density P(v, ␥)(v) so that it integrates to one. Also, for some formulations, such as that in equation (5), location and scale parameters for v are included in ␤ (and H(v, z, ␤) ).
Here it is also important to normalize the scale and location of v.
There are different ways to impose normalizations by imposing constraints on the coefficients. For example, if (v) is the standard normal density and p 1 (v), p 2 (v), . . . are the Hermite polynomials that are orthonormal with respect to the standard normal density (that is,
, then ␥ 1 ϭ 1, ␥ 2 ϭ 0, and ␥ 3 ϭ 0 will imply that P(v, ␥)(v) integrates to one, and has zero mean and unit variance. It is also possible to impose such constraints using the simulated values, by requiring that
In the nonlinear errors-in-variables model, it is convenient to work with a two-step estimator, in which the first step consists of estimation of by least squares (LS), and the second step is an IV estimator using the first two residuals of equation (5). The first-order conditions for such an estimator can be formulated as a solution to equation (8), if Â ( x) is chosen in a particular fashion. Let be the LS estimator and
where B ( x) has two columns and number of rows equal to the number of elements of (␦Ј, , ␥Ј). Suppose that constraints are imposed on the ␥ coefficients such that THE REVIEW OF ECONOMICS AND STATISTICS
Then, the solution to equation (8), with Â ( x) specified as in equation (9), requires that be the least-squares estimator, and that the other parameters solve the equation
In the empirical example, the estimator minimizes a quadratic form that has this type of equation as its first-order condition, although the normalization ⌺ sϭ1 S P(v is , ␥) ϭ 0 is not imposed. Specifically, for Ĉ ( x) equal to a vector of instrumental variables and Ŵ a positive definite matrix, ␣ solves
The first-order conditions to this minimization problem are as given in equation (10), with
Standard large sample theory for IV can be used for asymptotic inference procedures. If the simulated values (v i1 , . . . , v iS ) are included with the data to form an augmented observation for the ith data point, then the usual IV formulae can be used to form a consistent variance estimator. For example, suppose that ( z i , v i1 , . . . , v iS ) are independent observations as i varies. Then under standard regularity conditions (for example, see Newey and McFadden (1994) ), the asymptotic variance of ͌ n( Ϫ 0 ) can be estimated by
This variance estimator accounts for the simulation error by including in ⍀ the outer product 
Both of these variance estimators ignore estimation of the instruments, which is valid under standard regularity conditions. Because the large sample theory for these estimators is straightforward, we do not give regularity conditions here.
IV. Consistent Semiparametric Estimation
If the functional form of the density g 0 (v) is left unspecified, the model becomes semiparametric. Models in which identification is achieved by conditional moment restrictions like those of equation (3) are nonlinear, nonparametric simultaneous equations models. Newey and Powell (1991) have considered estimation of such models, and their result can be applied here. The basic idea is to apply the previous estimator, but with P(v, ␥) chosen to be a member of an increasing sequence of approximating families and the IV equation (8) replaced by a nonparametric conditional expectation equation.
Let Ᏻ be a set of functions of v that will be assumed to include the true density g 0 (v) and satisfy other regularity conditions given below. Also, let {P J (v, ␥)} Jϭ1 ϱ be a sequence of families such that
be the parameter consisting of the Euclidean vector ␤ and a density g, and i ( ) be the simulated residual of equation (7) with 
where D is a positive definite matrix and Ĵ n can depend on the data and on sample size. The objective function in equation (15) is a sample analog of
, where D is the limit of D and ( z,
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If D is positive definite and 0 is identified from the conditional moment equation (4) (that is, that equation has a unique solution), then Q( ) will have a unique minimum of zero at 0 . The general extremum estimator reasoning (Newey & McFadden, 1994) then suggests that should be consistent.
The matrix D here is a weighting matrix analogous to that used in system estimation of simultaneous equations, and the conditional expectation estimator Ê [⅐͉x] is like the predicted value from regressing residuals on instruments. Indeed, if D were chosen to be an estimator of
to be a series estimator (obtained as the predicted values from a regression of i ( 0 ) on functions of x i ), were parametric, and i ( ) were linear in , then the objective function in equation (15) would be identical to the nonlinear, three-stage, least-squares objective function of Amemiya (1977) . This choice of D will be optimal only when there is no homoskedasticity, that is, Two kinds of smoothing parameters are involved in the construction of . One would appear in the conditional expectation estimator Ê [⅐͉x], as the number of terms in a series approximation or the bandwidth for a kernel estimator. The other kind would be associated with the nonparametric components of . One sensible approach to choosing these smoothing parameters is to use some data-based method that is known to be good in other contexts, such as cross-validation to obtain a benchmark value of the smoothing parameters and then considering sensitivity of results to choice of smoothing parameter. A theoretically more attractive approach is to use some benchmark that is optimal for the problem at hand. In the case of a series estimator of Ê [⅐͉x] and parametric , Donald and Newey (2001) derive the choice of number of terms that minimizes an approximate mean-square error criteria for , thus providing an optimal benchmark. However, the optimal choice of such smoothing parameters in more general cases, such as the simulated moments setting considered here, is a largely unexplored subject.
The estimator can be shown to be consistent if ␤ and g are restricted to compact sets, similarly to Gallant (1987) . A compact function set generally involves known bounds on higher-order derivatives. For instance, it is well known that the set of univariate functions that have fixed compact domain and are Lipschitz and Lipschitz constants bounded above are compact. Compactness of sets of multivariate functions involves bounds on higher-order derivatives. Imposing such constraints may present computational challenges, but they do seem very important in the context we are considering. As discussed in Newey and Powell (1991) , it is difficult to do without compactness due to the nature of the nonparametric part of the estimation problem.
For a matrix A ϭ [a ij ], let ʈAʈ ϭ [trace( AЈA)] 1/ 2 , and for a function g(v) let ʈ gʈ denote a function norm, to be further discussed later.
Assumption 1: ␤ 0 ʦ Ꮾ, which is compact, and g 0 ʦ Ᏻ, a compact set in a norm ʈ gʈ. In the primitive regularity conditions given below, ʈ gʈ will be a Sobolev norm.
The following dominance condition will be useful in showing uniform convergence.
Moment conditions for the dominating function M( z, v) will be specified below.
To show uniform convergence of the objective function of equation (15), it is useful to impose a strong condition on function norm, that it dominates a weighted supremum norm. Let V denote the support of (v), and ʈ gʈ V, ϵ sup V ͉g(v)͉(v), (v) Ͼ 0. Below it will be assumed that ʈ gʈ V, is dominated by ʈ gʈ, so that assumption 1 implies that ʈ gʈ V, is bounded on Ᏻ. The import of this assumption is a uniform bound on the tail behavior of g (v) , imposed by the presence of the weight function; the faster (v) grows as v moves outward, the faster the tails of g(v) must go to zero in order to guarantee that sup V {͉g(v)͉(v)} is finite. Also, the nature of importance sampling imposes a restriction on the tail thickness of the true density relative to the baseline density. For second moment dominance, this restriction will translate into a restriction on (v) relative to (v). These considerations lead to assumption 3. Assumption 3: ʈ gʈ V, Յ ʈ gʈ for g ʦ Ᏻ, and there
To guarantee that the parametric approximation suffices for consistency, the following denseness condition will be imposed.
Assumption 4: For any g ʦ Ᏻ and J, there exists P J (v, ␥)(v) ʦ Ᏻ J such that lim J3ϱ ʈP J (⅐, ␥) Ϫ gʈ ϭ 0. This condition specifies that g 0 can be approximated by the family.
It is necessary to make some assumption concerning the conditional expectations estimator. The following condition is lifted from Newey and Powell (1991) . Without changing notation, assume that the data observation z i includes the simulation draws (v i1 , . . . , v iS ). Assume that the data are stationary. Let ( z) denote some functions of a single observation, whose properties are specified within the following condition.
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Assumption 5: For ʦ Ͼ 0 from assumption 3,
Assumption 5 can easily be checked in some cases and is quite general. For instance, if z i is i.i.d., it is easy to use known results to show that assumption 5 holds for nearest neighbor and series estimators. For K-nearest-neighbor estimators with K 3 ϱ, K/n 3 0, (ii) follows by lemma 8 of Robinson (1987) and proposition 1 of Stone (1977) , while (iii)(a) holds by construction. For a series estimator of the form given in (iii)(b), with P t containing K elements such that any function with finite mean square can be approximated arbitrarily well in mean square for large enough K, (ii) follows from lemma A.10 of Newey (1994a) and the arguments for lemma A.11 as long as K 3 ϱ and K/n ⑀/(⑀ϩ2) 3 0. Neither of these results allow for data-based K. It should be noted that assumption 5 restricts the form of randomness. Implicitly, the form of the weights w st in assumption 5 and the approximating functions P t are restricted to not depend on . Thus, although they could be chosen based on some fixed (for example, a linear combination of (z, ) for some preliminary estimator ), they are not allowed to vary with (that is, with in (z, )). Assumption 5 should also be "plugcompatible" with future results on nonparametric conditional expectation estimators, such as those for time series.
The last assumption specifies that Ĵ n must go to infinity with the sample size.
Assumption 6: Ĵ n ¡ p ϱ as n 3 ϱ.
As mentioned earlier, the degree of approximation J can be random, in a very general way. However, it should be noted that it is not restrictions on the growth rate of J that are used to obtain consistency, but rather the restriction of the function to a compact set. Often, the compactness condition will require that higher-order derivatives be uniformly bounded, a condition that will have more "bite" for large values of J, imposing strong constraints on the coefficients of higher-order terms.
These assumptions and identification deliver the following consistency result It should be noted that the hypotheses of this theorem are not very primitive until the norm ʈ gʈ is specified. Once that is specified, it may require some work to check the other assumptions.
The following set of assumptions is sufficient to demonstrate that the assumptions are not vacuous, and do cover cases of some interest.
Assumption 7:
(i) v is one-dimensional; (ii) There is a compact interval V and a fixed constant B such that Ᏻ ϭ {g(v) :
The support of (v) is V, and (v) is continuous and bounded away from zero on V;
Corollary 2: If assumptions 1, 2, and 5 through 7 are satisfied, ␤ 0 ʦ Ꮾ, satisfied, and Ꮾ is compact, then
This result is restrictive in several ways. It is easy to relax the assumption that v is one dimensional, using the results of Elbadawi, Gallant, and Souza (1983) . It is more difficult to allow for noncompact support for v, although this extension is possible using the results of Gallant and Nychka (1987) . Unfortunately, their result allows for quite thick tails, with (v) ϭ C(1 ϩ vЈv) ⌬ in assumption 3. This means that the true density of v is only restricted to go to zero faster than (1 ϩ vЈv) Ϫ⌬ in the tails. Assumption 3 then rules out simulation densities that go to zero faster than this in the tails, such as the normal. Of course, there are fast computational methods for generating data from densities proportional to (1 ϩ vЈv) Ϫ⌬ , so that one could easily use such thick-tailed simulation densities. Also, it should be possible to develop intermediate conditions that allow for more general simulators.
V. A Sampling Experiment
A small Monte Carlo study is useful in a rough check of whether the estimator can give satisfactory results in practice. Consider the model
x and v are N͑0, 0.5͒.
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The regression equation for this model is one that is useful in estimating the relationship between consumption and income. This specification will be further discussed in section VI, where it is used in the empirical example. The parameter values were set so that the r 2 for the prediction equation for w* was 1/2, and so the signal to noise ratio was 1. The number of observations was set to 100. The number of observations was chosen to be small relative to typical sample sizes in economics, to make computation easier. The r 2 for the regression of w* on x was set higher than typical to offset the small sample size, so that the estimator might be informative. Table 1 reports the results from 100 replications. Results for three different estimators of ␦ 1 , ␦ 2 , and ␦ 3 are reported. The first estimator is an ordinary least-squares (OLS) regression of y on the right-side variables (1, w, e Ϫw ) that are measured with error. The second estimator is an IV estimator with the same right-hand side but with instruments R i ϭ (1, ĥ i , ĥ i 2 , ĥ i 3 )Ј, where ĥ i ϭ 1 ϩ 2 x i . The third estimator is a simulated moment (SM) estimator from equation (11)
, where I is a two-dimensional identity matrix. This estimator is a system two-stage, least-squares estimator in which the instrumental variables are R i . Also, P(v, ␥) was a Hermite polynomial of the third order, in which ␥ 1 ϭ 1, ␥ 2 ϭ ␥ 3 ϭ 0, and ␥ 4 was estimated. There were two simulations per observation.
In one replication out of the 100, the estimator did not converge to a stationary point. This replication was excluded from the results that are reported in table 1. The estimator shows promise. The standard errors of the IV and SM estimators are much larger than the OLS estimator, but the biases are substantially smaller. As previously noted, the IV estimator is inconsistent, although in this example it leads to bias reduction. It is interesting to note that the standard error of the SM estimator is smaller than that of the IV estimator. Thus, in this example, the valid SM correction for measurement error leads to both smaller bias and variance than the inconsistent IV correction.
VI. An Application to Engel Curve Estimation
The application presented here is the estimation of Engel curves, a subject that has long been of interest in econometrics. Measurement error has recently been shown by Hausman et al. (1994) to be important in the estimation of nonlinear Engel curves. This section adds to that work by estimating a nonlinear, nonpolynomial Engel curve for the model of equation (1) a specification that was not estimated by Hausman et al. (1994) . Also, the results here take account of measurement error in the denominator of the share equation.
The functional form considered here is that preferred by Leser (1963) ,
where S i is the share of expenditure on a commodity, and I * i is the true total expenditure. As suggested by the Hausman et al. (1994) tests of the Gorman (1981) rank restriction, a rank-two specification such as this may be a good specification, once the measurement error has been accounted for. See also Deaton (1986) for a discussion of the utility maximization foundation of such specifications. In addition, a specification is considered that accounts for the presence of I* i in the denominator of the left-hand side of this equation. This "denominator problem" results from the fact that S i ϭ Y i /I * i , where Y i is the expenditure on the commodity. Thus, if I* i is measured with error, another nonlinear measurement error problem results from using the measured shares. This problem can be dealt with by bringing I* i out of the denominator, giving
If ⑀ i satisfies the usual restriction E[⑀ i ͉I * i ] ϭ 0, then equations (17) and (18) are equivalent statistical specifications, in that running least squares on either equation should give a consistent estimator. Covariates will also be allowed in this specification by allowing additional variables I* i x 1i to enter linearly in this equation, corresponding to inclusion of x 1i as additional regressors in the share equation (17). The measurement error will be assumed to be multiplicative; that is, for I i equal to the observed total expenditure, In the empirical work, the predictor variables x i will be a constant, age and age squared for household head and spouse, and dummies for educational attainment, spouse employment, home ownership, industry, occupation, region, and black or white (a total of nineteen variables, including the constant). With this specification for the measurement and prediction equations, f(w*, ␦) ϭ ␦ 1 ϩ ␦ 2 w* ϩ ␦ 3 exp(Ϫw*), as in the Monte Carlo example. The measurement error in the left-side denominator can be accounted for as in equation (18), leading to a specification with f(w*, ␦) ϭ ␦ 1 exp(w*) ϩ ␦ 2 exp(w*)w* ϩ ␦ 3 . It is interesting to note that, even if the share equation is linear in ln (I* i ), so that ␦ 3 ϭ 0, this equation is nonlinear, so that IV will not be consistent. Thus, measurement error in the denominator of the share suggests the need for the estimators developed here.
The data used in estimation are from the 1982 Consumer Expenditure Survey (CES). The basic data we use are total expenditure and expenditure on commodity groups from the first quarter of 1982. Results were obtained for four commodity groups: food, clothing, transportation, and recreation. Because a subset of all commodity groups are used, there are no adding up restrictions to be concerned about. The number of observations in the data set is 1,321. The empirical results were reported as elasticities, that is, d ln f( x)/d ln x, as is common in econometrics. To compare shapes, elasticities were calculated at the quartiles of observed expenditure.
The results are given in tables 2 through 5. Table 2 gives some sample statistics, including the quartiles of the income distribution. The other tables will include estimated expenditure elasticities at these quartiles. Table 2 also gives information on the prediction regression. The R 2 in this regression is 0.23, which is quite sizable for such a crosssectional data set. The other information is useful in calculating the magnitude of the measurement error and bound- Tables 3 to 5 give results for each commodity for three different specifications of the share equation and four different estimators. Table 3 gives results for the share equation, in which measurement error in the denominator of the left-hand side is ignored. This specification is the same as in the Monte Carlo study. Table 4 changes the specification to account for the left-side denominator by multiplying through the original equation by total expenditure, as described above. Table 5 adds covariates x 1 to the share equation to allow for demographic and regional price effects. There are six covariates: own and spouse age, family size, and three regional dummy variables. The equation estimated is analogous to that of table 4 in accounting for the left-side denominator, with f(w*, x 1 , ␦) ϭ ␦ 1 ϩ ␦ 2 exp(w*)w* ϩ ␦ 3 ϩ exp(w*) xЈ 1 ␦ 4 . It should be noted that this specification restricts family size to be absent from the prediction equation .  Tables 3 to 5 report results for four different estimators: ordinary least squares (LS), two-stage least squares (IV) with instruments described below, the simulated moment estimator with Gaussian v (SMO), and the simulated moment estimation with one Hermite polynomial term (SM1) of the third order included in the moment functions. The simulated moment estimators are each obtained as in equation (11), with i (␣) as given in equation (10), ten simulation draws, and Ŵ equal to the inverse of an estimated asymptotic variance of 
where ␣ is an initial consistent estimator. (The procedure used to obtain the initial consistent estimators was to begin with an identity weighting matrix, use a few iterations to obtain "reasonable" parameter values, choose Ŵ as in equation (20), and then minimize to get ␣ .) This is an asymptotic variance minimizing choice of Ŵ that accounts for the presence of in i . The standard errors for LS and IV were calculated from heteroskedasticity consistent formulae, such as those given by White (1982) . The standard errors for simulated moment estimators were calculated from the GMM asymptotic variance estimator (Ĥ Ј⌺ Ϫ1 Ĥ ) Ϫ1 , where Ĥ ϭ ‫ץ‬⌺ iϭ1 n Ĉ ͑x i ͒ i ͑␣ ͒/ ‫.␣ץ‬ These calculations correspond to the variance estimates described earlier for parametric specifications. As usual for series approximations (for example, see Andrews (1991) ), these standard errors should also be correct for a semiparametric specification.
A selection process was used to choose the order of powers of the predicted value to include in the instruments. Starting at the second order (the minimum needed to have enough moments to allow estimation of distribution parameters), the order was chosen by cross-validation on the food equation, Gaussian, simulated moment estimator (SMO), using the cross-validation criteria for choice of instruments suggested by Newey (1994b) . Inclusion of higher-order powers did not result in any decrease in the cross-validation criteria. Consequently, in tables 3 and 4, the instrumental 
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variables were (1, xЈ , ( xЈ ) 2 ). In table 5, exp( xЈ ) ⅐ x 1 was added to the instruments because of the presence of the covariates. The number of Hermite polynomial terms to include was chosen essentially by an upwards testing procedure, applied in the model of table 3. Inclusion of a third-order term was tried in each case, as reported in table 3. This term allows for asymmetry in the distribution of v. If it were statistically significant, a fourth-order term was tried. In none of the cases was this term significant, so only results for the one, third-order, Hermite polynomial term are reported in the tables.
For each estimator, elasticities at the quartiles, the estimate of ϭ Var (v) 1/2 , and the estimator of the coefficient ␥ of the Hermite polynomial term, as well as standard errors (in parentheses below the estimates) are reported. The (asymptotic) t-statistic on the coefficient of inverse expenditure (t-stat) and the overidentification (minimum -square) test (Q) statistic for the simulated moment estimator are also reported. The t-statistic is particularly relevant in table 3 because the 2SLS estimator would be consistent if the coefficient on inverse expenditure were zero. The degrees of freedom (DOF) of the overidentification test statistic are 2 and 1, respectively, for SM0 and SM1 in tables 3 and 4, and 8 and 7, respectively, in table 5. The difference between these statistics for SM0 and SM1 is a one-DOF -squared test of the Hermite coefficient being zero.
Even though the IV estimator is inconsistent, it gives results similar to the SM estimator in a number of cases. When the share denominator is allowed to be measured with error, there are larger differences between IV and SM. The standard errors of SM are smaller than those of IV, which is consistent with the Monte Carlo results of section IV. There are large differences between the OLS and SM estimators, as is consistent with the presence of measurement error. It is interesting to note that the elasticities for transportation go down rather than up, unlike linear regression with measurement error.
In comparing tables 3 and 4, it is apparent that accounting for measurement error in the denominator leads to some changes in the results. There is more nonlinearity in the food equation in table 4 than in table 3. The prediction error standard deviation is more precisely estimated in these equations. The overidentification test statistics are larger in table 4. Surprisingly, the estimated standard errors in table 4 are not much larger than those in table 3, although table 4 is a levels equation that is sometimes thought to be more heteroskedastic than the share equation. There is little evidence of nonnormality. In most cases, SM0 is quite similar to SM1, except for much larger standard errors.
In summary, although allowing for nonnormality does not change the empirical results, correcting for measurement error makes a big difference. In several cases, the simulated moments estimator is quite different than the inconsistent IV estimator, suggesting that the inconsistency of IV estimator may not be uniformly small. Furthermore, the simulated moment estimators seem quite accurate, having small standard errors. These results illustrate the usefulness of using simulated moment estimation to correct for measurement error, while allowing some flexibility in the distribution of the prediction error to assess the impact of allowing for nonnormality.
