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I. INTRODUCTION
A S an effective integration of distributed generators (DGs), loads, and storage units via dc/ac inverters [1] , microgrids (MGs) can operate in both grid-connected and islanded modes. For enabling maximum utilization of renewable sources and also efficiently suppressing stress and aging of the components of MGs [2] , [3] , matching power transfer between MGs to form various MG clusters has become the future trend of the smart distribution grids.
Up to now, many literatures focus on the power quality issues (i.e., primary [4] and secondary control [5] , [6] ) within an MG in the islanded mode and the transient behaviors (i.e., tertiary control [7] , [8] ) that may occur when switching ON and OFF from the utility grid [9] . The existing secondary control strategies include the feedback linearization voltage regulation method [10] , a novel distributed secondary control (DSC) approach that requires each local controller communicate with all the others across the MG [11] , several compromise methods to solve the inherent contradiction between voltage regulation and reactive power sharing [12] - [14] , and the frequency/voltage controller to robust against uncertain communication links [15] , to name just a few. Tertiary control is used to realize the power flow balance among MGs and the utility grid [16] , including the optimization control method to achieve autonomous equal power sharing among dc-dc converters [17] , and the voltage unbalance compensation scheme [8] , and so on.
Although the aforementioned studies address many significant research challenges within MGs, to the best of our knowledge, there are only a few literatures focus on multiple MGs from the perspective of a smart microgrid network [9] . To this end, two important issues should be considered. One is the overlay topology design problem so as to maximize the usage of renewable DGs, and the other is the power flow and power quality problem among multiple MGs.
To address the first problem, a reliable overlay topology design method for the smart microgrid network was presented very early [9] , then [18] studied a reliability and redundancy design of a smart grid wireless communications system in view of demand side management, afterwards an integrated reconfigurable control and self-organizing communication framework was established for community resilience microgrids [19] . More recently, a voltage-frequency management technique for remote islanded MGs was also proposed [20] , by which an overloaded MG or the one with excessive renewable generation can be coupled to one or more suitable neighboring islanded MGs at the lowest cost. Assuming the multiple MG network is previously designed, some control approaches for multiple ac or dc MG clusters have been proposed to solve the second problem. The existing results for dc MG clusters include a tertiary power flow scheme by adopting an droop-based centralized secondary control method [21] , and a hierarchical control framework to avoid the centralized control mode [22] , etc. Unlike dc MG clusters, the control issues of ac MG clusters involve the control of frequency and phase, reactive power, and power quality, thus still faces big challenges [21] . The only relevant results include a clustering and cooperative control strategy by organizing DGs into several clusters for grid-connected ac MGs [23] , and a distributed power management scheme for intertied ac MGs based on the droop operating principles [24] , etc. However, the adopted P/Q control mode in [23] is generally not suitable for multiple MG clusters in an islanded mode, while the power management scheme in [24] does not take into account the proportional power sharing accurately among MGs.
By analysis, to maximum utilization of renewable sources, the cyber topology structure of an MG cluster will finally present a hierarchical and clustering characteristic regardless of how the multiple MGs are dynamically coupled and recombined. In this situation, it is necessary to consider the time-scale separation requirements for the hierarchical interactive information flow that integrated in the cluster-oriented physical network when we try to address the power flow and power quality problem within each MG or among multiple MGs. Note that both secondary and tertiary levels (except the primary level) generally allow information exchange among DGs within an MG via a centralized, decentralized, or distributed manner [8] , [25] , [26] . This inspires us to study the multiple ac MGs from the perspective of a special network that possess some cluster-oriented two-layer topology structure. In view of this, by establishing a two-layer communication network for a cluster of islanded ac MGs, this paper presents a distributed hierarchical cooperative (DHC) strategy, consisting of a distributed tertiary control (DTC) and a DSC schemes, respectively, corresponding to the upper and lower networks, that are equipped with an intermittent communication mechanics. The main contributions are listed as follows.
1) The consensus-based DTC scheme allows one or some DGs within each MG to be pinned to formulate the tertiary layer, and only the power flow mismatch information of the pinned DGs is needed to exchange in a distributed way, which is different from most of the centralized tertiary schemes [16] , [27] . The pinning-based DSC scheme contains a voltage observer, under which the average voltage magnitude of all DGs within each MG can be regulated to the reference and then the accurate reactive power sharing among all MGs can be realized simultaneously. Thus, it extends the results of [13] - [15] to the case of voltage and reactive power management with intermittent communication. 2) All the intermittent communication controllers are in the discrete form, with which each DG only needs to access partial or limited knowledge of the system parameters, perform merely local measurements, and then, communicate with its neighbors intermittently. It in turn greatly reduces the communication costs and makes our results essentially different from the existing continuous-time communication methods [10] , [28] . Different from [11] and [25] , a sparse two-layer cyber network is sufficient to support the proposed scheme, even allowing only one DG from each MG to access the references. Besides the plug-and-play capacity of the MG level, the proposed scheme also possesses high robustness against time delays, data drop out, link failure, even for the interval uncertainties within information exchanges among all DGs or MGs. 3) Different from the existing single-layer communication networks [16] , [23] , [24] , the two-layer communication network are designed with different dynamics and time scales for each layer, which can more effectively meet the time-scale separation requirements for the hierarchical interactive information flow that integrated in the cluster-oriented physical network. Unlike many relevant hierarchical results that analyze the stability of each layer separately [8] , [13] , [15] , this paper presents the detailed stability analysis on the whole two-layer dynamical system. Sufficient conditions, in terms of network connectivity and the sampling period ratio of the tertiary layer to the secondary layer, are finally derived, which will provide some inspiration for the future clusteroriented two-layer network topology design of MG clusters. The rest of this paper is organized as follows. The configuration of an ac MG cluster and the DHC strategy are presented in Sections II and III, respectively. Section IV gives the detailed analysis of the system. After that, the numerical results are analyzed via an ac MG cluster system consisting of three ac MGs in Section V before one concludes this paper in Section VI.
II. MG CLUSTER CONFIGURATION
To begin with, some necessary notations are listed. Let I n = {1, 2, . . . , n} andĪ n = {0, 1, 2, . . . , n} be the finite index sets, Z = {0, 1, 2, . . .} be the set of nonnegative integers, a be the maximum integer that does not exceed the scalar a, I n be the n × n identity matrix, 1 n = (1, . . . , 1) T ∈ R n , and ⊗ be the Kronecher product. For any vectors x = (x 1 , . . . , x n ) T and y = (y 1 , . . . , y n )
be the n eigenvalues of A with an increasing sort. 
A. Proposed DHC Control Framework
We will adopt the pinning control algorithm from the leaderfollower-based multiagent control theory [28] , [29] . For MGs with large number of DGs, a pinning-based method is very suitable since it only needs a small fraction of DGs to be controlled by simple feedback controllers. Thus, it is naturally used to reduce the number of DG controllers, and further, reduce the communication and control costs.
Consider an MG cluster containing M MGs labeled MG 1 , . . . , MG s , . . . , MG M , where MG s consists of m s DGs labeled (s, 1) through (s, m s ). The DHC framework employs a sparse two-layer communication network to implement the information exchange and control in different control levels, as shown in Fig. 1 . As seen, the lower communication network is responsible to the secondary frequency/voltage control within each MG, while the upper communication network enables to realize the tertiary active/reactive power control among MGs.
We aim to address the time-scale matching problem in term of different sampling times, corresponding to each layer of the cluster-oriented two-layer communication network. In detail, for each MG s , there is a secondary communication network (the pink region in Fig. 1) , G s , corresponding to the information exchange among all DGs within MG s . It is assumed that each DG s,i within MG s only needs to communicate with its neighboring DGs through the lower network, G s , and the reference information generated by the upper network are available to a small part or even only one following DG s,pin (as shown in Fig. 1) . Herein, by pinning one or some DGs, DG s,pin , from each MG s , the tertiary communication network,G, can be then formulated (the yellow region in Fig. 1 ). Note that all cyber networks are not necessary to own the same topology structures as the physical networks, thus not all DGs or MGs in large-scale systems need to be in a direct contact.
The proposed DHC strategy consists of the primary, secondary, and tertiary control levels. For the ith DG in the sth MG (i ∈ I m s and s ∈ I M ), DG s,i , its power outputs are adjusted by the primary control through the power, voltage, and current control loops [15] . 
III. DHC CONTROL STRATEGY FOR MG CLUSTERS
The DHC strategy contains a pinning-based secondary DSC scheme and a consensus-based tertiary DTC scheme. The DTC scheme is responsible to generate frequency/voltage references for each MG according to the active/reactive power mismatch among MGs, with which the DSC scheme can then adjust the frequency/voltage nominal set points for the primary control of each DG. Moreover, a pinning-based distributed cooperative control idea from multiagent systems [29] is adopted here to reduce the number of controllers for the MGs with large number of DGs. Before proceeding the main results, we transform the MG cluster system into a discrete time system with different sampling periods for different control layers.
Time is discretized into a finite time sequence of nonempty and bounded intervals, [t k , t k +1 ) with t 0 = 0 and k ∈Z, representing the kth round (secondary or tertiary control) iteration index, as shown in Fig. 2 . We assume that there are totally τ * (or T * ) times secondary (or tertiary, respectively) state update (iteration) in each time interval [t k , t k +1 ). To be specific, for the secondary control layer with sampling period τ sa , there is a sequence of nonoverlapping subintervals [t for any nonnegative integers k and ; for the tertiary control layer with sampling period T sa , there is a sequence of nonover-
Nevertheless, the secondary (or tertiary) inputs will be designed to only update at the end of the kth iterative process, i.e., [t
T sa , respectively). For simplicity, we call τ * and T * the number of the secondary and tertiary input update in each round of the iteration, and t
T sa the terminal times of the system state outputs for secondary and tertiary control layers, respectively.
Remark 1: The assumption of τ * · τ sa = T * · T sa is very mild since one can always choose the intervals, [t k , t k +1 ), to satisfy it. Moreover, since the tertiary layer is generally operating with a larger time scale than that of the secondary layer, their associated sampling periods are supposed to satisfy T sa > τ sa . With a larger sampling period, the tertiary input update number is, therefore, shorter than that of the secondary layer, i.e., T * < τ * , to ensure the same terminal time of the system state outputs for different control layers. The detailed constraints on these parameters will be derived later.
A. Local Droop-Based Primary Control
Based on the traditional droop control strategy and the d-q reference frame transformation, where the d-axis and q-axis of the reference frame of each DG are rotating with the common reference frequency [13] , the references of output d-axis voltage and frequency of DG s,i can be abstracted as 
B. DSC Scheme for all DGs Within MG s
The discrete-time system states for the MG s are updated as (provided by the tertiary control level), exactly at the terminal time t τ * k . Moreover, to obtain the accurate reactive power sharing in MGs with line impedances, a compromise scheme is to ensure the weighted average value of all DGs' output voltages within MG s to converge to the desired reference value [13] , [14] . Then, we will design the controllers in (2) and (3) so as to regulate the nominal set points in (1), such that the system terminal outputs, ω s,i (t
for all i = j ∈ I m s and s ∈ I M , where P 
where 
2) DSC Scheme for Active and Reactive Power Sharing:
The power outputs are expected to achieve power sharing proportionally to DG's capacities in the steady state, i.e., 
we then design the consensus-based power controllers as
With the DSC controllers (7) and (10), the nominal set points of frequency and voltage for DG s,i can be updated as
which will be used to further regulate the frequency/voltage by the power control loop in the primary stage.
C. DTC Scheme for Power Sharing Among Multiple MGs
The tertiary control level aims to adjust the power flow among MGs to achieve the power outputs balance, i.e.,
), respectively, denote the total active (reactive) power outputs and the associated maximum capacities of MG s .
Assume only one DG, denoted as DG s,pin , can be pinned for each MG s , then pin ∈ I m s . By the objective (5), the tertiary power sharing objective (12) will be achieved if for all s =k ∈ I M , where P s,pin (Q s,pin ) and P max s,pin (Q max s,pin ) are, respectively, the active (reactive) power outputs and the associated maximum capacities of DG s,pin . Now the consensusbased DTC controller can be designed as
with the discrete time control inputs 
where ω rated and v rated are, respectively, the rated frequency and voltage of the MG cluster system. 
IV. STABILITY ANALYSIS OF THE MG CLUSTER SYSTEM
To facilitate the mathematical representation, let the number of DGs within each MG be always equal to m, i.e., to be designed later. Let L = diag{L 1 , . . . , L M }, the dynamics, (2), (3), (7), (10), (14) , and (15), can be rewritten as
Letμ = ( 
where
We next claim the stability of the origin of the error system (19) . Define the Lyapunov candidates (20) and difference along the trajectory of system (20), we have
for a blocking matrix s = diag{S 1 , S 2 , S 3 } with
2 − I 2M m , and any positive constant θ > 0. By the special matrix theory [30] and the symmetry of matrices Φ, Ψ, and Ω, a sufficient condition for ΔV k < 0 is
which leads to
for a certain positive constant θ provided that λ 2M m (Φ) < 1, λ 2M (m −1) (Ψ) < 1, and
Thus, by the previous denotations, we obtain that
By the Gershgorin circle theorem [20] , the aforementioned inequalities hold if the gain matrices and terminal times are 
Initialization:
Set ε ∈ (0, 1), number of secondary input update τ * , and 
Conclusion 1: If the two-layer communication networks, {G s } s∈I M andG, are connected, and the associated numbers of the input update during each round of the iteration, T * and τ * , and the sampling periods, T sa and τ sa , of the tertiary and secondary control levels satisfy (25) and (26), then both of the secondary control objectives (4) and (5) and the tertiary control objective (13) can be achieved provided that at least one DG s,pin from each MG s can be pinned to realize the information exchange among all the pinned DGs (in the tertiary level) and transmit the frequency and voltage references, ω Other gain matrices also own the same requirements. Moreover, as illustrated in Remark 1, the assumption of τ * · τ sa = T * · T sa with τ sa < T sa leads to T * < τ * . Thus, we initialize all gain matrices as the associated adjacency matrices, and T * as half of τ * , and then, further optimize their values by Algorithm 1.
The coefficient ε ∈ (0, 1) characterizes the changing rate of the gain matrices to achieve optimal values satisfying (25) and (26) . With the calculated numbers of the two-layer control input update, T * and τ * , one can obtain the sampling period ratio, τ sa /T sa , according to (26) , thus T sa can be then designed for some given τ sa . Under the DHC framework shown in Fig. 3 , the detailed implementation can be designed as follows.
Step 
pin (k) according to the protocols (7), (10), and (15), then go to step 3.
Step 7: Stop the iteration. Remark 3: By introducing the concepts of interval weights and interval adjacency matrices [15] , the proposed DHC strategy is also robust against the uncertain communication links caused by the internal uncertainties and/or external disturbances by minor change in the inequalities (26) and (27) .
Remark 4: When the frequency/voltage in each islanded MG cannot be retained within the acceptable limits by adjusting the set points of generators or by controlling the power injection/absorption of energy storage systems, then the power mismatch signal between the MGs will be detected. Simultaneously, the pinning control scheme will be implemented. In this situation, we can control the pinning instant by activating the corresponding communication links. Through adjusting the frequency and voltage of the pinned DGs across the tie line, the power transfer among MGs can be finally realized.
Remark 5: Since different control variables possess different communication networks due to their different response times, it may be more practical to establish different communication networks for the information interaction of frequency and voltage, and the associated work can be found in [13] . Moreover, to stabilize the power outputs in a longer time scale than that of the frequency response, an alternative solution is to design a multiple time-scale control strategy by partially extending the results of [14] and [29] . Additionally, in our control strategy, the sampling time of each layer communication network is not directly related to the dynamical evolution time of each actual physical module. For example, the evolution speed of the active power outputs depends on its frequency reference signal. Due to the slower dynamics of the active power, its final frequency reference will remain unchanged for a long period of time regardless of how fast the signal is collected in the communication network.
Remark 6: In view of the advantages of pinning control, the adopted pinning-based DSC scheme can greatly reduce the number of the controlled DGs in the lower network. While for the upper network, each pinned DG possesses a peer-to-peer attribute, thus a consensus-based DTC scheme is more suitable to realize a completely distributed control performance.
Remark 7: On one hand, the distributed network of public utility can benefit from the proposed DHC framework to achieve effectively monitor and control a large number of DGs in the overall network; on the other hand, the proposed DHC framework can also support demand-side management to increase the reliability of multiple MGs. In view of this, the proposed DHC framework will provide reference and guidance on the management of the scalability and controllability of large-scale DG access in distribution network for the distributed network of public utility and consumer.
V. PERFORMANCE VALIDATION
The effectiveness of the DHC strategy will be verified by simulating an ac MG cluster in Simulink/SimPowerSystems. The basic diagram of the ac MG cluster test system is shown in Fig. 4 , and the specifications of the DGs, lines, and loads are summarized in Table I . The rated frequency and terminal voltage magnitude of MGs, ω rated and v rated , are set as 314 rad/s and 380 V, respectively. Meanwhile, as seen in Fig. 4 , we set DG 1,1 , DG 2,2 , DG 3,1 , and DG 4,1 as the pinned DGs from four MGs, respectively, and the adjacency matrices of the lower cyber network can be written as 1, 1; 1, 0, 1; 1, 1, 0] , and the pinned DG adjacency matrices are B 1 = B 3 = diag{1, 0}, B 2 = diag{0, 1, 0}, and B 4 = diag{1, 0, 0}. While those of the upper cyber network can be written asÃ = A 1 ,Ã = A 2 , and A = [0, 1, 0, 1; 1, 0, 1, 0; 0, 1, 0, 1; 1, 0, 1, 0] , respectively, for the MG clusters consisting of two MGs (i.e., MG 1 and MG 2 ), three MGs (i.e., MG 1 , MG 2 , and MG 3 ), and four MGs. Let the sampling period of the DSC scheme for the lower layer τ sa = 0.0001 s, and the associated input update number τ * = 100. By Algorithm 1 (set ε = 0.02 and τ * = 100, the total iterative number is 3 and elapsed time is 0.001698 s), we obtain the desired learning matrices Γ s = 0.0004A s and Ξ s = 0.0004B s for s = 1, 2, 3, 4,Γ = 0.0004Ã, the sampling period of the DTC scheme for the upper layer T sa = 0.01 s, and the associated input update number T * = 1. Thus, inequalities (25) and (26) are satisfied.
During the simulation process, taking the 2-MG cluster test (i.e., MG 1 and MG 2 in Fig. 4 ) as an example, we implement the two-layer communication network by S-function, S 1 , S 2 , andS, respectively, corresponding to the lower communication networks G 1 and G 2 , and the upper communication networkG. Set sampling periods τ 1 sa = τ 2 sa = 0.0001 s and T sa = 0.01 s, and the related input update numbers τ * 1 = τ * 2 = 100 and T * = 1. Then, the information interaction within the lower networks G 1 and G 2 will occur every 0.0001 s, while that within the upper networkG will then occur every 0.01 s. However, the control input updates of the lower networks G 1 and G 2 only occur after 100 times information exchange, while that of the upper network G occurs after each information exchange. By this way, both of the two-layer communication systems have the same terminal time 0.1 s so as to drive the two-tier system to output information at the same time.
The next simulation studies cover two scenarios: 1) load change performance assessment (with communication delays, data drop out, and link failure test), and 2) plug and play capability of the MG level (in case of different communication network topologies).
A. Load Change Performance Assessment
This subsection studies the performance of the MG cluster consisting of MG 1 and MG 2 in the situation of load change.
1) General Performance Assessment:
The two MGs are set to be electrically disconnected from each other at t = 0 s and connected at t = 2.5 s. Then, the tertiary and pinning links, consequently, are disabled at t = 0 s and activated at t = 2.5 s correspondingly. After t = 4 s, the DTC controllers are activated, while Load 1,2 and Load 2,1 are removed at t = 8 s, and As seen in Fig. 5(d) and (e), the DSC scheme proportionally shares the load within each MG before t = 2.5 s, however, the power outputs among all MGs are different from each other due to the different total local loads. After the DTC scheme is activated at t = 4 s, the power sharing among MGs is achieved within 4 s. After t = 8 s, the power outputs of each DG vary with the change of local loads within each MG, however, the power sharing among MGs is always maintained, as shown in Fig. 5 As seen in Fig. 7 , the sampling periods and the control input update numbers for different layers are designed differently so as to make a scale separation between the DSC scheme and DTC scheme. In Fig. 8 , the selected T * and T sa do not satisfy (25) 
2) Communication Delays, Data Drop Out, and Link Failure Test:
The two MGs are set to be electrically disconnected from each other at t = 0 s and connected at t = 4 s. Then, the tertiary and pinning links, consequently, are disabled at t = 0 s and activated at t = 7 s correspondingly. After t = 7 s, the DTC controllers are activated, while Load 1,2 and Load 2,1 are removed at t = 14 s, and then, readded at t = 12 s. Moreover, all Figs. 9 and 10, the proposed schemes have an acceptable robust performance to these unexpected factors. In detail, for the two-layer communication network with different variable delays corresponding to different layers, the control performance is still realized in Figs. 9(a1) and (a2) and 10(a1) and (a2). Moreover, Comparing these three cases shown in Figs. 9(a2)-(c2) and 10(a2)-(c2), we conclude that packet loss will have the worst impact on the system 
B. Plug and Play Capability of the MG Level
This subsection studies the performance of the MG cluster consisting of three MGs and four MGs in the situation of MG plug and play.
1) MG Cluster Consisting of MG 1 , MG 2 , and MG 3 : All MGs begin to operate separately at t = 0 s, MG 1 and MG 2 are connected at t = 2.5 s, while MG 3 is connected and removed, respectively, at t = 8 s and t = 15 s, and the DHC strategy is activated at t = 4 s. The results are shown in Fig. 11 .
As seen, MG 3 is operating in islanded mode before t = 8 s. When it is connected at t = 8 s, the frequency/voltage response of each DG begin to vary with the change of the references for each MG [see Fig. 9 (a)-(e)], and the power outputs for each MG are redistributed proportionally [see Fig. 11 (f) and (g)] within 7 s. When MG 3 is removed at t = 15 s due to some malfunction, its local Load 3,1 is also no longer afforded, however, the remaining Load 3,2 still needs to afford by the rest MG 1 and MG 2 . As seen, the power outputs of MG 3 decline to zero rapidly after t = 15 s, and the power sharing between the two remaining MGs can still be achieved within 9 s.
2) MG Cluster Consisting of MG 1 , MG 2 , MG 3 , and MG 4 : All MGs begin to operate separately at t = 0 s, MG 1 , MG 2 , and MG 4 are connected at t = 3 s, while MG 3 is connected and removed, respectively, at t = 10 s and t = 18 s, and the DHC strategy is activated at t = 5 s. To further illustrate the effectiveness of the proposed two-layer network, we implement the proposed scheme on an MG cluster consisting of four MGs under a two-layer digraph [see Fig. 12(a) ] and a single-layer digraph [see Fig. 12(b) ], and the associated evolution curves are, respectively, shown in Figs. 13 and 14. It can be seen by comparing Figs. 11 and 13 that, as the number of the MG increases, the convergence time for the MG cluster consisting of four MGs is longer than that for the case of three MGs. However, the final stability can still be realized. Further, for the proposed DSC and DTC schemes implemented in a single-layer digraph [see Fig. 12(b) ], it can be found that the corresponding performance is a little worse than the case of the two-layer digraph [see Fig. 12(a) ] by comparing the evolution curves shown in Figs. 13 and 14 . In fact, the DSC and DTC schemes are designed to implement in different dynamics with different time scales, while a two-layer digraph can effectively meet the time-scale separation requirements for the interactive information flow that integrated in the cluster-oriented physical network. Moreover, each DG within each MG has the same control property, and thus, is responsible to implement both the secondary and tertiary communication tasks in the single-layer digraph. But for the two-layer digraph, DGs within different MGs have no information interaction with each other during the secondary communication stage, and only the pinned DGs within each MG participate in the tertiary control decision process, and thus, possess the tertiary communication task. The associated control costs for the two-layer network are, therefore, less than that of the single-layer network.
VI. CONCLUSION
A DHC strategy for islanded ac MG cluster systems is presented, which can regulate the frequency/voltage within each MG as well as maintain the active/reactive power sharing among ac MGs with heterogenous DGs. By pinning one or some DGs from each MG to constitute an upper cyber network, a two-layer sparse cyber network is formulated to support the dynamical coupling between the secondary and tertiary levels. Moreover, the time response matching problem has been studied, which indicates that the stability can be guaranteed if the sampling period ratio of the tertiary to secondary is less than a certain upper bound. All the distributed controllers are equipped with discrete iterative inputs that are merely updated at the end of each round of iteration, which permits an intermittent communication manner. In practical, how to solve the load uncertainty problem based on the designed two-layer network will be our future work. (27) .
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