In this paper we mainly study the Cauchy problem for a generalized Camassa-Holm equation. First, by using the Littlewood-Paley decomposition and transport equations theory, we establish the local well-posedness for the Cauchy problem of the equation in Besov spaces. Then we give a blow-up criterion for the Cauchy problem of the equation. we present a blow-up result and the exact blow-up rate of strong solutions to the equation by making use of the conservation law and the obtained blow-up criterion. Finally, we verify that the system possesses peakon solutions.
Introduction
In this paper we consider the Cauchy problem for the following generalized Camassa (1.
2)
The equation (1.1) was proposed recently by Novikov in [39] . It is integrable and belongs to the following class [39] :
(1 − ∂ 2 x )u t = F (u, u x , u xx , u xxx ), (1.3) which has attracted much interest, particularly in the possible integrable members of (1.3).
The most celebrated integrable member of (1.3) is the well-known Camassa-Holm (CH) equation [5] :
The CH equation can be regarded as a shallow water wave equation [5, 16] . It is completely integrable [5, 8, 17] . Integrability is not a straightforward concept, and this provides good background material on this important aspect of the CH-equation. It also has a biHamiltonian structure [7, 27] , and admits exact peaked solitons of the form ce −|x−ct| with c > 0, which are orbitally stable [20] . It is worth mentioning that the peaked solitons present the characteristic for the traveling water waves of greatest height and largest amplitude and arise as solutions to the free-boundary problem for incompressible Euler equations over a flat bed, cf. [6, 10, 14, 15, 41] .
The local well-posedness for the Cauchy problem of the CH equation in Sobolev spaces and Besov spaces was discussed in [11, 12, 21, 40] . It was shown that there exist global strong solutions to the CH equation [9, 11, 12] and finite time blow-up strong solutions to the CH equation [9, 11, 12, 13] . The existence and uniqueness of global weak solutions to the CH equation were proved in [18, 46] . The global conservative and dissipative solutions of CH equation were investigated in [3, 4] .
The second celebrated integrable member of (1.3) is the famous Degasperis-Procesi (DP) equation [23] :
(1 − ∂ 2 x )u t = 4uu x − 3u x u xx − uu xxx . (1.5)
The DP equation can be regarded as a model for nonlinear shallow water dynamics and its asymptotic accuracy is the same as for the CH shallow water equation [24] . The DP equation is integrable and has a bi-Hamiltonian structure [22] . An inverse scattering approach for the DP equation was presented in [19, 37] . Its traveling wave solutions was investigated in [33, 42] .
The local well-posedness of the Cauchy problem of the DP equation in Sobolev spaces and Besov spaces was established in [28, 29, 49] . Similar to the CH equation, the DP equation has also global strong solutions [34, 50, 52] and finite time blow-up solutions [25, 26, 34, 35, 49, 50, 51, 52] . On the other hand, it has global weak solutions [2, 25, 51, 52] .
Although the DP equation is similar to the CH equation in several aspects, these two equations are truly different. One of the novel features of the DP different from the CH equation is that it has not only peakon solutions [22] and periodic peakon solutions [51] , but also shock peakons [36] and the periodic shock waves [26] .
The third celebrated integrable member of (1.3) is the known Novikov equation [39] :
The most difference between the Novikov equation and the CH and DP equations is that the former one has cubic nonlinearity and the latter ones have quadratic nonlinearity.
It was showed that the Novikov equation is integrable, possesses a bi-Hamiltonian structure, and admits exact peakon solutions u(t, x) = ± √ ce |x−ct| with c > 0 [30] . The local well-posedness for the Novikov equation in Sobolev spaces and Besov spaces was studied in [44, 45, 47, 48] . The global existence of strong solutions was established in [44] under some sign conditions and the blow-up phenomena of the strong solutions were shown in [48] . The global weak solutions for the Novikov equation were studied in [32, 43] .
To our best knowledge, the Cauchy problem of (1.1) has not been studied yet. In this paper we first investigate the local well-posedness of (1.2) with initial data in Besov spaces B s p,r with s > max{
The main idea is based on the Littlewood-Paley theory and transport equations theory. Then, we prove a blow-up criterion with the help of the Kato-Ponce commutator estimate. By virtue of conservation laws, we obtain a blow-up result. Finally, we conclude the exact blow-up rate of strong solutions to (1.1). Finally, we verify new peakon solutions of (1.1) in distributional sense.
The paper is organized as follows. In Section 2 we introduce some preliminaries which will be used in sequel. In Section 3 we prove the local well-posedness of (1.1) by using LittlewoodPaley and transport equations theory. In section 4, we are committed to the study of blow-up phenomena of (1.1). Taking advantage of a conservation law and a prior estimates, we derive a blow-up criterion, a blow-up result and the exact blow-up rate of strong solutions to (1.1). The last section is devoted to the study of the equation (1.1) possessing a class of peakon solutions.
Preliminaries
In this section, we first recall the Littlewood-Paley decomposition and Besov spaces (for more details to see [1] ). Let C be the annulus {ξ ∈ R d 3 4 ≤ |ξ| ≤ 3 )) and D(C), and such that
Define the set C = B(0,
Further, we have
Denote F by the Fourier transform and F −1 by its inverse. From now on, we write h = F −1 ϕ and h = F −1 χ. The nonhomogeneous dyadic blocks ∆ j are defined by
and,
The nonhomogeneous Besov spaces are denoted by
Next we introduce some useful lemmas and propositions about Besov spaces which will be used in the sequel. 
is an algebra, and a constant C exists such that
Then the following properties hold true:
is a Banach space and continuously embedding into
Now we introduce a priori estimates for the following transport equation.
Lemma 2.6. (A priori estimates in Besov spaces, [1, 21] 
where
, r = 1, and C is a constant depending only on s, p, p 1 and r.
Lemma 2.7.
p,r (R) and C is a constant depending only on σ, p and r.
and C is a constant depending only on p and r.
Lemma 2.9.
[1] Let s be as in the statement of Lemma 2.
Moreover, the inequalities of Lemma 2.6 hold true.
Notations. Since all space of functions in the following sections are over R, for simplicity, we drop R in our notations of function spaces if there is no ambiguity.
Local well-posedness
In this section, we establish local well-posedness of (1.2) in the Besov spaces. Our main result can be stated as follows. To introduce the main result, we define
2 }, and m 0 ∈ B s p,r . Then there exists some T > 0, such that (1.2) has a unique solution u in E s p,r (T ). Moveover the solution depends continuously on the initial data m 0 .
Proof. In order to prove Theorem 3.1, we proceed as the following six steps.
Step 1: First, we construct approximate solutions which are smooth solutions of some linear equations. Starting for m 0 (t, x) m(0, x) = m 0 , we define by induction sequences (m n ) n∈N by solving the following linear transport equations:
p,r is an algebra, which leads to F (m n , u n ) ∈ L ∞ (0, T ; B s p,r ). Hence, by Lemma 2.9 and the high regularity of u, (3.2) has a global solution m n+1 which belongs to E s p,r for all positive T .
Step 2: Next, we are going to find some positive T such that for this fixed T the approximate solutions are uniformly bounded on [0, T ]. We define that U n (t) 
p,r is an algebra and B s p,r ֒→ L ∞ , we deduce that
where we take C ≥ 1. We fix a T > 0 such that 2C 2 T m 0 B s p,r < 1. Suppose that
Set U n (t ′ ) = 0 when t ′ = 0. We obtain
Step 3: From now on, we are going to prove that u n is a Cauchy sequence in L ∞ (0, T ; B s−1 p,r ). For this purpose, we deduce from (3.2) that
By Lemma 2.7 and Lemma 2.8 and using the fact that m n is bounded in L ∞ (0, T ; B s p,r ), we infer that
Applying Lemma 2.4 with d = 1, we have 
It is easily checked by induction
Since m n L ∞ (0,T ;B s−1 p,r ) is bounded independently of n, we can find a new constant C ′ T such that
Consequently, (m n ) n∈N is a Cauchy sequence in L ∞ (0, T ; B s−1 p,r ). Moreover it converges to some limit function m ∈ L ∞ (0, T ; B s−1 p,r ).
Step 4: We now prove the existence of solution. We prove that m belongs to E s p,r and satisfies (1.2) in the sense of distribution. Since (m n ) n∈N is uniformly bounded in L ∞ (0, T ; B s p,r ), the Fatou property for the Besov spaces guarantees that m ∈ L ∞ (0, T ; B s p,r ). where θ = s − s ′ . Combining (3.18) with (3.19) for all s ′ < s, we have that (m n ) n∈N converges to m in L ∞ ([0, T ]; B s ′ p,r ). Taking limit in (3.2), we conclude that m is indeed a solution of (1.2). Note that m ∈ L ∞ (0, T ; B s p,r ). Then (3.20) This shows that the right-hand side of (1.2) also belongs to L ∞ (0, T ; B s p,r ). Hence, according to Lemma 2.9, m belongs to C([0, T ); B s p,r ) (resp., C w ([0, T ); B s p,r )) if r < ∞ (resp., r = ∞). Lemma (2.4) implies that (4u − 2u x )m x is bounded in L ∞ (0, T ; B s−1 p,r ). Again using the equation (1.2) and the high regularity of u, we see that ∂ t u is in C([0, T ); B s−1 p,r ) if r is finite. Apparently, we know that m ∈ E s p,r .
Step 5: Finally, we prove the uniqueness and stability of solutions to (1.2) . Suppose that (3.21) where
We define that U (t)
dt ′ . By (2.5) of Lemma 2.6 and using the fact that m is bounded in L ∞ (0, T ; B s p,r ), we infer that
Taking advantage of Lemma 2.4 with d = 1, we have
Plugging (3.23)-(3.27) into (3.22) yields that
In particular, u 0 = v 0 in (3.29) yields u(t) = v(t).
Step 6: Continuity with respect to the initial data. If s ′ = s − 1, by (3.29), the conclusion is valid. If s ′ < s − 1, by using Lemma 2.2 and (3.29), we have
If s − 1 < s ′ < s, by using Lemma 2.2 and (3.29) again, we get
Consequently, we complete the proof of Theorem 3.1.
Blow-up
After obtaining local well-posedness theory, a natural question is whether the corresponding solution exists globally in time or not. This section is devoted to the blow-up phenomena. We first show the following conservation law to (1.1).
Then the corresponding solution u guaranteed by Theorem (3.1) has constant energy integral
Proof. Arguing by density, it suffices to consider the case where u ∈ C ∞ 0 . Applying integration by parts, we obtain
By (1.1), we infer that
It is easy to see that the Degasperis-Procesi equation transforms into the equation (1.1) under the transformation
The following important estimate can be obtained by Lemma 4.1 and Lemma 3.2 in [34] . 
Then, we present a blow-up criterion for (1.1). Proof. Arguing by density, it suffices to consider the case where u ∈ C ∞ 0 . The equation (1.1) can be rewritten as
We estimate the terms on the right-hand side of (4.4), respectively. Applying the CauchySchwartz inequality, Lemmas 2.10, Corollary 2.8 and Remark 4.3, we derive
By the same token, we get
Combining (4.4) with the above inequalities and Remark 4.3, we have
Applying Gronwall's inequality to (4.8), we have
If u xx L ∞ is bounded, from (4.9), we know that u(t, x) H s is bounded. By using the Sobolev embedding theorem which contradicts the assumption that T < ∞ is the maximal existence time. Thus we have
The following main theorem of this section shows that there are some initial data for which the corresponding solutions to (1.1) with some certain condition will blow up in finite time. ), then the corresponding solution of (1.1) blows up in finite time.
Proof. By a standard density argument, here we may assume s = 3 to prove the theorem.
Note that G(x) = 1 2 e −|x| and G(x) ⋆ f = (1 − ∂ 2 x ) −1 f for all f ∈ L 2 and G ⋆ m = u. Then we can rewrite (1.2) as follows:
Differentiating this relation twice with respect to x, we find
).
Defining now w(t) := inf x∈R [u xx (t, q(t, x))],
, we obtain from the above inequality the relation
Since w(0) < −C T , it then follows that
By solving the inequality (4.14), we get
By (4.15) and the fact
as t → T . This proves that the wave u(t, x) breaks in finite time.
Finally, we prove the exact blow-up rate for blowing-up solutions to (1.1). We now introduce the following useful lemma.
Lemma 4.6.
[13] Let T > 0 and u ∈ C 1 ([0, T ); H 2 ). Then for every t ∈ [0, T ), there exists at least one point ξ(t) ∈ R with
The function m(t) is absolutely continuous on (0, T ) with dm dt = u tx (t, ξ(t)) a.e. on (0, T ). Proof. As mentioned earlier, we only need to prove the theorem for s = 3. Differentiating (4.11) with respect to x , we find ∂ t u x (t, x) + (2u x − 4u)u xx = 2u 
