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Анотацiя. Нехай E — iдеальна структура в Rm, Lr1;E(Rm) — про-
стiр функцiй f 2 L1(Rm) таких, що @f@xi 2 E для кожного i = 1; :::;m.
Отриманi новi точнi нерiвностi типу Колмогорова для норм похiдних
Рiсса kDfk1 функцiй f 2 Lr1;E(Rm). Дослiдженi деякi застосува-
ння отриманих нерiвностей.
2010 MSC. 26D10, 35A23, 41A35.
Ключовi слова та фрази. Дробова похiдна, нерiвностi Колмого-
рова, наближення операторiв.
Вступ
Нерiвностi, що оцiнюють норми промiжних похiдних функцiй од-
нiєї або багатьох змiнних через норми самих функцiй i норми похi-
дних бiльш високого порядку, вiдiграють важливу роль в багатьох га-
лузях математики i її застосувань. Особливо важливi непокращуванi
нерiвностi такого типу. Для функцiй однiєї змiнної одним з найбiльш
вагомих результатiв є нерiвнiсть Колмогорова [1,2]. Насьогоднi вiдо-
ма значна кiлькiсть точних нерiвностей типу Колмогорова для фун-
кцi однiєї змiнної. Огляди результатiв в цьому напрямi i подальшi
посилання можна знайти в [3–8]. Для похiдних цiлого порядку фун-
кцiй багатьох змiнних таких нерiвностей вiдомо значно менше (див.,
напр., [9–14]).
В багатьох питаннях аналiзу виникає необхiднiсть разом з похi-
дними цiлих порядкiв розглядати i похiднi дробових порядкiв (див.,
напр., [15]). Деякi вiдомi точнi нерiвностi типу Колмогорова для похi-
дних дробового порядку можна знайти в роботах [16–22 i 23, розд. 2].
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Задача про точнi нерiвностi типу Колмогорова тiсно пов’язана iз
задачею Стєчкiна про наближення необмеженого оператора обмеже-
ними на заданому класi елементiв Q (див. [3; 4; 6, § 7.1].
В данiй роботi ми отримаємо новi точнi нерiвностi, що оцiнюють
L1-норму похiдної Рiсса D функцiй багатьох змiнних через L1-
норму самої функцiї i норму її градiєнта в iдеальнiй структурi, а
також розглянемо деякi сумiжнi питання.
1. Означення, постановки задач, сумiжнi результати
Нехай Rm (m 2 N) — евклiдiв простiр точок x = (x1; : : : ; xm),
jxj =   mP
i=1
x2i
1=2, S(Rm) — простiр вимiрних функцiй f : Rm ! R.
Через Ls(Rm), 1  s  1, позначимо простори функцiй f 2 S(Rm)
зi скiнченною нормою
kfks =
8>><>>:
Z
Rm
jf(t)js dt
1=s
; 1  s <1;
ess sup
t2Rm
jf(t)j; s =1:
Похiдна Рiсса порядку , 0 <  < 1, функцiї f : Rm ! R визна-
чається рiвнiстю (див. [15, розд. 5, § 25, (25.59)])
(Df)(x) :=
1
dm;1()
Z
Rm
f(x)  f(x+ t)
jtjm+ dt;
де
dm;1() =
1+m=2
2 sin

2

 

1 +

2

 

m+ 
2

— нормуючий множник [15, розд. 5, § 26, (26.7)]. Вiдзначимо, що похi-
дна Рiсса D реалiзує [15, розд. 5, § 25, п. 4] дробовий степiнь ( 4)=2
оператора Лапласа.
Для функцiї f 2 L1(Rm), локально абсолютно неперервної по
кожнiй змiннiй при майже всiх фiксованих значеннях решти змiн-
них, означенi частиннi похiднi у змiстi Соболєва
@f
@x1
; : : : ;
@f
@xm
[24,
розд. 4, п. 4.1, п. 4.4.4]. Покладемо
rf(x) =

@f
@x1
(x); : : : ;
@f
@xm
(x)

:
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Для 1  s  1 через Lr1;s = Lr1;s(Rm) позначимо простiр функцiй
f 2 L1(Rm) таких, що @f
@xi
2 Ls(Rm) для кожного i = 1; : : : ;m.
Вiдзначимо, що якщо f 2 Lr1;s, то jrf j 2 Ls(Rm). Через Wr1;s позна-
чимо клас функцiй iз Lr1;s таких, що krfks  1 (тут i скрiзь нижче
ми пишемо krfks замiсть k jrf j ks).
Лiнiйний простiр E  S(Rm) з нормою k  kE називається iдеаль-
ною структурою на Rm (див. [25, розд. 2, §2]), якщо для будь-яких
функцiй f 2 E i g 2 S(Rm) таких, що jg(x)j  jf(x)j майже скрiзь на
Rm, випливає, що g 2 E i kgkE  kfkE .
Множина A(E)  Rm називається носiєм iдеальної структури E,
якщо f(x) = 0 для всiх f 2 E i x =2 A(E).
Через E1 позначимо асоцiйований пiдпростiр до E (див. [25, розд.
2, §3]), тобто простiр функцiй g 2 S(Rm), такий що suppg  A(E) i
kgkE1 := sup
f2E
kfkE1
Z
Rm
f(x)g(x) dx <1:
Зрозумiло, що E1 є iдеальною структурою на Rm i пiдпростором в
просторi, спряженому до E.
Iдеальнi структури утворюють багато важливих просторiв, таких
як простiр Lp(Rm), 1  p  1, простiр Орлiча [26], простiр Лоренца
[25], простiр Марцинкевича [25] та iн.
В подальшому ми будемо також говорити, що iдеальна структура
E є напiвiнварiантною вiдносно зсуву, якщо для кожної f 2 E i x 2
Rm виконується f(+ x) 2 E, а також kf(+ x)kE = kfkE .
Нехай F i E — iдеальнi структури. Через LrF;E = L
r
F;E(Rm) по-
значимо простiр функцiй f 2 F таких, що @f@xi 2 E, i = 1; 2; :::;m ijrf j 2 E.
Через WrF;E позначимо клас функцiй f iз L
r
F;E , для яких
krfkE := kjrf jkE  1. Якщо F = Lp(Rm), 1  p  1, то покла-
демо WrF;E = W
r
p;E . Якщо, крiм цього, E = Ls(Rm), 1  s  1, то
WrF;E =W
r
p;s.
Нехай X i Y — банаховi простори, A : X ! Y — оператор (не
обов’язково лiнiйний) з областю визначення DA  X, Q  DA — де-
яка множина. Через L = L(X;Y ) будемо позначати простiр лiнiйних
обмежених операторiв S : X ! Y . Для N > 0 покладаємо
EN (A;Q) = inf
S2L(X;Y )
kSkN
sup
f2Q
kAf   SfkY : (1.1)
Задача С. Б. Стєчкiна про найкраще наближення оператора A
на множинi Q лiнiйними обмеженими операторами полягає в тому,
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щоб при довiльному N > 0 знайти величину (1.1), а також вказати
екстремальний оператор, тобто оператор, що реалiзує точну нижню
межу в правiй частинi (1.1). Постановка цiєї задачi i її розв’язання
для диференцiальных операторiв малих порядкiв представленi в [27].
Огляд подальших результатiв i вiдповiднi посилання можна знайти
в [3, 4].
Вiдзначимо, що з результатiв [28] випливає, що для f 2 Lr1;1
мають мiсце твердження.
Теорема A. Нехай 0 <  < 1. Тодi для довiльної функцiї f 2
Lr1;1 має мiсце точна нерiвнiсть
kDfk1  2
1 m 1
(1  )dm;1()kfk
1 
1 krfk1 ; (1.2)
де m 1 — площа поверхнi одиничної сфери Sm 1 простору Rm.
Нерiвнiсть (1:2) перетворюється на рiвнiсть для функцiї
fh(t) =
8><>:
jtj   h
2
; jtj  h;
h
2
; jtj > h;
де h > 0.
Теорема B. Нехай 0 <  < 1, N > 0. Тодi
EN (D
;Wr1;1) =
1
1  

2

(1 )= m 1
dm;1()
1=
N ( 1)=:
В [29] отриманi непокращуванi нерiвностi типу Колмогорова, що
оцiнюють kDfk1 через kfk1 i krfks для функцiї f 2 Lr1;s в ади-
тивнiй та мультиплiкативнiй формi.
Теорема C. Нехай s > m i 0 <  < 1  m=s. Тодi для довiльної
функцiї f 2 Lr1;s при кожному h > 0 виконуються точнi нерiвностi
kDfk1  1
dm;1()

krfks kr 1ks 1s h1  m=s
+2m 1kfk1h 

(1.3)
i
kDfk1  kD
 1k1
k 1k
1  1 m=s
1 kr 1k

1 m=s
s
kfk
1  1 m=s
1 krfk

1 m=s
s : (1.4)
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Нерiвностi (1.3), (1.4) перетворюються на рiвностi для функцiї
 h, означеної формулою
 h(t) =  h;s;(t) =
=
8>>>>>>>><>>>>>>>>:
jtjR
0

1
m 1

1
   1h
s0 1
d
 12
hR
0

1
m 1

1
   1h
s0 1
d; jtj  h;
1
2
hR
0

1
m 1

1
   1h
s0 1
d; |t|>h:
2. Оцiнка зверху норми зрiзаної похiдної Рiсса
та її вiдхилення вiд D
Нехай h > 0. Позначимо через Bh множину точок x простору Rm,
для яких jxj  h. Для заданого h > 0 розглянемо оператор
Dhf(x) =
1
dm;1()
Z
RmnBh
f(x)  f(x+ t)
jtjm+ dt;
який назвемо зрiзаною похiдною Рiсса. В [28] показано, що Dh —
обмежений оператор, що дiє з L1(Rm) в L1(Rm), i справедлива така
Лема 2.1. Нехай h > 0 i 0 <  < 1. Тодi kDhk =
2m 1
dm;1()
h :
Скрiзь нижче ми припускаємо, що
1
j  jm 1+ 2 E
1 (2.1)
i
lim
h!0+
 [ h;h]j  jm 1+

E1
= 0: (2.2)
Зокрема, якщо E = Ls(Rm), одночасне виконання умов (2.1) i
(2.2) еквiвалентне виконанню нерiвностей s > m i 0 <  < 1   ms
(див. [29]).
Для довiльної функцiї f 2 Lr1;E оцiнимо вiдхилення
jDf(x) Dhf(x)j. Маємо
jDf(x) Dhf(x)j 
1
dm;1()
Z
Bh
jf(x)  f(x+ t)j
jtjm+ dt:
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Вiдзначимо (див., напр., [30, теорема 6.9]), що для майже всiх x
jf(x)  f(x+ t)j 
jtjZ
0
f 0tx+ tjtj d 
jtjZ
0
rfx+ tjtj d; (2.3)
де через f 0t позначено похiдну функцiї f в напрямi t=jtj.
Використовуючи (2.3), переходячи до полярних координат i змi-
нюючи потiм порядок iнтегрування, отримаємо, що для майже всiх x
jDf(x) Dhf(x)j 
1
dm;1()
Z
Bh
jtjZ
0
rfx+ tjtj
jtjm+ d dt
=
1
dm;1()
Z
Sm 1
hZ
0
m 1
m+
d
Z
0
jrf(x+ x0)j d dx0
=
1
dm;1()
Z
Sm 1
dx0
hZ
0
jrf(x+ x0)j d
hZ

d
1+
=
1
dm;1()

Z
Sm 1
hZ
0
jrf(x+ x0)jm 1

1
jx0jm 1+  
1
hjx0jm 1

d dx0
=
1
dm;1()
Z
Bh
jrf(x+ y)j

1
jyjm 1+  
1
hjyjm 1

dy: (2.4)
Оцiнюючи останнiй iнтеграл за допомогою нерiвностi Гельдера, отри-
маємо для майже кожного x
jDf(x) Dhf(x)j
 1
dm;1()
krfkE
 1j  jm 1

1
j  j  
1
h

+

E1
: (2.5)
Отже, справедлива
Лема 2.2. Нехай 0 <  < 1, E — iдеальна напiвiнварiантна вiдносно
зсуву структура в Rm, що задовольняє умови (2.1) i (2.2), E1 —
асоцiйований пiдпростiр до E. Тодi для довiльних h > 0 i f 2 Lr1;E
справедлива оцiнка
kDf  Dhfk1 
1
dm;1()
krfkE
 1j  jm 1

1
j  j  
1
h

+

E1
:
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Iз лем 2.1 i 2.2 випливає
Лема 2.3. Нехай виконуються умови леми 2.2. Нехай також
hN =

2m 1
dm;1()N
1=
для N > 0:
Тодi kDhN k = N i
EN (D
;Wr1;E)  sup
f2;Wr1;E
kDf  DhN fk1
 1
dm;1()
krfkE
 1j  jm 1

1
j  j  
1
hN

+

E1
:
3. Нерiвностi Колмогорова: оцiнка рiвномiрної норми
похiдної Рiсса
Iз лем 2.1 i 2.2 для f 2 Lr1;E при виконаннi умов (2.1) i (2.2)
випливає, що для будь-якого h > 0
kDfk1  kDf  Dhfk1 + kDhfk1
 1
dm;1()

krfkE
 1j  jm 1

1
j  j  
1
h

+

E1
+ 2m 1kfk1h 

:
(3.1)
Припустимо, що для заданого h > 0 iснує невiд’ємна функцiя
 h() така, що supp h = [0; h], k h(j  j)kE = 1 iZ
Rm
1
jyjm 1

1
jyj  
1
h

+
  h(jyj) dy
=
 1j  jm 1

1
j  j  
1
h

+

E1
: (3.2)
Означимо функцiю 'h(t) в наступний спосiб
'h(t) =
8>>><>>>:
jtjR
0
 h() d   12
hR
0
 h() d; jtj  h;
1
2
hR
0
 h() d; jtj > h:
(3.3)
Неважко перевiрити, що 'h 2 Lr1;E при будь-якому h > 0 i jr'hj =
j h(j  j)j, а значить, i kr'hkE = k h(j  j)kE .
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Зауважимо, що у випадку, коли E = Ls(Rm), s > m, 0 <  < 1 ms ,
функцiя  h() для заданого h iснує. Явну конструкцiю функцiї 'h(t)
для 0 < s <1 наведено в [29] (див. рiвнiсть (2.1)), а для s =1 в [28]
(див. також [29, теорема С]).
Покажемо, що при будь-якому h > 0 нерiвнiсть (3.1) перетворю-
ється на рiвнiсть для функцiї f(t) = 'h(t). Для цього насамперед
покажемо, що функцiя D'h неперервна в кожнiй точцi x 2 Rm.
Дiйсно, для f = 'h зрiзана похiдна Dh'h(x) неперервна для всiх
x 2 Rm i спiввiдношення (2.3) мають мiсце при довiльному x 2 Rm.
Значить, оцiнка (2.5) справедлива для будь-якого x. Фиксуючи x; при
будь-якому  2 Rm маємо:
j(D  Dh )('h(x)  'h(x+ ))j
 1
dm;1()
kr'h() r'h(+ )kE
 1j  jm 1

1
j  j  
1
h

+

E1
:
Оскiльки kr'h()   r'h( + )kE ! 0;  ! 0; бачимо, що i функцiя
D'h   Dh'h неперервна в Rm. Неперервнiсть D'h встановлена.
Звiдси випливає, що kD'hk1  jD'h(0)j.
Обчислимо jD'h(0)j. Використовуючи означення 'h, маємо
jD'h(0)j =
 1dm;1()
Z
Rm
'h(0)  'h(t)
jtjm+ dt

=
 1dm;1()
Z
Bh
dt
jtjm+
jtjZ
0
 h() d+
+
1
dm;1()
Z
RmnBh
dt
jtjm+
jtjZ
0
 h() d
:
Переходячи до полярних координат i змiнюючи потiм порядок iнте-
грування по  i  в першому доданку, отримаємо
jD h(0)j = 1
dm;1()
 Z
Sm 1
dx0
hZ
0
d
1+
Z
0
 h() d
+
Z
Sm 1
dx0
1Z
h
d
1+
hZ
0
 h() d
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=
1
dm;1()

m 1
hZ
0
 h() d
hZ

d
+1
+m 1h 
hZ
0
 h() d

=
1
dm;1()

m 1
hZ
0
 h()

1

  1
h

d
+m 1h 
hZ
0
 h() d

=
1
dm;1()
Z
Bh
 h(jtj) 1jtjm 1

1
jtj  
1
h

dt+ m 1h 
hZ
0
 h() d

=
1
dm;1()

kr'hkE
 1j  jm 1

1
j  j  
1
h

+

E1
+2m 1k'hk1h 

:
Отже, ми переконались в точностi (3.1) за умови iснування функцiї
'h з умовами (3.2) i (3.3).
Нехай тепер умови (3.2) i (3.3) не виконуються. В цьому випадку
для заданого h > 0 i для кожного " > 0 iснує функцiя  h;" 2 E,
k h;"kE  1, така щоZ
Rm
1
jyjm 1

1
jyj  
1
h

+
 h;"(jyj) dy >
 1j  jm 1

1
j  j  
1
h

+
1
E
 ":
Не втрачаючи загальностi, можемо вважати, що  h;" невiд’ємна i
supp h;" = [0; h]. Означимо функцiю 'h;" формулою (3.3) з функцiєю
 h;" замiсть  h.
Неважко перевiрити, що 'h;" 2 Wr1;E для довiльного h > 0 i при
цьому jr'h;"j = j h;"(j  j)j, а значить, i kr'h;"kE = k h;"(j  j)kE .
Неперервнiсть функцiї D'h;" в кожнiй точцi x 2 Rm встановлю-
ється аналогiчно до вiдповiдного факту для D'h.
Обчислимо jD'h;"(0)j. Дiючи, як при обчисленнi jD'h(0)j, отри-
маємо
kD'h;"k1  jD'h;"(0)j
=
1
dm;1()
Z
Bh
 h;"(jtj) 1jtjm 1

1
jtj  
1
h

dt+ 2m 1k'h;"k1h 

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>
1
dm;1()

kr'h;"kE
 1j  jm 1

1
j  j  
1
h

+

E1
  "
+2m 1k'h;"k1h 

:
Разом з цим, в силу (3.1), виконується нерiвнiсть
kD'h;"k1  1
dm;1()

kr'h;"kE
 1j  jm 1

1
j  j  
1
h

+

E1
+2m 1k'h;"k1h 

:
Враховуючи, що " — наскiльки завгодно мале додатне число, можемо
сформулювати теорему.
Теорема 3.1. Нехай 0 <  < 1, E — iдеальна напiвiнварiантна
вiдносно зсуву структура на Rm, що задовольняє умови (2.1) i (2.2),
E1 — асоцiйований пiдпростiр до E. Тодi для довiльних f 2 Lr1;E i
h > 0 виконується точна нерiвнiсть
kDfk1  1
dm;1()

2m 1h kfk1
+
 1j  jm 1

1
j  j  
1
h

+

E1
krfkE

: (3.4)
При виконаннi умов (3.2) i (3.3) нерiвнiсть (3.4) перетворюється на
рiвнiсть для функцiї 'h, означеної формулою (3.3).
4. Найкраще наближення оператора D обмеженими
операторами
Нехай виконуються умови (3.2) i (3.3). Покладемо
hN =

2m 1
dm;1()N
1=
для N > 0. Iз теореми 3.1 i леми 2.3 випливає,
що виконується умова (7.1.12) теореми 7.1.1 iз [6] з оператором DhN
i функцiєю 'hN . Таким чином, справедлива
Теорема 4.1. Нехай 0 <  < 1, N > 0, E — iдеальна напiвiнварi-
антна вiдносно зсуву структура в Rm, що задовольняє умови (2.1) i
(2.2), E1 — асоцiйований пiдпростiр до E. Тодi при виконаннi умов
(3.2) i (3.3) справджується рiвнiсть:
EN (D
;Wr1;E) =
1
dm;1()
 1j  jm 1

1
j  j  
1
hN

+

E1
kr'hN kE :
При цьому оператор
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DhN f(x) =
1
dm;1()
R
RmnBhN
f(x) f(x+t)
jtjm+ dt, hN =

2m 1
dm;1()N
1=
є екстремальним оператором.
5. Нерiвностi Колмогорова: оцiнка норми похiдної
Рiсса в iдеальнiй структурi
Для h > 0 i f 2 LrE;E розглянемо зрiзану похiдну Dhf . Застосо-
вуючи узагальнену нерiвнiсть Мiнковського, маємо
kDhkE =
1
dm;1()
 Z
RmnBh
f(x)  f(x+ t)
jtjm+ dt

E
 2
dm;1()
kfkE
Z
RmnBh
dt
jtjm+ =
2m 1kfkE
dm;1()
h :
Тепер для функцiї f 2 LrE;E отримаємо оцiнку величини kDf  
DhfkE .
Дiючи, як в ланцюжку рiвностей (2.4), i використовуючи узагаль-
нену нерiвнiсть Мiнковського, отримаємо
kDf  DhfkE 
 1dm;1()
Z
Bh
jtjZ
0
rf

+ tjtj

jtjm+ ddt

E
=
1
dm;1()
krfkE
Z
Sm 1
dx0
hZ
0
d
hZ

d
1+
=
m 1krfkE
(1  )dm;1()h
1 :
Тепер для kDfkE можемо написати
kDfkE  kDhfkE + kDf  DhfkE
 m 1
dm;1()

2kfkE

h  +
krfkE
1   h
1 

: (5.1)
Мiнiмiзуючи (5.1) по h, отримаємо мультиплiкативну нерiвнiсть
kDfkE  2
1 m 1
(1  )dm;1()kfk
1 
E krfkE :
Таким чином, нами доведена
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Теорема 5.1. Нехай 0 <  < 1, E — iдеальна напiвiнварiантна
вiдносно зсуву структура в Rm. Тодi для довiльних f 2 LrE;E i h > 0
виконуються нерiвностi:
в адитивнiй формi
kDfkE  m 1
dm;1()

2kfkE

h  +
krfkE
1   h
1 

;
в мультиплiкативнiй формi
kDfkE  2
1 m 1
(1  )dm;1()kfk
1 
E krfkE :
Iз теореми 5.1 одразу випливає
Наслiдок 5.1. Нехай 0 <  < 1, 1  s  1. Тодi для довiльних
функцiї f 2 Lrs;s i h > 0 виконуються нерiвностi:
в адитивнiй формi
kDfks  m 1
dm;1()

2kfkLs

h  +
krfkLs
1   h
1 

; (5.2)
в мультиплiкативнiй формi
kDfks  2
1 m 1
(1  )dm;1()kfk
1 
s krfks : (5.3)
Нерiвностi (5.2) i (5.3) є точними для s =1.
Зауважимо, що нерiвностi (5.2) i (5.3) при s = 1 випливають iз
результатiв [28] (див. теорему А).
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