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ABSTRACT
The Five-Hundred-Meter Aperture Spherical Radio Telescope(FAST) is the largest single-
dish radio telescope in the world. In this paper, we make forecast on the FAST HI large scale
structure survey by mock observations. We consider a drift scan survey with the L-band 19
beam receiver, whichmay be commensal with the pulsar search andGalacticHI survey.We also
consider surveys at lower frequency, either using the current single feed wide band receiver,
or a future multi-beam phased array feed (PAF) in the UHF band. We estimate the number
density of detected HI galaxies and the measurement error in positions, the precision of the
surveys are evaluated using both Fisher matrix and simulated observations. The measurement
error in the HI galaxy power spectrum is estimated, and we find that the error is relatively
large even at moderate redshifts, as the number of positively detected galaxies drops drastically
with increasing redshift. However, good cosmological measurement could be obtained with
the intensity mapping technique where the large scale HI distribution is measured without
resolving individual galaxies. The figure of merit (FoM) for the dark energy equation of state
with different observation times are estimated, we find that with the existing L-band multi-
beam receiver, a goodmeasurement of low redshift large scale structure can be obtained, which
complements the existing optical surveys. With a PAF in the UHF band, the constraint can be
much stronger, reaching the level of a dark energy task force (DETF) stage IV experiment.
Key words: galaxies: evolution - galaxies: ISM - radio lines: galaxies
1 INTRODUCTION
Over the past two decades, an increasing number of optical galaxy
surveys, such as the 2DFGRS (Percival et al. 2001), SDSS(Gunn
& Weinberg 1995; Tegmark et al. 2004; Schlegel et al. 2009; Daw-
son et al. 2016), WiggleZ(Glazebrook et al. 2007; Drinkwater et al.
2010) are probing increasingly large volumes of the Universe, and
provide large scale structure (LSS) data for cosmological studies.
For example, assuming that the observed number density of galaxies
traces the total density of thematter distribution, the baryon acoustic
oscillation (BAO) features in the galaxy power spectrum are mea-
sured, and used as standard rulers to constrain cosmological models
(Eisenstein et al. 2005; Cole et al. 2005; Percival et al. 2010; Beutler
et al. 2011; Blake et al. 2011; Ross et al. 2015; Alam et al. 2017;
Ata et al. 2018). While it is plausible that the galaxies formed from
over-density perturbations and therefore trace the total density on
large scales, it is vital to check this hypothesis and also understand
the range of validity of it by observing the galaxies with different
? Contact e-mail: xuelei@cosmology.bao.ac.cn
means. The 21cm line of the neutral hydrogen (HI) provides a good
alternative way of observation in the radio wavelength. A number
of HI galaxies surveys have also been carried out, e.g. the HIPASS
survey (Meyer et al. 2004; Zwaan et al. 2004), and the ALFALFA
survey (Giovanelli et al. 2005; Saintonge 2007; Giovanelli et al.
2007), and JVLA deep survey Jarvis et al. (2014). However, lim-
ited by the sensitivity of the telescopes, the redshift range of these
surveys are much smaller than the current optical surveys.
A new generation of radio telescopes are being built or under
development, including the Square Kilometer Array (SKA) in the
southern hemisphere, and the FAST(Nan et al. 2011) in the northern
hemisphere. These radio telescopes have much better sensitivities
and observe HI galaxies at larger distances. Here we consider FAST,
which is about the complete its commissioning process and starts
science runs. It has a very large aperture (300 meters during op-
eration) and is to be equipped with multi-beam feed system and
low-noise cryogenic receivers, ideal for conducting large surveys.
The FAST has unprecedented large effective area and high
sensitivity, nevertheless for a traditional galaxy survey (Duffy et al.
2008) the redshift at which an individual galaxy could be detected
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is still very limited, and its angular resolution would be insufficient
to resolve the galaxy at high redshift. However, to map the large-
scale structure, in principle it is not necessary to resolve individual
galaxies as traditional galaxy surveys do, instead the redshifted
21cm line intensity can be mapped with lower angular resolution,
as is done in the Epoch of Reionization (EoR) experiments1. In
more general context, Chang et al. (2008) studied this mode of
observation and named it the intensity mapping method, and also
proposed that a cost-effective way to survey large scale structure is
to develop a dedicated dense array of cylinder or small dish antennas
(Chang et al. 2008; Ansari et al. 2008; Seo et al. 2010; Ansari et al.
2012). Indeed a number of such small-to-mid scale experiments are
undergoing, such as those of Tianlai (Chen 2012; Xu et al. 2015),
CHIME (Bandura et al. 2014) and HIRAX(Newburgh et al. 2016),
as well as the specially designed single dish experiment BINGO
(Battye et al. 2012, 2016).
For the FAST itself, several studies used the Fisher matrix
formalism to make simple forecasts on the constraining power of
cosmological parameters by HI galaxy survey (Duffy et al. 2008)
or intensity mapping surveys (Bigot-Sazy et al. 2015; Smoot &
Debono 2017; Yohana et al. 2019).
In this paper, wemake amore detailed investigation by simulat-
ing the observed galaxies, and also compare the galaxy survey and
intensity mapping. The layout of this paper is as follows. In Sec.II
we describe our model of the telescope and its receiver feeds. the
In section III, we present the modeling of the HI galaxies and their
observation, as well as the simulated intensity map. In section IV,
we make Fisher matrix forecasts of the precision of power spectrum
measurement using both HI galaxy surveys and intensity mapping
surveys, and also make measurement using numerical simulation.
The niche of HI galaxy survey and HI intensity mapping survey
and the effect of foreground are discussed in Sec. V. Finally we
summarize the results in section VI.
2 THE FAST TELESCOPE
In order to study how the FAST could survey the large-scale-
structure, we conduct mock observations with simulated sky. We
first generate a catalog of galaxies from simulation, then convert
it into the simulated sky of HI intensity as would be observed by
FAST.
2.1 The Instrument
The diameter of the FAST reflector is 500 m, its shape is adjusted
by actuators to a parabolic one in real time to track the target,
alternatively it could also survey the sky by drift scan, as shall be
considered in this work. Since the telescope is designed to track
objects, the fully illuminated aperture at any time is D = 300 m.
The beam size of the FAST is given by
θ = 1.22 × 21 cm(1 + z)
300 m
= 2.94(1 + z) arcmin (1)
for observation of the 21cm line from redshift z.
During a drift scan, a single feed is fixed to be pointed to a
particular declination in the due north or south direction, so that in
a sidereal day, a ring of width 2.94(1 + z) arcmin centered at that
1 One of us (XC) first realized that this mode of observation could be used
with FAST to probe the large scale structure and presented it at a meeting
on the FAST science case held in May 2007 in Hangzhou, China.
Table 1. FAST survey receiver parameters. The tsur refers to the time needed
to finish a full drift scan of ±40◦ from the center declination of FAST. The
Trec is the receiver noise.
receiver band(GHz) Beams Trec(K) tsur(days)
L-band 1.05-1.45 19 20 220
Wide-band 0.27-1.62 1 60 1211
UHF PAF (future) 0.5-1.0 81 30 135
declination is scanned. The pointing declination can be changed so
as to cover the whole observable part of the sky. The FAST site
is located at a latitude of 25◦48′ North, and the maximum zenith
angle is 40◦, allowing the observation of ≈ 50% of the full sky or
about 20,000 deg2.
The FAST is equipped with a number of different feed and
receiver systems. For HI survey, the most relevant are the L-band
19-beam feed/receiver system and the wide band receiver system.
Additionally, there are also several low frequency receivers which
cover down to 70MHz, which can be used for Epoch of Reionization
(EoR) observations. Here we shall consider mainly the first two,
which are relevant for low-or-mid redshift observations of large
scale structure. In addition, below we shall also consider a possible
future UHF phased array feed (PAF) system. We summarize the
information of these receiver systems in Table 1.
L-band 19 beam receiver system. It covers the frequency
range of 1.05-1.45 GHz. Figure 1 shows the focal plane arrange-
ment of the 19 feed horns (top) of the L-band system, and the
instantaneous beams at 1.42 GHz (bottom). The minimum spacing
between beam centers is 5.73 arcmin and is approximately constant,
though for each beam the width scales roughly as θ ∝ (1 + z). If
the feed array are tilted an angle of 23.4 degree(Li et al. 2018) with
respect to the compass points, the gap between two beams will ex-
actly overlap with the other beams during a drift scan, with a strip
width of 2.3 arcmin. This arrangement might be used by the Com-
mensal Radio Astronomy FasT survey (CRAFTS)(Li et al. 2018).
Arranged this way, the whole 19 beams span 25.1 arcmins in scan-
ning direction and 22.8 arcmins across it at 1.42GHz (calculated
for the centre of the beam). In this way, the spacing between the
outer beams and their adjacent beams is twice as large, shown by
magenta dashed lines in Figure 2. These spacing can be filled up by
shifting the whole array in DEC by 21.9 arcmin for the next scan
(see Figure 2). Scanning this way, for a drift scan of ±40◦ from the
center declination, it would require about 220 strips (i.e. 220 days)
to cover the region, and about 440 days for a repeated survey. If only
night data is to be used, then the time required would approximately
double.
Wide-band receiver system. For higher redshift (z>0.35), at
present the survey can be donewith a single feedwide band receiver,
which covers a frequency from 0.27GHz to 1.62 GHz.The receiver
noise for Wide-band receiver system is ≈ 60K, to have the same
noise scale, the survey for redshift larger than 0.35 need two twice
more time than the survey for redshift smaller than 0.35. The strip
width in this case is 2.9(1 + z) arcmin, so to cover the ±40 deg sky,
it would require 1211 days with single feed strip to cover the same
sky region at z = 0.35, which is much less practical due to the long
observation time required.
The PAF receiver system for UHF band. In the future, it is
worthwhile to consider equip the FAST telescope with amulti-beam
receiver at the lower frequency band for a survey of higher redshifts.
A phased array feeds (PAF) with cryogenic receiver system would
allow rapid survey of large areas of sky, and such development has
also been pursued for FAST (Wu et al. 2016). Here as an illustrative
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Figure 1. Top: The focal plane of fast 19 feeds, the minimum center-to-
center spacing is 270mm. Bottom: The instantaneous beam intensity of the
19 beams at a waveband of 1420MHz, color scale shows the gain in dB
relative to maximum.
example, we consider a low frequency PAF system with 81 effec-
tive beams, 500MHz bandwidth centered at 0.75 GHz, (i.e. 0.5-1.0
GHz), a system noise about 30K, and an aperture efficiency around
70%. These beams could positioned in square array, then a pixel in
the sky will be scanned 9 times if drift along a side of the square.
In this way, a full drift scan of ±40◦ could be finished in 135 days,
with integration time of 291s on each pixel.
2.2 Integration Time and Noise
The sky drifts across with a speed of ωe cos δ in a drift scan survey,
where ωe ≈ 0.25 arcmin/s is the angular velocity of the rotation
of the Earth, and δ is the declination of the pointing. The time for
drifting across a pixel is given by
tpix = 2.9(1 + z) arcmin/(ωe cos δ). (2)
One circle is completed in a sidereal day, though in practice the
night time data is usually of much smaller noise than the day time
data. At z = 0, and cos δ ≈ 1/2 (near the zenith of FAST site), we
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Figure 2. The lay out of beams from two drift scans with vertical intervals
of 21.9 arcmin at 1.4 GHz. The blue and red points show the beams of
two scans respectively. The dashed line shows the positions of centers of
beams, the magenta dashed lines show the spacing between the outer beams
and their adjacent beams is twice as large. Shifting the whole array by 21.9
arcmin in DEC for next scan, a uniform survey with homogeneous noise can
be obtained.
get 24s per beam. And because of the overlap of 19 beams in one
horizontal scanning(see Fig. 3), most pixels in a 19-beams strip will
be scanned twice, resulting in 48s per beam. Within the observable
part of sky, the circles with higher declination (northern part of sky)
has smaller area, while the integration time per pixel is larger. The
expected thermal noise for a dual polarization single beam is
σnoise =
√
2
kTsys
Aeff
1√
∆νt
(3)
where t is the total integration time, ∆ν is the frequency band-
width for a channel, and k = 1380 Jy m2 K−1 is the Boltzmann
constant. The aperture efficiency is about 70%, giving effective
aperture Aeff ≈ 50000 m2. The system temperature Tsys is modeled
by:
Tsys = Trec + Tsky, (4)
where Trec is the receiver temperature which is taken to be 20K and
Tsky = Tcmb + Tgal, (5)
where Tcmb is the contribution from the cosmic microwave back-
ground (CMB) radiation, simply 2.73K. Tgal is the Galactic tem-
perature, when away from the Galactic plane, it can be modeled
by:
Tgal = T408 × (0.408/νGHz)2.75K, (6)
and T408 = 25.2K for the 50th and percentile of the all-sky dis-
tribution. We have Tgal=0.85K and Tsys=23.58K at 1.4GHz. If we
assume a bandwidth of ∆ν = 0.0237 MHz which corresponds to a
MNRAS 000, 1–?? (2019)
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Figure 3. The top panel shows the strips of noise level produced by one scan
of the 19-beam feed. The bottom panel shows the noise level from multiple
scans with vertical intervals of 21.9 arcmin. The width of strip is selected to
be 2.3 arcmin, which is the vertical intervals of two nearest dashed line in
the top panel.
velocity line width of ≈ 5 km s−1 for the spectral line observation
in HI galaxy, and 48s integration time per beam, the instantaneous
sensitivity of each beam of the FAST systemwill be 0.86mJy. Below
we shall consider surveys with an average of 48s, 96, 192s and 384s
integration time per beam, according to once, twice, three times and
four times repeat observation respectively.
In the case of 19 beam L-band feed, approximately every pixel
would be covered by several beams, effectively double the integra-
tion time. In a more careful treatment, we may estimate the noise as
follows. The time stream data is related to the signal by
d = As + n, (7)
where the time-ordered data vector d has a dimension of 19Nt where
Nt is the length of the time-ordered-data, the sky pixel vector s has
a dimension Npix, and the pointing matrix A has a dimension of
19Nt × Npix. The minimum variance estimator for the sky is
sˆ = (AtN−1A)−1AtN−1s (8)
where N is the covariance matrix of the noise in the time-ordered
data. The sky map noise covariance matrix is then
CN = (ATN−1A)−1. (9)
Using this expression we can estimate the map noise.
In Fig. 3, we show the estimated noise of the sky map ob-
tained by the 19-beam receiver in units of single beam receiver. For
simplicity we assumed the beams are identical and have a gaussian
beam within the beam width, though in reality there is much differ-
ence in the central and outer beams. Also, we assumed a constant
system temperature, though actually the system temperature varies,
as the sky temperature varies.
As one might expect, in a scan along the horizontal direction
of the 19 beam receiver, pixels which are near the center of the re-
ceivers will be scanned bymore than one beams, resulting in a lower
noise than others. Such inhomogeneous noise distribution is unde-
sirable, because in the large scale structure measurement it may bias
the observation and induce superfluous structures. The bias may be
approximately corrected by introducing selection functions, but as
the real noise is varying and not accurately known, precision is hard
to achieve. To reduce such effects, we need to have a relatively uni-
form distribution of noise in the survey regions. From Fig. 3, we see
by partially overlap the scanning strips (with a vertical intervals of
21.9 arcmin), a large part of this inhomogeneity could be removed,
making it a nearly uniform survey in the central part.
3 SIMULATION
3.1 The Galaxy Model
We used the catalog from the Semi-Analytic Suite of the SKA
Simulated Skies(S3-SAX), in which the cosmic evolution of the
galaxies is tracked by semi-analytic models (De Lucia & Blaizot
2007) based on the Millennium N-body simulation (Springel et al.
2005), and the amount of neutral atomic hydrogen (HI) and molecu-
lar (H2) hydrogen in galaxies are computed with the semi-analytical
model (Obreschkow et al. 2009a,b,c). An easy-to-use mock catalog
(Obreschkow & Meyer (2014)) of galaxies with detailed physical
properties (position in the sky, apparent redshift, stellar mass, HI
mass, effective radius, etc.) is available. The catalog is for a cone
with a field of 10-by-10 degrees and a redshift range of 0.0-1.2. It
is complete down to an HI mass of 108 M . A deficiency of this
model is that this HI cutoff mass is still relatively high, which could
miss a significant amount of HI in dwarf galaxies. This limit is only
a minor concern when dealing with isolated direct HI detections in
blind surveys, because only a tiny fraction of the total survey volume
is sensitive to HI masses < 108M . However, when dealing with
global HI mass estimates, e.g. the intensity mapping experiment,
the HI mass contained in unresolved galaxies is non-negligible. We
compute ΩHI(z) from all the galaxies in the mock catalogue, and
compare it with the observations (Zwaan et al. 2005a; Lah et al.
2007; Martin et al. 2010; Freudling et al. 2011; Braun 2012; Del-
haize et al. 2013; Rao et al. 2006, 2017; Rhee et al. 2013, 2016,
2018; Hoppmann et al. 2015; Kanekar et al. 2016; Neeleman et al.
2016; Jones et al. 2018), the result is shown in Fig. 4. There are
still quite large scatters and discrepancy in the result, but already
we can see the S3-SAX simulation may have under-estimated the
amount of HI by a factor of between 1.2 to 2.0, especially at higher
redshifts. The more recent MUFASA cosmological hydrodynami-
cal simulation (Davé et al. 2017) is in better agreement with the
observations. We have done most of our galaxy survey simulation
with the S3-SAX mock catalogue, for the computation of the inten-
sity mapping, we scale all HI flux(equivalent to HI mass) with a
z-dependent factor to compensate the lost HI mass.
For each galaxy in the catalog, the HI distribution and 21cm
emission is modeled following (Elson et al. 2016). We generate a
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Figure 4. The ΩHI(z) from the mock catalog (blue line, and red line for the
smoothed result), and the various observations in . The dashed green line
represents results in theMUFASA cosmological hydrodynamical simulation
from: ΩHI = 3.5 × 10−4.
mini data cube for each galaxy, then we re-grid the mini data cube
to a full-size cube which contains all the galaxies .
The HI mass density distribution of the galaxy is modeled as
a thin axisymmetric exponential model:
ΣHI(r) = Σ˜He
−r/rdisk
1 + Rcmole
−1.6r/rdisk , (10)
where r denotes the galactocentric radius, rdisk refers to the scale
length, ΣHI(r) is the surface density of the total hydrogen com-
ponent, ΣH = MH/(2pir2disk) is a normalization factor and Rcmol
denotes the H2 /HI-mass ratio at the galaxy center. This is based
on a list of empirically supported assumptions, (i) the cold gas of
regular galaxies resides in a flat disk (see Leroy et al. (2008) for
local spiral galaxies, Young (2002) for local elliptical galaxies, Tac-
coni et al. (2006) for galaxies at higher redshifts); (ii) the surface
density of the total hydrogen component (HI+H2) is well described
by an axisymmetric exponential profile (Leroy et al. (2008)); (iii)
the local H2/HI-mass ratio scales as a power of the gas pressure
of the ISM outside molecular clouds (Blitz & Rosolowsky (2006)).
Recent observation(Serra et al. (2012); Nyland et al. (2017)) for
early type galaxies reveals that for most of the elliptical galaxies,
the HI gas has a morphology that is similar in appearance to the
discs of radio emission associated with SF in spiral galaxies. Most
of the HI detection exhibits a large, settled HI disc or ring. The
orientation of the galaxy is randomly chosen. In reality, the galaxy
may have some correlation of intrinsic alignment in their orienta-
tion, but such alignment is generally a second order effect, and does
not significantly affect the analysis given below.
When generating a galaxy model with the parameters from
the catalog, we convert the apparent HI half-mass radius, RhalfHI ,
along the major axis into an exponential disc scale length rdisk. The
galaxy is modeled out to a radius of 3.5 rdisk. With the surface
density deduced, we then convert it to the mass distribution.
The circular velocity profile of the galaxy is modeled with the
Polyex analytic function (Giovanelli & Haynes 2002):
VPE(r) = V0(1 − e−r/rPE )(1 + αrrPE ) (11)
where V0, rPE, and α determine the amplitude, exponential scale of
the inner region, and the slope of the outer part of the rotation curve
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Figure 5. The image of a nearly-face on galaxy in different frequencies.
These subfigures show the beam-convolved image with ∆v ≈ 5 km s−1. The
pixels width is 0.0133◦.
respectively. These parameters are derived from the luminosity of
the galaxy given in the semi-analytical model, using the empirical
relations derived from nearly 2200 low redshift disk galaxies. The
semi-analytical model gives R-band luminosity, while the Catinella
et al. (2006) model used I-band luminosity, so we convert them by
MI = MR − 0.37 (Duffy et al. 2012).
The HI flux density is then given by
MHI
M
= 2.36 × 105( DL
Mpc
)2 Si
Jy
dv
km s−1
(1 + z)−2, (12)
where Si is flux density in units of Jy in channel i of the mini-cube,
dv is the velocity width of a channel in km s−1, and DL is the
luminosity distance of the target galaxy in Mpc units, and z is its
evaluated redshift. It is worth to note that the dv here is defined in
intrinsic velocity bin. If dv is defined in observed velocity bin, the
(1 + z)−2 will be replaced by (1 + z)−1. In realistic computation,
we first make the data cube of a galaxy in intrinsic velocity bins,
then we convert it into frequency bins, which is related to observed
velocity bins by
dv =
df × c(1 + z)
femit
, (13)
where c refers to the speed of light in vacuum, z is the apparent
redshift of galaxy centre, including the Doppler component due to
peculiar motion relative to the Hubble expansion. For each galaxy,
the redshift space data cube has 100× 100 pixels in right ascension
and declination, and 5 km s−1 in velocity channel width. Each voxel
(volume pixel) have its HI flux density and velocity that computed.
Using the velocity and position of the voxel, we can reposition it in
a 3D data cube.
We use a light cone catalogue from the Obreschkow & Meyer
(2014) simulation, which spans a field of 10 × 10 deg2 on the sky
and a redshift range of 0.0-1.2. This volume contains 19,210,309
galaxies with a total HImass of 2.065×1016M . Before proceeding
to generate the full-sized cube, we convert the velocity to frequency,
1 +
vpixel
c
=
fpixel
femit
(1 + z), (14)
where c refers to the speed of light in vacuum, z is the apparent
redshift of galaxy centre, including the Doppler component due to
peculiar motion relative to the Hubble expansion, and the vpixel and
MNRAS 000, 1–?? (2019)
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fpixel denote the velocity and frequency of the pixel respectively.
We then re-grid the mini data cubes into the full-size synthetic cube
and place it in the corresponding angular position and frequency.
The final full-size synthetic cube have a pixel width of 0.0133 deg
in right ascension and declination and a fixed channel width of
0.0237MHz((corresponding to 5 km s−1 at the redshift of z = 0.))
To simulate the sky observed by FAST, we convolve each channel
of the synthetic data cube with a Gaussian point-spread-function
(PSF), with a σ given by
σ(z) = (1 + z)θFWHM0 /(2
√
2 ln(2)), (15)
where θFWHM0 is the full width at half maximum(FWHM) of FAST
at redshift of 0, that is about 0.04 deg. The simulated images of a
nearly face-on dwarf spiral galaxy at different frequency channels
are shown in Fig. 5.
3.2 HI Galaxy Detection
To simulate the detection of HI galaxies, we first re-bin the full-
size synthetic data in RA and DEC to an angular resolution of
0.08degree, corresponding to 2 times FWHM of the FAST beam. If
we assume the noise for each beam is gaussian, the noise for each
pixel is rescaled as
σ
pixel
noise = σ
beam
noise ×
√
Apixel
Abeam
, (16)
where Apixel is the sky area of a pixel and Abeam is the sky area of
the beam.
In the frequency axis, the synthetic data cube is re-binned to a
resolution of 0.1MHz, corresponding to a velocity width of 20km/s
at z = 0. Because the flux and noise scale will change with the
bandwidth, if the full-size synthetic data is smoothed to a velocity
width of Ws km s−1, the signal-to-noise from one velocity bin is
scaled as (Saintonge (2007))
S/N = (F0/N)/Ws
σ0
×
(
Ws
5 kms−1
)1/2
, (17)
where F0 is the total velocity integrated HI flux of a galaxy, N is the
number of the velocity bins the galaxy spans and σ0 is the thermal
noise with a velocity width of 5 km s−1.
With the above mock data, we may simulate galaxy detection
as follows:
(i) coarse resolution search. Re-bin the noise filled data to a
angular resolution of 0.08 deg(two times of FWHM of FAST) and
a frequency resolution of 0.473MHz (corresponding to velocity
resolution of 100km/s at redshift 0), setting a threshold of 3σ, and
detect voxels above the threshold.
(ii) fine resolution fit. For galaxies detected in the coarse search,
use a finer frequency resolution (0.0236MHz, corresponding to ve-
locity resolution of 5km/s at redshift 0) to fit its spectrum in the
data cube with a parameterized profile function. If a reasonable HI
profile is obtained, we integrate the HI profile, the candidate is se-
lected as a galaxy if the total flux exceeds 5 σ. About 20% of the
candidates found in the first step passed the second step, the other
ones might be large noise.
For the HI profile, we use the so-called "busy function" pro-
posed by Westmeier et al. (2014), which has great flexibility in
fitting a wide range of HI profiles from the Gaussian profiles of
dwarf galaxies to the broad, asymmetric double-horn profiles of
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Figure 6. A simulated galaxy observation with noise (blue solid line) and
its busy function fit (red dash line).
Figure 7. The top panel is the 10 Mpc/h slab of the galaxy candidates from
the FAST 2-years(or 192s-integration-time) galaxy survey, the bottom panel
is the distribution of all galaxies in the catalog.
spiral galaxies. The generalized busy function form is:
B(x) = a
4
× ( erf[b1{w + x − xe}] + 1)
× ( erf[b2{w − x + xe}] + 1) × (c |x − xp |n + 1),
(18)
where the variable x represents the spectral axis of the data, e.g.
frequency or radial velocity, xe and xp are two separate offsets, w is
the half-width of the profile, a is the total amplitude scaling factor,
and b1, b2 and c are three additional parameters. An example of the
fit is shown in Fig. 6.
3.3 Galaxy Distribution
To show the capacity of surveys with different integration time, we
have run our selection pipeline with three different σ0: 0.86mJy,
0.61mJy, 0.43mJy and 0.31mJy, corresponding to 48s, 96s, 192s
and 384s integration time per beam.
We plot the 10 Mpc/h slab of the mock galaxies detected in a
two year (or 192s-integration-time) survey in Fig. 7, all galaxies in
the simulated are also plotted for comparison. The masses and red-
shift of these detected galaxies are plotted in Fig. 8, and in Fig. 9 we
show the number density of the detected galaxies. We can see from
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Figure 8. The distribution of the HI mass of the galaxy candidates from the
15×15×600 h−3 Mpc3 comoving volume.
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Figure 9. The comoving number density computed from the detected cata-
log.
these figures that as redshift increases, the galaxies thinned out,
and the number density decrease drastically as redshift increases.
At z = 0.2, the number density already falls off by two or three
orders of magnitude compared with the nearby galaxies, and only
the most massive galaxies can be detected at the higher redshifts. In-
deed, existing HI galaxy surveys are all limited to z < 0.2, and even
FAST, the largest single dish telescope in the world, could not detect
many galaxies in this mode. In the case of integration time of 48
s, the galaxy number density would drop to about 10−4(Mpc/h)−3
at z = 0.15, corresponding to roughly the galaxy number density
required for BAO measurement. For the longer integration time,
the distribution of the detectable galaxies extends to higher red-
shift. But even for the 384 s survey, the number density drops to
10−4(Mpc/h)−3 at z = 0.4.
For galaxy survey, galaxies may overlap with each other along
the line of sight. The ability to uniquely identify the individual
galaxy is an important evaluation of the performance of a telescope.
To quantify this, we introduce the confusion rate, which is defined
as the fraction of galaxies fall within the same voxel. The voxel have
a length of 0.08 deg a side, which is 2 times of the FWHM of the
FAST beam at z = 0 , and a bandwidth of 1MHz in frequency axis.
We have set a limit of HI mass of 108.5M in the mock catalog
to remove the effect induced by low mass galaxies. For the galaxy
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Figure 10.The confusion rate of the detected galaxies fromdifferent surveys.
The minimum HI mass is set as 108.5M .
detection algorithm we used, the confusion rate is shown in Fig.
10. As the redshift increases, the confusion rate rises rapidly. The
integration time has a mild influence on the confusion rate, as the
smaller galaxies are detected for longer integration time,which leads
to an increase in the number of galaxies per beam and hence a higher
confusion rate. This steady raise of the confusion rate shows how
the galaxy count transits smoothly and naturally to 21cm intensity
mapping with the increase of redshift in the FAST observation.
For the detected galaxies, due to the finite beam size and the
noise, there will also be errors in the measured positions. To quan-
tify this effect we compare the measured positions in the mock
observation with the original position in the catalog. The measured
central position is taken to be the flux weighted average,
νc =
∫
s(ν)νdν∫
s(ν)dν , θc =
∫
siθidθ∫
sidθ
, (19)
The frequency integration range covers about ±200 km/s, with res-
olution of 0.0236MHz. We sum the flux from the sub-data cube
along the frequency axis, the angular beam average is computed on
a grid with spacing of 0.0133 deg, and beam width 0.08 deg.
The error of the positions measurement in comoving coordi-
nates is shown in Fig. 11. We see that the noise in the galaxy HI
profile can induce a shift in its position. For the plotted redshift
range (z < 0.3), the shift in the direction perpendicular to the line
of sight (los) is generally smaller than that along the los direction.
About 95% galaxies have position shifts in the perpendicular di-
rection lower than 0.1Mpc/h and about 90% galaxies have shift in
parallel direction lower than 0.5Mpc/h. We colored the galaxies
with their velocity-integrated flux. It shows that the galaxies with
low velocity-integrated flux tend to have large shift. There are more
galaxies which have large shift in survey with higher integration
time, because more galaxies with low velocity-integrated flux can
be detected with longer integration time. We also show the standard
deviation of the position shift with blue vertical lines at different
redshifts in Fig. 11. Higher redshift has larger shift because there
are more galaxies with lower velocity-integrated flux.
3.4 HI Intensity Map
In Fig. 12 we show slices of HI intensity maps at six different
redshifts in the range 0 < z < 0.3, the depth is 1 MHz for each
slice. We also added a thermal noise corresponding to 1 MHz of
channel bandwidth and 192 seconds of integration time. To obtain
the noise-filledmaps, we construct the flux cube and noise cubewith
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Figure 11. The position error induced by thermal noise in the observation for different integration times. Top panels: the error perpendicular to the los. Bottom
panels: the error along the los. The galaxies are colored according to their integrated flux.
Figure 12. Noise-filled HI flux slice from different redshifts, all have the same frequency interval 1 MHz. The galaxy flux and noise both are computed with a
bandwidth of 1 MHz and a integration time of 192s per beam.
Figure 13. Velocity integrated HI flux map from different redshifts with ∆z = 0.1.
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a bandwidth of 1 MHz, respectively, then combine them together.
As we have mentioned above, missing the galaxies with HI mass
below 108M will have a significant influence in intensity mapping
experiment. We correct this by scaling all HI masses in the mock
catalog with a z-dependent factor (> 1) to match ΩHI inferred from
HIPASS (Zwaan et al. 2005b). As can be seen from this figure, even
for the relatively long integration time of 192 seconds, the map is
still largely dominated by noise, showing the challenges one will
face in HI surveys.
In Fig. 13 we show the projected HI intensity maps at 0 <
z < 0.8, each with a redshift interval of 0.1. The HI distribution
is shown more clearly in these maps without the noise. For slices
nearby, one can clearly see individual galaxies. As the distance
increases, the structures becomemore blurred, and also the intensity
drops. Individual galaxies become increasingly difficult to see, but
the overall structure remains, which illustrates how the intensity
mapping could be used to probe the large scale structure. Note
that the equal spacing in redshift means slightly smaller comoving
distance spacing at higher redshift, but we have checked and found
that the equal spacing in comoving distance generate maps pretty
similar to these.
4 POWER SPECTRUMMEASUREMENT
The power spectrum is the most widely used statistics for large
scale structure. In this section we describe its measurement and
error forecast for both the HI galaxy survey and the HI intensity
mapping survey with FAST.
4.1 HI Galaxy Power Spectrum
In a galaxy redshift survey with negligible error on the position of
galaxies, the measurement error of the power spectrum comes from
sample variance as well as shot noise. Over a k bin of width of ∆k
is (Feldman et al. 1994; Duffy et al. 2008)
σP
P
=
√
2
(2pi)3
Veff
1
4pik2∆k
P(k) + 1/n
P(k) , (20)
where Veff is the effective volume of the survey,
Veff(k) =
∫ [
n(®r)P(k)
n(®r)P(k) + 1
]2
d®r (21)
= Ωsur
∫ zmax
zmin
[
n(r)P(k)
n(r)P(k) + 1
]2
dz
dV
dzdΩ
, (22)
where zmin and zmax are the minimum and maximum of the survey
redshift, n(r) is the comoving number density of detected galaxies
for the survey, andΩsur is the observed sky area. The error on galaxy
position may also induce slight errors, but for the scale of interest
they are negligible.
An optimal weighted estimator (known as the Feldman-Kaiser-
Peacock or FKP estimator) may be formed to minimize the mea-
surement error of the power spectrum (Feldman et al. 1994). To
make the measurement in the irregular geometry of an actual sur-
vey, a mock sample of random points are generated. The detected
galaxies are re-gridded into a rectangular box, the FKP estimate for
the weighted density field is
F(r) = w(r)
N
[ng(r) − αns(r)], (23)
where w(r) = 1/(1+ n¯(r)P) is the FKP weight, n¯(r) is the selection
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Figure 14.The projected error on power spectrum from a 20000 deg2 galaxy
survey with integration time of 48 s, 96 s, 192 s and 384 s per beam. At k≈
0.07h/Mpc the S/N can reach 5.0 at z ≈ 0.2, 0.25, 0.3 and 0.35 respectively.
function (i.e. mean density) at the position r , and P is an prior
estimate of the power P(k1) at the scale of interest k1, ng(r) and
ns(r) refer to the number density of the observed galaxy catalog
and the random mock catalog respectively, α is the real-to-mock
ratio: α =
∑
w(r real)/
∑
w(r random). The normalization factor N in
Eq. (23) is given by
N2 =
∫
d3rn¯2(r)w2(r) = β
∑
random
n¯(r i)w2(r i), (24)
where β is the unweighted ratio of number of galaxies in the real
(in our case simulation) catalog to that in the random mock catalog.
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In order to reduce the shot noise, the mock catalog is always set to
contain much more galaxies than the real catalog. Here we choose
β to be 0.02. The power spectrum can then be estimated from the
Fourier Transform of the weighted over-density field 〈|F(k)|2〉. The
measurement error on power spectrum are estimated with ∆k/k =
0.125, for which the error of different k-bins can be regarded as
uncorrelated (Goldberg & Strauss 1998; Meiksin et al. 1999).
Our simulation data cube is in a pencil-beam shape, the am-
plitude and shape of the power spectrum estimated from the cubic
grid are biased, 〈|F(k)|2〉 = W(k)Pˆ(k). To correct for this effect,
we compute the window function for this survey geometry by pro-
ducing two set of random catalogs, one is distributed only in the
pencil-beam region, the other one in a cube region which encloses
the pencil-beam region, the window function is then the ratio of
the two power spectrum Ppencil(k)/Pcube(k). We produce 10 pairs
of samples and use the mean value to make the estimate. The true
power spectrum is then obtained by dividing the window function.
In summary, the power spectrum is obtained with the following
steps:
(i) Compute the selection function n¯(r) in each redshift bin.
(ii) Produce the weighted over-density field F(r)) in the grid-
ded box with grid spacing 1.0 Mpc/h using the Nearest Grid Point
assignment technique.
(iii) Fourier transform the weighted over-density field, and com-
pute the power spectrum 〈|F(k)|2〉 with ∆k/k = 0.125.
(iv) Correct the shape effect using the final window function,
Pˆ(k) = 〈|F(k)|2〉/W(k).
The L-band receiver can cover a redshift range of up to z =
0.35. In Fig. 14we show the projected error on power spectrum from
a 20000- deg2 galaxy surveys for redshift 0.05 < z < 0.15, 0.15 <
z < 0.25, 0.25 < z < 0.35, with integration time 48s, 96s, 192s
and 384s per beam. On larger scales, the measurement precision is
limited by the available number of modes (cosmic variance), while
on the smaller scale it is limited by the available number of galaxies
per cell (shot noise). The best relative error in the power spectrum is
achieved somewhere at 10−2h/Mpc < k < 100h/Mpc. At higher
redshift the optimal point shift towards larger scales (smaller k),
as the probed volume increases and the observed galaxy number
density decreases. At the BAO scale k ≈ 0.07 h/Mpc, the signal to
noise ratio can reach 5.0 at z ≈ 0.2, 0.25, 0.3 and 0.35 respectively.
so in our Fisher estimation we will use these redshift regions as
the survey volume of the FAST HI galaxy survey. As can be seen
from the figure, at the lower redshift, and especially on small k
values the difference in the integration time per beam does not
make much difference, however for the high redshift and large k
values the increase of integration time can significantly improve the
measurement precision.
The power spectra from the simulated observations are shown
in Fig. 15. From top to bottom panel are the result with 48s, 96s,
192s and 384s respectively, each in the redshift range of 0.05-0.15
(left), 0.15-0.25(middle), 0.25-0.35(right). In each subfigure, the
theoretically expected power spectrum, the mock observation power
spectrum, and the projected measurement error are plotted. For the
noise, we also show separately the sample variance (corresponding
to the size of the simulation box) and the shot noise components. In
this case, the cosmic variance ismuch larger as the size of simulation
box spans only a region of 10 × 10 deg2.
In this simulated galaxy survey, in almost all cases the mea-
sured power spectrum is larger than the theoretical power spectrum,
as can be seen from Fig. 15. However, it does agree well with the
projection. On small scales the shot noise dominated, which results
in a nearly flat spectrum. This is particularly obvious at higher red-
shifts and for shorter integration times, where the number density
of the detected galaxies is too small. On larger scales, at lower red-
shifts and longer integration times, the shape of the power spectrum
is more similar to the theoretical power spectrum, but there is still
significant difference, and there are some large fluctuation at the
large scales, thanks to the contribution of the cosmic variance. The
overall normalization of the power is higher than the matter power
spectrum (marked as theoretical), due to the fact that only the rare
massive galaxies can be detected, and a clustering bias is introduced.
The projected errors get larger in higher redshifts. However, we note
that for a real survey with large sky area, the cosmic variance can
be significantly reduced.
4.2 Intensity Map Power Spectrum
For intensity mapping survey, the measurement error of the power
spectrum can be written as (Seo et al. 2010)
σP
P
=
√
2
(2pi)3
Vsur
1
4pik2∆k
(
1 +
σ2pixVpix
[S¯(z)]2W(k)2P +
1/n¯
P
)
(25)
= 2pi
√
1
Veff(k)k2∆k
, (26)
with the Veff in this case is given by
Veff(®k) = Vsur
(
1 +
σ2pixVpix
[S¯(z)]W(®k)2P
+
1/n¯
P
)−2
. (27)
where S¯(z) is the average 21-cm emission flux density. The first
term is due to sample variance, the second term is induced by the
system thermal noise, and the last term is the shot noise due to the
discreteness of the HI sources, with 1/n¯ ≈ 100h−3 Mpc3 (Seo et al.
(2010)). The pixel volume Vpix is
Vpix = Ωpix
∫ z+∆z/2
z−∆z/2
dz
dV
dzdΩ
, (28)
where Ωpix(z) ∝ θpix(z)2, and θpix(z) is the angular resolution of
a pixel, ∆z is the redshift corresponding to the nominal pixel size
in line-of-sight direction, and σpix is the pixel noise. We model the
angular resolution (the frequency resolution is much higher) as:
W(k) = exp
[
− 1
2
k2r(z)2
(
θpix(z)
2
√
2 ln 2
)2]
(29)
The image cube is gridded into a rectangular box with grid
spacing of 2 Mpc/h, here we take 2 Mpc/h sized pixels as the
standard sampling size, it is well below the BAO scale which is
about 150 Mpc/h and would not affect the cosmological result. The
HI emission flux density field is related to the over density field by:
δ(r) = SHI(r)/S¯HI − 1, (30)
where SHI(r) is the HI emission flux density at position r and S¯HI
is the mean flux density of HI emission. We also add a Gaussian
thermal noise of 0.74mJy, 0.52mJy, 0.37mJy and 0.26mJy per beam,
corresponding to 48s, 96s, 192s and 384s integration time per beam.
The simulated power spectrum is measured as follows:
(i) Generating the mock data filled with Gaussian thermal noise,
(ii) Re-gridding the image data cube to rectangular box with grid
spacing of 2 Mpc/h,
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Figure 15. The HI galaxy power spectrum from simulation. We show the theoretical matter power spectrum (black dashed line), the simulated measurement
(blue solid line), the total projected error estimated with Fisher matrix (red dash-dotted line) and the error due to sample variance (orange dash-dot-dotted line)
and shot noise (green dotted line).
(iii) Converting the flux density field to HI mass overdensity
field, and Fourier transform the field to get the power spectrum
〈|F(k)|2〉 with ∆k/k = 0.125.
(iv) Using the pencil beam survey window function to correct
the shape effect.
The statistical error is estimated as follows:
(i) Generating a synthetic product with a spatial resolution same
as FAST beam size and a frequency resolution of 1MHz, S(rx,ry,z),
(ii) Generating a mock data filled with Gaussian thermal noise,
N(rx,ry,z), the noise data cube have the same size and resolution as
S(rx,ry,z),
(iii) Re-gridding the synthetic data S(rx,ry,z) and the noise data
N(rx,ry,z) to a rectangular box with grid spacing of 2 Mpc/h,
obtaining S(r ′x,r ′y,z) and N(r ′x,r ′y,z),
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Figure 16. The projected error on power spectrum from FAST 20000 deg2 intensity mapping experiment with integration time of 48s, 96s, 192s and 384s per
beam. At k ≈ 0.07 h/Mpc the S/N can reach 5.0 until redshift of 0.35, 0.55, 0.75 and 1.05 respectively.
(iv) Computing the mean signal of S(r ′x,r ′y,z) and the variance of
N(r ′x,r ′y,z) at different redshift, obtain S¯(z) and σpix,
(v) Obtaining the projected error by use of Eq. (26).
Figure. 16 shows the statistical error of the power spectrum
that can be achieved by 20000 deg2 FAST intensity mapping survey
with integration time 48s, 96s, 192s and 384s per beam respectively.
Here, we ignore for the moment the frequency range of the L-band
receiver system, but simply plot up to much higher redshifts, which
may be accomplished with the wide-band single feed receiver, or a
future UHF PAF receiver introduced in Section 2.1. For simplicity
and easier comparison, here we also plot the projected error for
the same integration time, though to the size of the beam and the
number of available beams the required total survey time would be
very different at the higher redshifts.
A comparisonwith Fig. 14 shows that for the lowest redshift bin
(0.05 < z < 0.15), the projected errors are almost the same as the
HI galaxy survey of the same integration time. We saw from Fig. 9
that even in this low redshift range, the comoving number density
of the detected HI galaxies are decreasing with increasing redshift,
showing that the FAST does detect all HI galaxies. Nevertheless,
the detected HI galaxy has sufficiently high number density that
it gives a good representation of the underlying HI galaxy sample
and total mass density. However, for all the other redshift bins the
projected error of the intensity mapping is much smaller than the HI
galaxy survey. In fact, as redshift increases, the signal-to-noise ratio
actually improves for a while as the survey volume increases and
sample variance decreases, though eventually it begins to drop as the
thermal noise becomes higher and HI signal becomes weaker. The
shift in the optimal comoving scale (the minimum of the relative
error in the power spectrum) at different redshifts are also much
less than the HI galaxy surveys. At the BAO scale k ≈ 0.07 h/Mpc,
the S/N can reach 5.0 until redshift of 0.35, 0.55, 0.75 and 1.05 for
survey with 48s, 96s, 192s and 384s respectively.
The simulated power spectrum measurement is shown in Fig.
17. The left three columns show the simulation with the same L-
band receiver, while the column on the right shows a higher redshift
(0.35 < z < 0.45) with the wide-band receiver system of a single
feed. Compared with Fig. 15, the thermal noise is replaced by the
shot noise at the smaller scales. Within the L-band (up to z = 0.35),
it is sub-dominant even for the shortest integration time considered
here (48 s). So the intensity mapping can yield much nicer results
than galaxy surveys on the small scales, and good precision can be
achieved at higher redshifts. On the larger scales where the cosmic
variance dominates, the precision of this simulated measurement is
limited by the size of the simulation box so we see some large fluc-
tuations, but this can be significantly reduced with larger volumes.
The intensity mapping survey can efficiently map the large-scale
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Figure 17. The intensity mapping power spectrum for different integration time per beam.
structure of BAO scale until z ≈ 0.35 even with moderate integra-
tion time. Note that the error from intensity mapping is smaller at
most of scales, but at small scales (k ≈ 1.0h/Mpc) the noise is
larger than HI signal at all redshifts due to the limited resolution.
For redshift 0.35 < z < 0.45 case, i.e. the right column in
Fig. 17, the wide-band receiver is assumed to be used as the cor-
responding frequency range is beyond that of the L-band receiver.
This receiver has a much higher noise level, the system tempera-
ture is 60 K, so the survey precision for the same integration time
degraded a lot. Also, as it is a single feed receiver, the required
survey time for accomplishing the same integration time would be
much longer. In order to make a good intensity mapping survey at
the higher redshifts, one must be able to have multi-beam receivers,
preferably with low system noise. In the next subsection where the
cosmological measurement is discussed, we shall assume that such
a receiver, namely the UHF PAF receiver introduced in Sec.2.1 will
be available in the future for such surveys.
4.3 Cosmological Constraints
Because the limit of our survey volume, we estimate the induced
measurement error on cosmological parameters by using the Fisher
matrix formalism (Tegmark 1997; Seo & Eisenstein 2003; More
et al. 2013). The Fisher matrix for parameter set {pi} is given by
Fi j =
∫ ®kmax
®kmin
∂ ln P(®k)
∂pi
∂ ln P(®k)
∂pj
Veff(®k)
d®k
2(2pi)3 (31)
The usable range of kmin and kmax are assumed to be kmin =
10−3h/Mpc (from survey volume) and kmax = 0.1h/Mpc. The
observed power spectrum P(®k) is given by
Pobs(kref⊥, kref ‖) =
DA(z)2refH(z)
DA(z)2H(z)ref
b2HI
©­«1 + β
k2‖
k2⊥ + k2‖
ª®¬
2
×
(
G(z)
G(z = 0)
)2
Pm,z=0(k) + Pshot,
(32)
where bHI is the linear bias factor of HI gas and the redshift space
distortion factor β = Ωm(z)0.6/bHI(z). Assuming a fiducial model
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with dark energy equation of state w(z), the Hubble parameter and
the angular diameter distance are given by
H(z) = H0
[
Ωm(1 + z)3 +Ωk (1 + z)2 +ΩXe3
∫ z
0
1+w(z)
1+z dz
]1/2
,
DA(z) = c1 + z
∫ z′
0
dz′
H(z′),
where we assume an equation of state for dark energy in the form
of (Chevallier & Polarski (2001))
w(z) = w0 + wa z1 + z . (33)
Then the EOS parameters of dark energy can be constrained by
measuring the BAO peaks on the power spectrum. To obtain useful
constraints on cosmological parameters, it is necessary to break the
degeneracy by combining the BAO data with data obtained from
some other cosmological observations, e.g., CMB. The total Fisher
matrix on distance parameters is given by (Seljak & Zaldarriaga
1996; Seljak 1997; Kamionkowski et al. 1997):
Ftotmn = F
CMB
mn +
∑
i
FLSSαβ (zi), (34)
where m and n are taken from {DA,H} and FLSSαβ (zi) is the Fisher
matrix derived from the i-th redshift bin of the large scale structure
survey. For FAST HI galaxy survey and intensity mapping obser-
vations, we divide the redshift region into several bins with equal
redshift interval, which we set as 0.05. The Fisher matrix of the
CMB data is given in the Appendix. The final fisher matrix of dark
energy parameters are obtained by projecting the distance parame-
ter space {pm} = {DA,H} to the dark energy parameter space {qi}
= {w0,wa}:
FDE,mn =
∑
m,n
∂pm
∂qi
Fmn
∂pn
∂qj
. (35)
The HI gas mostly distributed in galaxies hosted by halos after
the reionization, thus the HI bias can be modeled as the halo bias
weighted by HI mass hosted by these halos:
bHI =
1
ρHI(z)
∫ Mmax
Mmin
dM
dn
dM
(M, z)MHI(M)b(M, z), (36)
where dn/dM is the halo mass function for which we follow Sheth-
Tormen halo mass function (Sheth & Tormen (2002)) which incor-
porates the ellipsoidal collapse based moving barrier model. We use
the fitting results in (Tinker et al. (2008), Tinker et al. (2010)) to
calculate the halo mass function. The ρHI(z) is given by
ρHI(z) =
∫ Mmax
Mmin
dM
dn
dM
(M, z)MHI(M). (37)
The HI mass in a halo of mass M can be obtained by (Santos et al.
(2015))
MHI(M) = AMα, α ' 0.6, (38)
where the prefactor A will be canceled in the normalization of
ρHI(z). Under the assumption of ellipsoidal collapse, the halo bias
can be expressed as (Mo & White (2002))
b(M, z) = 1
δc(z)
[
ν′2 + bν′2(1−c) − ν
′2c√a
ν′2c + b(1 − c)(1 − c/2)
]
,
(39)
where ν′ =
√
aν, a = 0.707, b = 0.5, c = 0.6. ν(M, z) = δc(z)/σR ,
δc(z) = δc/D(z), where δc ' 1.686 is the critical density contrast
for spherical collapse. D(z) is the growth factor for linear fluctuation
and we use eq. (10) in (Mo & White (2002)) to model it. The
bias for the HI galaxy survey and the HI intensity mapping survey
is different. For the HI galaxy survey, the Mmin is given by the
minimum mass of detected galaxies in the survey, while for HI
intensity mapping survey it is the minimum mass, about ∼ 106 M .
The Fisher matrix for CMB anisotropies and polarization is:
FCMBmn =
∑
l
∑
X,Y
∂CXl
∂pm
(Covl)−1XY
∂CYl
∂pn
, (40)
where CXl is the l-th multipole for X = T (temperature correla-
tion), E (E mode polarization correlation), B (B mode polarization
correlation), and C (temperature-polarization cross-correlation), re-
spectively. The elements of the covariance matrix Covl between the
various power spectra are:
(Covl)TT =
2
(2l + 1) fsky
(CTl + w−1T B−2l )2, (41)
(Covl)EE =
2
(2l + 1) fsky
(CEl + w−1P B−2l )2, (42)
(Covl)BB =
2
(2l + 1) fsky
(CBl + w−1P B−2l )2, (43)
(Covl)CC =
1
(2l + 1) fsky
[C2Cl + (CTl + w−1T B−2l ) (44)
× (CEl + w−1P B−2l )], (45)
(Covl)TE =
2
(2l + 1) fsky
C2Cl, (46)
(Covl)TC =
2
(2l + 1) fsky
(CCl + w−1T B−2l )2, (47)
(Covl)EC =
2
(2l + 1) fsky
(CEl + w−1P B−2l )2, (48)
(Covl)TB = (Covl)EB = (Covl)CB = 0, (49)
where fsky = 0.67(Planck Collaboration et al. 2018) is the sky frac-
tion. ThewT andwP are the inverse square of the detector noise level
on a steradian patch for temperature and polarization, respectively.
They are given by w = (θbeamσ)−2, where σ is the sensitivities
scaled in µK per FWHM beam. B2
l
= exp(−l(l + 1)θ2beam/8 ln 2)
is the beam function, where θbeam is the full-width, half-maximum
(FWHM) of the beam in radians.
4.4 Results
We consider the constraint on dark energy EOS parameters (wa ,w0)
from the HI galaxy surveys and intensity mapping surveys. The
cosmological constant pointw0,wa = (−1, 0) is taken as the fiducial
model. The L-band 19 beam receiver is assumed to be used for
the redshift 0.05 < z < 0.35. We then consider the cosmological
constraint derived from (i) the L-band survey only; (ii) the L-band
survey plus the existing wide-band single feed receiver; or (iii) the
L-band plus the future PAF receiver with 81-beams in the UHF band
for higher redshift intensity mapping (see Sec.2.1 for descriptions).
In each case, we consider the integration time per beam on the
L-band is 48s, 96s, 192s, and 384s, respectively. As discussed in
Sec.2.1, the 48s integration can be completed in one scan of the 19-
beam receiver. When the wide band single feed receiver is used, for
simplicity, we assume it acquires the same amount of integration
time per beam. For the PAF in UHF band, we have considered
instead two integration time per beam, 216 s corresponding to (one
MNRAS 000, 1–?? (2019)
Forecast for FAST: from Galaxies Survey to Intensity Mapping 15
Table 2. Constraint on dark energy EOS parameters (w0, wa ) for FAST
galaxy surveys (GS) and intensity mapping (IM) surveys with a total of
20000 deg2 area and Planck prior. In first column the L denotes L-band
19 feed receiver, w denotes wide band single feed receiver, and P denotes
the PAF receiver in UHF band, and the number denotes integration time in
seconds per beam. The last column shows the total time for the survey to be
completed.
Survey GS
(σw0, σwa )
IM
(σw0, σwa )
Observation Time
(day)
L 48s (0.46, 1.44) (0.19, 0.53) 220
L 96s (0.33, 1.00) (0.15, 0.43) 440
L 192s (0.25, 0.77) (0.13, 0.36) 880
L 384s (0.17, 0.49) (0.12, 0.33) 1760
(L + w) 48s (0.46, 1.44) (0.18, 0.50) 220(L) + 2422(w)
(L + w) 96s (0.33, 1.00) (0.14, 0.39) 440(L) + 4844(w)
(L + w) 192s (0.25, 0.77) (0.11, 0.30) 880(L) + 9688(w)
(L + w) 384s (0.17, 0.49) (0.09, 0.23) 1760(L) + 19376(w)
L(192s) +P(216s) - (0.05, 0.12) 880(L) + 135(P)
L(384s) +P(432s) - (0.04, 0.10) 1760(L) + 270(P)
scan) or 432 s (two scans) of the PAF receiver. These are added to
the L-band 192 s and 384 s respectively for illustration.
These survey configurations are listed in the first column of Ta-
ble 2. The precision of the dark energy EOS parameters (σw0, σwa )
are given in the second column (galaxy survey) and third column
(intensity mapping survey). The required total observation time cor-
responding to each survey are given in the fourth column of the table,
where the time required for each band are given separately. Note
that the time listed is for observations, not counting offline time
required for calibration, maintenance, etc., so the real time required
to complete the survey would be even longer.
We also show in Figure. 18 the error ellipses of the dark energy
EOS parameters with the L-band 19 beam receiver and the wide
band single feed receiver. The results for the L-band + PAF surveys
are not shown as their error ellipses are much smaller. The DETF
figure of merit, which is defined as the inverse of the area of the 2σ
error ellipse (Albrecht et al. 2006), is shown in Figure. 19 for the
L-band + wide-band receiver as well as the L-band + UHF-band
PAF.
From these we see the intensity mapping can achieve much
higher precision in the measurement of the dark energy EOS pa-
rameters than the HI galaxy surveys. The intensity mapping survey
with the shortest integration per beam (48s) has a figure of merit
comparablewith theHI galaxy survey of the longest integration time
per beam (384s), but requires only 1/8 of the total observation time
in the L-band. However, even with the intensity mapping survey,
the figure of merit is only of order 101, much less than the current
optical surveys. This is not surprising as the L-band is limited to
relatively low redshifts (z < 0.35). However, we note that so far
there has not yet been an HI survey providing constraints on the
dark energy parameters, and the HI survey complements the optical
survey as it uses a difference tracer, which would be valuable to
reduce any possible systematic errors in the BAO measurement.
From Table 2, we also see that the constraints on the EOS
parameters are only slightly improved by adding the surveys of
equal integration time per beam with the wide-band receiver. This
is because this receiver has a higher system temperature (80 K) over
its verywide frequency coverage. Furthermore, because it has only a
single feed, to achieve such integration time per beamwould require
very long observation time which are quite impractical. However,
if equipped with a powerful PAF receiver, the measurement can
be taken to much higher redshift in reasonable time–indeed, for
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Figure 18. The constrains on dark energy EOS parameters from FAST
galaxies survey and intensity mapping, both combined with Planck CMB
observation. The three colors are iso-probability contours for 0.68, 0.95
and 0.99, respectively. Galaxies survey (GS) is labeled as filled ellipse and
Intensity mapping (IM) is labeled with solid lines.
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Figure 19. The figure of merit for dark energy EOS parameters from FAST
galaxies survey and intensity mapping combined with Planck CMB obser-
vation. Galaxy surveys (GS) are labeled as filled blue circles and intensity
mapping surveys (IM) are labeled with filled red down-pointing triangle, for
confidence limit of 0.95. The IM surveys with low frequency PAF are shown
in green up-pointing triangle symbols.
the PAF parameter we assumed, it would take even less time to
complete than the L-band. The figure of merit could then be lifted
substantially, up to a level comparable with Dark Energy Task Force
(DETF) stage IV experiments (Albrecht et al. 2006). This shows that
a PAF receiver at the UHF band would be a very valuable addition
to the FAST telescope.
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Table 3. Four limiting regime defined by the relative value of the luminosity
scale where the voxels are highly susceptible to shot noise, LSN, the rms
noise per voxel,σL and the characteristic luminosity for a certain luminosity
function, l? }.
number regime optimal strategy
1 LSN < σL < l? galaxy detection
2 σL < LSN < l? galaxy detection/intensity mappinga
3 LSN < l? < σL intensity mapping
4 l? < LSN intensity mapping
a Here the optimal strategy is an intermediate between the intensity
mapping and galaxy detection observables.
5 DISCUSSIONS
5.1 The choice of galaxy survey vs. intensity mapping
Using the Fisher information, Cheng et al. (2018) develop a for-
malism to quantify the performance of galaxy redshift survey and
intensity mappingwhenmeasuring large-scale structures. Under the
assumption that the galaxy population follows a Schechter function
form,
n(L) = φ∗
(
l
l∗
)α
e−l/l∗, (50)
the optimal strategy for survey can be found using the relative value
of three parameters: {LSN, σL, l∗}, where LSN is the luminosity
scale on which the voxels are susceptible to shot noise, σL refers to
the rms noise per voxel, and l∗ is the characteristic luminosity. The
LSN is derived with σSN(LSN/l∗) = LSN/l∗, where
σ2SN(l) = Vvoxφ∗
∫ l
0
dl ′l ′α+2e−l′ . (51)
Vvox is the comoving volume of a voxel, α is the faint-end slope
parameter of the luminosity function. Observations can be divided
into four limiting regimes for optimal strategy, as shown in Table
(3). In regime 1, the instrument noise is much smaller than l∗, and
confusion effect is small, galaxy detection is optimal. In regime 2,
the optimal strategy is somewhere intermediate between the inten-
sity mapping and galaxy detection, because the voxels with L > σL
will suffer from confusion noise. In regime 3, the instrument noise
in a voxel is very large, l? < σL, the intensity mapping will be the
only choice. Regime 4 corresponds to a large effective number of
galaxies per voxel, galaxy detection will suffer from large confusion
noise, intensity mapping is optimal.
For the FAST HI survey, assuming a voxel of an angular res-
olution of 0.08◦ and bandwidth of 200km/s, we compute the evo-
lution of LSN/l∗ and σL/l∗ in redshift and show the results in
Figure. 20. We use the luminosity function given by Blanton et al.
(2003), with the following parameters: φ∗ = 5.11×10−3h370 Mpc−3,
log(L∗/L) = 10.36 + log h70 and α = −1.05. The redshift evolu-
tion of Schechter luminosity function parameters is modeled as(Lin
et al. 1999),
α(z) = α(z0), (52)
M?(z) = M?(z0) −Q(z − z0), (53)
ϕ?(z) = ϕ?(z0)100.4P(z−z0), (54)
where P = 1.0 and Q = 1.03 (Loveday et al. 2015) in the r-band.
Figure. 20 shows the redshift evolution of LSN/l∗ (top panel),
and σL/l∗ (bottom panel). We see LSN 6 l∗ at redshift . 0.8. and
σL 6 l? at redshift . 0.13, 0.16, 0.19 and 0.23 for integration time
of 48s, 96s, 192s and 384s respectively. Combining with Table (3),
it shows for FAST the galaxy redshift survey is the optimal strategy
at redshift . 0.13, 0.16, 0.19 and 0.23 for survey with 48s, 96s, 192s
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Figure 20.The redshift evolution of LSN/l∗ andσL/l?, assuming an angular
resolution of 0.08◦ and a bandwidth of 200km/s. The jump at redshift 0.35
in the bottom panel is due to the change of receiver system.
and 384s integration time per beam. This is in agreement with what
the projected error shown in Figure. 14 and Figure. 16. We note
that the voxel size in the projected error calculation for the intensity
mapping is 2 Mpc/h, which is larger than the voxel size for galaxy
detection. This makes the redshift points where intensity mapping
is better than galaxy detection a little lower than the redshifts shown
in Figure. 20.
5.2 Foreground
One of the most challenging problems in intensity mapping ex-
periment may be the contamination from the foreground radiation,
which is several orders of magnitude larger in amplitude than the
HI intensity signal. It can in principle be subtracted, and the true
signal recovered, based on the fact that the frequency dependency
and some statistical properties of the foreground are different form
the true signal. Sophisticated mathematical methods have been de-
veloped (Liu & Tegmark 2011; Switzer et al. 2013; Chapman et al.
2013; Wolz et al. 2014; Shaw et al. 2014; Alonso et al. 2015;
Zhang et al. 2016). The intensity mapping experiment with the
Green Bank Telescope (GBT) (Switzer et al. (2013)) have shown
that the foregrounds can indeed be suppressed significantly, though
at present a positive detection of 21cm auto-power spectrum is yet
to be achieved. Here we assume that after a successful foreground
subtraction, the contamination can be reduced to the thermal noise
level (Bigot-Sazy et al. 2015).
To test the foreground contamination on the FAST IM survey,
we made a simple test of foreground removal in our simulation.
We produce the foreground with the global sky model (GSM) (de
Oliveira-Costa et al. 2008; Zheng et al. 2017) and add to our noise-
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Figure 21. The relative differences of the original no foreground noise-filled
power spectra Pnf and the one obtained with foreground and its removal Pfr
at different redshifts and integration time.
filled data cube. Then using a third order polynomial fitting in
log-log (fitting logT as a function of logµ), we find the foreground
can be removed very effectively. The residue difference between
the power spectrum of the original noise-filled cube (but no fore-
ground) and the one obtained by adding foreground in the cube and
remove it with the polynomial fit are shown in Fig. 21 with different
integration times per beam. The power spectra of the foreground
removed cube is nearly the same as those from the original map
without foreground, the differences is at about 1 percent level at k
≈ 0.1 h/Mpc. The differences at larger scales (smaller k) is larger,
because a few large scale modes (modes with small k‖) are removed
by the foreground removal methods, in principle such large scale
modes can be reconstructed via cosmic tidal reconstruction (Zhu
et al. 2018). Using the foreground removed cube, we obtain the
same constraints on the cosmological parameters in high accuracy.
The simulation of the foreground and its removal presented
above may be too simplified. In reality, the foreground is convolved
with the response of the telescope, for which we only have an imper-
fect knowledge which must itself be determined from observation,
and the foreground is also convolved with irregularities in the beam
and bandpass, polarization leakage, the 1/ f noise and variations
of the system gain, etc., making it much harder to remove. So the
actual impact of the foreground could be higher than this simple es-
timate. Obviously, the difficulty of the foreground removal depends
on the design of the telescope. The stability, regularity and dynamic
range all affects the induced foreground contamination. A detailed
study of foreground subtraction requires a realistic assessment of
FAST telescope response, which could only be obtained with ac-
tual observational data. This is beyond the scope of the present
paper. However, the high sensitivity of the FAST is advantageous
for foreground subtraction.
6 SUMMARY
In this paper, we make a detailed study of large area drift scan HI
surveywith the FAST telescope.We considered using the existing L-
band 19 beam receiver, the single feed wide band receiver for lower
frequency (UHF), and also contemplated using a future UHF-band
PAF receiver. We simulated observation of HI galaxies, the number
density of the detectableHI galaxies decreases rapidly as the redshift
increases, and also due to the larger beam size and smaller galaxy
size at higher redshifts, the mean number of galaxies within each
voxel whichwe called confusion rate also increases. For the detected
galaxies, there are also measurement errors in both the direction of
the line of sight and the direction perpendicular to it. We estimated
such errors, but found that the main source of HI galaxy power
spectrum error still comes from the shot noise on small scales and
cosmic variance on large scales.We also considered the HI intensity
mapping observation.
The precision of the power spectrum measurement are fore-
casted using Fisher matrix for large survey areas, and we also make
mock observations for both galaxy survey and intensity mapping
survey using simulation. With intensity mapping the power spec-
trum can be measured with high precision. We find that the FAST
can effectively detect the individual galaxy till z ≈ 0.2, 0.25, 0.3
and 0.35 or map the large-scale structure with intensity mapping till
z ≈ 0.35, 0.55, 0.75 and 1.05 respectively, if we assume 48s, 96s,
192s and 384s integration time per beam. Generally the HI intensity
mapping observations can yield much more precise measurement,
though the HI galaxy survey can also achieve nearly optimal mea-
surement at lower redshifts, with z . 0.13, 0.16, 0.19 and 0.23 for
surveys with 48s, 96s, 192s and 384s integration time per L-band
beam.
We find that the FAST HI intensity mapping survey can pro-
duce a good measurement of the underlying power spectrum, and
use theBAOmethod tomeasure the dark energy equation of state pa-
rameters. Such a measurement with a radio tracer is complementary
to the optical BAO measurements, and reduce possible systematic
errors. We also made a study of the impact of foregrounds on the
measurement by simulation, and found that it does not significantly
affect the results, at least under the simplified conditions assumed
in the study.
With existing receivers the achievable precision is moderate,
as it is largely limited to z < 0.35, for higher redshifts the wide-
band single feed would take too long time to complete the survey.
However, if equipped with a UHF-band multi-beam receiver, higher
redshifts can be observed more efficiently. We considered the case
of a UHF-band PAF receiver with frequency coverage of 0.5 ∼
1.0 GHz, and found that the resulting survey may yield dark energy
figure of merit up to 102, comparable with the DETF stage IV
results. This shows that a state-of-the-art PAF multi-beam receiver
would be a very valuable addition to the FAST telescope.
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