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On Isodual Cyclic Codes over Finite Chain Rings
Aicha Batoul, Kenza Guenda, T. Aaron Gulliver and Nuh Aydin∗
Abstract
In this paper, cyclic isodual codes over finite chain rings are investigated. These
codes are monomially equivalent to their duals. Existence results for cyclic isodual
codes are given based on the generator polynomials, the field characteristic, and the
length. Several constructions of isodual and self-dual codes are also presented.
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1 Introduction
A code which is equivalent to its dual is called an isodual code. Here we only consider
monomial equivalence, which is the most important. For some parameters, one can prove
that there are no cyclic self-dual codes over finite chain rings [2, 5], whereas isodual codes
can exist. Isodual codes are important because they are related to lattices. Recently, isodual
cyclic codes over finite fields were constructed from duadic codes [4]. The purpose of this
paper is to extend the concept of duadic codes to finite chain rings and to extend the
construction of isodual codes in [4] to finite chain rings. Note that duadic codes over Z4
were presented by Langevin et al. [10], over F2 + uF2 by Ling et al. [12], and over Z2k by
Bachoc et al. [1].
The remainder of this paper is organized as follows. Section 2 provides some preliminary
results. In Section 3, the structure of cyclic codes of length 2am over finite chain rings is
presented. Section 4 gives conditions on the existence of isodual cyclic codes over finite
chain rings, and several constructions are presented. Some constructions of isodual cyclic
codes over finite chain rings are provided in Section 5 using the lifts of duadic codes over
the residue field.
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2 Preliminaries
In this section, we summarize some necessary results from [6,9,11]. A finite chain ring R is
a finite commutative ring with identity 1 6= 0 and maximal principal ideal generated by a
nilpotent element γ ∈ R. The residue field of R is R
〈γ〉
which is denoted by K.
The natural surjective ring morphism (−) is given by
− : R −→ K
a 7−→ a = a mod γ.
(1)
A code C of length n is called a linear code over a finite chain ring R if it is a submodule
of Rn. Here, all codes are assumed to be linear. A code C is said to be cyclic if
(cn−1, c0, . . . , cn−2) ∈ C whenever (c0, c1, . . . , cn−1) ∈ C.
We attach the standard inner product to Rn
[v, w] =
∑
viwi,
for v = (v0, v1, . . . , vn−1) and w = (w0, w1, . . . , wn−1) ∈ R
n. The dual code C⊥ of C is defined
as
C⊥ = {v ∈ Rn | [v, w] = 0 for all w ∈ C}. (2)
If C ⊆ C⊥, the code is said to be self-orthogonal, and if C = C⊥, the code is self-dual.
In this paper, the notation q =  mod n means that q is a quadratic residue modulo
n. For a prime power q and integer n such that gcd(q, n) = 1, we denote by ordn(q) the
multiplicative order of q modulo n. This is the smallest integer l such that ql ≡ 1 mod n.
Suppose that f(x) = a0 + a1x+ . . .+ arx
r is a polynomial of degree r with f(0) = a0 a
unit in R. Then the monic reciprocal polynomial of f(x) is
f ∗(x) = f(0)−1xrf(x−1) = a−10 (ar + ar−1x+ . . .+ a0x
r).
If a polynomial is equal to its reciprocal, then it is called a self-reciprocal polynomial.
The following lemma is easily deduced.
Lemma 2.1 Let f(x) and g(x) be two polynomials in R[x] with deg f(x) ≥ deg g(x). Then
the following holds.
(i) [f(x)g(x)]∗ = f(x)∗g(x)∗.
(ii) [f(x) + g(x)]∗ = f(x)∗ + xdeg f−deg gg(x)∗.
(iii) If f(x) is monic, then f(x)∗ = f(x)
∗
.
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Now we recall some definitions concerning cyclic codes over a finite field. Let q be a prime
power and let m be a positive odd integer such that (m, q) = 1. Then for 0 ≤ i < m, the
q-cyclotomic coset of i mod m is defined as
Cl(i) = {iql mod m|l ∈ N}.
Let α be a primitive m-th root of unity in an extension field of Fq, and C be a cyclic code
over Fq of lengthm generated by a polynomial f(x). C is uniquely determined by its defining
set T = {0 ≤ i < m | f(αi) = 0}. The defining set of a cyclic code over Fq is the union of
the q-cyclotomic cosets related to its generator polynomial.
The following theorem gives the structure of a cyclic code (not necessarily free) and its
dual over a finite chain ring.
Theorem 2.2 ( [6]) Let R be a finite chain ring with maximal ideal γ and index of nilpo-
tency e. Further, let C be a cyclic code over R[x] of length n such that (n, p) = 1, where p is
the characteristic of R. Then there exists a unique family of pairwise coprime polynomials
Fi, 0 ≤ i ≤ e in R[x] such that F0 . . . Fe = x
n − 1,
C = 〈Fˆ1, γFˆ2, . . . , γ
e−1Fˆe〉 and C
⊥ = 〈Fˆ ∗0 , γFˆ
∗
e , . . . , γ
e−1Fˆ ∗2 〉,
where Fˆj =
xn−1
Fj
for 0 < j ≤ e. Moreover, we have that the ring R[x]/(xn−1) is a principal
ideal ring.
2.1 Isometries and Monomial Maps
Let R∗ = R \ 〈γ〉. A monomial transformation over Rn is an R-linear homomorphism τ
such that there exist units λ1, . . . , λn in R
∗, and a permutation σ ∈ Sn such that for all
(x1, x2, . . . , xn) ∈ R
n, we have τ(x1, . . . , xn) = (λ1xσ(1), λ2xσ(2), . . . , λnxσ(n)). Two linear
codes C and C ′ of length n are called monomially equivalent if there exists a monomial
transformation over Rn such that τ(C) = C ′. A weight on a code C over a finite chain ring
is called homogeneous if it satisfies the following conditions:
(i) ∀x ∈ C, ∀u ∈ R∗ : w(x) = w(ux), and
(ii) there exists a constant ξ = ξ(w) ∈ R such that∑
x∈U
w(x) = ξ|U |,
where U is any subcode of C.
A linear morphism f : R 7−→ R is called a homogeneous isometry if it is a linear homomor-
phism which preserves the homogeneous weight.
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Lemma 2.3 ( [7]) Let R be a finite chain ring, C a linear code over R, and φ : C 7−→ Rn
an embedding. Then the following are equivalent:
(i) φ is a homogeneous isometry, and
(ii) C and φ(C) are monomially equivalent.
Here whenever two codes are said to be equivalent it is meant that they are monomially
equivalent.
The function µa defined on Zn = {0, 1, . . . , n− 1} by µa(i) ≡ ia mod n is a permutation
of the coordinate positions {0, 1, 2, . . . , n−1} and is called a multiplier. Multipliers can also
act on polynomials in R[x] and this gives the following ring automorphism
µa : R[x]/(x
n − 1) −→ R[x]/(xn − 1)
f(x) 7→ µa(f(x)) = f(x
a).
(3)
2.2 Galois Extensions of Finite Chain Rings
A cyclic code over a finite field can be defined by its defining set, i.e. the set of roots of its
generator polynomial. In this section, this definition is extended to cyclic codes over finite
chain rings. This shows that in some cases we can know the Hensel lift of a polynomial. In
general this is not always possible, since Hensel’s lemma only gives the existence of a lift
polynomial. Let R be a finite chain ring with residue field Fq where Fqs is the splitting field
of xn − 1 over Fq with s = ordn(q). Further, let f(x) ∈ Fq[x] be a primitive polynomial
of degree s. Then since (qs − 1, q) = 1, there exists a unique basic irreducible polynomial
g(x) ∈ R[x] such that g(x) = f(x).
Consider the Galois extension of R denoted by S ≃ R[x]
(g(x))
. Since g is irreducible and
square free, S is separable and local. Then from [8, Theorem 4.2], S has a primitive element
ξ which is a root of g(x) such that ξ = α is a root of f(x) in Fqs. The map
σ : S −→ S
ξ 7→ σ(ξ) = ξq,
(4)
is a generator of GR(S), the Galois group of S over R, which is isomorphic to GFq(Fqs), the
Galois group of Fqs over Fq. As GFq(Fqs) is a cyclic group, the elements of R are fixed by
σ and all its powers. Further, since β = ξ
qs−1
n ∈ S, the Galois extension S of R contains a
primitive n-th root of unity. In addition, β = α is a primitive n-th root of unity in Fqs
Lemma 2.4 With the above assumptions, let p(x) = Πi∈T (x− α
i) be a monic divisor of
xn− 1 in Fq[x], where T is the defining set of the cyclic code 〈p(x)〉. Then there is a unique
monic factor q(x) of xn − 1 in R[x] such that q(x) = Πi∈T (x− β
i), and q(x) = p(x).
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Proof. Let q(x) be the unique monic Hensel lift of p(x) which is a divisor of xn − 1 in
Fq[x], and define
q˜(x) = Πi∈T (x− β
i), i ∈ Zn.
From (4) we have that σ(q˜(x)) = q˜(x), so q˜(x) has coefficients from R. Further q˜(x) =
Πi∈T (x− βi) = Πi∈T (x− α
i) = p(x) = q(x) and since q(x) is unique, we have that
q(x) = Πi∈T (x− β
i).

3 Cyclic Codes of Length 2am over R
Let R be a finite chain ring with residue field Fq such that q is an odd prime power, and
m be an odd integer such that (m, q) = 1. In the following we give the structure of cyclic
codes of length 2am where a ≥ 1 is an integer and R∗ contain a primitive 2a-th root of the
unity.
We begin with the following lemma.
Lemma 3.1 Let R be a finite chain ring with residue field Fq where q is an odd prime power
q = pr, a ≥ 1 an integer. Then there exists a primitive 2a-th root of unity α in R∗ if and
only if q ≡ 1 mod 2a. Further, x2
a
− 1 =
∏2a
k=1(x− α
k) in R[x].
Proof. Since q is an odd prime power, by [3, Proposition 4.2], there exists a primitive
2a-th root of unity in R∗ if and only if there exists a primitive 2a-th root of unity in Fq. If
there exists a primitive 2a-th root of unity α in F∗q, then α
2a = 1, so that 2a divides q − 1.
Conversely, if 2a divides q− 1 then there exists an integer k such that q = k2a + 1. If α is a
primitive element of F∗q, then 1 = α
q−1 = (αk)2
a
and ord(αk) = ord(α)
(k,ord(α))
= q−1
(k,q−1)
= k2
a
(k,k2a)
=
2a.
Let α be a primitive 2a-th root of the unity in R∗. Since (2a, q) = 1, it must be that α is
a primitive 2a-th root of unity in F∗q so that x
2a −1 =
∏2a
k=1(x−α
k) in Fq[x]. By Lemma 2.4
there is a one-to-one correspondence between the set of basic irreducible polynomial divi-
sors of x2
a
− 1 in R[x] and the set of irreducible divisors of x2a − 1 in Fq[x]. If x2
a
− 1 =∏2a
k=1(x−ak), then (x− ak) = (x−ak) = (x−(α)
k). Since (x− αk) = (x−αk) = (x−(α)k),
from the unique decomposition of x2
a
− 1 in R[x], the result follows. 
Lemma 3.2
(i) If there exists a primitive 2a-th root of unity α in R∗, then α2
i
is a primitive 2a−i-th
root of unity in R∗ for all i ≤ a.
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(ii) Let α be a primitive 2a-th root of unity in R∗. Then αm is also a primitive 2a-th root
of unity in R∗.
(iii) If a ≥ 2, then
∏2a
k=1 α
k = 1.
Proof. By [3, Proposition 4.2], there exists a primitive 2a-th root of the unity in R∗ if and
only if there exists a primitive 2a-th root of unity in Fq. Now using [4, Lemma 3.2] we have
the following.
For part (i), for i, i ≤ a, in the cyclic group F∗q , we have ord(α
2i) = ord(α)
(2i,ord(α))
= 2
a
(2i,2a)
=
2a
2i
= 2a−i.
For part (ii), since (2a, m) = 1, then ord(αm)= ord((α)m) = ord(α)
(m,ord(α))
= 2
a
(m,2a)
= 2a.
For part (iii), since (x2
a
− 1) =
2a∏
k=1
(x− αk), then
2a∏
k=1
αk = (−1)2
a−1
. 
The next lemma can easily be obtained from Lemma 2.4.
Lemma 3.3 Let R be a finite chain ring with residue field Fq = Fpt and m be an integer
such that (p,m) = 1. Then there exist unique monic basic irreducible pairwise coprime
factors gi(x), i ∈ {1, 2, . . . , r}, of x
m − 1 in R[x] such that
xm − 1 = (x− 1)
r∏
i=1
gi(x). (5)
3.1 Free Cyclic Codes of Length 2am over R
Before giving the structure of free cyclic codes of length 2am over R, we give the following
proposition.
Proposition 3.4 Let R be a finite chain ring with residue field Fq, q = pt be an odd prime
power, and n = 2am a positive integer such that m is an odd integer, a ≥ 1 and (m, p) = 1.
If R∗ contains a primitive 2a-root of unity and x− 1, gi(x), 1 ≤ i ≤ r, are the monic basic
irreducible pairwise coprime factors of xm − 1 in R[x], then
x2
am − 1 = (x2
a
− 1)
r∏
i=1
gi(α
−kx).
Proof. Assume that xm−1 = (x−1)
∏r
i=1 gi(x) (so that g0(x) = (x−1)). Since (m, p) = 1,
by [9, Theorem 4.3] and Lemma 3.3 this is the unique factorization of xm − 1 into monic
basic irreducible pairwise coprime polynomials over R. Let α ∈ R∗ be a primitive 2a-th root
of unity and let 1 ≤ k ≤ 2a. Then
(α−kx)m − 1 = (α−kx− 1)
∏r
i=1 gi(α
−kx)
(α−k)m(xm − (αk)m) = α−k(x− αk)
∏r
i=1 gi(α
−kx)
(xm − αkm) = αk(m−1)(x− αk)
∏r
i=1 gi(α
−kx)
(xm − (αm)k) = αk(m−1)(x− αk)
∏r
i=1 gi(α
−kx),
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and by Lemma 3.1 αm is also a primitive 2a-th root of unity in R∗. We have that∏2a
k=1(x
m − (αm)k) =
∏2a
k=1 α
k(m−1)(x− αk)
∏r
i=1 gi(α
−kx)
=
∏2a
k=1 α
k(m−1)
∏2a
k=1(x− α
k)
∏2a
k=1
∏r
i=1 gi(α
−kx)
=
∏2a
k=1
αkm
αk
∏2a
k=1(x− α
k)
∏2a
k=1
∏r
i=1 gi(α
−kx)
= (x2
a
− 1)
∏2a
k=1
∏r
i=1 gi(α
−kx).
Since (x2
am − 1) = ((xm)2
a
− (αm)2
a
) =
∏2a
k=1(x
m − αkm), the result follows. 
We now give the structure of free cyclic codes of length 2am over R.
Corollary 3.5 If R∗ contains a primitive 2a-root of unity α and (x − 1), gi(x), 1 ≤ i ≤ r,
are the monic basic irreducible factors of xm − 1 in R[x], then a free cyclic code C of length
n = 2am is generated by
∏2a
k=1((x− α
k)lk
∏r
i=1 g
ji
i (α
−kx)) with 1 ≤ lk, ji ≤ p
s.
Proof. By [9, Theorem 4.16], any free cyclic code of length 2am is generated by a divisor
of x2
am − 1, and by Proposition 3.4 we have that
(x2
am − 1) =
2a∏
k=1
((x− αk)
r∏
i=1
gi(α
−kx)),
and the result follows. 
Next, the structure of cyclic codes (not necessarily free) of length 2am over R are exam-
ined.
Theorem 3.6 Let R be a finite chain ring with residue field Fq = Fpt such that q ≡ 1 mod
2a, with a ≥ 1 and m an odd integer. Further, let C be a code of length 2am over R. Then
C is a cyclic code of length 2am over R if and only if C ≃
⊕
1≤i≤2a Ci, where Ci is a cyclic
code of length m over R.
Proof. Since q ≡ 1 mod 2a, by Lemma 3.1 there exists a primitive 2a-th root of unity
α ∈ R∗ such that α2
a
= 1. By Lemma 3.1, αm is also a primitive 2a-th root of unity in R∗
(note that m is odd), and thus
(x2
am − 1) =
2a∏
i=1
(xm − (αm)i).
Since (2am, p) = 1, there are no repeated roots so the polynomials (xm−αi),i ∈ {1, . . . , 2a}
are coprime. Then by the Chinese Remainder Theorem we have the following ring isomor-
phism
R[x]
(x2am − 1)
≃
2a∏
i=1
R[x]
(xm − (αi)m)
.
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From [3, Theorem 4.3], R[x]
(xm−αi)
≃ R[x]
(xm−1)
, ∀i ∈ {1, . . . , 2a}, so then
R[x]
(x2am − 1)
≃
2a∏
i=1
R[x]
(xm − 1)
.
Thus, any ideal I of R[x]
(x2am−1)
is equivalent to a direct sum of 2a ideals Ii of
R[x]
(xm−1)
. Therefore,
a cyclic code over R is a direct sum of 2a cyclic codes of length m over R. 
4 The Existence of Cyclic Isodual Codes over Finite
Chain Rings
In this section, conditions are given on the existence of cyclic isodual codes over finite chain
rings. Explicit constructions of monomial isodual cyclic free codes for odd characteristics
are also provided. We begin with the following result.
Theorem 4.1 Let C be a cyclic code of length n over R generated by the polynomial g(x),
and λ a unit in R such that λn = 1. Then the following holds.
(i) If C is free, then C is equivalent to the cyclic code generated by g∗(x).
(ii) C is equivalent to the cyclic code generated by g(λx).
Proof. Let a = −1 so that (−1, n) = 1. Then the multiplier
µ−1 : R[x]/〈x
n − 1〉 −→ R[x]/〈xn − 1〉
f(x) 7→ µ−1(f(x)) = f(x
−1),
(6)
is a ring automorphism. Furthermore, µ−1 is a weight preserving linear transformation for
codes over finite chain rings. If c(x) = c0 + c1x + c2x
2 + . . . + ckx
k ∈ C, then µ−1(c(x)) =
c(x−1) = xn−k(ck+ ck−1x+ ck−2x
2+ . . .+ c0x
k). This shows that the multiplier µ−1 is weight
preserving, so from Lemma 2.3 C and µ−1(C) are monomially equivalent codes. Let g(x)
and g′(x) be the generator polynomials of C and µ−1(C), respectively. Since µ−1 is a ring
automorphism, C and µ−1(C) have the same dimension, so the polynomials g(x) and g
′(x)
have the same degree.
From the definition of the reciprocal polynomial of g(x), g∗(x) ∈ µ−1(C) so that g
′(x)
divides g∗(x). For g(0) ∈ R∗, g∗(x) and g(x) have the same degree so that g∗(x) and g′(x)
also have the same degree, and thus generate the same cyclic code. Therefore, the free cyclic
code generated by g(x) is equivalent to the cyclic code generated by g∗(x).
Suppose there exists λ ∈ R∗ such that λn = 1 and let
φ: R[x]
(xn−1)
−→ R[x]
(xn−1)
f(x) 7−→ φ(f(x)) = f(λx).
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For polynomials f(x), g(x) ∈ R[x] we have that f(x) ≡ g(x) mod (xn − 1) if and only if
there exists a polynomial h(x) ∈ R[x] such that
f(x)− g(x) = h(x) (xn − 1).
Thus it must be that
f(λx)− g(λx) = h(λx)[(λx)n − 1]
= h(λx)[(λ)nxn − 1]
= h(λx)[xn − 1],
which is true if and only if f(λx) ≡ g(λx) mod (xn−1). Thus for f(x), g(x) ∈ R[x]/(xn−1)
φ(f(x)) = φ(g(x)),
if and only if
g(x) = f(x),
where φ is well defined and one-to-one. It is obvious that φ is onto, and it is easy to
verify that φ is a ring homomorphism, so φ is a ring isomorphism. If C = 〈g(x)〉, then
φ(C) = 〈g(λx)〉. Furthermore, φ is a weight preserving linear transformation for codes over
finite chain rings. Let c(x) = c0 + c1x + c2x
2 + . . . + ckx
k ∈ C. Since ci = 0 ⇔ λ
ici = 0
(λi 6= 0), we have that φ(c(x)) = c0 + λc1x + λ
2c2x
2 + . . . + λkckx
k. Then the Hamming
weights wt(c(x)) and wt(φ(c(x))) are equal, so from Lemma 2.3 C and φ(C) are monomially
equivalent codes. 
Theorem 4.2 Let R be a finite chain ring with residue field Fq, q an odd prime power such
that q ≡ 1 mod 2a, a a positive integer, m an odd integer, and f(x) a polynomial such that
xm − 1 = (x− 1)f(x). Then the free cyclic codes of length 2am generated by
(x2
a−1
− 1)
2a−1−1∏
k=0
f(α−2k−1x),
and
(x2
a−1
+ 1)
2a−1∏
k=1
f(α−2kx),
are isodual codes of length 2am.
Proof. By Lemma 3.1, if q ≡ 1 mod 2a, there exists a primitive 2a-th root of unity α ∈ R∗
such that α2
a
= 1. Suppose that xm − 1 = (x− 1)f(x), then
(x2
am − 1) = (x2
a
− 1)
2a∏
k=1
f(α−kx).
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Further, we have (x2
a
− 1) = (x2
a−1
− 1)(x2
a−1
+ 1), so that
(x2
am − 1) = (x2
a−1
− 1)(x2
a−1
+ 1)
2a∏
k=1
f(α−kx)
(x2
am − 1) = (x2
a−1
− 1)(x2
a−1
+ 1)
2a−1∏
k=1
f(α−2kx)
2a−1−1∏
k=0
f(α−2k−1x).
Let
g(x) = (x2
a−1
− 1)
2a−1−1∏
k=0
f(α−2k−1x),
so that
h(x) = (x2
a−1
+ 1)
2a−1∏
k=1
f(α−2kx),
and h∗(x) = g∗(αx). By Theorem 4.1(i), C is equivalent to the cyclic code generated by
g∗(x), and by Theorem 4.1(ii), the cyclic code generated by g∗(x) is equivalent to the cyclic
code generated by g∗(αx) = h∗(x). As the latter code is C⊥, C is isodual, so then the cyclic
code generated by g(x) is isodual. The same result is obtained for
g(x) = (x2
a−1
+ 1)
2a−1∏
k=1
f(α−2kx).

Example 4.3 Let R = Z9, a = 1 and m = 5 so that n = 10. The polynomial f(x) in
Theorem 4.2 is f(x) = x4 + x3 + x2 + x+ 1. The polynomials
g1(x) = x
5 + 7x4 + 2x3 + 7x2 + 2x+ 8,
and
g2(x) = x
5 + 2x4 + 2x3 + 2x2 + 2x+ 1,
generate isodual codes with minimum Hamming weight 4.
Theorem 4.4 Let R be a finite chain ring with residue field Fq, q an odd prime power such
that q ≡ 1 mod 2a with a ≥ 1 an integer, m an odd integer, and g1(x), g2(x) polynomials in
R[x] such that xm− 1 = (x− 1)g1(x)g2(x). The free cyclic codes of length 2
am generated by
(x2
a−1
− 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x),
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and
(x2
a−1
+ 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x),
i, j ∈ {1, 2}, i 6= j, are isodual codes of length 2am over R where α ∈ R∗ is a primitive 2a-th
root of unity.
Proof. By Lemma 3.1, since q ≡ 1 mod 2a, there exists a primitive 2a-th root of unity
α ∈ R∗ such that α2
a
= 1. Suppose that xm − 1 = (x− 1)g1(x)g2(x), then
(x2
am − 1) = (x2
a
− 1)
2a∏
k=1
g1(α
−kx)g2(α
−kx).
Since (x2
a
− 1) = (x2
a−1
− 1)(x2
a−1
+ 1), we have
(x2
am − 1) = (x2
a−1
− 1)(x2
a−1
+ 1)
2a∏
k=1
g1(α
−kx)g2(α
−kx),
= (x2
a−1
− 1)(x2
a−1
+ 1)
2a−1∏
k=1
g1(α
−2kx)g2(α
−2kx)
2a−1−1∏
k=0
g1(α
−2k−1x)g2(α
−2k−1x).
Let
g(x) = (x2
a−1
− 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x), i 6= j,
then the free cyclic code generated by g(x) is isodual. We also have
h(x) = (x2
a−1
+ 1)
2a−1−1∏
k=0
gi(α
−2k−1x)
2a−1∏
k=1
gj(α
−2kx),
and h∗(x) = g∗(αx) from Theorem 4.1, so the cyclic code 〈g(x)〉 is isodual. The same result
is obtained for
g(x) = (x2
a−1
+ 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x), i 6= j.

Example 4.5 Let R = Z9, a = 1, m = 11, so that n = 22. The factorization of x11−1 over
Z9 contains the polynomials g1 = x5+3x4+8x3+x2+2x+8 and g2 = x5+7x4+8x3+x2+6x+8.
There are four possible isodual codes of length 22. Two of these codes are given by the
generator polynomials
g1(x) = 8x
11 + 5x10 + x9 + 5x7 + 4x6 + 3x5 + 6x4 + 8x3 + 6x+ 8,
11
and
g2(x) = 8x
11 + 3x10 + x8 + 6x7 + 6x6 + 4x5 + 4x4 + 8x2 + 5x+ 1.
The minimum Hamming weight of these codes is 7.
Remark 4.6 If
g(x) = (x2
a−1
− 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1∏
k=1
gj(α
−2kx), i 6= j,
then g(x) = (x2
a−1m − 1) = (x
n
2 − 1), and the free cyclic code generated by g(x) is isodual.
5 Isodual Cyclic Codes over Finite Chain Rings from
Duadic Codes
The previous section gave conditions on the existence of isodual cyclic codes over finite chain
rings and constructions for these codes. However, a more straightforward means of finding
these codes is desirable. Note that isodual codes cannot be duadic since their length is even.
We next recall some results regarding duadic codes which will be used in this section.
Let S1 and S2 be unions of cyclotomic cosets modulo m such that S1∩S2 = ∅, S1∪S2 =
Zm \ {0}, and µaSi mod n = S(i+1) mod 2. Then the triple µa, S1, S2 is called a splitting
modulo m. The odd-like duadic codes D1 and D2 are the cyclic codes over Fq with defining
sets S1 and S2 and generator polynomials f1(x) = Πi∈S1(x− α
i) and f2(x) = Πi∈S2(x− α
i),
respectively. The even-like duadic codes C1 and C2 are the cyclic codes over Fq with defining
sets {0} ∪ S1 and {0} ∪ S2, respectively.
5.1 Lifts of Duadic Codes over Finite Chain Rings
In this section R is a finite chain ring with maximal ideal 〈γ〉, nilpotency index e, and residue
field Fq, q = pt.
Lemma 5.1 Let n be an odd integer such that (p, n) = 1 and q ≡  mod n. Then there
exists a pair of monic factors of xn − 1 in R[x], gi(x), i ∈ {1, 2}, such that
xn − 1 = (x− 1)g1(x)g2(x).
Proof. Let n be an odd integer such that (p, n) = 1 and q ≡  mod n. Then there exists
a pair of odd-like duadic codes over Fq generated by f1(x) and f2(x), respectively, with
xn − 1 = (x− 1)f1(x)f2(x) over Fq. Since x− 1, f1(x) and f2(x) are monic coprime factors
of xn − 1 over Fq, the result follows from Lemma 3.1 
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Let n be an odd integer such that (p, n) = 1 and q ≡  mod n. Let gi, i ∈ {1, 2}, be the
lifted polynomials of fi, where the fi are generator polynomials of the duadic codes over Fq.
The following definition gives the corresponding cyclic codes over R.
Definition 5.2 The free cyclic codes over R are
D′1 = 〈g1(x)〉, D
′
2 = 〈g2(x)〉, C
′
1 = 〈(x− 1)g1(x)〉, and C
′
2 = 〈(x− 1)g2(x)〉, (7)
and if e is even, the non free cyclic codes over R are
E1 = 〈(x− 1)g1(x), γ
e
2 g1(x)g2(x)〉, and E2 = 〈(x− 1)g2(x), γ
e
2g1(x)g2(x)〉. (8)
In the following we give some properties of the duadic codes in Definition 5.2.
Proposition 5.3 Let D′i, and C
′
i i ∈ {1, 2} be the codes given in Definition 5.2. Then we
have the following.
(i) If the splitting is given by µ−1, then D
′⊥
1 = C
′
1 and D
′⊥
2 = C
′
2.
(ii) If the splitting is not given by µ−1, then D
′⊥
1 = C
′
2 and D
′⊥
2 = C
′
1.
Proof. If g(x) is a generator polynomial of a free cyclic code C of length n over R, then
the dual code C⊥ of C is the free cyclic code whose generator polynomial is h∗(x), where
h∗(x) is the monic reciprocal polynomial of h(x) = (xn − 1)/g(x). Then the result follows
from Lemma 2.1 and [4, Lemma 5.1]. 
Proposition 5.4 The codes D′1 = 〈g1(x)〉 and D
′
2 = 〈g2(x)〉 in Definition 5.2 are equivalent
cyclic codes over R.
Proof. Since (n, q) = 1, µa : R[x]/(x
n − 1) −→ R[x]/(xn − 1) defined by µa(f(x)) = f(x
a)
is a ring automorphism that preserves the weight. Let f1(x) = Πi∈S1(x − α
i) where α is a
primitive n-th root of unity in Fq. By Lemma 2.4, there exists β ∈ S, where S is a Galois ex-
tension of R such that β = α and g1(x) = Πi∈S1(x−β
i). Then µa(g1(x)) = Πi∈S1(x−β
ai) =
ǫΠj∈S2(x− β
j) where ǫ is a unit in R since the splitting is given by µa. Thus from Lemma
2.3, D′1 and D
′
2 are monomially equivalent cyclic codes over R. 
Lemma 5.5 Let G be a generator matrix of C ′1 (resp. C
′
2). Then the following hold.
(i) (
1 1 . . . 1
G
)
, (9)
is a generator matrix of D′1 (resp. D
′
2).
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(ii) (
G
γ
e
2 γ
e
2 . . . γ
e
2
)
, (10)
is a generator matrix of E1 (resp. E2).
Proof. For part (i), we know that D′1 and C
′
1 are cyclic codes of length n over R with
generator polynomials g1(x) and (x − 1)g1(x), respectively. Since (x − 1), g1(x) and g2(x)
are pairwise coprime over R, there are polynomials a(x) and b(x) in R[x] such that
a(x)g2(x)g1(x) + b(x)(x− 1)g1(x) = g1(x).
Therefore
a(x)(xn−1 + xn−2 + . . .+ x+ 1) + b(x)(x − 1)g1(x) = g1(x),
so (9) is a generator matrix of D′1. A similar result holds for D
′
2 with G a generator matrix
of C ′2.
For part (ii), we first prove that 〈γ
e
2 〉 * C ′1, where C
′
1 is the cyclic code of length n
generated by (x−1)g1(x) over R. The codeword γ
e
2 (1n) can be expressed as the polynomial
γ
e
2 +γ
e
2x+γ
e
2x2+ . . .+γ
e
2xn−1. Substituting x = 1 into this polynomial, we obtain nγ
e
2 6= 0
since the characteristic of R is prime to n. Therefore γ
e
2 +γ
e
2x+γ
e
2x2+ . . .+γ
e
2xn−1 is not a
multiple of x− 1, so that 〈γ
e
2 〉 * C ′1. It follows that E1 has generator matrix (10), where G
is a generator matrix of C ′1. A similar result holds for E2 with G a generator matrix of C
′
2. 
Remark 5.6 Since D′1 and D
′
2 are monomially equivalent codes, from Proposition 5.4, E1
and E2 are also monomially equivalent cyclic codes.
Theorem 5.7 With the previous notation the following hold.
(i) If the splitting is given by µ−1, then E1 and E2 are self-dual.
(ii) If the splitting is left invariant by µ−1, then E1 and E2 are isodual cyclic codes over
R.
Proof. Let fi, i ∈ {1, 2}, be the generator polynomials of the odd-like duadic codes over
Fq of length n. Then we have xn− 1 = (x− 1)f1(x)f2(x) over Fq. If the splitting is given by
µ−1 then f
∗
1 (x) = ǫf2(x) and f
∗
2 (x) = ǫf1(x). Hence by Lemma 2.1 their lifts have the same
properties so that
g∗1(x) = αg2(x) and g
∗
2(x) = αg1(x),
with α a unit in R such that α = ǫ. Then for
E1 = 〈(x− 1)g1(x), γ
e
2 g1(x)g2(x)〉,
14
by Theorem 2.2 we have that
E⊥1 = 〈(x− 1)
∗g∗2(x), γ
e
2 g∗1(x)g
∗
2(x)〉 = 〈(x− 1)g1(x), γ
e
2g1(x)g2(x)〉,
so E1 is self-dual. A similar result holds for E2.
If the splitting is not given by µ−1, then f
∗
1 (x) = ǫf1(x) and f
∗
2 (x) = ǫf2(x). Hence
by Lemma 2.1 their lifts have the same properties, so that g∗1(x) = αg1(x) and g
∗
2(x) =
βg2(x), where α and β are units in R. Then for
E1 = 〈(x− 1)g1(x), γ
e
2 g1(x)g2(x)〉,
by Theorem 2.2 we have that
E⊥1 = 〈(x− 1)
∗g⋆2(x), γ
e
2 g∗1(x)g
∗
2(x)〉 = 〈(x− 1)g2(x), γ
e
2 g1(x)g2(x)〉 = E2,
so E1 and E2 are duals of each other over R. Since they are monomially equivalent, they
are isodual cyclic codes over R. 
Example 5.8 For n = 11 ≡ −1 mod 4 and q = 3 ≡  mod 11, there exists a pair of odd-
like duadic codes over F3 generated by f1(x) and f2(x), respectively. Let g1(x) and g2(x) be
the corresponding Hensel lifts over Z9. We have the factorization
x11 − 1 = (x− 1)(x5 + 3x4 + 8x3 + x2 + 2x− 1)(x5 − 2x4 − x3 + x2 − 3x− 1),
over Z9, so for g1(x) = x5 + 3x4 + 8x3 + x2 + 2x − 1 we have g∗1(x) = −(x
5 − 2x4 − x3 +
x2 − 3x− 1) = −g2(x). Therefore
C = 〈(x− 1)gi(x), 3gi(x)g
∗
j (x)〉
is a self-dual code.
Example 5.9 For n = 31 ≡ −1 mod 4 and q = 2 ≡  mod 31, there exists a pair of odd-
like duadic codes over F2 generated by f1(x) and f2(x), respectively. Let g1(x) and g2(x) be
the corresponding Hensel lifts over Z4. We have the factorization
x31 − 1 = (x− 1)(x5 + 3x2 + 2x+ 3)(x5 + 2x4 + 3x3 + x2 + 3x+ 3)
(x5 + 3x4 + x2 + 3x+ 3)(x5 + 2x4 + x3 + 3)
(x5 + x4 + 3x3 + x+ 3)(x5 + x4 + 3x3 + x2 + 2x+ 3),
over Z4, so for g1(x) = (x5+3x2+2x+3)(x5+2x4+3x3+x2+3x+3)(x5+3x4+x2+3x+3) we
have g∗1(x) = −(x
5+2x4+x3+3)(x5+x4+3x3+x+3)(x5+x4+3x3+x2+2x+3) = −g2(x).
Therefore
C = 〈(x− 1)gi(x), 2gi(x)g
∗
j (x)〉,
is a self-dual code.
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5.2 Construction of Free Isodual Cyclic Codes over Finite Chain
Rings using Lifts of Duadic Codes
Let n be an integer such that (n, q) = 1 so R[x]/(xn − 1) is a principal ideal ring. The free
cyclic codes over R are generated by factors of xn − 1 [9], so from Theorems 4.1 and 4.2 we
obtain the following theorem.
Theorem 5.10 Let R be a finite chain ring with residue field Fq, and suppose there exists
a pair of odd-like duadic codes Di = 〈fi(x)〉, i = 1, 2, of length m. Further, let gi(x) ∈ R[x]
be the Hensel lift of fi(x) ∈ Fq[x]. We then have the following.
(i) The cyclic codes Cij and C
′
ij over R generated by
(x2
a−1
− 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x),
and
(x2
a−1
+ 1)
2a−1∏
k=1
gi(α
−2kx)
2a−1−1∏
k=0
gj(α
−2k−1x),
i, j ∈ {1, 2}, i 6= j, where α ∈ R∗ is a primitive 2a-th root of unity, are isodual codes
of length 2am.
(ii) If the splitting is given by µ−1, then the cyclic codes Ci and C
′
i over R generated by
(x2
a−1
− 1)
2a∏
k=1
gi(α
−kx),
and
(x2
a−1
+ 1)
2a∏
k=1
gi(α
−kx),
respectively, where α ∈ R∗ is a primitive 2a-th root of unity, are isodual codes of length
2am.
(iii) If the splitting is not given by µ−1, then the dual of the cyclic code generated by
(x2
a−1
− 1)
2a∏
k=1
gi(α
−kx),
is equivalent to the cyclic code generated by
(x2
a−1
+ 1)
2a∏
k=1
gj(α
−kx).
16
Proof. For part (i), we use Theorem 4.4. Let Cii = 〈gii(x)〉 = 〈(x
2a−1 − 1)
∏2a
k=1 gi(α
−kx)〉.
If the splitting is given by µ−1 then f
∗
1 (x) = ǫf2(x) and f
∗
2 (x) = ǫf1(x), and by
Lemma 2.1, g∗1(x) = βg2(x) and g
∗
2(x) = αg1(x), so
C⊥ii = 〈h
∗
ii(x)〉 = 〈(x
2a−1 + 1)
2a∏
k=1
gi(α
−kx)∗〉 = 〈(x2
a−1
− 1)
2a∏
k=1
gi(α
−kx) = 〈βgii(αx)〉,
where α and β are units in R. Therefore, Cii ≃ F
⊥
ii . The proof for the codes generated by
gii(x) = (x
2a−1 + 1)
∏2a
k=1 gi(α
−kx) is similar.
If the splitting is not given by µ−1, from Lemma 2.1 g
∗
1(x) = βg1(x) and g
∗
2(x) = αg2(x).
Then
C⊥ii = 〈h
∗
ii(x)〉 = 〈(x
2a−1 + 1)
2a∏
k=1
gi(α
−kx)∗〉 = 〈(x2
a−1
− 1)
2a∏
k=1
gi(α
−kx) = 〈βgjj(αx)〉,
where α and β are units in R. Therefore, Fii ≃ F
⊥
jj . The proof for the codes generated by
gii(x) = (x
2a−1 + 1)
∏2a
k=1 gi(α
−kx) is similar. 
Example 5.11 For R = Z25, q = 5 and m = 11, 5 ≡ 16 mod 11, so there exist duadic
codes generated by fi, 1 ≤ i ≤ 2. Since 11 ≡ −1 mod 4, all splittings are given by µ−1 and
we have
(x11 − 1) = (x− 1)(x5 + 17x4 + 24x3 + x2 + 16x+ 24)(x5 + 9x4 + 24x3 + x2 + 8x+ 24)
= (x− 1)g1(x)g2(x).
Then 〈(x − 1)gi(x)gj(−x)〉, 1 ≤ i, j ≤ 2, i 6= j, is an isodual cyclic code of length 22 with
minimum Hamming distance 8, and 〈(x + 1)gi(x)gi(−x)〉, 1 ≤ i ≤ 2, is an isodual cyclic
code of length 22 with minimum Hamming distance 6.
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