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Abstract
The electric behaviour of pure water is described by a new interstitial-ice model
assuming that liquid water consists of an intact ice-like lattice. A significant
percentage of the lattice positions is vacant (almost 4% at 0◦C rising to 15% at
90◦C). The large density of water compared to ice is caused by water molecules
filling the interstitial sites of the open ice-like lattice (at 0◦C, 14% of the water
molecules is interstitial increasing to 25% at 90◦C). Jaccard’s model, describing
the electric behaviour of ice, is applied to the water lattice proving that water
is, just like ice, a protonic semiconductor whose conductivity is determined by
both ions and charged vacancies. The Protonic-Semiconductor Interstitial-Ice
model or the ψ model explains coherently the current dielectric and conductivity
data of pure water over a wide temperature range (0-90◦C) and solves some
contradictions of mainstream models for the DC conductivity of water. The ψ
model is based on the interstitial-ice model of Narten and Danford, but there
are fundamental differences induced by a different view on the average position
of the interstitial water molecules. The new model predicts the temperature
dependence of both the molar heat capacity and the proton nuclear magnetic
resonance frequency of pure water, which the original model fails to do. It is
therefore a promising candidate for a coherent water model for both structural
and electromagnetic properties.
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1 Introduction
Liquids have a dual nature [1]. They flow, a property they share with gases but at the same
time the interactions between the molecules are as strong as in solids. If one compares the
latent heat of fusion of ice (6.0 kJ/mol) with the heat of sublimation (51 kJ/mol) at 0◦C [2],
it is clear that only 12% of the bondings is broken during the melting process. This fact is
often neglected in mainstream textbooks where the motion of liquid molecules is described
as free and random, ”like a bunch of marbles in a bag” [3], while in reality, this motion is
strongly determined by the bonds between the liquid molecules.
The properties of liquid water are primarily determined by hydrogen bonds [4, 5], also
responsible for the rigid ice lattice. Several structural models for liquid water were proposed,
from mixture models of different types of clustered molecules to uniformist models in which
all molecules must be regarded as equivalent [4,6–8]. The complexity of these models varies a
lot and until now there is no consensus about a standard model for water. Because we want
to describe the electromagnetic properties of water, we need a relative simple and preferable
analytical description for the liquid water structure. Until now, the electromagnetic parame-
ters, like conductivity [9], the electric susceptibility [10,11], the Debye relaxation time [10,11],
the nuclear magnetic relaxation times T1 and T2 [12], ... are modeled with completely dif-
ferent approaches. The water molecules are seen as freely rotating (e.g. T1 and T2 [12]) or
they are seen as part of a large hydrogen-bonded network of water molecules (e.g. to explain
the large ionic conductivity [13]). In his critical survey about the existing models for the
dielectric parameters, von Hippel concluded [14]: “It becomes clear that we have a sequence
of ingenious and illuminating concepts but no valid theory at the present time, neither for the
static permittivity nor for the relaxation time.” Finding a simple and coherent theory dealing
with the whole dielectric relaxation spectrum is still a challenge today.
Searching for usable water models, it is often forgotten that a ‘solid’ and analytical model
for ice already exists. This model, developed by Jaccard, describes successfully the dielectric
2
EPJB Submission
relaxation properties of ice [15] and is based on the presence of mobile defects in the ice
structure. Extending this ice model to liquid water is therefore a promising approach [16].
Moreover, within the wide variety of existing liquid water models, Narten and Danford pro-
posed the idea that water is ice containing a large amount of water molecules in interstitial
positions [4,17]. They assumed that during the phase transition the ice framework undergoes
minor alteration and several water molecules enter the void places enclosed by the ice lattice.
These interstitial molecules are related to the 10% larger density of water in comparison to
the one of ice. This interstitial-ice model explains the X-ray diffraction spectra of liquid wa-
ter [18–20] and quantifies the structural relaxation time and the sound absorption in both
normal water and heavy water [21–23]. However, the idea wasn’t picked up by other groups
and it became one of the many possible approaches for modelling liquid water [4].
In this paper, the interstitial-ice model for liquid water is reexamined and combined with
Jaccard’s theory to develop a water model explaining both the conductivity as the dielec-
tric properties of water. Because ice is a protonic semiconductor [15, 24] and because most
of its electromagnetic properties remain intact in water, the model is named the Protonic-
Semiconductor Interstitial-Ice (PSII or ψ) model. This paper is limited to pure water.
2 Ice and water models
2.1 Jaccard’s model for pure ice
Jaccard [15,25,26] developed a quantitative model for the conductivity in ice that takes into
account the interactions between two types of defects in ice (the ionic defects and Bjerrum DL
defects). The formulas relevant to understand the ψ model are summarised in this section. For
people not accustomed with the physics of ice will find an improved and complete formulation
of the theory in [27] .
The most common crystalline phase of ice, ice Ih, is hexagonal. Each water molecule
is fixed in the ice crystal structure and surrounded by 4 nearest neighbours located at the
corners of a tetrahedron [28]. There are two rules describing the orientation of individual water
molecules in the crystal structure, the so-called Bernal-Fowler ice rules. The first rule is that
each molecule accepts two hydrogen atoms from two nearest-neighbours water molecules and
also donates two hydrogen atoms to the two other nearest-neighbours. The second rule states
that there is precisely one hydrogen atom between each nearest-neighbours pair of oxygen
atoms. As an illustration of these rules, we have drawn a 2D version of a defect-free ice lattice
in Fig. 1(a) [27]1. Notice that an ice crystal has a lack of long-range order in the orientation of
the water molecules, a property essential to understand its electric properties. In the absence
of an external electric field the net polarisation density induced by the permanent dipoles is
zero due to this lack of long-range order.
1The chosen 2D lattice differs from the ones generally chosen in literature where the angle between the
hydrogen atoms is fixed at 90◦ [15, 29]. These fixed 2D representations have only 4 possible orientations of
the water molecules, while in the 3D ice lattice, there are 6. Therefore, we chose a 2D representation which
contains also water molecules with hydrogen atoms positioned opposite to each other. The water molecules
in Fig. 1(a) have also 6 possible orientations. This allows more randomness in the 2D lattices corresponding
better to the entropy of the real 3D lattices. In our 2D representation one third of the molecules, the ones with
the hydrogen atoms opposite to each other, have no netto dipole moment. In 3D, all the water molecules have
a dipole moment. But if the plane of interest is well chosen the dipole moment of one third of the molecules
is also oriented perpendicular to this plane, leading to configurations similar as in the 2D lattice [25]
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Figure 1: 2D representation of the ice lattice. The white circles are oxygen atoms, the black
ones hydrogen atoms. a) A defect-free ice lattice, b) an H+ and OH− defect pair appears
when a hydrogen nucleus jumps to a neighbouring water molecule and (c) a Bjerrum D and L
defect pair appears when one of hydrogen atoms is positioned differently. The dipole moment
of the individual water molecules po is indicated by the small arrows inside the oxygen atoms.
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The polarisation of ice can only be altered by the movement of two types of defects: H+-
OH− ionic defect pairs which violate the first ice rule and the Bjerrum defect pairs embodying
the violation of the second ice rule [15]. A H+-OH− ionic defect pair is created when one
of the hydrogen atoms jumps to the neighbouring water molecule leaving its electron behind
(see Fig. 1(b)). Both ions can separate and move independently throughout the lattice. The
second ice rule is violated by turning one water molecule over an angle of 90◦ so that one of
its neighbouring O-O bonds is occupied by two hydrogen atoms (a Bjerrum D defect) and
the other one with no hydrogen atoms (a Bjerrum L defect) (see Fig. 1(c)). The Bjerrum
defects can also move independently throughout the lattice. They are seen as quasi particles
because they behave in a way similar to a real charged particle [30]. They are not real physical
particles, but only a temporary deviations of the Bernal-Fowler rule in the ice structure.
σ+ is the conductivity of the H
+ ions and is proportional to the H+ particle density n+,
the H+ electrical mobility µ+ and the transported charge e±,
σ+ = e±n+µ+. (1)
A similar relation is valid for the OH− ions with conductivity σ−,
σ− = e±n−µ−. (2)
The H+ and OH− ions transport in ice a charge with a magnitude e± which is only 0.62e [15].
This is because the physical charge of the ions with absolute value e is partially compensated
by a local jump in the polarisation of the ice lattice around the ions corresponding to a bound
charge with magnitude 0.38e and a sign opposite to that of the ion [27].
The Bjerrum DL defects also change the polarisation of the ice lattice around them in-
ducing a positive bound charge eDL = 0.38e to a D defect and a negative bound charge
−eDL = −0.38e to the L defect [27]. The defects can move freely throughout the ice lattice
and their conductivity σD and σL is equal to
σD = eDLnDµD, (3)
and
σL = eDLnLµL, (4)
with µD and µL the mobilities, nD and nL the particle densities, respectively.
To simplify the formula’s we define
σ± = σ+ + σ−, (5)
and
σDL = σD + σL. (6)
Jaccard’s theory describes how moving defects are polarising the ice structure (see Fig. 3a
en b) thereby inducing a counterbalancing diffusive current of the defects [27]. Therefore, one
type of defects cannot generate a stable electric current in ice. A DC current is only possible
when one type of defect compensates for the polarising effect on the ice structure of the other
type. The theory proves that the DC conductivity of ice σio can be derived from,
e2
σio
=
e2±
σ±
+
e2
DL
σDL
, (7)
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and this relation shows that the DC conductivity of ice is mainly determined by the defect
with the smallest conductivity. Experiments over a wide temperature range (from 273 until
140 K) have shown that in hexagonal ice σDL ≫ σ± [31]. However, only a small fraction of
the DL current will contribute to the DC current, i.e. the fraction of which the polarisation
is compensated by the ionic current.
The high frequency (HF) conductivity of ice σi∞ is not influenced by the diffusive currents
(the netto polarisation density becomes zero) [27] and is described by
σi∞ = σ± + σDL. (8)
The defect with the highest conductivity determines this value. So the DL defects dominate
the value of σi∞ and the ionic defects σ
i
o.
Jaccard’s model also predicts the quantitative value of the static electric susceptibility χis
of the ice lattice [27]
χis =
e2
DL
ǫoΦ
, (9)
with Φ a quantity related to the lattice structure and the temperature [25–27],
Φ =
8
√
3
3
rookT, (10)
with roo the distance between two oxygen atoms of neighbouring hydrogen bonded water
molecules in the ice lattice, k the Boltzmann constant and T is the absolute temperature.
The dielectric constant in ice is 93 at -3◦C and close to that of water 87.7 (at 0◦C) (see Table
1), making it plausible that a similar relation will be applicable in water.
The Debye relaxation time τ is is the time constant of the polarisation process of ice. This
relaxation time is of special interest because its counterpart in water τws is several orders of
magnitude shorter, 22 µs in ice at -3◦C and 15 ps in water at 0◦C (see Table 1). Jaccard’s
theory relates this relaxation time to the conductivities of the defects,
1
τ is
= Φ(
σ±
e2±
+
σDL
e2
DL
). (11)
If this equation is applicable in liquid water, the concentrations of the mobile defects in liquid
water should be 6 orders of magnitude larger than in ice. This is also clear qualitatively, the
more defects, the faster the water molecules will align with the applied electric field.
Jaccard’s model has an excellent agreement with the experimental data of ice [15]. Exper-
iments showed that the majority of the Bjerrum D defects are not mobile in ice. The Bjerrum
conductivity is caused by mobile L defects [15]. This is only possible if the D defects are
trapped by other defects. De Koning [28] used a first-principles modelling of both molecular
vacancies and interstitials to find out that both defects do trap Bjerrum defects. However,
the interstitials attract preferentially the D defects which is consistent with the observation
of only mobile L defects.
The theory explains all the relevant electric parameters of pure ice. Ice is a protonic
semiconductor [15]. Just like in electronic semiconductors, both positive and negative charges
are moving through the structure and the conductivity of ice rises with temperature. The
most important difference is that there are no electrons and holes present, but H+, OH−
and D, L defects transporting the charge. Notice that ice is a very bad conductor. Its
conductivity resistance is even several orders of magnitude smaller than pure water, making
it an experimental challenge to obtain reliable data [15]. Also interesting is the fact that ice
can be doped with both positive and negative charges solving acids and bases in it [15].
6
EPJB Submission
2.2 Pure liquid water modeled as interstitial ice
Ice has an open structure. At 0◦C, it contains only 50.9 moles water molecules in 1 liter [2].
The lattice of hexagonal ice has 1 interstitial site per 2 sites in the ice crystal [21]. However
the amount of interstitial sites filled in ice is negligible (only 2.8 10−6 of the crystal sites at
0◦C [15]). The main idea of the ψ model is that liquid water has an ice-like lattice structure
with a significant amount of interstitial positions filled with water molecules. Indeed, one liter
of liquid water at 0◦C contains 55.5 moles water molecules [2]. This larger density can only
be explained if at least 4.6 M of the interstitial positions are occupied.
Extra assumptions are necessary in order to make the ψ model quantitative. These as-
sumptions are discussed during this section and numbered so they can easily be confronted
with the experimental data in the discussion section. Each lattice water molecule is connected
to the lattice with 4 hydrogen bonds, but the interstitial water molecules are not connected
to the lattice by hydrogen bonds (assumption 1). Although this seems to be a straightfor-
ward assumption, it is not valid in ice, where de Koning found from ab initio calculations
that the majority of the interstitials are connected to the lattice molecules with two hydrogen
bonds [28]. However, we assume that due to the high abundancy of both vacancies and in-
terstitials in water the lifetime of the interstitials is too small to form stable hydrogen bonds
with the lattice.
The second assumption states that during the phase transition the ice lattice structure will
expand allowing the lattice water molecules to take interstitial positions (assumption 2). The
expansion of the structure is linked to the increased presence of vacancies weakening the lattice
structure. During the heating of a solid mono-crystalline ice crystal, parts at the surface of
ice crystal will heat up until 0◦C and start to transform. At the phase-transition temperature
the lattice structure opens just enough to allows a critical amount of interstitial molecules and
vacancies to be formed, significantly more than at lower temperatures. Therefore, the lattice
structure weakens, expanding the local lattice structure even more. This positive feedback
results in a high density of interstitials and vacancies in the transforming ice parts (around 8
M, as will be shown later). However, due to the uneven expansion between the transforming
ice parts and the rest of the ice crystal, high pressure gradients will build up. These gradients
drive vacancies to the borders of the transforming ice parts and the ice crystal breaks into
smaller crystals. These smaller liquid grains will merge together with the existing liquid
fraction resulting in a polycrystalline water structure. The polycrystalline lattice structure of
liquid water is part of the ψ model (assumption 3). It is validated by the X-ray diffraction
spectra of pure water [17].
During the phase transition, the lattice expansion decreases the water density in contrast
to the larger water density that is found experimentally. It is important to realise that the
forming of interstitials does not help to solve this problem. If a water molecule jumps from
a lattice site to an interstitial site, it leaves a vacancy in the lattice. So the water density
is not changed by this. Only if the vacancies leave the lattice structure at the surface, the
density may increase. It is assumed that the volume shrinkage only happens during the phase
transition when the ice lattice is broken into a polycrystalline water structure. A significant
part of the vacancies are leaving the water structure at 0◦C, so their density is smaller than
the density of the interstitial water molecules (assumption 4). At higher temperatures, extra
interstitials and vacancies can be formed but they have no effect on the density anymore
because the vacancies are assumed to stay inside the structure.
Assumption 4 is not consistent with the interstitial-ice model designed by Narten and
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Figure 2: A 2D representation of fixed volume of ice (as described by Jaccard’s model)
and water (as described by the ψ model). Notice that more water molecules are present
in the liquid water box, explaining the larger density. The defects that are present at low
concentrations are only visible when zooming in the structure and are found in the circles. The
physical parameters in both ice and water are related to the charge carriers by the numbers
and are discussed throughout this paper.
Danford [17]. In their model, the density of vacancies turned out to be negligible compared to
the density of interstitials over the whole temperature range. The reasons for this difference
will be discussed later.
The formation of interstitials and vacancies is a dynamic process. Water molecules of
the lattice will continuously exchange positions with the interstitials (assumption 5). An
interstitial water molecule may jump back to the lattice structure if a vacancy is passing by.
At the same time a lattice water molecule may jump to the a free interstitial position, creating
a vacancy. This results in an equilibrium density of both interstitials and vacancies in the
water structure, which can be modeled mathematically.
The liquid water structure is visualised schematically in Fig. 2 and compared to the ice
structure. Liquid water contains a rigid ice lattice with a high concentration of point defects.
More water molecules are present in the liquid water box, explaining the larger density.
Because the expansion of the lattice is small compared to the mean distance between the
water molecules, it is not visualised in the figure. Both interstitials and vacancies are present
8
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Table 1: Comparison of experimental data for ice and water: the molecular self diffusion
coefficient D [15, 32], Debye relaxation time τs [33, 34], the DC conductivity σo [31, 35], the
high frequency conductivity σ∞ [33, 36] and relative dielectric permittivity [33,37].
ice water
D (m2/s) 1.5 10−15 (-10◦C) 0.97 10−9 (0◦C)
τs (s) 22 10
−6 (-3◦C) 15 10−12 (0◦C)
σo (S/m) 3 10
−8 (-10◦C) 11.6 10−7 (0◦C)
σ∞ (S/m) 4 10
−5 (-3◦C) 49.5 (0◦C)
ǫr 93 (-3
◦C) 87.7 (0◦C)
with a particle density of nI and nV , respectively. We also define no as the density of positions
in the ice-like lattice of liquid water and ns as the density of lattice positions filled with water
molecules. Mass conservation relates the density of water molecules in liquid water nw to the
other densities
nw = ns + nI = no − nV + nI , (12)
A coherent model for water should also give a reasonable explanation of the liquidity of
water. At first sight, an ice structure is not a straightforward candidate for this, but a deeper
analysis proofs the opposite. Liquid water has a fixed volume, and is therefore more closely
related to ice than to water vapour. Liquid water is also highly structured, just like ice.
Almost 90% of the binding energy of ice at 0◦C is still present in liquid water at 0◦C [2]. The
fact that liquid water immediately fills a container is related to its high self diffusion coefficient
and the corresponding low viscosity of water (see Stokes-Einstein relation [2]). Around 0◦C
the self diffusion coefficient of liquid water is 10−9 m2/s [32], while at -10◦C ice [15] has only
a self diffusion coefficient 1.5 10−15 cm2/s (see Table 1). It is clear that this difference in
the diffusion coefficient has to be related to high density of vacancies in the water lattice
increasing the local mobility of the water molecules. Ice is 1.5 106 more viscous than water
and therefore not able to fill a container in a reasonable amount of time. So, if we take the
borders between liquids and solids more fluid, ice can be seen as viscous water or liquid water
as low viscosity ice. A similar continuous approach to liquids and solids is widely used within
the field of nuclear magnetic resonance models explaining the differences between the T1 and
T2 relaxation times of liquids and solids [12].
2.3 Jaccard’s model for pure water
Jaccard’s model will be applied to the water lattice structure. The effect of the interstitials
will be discussed later. Electric conduction in ice is dominated by ionic and DL defects.
However in the water lattice, vacancies may also play an important role. Assumption 4 states
that the vacancy density at 0◦C nV o is smaller than the interstitial density nIo at 0
◦C, but
nV o will turn out to be significant (1.8 M). It is several orders of magnitude larger than in ice
(only 3 10−11 of the crystal sites at 0◦C [28]). Moreover, nV will increase with temperature
because for every interstitial formed at higher temperatures, a vacancy remains in the lattice.
This increase can be quantified as the change in particle density of the interstitials nI relative
to nIo,
nV = nI − nIo + nV o, (13)
9
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As a consequence, we can rewrite Eq. 12 to
nw = no + nIo − nV o, (14)
showing that within the ψ model the changes of the water density are only induced by the
changes in the lattice density no.
We know from the work of de Koning [28] that vacant positions attract both D and L
defects in ice, making it very plausible that all the DLs are trapped by vacancies resulting
in charged VD and VL defects. This is the sixth assumption of the ψ model: a significant
fraction of the vacancies in pure water are charged (VDLs) and the amount of DLs is negligible
compared to them (assumption 6).
Fig. 3 illustrates how the three types of defects move under influence of an external electric
field E. A charged vacancy (VD in part c) will move in a similar way as a Bjerrum defect
(D defect in part b). The driving force for these movements is the netto torque on the water
molecules trying to align the dipole moment of the water molecule parallel to the electric
field. The bound charge associated with the VD depends on the polarisation density of the
water molecules left and right of the defect [27]. Because the polarisation change over a VD
defect is as large as over a D defect, the same amount of bound charge, i.e. eDL is transported
throughout the lattice by the VD motion.
The conductivities of the charged vacancies are
σVD = eDLnVDµVD (15)
and
σVL = eDLnVLµVL, (16)
with nVD the particle density and µVD the mobility of the VDs and nVL and µVL the similar
physical quantities for the VLs. We also define
σVDL = σVD + σVL. (17)
In liquid water, there are three types of mobile charged defects,
• H+ and OH− ions with a charge of e± and −e± respectively
• Bjerrum D and L defects with a charge of eDL and −eDL respectively and
• Bjerrum VD and VL defects with a charge eDL and −eDL respectively.
Notice that the movement of both the DL and the VDL defects under the influence of an
external electric field are ordening the ice structure in a similar way. When these defects are
passing by, the dipoles of the water molecules are aligned parallel with the electric field, while
the opposite happens when ionic defects are moving in the direction of the electric field. In
appendix A, it is shown that the equations of the flux density of a VDL defects are similar to
that of DL defects. There is however a fundamental difference for all types of defects between
the value of Φ in ice and the value Φw in water. In the same appendix, it is shown that
Φw = Φ
no
no − nV
, (18)
so Φw depends on the concentration of vacancies and its value becomes larger the more
vacancies are present in the water structure.
10
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Figure 3: Schematic 2D representation of the movement of the three types of defects under
influence of an external electric field E: a) a H+ defect, b) a D defect c) a VD defect. The first
row is the starting chain, the second row is the water chain after the passing of the defect.
We indicated the dipole moment of the individual water molecules po with the small arrows.
11
EPJB Submission
The conductivity of the DLs can be neglected compared to the conductivity of the VDLs
(see assumption 6). This reduces the water problem to only 2 types of defects (ions and
VDLs) with an opposing effect to the polarisation of the lattice. The high abundance of
VDLs compared to ions makes σVDL ≫ σ± plausible, in complete similarity between the
equations for ice and water. The results of Jaccard’s model for ice (see Eqs. 8-11) can be
copied for water only replacing DL by VDL and Φ by Φw. So, the HF conductivity σ
s
∞, the
DC conductivity σso, the electric susceptibility χ
w
s and the Debye relaxation time τ
w
s of the
water lattice become
σs∞ = σVDL, (19)
σso =
e2
e2±
σ±, (20)
χws =
e2
DL
ǫoΦw
, (21)
1
τws
=
ΦwσVDL
e2
DL
, (22)
Φw =
8
√
3
3
rookT
no
no − nV
= Φ
no
no − nV
. (23)
The VDL defects are dominating the high frequency conductivity, the ionic defects the DC
conductivity. Both conductivities differ with more than seven orders of magnitude (see Ta-
ble 1), so the equations, based on the assumption that σVDL ≫ σ± can be seen as exact.
Out of Eq. 21 and 22, a relation between the experimental parameters χws , τ
w
s and σ
s
∞ is
derived that is independent of model parameters like roo i.e.
χws ǫo
τws
= σs∞. (24)
2.4 The exchange between interstitial and lattice water molecules
The lattice water molecules are continuously exchanging position with the interstitial water
molecules (assumption 5). This exchange of molecules will be modeled in a similar way as
the magnetisation transfer in nuclear magnetic resonance [38]. The lattice and the interstitial
positions are two separated reservoirs, both highly interconnected. Lattice molecules will
jump to interstitial positions and interstitial molecules to vacant lattice positions, keeping
both reservoirs in a thermal balance. Several new physical quantities are introduced in the
following sections. To maintain an overview, we summarised all the parameters used in the
ψ model in Table 2.
The exchange of lattice water molecules ns and interstitial molecules nI is modelled using
two coupled first-order differential equations [38],
dns
dt
= − ns
τsI
+
nI
τIs
(25)
dnI
dt
= − nI
τIs
+
ns
τsI
(26)
with τsI the time constant of the transfer of lattice molecules to the interstitial positions and
12
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Table 2: An overview of the parameters used within the ψ model. If the quantity relates to
the lattice, the index s of ’solid’ is used and not the index l. This was done to avoid confusion
with the index I.
density
(number/m3 or M)
particle density of water nw
position density of the lattice no
particle density of occupied positions in the lattice ns
particle density of D defects in the lattice nD
particle density of L defects in the lattice nL
particle density of H+ in the lattice n+
particle density of OH− in the lattice n−
particle density of vacancies in the lattice nV
particle density of interstitial molecules nI
charge (C)
charge of DL and VDL defect eDL = 0.38e
charge of an ionic defect e± = 0.62e
conductivity (S/m)
conductivity of DL defects σDL
conductivity of VDL defects σVDL
conductivity of ionic defects σ±
HF conductivity of ice σi∞
HF conductivity of water σw∞
HF conductivity of the lattice part in water σs∞
HF conductivity of interstitials in water σI∞
DC conductivity of ice σio
DC conductivity of water σwo
DC conductivity of the lattice part in water σso
DC conductivity of interstitials in water σIo
time constant (s)
Debye relaxation time in ice lattice τ is
Debye relaxation time in water lattice τws
relaxation time interstitials in water τI
time constant of exchange lattice to interstitials τsI
time constant of exchange interstitials to lattice in water τIs
polarisation density (C/m2)
total polarisation density of water P
polarisation density of water lattice Ps
DC polarisation density of water lattice Pso
polarisation density of water interstitials PI
DC polarisation density of water interstitials PIo
susceptibility
the electric susceptibility of the lattice of ice χis
the electric susceptibility of the lattice of water χws
the electric susceptibility of the interstitials of water χI
13
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τIs the time constant of the opposite proces. These time constants are small
2, so for most
physical processes, the equilibrium concentrations are reached,
τIs
τsI
=
nI
ns
, (27)
which can be rewritten using Eq. 12 as
τIs
τsI
=
nI
nw − nI . (28)
nI is in the order of magnitude of 10 M and nw is 50 M, so the fraction will be around 0.25
corresponding to a time constant of the interstitials reservoir which is 4 times smaller than
the time constant of the lattice reservoir.
2.5 The influence of exchange on the polarisation
This continuous exchange of water molecules will have an impact on the polarisation density
of water. The lattice part of the polarisation density Ps (without exchange) is described by
a standard first-order differential equation [27]
∂Ps
∂t
=
Pso −Ps
τws
=
ǫoχ
w
s E−Ps
τws
, (29)
with τws the Debye relaxation time of the lattice (Eq. 22). The DC polarisation density of
the lattice Pso is by definition proportional to lattice susceptibility constant χ
w
s of the water
(Eq. 21),
Pso = ǫoχ
w
s E. (30)
In the isolated interstitial system the polarisation density PI also obeys a first-order model
∂PI
∂t
=
PIo −PI
τI
=
ǫoχIE−PI
τI
, (31)
with a relaxation time τI , PIo the DC polarisation density and χI the electric susceptibility
of the interstitials.
The standard procedure to describe the exchange of molecules is to add the exchange
terms to the equations of the isolated systems [38]. The polarisation density of the coupled
system results in a set of coupled first-order equations,
∂Ps
∂t
=
Pso −Ps
τws
− Ps
τsI
+
PI
τIs
, (32)
∂PI
∂t
=
PIo −PI
τI
− PI
τIs
+
Ps
τsI
(33)
The extra terms describe the flux of polarisation density from the lattice to the interstitials
and vice versa.
A general solution of these set of equations is found in [28]. However, under the right
conditions, the equations uncouple. First, the interstitials are not connected to the lattice
with hydrogen bonds (assumption 1), so it is plausible that 1τws
≪ 1τI . Second the exchange
2
τsI and τIs should be significantly smaller than 16 ns, otherwise the two types of water could be detected
as two individual peaks in nuclear magnetic resonance spectra at 1.5T [5].
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is slower than the Debye relaxation time, 1τsI ,
1
τIs
≪ 1τws (assumption 7). Eqs. 32 and 33 are
now easily solved in the frequency domain. One finds
Ps ≈ Pso
1 + jωτws
, (34)
PI ≈ PIo
1 + jωτI
. (35)
So, two relaxation times in the water dielectric spectrum are expected. Indeed, the relative
permittivity of water ǫw is defined by
P = ǫoǫwE (36)
with P = Ps +PI. Its frequency dependency is described by
ǫw(ω) =
χws
1 + jωτws
+
χI
1 + jωτI
+ ǫ∞. (37)
We added ǫ∞ to take into account the relative permittivity of the individual molecules which
were ignored until now [15].
This model gives a straightforward explanation for both the Debye frequency and the extra
relaxation time found in the high-frequency dielectric spectrum of water (see for instance the
work of C. Rønne and S. R. Keiding [34]). However, there is still an on-going discussion
about the high frequency part of the dielectric spectrum. Two first-order relaxation terms are
not sufficient to describe the high-frequency dielectric losses accurately. A tripel first-order
relaxation term was proposed by A. Beneduci to solve these high-frequency inaccuracies [39],
and this approach was used by W.J. Ellison to derive an accurate interpolation function of
the permittivity at standard atmospheric pressure [40]. However, this does not prove that
this third relaxation term has a clear physical basis [11]. Popov et al. propose an alternative
model for the high frequency behaviour based on the presence of Bjerrum defects in water [41].
It is not the aim of this paper to solve the ongoing discussion. The current version of the
ψ model predicts only two peaks, one of the lattice and one of the interstitials. Within the
scope of this paper, the small inaccuracies in the high-frequency dielectric losses are neglected
and we will use the data of C. Rønne and S. R. Keiding [34] who also limited their analysis
to two relaxation times (assumption 8).
The electric susceptibility of the lattice χws can be extracted out of the dielectric spectrum
and this data will be used to derive nV and nI . Combining, Eq. 21, Eq. 23 and Eq. 61 results
in
χws =
e2
DL
n
1
3
o
4kTǫo
(1− nV
no
). (38)
Together with Eq. 13 and Eq. 14, we have 3 equations linking nV , nI and no to the exper-
imental parameters χs and nw. However, to solve these equations a good approximation of
nIo − nV o is necessary. At To =25◦C, no(To) can be accurately extracted out of the X-ray
diffraction spectra [42] leading to nIo − nV o using Eq. 14,
nIo − nV o = nw − no(To). (39)
The knowledge of nIo − nV o allows to derive the no values for the whole temperature range
of interest using the same Eq. 14. Then, nV can be extracted out of Eq. 38:
nV = no(1− 4kToǫoχ
w
s
e2
DL
(no)
1
3
), (40)
15
EPJB Submission
and nI out of Eq. 13,
nI = nV − nV o + nIo. (41)
2.6 The influence of exchange on the conductivity
Because water is a coupled system, its total DC conductivity σwo is the sum of the conductiv-
ities of its subsystems,
σwo = σ
s
o + σ
I
o , (42)
with the indices s, I referring to the solid lattice structure and the interstitials respectively.
Exchange terms are ignored (assumption 7). The lattice conductivity σso can be calculated
out of Eq. 20. The ionic conductivity in the lattice is determining the DC current. In
the interstitial system, there is also conductivity possible but here the complete ions are
hopping from one interstitial position to the other. Although, there are two different DC
conduction mechanisms in water possible, the conduction in the lattice is assumed to be the
most important contribution to the DC conductivity. The lattice contains around 80% of the
water molecules (and ions) and even more important the ions in the lattice have a significant
larger mobility than interstitial ionic hopping. As a reference, the molar conductivity data of
different ions in water clearly indicates that hopping between different positions is almost a
factor of 5-10 lesser effective than a Grotthuss like hopping mechanism [2]. So, the interstitial
contribution to the DC water conductivity is neglected. Using Eqs. 20, 1 and 2, this leads
to
σwo =
e2
e2±
σ±, (43)
=
e
e±
(en+µ+ + en−µ−), (44)
= 1.61(en+µ+ + en−µ−). (45)
In mainstream water theory H+ and OH− ions are transporting the complete charge e and
they do not have to be compensated by VDL defects. In the ψ model the ionic current contains
besides a the classical ohmic current also a diffusive current of ions induced by the motion of
the VDLs [27]. So the netto current is more than 60% higher than the one expected on the
basis of classical conduction. In the study of electrolytes molar conductivities are used and
not mobilities, so the factor of 1.61 is not relevant for most calculations because it is part of
the molar conductivity. However, if mobilities are calculated out of these molar conductivities
the real mobility values are a factor 1.61 smaller than the ones commonly used.
The high-frequency conductivity of water σw∞ also has two contributions, one of the lattice
and one of the interstitials,
σw∞ = σ
s
∞ + σ
I
∞. (46)
which both can be linked to their susceptibilities (see Eq. 24)
σw∞ =
ǫoχ
w
s
τws
+
ǫoχI
τI
. (47)
The lattice contribution σs∞ is the conductivity measured for frequencies larger that the Debye
relaxation frequency. If the frequency exceeds 1/τI the interstitial contribution is added. The
work of V. V. Shcherbakov is focused on the HF conductivity [43,44] in water and electrolytes.
However, the HF contribution is calculated using an equation similar to Eq. 24, ignoring the
interstitial contribution.
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2.7 The impact of the model
The potential of the new ψ model is larger than the original model of Narten and Danford.
The new model also predicts the temperature dependency of both the heat capacity of water
and the protonic nuclear magnetic resonance frequency of water. Both quantities are closely
related to the structure of water.
The molar heat capacity of liquid water Cw (at constant volume) is a measure of the
amount of energy necessary to raise the temperature of one mole water by one degree Celsius.
This quantity is special for liquid water because its molar heat capacity is large and at 0◦C
more than two times the heat capacity of ice. The equipartition law offers a simple equation
to study Cw of a pure substance,
Cw = f
R
2
, (48)
with f the number of degrees of freedom of the molecules over which the thermal energy
may be divided. For ice (at 0◦C) f is almost 9, for liquid water at the same temperature f
is around 18. So water molecules in liquid water have two times as much degrees of freedom
than the same water molecules in ice. The ψ model provides us with a clear image explaining
this difference. A three dimensional lattice structure has 6 vibrational degrees of freedom.
Due to the presence of DL defects moving through the lattice structure the ice molecules
may also rotate in the three directions, explaining the 9 degrees of freedom of ice. The water
lattice structure is far more complex. The high density of vacancies also allows the water
molecules to move translational. However, these translational modes are not that of a simple
gas. Every jump will reorient the water molecules, connecting three rotational degrees of
freedom to every translational degree of freedom. This leads to 18 degrees of freedom for
the water molecules in the water lattice. This is not all, every water molecule can also jump
to an empty interstitial position. If these positions are present this should give maximum
three extra degrees of freedom. So, the water molecules in the lattice can have maximum
21 degrees of freedom. This is too much compared to the 18 found experimentally. The
reason for the discrepancy is that not every water molecule is situated in the lattice. The
thermal energy is divided over 2 subsystems, the lattice water molecules and the interstitial
water molecules. The interstitial molecules are much more limited in their degrees of freedom.
They can rotate offering 3 rotational degrees of freedom. They can jump to a vacancy if there
is one in the neighbourhood (maximum 3 degrees of freedom) and probably they can also
jump to neighbouring interstitial positions. So, f is maximum 9.
Using the two subsystems, the molar heat capacity of liquid water consists of two terms
Cw = Cs
ns
nw
+ CI
nI
nw
, (49)
with Cs the molar heat capacity of the water molecules in the lattice structure and CI the mo-
lar heat capacity of the interstitial water molecules. Thanks to Eq. 12, the molar conductivity
of water can be rewritten as,
Cw = Cs + (CI − Cs) nI
nw
. (50)
A simple test for both the ψ model and the model of Narten and Danford will be to plot Cw
as a function of nInw . If the plot is linear, the two parameters Cs and CI can be extracted.
These values will be compared to the ones theoretically expected in the discussion section.
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Another quantity offering information about the water structure is the Nuclear Magnetic
Resonance (NMR) frequency of the protons in water, the so-called Proton Resonance Fre-
quency (PRF) [45]. Its quasi-linear temperature dependence is around 0.01 ppm/◦C and is
related to the number of hydrogen bonds in the liquid [5]. A water molecule without hydrogen
bonds is more effectively screened by the electrons of the water molecule and has a lower PRF
than a bonded water molecule. The ψ model links the number of bonds to the concentration
of interstitials and vacancies. Because the exchange frequencies are significant higher than the
NMR frequencies, the PRF of water (PRFw) is a mixture of the resonance frequency of water
molecules in the lattice (PRFs) and the unbonded interstitial water molecules (PRFu) [5],
PRFw =
ns
nw
PRFs +
nI
nw
PRFu. (51)
Due to the presence of the vacancies in the lattice not all the lattice water molecules are
bonded to each other. A neutral vacancy (V) contains 2 protons, a DV 3 protons and an
LV 1 proton without a hydrogen bond. So, an average vacancy in the lattice will induce two
missing hydrogen bonds, corresponding with one unbonded watermolecule. More formally,
this leads to the following relation for PRFs
PRFs =
ns − nV
ns
PRFo +
nV
ns
PRFu, (52)
with PRFo the resonance frequency of a completely bonded water molecule. Combining
Eqs. 51, 52 and 12 results in
PRFw = PRFo +
nI + nV
nw
(PRFu − PRFo). (53)
Also, here the ψ model and the model of Narten and Danford are easily tested plotting PRFw
as a function of (nI + nV )/nw. For the linear plot, the two parameters PRFo and PRFu will
be extracted and compared to the values derived from other data.
3 Experimental data for pure water
The advantage of working with pure water is that most of its experimental data is present in
literature. DC conductivity [35] and DC dielectric permittivity data [46] are measured with
a high accuracy in a broad temperature range. There is lesser consensus about the Debye
relaxation time τws and the high-frequency conductivity σ
w
∞. The values of τ
w
s depends on
the model assumptions for the high-frequency relaxation of the dielectric spectrum but also
on the data set used. Even between the Debye relaxation times obtained from Terahertz
time-domain spectroscopy data significant differences are found. For instance, using the data
sets of C. Rønne [34]) (assuming 2 Debye relaxation peaks) and W.J. Ellison [40] (assuming
both 2 and 3 Debye relaxations) differences in the Debye relaxation time of 24% are found in
the temperature range 0-100◦C.
For most calculations the τws data from Rønne et al. [34] is used. This dataset is most
consistent with the ψ model. The impact of the data set of W.J. Ellison [40] on the model
parameters will also be discussed. The experimental data describing the dielectric relaxation
spectrum (see Eq. 37) is summarised in Table 3. We used linear interpolation to obtain the
data at the different temperature points. In the same table, the conductivity data for pure
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Table 3: The parameters derived from the experimental dielectric spectrum measured by
C. Rønne and S.R. Keiding [34] using Eq. 37 (τws , τI , χ
w
s , χI , ǫ∞) together with the conduc-
tivities (both DC σwo [35] and HF σ
s
∞ and σ
I
∞ [34]).
T τws τI χ
w
s χI ǫ∞ σ
w
o σ
s
∞ σ
I
∞
(◦C) (ps) (ps) µS/m S/m S/m
0 15.0 0.23 82.8 1.3 3.8 1.16 49 51
10 11.6 0.22 78.6 1.8 3.6 2.31 60 70
20 8.2 0.17 75.0 1.9 3.3 4.22 81 101
30 7.0 0.20 71.2 2.0 3.4 7.14 90 89
40 5.5 0.10 68.3 2.6 2.3 11.26 110 235
50 4.6 0.07 65.2 3.1 1.7 17.01 127 379
60 3.74 0.05 62.29 24.63 148
70 3.26 0.04 59.30 34.13 161
80 2.89 0.05 56.39 45.87 173
90 2.48 0.04 53.98 59.88 193
water can be found, both the DC conductivity σwo [35] as the two HF components σ
s
∞ and
σI∞ (defined in Eq. 46 and calculated out of the Rønne data set using Eq. 47).
The conductivity data of both water and ice are compared in Fig. 4. The ice data pre-
sented in this paper was obtained from Petrenko [15] and Camplin [31]. The temperature
dependencies are visualised as an Arrhenius plot (σ ∼ e−Ea/kT ), so the slope of the curves
is a measure of the activation energy of the conductivity. Notice that the DC conductivity
of water σwo is around 0
◦C a factor 39 larger than the DC conductivity in ice σio. Also, σ
w
o
has a significant temperature dependency which is absent in ice. σs∞ in water is 6 orders of
magnitude larger than in ice and its temperature dependency has an activation energy that
is 4 times smaller.
The density data for both ice and water can be found in Table 4. Both no of ice and nw
of water results from direct experiments [47, 48]. The values of no, nI and nV in pure water
are obtained out of the dielectric susceptibility data of Table 3 with the method described
in Section 2.5. Crucial in this calculation is the value of no(To = 25
◦C) obtained form X-
ray diffraction spectra. Since the time Narten and Danford developed their water model,
significant improvements in both the data sets and the mathematical models interpreting
this data are made [42, 49]. The Benchmark oxygen-oxygen pair-distribution function of
ambient water derived by L.B. Skinner and coworkers was used. The first peak of this function
corresponds to the roo distance of the water lattice. This peak is found at 2.80 A˚ with an
accuracy of 1% [42]. Applying Eq. 61 this distance corresponds to a no(To) value of (49.1 ±
1.5) M. The error on the no values, ±1.5 M, induce errors in both nI and nV with maximum
errors of 1 M and 0.6 M respectively.
The data of Table 4 is visualised in Fig. 5. Water has a larger density than ice but the ice-
like lattice in water has a significant smaller density. As the temperature increases, the lattice
structure expands. With increasing temperature a significant fraction of the lattice positions
becomes vacant (around 15% at 90◦C). Also the amount of interstitials increases significantly
with temperature. These results have to be compared to the parameters derived by Narten
and Danford obtained from X-ray spectra [17]. Narten and Danford optimised their model for
only 5 temperatures between 0 and 100◦C and the results are found in Table 5. Besides the
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Figure 4: The temperature dependence, visualised as an Arrhenius plot (σ ∼ e−Ea/kT ), of
σo and σ∞ in both water and in ice [15,31,34,35]. Notice the differences in activation energy
in both phases. We also plotted the molar conductivities of both H+ and OH− to compare
their activation energies with σo and σ∞.
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Figure 5: The temperature dependence of the ψ model parameters: the water density nw,
the lattice density no and the density of molecules in the lattice ns based on the data of Table
4. At negative temperature no is the density of the ice lattice, at positive temperatures it
refers to the lattice in liquid water. The graphical interpretation of the density of interstitials
nI and vacancies nV is also indicated.
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Table 4: Density data as a function of temperature. no is the lattice density (for ice obtained
from the measured density of ice [47]. The density of the water lattice no is calculated following
the method described in Section 2.5, for no(To) the value (49.1 ± 1.5) M was used [42]. nw
is the standardised density data for pure water [48], nV and nI are the calculated densities
of the lattice vacancies and interstitials, respectively. The errors on the no values, ± 1.5 M,
induce errors in both nI and nV , with maximum values of ± 1 M and ± 0.6 M respectively.
roo is the mean distance between the oxygen atoms and obtained from Eq. 61.
T (◦C) no (M) nw (M) no (M) nV (M) nI(M) roo (A˚)
-23 51.07 2.7642
-13 50.99 2.7656
-3 50.91 2.7670
0 50.89 2.7674
0 55.50 49.2 1.8 8.0 2.798
10 55.48 49.2 2.5 8.8 2.798
20 55.39 49.1 3.0 9.3 2.800
30 55.25 49.0 3.8 10.1 2.803
40 55.05 48.8 4.2 10.4 2.807
50 54.82 48.6 4.8 11.0 2.811
60 54.55 48.3 5.3 11.6 2.816
70 54.24 48.0 6.0 12.3 2.822
80 53.91 47.6 6.8 13.0 2.829
90 53.55 47.3 7.2 13.5 2.836
fact that the no values of the ψ model are systematically 4 to 5 M larger than the Narten and
Danford values, there are striking differences between the two models. First of all, Narten and
Danford didn’t found significant amounts of vacancies in the temperature range of interest.
Next, the amount of interstitials does not increase with temperature where the interstitial
density of the ψ model increases systematically from 15% of the water molecules at 0◦C to
25% at 90◦C. Narten and Danford also found a high anisotropy between the intermolecular
distances in the hexagonal ab plane (raboo) and the c direction (r
c
oo).
The molar heat capacity at constant volume of water as a function of temperature [50]
was linked to the two interstitial-ice models. Fig. 6 plots the Cw values as a function of nI/nw
for both the ψ model (data of Table 4) and the model of Narten and Danford (data of Table 5
linearly interpolated to the temperatures 0-90◦C in steps of 10◦C). It is clear that the dataset
Table 5: The parameters derived by Narten and Danford from X-ray spectra [17]. Notice that
they found a significant anisotropy between the intermolecular distances in the hexagonal ab
plane (raboo) and the same distances in the c direction (r
c
oo).
T (◦C) raboo (A˚) r
c
oo (A˚) roo (A˚) no (M) nI(M)
4 2.91 2.79 2.88 45.2 10.3
25 2.94 2.78 2.90 44.2 11.1
50 2.96 2.74 2.90 44.0 10.8
75 2.99 2.74 2.93 43.0 11.0
100 3.02 2.76 2.95 41.9 11.3
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Figure 6: The heat capacity at constant volume Cw of pure water [50] as a function of the
fraction of interstitials nI/nw. Both the ψ model and the model of Narten and Danford are
tested. Only the ψ model gives a good fit and reasonable results: Cs = (20.8 ± 0.3) R/2 and
CI = (4.2 ± 0.1) R/2.
based on Narten and Danford is not linear and too steep to deliver reasonable values for Cs
and CI . The fit using the ψ model data is of good quality (R
2 = 0.993) and resulting in a Cs
value of (20.8 ± 0.3) R/2 and a CI value of (4.2 ± 0.1) R/2. The error ranges are induced by
the error ranges on both nI and nV .
Fig. 7 plots the PRF values as a function of (nI + nV )/nw for both the ψ model and the
model of Narten and Danford. Also here it is clear that the dataset based on Narten and
Danford is not linear and too steep. The fit using the ψ model data (R2 = 0.992) results in
PRFo = (5.39 ± 0.07) ppm and PRFu = (1.08 ± 0.03) ppm.
4 Discussion
The ψ model is based on the idea that liquid water has an intact hexagonal ice-like lattice
containing a high density of both vacant lattice sites and interstitial water molecules. Eight
assumptions were formulated to make the model quantitative. They are listed here to confront
them with the experimental data.
1. The interstitial water molecules are not bonded to the lattice by hydrogen bonds result-
ing in 1τws
≪ 1τI .
2. During the phase transition, the lattice structure will expand allowing the lattice water
molecules to take easily interstitial positions.
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Figure 7: PRFw as a function of the fraction of interstitials and vacancies (nI + nV )/nw.
Both the ψ model and the model of Narten and Danford are tested. Only the ψ model gives a
good fit and reasonable results: PRFo = (5.39 ± 0.07) ppm and PRFu = (1.08 ± 0.03) ppm.
3. The lattice structure of liquid water is polycrystalline.
4. At 0◦C, the water lattice vacancy density nV o is significantly smaller than the density of
the interstitial water molecules nIo. At higher temperatures the amount of interstitials
and vacancies will vary equally because the extra vacancies do not leave the water
crystals (nV = nI − nIo + nV o).
5. The formation of interstitials and vacancies is a dynamic process. Water molecules of
the lattice will continuously exchange positions with the interstitials.
6. A significant fraction of the vacancies in pure water is charged (VDLs). The amount of
pure DLs is negligible compared to the amount of VDLs.
7. 1τsI ,
1
τIs
≪ 1τws
8. The dielectric spectrum is described by two relaxation terms and the data of C. Rønne
and S. R. Keiding [34].
The aim of the discussion session is to prove that the ψ model, as described above, is consistent
with the experimental data of the density, the dielectric spectrum, the heat capacity and the
proton resonance frequency of pure water, all of them over the temperature range from 0 to
90◦C. As far as we know, no single model exists that combines all this data cohorently.
24
EPJB Submission
4.1 The ψ model parameters
Using the approach described in Section 2.5, the ψ model parameters no, nI and nV were
calculated out of the static electric susceptibility data, the density data and the no(25
◦C) value
derived from the X-ray data. The ψ model divides the static relative permittivity into three
components: the static susceptibility of the lattice structure, the static susceptibility of the
interstitials and ǫ∞ (see Eq. 37 with ω = 0). The first component is the major contribution to
the permittivity (more than 90% of its total value) and is explained by the model parameters
over the whole temperature range. This makes from the ψ model a good candidate for von
Hippel’s challenge to find a valid theory for the static permittivity of water [14].
The no, nI , nV parameters will depend on the experimental differences found in the
dielectric spectra. The data of C. Rønne and S. R. Keiding was used. If the same parameters
are calculated using the dataset of W. J. Ellison [40] based on 2 relaxation phenomena, no
remains the same and the nI and nV are on average over the whole temperature range 1.0 M
larger with a maximum difference at low temperatures of 1.9 M. It is clear that the calculated
ψ model parameters have to be seen as a first-order approximation taking into account the
uncertainties of both the data and the model. Improvements to the accuracy of the parameters
is still possible when the inaccuracies of both the HF dielectric spectrum data and the X-ray
diffraction spectrum are lowered.
The dielectric parameters of Table 3 depend on assumptions 1 and 7. The unbonded
interstitials are a crucial assumption. De Koning found that the interstitials in ice have each
two bonds with the ice lattice. In ice the interstitial density is very low (only 2.8 10−6 of
the crystal sites at 0◦C [15]), so the lattice structure is not altered by this. In water the
interstitial concentration is far more significant, one sixth of the molecules at 20◦C. So if
every interstitial makes two bounds with the lattice structure, this structure should collapse.
However, the lattice structure in water is significantly different from the one in ice due to
the high abundancy of vacancies in the water lattice structure. These vacancies continuously
interact with the interstitials (assumption 5) avoiding them to bond with the lattice structure
and making assumption 1 plausible. At this moment, the consistency of the ψ model is the
only evidence for this assumption. In the future, direct evidence could be gathered using
first-principles modelling of the water structure. A similar reasoning counts for assumption
8. This assumption uncouples Eqs. 32 and 33 making the parameters τsI and τIs invisible in
the dielectric spectrum. Also here, the evidence for this assumption is only indirect. Only
first-principles modelling can give us the actual order of magnitude of these parameters. It
should be noticed that if this assumption should proven to be not valid, the impact on the
static electric susceptibility data should be limited (order of magnitude of 10%). This will
only evoke similar changes to the actual values of no, nI , nV parameters. All the general
conclusions made in this paper will remain valid.
The increase of interstitials with increasing temperature is a main characteristic of the ψ
model. The interstitials are situated in cages with strong local fields due to the dipole moments
of the lattice water molecules. The χI values are much smaller as should be expected on the
basis of the number of water molecules involved. At 0◦C, 14.5% of all the water molecules
are in an interstitial position while χI is only 1.5% of the total susceptibility. This suggests
that the local fields are depolarising the interstitial water molecules significantly and we will
show further that this is consistent with other findings. The χI values of C. Rønne’s dataset
do increase with temperature as is expected by the increase of interstitials. This was the
reason why this dataset was chosen and not that of W. J. Ellison. In the latter dataset the
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Figure 8: Schematic 2D representation of the water lattice. The dipole moment of the in-
dividual water molecules po is indicated with small arrows. The local electric field around
these dipoles will vary from cavity to cavity and are not symmetric around the center of the
cavities.
χI values are decreasing with temperature. The origin of these fundamental differences is
not clear. The HF part of the dielectric spectra should be handled with great care and extra
experiments will be necessary to solve the inconsistencies.
4.2 Comparison with the model of Narten and Danford
The systematic difference of 4-5 M between no values of both models is easily explained. The
ψ model is based on a recent and more accurate oxygen-oxygen pair-distribution function
obtained by L.B. Skinner and coworkers [42] than the function used by Narten and Danford.
The position of the first peak in the Narten and Danford data at 25◦C is at 2.90 A˚ and not
the 2.80 A˚ used for the ψ model. This corresponds to a 5 M increase in the no values of the
ψ model.
The differences between the nI and nV values, described in the the experimental data
section, are far more substantial. They relate to a constraint Narten and Danford made
designing their model [17]. The assumption was made that the interstitial molecules are
located at the triad axis of the hexagonal structure. The interstitials of their model are
therefore located at the same distance of the neighbouring lattice molecules in the ab planes.
However, this assumption is in contradiction with the expected strong local fields inside the
cavities and the Bernal-Fowler ice rules [27]. Even in simplified 2D representation of the
ice lattice (see Figure 8) the different orientations of the dipole moments break the central
symmetry (or the axial symmetry in the case of 3D) inside the cavities. It is much more likely
that the interstitials are not in the central triad axis.
The non-axial position of the interstitials can be related to the high anisotropy that is
found by Narten and Danford assuming an axial position. The anisotropy is defined as the
relative difference between the intermolecular distances in the hexagonal ab plane (raboo) and
the c direction (rcoo). In ice the anisotropy is only 1.2% [15] and temperature independent.
Narten and Danford found an anisotropy of 4.1% at 4◦C increasing to 8.6% at 100◦C in
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the lattice structure of liquid water (see Table 5). They gave no explanation for this large
anisotropy and its temperature dependence.
The non-axial positions of the interstitials can explain the increased anisotropy. Some
neighbouring lattice molecules will be situated closer to the interstitial molecules and some
will be situated further away compared to an equidistance for interstitials in the axial position.
Because of their axial constraint, Narten and Danford, find only the average distance and the
the physical differences in the distances are enforced by their optimisations increasing the
anisotropy of the lattice structure. Also, the fact that the anisotropy significantly increases
with temperature (factor 2.1) is consistent with the ψ model where a significant increase
(factor 1.5) of the interstitial concentration is found.
Not only the interstitial concentrations are different, the model of Narten and Danford
does not contain any vacancies inside the lattice structure. T. Iijima and K. Nishikawa found
that the model of Narten and Danford does not fit well with experimental intensities for the
region 0-2.5 A˚
−1
of the scattering parameter [20]. They revised the model by flapping the six-
membered ring lying perpendicular to the c axis and including vacancies inside the lattice in
order to get a better fit with the experimental data. The ψ model also assumes the presence
of a significant concentration of vacancies. Within the Narten and Danford model, these
vacancies have to be compensated with extra anisotropy effects, resulting in an additional
anisotropy increase with temperature. So, the ψ model has the potential to explain the X-ray
diffraction intensities and fitting the most recent data sets to the model may improve the
accuracy of the model parameters nI and nV obtained from the dielectric data.
4.3 The density of ice and water
Within the ψ model the anomalous increase in density during the phase transition from ice
to water is due to interstitials, not balanced by vacancies (see assumptions 2 and 4). The
lattice density no itself does decrease with 3.2% between the ice lattice and the water lattice
(see Fig. 5), which is a ’normal’ effect for most solids.
After the phase transition, extra interstitials will not change the density any more because
they are compensated by vacancies (see assumption 4). It is the lattice structure itself that
will expand following the temperature relation of liquid water. The current accuracy of the ψ
model does not allow to explain the observed density maximum at 4◦C which is only 0.01%
larger than the value at 0◦C [48]. Assumption 4 is too strict to find an explanation because if
the interstitials are perfectly compensated by the vacancies, the lattice can only expand due to
normal thermal expansion of the lattice structure and the increase in vacancies weakening the
lattice structure. To explain an increase in density, at least a small fraction of the vacancies
(order of magnitude 0.004 M) should leave the structure. The datasets used for calculate
the ψ model (i.e. the data of Table 3) aren’t accurate enough to give evidence for these
small effects. The maximum density point is therefore neglected in this phase of the model
development.
4.4 The DC conductivity in ice and pure water
In Jaccard’s model, the σio curve of ice in Fig. 4 is related to the conductivity of the H
+ and
OH− ions. Not the ions themselves are moving through the lattice, but the charge of the
H+ and OH−ions (i.e. the proton) hops from water molecule to water molecule (see Fig. 3a).
This is the so-called Grotthuss mechanism [13], a name more commonly used in the context
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of water than in the context of ice.
σio has a zero activation energy in the Arrhenius plot. The mobility of the ions can be
measured independently using doped ice experiments [31, 51]. A decrease with temperature
is expected because the protonic hopping mechanism is favoured by the hydrogen bonds
that become weaker at higher temperatures [52]. However no temperature dependency for
the mobility is found in the temperature range close to the phase transition (243-273 K).
This counter-intuitive result is explained by examining transient conductivity effects after the
creation of ions using radiation [53]. These experiments prove that a majority of the ions form
a complex with the present DL defects (e.g. a H+ ion couples to an L defect) immobilising the
ions. This complex is less stable at higher temperatures, increasing the fraction of mobile ions
with temperature. So, the trapping mechanism masks the expected temperature decrease of
the mobility and is a key element explaining conductivity in the ice lattice. The zero activation
energy of both the DC conductivity and the ionic mobility can be seen as fingerprint of the
presence of an ice lattice.
In standard textbooks [2], the DC conductivity in water is related to the movement of
H+ and OH− ions by the Grotthuss mechanism [13]). It is important to emphasise that the
Grotthuss mechanism, in order to work effectively, needs the presence of a hydrogen bonded
network of water molecules, just like in an ice lattice. So using this model for water indirectly
assumes the presence of significant ice-like clusters in water. A typical model containing
ice clusters is the Frank and Wen flickering-cluster model [5]. The main idea is that water
contains two phases, both ice-clusters (at 20◦C around 80% of all molecules are in these
clusters) and unbound water molecules in between these clusters at a high density. The
lifetime of these clusters is in the order of ps explaining why the model is called flickering.
When the conductivity of two-phase models are confronted with the conductivity data, they
encounter two major problems.
First, Fig. 4 shows a significant jump in conductivity after the phase transition (a factor of
39). This cannot be explained by two-phase models because only a part of the water structure
is the ’good’ conducting ice structure. If the amount of ions is of the same order of magnitude
in ice than in the ice clusters, a decrease in the conductivity is expected. The second problem
is the significant positive temperature dependence (with an activation energy of 0.41 eV) of
σwo . The molar conductivities of both H
+ and OH− are printed in Fig. 4, data obtained from
the conductivity of acids and bases [35]. Molar conductivities are independent of the ionic
concentration and are therefore a good measure for the mobility. Also the mobilities of both
ions in water have a non-zero activation energy ranging between 0.11 and 0.13 eV. This data
contrasts with the predictions of two-phase models: the mobility should decrease with tem-
perature, because the fraction of the water in an ice-like state diminishes with temperature [5].
So, for two-phase models containing an intact ice clusters, the Grotthuss mechanism gives no
adequate explanation for the DC conductivity in pure water.
To solve these inconsistencies, N. Agmon [52,54] revised the Grotthuss-conduction proces
to displacement of the H+ ions in clusters like H5O2
+ and H9O4
+ and the OH− ions in H7O
−
4
and (HOHOH)− clusters. The rate-limiting process of the ionic mobility becomes the cleavage
of a hydrogen-bond within the cluster. This cluster model gives the mobility of H+ and OH−
its missing temperature dependence. However Agmon’s model does not explain the larger
conductivity of the ions in water compared to ice. It remains unclear how clustered ions can
move more effectively through the water structure than the Grotthuss mechanism in ice.
It is our claim that the ψ model offers a more coherent explanation for the experimental
data. The contribution of the interstitials to the water conductivity is neglected (see Eq. 45)
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Figure 9: a) A complex of an H+ ion and an L defect, both charges are bound to each other
decreasing the mobility of the ion. b) A complex of an H+ ion and a VL defect, the bounding
energy is much smaller and the ion may jump in the vacancy resulting in c).
focussing the discussion on the ionic conduction in the water lattice. The mobility of H+
in ice is 1.2 10−7m2V/s [53], in water this mobility is 20% larger, i.e. 1.45 10−7 m2V/s at
0◦C 3. In order to explain the factor 39 jump in the conductivity, the density of free moving
ions in water has to increase with a factor of 32 compared to the density in ice. This can be
explained within the ψ model if the trapping of ions by DL defects in ice is considered. The
radiation measurements in ice [53] show that a decrease of the mobile ionic concentration in
ice with a factor of 32 is possible 4. Assumption 6 states that not DLs but VDLs dominate
water so the trapping will be different in water compared to ice. An L defect around a H+
ion will attract the ion immobilising the jumping of the ionic charge because the L defect is
close to the ion see Fig. 9a). But with a VL defect near the ion, this attraction wil not be as
strong (see Fig. 9b) and the ion can even jump to a neighbouring position (see Fig. 9c). It is
therefore plausible that the majority of the ions present in ice will become free to move after
the phase transition to water.
The absence of the trapping mechanism also partially explains the temperature dependence
of DC ionic conduction. Because the ions in water are not trapped by DLs, their concentration
will increase with temperature with an activation energy of around 0.3 eV (= 0.41 eV - 0.13 eV
or - 0.11 eV). However, the positive temperature dependence of the ionic mobility in water,
with an activation energy of 0.11 eV for H+ and 0.13 eV for OH−, also have to be explained.
In ice, the mobility of untrapped ions has a negative temperature activation energy of -
0.22 eV [55] because at higher temperatures the hydrogen bonds are weakening. During the
phase transition, the lattice structure blows up to a size ice could only reach at a temperature
of 210◦C. This will weaken the H bonds even more making a significant Grotthuss mechanism
for ionic conduction in water very unlikely. An alternative conduction mechanism for ions
in water is suggested in Fig. 9b and c. The H+ ions attract the VLs opening the way for
thermally activated hopping through the lattice. The details of this hopping mechanism will
3To calculate this mobility in water we used the molar conductivity of the H+ ions at 0◦C, i.e.
0.022504 Sm2/mol [35] and the H+ term of Eq. 45.
4The H+ concentration obtained by radiation is reduced by only a factor of 6 at 0◦C [53]. However, this is
an artificial situation where a H+ concentration of 10−6 M is enforced in the ice slab. In normal ice the H+
concentration is only in the order of magnitude of 10−9 M, making higher reductions very likely.
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be worked out in part II of this paper. It is more effective than normal diffusion of water
molecules using the same vacancies because of the attraction of VDLs by the ions. Also, the
temperature dependence of the mobility makes sense. The more charged vacancies, the better
the conduction mechanism will work. Using the data from Table 4 the activation energy of
the charged vacancies is found to be 0.11 eV, the same magnitude as the activation energy
of the mobility of the H+ and OH− ions. Moreover, there is an excellent linear relationship
between the mobility of the ions (R2 = 0.991 for the H+ ions and R2 = 0.998 for the OH−
ions.
We conclude that the ψ model suggests that not the Grotthuss mechanism but a thermally-
induced ionic hopping mechanism in the water lattice is explaining the DC conductivity of
water. In part II of this paper this mechanism is worked out more deeply and confronted with
the Hall effect in water. It will be shown that the Hall data is explained by the ψ model and
not by the classical models. The Hall effect provides extra hard evidence for the ψ model.
4.5 HF conductivity and Debye relaxation time
In this section, only the lattice part of the HF conductivity σs∞ is discussed (see Eq. 46). This
lattice contribution is most accurately known and more independent from the HF dielectric
spectrum than the contribution of the interstitials σI∞. Both σ
s
∞ and τ
w
s are related to the ice-
like lattice inside liquid water. The ψ model connects them to each other (see Eqs. 19 and 22),
1
τws
=
Φwσ
s
∞
e2
DL
, (54)
relating the Debye relaxation to the HF conduction mechanism. The problem is that this
relation cannot be tested because in order to derive σs∞ from the dielectric spectra Eq. 24 has
to be used. As a result Eq. 54 is always correct.
Assumption 6 links the lattice HF conductivity solely to the charged vacancies and not to
the DL defects. This assumption can be confirmed using the available data. Presume that
the Ls are the cause of σs∞ and not the VDLs
5. The L mobility is known from the ice data,
i.e. µL = 7.3 10
−8 m2V−1s−1 at 0◦C [31]. At that temperature, a concentration of 18 M of Ls
is necessary to reach the HF conductivity σs∞ of 48.9 S/m. This should mean that almost all
the molecules are rotated with respect to each other, with an unstable lattice structure as a
consequence. So, the DLs aren’t able to explain the high HF conductivities we find in water.
Although the mobility of VDLs is not known, it is reasonable to assume that their mobility
will be significantly larger than that of L defects due to the presence of the vacancy. Using the
data of the ψ model the mobility of VDL should be a factor of 10 larger than the mobility of a
DL, i.e. 7.5 10−7 m2V−1s−1 at 0◦C. The VDLs are the only reasonable candidate explaining
the HF conductivity.
It is still an open question how the high concentration of VDLs is formed in water. Vacant
positions attract both D and L defects [28]. In ice DLs are the majority charge carrier, but
as can be seen in Fig. 4, their concentration is too low to explain the VDL concentrations
in water. A plausible way to create extra DLs is the continuous exchange of interstitials and
lattice molecules. When an interstitial is jumping back to the lattice it can easily be wrongly
oriented (50 procent change) producing a DL that charge the vacancies.
5It is found in ice that D defects are trapped and only L defects are mobile [28].
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4.6 Impact of the ψ model
The basic components of the ψ model are simple and can be easily visualised (see Fig. 2). To
prove that the ψ model has potential outside the explanation of the dielectric spectrum two
extra quantities, closely related to the water structure, were added. Two equations (Eq. 50
and 53) were derived describing the temperature dependency of the heat capacity and the
proton resonance frequency, respectively. The equations contain two linearity tests which
the ψ model passed satisfactory. The model of Narten and Danford didn’t pass the tests
because the model is missing the increase of interstitials and vacancies with temperature, two
properties essential to explain both quantities.
The fitting parameters offer interesting information about the ψ model components. The
heat capacity fitting resulted in a value for Cs, the molar heat capacity of the lattice structure,
of (20.8 ± 0.3) R/2 and a value for CI , the molar heat capacity of the interstitials, of (4.2 ±
0.1) R/2. The Cs value is close to the expected maximum value of 21 proving that the degrees
of freedom as described previously are all active. However, the CI value is lesser than half
of the expected maximum 9, indicating that the interstitials are not completely free to move.
This relates to the strong local fields in the interstitial cages, depolarising the interstitials and
holding them in of-center positions. This will compromise both rotational and translational
degrees of freedom of the interstitials.
The fact that the interstitials are in non-axial positions is also confirmed by the PRF
data. The PRFo value of (5.39 ± 0.07) ppm is a measure of the frequency shift if all water
molecules are bonded in the lattice. Hindman calculated that this frequency shift and it
should be between 5.43 and 5.57 ppm [5]. Taking into account the crudity of the assumptions
(e.g. neglecting Van de Waals interactions [5], not differentiating the PRF of vacancies and
interstitials, .. ) this a good correspondence. Also the value for the unbound water molecules
PRFu = (1.08 ± 0.03) ppm is interesting. Normally one should expect a value close to zero
when the water molecules are in the center of the cages. Hindman also calculated the expected
shift when water molecules are in a close-packed monomeric state without dipole contributions
as 0.91 ppm [5]. This confirms the image of the interstitial water molecules, situated non-axial
and sticking to the water molecules of the lattice (without a hydrogen bond).
5 Conclusions
The ψ model (or the Protonic-Semiconductor Interstitial-Ice model) is based on the idea
that pure liquid water has an intact hexagonal ice lattice containing a high density of both
vacant lattice sites and interstitial water molecules. A first approximation of both the vacancy
and interstitial concentration is obtained out of the susceptibility data. Over a temperature
range from 0 to 90◦C, the vacancy concentration increases from 2 to 7 M and the interstitial
concentration from 8 to 14 M. It is the first model that coherently explains the experimental
data of the density, the electric susceptibility, the DC and HF conductivity, the heat capacity
and the proton resonance frequency over the whole temperature range.
Special attention was given to some inconsistencies in the mainstream models about the
DC electrical conductivity of water. This conductivity is determined by the H+ and OH−
ions that are present in the water lattice. These ions conduct electricity more effective in the
water lattice than in the ice lattice, because they are not trapped by the DL defects (like in
ice) and move through the lattice using a thermally-induced ionic hopping mechanism. This
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mechanism will be discussed in more detail in part II of this paper.
The model also relates the Debye relaxation time and de HF conductivity to the density
of charged vacancies. To obtain quantitative relations 8 assumptions were made. Most of
them are validated with the existing data. Some of them, like assumption 7 and 8, are only
indirectly validated and need extra first-principles modelling or more accurate experiments.
The ψ model is based on the interstitial-ice model of Narten and Danford, but there are
fundamental differences induced by a different view on the average position of the interstitial
water molecules. Narten and Danford assumed that the interstitials were situated on the
central axis of the interstitial sites, a condition introducing a high anisotropy in their model.
Strong asymmetric local electric fields in the interstitial cage makes a non-axial position more
likely, thereby avoiding the anisotropy problem. These positions are confirmed by both the
heat capacity and the nuclear magnetic resonance frequency data.
The ψ model is a promising candidate for a coherent water model and needs to be further
explored.
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A The flux densities of the VDL defects in the water lattice
The derivation of the flux density of the ionic and DL defects is a central topic in Jaccard’s
theory [27]. Due to the presence of vacancies, there is a correction factor in the value of Φ in
water. This correction factor will also appear in the derivation of flux density of VDLs, which
will the focus of this appendix.
For simplicity reasons, our reasoning is limited to a 2D lattice. All the equations are also
valid in for an isotropic ice lattice as described by Hubman [25, 27]. The horizontal x axis is
chosen as the potential direction for an external field. All the dipole moments of the water
molecules are projected on this axis. These components have a magnitude po,‖ and they can
be positive or negative depending on the direction of the water molecules related to the x
axis. np+ and np− are defined as the density of water molecules polarised in the positive
and negative x direction, respectively and np=o as density of the water molecules with a zero
polarisation component in the x direction. Notice that no = np+ + np− + np=o and that in
the absence of an electric field np+ = np− = np=o = no/3, resulting in a zero polarisation. If
an external field is applied in the direction of the positive x axis, the polarisation density of
the lattice Ps in the horizontal axis is by definition equal to
Ps = (np+ − np−)po,‖ex, (55)
with ex the unit vector in the x direction.
The flux density of the charged vacancies (i.e. the number of defects crossing a unit area
per unit of time) are denoted by the vectors jVD and jVL. These flux densities differ from
the current densities (denoted with a capital letter JVD, JVL, ... ) and are quantifying the
number of defects passing by. The corresponding current densities are quantifying the net
charge.
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Figure 10: VD defects (with the D defect in the horizontal direction) may move horizontally
in an 2D ice-like lattice. In a and c the VD defect can jump to the right side, however in b
the VD defect is blocked in this direction. In d and f the three possible jumps to the left are
shown, only e is blocked.
The flux densities are caused by two effects [15]. First, an applied electric field will move
the VD or VL defects through the lattice, which is described by Ohm’s law. However, this
movement is counterbalanced by a diffusive current of the same defects. If the lattice has no
netto orientation (Ps = 0), there will be no netto thermal displacement of the defects. The
VDLs will move in both directions as likely. However, the ohmic currents create a dominant
orientation in the water molecules (Ps 6= 0) inducing a preferable direction in the thermal
hopping of the defects.
Only the full calculation for the VD-defect flux density will be done here. An electric
field is applied in the horizontal direction (in the direction of ex). The ohmic part of the flux
density is obtained from the electric current of VD defects divided by its charge eDL (see first
term in Eq. 56). The second diffusion term is more complex and different ways of deriving
this term are proposed in literature [15, 25, 26]. In our approach [27], this term is seen as a
simple diffusion term and is therefore related to the induced concentration gradient in nVD .
If DVD is the diffusion constant of the VD defects, we get at position x
jVD =
σVDE
eDL
−DVD nVD(x+ dx)− nVD(x− dx)
2dx
ex. (56)
nVD(x ± dx) are the concentrations of VD defects at the right and left side of the water
molecules at x and can be calculated just using statistical considerations. The density of
VD defects is assumed to be a continuous function. Therefore, the density of VD defects at
position x should be linearly related to the densities at positions x± dx
nVD(x) =
nVD(x− dx) + nVD(x+ dx)
2
. (57)
Using this definition it is clear that the density of normal water molecules at position x that
are situated next to a VD defect at both positions x ± dx is 2nVD(x). The six possible
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configurations of VD defects at positions x± dx and having a D defect in the x direction are
printed in Fig. 10.
First the fraction of the 2nVD(x) molecules at position x that are situated next to a VD
at position x+dx will be estimated. In d and f it is clearly seen that water molecules are part
of a VD defect at the right side if they are oriented to the right. So, np+(x) water molecules
will be part of a VD defect at position x + dx. Fig. 10e shows that the water molecules can
also be part of a VD defect at x+ dx if they have no netto dipole moment and the hydrogen
atoms are oriented horizontally. These water molecules have a density equal to np=o(x)/2
because only half of the water molecules with a zero dipole moment is oriented horizontally.
To calculate the fraction, one must be aware that only no−nV water molecules are present at
position x because nV lattice positions are vacant. So (np+(x) + np=o(x)/2)/(no − nV ) is the
fraction of the water molecules at position x that is well oriented to be part of a VD defect at
position x+ dx. Notice that this reasoning is only counting the VD defects at position x+ dx
with a horizontal D defect. However, there are as many VDs with a D defect in the vertical
direction that remain uncounted. Therefore the fraction must be doubled and the following
expression for nVD(x+ dx) is obtained,
nVD(x+ dx) =
2nVD(x)2(np+(x) +
np=o(x)
2 )
no − nV
. (58)
Similarly, one finds that
nVD(x− dx) =
2nVD(x)2(np−(x) +
np=o(x)
2 )
no − nV , (59)
because there are only VD defects at the left side if the water molecule at x is oriented to the
left side (see Fig. 10a and 10c) or the hydrogen atoms of the water molecule at x are oriented
horizontally (see Fig. 10b). Combining the expressions for nVD(x+dx) and nVD(x−dx) with
Eq. 55, the flux density of the VD defects is rewritten as
jVD =
σVDE
eDL
− 2nVDDVD
dx(no − nV )po,‖
Ps. (60)
This equation can also be derived for a 3D isotropic lattice with a tetrahedral symme-
try [25,26]. Before proceding, the properties of the lattice that are related to this tetrahedral
symmetry are summarised. A fundamental quantity of the lattice is roo, the distance between
two oxygen atoms of neighbouring hydrogen bonded water molecules. In tetrahedral lattice,
the density of ice no relates to roo as [26]
no =
3
√
3
8r3oo
. (61)
The mean distance dx between the successive planes of water molecules is equal to
dx =
2roo√
3
, (62)
This equation is obtained from no = 1/dx
3 assuming an isotropic specimen. In the isotropic
grid, one can also derive that [27]
po,‖ =
eDLroo√
3
. (63)
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Combining the equation for the flux density in Eq. 60 with Eqs. 61, 62 and 63 results in
jVD =
σVDE
eDL
− no
no − nV
8roonVDDVD√
3eDL
Ps. (64)
The Einstein relation relates the diffusion coefficient of the VD defects DVD to the mobility
of the VD defects,
DVD =
kTµVD
eDL
. (65)
with k the Boltzmann constant and T is the absolute temperature. If this relation is put into
Eq. 64 and using the definition of σVD from Eq. 15, the equation for jVD is obtained, i.e.
jVD =
σVDE
eDL
− no
no − nV Φ
σVD
e2
DL
Ps
eDL
, (66)
with the Φ factor equal to
Φ =
8rookT√
3
. (67)
The equation for the flux density differs from the one in ice by a factor nono−nV [27]. This
factor is a consequence of the presence of vacancies in water. The Φ factor in water is
therefore defined as
Φw = Φ
no
no − nV = Φ
no
no − nV . (68)
The more vacancies in water, the larger the diffusion effect in the flux densities.
This reasoning can also be done for the VL defects and the ions. The four relevant flux
density equations for pure water are
j+ =
σ+
e2±
(e±E+
Φw
eDL
Ps), (69)
j− =
σ−
e2±
(−e±E− Φw
eDL
Ps), (70)
jVD =
σVD
e2
DL
(eDLE− Φw
eDL
Ps), (71)
jVL =
σVL
e2
DL
(−eDLE+ Φw
eDL
Ps). (72)
They are completely similar to the equations governing the defects in ice. Only DLs are
changed by VDLs and Φ by Φw
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