Accumulation and transport of plankton in fronts propagating across-shore is a process of considerable ecological importance for many inhabitants of the littoral zone, since it links the offshore larval pool with the juvenile and adult inshore habitat. Several field studies have shown that larval plankton accumulates in fronts, but have failed to give a conclusive proof that effective Lagrangian transport takes place. A few process-oriented numerical studies have lent support to the idea, but the scope of their results is limited by the two-dimensional nature of the flows considered and by the simple model used to account for the behavior of plankton. In this paper, we relax both constraints. We solve the three-dimensional Navier-Stokes equation to compute the time dependent velocity field, and we use an empirically based model for the behavior of plankton. Our results show that accumulation and transport is possible, even for larvae characterized by sustained swimming speeds that are small compared with the speed of propagation of the front. We introduce a simple model to characterize the accumulation along the front, which includes both entrainment and detrainment. The model accurately represents accumulation calculated from the numerical runs, and provide a simple tool to estimate transport under a variety of circumstances. We also investigate the spatial distribution of plankton along and across the front and show that it is very patchy and dependent on the swimming speed of plankton, with important implications for interpreting results from field experiments.
Introduction
Many inhabitants of the littoral zone with a planktonic larval stage face the problem of reaching the shoreline in order to settle and reproduce. For example, larvae of littoral barnacles, after spending the larval stage offshore, need to reach a suitable rocky substrate in the intertidal region to settle and metamorph into adult organisms. However, while alongshore transport processes are usually quite energetic because of the existence of nonzero mean Eulerian currents, across-shore processes are much less effective, since the Eulerian mean is zero or very small (as when upwelling/downwelling is present). Hence, from an ecological point of view, it is important to recognize possible mechanisms of cross-shore transport. At large scales, the horizontal migration of buoyant plumes (such as coastally only with two-dimensional models (Härtel et al., 2000a; Helfrich and Pineda, 2003) . At lab scales, impurities accumulating on the surface conjure with surface tension to replace the free-slip condition with an effective no-slip condition. Recently Lowe et al. (2002) solved the problem by conducting experiments with intrusive gravity currents, generated by releasing fluid of intermediate density in a two-layer stratified fluid. For small density differences, the setup is equivalent to a gravity current propagating along a free-slip boundary.
In the field, Pineda (1999) considered the transport properties of internal-bore warm fronts (buoyant gravity currents) that are occasionally observed near La Jolla, California. Different species had different distributions within the features, and measurements of currents and larval distributions supported the hypotheses that (1) larvae concentrate at the propagating fronts, and that (2) the origin of the concentrated larvae is behind the front, implying that currents in these features were faster than propagating speeds. Franks (1997) modeled the accumulation of particles ahead of a propagating front with a 2D kinematic model, and found that upward swimming particles originating ahead of the front accumulated behind the front. Helfrich and Pineda (2003) supported with a numerical model and lab experiments that both upward-swimming and floating particles originating behind and ahead the front can accumulate in the propagating features. However, in these models, the particles were exposed to a steady, two-dimensional gravity current. On account of the strong nonlinearity of these waves, these assumptions are very restrictive, since the flow is strongly three-dimensional (Özgökmen et al., 2004) , whereas two-dimensional steady flows impose strong topological conditions which affects mixing. Indeed, the trajectories in physical space of Lagrangian particles advected by a steady and two-dimensional velocity field are in one-to-one correspondence to trajectories in phase space of particles moving under the effect of a steady Hamiltonian equal to the streamfunction of the flow (Ottino, 2004) . Since the latter system is integrable, chaos (i.e. mixing) is ruled out. Moreover, the prescribed behavior of the particles was very restrictive and not very realistic. As a result, it is difficult to assess quantitatively the effective accumulation rate, nor is it possible to study the species-dependent clustering observed in the field. In this study, we follow an approach similar to Helfrich and Pineda (2003) , but we take a step further and use a fully nonlinear, nonhydrostatic, unsteady and three-dimensional model to generate the flow within both gravity currents and nonlinear waves with trapped cores. Moreover, we consider recent laboratory experiments (DiBacco et al., in prep.) to model the behavior of larvae in the flow. Strictly speaking, the model is applicable to laboratory scale flows, but the results can be extrapolated to field scales.
Methods
To model the flow field associated with internal waves and gravity currents, we solve the Navier-Stokes equations in the Boussinesq approximation for a fluid of variable density
where u is the velocity vector, b = g(ρ − ρ 0 )/ρ 0 the buoyancy anomaly relative to a reference density ρ 0 , p the pressure, k ≡ (0, 0, 1) the unit vector pointing in the vertical direction, ν the kinematic viscosity of the fluid, and κ the diffusivity of the stratifying agent. Finally, D/Dt stands for the Lagrangian derivative following a parcel of fluid. The above equations are solved in a channel of depth H , length L x and width L y . At the top and bottom boundaries free-slip conditions are applied ∂u/∂n = ∂b/∂n = 0, where n is the direction normal to the boundary. Along the spanwise (along-front, y) direction we apply periodic boundary conditions, while in the streamwise direction we impose different conditions depending on the specific flow considered. 
where Gr and Pr are the Grashof and Prandtl number respectively. Gr, the ratio of buoyancy to viscous forces, is a property of the flow, and typical field conditions are characterized by values of Gr that are O(10 14 ) (Pineda, 1999) , while Pr ≡ ν κ ranges from 7 to 1000 depending on whether the stratifying agent is temperature or salinity. The numerical resolution limits the largest values of Gr and Pr attainable in numerical experiments, without resorting to modeling the unresolved turbulent scales. In our study, we set Gr at 10 8 and Pr at 10. Analysis of buoyancy spectra showed no accumulation of energy at large wavenumbers, confirming that the resolution employed is sufficient to capture the essential dynamical scales. Table 1 lists the domain size and resolution for the runs considered here.
The setup used to maintain a steady gravity current mimics the experiments of Britter and Simpson (1978) . The channel dimensions are L x = 5H, L y = 1.5H . On one side (x = 0), a weir separates an inlet area, where fluid of density ρ 1 is injected with velocity c 1 (we will refer to this as the warm fluid), from the outflow area where an Orlanski-type boundary condition (Orlanski, 1976) allows mixed fluid to leave the domain. On the other side (x = 5H ), "cold" fluid of density ρ 0 is injected with velocity c 0 (Fig. 1) . Physically, c 0 represents the velocity of propagation of the gravity current, while c 1 is proportional to Table 1 . Domain size and discretization used in our numerical experiments. the amount of mixing taking place in the turbulent flow. The gravity current was generated using a three-step approach. At t = 0, warm fluid was injected from the inlet at constant speed while setting c 0 = 0. Since the injection speed was uniform in the spanwise direction, the flow remained two-dimensional, shedding Kelvin-Helmholtz vortices from the frontal region. When the advancing front reached x = 4H , the incoming cold flow was turned on with velocity c 0 to bring the advancing front to a halt (second step). This was also the time when we forced the flow to become three-dimensional. In a first set of experiments, this was achieved by taking the two-dimensional solution achieved at the end of the first step, and generating a three-dimensional initial condition by distorting the two-dimensional solution in the along-front direction. In a second set of experiments we instead added a small amount of turbulence (u rms = 0.5%c 0 ) to the incoming cold flow. This was achieved by adding white noise of given magnitude to the cold side boundary condition, and letting nonlinear interactions turn it into realistic turbulence during the time the fluid takes to travel the distance from the cold side inlet to the front. No stochastic terms were added to the Navier-Stokes equations. In both cases, c 1 was varied in real time to maintain the mean density in the channel constant. After a sufficiently long period T , c 1 was fixed at a value obtained by taking its average over T . Waiting a sufficiently long time also ensures that the system "forgets" the initial condition, on account of the parabolic nature of the Navier-Stokes equations. At this point (third step), the injection of particles began. This setup has the advantage over the more common lock-release experiments (e.g, Helfrich and Pineda, 2003) of possessing a statistically steady state that can be maintained for as long as necessary. Typical experiments lasted over 200 nondimensional time units.
a. Particles
DiBacco et al. (in prep.) developed an experimental setup to observe and quantify the swimming behavior of larvae, after the field observations of (Pineda, 1999) implied that [65, 1 larvae tend to swim against downwelling currents. The apparatus consists of a vertical Plexiglas cylinder through which water flows from top to bottom. Larvae are injected in the cylinder and are exposed to currents of different intensity. The observations indicate that they swim up when exposed to a downwelling current, modulating their response to maintain a constant depth up to a taxon-specific maximum swimming speed, above which the larvae are swept away. In our model, this behavior is included by setting the swimming velocity w s according to
where w f is the vertical velocity of the fluid at the particle position, and w b is a taxon specific sustained maximum vertical swimming speed. Since the time scale of these type of fronts is of the order of hours at the most, we do not consider diel migration patterns. To simulate different type of larvae, we considered in our experiments five swimming velocities, from 10
In the field, plankton tends to be localized in patches of moderate vertical thickness but extending over large horizontal distances (e.g., Mullin, 1993) . For this reason, we decided to release particles at specific depths with a constant injection rate. Since the frame of reference used is stationary with the wave, it is equivalent to considering a wave sweeping plankton initially stationary ahead of it. w f at the particle location was calculated using a fourth-order Lagrangian interpolation scheme and a third-order accurate AdamsBashfort scheme was used to discretize in time Eq. (4). Particle injection was stopped after 100 time units, and the experiment was run for another 100 time units. Particle positions and velocities were recorded every 0.1 time units.
Results
Depending on how the front was forced to become three-dimensional (distortion of the initial condition vs. upstream turbulence), the flow settled in two distinct states, both of which are three-dimensional and unsteady, but characterized by different mechanism sustaining the production of turbulence and mixing. When the front was exposed to upstream turbulence, Kelvin-Helholtz billows were found to develop downstream of the front, breaking up as they evolved downstream and driving mixing in the wake. Without upstream turbulence, the primary instability was convective in nature and three-dimensional from the start (unlike Kelvin-Helmholtz billows, which start as two-dimensional waves). Interestingly, shutting down the turbulence upstream resulted in the disappearance of Kelvin-Helmholtz billows and the onset of the three-dimensional convective instability. Conversely, starting from a convective instability case and turning on the upstream turbulence resulted in the development of Kelvin-Helmholtz billows. It is important to notice that in both cases the resulting three-dimensional flow within the frontal region is due to the non-linear dynamics within the region. Even when turbulence is added upstream, it affects the flow near the front primarily because it promotes the development of Kelvin-Helmholtz billows, its intensity being too small to have any direct effect on the flow. In other words, we would expect the same flow near the front regardless of how the Kelvin-Helmholtz billows are generated, as long as they are present.
A final source of three-dimensionality within the head is represented by wave-like disturbances propagating along the frontal region in the spanwise direction. These waves interact forming cusps that are similar, at least qualitatively, to structures found along surface fronts generated by river plumes (Cooper et al., 2001 ) and along internal tidal bore warm fronts (Pineda, personal observation; see also Fig. 1c in Franks, 1997) . A detailed analysis of the physics of the frontal region is presented elsewhere (Scotti, 2007) . In the Appendix, we give a brief description of the convective instability, since it does not appear to have been described before.
Both states are likely to occur in the field, depending on the level of ambient turbulence, and have sufficiently different accumulation and transport properties to warrant a separate discussion. For simplicity, we will refer to the case with and without Kelvin-Helmholtz instabilities as KH and noKH.
Both KH and noKH propagate at similar speeds c 0 = 0.47, despite the fact that mixing, measured by the rate of injection of light fluid needed to maintain steady state, is 50% larger in KH relative to noKH. With regard to other parameters such as head maximum elevation, KH and noKH agree well with values reported in the literature (Britter and Simpson, 1978; Lowe et al., 2002) . In our experiments the slope of the front of the head was 61 0 , very close to the slope predicted by the von Karman-Benjamin theory (Benjamin, 1968) and observed by Lowe et al. (2002) , while in Britter and Simpson (1978) the observed value was 40 0 . This discrepancy is likely due to the fact that while in our simulations the boundary condition is free-slip along the entire upper surface, in Britter and Simpson (1978) the boundary condition in the head was no-slip (albeit with small gradient due to the head being held stationary).
Spanwise and ensemble averaged properties of the KH gravity current ( Fig. 2a-d ) are similar to the ones reported by Helfrich and Pineda (2003) but with some differences. The recirculation area along the back of the head is absent in the HP simulation. Also, mixing is reduced relative to the 2D case, as can be seen from the distribution of isopycnals. The Smagorinsky model employed in the 2D simulation likely overestimates the mixing along the density interface, resulting in a smearing of the interface and higher entrainment rates. Note however that without a closure scheme, results are generally worse (Özgökmen et al., 2004) . The flow in the head is markedly three-dimensional. In fact, we routinely observed strong horizontal shear in the head.
In the noKH case, mixing is strongly reduced, and the interface between light and heavy fluid remains sharp until the convective instabilities described above set in. The 0.1 isopycnal shows the existence of an overturning region. The horizontal velocity of the fluid supplying the head is reduced. The flow in the head is almost stagnant, in agreement with the observations of Lowe et al. (2002) . As the streamlines approach the head, they are deflected downward by an area of high pressure (H in Fig. 2g ), which is actually the signature of a persistent recirculation area (Fig. 2h) . While not as strong as in the KH case, the flow in the head remains three-dimensional, especially when spanwise-propagating waves are present. Thus, KH and noKH offer different environments. We will see that this leads to different entrainment and detrainment.
a. Entrainment rate and characteristic residence time
The number of particles contained in the head N p (t) reflects the balance between entrainment E and detrainment D rates, that is
We model E = αF p , where F p is the incoming flux of particles and 0 ≤ α(w b , z 0 ) ≤ 1 is the entrainment rate, which we assume to depend on the swimming speed w b and upstream depth of the particles z 0 . In our experiments F p is fixed, while in the ocean is given by ρ p (the concentration of particles) times either c 0 , for particles ahead of the front, or c 1 , for particles behind it. For the detrainment rate we assume a linear relationship D = τ(w b , z 0 ) −1 N p , with τ a characteristic residence time. In a realistic setting, we expect N p to grow, possibly reach a steady state and eventually decay, since plankton in the field is patchy, and thus E = 0 only for a limited period of time. Efficient transport is possible only if both α and τ are large. As the front approaches a patch of plankton, we expect the number of particles in the head to increase linearly with time at the beginning (t/τ 1), after which the rate of growth slows down. Depending on how long the source is active, which in the field is proportional to the concentration of plankton, and the number and spatial extension of the patches, N p may or may not reach the saturation limit αF p τ, before dropping when the incoming flux stops. Figures 3 and 4 show the observed evolution of N p , defined as the number of particles in the region containing the head (−2 < x − x nose < .2 and −.45 < z < 0), for the noKH and KH cases. For particles released ahead, the abrupt drop immediately after the end of the injection period (t = 100) can be easily explained. In the absence of any entrainment mechanism, particles ahead still move through the measuring window, which they traverse in a time roughly equal to L x /c 0 . Within this time interval, the number of particles inside the window will increase at the maximum rate F p . Similarly, after the injection ends, it will take an equal amount of time for the particles that are not entrained to leave the domain. If the number of particles that are not entrained is large, N p will drop linearly during this transient time.
In general, with appropriate choice of characteristic time and entrainment rate, the model fits quite well the N p profile obtained from the numerical simulation (Fig. 5) . The characteristic time was calculated using the data from the decay portion of the profile (after t = 120). The entrainment rate was calculate fitting the data between t = 20 and t = 100 in the KH case, and t = 40 and t = 100 in the noKH case.
In the KH case, the characteristic residence time depended only on the swimming speed of the particle (Fig. 6) . Since the flow within the head is very energetic and homogeneous, particles are exposed to similar conditions regardless of their position within the head. In this case, the characteristic time will depend solely on the height of the head H , the rms value of turbulent fluctuations u and the swimming speed w b . Dimensional analysis then dictates that τu
A simple exponential profile f (x) = 11e 10x fits the data quite well. Unlike the characteristic time, the entrainment rate depends also on depth and position relative to the front (Fig. 7) . Not surprisingly, faster swimmers have higher rates, and so do particles behind the front. While α changes considerably with swimming speed, the ratio α(z = z 1 )/α(z = 0) is only weakly dependent on the swimming speed over the range considered for particles initially ahead of the front. This suggest the following conceptual scenario: A particle in the cold side, which happens to be in the proximity of the cold/warm interface has a certain probability P of crossing the interface in a given interval of time, which depends on the swimming speed and the level of turbulent fluctuations near the interface. The time T a particle is near the interface depends on the original depth z 0 , being maximum near the surface and decreasing to zero when z 0 > H. In fact, by assuming a simple model for the mean streamwise velocity along the head (Benjamin, 1968) , it is possible to show that
The entrainment rate is then proportional to P T . Without Kelvin-Helmholtz instabilities, both τ and α are higher. In fact, with the exception of subsurface particles released upstream of the front, which have entrainment rates similar to the KH case, the entraiment rate is always 100%. For the characteristic residence time there does not appear to be a universal profile. An exponential profile fits the characteristic time of particles with different swimming speed released at the same point, but the coefficients depend on the position relative to the wave (Fig. 8) .
b. Spatial pattern of particle accumulation i. noKH case. The concentration of particles within the head was far from uniform. Particles initially near the surface in the warm side of the gravity current accumulated near the small near-surface recirculation area on the warm side of the head (Fig. 9, x, y about −1.4, −0.1). Virtually no particles were found near the front. Particles initially in the subsurface area of the warm side were instead found preferentially in the recirculating area at the base of the head (−0.4, −0.3), with higher concentrations found towards the leading edge. The exception was the fastest swimmers (w b = 0.01), which were found on the upstream side of the head (−1.4, −0.1) and, to a lesser extent, near the leading edge of the head (0, −0.1). Near surface particles coming from the cold side were found in the same recirculating area occupied by subsurface warm-side particles (−0.4, 0.3), with the exception of the strongest swimmers (Fig. 10) . The strongest swimmers accumulated at the leading edge Figure 5 . Comparison between modeled (Eq. 5) and computed particle concentration near the front. (a) KH case and (b) noKH case. For clarity, only four combination of swimming speeds and release depths are shown. In the inset "data" refer to the results of the numerical simulation, "model" to the fit with Eq. 5. For particles released behing the front a similar good fit is obtained. Figure 6 . Characteristic residence times for particles released in a KH gravity current.
of the gravity current. Subsurface cold-side larvae concentrated along the separatrix which divides the cold from the warm side, with higher concentrations near the leading (0, −0.2) and trailing (−1.4, −0.4) edge of the head (Fig. 10) . While it is reasonable to expect a sorting of the larvae in the streamwise-vertical plane, it was surprising to discover large variation in concentration along the spanwise direction. It appears that the three-dimensional nature of the flow within the head causes particles to accumulate in hot spots along the spanwise direction. This phenomenon was independent of the swimming velocity of the particles, though it was more pronounced for larvae found near the surface. In fact, for all cases considered, Probability Density Functions of particle concentration were highly skewed, with broad tails, implying that a large fraction of entrained particles were concentrated in a few hot-spots. Figure 11 summarizes the observed pathways of entrainment in a noKH gravity current.
ii. KH case. The behavior-dependent pattern of segregation observed in the noKH case is found in the KH case as well, though with different accumulation loci. For surface particles, both in the warm and cold side, the highest accumulation is found near the leading edge (Figs. 12 and 13) , except for the fastest swimmers coming from the cold side, which are spread along the frontal region of the head. Weak and moderate subsurface swimmers from the warm side are more uniformly distributed within the head, while fast swimmers concentrate at the surface frontal region. Conversely, fast cold side subsurface swimmers tend to occupy the entire head region, while slower particles concentrate along the front and along the turbulent backside of the head. Along the spanwise direction particles were distributed more uniformly than in the noKH case, but still with large variations in concentration. Figure 14 shows a snapshot of strong swimming particles that were initially released near the surface behind the front. Particles accumulate along filaments where downwelling occurs. The pattern shows clearly how downwelling occurs both near the front, where it is expected, but also along the rear section of the head, where warm fluid is pushed downward driven by mixing. Figure 15 summarizes the spanwise averaged expected path of entrainment for the KH case.
c. Eulerian concentration and particle persistence in fronts
In the preceeding sections we have established the validity of Eq. 5 in describing how particles accumulate in the front. Physically it implies that a front is akin to a more or less "faulty" vacuum cleaner. Unlike an efficient vacuum cleaner, the front may not pick up all of the particles along its path, and even those that are collected eventually "leak out." It is therefore appropriate to ask how a patch of plankton evolves under the action of such a front. For simplicity, we consider only the case of plankton initially ahead of the front. To carry such analysis it is convenient to consider the two limiting cases of a patch whose extension L along the direction of propagation is small or large relative to τc 0 (the reason why this is the appropriate reference scale will become clear immediately). Also, we revert to lab units. First consider a narrow patch, characterized by a certain density of plankton C ∞ . When the front sweeps the patch, the number of particles accumulated in the front climbs rapidly to N 0 = N(0) = αC ∞ L, after which particles begin to leak out. In a short time dt, N(t)dt/τ particles leave the frontal area, while the front advances dx = dt/c 0 , hence the density of particles behind is C(x) = N ((x − x 0 )/c 0 )/τc 0 , where x 0 is the original position of the patch and we have expressed elapsed time as a function of distance travelled. Since N(t) = N 0 exp(−t/τ), the concentration at position x behind the front is given by C(x) = αC ∞ L exp(−(x − x 0 )/τc 0 )/τc 0 , whereas the concentration of particles within the head is C h = αC ∞ L exp(−(x − x 0 )/τc 0 )/ h, h being the size of the frontal region where particles accumulate (typically, of the order of twice the total depth, see Fig. 2 ). Figure 16 shows profiles at three times after the front has swept the patch. After a time long relative to τ, all of the particles have been left behind. The centroid of the resulting distribution can be easily calculated as
C(x)dx = τc 0 and can be interpreted as the average distance travelled by the particles. If, on the contrary, the patch extends over a long strech, the concentration of particles within the head has time to reach its steady state value given by αC ∞ c 0 τ/h. Since c 0 U ref /2 and h 2H , the relative increase in concentration can be readily estimated from the data presented above, once the swimming speed is knwon. For example, strong swimmers initially near the surface on the cold side will reach a concentration inside the front 80 times larger than the background. Behind the front, the concentration is equal to the concentration ahead of the front, since the number of particles in the frontal region is constant, and thus as many particles are ejected as they are entrained. However, there is still net transport of particles forward, again given by τc 0 , since particles spend on average a time τ within the frontal region. When particles are approaching from behind, the picture remains the same, with the only difference that the reference length for the patch is τc 1 . To summarize, from an Eulerian point of view, the front acts as a local concentrator, with the largest concentration extending a distance of the order of twice the total depth from the leading edge, in agreement with aerial photographs of swimming dinoflagellates in fronts (see, e.g. Fig. 2(b) in Franks, 1997) .
d. Swimming statistics
While entrainment in a nonlinear internal wave allows larvae to move across large horizontal distances, it requires sustained effort. In order to quantify the energy expenditure, we assumed a linear relationship between drag F d and relative velocity w r (Stokes law) and integrated F d w r over the duration of the experiments. The result was normalized by the energy required for constant swimming at speed w b over the same length of time, to obtain the fractional energy expenditure (FEE). FEE is thus a measure of how energy-friendly the tranport process is. A FEE close to zero means that the larvae moves with the front almost effortlessly, while a FEE of 100% means that the larva needs to swim constantly to keep up with the front. Statistics were accumulated over the particles that at the end of experiment were still in the head region. In all cases, FEE was 60% or less. In fact, the faster the swimming speed w b , the lower the fraction of energy spent. For subsurface particles, FEE was roughly independent of the origin (ahead or behind) and type of experiment (noKH vs. KH). The overall difference in FEE was also small. For particles near the surface the swimming effort varied considerably with position and type of experiments. Particles released ahead of of the front experienced a similar FEE up to w b = 0.005, being about 55% in the noKH case and 45% in the KH case. The fastest swimmers in the noKH case were able to nudge themselves at the front, very close to the surface (where vertical velocities are small because of the free-slip boundary condition), and thus were able to be transported essentially effortless. On the other hand, turbulent fluctuations present in the KH case forced even the fast swimmers to spend energy to remain in the frontal region (see Figs. 10 and 13) though proportionally less that the weakest swimmers. Particles approaching the front from the cold side experienced higher FEE in KH experiments than in noKH, reflecting the higher level of turbulent fluctuations in the warm side when KH rolls are allowed to develop (Fig. 17) . If the particles were to travel the same distance unassisted by the front, the energy expenditure would be O(U f /w b ) larger. Thus, it is energetically convenient to be able to hitch-hike a moving front.
Discussion and conclusions
In this paper, we have considered the accumulation of larvae in fronts exposed to the fully nonlinear, non-hydrostatic and three-dimensional flow of a propagating front. The two main ingredients are a model for the fluid flow based on the three-dimensional Navier-Stokes equations, and a model for the behavior of larvae. A stringent test of the model would be to compare the results with field data, which are not available. Thus, to asses the validity of the approach vis-a-vis the real world, we criticize the different elements. The properties of our solution compare well with available lab-scale experiments. However, we need to determine whether we can extrapolate our results to oceanic values of Gr (and P r, if stratification [65, 1 is dominated by salinity). To this question we think we can answer a conditional yes. The experience accumulated in the computational fluid dynamics community over the last two decades shows that once a sufficiently high value of the Reynolds number (whose role here is played by Gr) is reached, then we can expect statistical equivalence of solutions at different values of the Reynolds (or Grashof) number provided the solutions are properly normalized (e.g, see the discussion in Moin and Manesh, 1998) . At the Grashof number considered, the flow is turbulent, and is characterized by mixing properties (not discussed here) that are typical of well developed turbulence. Hence, we are confident that the flow is realistically represented in our model. The second main element of our study is the model for the plankton behavior. Clearly, in the field planktonic larvae may respond to a gamut of stimuli, which might elicit compensating responses and be adaptive in various circumstances. For example, Franks (2001) suggested that increased food ingestion by larval fish with enhanced turbulence could be explained by turbulence avoidance behavior by larval fish and their prey, and not necessarily by turbulence increasing the encounter rate between predators and prey. Of the possible responses, we have selected a particular one (swimming against a downwelling current), which is observed in the field and might be adaptive because swimming against the currents modulates the onshore transport of larvae to adult habitats. Moreover, this behavior has been quantified and studied in isolation in the lab (DiBacco et al., in prep.) . The goal of this study is not to show that plankton possess an innate drive to join the first passing gravity current, but that a simple behavioral response is enough to allow plankton to use fronts for long-distance travel. We have found that there are important qualitative and quantitative differences between strictly two dimensional fronts and fully three dimensional cases. In the latter case, different primary instabilities trigger the transition to a turbulent state behind the head, and cause a different environment in which plankton founds itself. The strong spatial structure in the along-front direction (Figs. 4 and 6) , with the associated variability in accumulation, has important implication for sampling in field conditions. For example, it underscores the risks of drawing conclusions on the accumulation characteristics of these phenomena, as well as on the larval behaviors required to accumulate in these, from sampling single events, as conclusions would be different depending on which along-front section is sampled. In cases where the alongshore structure cannot be resolved, the best approach might be to sample several events (e.g. several independent fronts) and then average the results, though this averaging approach would tend to brush out the fine spatial differences.
Despite the complexity of the flow, bulk transport properties can be described with a relatively simple model, characterized by two parameters with a simple physical interpretation. One is related to the probability that a particle gets entrained in the head of the current, and the other measures the residence time of particles in the head. Transport efficiency depends on both of them being large. It appears that plankton capable of sustained swimming speeds on the order of a small fraction of the speed of propagation of the front can achieve this goal. Furthermore, our analysis shows that planktonic larvae do not have to swim constantly to remain at the head, and that faster swimmers require proportionally less energy than weak swimmers. In any case, the energy spent is much smaller than if they had to travel the same distance on their own means. The differences between retention rates calculated in the present study and the values reported in Helfrich and Pineda (2003) are due both to features of the velocity fields that are absent in the two dimensional simulation, and to the different behavior of the particles. In HP, the particles are constantly swimming up. As a result, the only place where particles can accumulate is along stagnation points. Regions of closed streamlines (which were present in the 2D simulation) cannot accumulate particles, since particles will eventually escape. However, if particles swim up only in response to downelling currents, it is possible for them to cross into regions of closed streamline and remain inside.
In summary, our findings show that the biological response of swimming upward when exposed to downwelling currents enables plankton to accumulate in realistically simulated fronts and to be transported in the Lagrangian sense over considerable distances. On the upstream side streamwise velocity isolines show how the flow splits in three jets, marked by arrows. Light (dark) grey lines denote streamwise velocity flowing into (away from) the head. Also plotted are the trajectories of two passive tracers initially released just below the surface at z = −0.05 (A in and B in . The first (A) keeps moving near the surface, until it reaches the front of the head, before being subdued. The other (B) is subdued shortly after being released, visualizing the flow responsible for the convective instability. As shown by the streamwise velocity isolines, the fastest forward flow is found in the core of the three jets, and not along the surface.
white noise to the velocity field at the upstream inlet. By the time the incoming fluid reaches the front of the gravity current, nonlinear interactions turn the artificial noise into "real" turbulence (Scotti and Meneveau, 1999) . The amplitude of the noise was set so that the rms intensity of the resulting turbulent fluctuations just upstream of the head was about 0.5% of the speed of propagation of the gravity current, corresponding to the value reported in the experiments of Britter and Simpson (1978) . In this case (Fig. 18(b) ), we observed the development of Kelvin-Helmholtz billows. In fact, by turning on and off the noise at the inlet, it was possible to switch between the state with K-H billows and the state without. We speculate that the linear instability of the basic flow is comprised of standing and traveling instabilities. The latter are the standard Kelvin-Helmholtz billows, and are likely
