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Abstract. Let {Xi, i ≥ 1} be a sequence of negatively associated random variables, and let
{X∗i , i ≥ 1} be a sequence of independent random variables such that X
∗
i and Xi have the same
distribution for each i. Denote by Sk =
∑k
i=1
Xi and S
∗
k =
∑k
i=1
X∗i for k ≥ 1. The well-known
results of Shao [14] sates that Ef(Sn) ≤ Ef(S
∗
n) for any nondecreasing convex function. Using
this very strong property, we obtain a large variety of deviation inequalities for Sn.
§1 Introduction
The concept of negatively associated (NA) is first introduced by Joag-Dev and Proschan [1].
A sequence of random variables {Xi, 1 ≤ i ≤ n} is said to be NA if for every pair of disjoint
subsets A1 and A2 of {1, 2, · · · , n},
Cov{f1(Xi, i ∈ A1), f2(Xj , j ∈ A2)} ≤ 0,
whenever f1 and f2 are coordinatewise increasing and the covariance exists. A sequence of
random variables {Xi, i ≥ 1} is said to be NA if for any n ≥ 2 (where n is a natural number),
the sequence X1, X2, · · · , Xn is NA.
Since NA have a lot of applications in multivariate statistical analysis, reliability theory and
percolation theory, many mathematicians have strong interest in it and discuss some property
of NA sequences. Matula [3] obtained a Kolmogorov type of upper bound inequality; Su et
al. [4] gave some moment inequalities for NA sequences; Next, Liu et al. [9] presented some
probability and moment inequalities; Zhang et al. [12] proved some Fuk-Negeav’s inequalities;
Gan et al. [11] established the Ha´jeck-Re`nyi inequality for NA sequences; Wang [10] gave some
exponential inequalities and a strong law of large numbers for NA random variables, etc.
In this paper, we are interested in establishing some new deviation inequalities for sums of
NA random variables. The proof of our theorems are based on the following technical result of
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Shao [14]. Throughout this paper, let {Xi, i ≥ 1} be a sequence of NA random variables, and
let {X∗i , i ≥ 1} be a sequence of independent random variables such that Xi and X∗i have the
same distribution for each i ≥ 1. Denote by
S0 = 0, Sk =
k∑
i=1
Xi and S
∗
k =
k∑
i=1
X∗i for all k ≥ 1. (1.1)
Then
Ef(Sn) ≤ Ef(S∗n) (1.2)
for any convex function f on R, whenever the expectation on the right hand side of (1.2) exists.
If f is a nondecreasing convex function, then
Ef( max
1≤k≤n
Sk) ≤ Ef( max
1≤k≤n
S∗k), (1.3)
whenever the expectation on the right hand side of (1.3) exists. Inequality (1.2) bridges the
relationship between the sums of NA random variables and the sums of independent random
variables. This enable us to extend many classical inequalities (cf. [16]), such as the inequalities
of Bernstain, Hoeffding, and Nagaev for sums of independent (dependent) random variables
to sums of NA random variables. In these inequalities, the tail probabilities are obtained by
choosing some proper positive nondecreasing convex functions f such that
P( max
1≤k≤n
Sk ≥ x) ≤ Ef( max
1≤k≤n
Sk)/f(x). (1.4)
Applying (1.3) to the last inequality, we have
P( max
1≤k≤n
Sk ≥ x) ≤ Ef( max
1≤k≤n
S∗k)/f(x). (1.5)
The right-hand side of the last inequality is dominated by many classical moment inequalities
with various conditions. Similarly, by (1.2), (1.5) also holds when max1≤k≤n Sk is replaced by
Sn.
§2 Deviation inequalities
In this section, we give some new deviation inequalities for NA sequences via Shao’s com-
parison theorem on moment inequalities. Assume that the NA sequence {Xi, i ≥ 1} is centered,
that is EXi = 0 for all i. First we introduce a lemma which has been proved by Shao [14].
Lemma 2.1. If {Ti, 1 ≤ i ≤ n} is a non-negative supermartingale, then, for any 0 < α < 1,
E max
1≤i≤n
Tαi ≤
(ET1)
α
1− α . (2.1)
This Lemma is important in our proof.
2.1 Fuk-Nagaev type inequalities
When the NA sequences have finite p-th moments (p ≥ 2), the following proposition gives
a Fuk-Nagaev type inequality.
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Proposition 2.1. Assume Bn(y) :=
∑n
i=1 E[X
2
i I{Xi≤y}] < ∞ for any y > 0. Then, for any
x, y > 0,
P( max
1≤k≤n
Sk > x) ≤ (1− α)−1Hn
(
x
y
,
√
Bn(y)
y
)
+ P( max
1≤k≤n
Xk > y), (2.2)
where
Hn(x, v) =
{(
v2
x+ v2
)x+v2(
n
n− x
)n−x} αnn+v2
I{x≤n} (2.3)
with the convention that (+∞)0 = 1 (which applies when x = n).
Remark 2.1.1. According to Remark 2.1 of Fan et al. [7], for any x ≥ 0 and any v > 0, it
holds
Hn(x, v) ≤ B(x, v) :=
(
v2
x+ v2
)α(x+v2)
eαx (2.4)
≤ B1(x, v) := exp
{
− αx
2
2(v2 + 13x)
}
. (2.5)
Note that (2.4) and (2.5) are respectively known as Bennett’s and Bernstein’s bounds. Then,
inequality (2.2) also implies the inequalities of Bennett and Bernstein: for any x, y > 0,
P( max
1≤k≤n
Sk > x) ≤ (1− α)−1B
(
x
y
,
√
Bn(y)
y
)
+
n∑
i=1
P(Xi > y) (2.6)
≤ (1− α)−1B1
(
x
y
,
√
Bn(y)
y
)
+
n∑
i=1
P(Xi > y). (2.7)
For similar results, we refer to Su et al. [4], Shao [14] and Zhang and Liu [12].
Proof. For given y > 0, let
Yi = min{Xi, y}, S˜k =
∑k
i=1 Yi,
S˜∗k =
∑k
i=1 Y
∗
i , for all i ≥ 1.
Then {Yi, 1 ≤ i ≤ n} is also a NA sequence. It is obviously that
P( max
1≤k≤n
Sk ≥ x) ≤ P( max
1≤k≤n
S˜k ≥ x) + P( max
1≤k≤n
Xk > y).
Let
Tk = exp
{ t
y
S˜∗k − nf
( t
y
,
Bn(y)
y2n
)}
,
where t > 0. Using Lemma 3.3 and Lemma 3.2 in Fan et al. [7], we have
Ee
t
y
S˜∗
k = exp
{ k∑
i=1
lnE
[
e
t
y
X˜∗
i
]}
≤ exp
{ n∑
k=1
kEf
( t
y
,
Bn(y)
y2k
)}
≤ exp
{
nf
( t
y
,
Bn(y)
y2n
)}
,
where
f(t, λ) = ln
{ 1
1 + λ
exp{−tλ}+ λ
1 + λ
exp{t}
}
.
Hence, {Tk, k ≥ 1} is a supermartingale. Applying f(x) = etαx for any 0 < α < 1, to (1.5), we
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obtain
P( max
1≤k≤n
S˜k ≥ x) = P(max1≤k≤n S˜k
y
≥ x
y
) ≤ Ee
tα
y
max1≤k≤n S
∗
k
etαx
≤ e−tαxyE
{
max
1≤k≤n
Tke
nf
(
t
y
,
Bn(y)
y2n
)}α
≤ exp
{
− tαx
y
+ αnf
( t
y
,
Bn(y)
y2n
)
E
{
max
1≤k≤n
Tk
}α
≤ (1− α)−1 exp
{
− tαx+ αnf( t
y
,
Bn(y)
y2n
)}
.
Taking
t =
1
1 + Bn(y)
n
ln
1 + x
Bn(y)
1− x
n
,
then
P( max
1≤k≤n
Sk ≥ x) ≤ (1 − α)−1Hn(x
y
,
√
Bn(y)
y
),
which gives (2.2).
Next we consider the case where the random variables {Xi, i ≥ 1} have only a weak moment
of order p ≥ 2. Recall the weak moment of order p is defined by
||Z||pw,p = sup
x>0
xpP(|Z| > x) (2.8)
for any real-valued random variable Z and any p ≥ 1. By Proposition 2.1, it follows that:
Proposition 2.2. Let p ≥ 2. Assume
Bn :=
n∑
i=1
E[X2i ] <∞ and A(p) :=
n∑
i=1
||Xi||pw,p <∞.
Then, for any x, y > 0,
P( max
1≤k≤n
Sk > x) ≤ (1− α)−1Hn
(x
y
,
√
Bn
y
)
+
A(p)
yp
, (2.9)
where Hn(x, v) is defined by (2.3).
Remark 2.2.1. Assume that the random variables {Xi, i ≥ 1} have a weak moment of order
p > 2. Note that Hn(x, v) ≤ B1(x, v). Taking
y =
3nx
2p lnn
in inequality (2.9), we infer that, for any x > 0,
P( max
1≤k≤n
Sk > nx) ≤ Cx (lnn)
p
np−1
(2.10)
for some positive Cx not depending on n.
If the weak p-th moments of the random variables {Xi, i ≥ 1} are strengthen to the p-th
moments (p ≥ 2), then we have the following Fuk-type inequality (cf. Corollary 3′ of Fuk [2]).
Proposition 2.3. Let p ≥ 2. Assume
Vn :=
n∑
i=1
E[|Xi|p] <∞. (2.11)
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Then, for any x > 0,
P( max
1≤k≤n
Sk > x) ≤ (1− α)−1
[(
1 +
2
p
)p
Vn
αpxp
+ exp
{
−α 2
(p+ 2)2ep
x2
Bn
}]
, (2.12)
where Bn is defined by Proposition 2.2. In particular, we have
P( max
1≤k≤n
Sk > x) ≤ 2p+1
(
1 +
2
p
)p
Vn
xp
+ 2 exp
{
− x
2
(p+ 2)2epBn
}
. (2.13)
Remark 2.3.1. Consider the case that {Xi, i ≥ 1} is a stationary sequence. Since Bn and Vn
are of order n as n→∞, it easy to see that the sub-Gaussian term
exp
{
− 2α
(p+ 2)2ep
x2
Bn
}
is decreasing at an exponential order, and that the polynomial term
2
(
1 +
2
p
)p
Vn
(xαn)p
is of order n1−p. Thus, for any x > 0 and all n,
P(|Sn| > nx) ≤ Cx
np−1
for some positive Cx not depending on n. Thus the order
(lnn)p
np−1
in (2.10) is refined to 1
np−1
.
Proof. For given x, t, y1, y2, · · · , yn > 0, let y ≥ max{y1, · · · , yn} and
X˜i = min {Xi, yi}, S˜k =
k∑
i=1
X˜i,
S˜∗k =
k∑
i=1
X˜∗i . k = 1, 2, · · · , n.
Then {X˜i, i ≥ 1} is also a NA sequence. It is easy to see that
P( max
1≤k≤n
Sk ≥ x) ≤
n∑
i=1
P(Xi ≥ yi) + P( max
1≤k≤n
S˜k ≥ x).
Let
Tk = exp
{
tS˜∗k −
(ety − 1− ty
yp
)
Vk − 1
2
epBkt
2
}
.
By Lemma 2 in Fuk [2], we have
EetS˜
∗
n ≤ exp
{(ety − 1− ty
yp
)
Vn +
1
2
epBnt
2
}
.
Hence, {Tk, k ≥ 1} is a supermartingale. Applying f(x) = etαx for any 0 < α < 1, to (1.5), we
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deduce that
P( max
1≤k≤n
S˜k ≥ x) ≤ Ee
tαmax1≤k≤n S˜
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
Tke
(
ety−1−ty
yp
)
Vk+
1
2 e
pBkk
2}α
≤ exp
{
− tαx+ α
((ety − 1− ty
yp
)
Vn +
1
2
epBnt
2
)}
E
{
max
1≤k≤n
Tk
}α
≤ (1− α)−1 exp
{
− tαx+ α
((ety − 1− ty
yp
)
Vn +
1
2
epBnt
2
)}
= (1− α)−1 exp
{
α
(
f1(t) + f2(t)
)}
,
(2.14)
where
f1(t) =
(ety − 1− ty
yp
)
Vn − µtx and f2(t) = 1
2
epBnt
2 − λtx.
Let
t1 = max
{p
y
,
ln(µxy
p−1
Vn
+ 1)
y
}
and t2 =
λx
epBn
.
If
t1 ≥ t2,
then
P( max
1≤k≤n
S˜k ≥ x) ≤ (1− α)−1 exp
{
α
(
f1(t2) + f2(t2)
)}
≤ (1− α)−1 exp
{
− αλ
2x2
2epBn
}
.
If
t1 < t2,
then
P( max
1≤k≤n
S˜k ≥ x) ≤ (1 − α)−1 exp
{
α
(
f1(t1) + f2(t1)
)}
≤ (1 − α)−1 exp
{
− αµx
y
ln
(µxyp−1
Vn
+ 1
)}
.
So we have
P( max
1≤k≤n
S˜k ≥ x) ≤ (1− α)−1 exp
{
− αµx
y
ln
(µxyp−1
Vn
+ 1
)}
+ (1− α)−1 exp
{
− αλ
2x2
2epBn
}
.
Setting y = y1 = y2 = · · · = yn = αµx. Since
n∑
i=1
P(Xi ≥ yi) ≤
∑n
i=1 EX
p
i
yp1
≤ Vn
αpµpxp
,
and
exp
{
− αµx
y
ln
(µxyp−1
Vn
+ 1
)}
=
Vn
µpxpαp−1 + Vn
≤ Vn
µpxpαp−1
=
αVn
µpxpαp
,
where λ = 2
p+2 and µ = 1− λ. Then we obtain (2.12).
2.2 Semi-exponential bound
When the random variables {Xi, i ≥ 1} have semi-exponential moments, the following
proposition holds. This proposition can be compared to the corresponding results in Fan et
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al. [5] for martingales.
Proposition 2.4. Let p ∈ (0, 1). Assume that there exists a positive constant Kn ≥ 1 such
that
n∑
i=1
E[X2i exp{|Xi|p}] ≤ Kn. (2.15)
Then, for any x > 0,
P( max
1≤k≤n
Sk ≥ x) ≤

2(1− α)
−1 exp
{
−α2x22Kn
}
if 0 ≤ αx ≤ K
1
2−p
n
2(1− α)−1 exp{−αpxp2 } if αx ≥ K 12−pn (2.16)
≤ 2(1− α)−1 exp
{
− α
2x2
2(Kn + α2−px2−p)
}
. (2.17)
In particular, we have
P( max
1≤k≤n
Sk ≥ x) ≤

4 exp
{
− x28Kn
}
if 0 ≤ x ≤ 2K
1
2−p
n
4 exp
{− xp2p+1} if x ≥ 2K 12−pn (2.18)
≤ 4 exp
{
− x
2
8Kn + 2p+1x2−p
}
. (2.19)
Remark 2.4.1. It is interesting to see that for moderate αx ∈ (0,K 12−p ), the bound (2.16) is
a sub-Gaussian bound and is of order
exp
{
−α
2x2
2Kn
}
.
For all x ≥ K
1
2−p
n , bound (2.16) is a semi-exponential bound and is of order
exp
{
−α
pxp
2
}
.
In particular, in the stationary case, there exists a positive constant c such that, for any x > 0,
P( max
1≤k≤n
Sk ≥ nx) ≤ 2(1− α)−1 exp{−cαpxpnp}, (2.20)
where the constant c does not depend on n.
Proof. For given x, y, t > 0, denote
X˜i = min {Xi, y}, S˜k =
k∑
i=1
X˜i, S˜∗k =
k∑
i=1
X˜∗i , k = 1, 2, · · · , n.
It is easy to see that
P( max
1≤k≤n
Sk ≥ x) ≤ P( max
1≤k≤n
Xk ≥ y) + P( max
1≤k≤n
S˜k ≥ x)
≤
n∑
i=1
P(Xi ≥ y) + P( max
1≤k≤n
S˜k ≥ x).
Notice that {X˜i, i ≥ 1} is also a NA sequence. Let ψn(t) =
∑n
i=1 logEe
tX˜∗
i and t = yp−1. By
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Lemma 4.1 in Fan et al. [5] and the inequality log(1 + t) ≤ t for all t ≥ 0, we obtain
EetS˜
∗
n = exp{ψn(t)}
≤ exp
{ n∑
i=1
log
(
1 +
λ2
2
E[X˜∗i
2
exp{λy1−p(X˜∗i
+
)p}]
)}
≤ exp
{ n∑
i=1
λ2
2
E[X˜∗i
2
exp{λy1−p(X˜∗i
+
)p}]
}
≤ exp
{1
2
y2p−2Kn
}
.
Let
Tk = exp
{
tS˜∗k −
1
2
y2p−2Kk
}
.
Then {Tk, k ≥ 1} is a supermartingale. Applying f(x) = etαx for any 0 < α < 1, to (1.5), we
have
P( max
1≤k≤n
S˜k ≥ x) ≤ Ee
tαmax1≤k≤n S˜
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
Tke
1
2y
2p−2Kk
}α
≤ exp
{
− tαx+ α1
2
y2p−2Kn
}
E
{
max
1≤k≤n
Tk
}α
≤ (1− α)−1 exp
{
− tαx+ α1
2
y2p−2Kn
}
= (1− α)−1 exp
{
− yp−1αx+ α1
2
y2p−2Kn
}
and
n∑
i=1
P(Xi ≥ y) ≤ 1
y2
exp{−yp}
n∑
i=1
E[X2i exp{|Xi|p}]
≤ Kn
y2
exp{−yp}
< (1 − α)−1Kn
y2
exp{−yp}.
Then
P( max
1≤k≤n
Sk ≥ x) ≤ (1−α)−1Kn
y2
exp
{
−yp
}
+(1−α)−1 exp
{
−yp−1αx+α1
2
y2p−2Kn
}
. (2.21)
Taking
y =

(
Kn
αx
)
1
1−p if 0 ≤ αx ≤ K
1
2−p
n
αx if αx ≥ K
1
2−p
n
to (2.21), then we obtain the desired inequality.
2.3 Qualitative results when E[ea|Xi|
p
] <∞ for p > 1
Let {Xi, i ≥ 1} be a sequence of non-degenerate NA random variables in this subsection.
This proposition can be compared with Liu and Watbled [8] for martingales.
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Proposition 2.5. Let p > 1. Assume that there exists a constant a > 0 such that
K :=
n∑
i=1
E[exp{a|Xi|p}] <∞. (2.22)
Let q be the conjugate exponent of p and let τ > 0 be such that
(qτ)
1
q (pa)
1
p = 1.
Then, for any τ1 > τ , there exist some positive numbers t1, x1, A and B, depending only on a,
K and p, such that
E[etSn ] ≤

exp{nτ1t
q} if t ≥ t1
exp{nAt2} if 0 ≤ t ≤ t1,
(2.23)
and for any x > 0,
P( max
1≤k≤n
Sk ≥ x) ≤

(1 − α)
−1 exp{−a1 αxpnp−1 } if x ≥ nx1
(1 − α)−1 exp{−B αx2
n
} if 0 ≤ x ≤ nx1.
(2.24)
In particular, we have
P( max
1≤k≤n
Sk ≥ x) ≤

2 exp{−a1
xp
2np−1 } if x ≥ nx1
2 exp{−B x22n} if 0 ≤ x ≤ nx1,
(2.25)
where a1 is such that (qτ1)
1
q (pa1)
1
p = 1.
Remark 2.5.1. Let us comment on Proposition 2.5.
1. Assume that (2.24) is satisfied for some p > 1. From Proposition 2.5, we infer that for
any x > 0, one can find a positive constant cx not depending on n such that
P( max
1≤k≤n
Sk ≥ nx) ≤ (1− α)−1 exp{−cxn}. (2.26)
Moreover, for x large enough, one can take cx = a1x
p.
2. In particular, if p = 2, we have the following sub-Gaussian bound. Assume that there
exists a constant a > 0 such that
K :=
n∑
i=1
E[exp{a|xi|2}] <∞. (2.27)
Since 1/p+ 1/q = 1, then q = 2. So we have the following result,
P( max
1≤k≤n
Sk ≥ nx) ≤

(1 − α)
−1 exp{−a1αnx2} if x ≥ x1
(1 − α)−1 exp{−Bαnx2} if 0 ≤ x ≤ x1.
(2.28)
3. By the inequality (2.23), we can get
P(Sn ≥ x) ≤

exp{−a1
xp
np−1
} if x ≥ nx1
exp{−B x2
n
} if 0 ≤ x ≤ nx1,
(2.29)
Proof. By Lemmas 3.5 and 3.3 in Liu and Watbled [8], we see that for α = K( 2
a
)
1
p−1 ,
Eet|X
∗
i | ≤ 1 +K + αtqeτtq .
10 Appl. Math. J. Chinese Univ. Vol. 34, No.
Let τ1 > τ . Then there exists t1 >
a
2 sufficiently large such that for any t ≥ t1,
Eet|X
∗
i | ≤ eτ1tq .
So, by (1.2), we have
EetSn ≤ EetS∗n ≤ Eet|S∗n| ≤ enτ1tq .
Let
Tk = exp
{
tS∗k − kτ1tq
}
.
Then {Tk, k ≥ 1} is a supermartingale. Applying f(x) = etαx for any t > 0, to (1.5) and using
Lemmas 2.3 and 3.4 in Liu and Watbled [8], we obtain
P( max
1≤k≤n
Sk ≥ x) ≤ Ee
tαmax1≤k≤n S
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
Tke
kτ1t
q
}α
≤ exp
{
− tαx + αnτ1tq
}
E
{
max
1≤k≤n
Tk
}α
≤ (1− α)−1 exp
{
− tαx + αnτ1tq
}
≤ (1− α)−1 exp
{
− αn sup
t
{ tx
n
− τ1tq
}}
= (1− α)−1 exp
{
− a1 αx
p
np−1
}
if x ≥ nx1 = qτ1tq−11 .
On the other hand, notice that
E[ea|X
∗
i |] ≤ K1 := ea +K,
so by Theorem 2.1 in Liu and Watbled [8],
E[etS
∗
n ] ≤ exp
{2nK1t2
a2
}
for all 0 ≤ t ≤ a
2
.
If a2 ≤ t ≤ t1, then
E[etS
∗
n ] ≤ E[et1|S∗n|] ≤ exp
{
n
4τ1t
q
1
a2
t2
}
.
Set A = max{ 2K1
a2
,
4τ1t
q
1
a2
}. Then
EetSn ≤ EetS∗n ≤ enAt2 ∀ 0 ≤ t ≤ t1.
Let
T˜k = exp
{
tS∗k − kAt2
}
.
Then {T˜k, k ≥ 1} is a supermartingale. So by Theorem 2.1 in Liu and Watbled [8], we can
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choose B > 0 small enough such that for 0 ≤ x ≤ nx1,
P( max
1≤k≤n
Sk ≥ x) ≤ Ee
tαmax1≤k≤n S
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
T˜ke
kAt2
}α
≤ exp
{
− tαx+ αnAt2
}
E
{
max
1≤k≤n
T˜k
}α
≤ (1− α)−1 exp
{
− tαx + αnAt2
}
≤ (1− α)−1 exp
{
− αn sup
t
{ tx
n
−At2}}
≤ (1− α)−1 exp
{
−Bαx
2
n
}
,
which gives the desired inequality.
2.4 Bernstain’s inequality
Under Berstein’s condition, we obtain the inequalities of Bernstein for NA sequences.
Proposition 2.6. Assume that EX2i <∞. If there exist a constant M > 0 such that, for any
integer k ≥ 2, ∣∣∣ n∑
i=1
EXki
∣∣∣ ≤ 1
2
k!Mk−2Bn, (2.30)
where Bn =
∑n
i=1 EX
2
i . Then, for any x > 0,
P( max
1≤k≤n
Sk ≥ x) ≤ (1− α)−1 exp
{
− αx
2
Bn(1 +
√
2x M
Bn
) + xM
}
(2.31)
≤ (1− α)−1 exp
{
− αx
2
2(Bn + xM)
}
. (2.32)
In particular, we have
P( max
1≤k≤n
Sk ≥ x) ≤ 2 exp
{
− x
2
2(Bn(1 +
√
2Mx
Bn
) +Mx)
}
(2.33)
≤ 2 exp
{
− x
2
4(Bn + xM)
}
. (2.34)
Proof. Let
Tk = exp
{
tS∗k −
Bkt
2
2(1−Mt)
}
.
By Lemma 4.1 in De la Pen˜a [15], we have that
EetS
∗
n ≤ Bnt
2
2(1−Mt) .
Hence, {Ti, i ≥ 1} is a supermartingale. Applying f(x) = etαx for any 0 < t < 1M and
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0 < α < 1, to (1.5), we have for any x > 0,
P( max
1≤k≤n
Sk ≥ x) ≤ Ee
tαmax1≤k≤n S
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
Tke
Bkt
2
2(1−Mt)
}α
≤ exp
{
− tαx+ αBnt
2
2(1−Mt)
}
E
{
max
1≤k≤n
Tk
}α
≤ (1− α)−1 exp
{
− tαx+ αBnt
2
2(1−Mt)
}
.
Let
t =
2Mx2 + x(
√
−Bn(−Bnu2 + 2Bnu+ 2Mx) +Bnxu)
B2nu+ 2M
2x2 +BnMx+ 2BnMxu
,
where u = (1 +
√
2xM
Bn
). Then we obtain (2.31). It is obvious that√
2xMBn ≤ 2Bn +Mx
2
,
then
P( max
1≤k≤n
Sk ≥ x) ≤ (1− α)−1 exp
{
− αx
2
2Bn +
3
2Mx
}
≤ (1− α)−1 exp
{
− αx
2
2(Bn +Mx)
}
,
which gives (2.32).
2.5 Rio’s inequality
For NA sequences with bounded random variables, we have the following Rio inequality,
which is an improved version of the well known Hoeffding-Azuma inequality. Recall the following
notations of Rio [13]: Let
ℓ(t) = (t− ln t− 1) + t(et − 1)−1 + ln(1− e−t) for all t > 0,
and let
ℓ∗(x) = sup
t>0
(xt− ℓ(t)) for all x > 0
be the Young transform of ℓ(t). As quoted by Rio, the following inequality holds
ℓ∗(x) ≥ max{2x2 + 4
9
x4, (x2 − 2x) ln(1 − x)} for 0 ≤ x ≤ 1. (2.35)
Proposition 2.7. Assume that there exist some positive constants mi and Mi such that
mi ≤ Xi ≤Mi, for all 1 ≤ i ≤ n.
Denote
M2(n) =
n∑
i=1
(Mi −mi)2 and D(n) =
n∑
i=1
(Mi −mi).
Then, for any t ≥ 0,
E[etSn ] ≤ exp
{
D2(n)
M2(n)
ℓ(
M2(n)
D(n)
t)
}
, (2.36)
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and, for any 0 ≤ x ≤ D(n),
P( max
1≤k≤n
Sk ≥ x) ≤ (1− α)−1 exp
{
−αD
2(n)
M2(n)
ℓ∗(
x
D(n)
)
}
. (2.37)
Consequently, for any 0 ≤ x ≤ D(n),
P( max
1≤k≤n
Sk ≥ x) ≤
(
D(n)− x
D(n)
) 2D(n)−x
M2(n)
αx
. (2.38)
In particular, we have for any 0 ≤ x ≤ D(n),
P( max
1≤k≤n
Sk ≥ x) ≤ 2 exp
{
− D
2(n)
2M2(n)
ℓ∗(
x
D(n)
)
}
(2.39)
≤
(
D(n)− x
D(n)
) 2D(n)−x
2M2(n)
x
. (2.40)
Remark 2.7.1. Let us comment on Proposition 2.7.
1. It is worth nothing that E[Xi] = 0 in Proposition 2.7 can be dropped. In fact, since
mi−E[Xi] ≤ Xi−E[Xi] ≤Mi−E[Xi] andMi−E[Xi]−(mi−E[Xi]) =Mi−mi, we have,
for any 0 ≤ x ≤ D(n), the bound (2.37) holds for the tail probabilities P(max1≤k≤n(Sk −
E[Sk]) > x).
2. Since (x2 − 2x) ln(1− x) ≥ 2x2, inequality (2.36) implies the following Hoeffding-Azuma
inequality
P(Sn > x) ≤ exp
{
− 2x
2
M2(n)
}
.
3. Taking ∆(n) = max1≤k≤n(Mk−mk), we obtain the upper bound: for any 0 ≤ x ≤ n∆(n),
P( max
1≤k≤n
Sk > x) ≤ exp
{
−αnℓ∗( x
n∆(n)
)
}
≤ exp
{
− 2αx
2
n∆2(n)
}
.
Proof. Applying f(x) = etx for any t ≥ 0, to (1.2), we have
EetSn ≤ EetS∗n = Ee(tS∗n−tES∗n).
Let
L(t) = ℓ(∆1t) + ℓ(∆2t) + · · ·+ ℓ(∆nt),
where ∆i =Mi −mi. By Lemma 4.1 in Rio [13], we have
EetS
∗
n ≤ exp{L(t)}
= exp
{∫ t
0
L′(u)du
}
= exp
{∫ t
0
(
∆1ℓ
′(∆1u) + ∆2ℓ
′(∆2u) + · · ·+∆nℓ′(∆nu)
)
du
}
.
By Lemma 4.5 in Rio [13], ℓ′ is concave, then we get that
∆1ℓ
′(∆1u) + ∆2ℓ
′(∆2u) + · · ·+∆nℓ′(∆nu) ≤ D(n)ℓ′
(M2(n)u
D(n)
)
.
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So
EetSn ≤ EetS∗n ≤ exp
{
D(n)
∫ t
0
ℓ′
(M2(n)u
D(n)
)
du
}
= exp
{D2(n)
M2(n)
ℓ
(M2(n)t
D(n)
)}
.
Let
Tk = exp
{
tS∗k −
D2(k)
M2(k)
ℓ
(M2(k)t
D(k)
)}
.
Then {Tk, k ≥ 1} is a supermartingale. By (1.5), we have for any 0 ≤ x ≤ D(n),
P( max
1≤k≤n
Sk ≥ x) ≤ Ee
tαmax1≤k≤n S
∗
k
etαx
≤ e−tαxE
{
max
1≤k≤n
Tke
D2(k)
M2(k)
ℓ
(
M2(k)t
D(k)
)}α
≤ exp
{
− tαx+ α D
2(n)
M2(n)
ℓ
(M2(n)t
D(n)
)}
E
{
max
1≤k≤n
Tk
}α
≤ (1 − α)−1 exp
{
− tαx+ α D
2(n)
M2(n)
ℓ
(M2(n)t
D(n)
)}
≤ (1 − α)−1 exp
{
− α sup
t
(
tx− D
2(n)
M2(n)
ℓ
(M2(n)t
D(n)
))}
= (1 − α)−1 exp
{
−αD
2(n)
M2(n)
ℓ∗(
x
D(n)
)
}
.
By (2.35), we get
P( max
1≤k≤n
Sk ≥ x) ≤ exp
{
−αD
2(n)
M2(n)
ℓ∗(
x
D(n)
)
}
≤ exp
{
−αD
2(n)
M2(n)
((
(
x
D(n)
)2 − 2( x
D(n)
)
)
ln
(
1− ( x
D(n)
)
))}
=
(
D(n)− x
D(n)
) 2D(n)−x
M2(n)
αx
,
where 0 < α < 1.
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