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Abstract. In this work we present ﬁnite element approximations of relaxed systems for nonlinear
diﬀusion problems, which can also tackle the cases of degenerate and strongly degenerate diﬀusion
equations. Relaxation schemes take advantage of the replacement of the original partial diﬀerential
equation (PDE) with a semilinear hyperbolic system of equations, with a stiﬀ source term, tuned
by a relaxation parameter ε. When ε → 0+, the system relaxes onto the original PDE: in this way,
a consistent discretization of the relaxation system for vanishing ε yields a consistent discretization
of the original PDE. The numerical schemes obtained with this procedure do not require solving
implicit nonlinear problems and possess the robustness of upwind discretizations. The proposed
approximations are based on a discontinuous Galerkin method in space and on suitable implicit-
explicit integration in time. Then, in principle, we can achieve any order of accuracy and obtain
stable solutions, even when the diﬀusion equation becomes degenerate and solution singularities
develop. Moreover, when needed, we can easily incorporate slope limiters within our schemes in
order to handle spurious oscillatory phenomena. Some preliminary theoretical results are given,
along with several numerical tests in one and two space dimensions, both for linear and nonlinear
diﬀusion problems, including a degenerate diﬀusion equation, that provide numerical evidence of the
properties of the presented approach.
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1. Introduction. Linear and nonlinear diﬀusion equations come from a variety
of diﬀusion phenomena widely appearing in nature. They are suggested as mathemat-
ical models in many ﬁelds, such as ﬁltration, phase transition, biochemistry, image
analysis, and dynamics of biological groups. In the nonlinear case, the classical so-
lutions to many of these PDEs fail to exist in ﬁnite time, even if the initial data are
smooth. In such cases, suitable criteria have been introduced, which allow one to
select physically relevant weak solutions beyond the singularity time.
Recently, relaxation approximations to such PDEs have been introduced. These
methods are based on replacing the equation by a semilinear hyperbolic system with
stiﬀ relaxation terms, tuned by a relaxation parameter ε. When ε → 0+, the solution
of this system “relaxes” onto the solution of the original PDE. Thus a consistent
discretization of the relaxation system for ε = 0 yields a consistent discretization of
the original PDE, as can be seen, for instance, in [29] and [2]. The advantage of
this procedure is that the numerical scheme obtained in this fashion does not need
approximate Riemann solvers for the convective term but possesses the robustness of
upwind discretizations. Moreover, the complexity introduced by replacing the original
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PDE with a stiﬀ system of equations is only apparent because it is possible to manage
the discretization in an eﬃcient way.
Relaxation approximations for conservation laws were deeply investigated in [29,
38, 31] and extended to the diﬀusive case of parabolic equations in [28, 23, 37]; high
order numerical schemes were introduced in [11, 12, 44]. Moreover, relaxation models
based on the Bhatnagar–Gross–Krook (BGK) kinetic approach were developed in
[30, 2]. We notice that the relaxation approximation is analogous to the regularization
of the Euler equations by the Boltzmann or BGK kinetic equation [14, 18, 19, 22, 40, 7].
The aim of this paper is to analyze from both theoretical and computational
viewpoints a ﬁnite element approximation of some relaxation systems for diﬀusion
equations of the form
∂u
∂t
−Δp(u) = 0 in Ω× (0,+∞),
u = gD on ΓD × (0,+∞),
∇p(u) · nΩ = gN on ΓN × (0,+∞),
u|{t=0} = u0 in Ω,
(1.1)
where Ω is a convex, polyhedral domain in Rd, d = 1, 2, 3, with boundary ∂Ω =
ΓD ∪ ΓN . We denote by nΩ the unit normal vector to ∂Ω pointing outside Ω, and
gD = gD(x, t), gN = gN (x, t), u0 = u0(x). The considered time domain is (0,+∞).
Moreover, p : R → R is a possibly nonlinear function. To our knowledge, this is the
ﬁrst ﬁnite element approximation proposed for diﬀusive relaxation models.
As a typical example of this model, we might consider a homogeneous, isotropic,
rigid porous medium ﬁlled with a ﬂuid. If absorption and chemical, osmotic, and
thermal eﬀects are ignored, and if we consider for horizontal ﬂow, it is possible to
deduce the equation
(1.2)
∂u
∂t
−Δum = 0, m > 0,
where u = u(x, t) models the volumetric moisture content; when p(u) = um, with
m > 1, (1.2) is usually called the porous medium equation.
In this work, p : R → R stands for a nondecreasing Lipschitz continuous function
such that
(1.3) 0 ≤ lp ≤ p′(s) ≤ Lp < +∞ for a.e. s ∈ R
for given constants Lp and lp, p(0) = 0, and there exists s0 > 0 for which
(1.4) p′(s) > 0 for a.e. s ≥ s0.
In the case ΓN = ∅, the variational formulation of problem (1.1) reads as follows:
ﬁnd u with
u ∈ L∞(0, T ;L∞(Ω)) ∩H1(0, T ;H−1), u(·, 0) = u0,
such that, for a.e. t ∈ (0, T ) and all φ ∈ H10 (Ω), the following equation holds:∫
Ω
ut φdx+
∫
Ω
∇θ · ∇φdx = 0,
where θ(x, t) = p(u(x, t)), a.e. x ∈ Ω, t ∈ (0, T ). Well-posedness of this problem is
discussed, for example, in [21, 27, 33], together with the additional regularity result
θ ∈ H1(0, T ;L2(Ω)) ∩ L∞(0, T ;H−10 ).
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After a review of relaxation models in section 2, we introduce in section 3 our nu-
merical schemes based on a time discretization by means of a particular family of
Runge–Kutta schemes and on a discontinuous Galerkin (DG) space discretization.
In section 4, we present some preliminary theoretical analysis, proving L2-stability
of the obtained methods in the case of the one-stage time discretization. Finally, in
section 5, we present numerical tests in order to give evidence of the features of this
approach.
2. The relaxation model. Jin and Xin ﬁrst proposed in [29] a way to approx-
imate nonlinear conservation laws through semilinear hyperbolic systems with stiﬀ
source terms. The idea was to linearize the diﬀerential operator by introducing an
auxiliary variable and a small positive relaxation parameter ε such that when ε → 0+,
the original equation be retrieved. For example, taking into account the scalar con-
servation law in one space dimension,
(2.1)
∂u
∂t
+
∂f(u)
∂x
= 0,
the following relaxation approximation was proposed:
(2.2)
⎧⎪⎨⎪⎩
∂u
∂t
+
∂v
∂x
= 0,
∂v
∂t
+ a2
∂u
∂t
= − 1
ε2
(v − f(u)) ,
where a is a constant. Formally, if we let ε → 0+ in the second equation, we ﬁnd v =
f(u), which substituted into the ﬁrst equation gives back the original PDE. Moreover,
it can be shown that (2.2) is a O(ε2) approximation of the scalar conservation law
∂u
∂t
+
∂f(u)
∂x
= ε2
∂
∂x
(
(a2 − f ′(u)2)∂u
∂x
)
,
provided that a veriﬁes the inequalities
−a ≤ f ′(u) ≤ a ∀u,
which is called the subcharacteristic condition (or Whitham condition). In [29] it
was also shown how the above approach could be generalized to multidimensional
systems of conservation laws in a natural way by adding further auxiliary variables
and equations. Subsequently, the idea to approximate nonlinear PDEs by relaxation
has been extended to diﬀusion and convection diﬀusion equations; see, for example,
[1, 2, 28, 29, 32, 36, 37, 11, 13].
In particular, for nonlinear diﬀusion equations like (1.1), a relaxation system can
be obtained introducing two auxiliary variables, as described in [36]. The ﬁrst step
consists in rewriting the second order diﬀerential equation as a ﬁrst order system
through the vector auxiliary variable v and the relaxation parameter ε, obtaining
(2.3)
⎧⎪⎨⎪⎩
∂u
∂t
+∇ · v = 0,
∂v
∂t
+
1
ε2
∇(p(u)) = − v
ε2
.
Formally, in the small relaxation limit ε → 0+, the second equation of (2.3) reduces
to v = −∇(p(u)), which substituted in the ﬁrst equation allows us to recover the
leading order equation (1.1).
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Since (2.3) is still nonlinear, we need to further relax the second equation. Intro-
ducing the scalar auxiliary variable w and a positive constant a, we obtain
(2.4)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u
∂t
+∇ · v = 0,
∂v
∂t
+
1
ε2
∇w = − v
ε2
,
∂w
∂t
+ a2∇ · v = − 1
ε2
(p(u)− w).
It is easy to see that when ε → 0+ we formally retrieve (1.1), which is now approxi-
mated by a semilinear hyperbolic system. If, for small values of ε, a Chapman–Enskog
expansion is performed, it is easy to see that the original equation (1.1) with a negative
fourth order additional term of order O(ε2) is retrieved, which results in a stable per-
turbation of the diﬀusion equation. For more details on Chapman–Enskog expansion,
see [15].
Appropriate boundary conditions for system (2.4) can be deduced from those of
(1.1) and are
u = gD on ΓD × (0,+∞),
v · nΩ = −gN on ΓN × (0,+∞),
w = p(gD) on ΓD × (0,+∞);
similarly, suitable initial conditions are
u|{t=0} = u0 in Ω,
v|{t=0} = −∇u0 in Ω,
w|{t=0} = p(u0) in Ω.
We are interested in developing a numerical approximation for (2.4) in the relaxed
limit, i.e., when ε = 0 (the so-called relaxation schemes), but the characteristic veloc-
ities of system (2.6) become stiﬀ as ε → 0+. As described in [37], this numerical issue
can be dealt with by introducing a constant (dimensional) vector α = (αi)i=1,..,d and
the d× d diagonal matrix
(2.5) A = diag(α),
whose diagonal elements coincide with the components of α. The relaxation system
can be rewritten as
(2.6)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂u
∂t
+∇ · v = 0,
∂v
∂t
+A2 ∇w = − 1
ε2
(
v − (ε2A2 − Id)∇w),
∂w
∂t
+ a2∇ · v = − 1
ε2
(p(u)− w),
where Id is the identity matrix. In the previous systems, the parameter ε2 has the
physical dimension of a time, while the dimension of w is equal to the dimension of
u times length×length over time, and each component of v has the dimension of u
times a velocity; ﬁnally, the dimension of the diagonal elements α2i of A
2 is time−1.
In the following, we will set a = 1 and consider αi ≥ 0, i = 1, . . . , d.
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We notice that since for suﬃciently small values of the relaxation parameter ε,
the relaxation system (2.6) gives a good approximation of the original equation (1.1),
integrating (2.6) becomes a convenient way to develop numerical approximation of
(1.1). In fact, thanks to the simple linear structure of characteristic ﬁelds and the
localized lower order term, one can easily develop numerical schemes that are simple
and general and that deal with a wide class of nonlinearities. In previous works (see
[11, 13]), high order methods both in time and space were developed using ﬁnite
diﬀerence schemes, while in this work we investigate the possibility of using ﬁnite
element methods in order to consider more general domains. In particular, since the
solutions of degenerate parabolic equations can show some behaviors that are common
to hyperbolic conservation laws, like the loss of regularity and the appearance of
fronts that travel at ﬁnite speed, we choose DG ﬁnite elements in order to exploit
the capabilities and the ﬂexibility of this method in convection dominated problems;
see, for example, [17]. Continuous ﬁnite elements could be used instead; in this
case, suitable stabilization techniques need to be employed. We do not further enter
into details; we only mention that in [8], for ﬁrst order linear hyperbolic systems, a
theoretical framework for the design and analysis of both stabilized continuous and
DG ﬁnite element space discretizations has been studied.
For the time discretization, we use IMEX-RK (implicit-explicit Runge–Kutta)
schemes. We use IMEX-type methods because of the presence of two diﬀerent scales
in (2.6), namely, a nonstiﬀ one on the (linear) left-hand side, which can be safely
treated by explicit methods, and a stiﬀ one on the (nonlinear) right-hand side, which
requires implicit methods. Since we consider the relaxed limit (ε = 0) like in [11, 13],
the IMEX schemes reduce to explicit ones (see (3.6) below).
Explicit time stepping oﬀers some advantages. First, we can avoid solving non-
linear systems; then, it is possible to recover desirable properties of the solutions
(positivity and monotonicity), for instance, by including slope limiters (see the end
of sections 3.2 and 5.2). A drawback is that stability requires the standard parabolic
CFL condition, which constrains the time step to be proportional to the square of the
mesh size.
3. Numerical schemes. High order numerical schemes for systems like (2.6)
were developed in [11], ﬁrst integrating in time and then approximating in space with
ﬁnite diﬀerences. As mentioned, we follow these ideas and obtain ﬁrst a semidiscrete
scheme applying an IMEX-RK time integrator and then a fully discrete scheme by
using a DG spatial discretization.
3.1. Time semidiscretization. System (2.6) can be recast into the form
(3.1) st +∇ · g(s) = − 1
ε2
hε(s),
where s := (u,v, w)T and
g(s) :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
v1 v2 . . . vd
α21w 0 . . . 0
0 α22w . . . 0
0 0
. . . 0
0 0 . . . α2dw
a2v1 a
2v2 . . . a
2vd
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, hε(s) :=
⎛⎜⎝ 0v − (A2ε2 − Id)∇w
p(u)− w
⎞⎟⎠ ,
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and ∇ · g(s) is the vector of the divergences of the rows of g(s). We highlight that g
is a linear function, whereas hε is a nonlinear function.
A high order time semidiscretization of (3.1) can be achieved by using an IMEX
scheme as described in [5, 39], which allows us to treat implicitly the stiﬀ term on the
right-hand side and to keep explicit the linear left-hand side of (3.1). Moreover, since
the adopted IMEX scheme is only diagonally implicit, each implicit equation can be
solved autonomously and does not match with the other equations.
For simplicity, we consider a uniform time step Δt: denoting with sn the numerical
approximation of the variable s at time tn = nΔt, for n = 0, 1, . . . , a ν-stages IMEX
scheme for (3.1) has the form
s(i) = sn −Δt
i−1∑
k=1
aEXik ∇ · g(s(k))−
Δt
ε2
i∑
k=1
aIMik hε(s
(k)), i = 1, . . . , ν,(3.2a)
sn+1 = sn −Δt
ν∑
i=1
bEXi ∇ · g(s(i))−
Δt
ε2
ν∑
i=1
bIMi hε(s
(i)).(3.2b)
The coeﬃcients (aEXik , b
EX
i ) and (a
IM
ik , b
IM
i ) represents the two Butcher’s tableaux of,
respectively, the explicit and the diagonally implicit parts of the IMEX pair. The
time advancing is carried out by solving the implicit equations (3.2a) for i = 1, . . . , ν
and then updating sn at time tn+1 with (3.2b).
Since we are looking for relaxed schemes, we let ε → 0+ in each equation of system
(3.2), having ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i∑
k=1
aIMik h0(s
(k)) = 0, i = 1, . . . , ν,
ν∑
i=1
bIMi h0(s
(i)) = 0.
So at each time stage k and for each component j, we have that
(3.3) [h0(s
(k))]j = 0,
namely,
w(k) = p(u(k)),
v(k) = −∇w(k).
Substituting (3.3) into (3.2), we ﬁnd
s(i) = sn −Δt
i−1∑
k=1
aEXik ∇ · g(s(k)), i = 1 . . . , ν,(3.4a)
sn+1 = sn −Δt
ν∑
i=1
bEXi ∇ · g(s(i)).(3.4b)
Notice that in the limit ε → 0+, the original IMEX scheme actually reduces to an
explicit scheme.
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In the following, we will use the particular family of TVD-RK (total variation
diminishing Runge–Kutta) methods introduced in [45]. This class of schemes is able
to preserve some spatial stability properties, like TVD, TVDM (TVD in the mean),
or TVB (total variation bounded), also after the time integration process, while a
generic RK scheme can generate oscillations, even for a TVD spatial discretization
(see [24] for details). Thus, we can rewrite the generic (n+1)th time step as follows:
s(0) = sn,(3.5a)
s(i) =
i−1∑
k=0
[
a˜iks
(k) +Δt b˜ik∇ · g(s(k))
]
, i = 1 . . . , ν,(3.5b)
sn+1 = s(ν),(3.5c)
where, as explained in [24], the coeﬃcients a˜ik and b˜ik must satisfy
a˜ik ≥ 0, b˜ik = 0 ⇒ a˜ik = 0,
i−1∑
k=0
a˜ik = 1.
We point out that in order to recover a discretization for (1.1), we need to advance
in time only the ﬁrst component [s(i)]1 = u of (3.4), since it is the only physically
relevant variable of the problem. Moreover, the components [s(i)]k for k ≥ 2 do not
need to be updated, since they would be immediately overridden in the next stage
by the implicit computation. To sum up, at each time step, we can see a relaxation
scheme as an iteration of the following steps:
1. Initialization:
(3.6a) u(0) = un.
2. For i = 1, . . . , ν,
Relaxation:
w(i−1) = p(u(i−1)),
v(i−1) = −∇w(i−1);
(3.6b)
Transport:
(3.6c) u(i) =
i−1∑
k=0
[
a˜iku
(k) +Δt b˜ik∇ · v(k)
]
.
3. Update:
(3.6d) un+1 = u(ν).
3.2. Space discretization. Having integrated the relaxation system in time, we
need to detail the space discretization of (3.6), for which we propose a DG method.
Let us introduce some notation.
Let Th be a triangulation of Ω, where the mesh parameter h is deﬁned by h =
maxK∈Th hK , where hK = diam(K). Deﬁne nK as the unit normal vector to ∂K
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Fig. 3.1. The vector α, a face f , and the two elements K−f and K
+
f sharing f .
pointing outside K. To ﬁx the ideas, we assume the elements K to be tetrahedra in
the three-dimensional case, triangles in two dimensions, and, obviously, intervals in
the one-dimensional case. In two and three dimensions, we assume Th to be shape-
regular and, for simplicity, conformal, i.e., with no hanging nodes. Let FIh an FBh
be the sets of internal and boundary “faces” (nodes in one dimension, edges in two
dimensions, and faces in three dimensions), respectively, of Th; we denote by Fh the
union FIh ∪ FBh . We will also use the notation FDh and FNh to denote the subsets of
FBh of faces contained in ΓD and ΓN , respectively. If D is a given bounded domain,
we will denote by nD the unit normal vector to ∂D pointing outside D.
Let f be a face of Fh. We denote by nf the unit normal vector to f such that
α · nf > 0, whenever α = (αi)Ti=1,..,d is not parallel to f , or either one of the two
normal vectors (e.g., the one pointing from the element with smaller index to the one
with larger index in the list of elements, if f ∈ FIh , or the one pointing outside Ω, if
f ∈ FBh , to ﬁx the ideas) whenever α is parallel to f . Moreover, we name K−f and
K+f the two elements sharing f in such a way that nf is directed from K
−
f to K
+
f
(see Figure 3.1).
Let ψ and ϕ be, respectively, a piecewise smooth function and a vector ﬁeld on
Th. On the face ∂K− ∩ ∂K+, we deﬁne
the averages: {{ψ}} := (ψ+ + ψ−)/2, {{ϕ}} := (ϕ+ +ϕ−)/2,
the jumps: [[ψ]]N := ψ
+n+ + ψ−n−, [[ϕ]]N := ϕ+ · n+ +ϕ− · n−.
We consider trial and test functions in the following discontinuous ﬁnite element
space:
(3.7) Vh = {v ∈ L2(Ω) : v|K ∈ P(K), ∀K ∈ Th},
where P(K) is the space of polynomials of degree at most 	 on K.
The problem consists in ﬁnding an approximation uh ∈ Vh of the solution u
of system (2.6) by the relaxation scheme (3.6a)–(3.6d). To that end, we introduce
vh ∈ Vdh and wh ∈ Vh to approximate the auxiliary variables v, w and the test
functions ψh ∈ Vh,ϕh ∈ Vdh. Now we can describe in detail the spatial approximations
of a generic step n.
Relaxation step. We start by considering a single relaxation step in (3.6b). The
discretization of the ﬁrst equation of (3.6b) can be written as follows: ﬁnd w
(i)
h ∈ Vh
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such that
(3.8)
∫
Ω
w
(i)
h ψhdx =
∫
Ω
p(u
(i)
h )ψhdx
for all ψh ∈ Vh. For the second equation of (3.6b), since we are using a discon-
tinuous ﬁnite element space, we cannot simply take the piecewise gradient of the
approximating function on the right-hand side; otherwise the jumps at the interele-
ment boundaries would be out of control. We use instead a standard DG gradient
approximation, which also includes jump terms and which is constructed as follows.
We multiply equation (3.8) by discrete test functions, integrate by parts, element by
element, the right-hand side, and approximate the interelement traces by numerical
ﬂuxes, which include information from the neighboring elements and the Dirichlet
boundary condition. In this way, we obtain∫
Ω
v
(i)
h · ϕh dx =
∫
Ω
w
(i)
h ∇h ·ϕh dx−
∑
K∈Th
∫
∂K
ŵ
(i)
h ϕh · nK ds.
By deﬁning the numerical ﬂuxes ŵ
(i)
h on each face f ∈ Fh by
(3.9) ŵ
(i)
h =
⎧⎪⎨⎪⎩
{{w(i)h }} if f ∈ FIh ,
p(gD(·, tn,(i))) if f ∈ FDh ,
w
(i)
h if f ∈ FNh ,
and integrating by parts element by element once more, we obtain the following
discretization of the second equation of (3.6b): ﬁnd v
(i)
h ∈ Vdh such that∫
Ω
v
(i)
h · ϕh dx =−
∫
Ω
∇hw(i)h · ϕh dx+
∫
FIh
[[w
(i)
h ]]N · {{ϕh}} ds
+
∫
FD
h
(w
(i)
h − p(gD(·, tn,(i))))ϕh · nΩ
(3.10)
for all ϕh ∈ Vdh , where ∇h denotes the elementwise application of the ∇ operator. We
set tn,(i) := tn + ciΔt for some coeﬃcients ci, 0 ≤ i ≤ ν, with c0 = 0, which are the
elements of the vector c of the Butcher tableau (clearly, tn,(0) = tn).
This means that w
(i)
h and v
(i)
h are computed from u
(i)
h by solving the algebraic
linear systems (3.8) and (3.10) with coeﬃcient matrices given, respectively, by the
mass matrices in Vh and Vdh. Moreover w(i)h is simply the L2-projection of p(u(i)h ) on
Vh and so it coincides with u(i)h in the case of p(u) = u.
Transport step. The discretization of the transport step (3.6c) at the generic
ith stage of the nth time step is performed in a DG fashion: ﬁnd u
(i)
h ∈ Vh such that
(3.11)
∫
Ω
u
(i)
h ψh dx =
i−1∑
k=0
[
a˜ik
∫
Ω
u
(k)
h ψh dx+Δt b˜ik[Bh(v(k)h , ψh)−Qn,(k)h (ψh)]
]
for all ψh ∈ Vh. The bilinear form Bh(·, ·) : Vdh × Vh → R appearing in (3.11) is a
DG bilinear form associated with the divergence operator and Qh is a time-dependent
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linear functional on Vh depending on the boundary data gD and gN :
Bh(v(k)h ,ψh)−Qn,(k)h (ψh)
=
∫
Ω
∇h · v(k)h ψh dx−
∑
K∈Th
∫
∂K
(
v
(k)
h − v̂(k)h
)
· nK ψh ds
=
d∑
j=1
[∫
Ω
∂hv
(k)
h,j
∂xj
ψh dx−
∑
K∈Th
∫
∂K
(
v
(k)
h,j − v̂(k)h,j
)
nK,j ψh ds
]
,
(3.12)
where v̂
(k)
h are the numerical fluxes, which still have to be deﬁned; the dependence
on the (time-dependent) boundary data gD and gN is contained in the deﬁnition of
the numerical ﬂuxes on ∂Ω.
In order to deﬁne the numerical fluxes for the v variable, we go back to the system
(2.6) and perform the following steps:
1. Diagonalize the operator on the left-hand side of system (2.6) along each
spatial direction and construct the characteristic variables.
2. Approximate the ﬂuxes for the characteristic variables.
3. Reconstruct the ﬂuxes of the v variable in terms of the original conservative
variables s.
The diagonalization of the operator on the left-hand side of system (2.6) along
the direction xj involves
(3.13)
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∂u
∂t
+
∂vj
∂xj
∂vj
∂t
+ α2j
∂w
∂xj
∂w
∂t
+
∂vj
∂xj
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
It is easy to see that by introducing the characteristic variables Uj , Vj ,Wj deﬁned by
Uj =
1
2
(
w +
1
αj
vj
)
,
Vj =
1
2
(
w − 1
αj
vj
)
,
Wj = u− w
(3.14)
for j = 1, . . . , d, the expression in (3.13) can be diagonalized into
(3.15)
⎡⎢⎢⎢⎢⎢⎢⎣
∂Uj
∂t
+ αj
∂Uj
∂xj
∂Vj
∂t
− αj ∂Vj
∂xj
∂Wj
∂t
⎤⎥⎥⎥⎥⎥⎥⎦ .
Since
vj = αj (Uj − Vj),D
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the numerical ﬂuxes for vj can be directly derived from those of Uj and Vj ; more
precisely, in (3.12) we will set
(3.16) v̂
(k)
h,j = αj
(
Û
(k)
h,j − V̂ (k)h,j
)
;
thus, in order to complete the deﬁnition of the method, all we need to deﬁne are the
ﬂuxes for the characteristic variables Uj and Vj .
The ﬁrst two components of (3.15) are linear transport operators with opposite
transport directions. Assume, with no loss of generality, that αj > 0 (αj enter the
physical system (2.6) only through its square). It is therefore natural to use upwind
fluxes from left to right for the Uj variables and from right to left for the Vj variables.
In order to deﬁne the numerical ﬂuxes Û
(k)
h,j and V̂
(k)
h,j on each face f ∈ FIh , we
need to consider a new orientation of the faces, depending on the component we are
considering, deﬁned as follows. Fix j: if f is a face in FIh , if the jth component of
nf denoted by (nf )j is ≥ 0, we set K−f,j = K−f and K+f,j = K+f ; otherwise we set
K−f,j = K
+
f and K
+
f,j = K
−
f . With this notation, Û
(k)
h,j and V̂
(k)
h,j are deﬁned on each
f ∈ FIh as follows:
Û
(k)
j,h = (U
(k)
j,h )
−
|f ,
V̂
(k)
j,h = (V
(k)
j,h )
+
|f ,
where the superscripts − and + denote, respectively, the restrictions to K−f,j andK+f,j .
Therefore, on interior faces, the numerical ﬂuxes v̂
(k)
h,j , j = 1, . . . , d, that appear
(3.12) can be reconstructed from Û
(k)
h,j and V̂
(k)
h,j according to (3.16):
(3.17) v̂
(k)
h,j = {{v̂(k)h,j}}+
αj
2
(nf )j
|(nf )j |
(
(w
(k)
h )
− − (w(k)h )+
)
,
where, with abuse of notation, we set
(nf )j
|(nf )j | = 0, whenever (nf )j = 0.
Since only the normal component of v̂
(k)
h is needed, we can write the vector-valued
ﬂuxes v̂
(k)
h in the following more standard way:
(3.18) v̂
(k)
h = {{v(k)h }}+
α · nf
2
[[w
(k)
h ]]N .
In fact, simple calculations show that on interior faces, the normal component of the
ﬂux deﬁned in (3.17) coincides with the normal component of the ﬂux in (3.18).
On Dirichlet boundary faces, v̂
(k)
h is deﬁned in a similar way taking into account
the boundary condition w = p(gD(·, tn,(k))), while on Neumann boundary faces, we
simply deﬁne the ﬂuxes as the Neumann boundary condition.
Summarizing, the numerical ﬂuxes v̂
(k)
h are deﬁned on each face f ∈ Fh as follows:
(3.19) v̂
(k)
h =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
{{v(k)h }}+
α · nf
2
[[w
(k)
h ]]N if f ∈ FIh ,
v
(k)
h +
α · nf
2
(
w
(k)
h − p(gD(·, tn,(k)))
)
nΩ if f ∈ FDh ,
−gNnΩ if f ∈ FNh .
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Remark 3.1. The numerical ﬂuxes v̂
(k)
h on boundary faces correspond to the
following boundary ﬂuxes for the characteristic variables: if f ∈ FBh ,
Û
(k)
j,h =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
2
(
p(gD(·, tn,(k))) + 1
αj
v
(k)
j,h
)
if nf = −nΩ, f ⊂ ΓD,
1
2
(
w
(k)
h −
1
αj
(
v
(k)
j,h + 2gN(·, tn,(k))nΩ,j
))
if nf = −nΩ, f ⊂ ΓN ,
(U
(k)
j,h )
−
|f if nf = nΩ,
V̂
(k)
j,h =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
2
(
p(gD(·, tn,(k)))− 1
αj
v
(k)
j,h
)
if nf = nΩ, f ⊂ ΓD,
1
2
(
w
(k)
h +
1
αj
(
v
(k)
j,h + 2gN(·, tn,(k))nΩ,j
))
if nf = nΩ, f ⊂ ΓN ,
(V
(k)
j,h )
+
|f if nf = −nΩ.
Notice that these boundary ﬂuxes are consistent.
Taking into account the deﬁnition of v̂
(k)
h = v̂
(k)
h (v
(k)
h , wh), the resulting expres-
sions for Bh(v(k)h , ψh) and Qn,(k)h (ψh) in (3.12) are the following:
Bh(v(k)h , ψh) =
∫
Ω
∇h · v(k)h ψh dx−
∫
FIh
[[v
(k)
h ]]N{{ψh}} ds
+
∫
FIh
α · nf
2
[[w
(k)
h ]]N · [[ψh]]N ds
+
∫
FDh
α · nf
2
w
(k)
h ψh ds−
∫
FNh
v
(k)
h · nΩ ψh ds
(3.20)
and
(3.21) Qn,(k)h (ψh) =
∫
FD
h
α · nf
2
p(gD(·, tn,(k)))ψh ds−
∫
FN
h
gN (·, tn,(k))ψh ds.
Remark 3.2. Integrating by parts the ﬁrst term on the right-hand side of (3.20),
Bh(v(k)h , ψh) can also be written as
Bh(v(k)h , ψh) = −
∫
Ω
v
(k)
h · ∇hψh dx+
∫
FIh
{{v(k)h }} · [[ψh]]N ds
+
∫
FDh
v
(k)
h · nΩ ψh ds+
∫
FIh
α · nf
2
[[w
(k)
h ]]N · [[ψh]]N ds
+
∫
FDh
α · nf
2
w
(k)
h ψh ds.
As we are going to prove in section 4, our scheme is L2-stable: this kind of stability is
not suﬃcient to grant that the scheme be, for example, monotonicity and positivity
preserving. To try to regain these properties, one can make use of slope limiting
techniques. There are several limiting approaches that can be found in the literature;
here, we simply recall what a slope limiter is, after [17].
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Given u
(k)
h ∈ Vh, deﬁne zikh ∈ Vh such that∫
Ω
zikh ψh dx =
∫
Ω
u
(k)
h ψh dx+
b˜ik
a˜ik
Δt [Bh(v(k)h , ψh)−Qn,(k)h (ψh)] ∀ψh ∈ Vh,
where v
(k)
h is related to u
(k)
h through (3.8) and (3.10).
An “ideal” slope limiter projection ΛΠh : Vh → Vh is a nonlinear operator devised
in such a way that if u
(k)
h = ΛΠhvh for some vh ∈ Vh, then
(3.22)
∣∣zikh ∣∣TV ≤ ∣∣∣u(k)h ∣∣∣TV ,
where |·|TV denotes the total variation seminorm. A slope limiter satisfying property
(3.22) is said to be TVD. On the other hand, most of the limiters present in the
literature are not TVD; in particular, the min-mod limiter described in [17], which
we are going to use in our numerical simulations, is only TVDM.
For the way our scheme is written, inserting a slope limiter is straightforward: it
is just a projection process that takes place after each transport step.
We do not further enter the discussion on slope limiters, since our aim here is
only to point out how a slope limiter could be employed in our schemes in order to
try to recover, at least partially, some lost properties of the continuous problem.
3.3. Fully discrete relaxation scheme. In order to write the complete IMEX
RKDG-relaxation method for (1.1), we assume we have the functions
w
(i)
h = relax w(u
(i)
h ),
v
(i)
h = relax v(w
(i)
h ),
u
(i)
h = transport((u
(k)
h )
i−1
k=0, (v
(k)
h )
i−1
k=0),
u˜
(i)
h = sl projection(u
(i)
h ),
the ﬁrst two representing the relaxation step, the third the transport step (see (3.6b)
and (3.6c)), and the last the application of a slope limiter, i.e.,
• relax w : u(i)h ∈ Vh → w(i)h ∈ Vh such that∫
Ω
w
(i)
h ψhdx =
∫
Ω
p(u
(i)
h )ψhdx
for all ψh ∈ Vh;
• relax v : w(i)h ∈ Vh → v(i)h ∈ Vdh such that∫
Ω
v
(i)
h · ϕh dx =−
∫
Ω
∇hw(i)h · ϕh dx+
∫
FIh
[[w
(i)
h ]]N · {{ϕh}} ds
+
∫
FDh
(w
(i)
h − p(gD(·, tn,(k))))ϕh · nΩ
for all ϕh ∈ Vdh;
• transport : ((u(k)h )i−1k=0, (v(k)h )i−1k=0) ∈ V ih × (Vdh)i → u(i)h ∈ Vh such that∫
Ω
u
(i)
h ψh dx =
i−1∑
k=0
[
a˜ik
∫
Ω
u
(k)
h ψh dx+Δt b˜ik[Bh(v(k)h , ψh)−Qn,(k)h (ψh)]
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for all ψh ∈ Vh, with Bh(v(k)h , ψh) andQn,(k)h (ψh) deﬁned by (3.20) and (3.21),
respectively;
• sl projection: u(i)h ∈ Vh → u˜(i)h ∈ Vh as in [17].
The complete IMEX RKDG-relaxation method for (1.1) reads as follows.
Initialize: Deﬁne u0h as the L
2-projection of the the initial datum u0 onto Vh:
ﬁnd u0h ∈ Vh such that
(3.23)
∫
Ω
u0hψh dx =
∫
Ω
u0ψh dx
for all ψh ∈ Vh; compute u0h = sl projection(u0h).
Time stepping: For n = 0, 1, . . . ,
(a) Set u
(0)
h = u
n
h.
(b) For i = 1, . . . , ν (time stages),
i. Relaxation: w
(i−1)
h = relax w(u
(i−1)
h ) and v
(i−1)
h = relax v(w
(i−1)
h );
ii. Transport: u
(i)
h = transport((u
(k)
h )
i−1
k=0, (v
(k)
h )
i−1
k=0);
iii. Slope limiter projection: u
(i)
h = sl projection(u
(i)
h ).
(c) Update: un+1h = u
(ν)
h .
(d) Slope limiter projection: un+1h = sl projection(u
n+1
h ).
4. Stability analysis. In this section, we perform the stability analysis of the
relaxation scheme described in section 3.3 in its basic version, where sl projection
is the identity function. We will also take
(4.1) α = 	2h−1a
with a independent of the mesh size h and the polynomial approximation degree 	
(see Remark 4.1).
We start in section 4.1 by reformulating the method in a more compact form,
eliminating the v unknown from the system; then we proceed in section 4.2 by stating
some preliminary results needed in the proof of the L2-stability which is developed in
section 4.3.
4.1. Reformulation. In order to perform the stability analysis, it is convenient
to rewrite the relaxation scheme described in section 3.3 in a more compact form by
eliminating the unknown v from the ﬁnal system: in order to do that, we need to
introduce the so-called lifting operators (see [3]).
For w piecewise smooth on Th, we introduce the lifting L(w) ∈ Vdh deﬁned by
(4.2)
∫
Ω
L(w) ·ϕh dx =
∫
FIh
[[w]]N · {{ϕh}} ds+
∫
FDh
wϕh · nΩ ds
for all ϕh ∈ Vdh.
We also need to deﬁne the lifting GD(t) ∈ Vdh of the Dirichlet boundary condition
gD(·, t):
(4.3)
∫
Ω
GD(t) · ϕh dx =
∫
FDh
p(gD(·, t))ϕh · nΩ ds
for all ϕh ∈ Vdh. With these deﬁnitions, we can write the relaxation steps as∫
Ω
v
(k)
h ·ϕh dx = −
∫
Ω
(
∇hw(k)h − L(w(k)h ) + GD(tn,(k))
)
·ϕh dx
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for all ϕh ∈ Vdh, i.e.,
(4.4) v
(k)
h = −(∇hw(k)h − L(w(k)h ) + GD(tn,(k))),
and the form Bh(see Remark 3.2) as
Bh(v(k)h , ψh) =−
∫
Ω
v
(k)
h · (∇hψh − L(ψh)) dx
+
∫
FI
h
α · nf
2
[[w
(k)
h ]]N · [[ψh]]N ds+
∫
FD
h
α · nf
2
w
(k)
h ψh ds.
(4.5)
By inserting (4.4) into (4.5), we obtain
Bh
(
v
(k)
h
(
w
(k)
h , p(gD(·, tn,(k)))
)
, ψh
)
−Qn,(k)h (ψh) = Ah(w(k)h , ψh)− P(k)h (ψh),
where
Ah(w(k)h , ψh) =
∫
Ω
(∇hw(k)h − L(w(k)h )) · (∇hψh − L(ψh)) dx
+
∫
FIh
α · nf
2
[[w
(k)
h ]]N · [[ψh]]N ds+
∫
FDh
α · nf
2
w
(k)
h ψh ds
(4.6)
and
Pn,(k)h (ψh) =
∫
FDh
α · nf
2
p(gD(·, tn,(k)))ψh ds+
∫
FNh
gN(·, tn,(k))ψh ds
+
∫
Ω
GD(tn,(k)) · (∇hψh − L(ψh)) dx.
(4.7)
The method then reads as follows:
Initialize: Deﬁne u0h as the L
2-projection of the the initial datum u0 onto Vh:
ﬁnd u0h ∈ Vh such that ∫
Ω
u0hψh dx =
∫
Ω
u0ψh dx
for all ψh ∈ Vh.
Time stepping: For n = 0, 1, . . . ,
(a) Set u
(0)
h = u
n
h;
(b) For i = 1, . . . , ν (time stages),
i. Compute w
(i−1)
h = relax w(u
(i−1)
h );
ii. Find u
(i)
h ∈ Vh such that∫
Ω
u
(i)
h ψh dx
=
i−1∑
k=0
[
a˜ik
∫
Ω
u
(k)
h ψh dx+Δt b˜ik[Ah(w(k)h , ψh)− Pn,(k)h (ψh)]
]
for all ψh ∈ Vh, with Ah(w(k)h , ψh) and Pn,(k)h (ψh) deﬁned by (4.6)
and (4.7);
(c) Update: un+1h = u
(ν)
h .
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Remark 4.1. In the linear case, it is immediate to see that the IMEX RKDG-
relaxation method coincides with an RKDG method (see [17]) where the semidis-
cretization in space is performed by a modiﬁed local discontinuous Galerkin (LDG)
method (see [3] and [10]).
Comparing our deﬁnition of numerical ﬂuxes (see (3.9) and (3.19)) with that of
[10], it is clear that our space discretization in the linear case is an LDG-type method
with
C12 = 0, C22 = 0, (C11)|f =
α · nf
2
.
(In the notation of [10], C12 is only deﬁned on interior faces, C11 on interior and
Dirichlet boundary faces, and C22 on interior and Neumann boundary faces.) For
stability reasons, the stabilization parameter C11 needs to match with an inverse
inequality; this leads to the standard choice
C11 =
a 	2
h
with the constant a independent of the mesh size h and the polynomial approximation
degree 	 (see, e.g., [26, 41]).
4.2. Preliminary results. Let us deﬁne
(4.8) ‖ψ‖2DG = Ah(ψ, ψ)
for all ψ ∈ H1(Th), where H1(Th) denotes the space of functions in Ω whose restric-
tions to K belong to H1(K) for all K ∈ Th. In order to prove that expression (4.8)
actually deﬁnes a norm, we will make use of [16, Lemma 3.2]. Even if [16] was focused
on the multidimensional case, the proof of [16, Lemma 3.2] clearly also covers the case
d = 1. We report this result for completeness.
Lemma 4.2. Let K ⊂ Rd, d ≥ 1, be an element and let f1, . . . , fd be d faces of
K. Given σ ∈ L2(K)d and ζi ∈ L2(fi), i = 1, . . . , d, there exists a unique function
Z ∈ P(K)d such that∫
K
(Z − σ) · v dx = 0 ∀v ∈ P−1(K)d,∫
fi
(Z · ni − ζi)ω ds = 0 ∀ω ∈ P(fi), i = 1, . . . , d,
where ni is the outward normal unit vector of fi.
Proposition 4.3. The expression (4.8) defines a norm in Vh, and thus
(4.9) |Ah(u, ψ)| ≤ ‖u‖DG‖ψ‖DG ∀u, ψ ∈ Vh.
Proof. It is clear that ‖ · ‖DG is a seminorm. In order to show that it is a norm,
we only need to prove that ‖ψ‖DG = 0 implies ψ = 0.
In order to do that, notice that
0 = Ah(ψ, ψ) = ‖∇hψ − L(ψ)‖20,Ω +
∫
FIh
α · nf
2
[[ψ]]2N ds+
∫
FDh
α · nf
2
ψ2 ds
implies ∇hψ = L(ψ), as well as
[[ψ]]N = 0 on each face f ∈ FIh such that α · nf = 0,(4.10)
ψ = 0 on each face f in FDh such that α · nf = 0.(4.11)
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Since α is constant, then α ·nf = 0 on at least one face on each element K, say, fK ;
we denote by Fαh the set of all fK .
By deﬁnition of L, ∇hψ = L(ψ) can be written as∫
Ω
∇hψ ·ϕ dx−
∫
FIh
[[ψ]]N · {{ϕ}} ds−
∫
FDh
ψϕ · nΩ ds = 0 ∀ϕ ∈ Vdh.
In each K ∈ Th, we choose ϕ = Z given by Lemma 4.2 with
σ := ∇ψ,
ζi := −[[ψ]]N · ni on fi ∈ (∂K ∩ FIh),
ζi := −ψ on fi ∈ (∂K ∩ FBh ),
where fi = fK for i = 1, . . . , d, and we obtain
‖∇hψ‖20,Ω +
∫
FIh\Fαh
[[ψ]]2N ds+
∫
FDh \Fαh
ψ2 ds = 0,
which, together with (4.10) and (4.11), implies that ψ is constant in every K ∈ Th,
[[ψ]]N = 0 on every f ∈ FIh and ψ = 0 on every f ∈ FDh , and thus ψ = 0.
The continuity property (4.9) is straightforward.
We deﬁne the L2-norm on the set of faces Fh as
‖ψ‖20,Fh =
∑
f∈Fh
‖ψ‖20,f
and the L2-norm on subsets of Fh similarly.
The following inverse inequality holds true.
Lemma 4.4. There exists constant Cinv > 0 independent of h and 	 such that
‖ψ‖DG ≤ Cinv	2h−1‖ψ‖0,Ω ∀ψ ∈ Vh.
Proof. First, we recall from [41, Proposition 3.2] and [42, Proposition 4.2] that
the lifting operator L satisﬁes the following stability bound: there exists a constant
Clift > 0 only dependent on the shape regularity of the mesh such that
(4.12) ‖L(ψ)‖0,Ω ≤ Clift
(
‖	h−1/2[[ψ]]N‖0,FIh + ‖	h
−1/2ψ‖0,FDh
)
∀ψ ∈ Vh.
Using (4.12) and the standard hp-version inverse estimates (see, e.g., [43] and [26]),
for all ψ ∈ Vh we have
‖ψ‖2DG ≤‖∇hψ‖20,Ω + ‖L(ψ)‖20,Ω +
|a|
2
(
‖	h−1/2[[ψ]]N‖20,FIh + ‖	h
−1/2ψ‖20,FDh
)
≤‖∇hψ‖20,Ω +
(
2C2lift +
|a|
2
)(
‖	h−1/2[[ψ]]N‖20,FIh + ‖	h
−1/2ψ‖20,FDh
)
≤C	4h−2‖ψ‖0,Ω
with C only depending on the shape regularity of the mesh and on |a|; taking Clift =√
C completes the proof.
We set, for brevity,
Ng(t) := ‖	 h−1/2gD(·, t)‖0,FDh + ‖gN (·, t)‖0,ΓN .
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Proposition 4.5. There exists a positive constant Crhs independent of h and 	
such that ∣∣∣Pn,(k)h (ψ)∣∣∣ ≤ CrhsNg(tn,(k))‖ψ‖DG ∀ψ ∈ Vh.
Proof. We estimate the three terms of |Pnh (ψ)| (see (4.7)) separately.
For the ﬁrst one, the weighted Cauchy–Schwarz inequality immediately gives
∣∣∣∣∣
∫
FDh
α · nf
2
p(gD(·, tn,(k)))ψ ds
∣∣∣∣∣ ≤ C ‖	 h−1/2gD(·, tn,(k))‖0,FDh ‖	 h−1/2ψ‖0,FDh
≤ C ‖	 h−1/2gD(·, tn,(k))‖0,FDh ‖ψ‖DG,
(4.13)
where C > 0 depends on the continuity constant of the nonlinearity p and on |a| but
is independent of h and 	.
We consider now the second term. We observe that since gN(·, t) ∈ L2(ΓN ) for
all t, there exists g˜(·, t) ∈ L2(Ω)d with ∇ · g˜(x, t) = 0 in Ω for all t such that for all t,
g˜(x, t) · nΩ = gN on ΓN , ‖g˜(·, t)‖0,Ω ≤ CΩ‖gN(·, t)‖0,ΓN ,
with the constant CΩ > 0 only depending on Ω. This can be easily seen by considering
the auxiliary problem
−Δφ = 0 in Ω,
φ = 0 on ΓD,
∇φ · nΩ = gN on ΓN ,
which admits a unique solution φ satisfying ‖∇φ‖0,Ω ≤ CΩ‖gN(·, t)‖0,ΓN , and setting
g˜(·, t) := ∇φ for all t.
Thus, we can rewrite the second term of |Pn,(k)h (ψ)| as follows. We omit, for
brevity, the dependence on t in the intermediate steps. Using the deﬁnition of L, in-
tegrating by parts, and recalling that∇·g˜ = 0 and [[g˜]]N = 0 on all faces in FIh , we have∫
Ω
g˜ · (∇hψ − L(ψ)) dx =
∫
Ω
g˜ · ∇hψ dx−
∫
FIh
{{g˜}} · [[ψ]]N ds−
∫
FDh
g˜ · nΩψ ds
=−
∫
Ω
∇ · g˜ψ dx+
∫
FIh
([[g˜]]N{{ψ}}+ {{g˜}} · [[ψ]]N ) ds
+
∫
FDh
g˜ · nΩψ ds+
∫
FNh
g˜ · nΩψ ds
−
∫
FIh
{{g˜}} · [[ψ]]N ds−
∫
FDh
g˜ · nΩψ ds
=
∫
FNh
g˜ · nΩψ ds,
and thus we have the bound∣∣∣∣∣
∫
FN
h
gN (·, tn,(k))ψ ds
∣∣∣∣∣ ≤ ‖g˜(·, tn,(k))‖0,Ω‖∇hψ − L(ψ)‖0,Ω
≤ CΩ‖gN(·, tn,(k))‖0,ΓN‖ψ‖DG.
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The lifting Gn,(k)D of the Dirichlet boundary condition satisﬁes a bound similar to
the bound (4.12) for the lifting L and which can be proved in a similar way:
‖Gn,(k)D ‖0,Ω ≤ Clift‖	 h−1/2gD(·, tn,(k))‖0,FDh ‖ψ‖DG.
Therefore, for the third term, we have∫
Ω
Gn,(k)D · (∇hψ − L(ψ)) dx ≤ ‖Gn,(k)D ‖0,Ω‖(∇hψ − L(ψ))‖0,Ω
≤ Clift‖	 h−1/2gD(·, tn,(k))‖0,FDh ‖ψ‖DG.
(4.15)
Considering together (4.13), (4.14), and (4.15) completes the proof.
4.3. Proof of L2-stability. In the following proof, we restrict ourselves to the
case of the one-stage time discretization (forward Euler method). The general case is
not a straightforward consequence and is still an open issue.
The method in this case reads as follows:
Initialize: Set u0h = L
2–projection of u0 onto Vh (see (3.23)).
Time stepping: For n = 0, 1, . . . ,
(a) Compute
(4.16) wnh = relax w(u
n
h);
(b) Compute un+1h ∈ Vh:
(4.17)
∫
Ω
un+1h − unh
Δt
ψh dx+Ah(wnh , ψh) = Pnh (ψh) ∀ψh ∈ Vh.
For the stability analysis, it is useful to rewrite the method as follows:
Initialize: Set u0h = L
2–projection of u0 onto Vh (see (3.23)).
Time stepping: For n = 0, 1, . . . ,
(a) Compute
(4.18) qnh = relax w(u
n
h);
(b) Compute qn+1h ∈ Vh:
(4.19) μ
∫
Ω
qn+1h − qnh
Δt
ψh dx+Ah(qnh , ψh) = Pnh (ψh) ∀ψh ∈ Vh,
where μ is an arbitrary parameter such that 0 < μ ≤ L−1p , with Lp as
in (1.3);
(c) Compute un+1h ∈ Vh:
(4.20) un+1h = u
n
h + μ(q
n+1
h − qnh).
We notice that these two algorithms are equivalent; in fact, qnh in (4.18) is equal
to wnh in (4.16), and combining this with (4.20) and (4.19) gives (4.17).
Remark 4.6. The only restriction on the choice of the positive constant μ in (4.19)
and (4.20) depends on the nonlinearity p of the original problem (1.1), namely, μ
has to satisfy 0 < μ ≤ L−1p , where Lp is an upper bound for p′. The stability
properties of the method are related to the possible choices of μ as indicated in
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Theorem 4.7 and Corollary 4.8: larger values of μ give a less-restrictive CFL condition
and corresponding smaller stability constants. Practically, the knowledge of a sharper
Lipschitz constant of p allows us to determine a less-restrictive CFL condition.
We prove our stability result following [34]. First, we introduce some notation.
Given an absolutely continuous function λ : R → R such that λ(0) = 0 and
0 ≤ λ′ ≤ Λ < +∞, deﬁne the convex function
Φλ :=
∫ s
0
λ(z) dz ∀s ∈ R.
Then Φλ satisﬁes
(4.21)
1
2Λ
λ2(s) ≤ Φλ(s) ≤ Λ
2
s2 ∀s ∈ R.
The function Φp thus satisﬁes (4.21). Moreover, setting
β := I − μp,
we have that
0 ≤ β′(s) ≤ 1 for a.e. s ∈ R,
and thus Φβ also satisﬁes (4.21) with Λ = 1.
Theorem 4.7. Consider the method detailed at the beginning of section 4.3. Let
ξ be any value in (0, 1). Provided that
(4.22) Δt ≤ 4μh
2
3C2inv	
4
(1− ξ),
for every time step m we have
(4.23) μ ‖p(umh )‖20,Ω ≤
2
μ
‖u0h‖20,Ω + C2rhs(mΔt)
[
1
ξ2
+
4(1− ξ2)
ξ
]
(Nmg )2,
where we set
Nmg := max
0≤n≤m−1
Ng(tn).
Before proceeding with the proof of Theorem 4.7, we highlight that the constant
ξ in (4.22) and (4.23) can be chosen arbitrarily in (0, 1). Clearly, if we choose a smaller
ξ, the condition (4.22) on Δt is less restrictive, but the price to pay is a larger stability
constant in (4.23). For ξ = 0.5, for instance, we have both reasonable CFL conditions
and stability constants.
Proof of Theorem 4.7. We denote by (·, ·) the L2(Ω)-inner product, for simplicity,
and by Πh the L
2(Ω)-projection onto Vh.
Step 1. Take ψh = Δt q
n
h in (4.19). Using (4.20), we obtain
ΔtPnh (qnh ) =μ(qn+1h − qnh , qnh) + ΔtAh(qnh , qnh)
=μ(qn+1h − qnh , qn+1h )− μ(qn+1h − qnh , qn+1h − qnh) + Δt ‖qnh‖2DG
=(un+1h − unh, qn+1h )−
1
μ
‖un+1h − unh‖20,Ω +Δt ‖qnh‖2DG.
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Adding over n = 0, . . . , (m− 1) gives
Δt
m−1∑
n=0
Pnh (qnh ) =
m−1∑
n=0
(un+1h − unh, qn+1h )
− 1
μ
m−1∑
n=0
‖un+1h − unh‖20,Ω +Δt
m−1∑
n=0
‖qnh‖2DG.
(4.24)
We bound
∑m−1
n=0 (u
n+1
h − unh, qn+1h ) following [34]. For completeness, we report
here the complete proof.
From (4.20) and qnh = Πh(p(u
n
h)), we have
qn+1h =
1
μ
(un+1h − unh) + Πh(p(unh)),
and, taking into account the deﬁnition β = I − μp, we can write
qn+1h =
1
2
Πh(p(u
n+1
h )) +
1
2μ
[Πh(β(u
n+1
h ))−Πh(β(unh))]
+
1
2μ
un+1h −
1
2μ
Πh(β(u
n
h)).
Therefore, using Φ′λ = λ and the convexity of Φλ, for both λ = p and λ = β, the fact
that β′ ≥ 0, and the identity
2a(a− b) = a2 − b2 + (a− b)2 ∀a, b ∈ R,
we obtain
(un+1h − unh, qn+1h ) ≥
1
2
∫
Ω
[Φp(u
n+1
h )− Φp(unh)] dx+ 0
+
1
4μ
(‖un+1h ‖20,Ω − ‖unh‖20,Ω + ‖un+1h − unh‖20,Ω)
+
1
2μ
∫
Ω
[Φβ(u
n
h)− Φβ(un+1h )] dx.
Adding over n = 0, . . . , (m− 1) gives
m−1∑
n=0
(un+1h − unh, qn+1h ) ≥
1
2
∫
Ω
[Φp(u
m
h )− Φp(u0h)] dx
+
1
4μ
[
‖umh ‖20,Ω − ‖u0h‖20,Ω +
m−1∑
n=0
‖un+1h − unh‖20,Ω
]
+
1
2μ
∫
Ω
[Φβ(u
0
h)− Φβ(umh )] dx,
and using (4.21) with λ = p and λ = β, where Λ = μ−1 if λ = p, and Λ = 1 if λ = β,
we get
(4.25)
m−1∑
n=0
(un+1h −unh, qn+1h ) ≥
μ
4
‖p(umh )‖20,Ω−
1
2μ
‖u0h‖20,Ω+
1
4μ
m−1∑
n=0
‖un+1h −unh‖20,Ω.
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For the term Δt
∑m−1
n=0 Pnh (qnh), Proposition 4.5 and the Young inequality give
Pnh (qnh ) ≤
C2rhs
2η
Ng(tn)2 + η
2
‖qnh‖2DG
with η > 0, and thus
(4.26) Δt
m−1∑
n=0
Pnh (qnh ) ≤
C2rhsmΔt
2η
(Nmg )2 +
ηΔt
2
m−1∑
n=0
‖qnh‖2DG.
Therefore, inserting (4.25) and (4.26) into (4.24), we obtain
Δt
m−1∑
n=0
‖qnh‖2DG +
μ
4
‖p(umh )‖20,Ω ≤
1
2μ
‖u0h‖20,Ω +
3
4μ
m−1∑
n=0
‖un+1h − unh‖20,Ω
+
C2rhsmΔt
2η
(Nmg )2 +
ηΔt
2
m−1∑
n=0
‖qnh‖2DG.
(4.27)
Step 2. Take ψh =
Δt
μ (q
n+1
h −qnn) in (4.19). By applying the continuity of Ah(·, ·),
Proposition 4.5, and the inverse inequality of Lemma 4.4, we obtain
‖qn+1h − qnn‖20,Ω ≤
Δt
μ
‖qnh‖DG‖qn+1h − qnn‖DG
+
Δt
μ
CrhsNg(tn)‖qn+1h − qnn‖DG
≤ Δt
μ
Cinv	
2h−1[‖qnh‖DG + CrhsNg(tn)]‖qn+1h − qnn‖0,Ω,
and, due to (4.20),
‖un+1h − unn‖0,Ω ≤ ΔtCinv	2h−1[‖qnh‖DG + Crhs Ng(tn)].
Let ξ ∈ (0, 1); since
(a+ b)2 ≤ (1 + ξ)a2 + (1 + ξ−1)b2 ∀a, b ∈ R, a, b > 0,
we have
‖un+1h − unn‖20,Ω ≤ Δt2C2inv	4h−2[(1 + ξ)‖qnh‖2DG + (1 + ξ−1)C2rhsNg(tn)2].(4.28)
Step 3. Insert (4.28) into (4.27). We get
Δt
m−1∑
n=0
‖qnh‖2DG +
μ
4
‖p(umh )‖20,Ω ≤
1
2μ
‖u0h‖20,Ω +
C2rhsmΔt
2η
(Nmg )2
+
3mΔt2C2invC
2
rhs	
4
4μh2
(1 + ξ−1)(Nmg )2
+
(
3ΔtC2inv	
4
4μh2
(1 + ξ) +
η
2
)
Δt
m−1∑
n=0
‖qnh‖2DG.
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Take η = 2ξ2. Then, if (4.22) is satisﬁed, we have
(1− ξ2)− 3ΔtC
2
inv	
4
4μh2
(1 + ξ) ≥ 0,
and thus
μ
4
‖p(umh )‖20,Ω ≤
1
2μ
‖u0h‖20,Ω +
C2rhsmΔt
4ξ2
(Nmg )2
+
3mΔt2C2invC
2
rhs	
4
4μh2
(1 + ξ−1)(Nmg )2,
which, taking into account (4.22), gives
μ
4
‖p(umh )‖20,Ω ≤
1
2μ
‖u0h‖20,Ω
+ C2rhsmΔt
[
1
4ξ2
+ (1 + ξ−1)(1 − ξ)
]
(Nmg )2,
which concludes the proof.
In the following corollary, we transfer to {umh } the stability result proved for
{p(umh )}. A strict monotonicity of the nonlinearity p toward +∞ is needed in the
proof; this is guaranteed by assumption (1.4).
Corollary 4.8. Provided that condition (4.22) is satisfied, for every time step
m we have
‖umh ‖20,Ω ≤
2C2p
μ2
‖u0h‖20,Ω +
C2pC
2
rhs
μ
(mΔt)
[
1
ξ2
+
4(1− ξ2)
ξ
]
(Nmg )2 + s20 |Ω|2 ,
where we have denoted by Cp the continuity constant of p
−1 in [s0,+∞).
Proof. Set Sm := {x ∈ Ω : |umh (x)| ≥ s0}. Then, we have
‖umh ‖20,Ω = ‖umh ‖20,Sm + ‖umh ‖20,Ω\Sm ≤ Cp‖p(umh )‖20,Ω + s20 |Ω|2 ,
and Theorem 4.7 allows us to conclude.
5. Numerical results. In this section, we show the results of several numerical
simulations for both the linear and the nonlinear diﬀusion equation (1.1), in one and
two space dimensions. In the matter of coupling spatial and temporal approximation
orders, we notice that if the solution of the continuous problem is smooth enough,
when we use polynomial reconstructions of degree 	, we expect a O(h+1) error (mea-
sured in the L2-norm), while when we integrate in time using a Runge–Kutta scheme
of order r, we expect a O(Δtr) error. Since the time integration step Δt is subdued
to the parabolic stability constraint (4.22), i.e., Δt = O(h2), the order of convergence
of the time discretization is given by O(Δtr) = O(h2r). In accordance with this,
to match in an optimal way the spatial and the temporal reconstructions, when the
solution is regular it is natural to couple spatial elements of degree 	 together with
Runge–Kutta schemes of order r = (	+1)/2. In particular, for the time integration,
the coeﬃcients of the explicit parts of the IMEX schemes we use are
A1 =
(
1
)
, B1 =
(
1
)
, A2 =
(
1 0
1
2
1
2
)
, B2 =
(
1 0
0 12
)
,
A3 =
⎛⎜⎝1 0 034 14 0
1
3 0
2
3
⎞⎟⎠ , B3 =
⎛⎜⎝1 0 00 14 0
0 0 23
⎞⎟⎠ ,
where Aj and Bj refer to a scheme of order j written in the form (3.5).
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5.1. Linear diﬀusion tests. In the following simulations we consider the two-
dimensional heat equation in the domain Ω = [−1, 1]2, coupled with Dirichlet bound-
ary conditions:
∂u
∂t
−Δu = 0 in Ω× (0, T ),
u(x, t) = x on ∂Ω× (0, T ),
u(x, 0) = x+ sin(πx) sin(πy) in Ω,
(5.1)
with analytical solution
u(x, y, t) = x+ exp (−2π2t) sin(πx) sin(πy).
We compute the errors and test the convergence rates of the scheme described in
section 3 as we vary the polynomial degree 	 of the spatial discretization and the
order r of the Runge–Kutta scheme used for the time integration.
In section 4, we proved L2-stability in the case of α deﬁned by (4.1). This analysis
was restricted to the case of one-stage time discretization, but the numerical results
reported below seem to indicate that the scheme is stable also when several time
stages are used.
In the following simulations, we are also going to test the eﬀects of the choice of
the stabilization parameter α independent of the mesh size h (i.e., |α| = O(1) instead
of |α| = O(h−1)).
We performed the simulations using six subsequently reﬁned unstructured meshes
with mesh size h = 1.70, 0.85, 0.47, 0.26, 0.13, 0.06, respectively, avoiding further
reﬁning the mesh when the computed error has already reached machine precision.
The obtained results are shown in Tables 5.1 and 5.2, which gather the errors in the
L2-norm and the estimated convergence rates, respectively.
For 	 ≥ 1 and |α| = O(h−1), these experiments conﬁrm that optimal expected
rates 	+ 1 are achieved. Moreover, they show that the choice |α| = O(1) is eﬀective.
In fact, if we compare the corresponding convergence rates and the errors for |α| =
O(h−1) and |α| = O(1), we can see that in most cases, we have similar results, even
if we can highlight a more regular behavior for the simulations with |α| = O(h−1).
Despite the lack of theoretical result for the case of piecewise constant elements, we
also tested our scheme for 	 = 0; it seems that in this case, ﬁrst order convergence is
achieved, at least with the choice |α| = O(1). Very similar results were also obtained
on structured grids constructed by dividing each element of Cartesian grids into two
triangles.
In the next simulation, we investigate the eﬀect of the stabilization coeﬃcient
α · nf , which is a nonstandard DG-stabilization (there is no stabilization on edges
parallel to α). In order to do this, we consider the following linear heat equation in
the domain Ω = [0, 4]2 with a Dirichlet condition on the boundary ΓD = [0, 4]×{0, 4}
and a Neumann condition on the boundary ΓN = {0, 4} × [0, 4]:
∂u
∂t
−Δu = 0 in Ω× (0, T ),
u(x, t) = x on ΓD × (0, T ),
∇u · nΩ = 0 on ΓN × (0, T ),
u(x, 0) = x+ sin
(π
2
x
)
in Ω
(5.2)
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Table 5.1
L2-norm of the absolute errors of the numerical solution for the linear test problem (5.1)
for several spatial and temporal approximations and for two diﬀerent choices of the stabilization
parameter α.
h = 1.70 h = 0.85 h = 0.47 h = 0.26 h = 0.13 h = 0.06
 = 0, r = 1
|α| = O(1) 5.95e-01 3.77e-01 1.93e-01 1.07e-01 5.56e-02 3.03e-02
|α| = O(h−1) 5.94e-01 3.75e-01 2.01e-01 1.22e-01 6.78e-02 4.52e-02
 = 1, r = 1
|α| = O(1) 2.95e-01 1.01e-01 3.08e-02 8.21e-03 2.12e-03 5.36e-04
|α| = O(h−1) 2.95e-01 1.03e-01 3.13e-02 8.38e-03 2.18e-03 5.51e-04
 = 2, r = 2
|α| = O(1) 8.57e-02 2.40e-02 2.93e-03 3.76e-04 4.66e-05 5.84e-06
|α| = O(h−1) 8.61e-02 2.38e-02 2.93e-03 3.79e-04 4.69e-05 5.85e-06
 = 3, r = 2
|α| = O(1) 4.70e-02 3.03e-03 2.34e-04 1.52e-05 9.70e-07 6.09e-08
|α| = O(h−1) 4.78e-02 3.11e-03 2.41e-04 1.55e-05 9.81e-07 6.12e-08
 = 4, r = 3
|α| = O(1) 8.53e-03 5.09e-04 1.65e-05 5.89e-07 1.81e-08 5.65e-10
|α| = O(h−1) 8.54e-03 5.26e-04 1.74e-05 6.26e-07 1.91e-08 5.93e-10
 = 5, r = 3
|α| = O(1) 4.31e-03 5.75e-05 1.18e-06 1.94e-08 3.10e-10
|α| = O(h−1) 4.33e-03 6.00e-05 1.26e-06 2.10e-08 3.35e-10
Table 5.2
Computational convergence rates of the numerical solution for the linear test problem (5.1)
for several spatial and temporal approximations, and for two diﬀerent choices of the stabilization
parameter α.
h = 1.70 h = 0.85 h = 0.47 h = 0.26 h = 0.13 h = 0.06
 = 0, r = 1
|α| = O(1) − 0.658 1.120 0.994 0.916 0.918
|α| = O(h−1) − 0.663 1.042 0.843 0.848 0.592
 = 1, r = 1
|α| = O(1) − 1.539 1.859 2.077 1.922 2.044
|α| = O(h−1) − 1.521 1.857 2.067 1.915 2.040
 = 2, r = 2
|α| = O(1) − 1.833 3.290 3.218 2.969 3.085
|α| = O(h−1) − 1.857 3.272 3.207 2.970 3.091
 = 3, r = 2
|α| = O(1) − 3.955 4.003 4.287 3.910 4.112
|α| = O(h−1) − 3.941 3.997 4.306 3.920 4.120
 = 4, r = 3
|α| = O(1) − 4.068 5.352 5.234 4.948 5.002
|α| = O(h−1) − 4.020 5.330 5.212 4.957 5.00
 = 5, r = 3
|α| = O(1) − 6.231 6.069 6.442 5.881
|α| = O(h−1) − 6.174 6.033 6.427 5.876
with analytical solution
u(x, t) = x+ exp
(
−π
2
4
t
)
sin
(π
2
x
)
.
If in this situation we choose α = (1, 0)T , α ·nf vanishes on the whole ΓD. Since the
stabilization coeﬃcient is not present on the Neumann boundary (see (3.19), (3.20),
and (3.21)), no boundary edge is stabilized. In order to reduce as much as possible the
number of interior edges on which the stabilization acts, the domain Ω is discretized
D
ow
nl
oa
de
d 
10
/0
7/
15
 to
 1
59
.1
49
.1
97
.1
47
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A130 FAUSTO CAVALLI, GIOVANNI NALDI, AND ILARIA PERUGIA
0
1
2
3
4
0
1
2
3
4
0
0.5
1
1.5
2
2.5
3
3.5
4
x
T=0.1
y
z
Fig. 5.1. Solution of problem (5.2) at T = 0.1: even if the stabilization coeﬃcient α · nf
vanishes on all the boundary edges, the scheme is still stable.
through structured meshes obtained from Cartesian grids as before. The proof we gave
in section 4 stated that in this situation the scheme is stable. We tested numerically
the evidence of this fact, and in Figure 5.1 we can see the stable numerical solution
obtained for (5.2) at time T = 0.1 on a grid with 512 triangles, using a piecewise
discontinuous quadratic elements and the second order Runge–Kutta method.
As mentioned in Remark 4.1, in the linear case our space discretization is a mod-
iﬁed LDG method. More precisely, it is an LDG method with reduced stabilization,
again with the notation of [10], while in the standard LDG method the stabilization
parameter C11 is strictly positive in all the interior and Dirichlet boundary faces, in
our scheme (C11)|f = 0 whenever α · nf = 0. There are other LDG methods with
reduced stabilization in the literature. We mention here the one proposed in [16],
where an artiﬁcial wind is introduced, and choosing the coeﬃcient C12 in a suitable
way allows for removing the stabilization from interior and inﬂow boundary faces,
without altering the convergence properties. A similar approach is the one studied
in [35]: on structured quadrilateral meshes, it is proved that it is enough to stabilize
only on the part of the Dirichlet boundary which is inﬂow with respect to the vector-
valued coeﬃcient C12. (Also in this case, the role of C12 is important.) A diﬀerent
philosophy is applied in [9]. There, the LDG method with C12 = 0 is considered, like
in our case, and the stabilization reduction consists in penalizing only some of the
jump modes (either the lower or the higher ones), but on all faces. Provided that the
number of the penalized modes is suitably chosen, this method possesses the same
convergence properties as the original LDG method.
5.2. Nonlinear diﬀusion tests. We consider in Ω = [−4, 4]2 the porous media
equation
∂u
∂t
−Δum = 0 in Ω× (0, T )(5.3)
with homogeneous Dirichlet boundary conditions. Equation (5.3) degenerates for
u = 0, since p′(u) = 0; thus, compactly supported initial data give rise to solutions
with interfaces that travel with ﬁnite speeds, as the well-known similarity solution
studied by Barenblatt (see, for example, [6]).
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Fig. 5.2. Numerical solution of problem (5.3) with Barenblatt initial datum at ﬁnal time T = 0.5
seen in isometric perspective (left plot) and from above (right plot). In the right plot, the white line
represents the contour of the support of the analytical solution.
Simulations show that our scheme applied to problem (5.3) is stable and accu-
rate. In Figure 5.2, we report the solution of (5.3) with m = 2 obtained evolving
the Barenblatt solution until ﬁnal time T = 0.5. The simulation uses piecewise dis-
continuous cubic elements and forward Euler for the time integration; we choose the
stability parameter α = h−1(1, 0). As we can see, the shape and the symmetry of
the solution are correctly represented, and the speed of the traveling front is correctly
approximated by the numerical scheme. We have observed that these properties are
independent from the choice of the direction of the parameter α.
Another interesting nonlinear test also involves (5.3), but in this case we consider
m = 3 and we take as initial datum the C1 function
(5.4) u(x, y) =
{
1
2 cos
2(π
√
x2 + y2/2),
√
x2 + y2 ≤ 1,
0,
√
x2 + y2 > 1.
This test is a two-dimensional version of that proposed in [25]. As shown in [4] for the
one-dimensional case, the solution with initial condition (5.4) develops a discontinuity
in ∇u at some ﬁnite time T0 > 0 and has a front that initially stands still and then
starts expanding at a certain ﬁnite time T1. In Figure 5.3, we can see four diﬀerent
situations of the evolution of (5.4): ﬁrst the solution is regular, then it starts losing
regularity, and ﬁnally the front expands.
We remark that since the exact solutions of the tests we performed on (5.3) present
discontinuities in both ∇u and ∂tu, we cannot expect to increase the convergence rate
by raising the approximation orders: in fact, all the simulation we performed achieved
the 1.5 limit convergence rate. However, we observe that in some applications, for
example, in image processing methods based on PDEs, we have to handle a ﬁxed
computational grid; then one could take advantage of a higher order method to get a
lower error.
We consider now problem (5.3) with m = 2 in one space dimension with initial
condition given by the one-dimensional Barenblatt function. In Table 5.3, we compare
the errors of the simulations at the same ﬁnal time t = 2 for two diﬀerent ﬁxed
numbers of spatial elements (N = 20 and N = 640) and for several spatial and
temporal approximations with stabilization parameter α = h−1(1, 0). Also in this
case, rotating α does not signiﬁcantly aﬀect the simulation results. We can see that
increasing the degree of the spatial reconstruction considerably decreases the error,
while passing from explicit Euler to higher order Runge–Kutta schemes seems not to
give much beneﬁt: we remark that explicit Runge Kutta schemes are very sensitive
with respect to the regularity of the solution.
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Fig. 5.3. Numerical solution of problem (5.3) with m = 3 and with initial datum (5.4). Upper
left ﬁgure: initially the solution is regular and the front does not evolve. Upper right ﬁgure: the
solution starts to develop the discontinuity in ∇u. Lower left ﬁgure: the solution has lost regularity
but the front still does not evolve. Lower right ﬁgure: the front is moving.
Table 5.3
L2-norm errors for the solution of the problem (5.3) in one dimension for two diﬀerent numbers
N of elements with diﬀerent degrees  of polynomial reconstructions and orders r of Runge–Kutta
methods. Increasing the spatial reconstruction degree allows appreciably more accurate solutions,
while a higher order time integration method has little aﬀect on the accuracy of the solution.
N = 20
 = 1  = 2  = 3
r = 1 1.265e-02 9.350e-03 2.273e-03
r = 2 1.185e-02 8.817e-03 2.224e-03
r = 3 1.187e-02 8.818e-03 2.224e-03
N = 640
 = 1  = 2  = 3
r = 1 9.5488e-05 5.4739e-05 9.981e-06
r = 2 9.4351e-05 5.4349e-05 9.9148e-06
r = 3 9.4351e-05 5.4349e-05 9.9148e-06
As pointed out at the end of section 3.2, the L2-stability does not grant that the
discrete solution reproduce some properties of the continuous one, like positivity or
monotonicity preserving. All the solutions we computed in the nonlinear tests showed
oscillations near the fronts and the positivity of the solution was not preserved. This
can be recovered at least partially with the use of suitable limiting techniques, as
described in section 3.2. In Figure 5.4, we compare the solutions obtained for the
above one-dimensional problem, with piecewise linear polynomial approximation in
space and explicit Euler, with and without slope limiter (we have used the min-mod
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−4.4 −4.2 −4 −3.8 −3.6 −3.4 −3.2
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Numerical Solution
Exact Solution
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0.005
0.01
0.015
0.02
0.025
With slope limiter
 
 
Numerical Solution
Exact Solution
Fig. 5.4. A detail of the solution of problem (5.3) at t = 2: in the left plot the solution is
obtained with no slope limiting techniques and presents oscillations; in the right plot we can see the
solution obtained with the scheme corrected by the min-mod slope limiter.
slope limiter described in [17]): the oscillations of the nonlimited solution are smeared
out by the slope limiter.
We remark that the slope limiter we used in this simulations does not grant that
the resulting scheme be positivity preserving, since, as shown in [17], it only grants
that the scheme be total variation diminishing in means. We do not further elaborate
here on slope limiters, and thus we do not test slope limiters in two dimensions nor
diﬀerent limiting approaches in one dimension.
Finally we present the following test:
∂u
∂t
− ∂
2g(u)
∂x2
= 0 in [−1, 1]× (0, T ),
u(−1, t) = u(1, t) = 0 for t ≥ 0,
u(x, 0) = χ|x|≤1/2 in [−1, 1],
(5.5a)
where
(5.5b) g(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
5
4
x2 − 5
4
x+
5
16
if 0.5 < x < 0.6,
1
4
x− 11
80
if x ≥ 0.6,
0 otherwise,
is a strongly degenerate diﬀusion function vanishing over [0, 0.5]. The previous equa-
tion is the adaption of a similar test for convection-diﬀusion equations which can be
found in [20].
In our analysis, we did not address the possibility for a strongly degenerate equa-
tion to present more than a weak solution, among which one physical solution has to
be selected by introducing an entropy function, as in the case of hyperbolic conserva-
tion laws. For a detailed presentation of the entropy issue for the parabolic equations,
see [20] and references therein.
The entropic solution of problem (5.5) is showed in Figure 5.5, left, and is com-
puted with an entropic scheme on a very ﬁne grid. In Figure 5.5, right, the solution
obtained with a nonentropic ﬁnite diﬀerence scheme is reported. With our symmetric
scheme, using piecewise linear elements on a mesh of 80 elements, and forward Euler
in time, either with or with no slope limiter, the right entropy solution is obtained,
as reported in Figure 5.6.
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Exact Solution
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1
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Non entropic scheme
Fig. 5.5. Solutions of (5.5): the left plot represents the exact solution obtained with an entropic
scheme on a very ﬁne grid, and the right plot is obtained with a ﬁnite diﬀerence non entropic scheme.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.4
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0.4
0.6
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1
Entropic scheme
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Entropic scheme
Fig. 5.6. Numerical solutions of (5.5a): the left plot refers to the scheme without slope limiters;
the right one is obtained with the min-mod slope limiter. Both simulations provide the right entropic
solution.
6. Conclusions. In this work we have introduced the ﬁrst ﬁnite element schemes
for the approximation of linear and nonlinear diﬀusion problems, based on diﬀusive
relaxation framework. Our methods couple explicit Runge–Kutta time stepping and
DG space discretizations. Preliminary theoretical results are provided and some com-
parisons with other DG methods are discussed. Several one- and two-dimensional
numerical tests are discussed in order to point out the main properties and the eﬀec-
tiveness of these schemes for linear and nonlinear (degenerate) diﬀusion.
For nonlinear problems, some of the advantages of the presented method are that
we do not need to solve nonlinear systems and that the numerical solutions inherit
positivity and monotonicity (at least in the means) properties of the analytical solu-
tions. On the other hand, its stability requires the standard parabolic CFL condition,
which constrains the time step to be proportional to the square of the mesh size.
In future work, we plan to further analyze the nonlinear stability and the conver-
gence of these schemes to investigate diﬀerent slope limiting techniques, also in the
multidimensional case, and to look for the possibility of implicit time discretizations,
in order to avoid the time step restriction given by the parabolic CFL condition.
This approach can be extended to the discretization of convection-diﬀusion equations
and to nonlinear fourth order diﬀusion equations, like the thin ﬁlm equation, in the
presence of degenerate and strongly degenerate diﬀusion.
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