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Abstract
This thesis concerns the classes of analytic functions on bounded, n-connected domains known as
the Smirnov classes Ep, where p > 0. Functions in these classes satisfy a certain growth condition
and have a relationship to the more well known classes of functions known as the Hardy classes
Hp. In this thesis I will show how the geometry of a given domain will determine the existence
of non-constant analytic functions in Smirnov classes that possess real boundary values. This is a
phenomenon that does not occur among functions in the Hardy classes.
The preliminary and background information is given in Chapters 1 and 3 while the main results
of this thesis are presented in Chapters 2 and 4. In Chapter 2, I will consider the case of the simply
connected domain and the boundary characteristics that allow non-constant analytic functions with
real boundary values in certain Smirnov classes. Chapter 4 explores the case of an n-connected
domain and the sufficient conditions for which the aforementioned functions exist. In Chapter 5,
I will discuss how my results for simply connected domains extend Neuwirth-Newman’s Theorem
and finish with an open problem for n-connected domains.
iii
Chapter 1
Preliminaries and background
1.1 Preliminaries
Let Ω be a bounded, simply connected domain in the complex plane C, and suppose f is a real-
valued, continuous function on ∂Ω. A function u that is continuous on Ω is a solution to the
Dirichlet problem with data f if u = f on ∂Ω and u is harmonic in Ω, i.e. ∆u = 0 on Ω.
DEFINITION 1.1.1 A domain Ω is called a Dirichlet Region if the Dirichlet Problem can be solved
for each real-valued, continuous function f on ∂Ω.
A classic example of a Dirichlet Region is the unit circle. The solution to the Dirichlet Problem
is
u(reit) =
1
2pi
∫ pi
pi
P (r, t− θ)f(eiθ)dθ,
where
P (r, t) =
1− r2
1− 2r cos(t) + r2
is the Poisson kernel.
The punctured disk, Ω = {z : 0 < |z| < 1} is an example of a domain that is not a Dirichlet
Region. Choose f so that f(0) = 1 and f(eit) = 0 for 0 ≤ t ≤ 2pi. Then if u is a solution to this
problem, u would be harmonic in Ω and continuous in D¯, the closure of the unit disk. Thus u would
extend to be harmonic in D. But, u(0) = 1, which means that u attains a maximum value in D. This
contradicts the maximum principle for harmonic functions.
The sufficient criteria for a domain to be a Dirichlet Region in the plane is rather simple and is
stated for reference in the following theorem, which will not be proven here (cf. [6], Ch. 1).
1
THEOREM 1.1 Let Ω be a domain in C. If no connected component of ∂Ω degenerates to a point
then Ω is a Dirichlet Region.
Domains that are classified as Dirichlet Regions necessarily possess Green functions (cf. [6], Ch.
1).
DEFINITION 1.1.2 Let Ω be a domain in C and a ∈ Ω. A function g(z, a) with pole at a is called
the Green function for Ω if
(i) g(z, a) is harmonic on Ω \ {a}
(ii) g(z, a) + log |z − a| is harmonic near a
(iii) limz→ζ g(z, a) = 0 for all ζ ∈ ∂Ω.
Given a point a ∈ Ω, where Ω is a Dirichlet Region, one can also associate with Ω the harmonic
measure, ωa. This measure is determined by the positive linear functional Λu = u˜(a) which maps
each real-valued continuous function u on ∂Ω to the value of its harmonic extension to Ω at the
point a. By the F. Riesz Representation Theorem, ωa is the unique measure on ∂Ω such that
u˜(a) =
∫
∂Ω
udωa, u ∈ C(∂Ω).
Its total mass is 1. This is because
1 = 1˜ =
∫
∂Ω
1dωa = ||ωa||.
Furthermore, when the boundary of Ω is smooth,
dωa =
1
2pi
∂g(·, a)
∂n
ds,
where g(·, a) is the Green function for Ω with pole at a, ∂∂n is the inner normal derivative and ds
is arc length.
Let D be the unit disk. A class of functions that is noteworthy is the Nevanlinna class N . A
function f(z) analytic in the unit disk is said to be of class N if the integrals∫ 2pi
0
log+ |f(reiθ)|dθ
2
are bounded for 0 < r < 1 (cf. [2], Ch. 2). This is a broad class of functions that contains the class
N+ and the Hardy classes Hp which will be discussed in the next section. In fact, as we shall see,
Hp ⊂ N+ ⊂ N .
Let us recall the definitions of three types of functions: a Blaschke product, a singular inner
function, and an outer function.
DEFINITION 1.1.3 Let {an}∞n=1 be a sequence of non-zero complex numbers in D such that∑∞
n=1(1− |an|) <∞. Then the function
B(z) = zk
∞∏
n=1
|an|
an
(
an − z
1− a¯nz
)
,
where k is a non-negative integer is called a Blaschke Product.
One property of a Blaschke product is that |B(z)| = 1 a.e on the unit circle T.
DEFINITION 1.1.4 Let µ(t) be a bounded nondecreasing function such that µ′(t) = 0 a.e. A func-
tion of the form
S(z) = exp
{
−
∫ 2pi
0
eit + z
eit − z dµ(t)
}
,
is called a singular inner function.
A singular inner function is analytic inD and has the properties: 0 < |S(z)| ≤ 1 and |S(eiθ)| = 1
a.e T.
DEFINITION 1.1.5 A function of the form
F (z) = eik exp
{
1
2pi
∫ 2pi
0
eit + z
eit − z log(ψ(t))dt
}
,
where k is a real number, ψ(t) ≥ 0, and log(ψ(t)) ∈ L1 is called an outer function.
Every function in the Nevalinna class can be factored using the three previously defined functions.
The following theorem is from [2], Chapter 2.
THEOREM 1.2 Every function f(z) 6≡ 0 of the class N can be expressed in the form
f(z) = B(z)[S1(z)/S2(z)]F (z)
where B(z) is a Blaschke product, S1(z) and S2(z) are singular inner functions, and F (z) is an
outer function for the class N (where ψ(t) = |f(eit)|). Conversely every function of the form
described above belongs to N .
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The subclass of functions, N+, will be mentioned later on in this thesis. The functions in this
class are identified as those functions in the Nevalinna class for which S2(z) ≡ 1.
1.2 The Hardy classes
Let G be a bounded, simply connected domain in C with Jordan boundary Γ = ∂G. In this thesis
we will be concerned with two types of classes of analytic functions, namely the Hardy classes
Hp(G) and the Smirnov classes Ep(G), 0 < p ≤ ∞. When p = ∞, these spaces coincide as the
space of bounded, analytic functions in G. When 0 < p < ∞, the Hardy classes can be defined in
two different ways. The first definition is as follows (cf. [2], Ch. 10).
DEFINITION 1.2.1 A function f that is analytic in G belongs to the class Hp(G) for 0 < p <∞ if
the subharmonic function |f(z)|p has a harmonic majorant in G, i.e. there is a harmonic function
v(z) in G such that
|f(z)|p ≤ v(z), z ∈ G.
The second way to describe the Hardy class Hp(G) when 0 < p < ∞ is by using a regular
exhaustion of G (cf. [6], Ch. 2 and Ch. 3).
DEFINITION 1.2.2 Let G be a domain. A regular exhaustion of G is a sequence {Gn} of subdo-
mains of G with the following three properties:
(i) Gn ⊂ Gn+1, n = 1, 2, ...
(ii)
⋃∞
n=1Gn = G
(iii) each component of ∂Gn is a bounded Jordan curve.
PROPOSITION 1 A function f analytic in G is of class Hp(G), 0 < p <∞, if and only if for each
regular exhaustion {Gn} of G
lim
n→∞
∫
∂Gn
|f |pdωn,a <∞,
where ωn,a is the harmonic measure on ∂Gn for some point a ∈ G1 (cf. [6], Ch.3).
From this proposition it is easy to see that Hp(G) ⊂ Hq(G) whenever p > q.
One can define a norm for each of the Hardy classes. When p =∞ the norm is simply
||f || = sup
z∈G
|f(z)|.
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When 0 < p <∞, the norm is defined as
||f || = [v(z0)]1/p,
where v is the least harmonic majorant of f and z0 is a fixed point in G.
Let G∗ be another simply connected domain. By the Riemann mapping theorem we know
that there exists a conformal mapping ϕ from G∗ onto G. It follows that if f ∈ Hp(G) then
f(ϕ(w)) ∈ Hp(G∗). This means that the space Hp(G) is conformally invariant. Furthermore, the
correspondence f ↔ f ◦ ϕ is an isometric isomorphism between these two spaces.
PROPOSITION 2 Let G be a simply connected domain and ϕ : D→ G be a conformal mapping of
the unit disk onto G. Then the correspondence f ↔ f ◦ ϕ is an isometric isomorphism between
Hp(G) and Hp(D).
One consequence of this proposition is that when studying functions in Hp(G), it suffices to
study their counterparts in Hp(D) via a conformal mapping ϕ : D → G. Therefore, we shall now
turn our attention to properties of functions in the Hardy classes on the unit disk.
As was mentioned previously, Hp(D) ⊂ N+ for all p. Thus, each function has the factorization
f(z) = B(z)S(z)F (z). Furthermore, this factorization is unique (cf. [2], Ch. 2).
THEOREM 1.3 Every function f(z) 6≡ 0 of class Hp(D) has a unique factorization (up to a uni-
modular constant) of the form f(z) = B(z)S(z)F (z), where B(z) is a Blaschke product, S(z) is
a singular inner function, and F (z) is an outer function for the class Hp (where ψ(t) ∈ Lp and
ψ(t) = |f(eit)|). Conversely, every such product B(z)S(z)F (z) belongs to Hp(D).
The following theorem is known as the Polubarinova-Kotchine Theorem (cf. [2], Ch. 2). It gives
a way to identify those functions in N+ that are in Hp.
THEOREM 1.4 (Polubarinova - Kotchine) If f ∈ N+ and f(eiθ) ∈ Lp for some p > 0, then f ∈
Hp.
When p ≥ 1, functions inHp(D) can be represented by Poisson integrals of their boundary values
(cf. [2], Ch. 3).
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THEOREM 1.5 A function f analytic in D is representable in the form
f(reiθ) =
1
2pi
∫ 2pi
0
P (r, t− θ)g(t)dt,
as a Poisson integral of a function g ∈ L1 if and only if f ∈ H1. Here, g(t) = f(eit) a.e.
COROLLARY 1.0.1 A function f(z) analytic in the unit disk is the Poisson integral of a function
g ∈ Lp (1 ≤ p ≤ ∞) if and only if f ∈ Hp(D).
COROLLARY 1.0.2 Let f(z) = B(z)[S1(z)/S2(z)]F (z) ∈ N , where B is a Blaschke product, S1
and S2 are singular inner functions, and F is an outer function. If log[f(z)/B(z)] ∈ H1(D), then
|S1(z)/S2(z)| ≡ 1.
When an analytic function maps the unit disk conformally onto the interior of a Jordan curve,
we can determine if this function belongs to the class H1 by knowing whether or not the curve is
rectifiable (cf. [2], Ch. 3).
THEOREM 1.6 Let ϕ(z) map the unit disk D conformally onto the interior of a Jordan curve Γ.
Then Γ is rectifiable if and only if ϕ′ ∈ H1.
Interpreted geometrically, this theorem basically says that if
Lr = r
∫ 2pi
0
|ϕ′(reiθ)|dθ
is the length of the image of the circle |w| = r, then as r → 1, the lengths Lr stay bounded if and
only if Γ possesses finite length.
1.3 The Smirnov classes
The Smirnov class Ep(G) for 0 < p < ∞ has a definition somewhat similar to the statement of
Proposition 1 (cf. [2], Ch. 10).
DEFINITION 1.3.1 A function f analytic in G is said to be of class Ep(G), 0 < p < ∞, if there
exists a sequence of rectifiable curves {Γn} in G converging to Γ such that the interiors of the Γn
exhaust G and
lim
n→∞
∫
Γn
|f(z)|p|dz| <∞.
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The classes Ep and Hp can coincide. For example, if G = D then ∂g(·,a)∂n is the Poisson Kernel.
So if a = 0, then dω0 = ds, and the sets Hp(G) and Ep(G) are equal. Among all of the choices of
sequences of rectifiable curves {Γn} that can be chosen, of particular interest are those curves that
are obtained as the images of concentric circles under an arbitrary conformal mapping of the unit
disk onto G. The following theorem and its proof can be found in [2], Ch. 10.
THEOREM 1.7 Let ϕ : D→ G be a conformal mapping, and Cr be the image under ϕ of the circle
|w| = r. Then if f ∈ Ep(G),
sup
r<1
∫
Cr
|f(z)|p|dz| <∞.
Proof. Let z0 = ϕ(0) and suppose ϕ′(0) > 0. Let f ∈ Ep(G) and {Γn} be a sequence of Jordan
rectifiable curves in G such that limn→∞
∫
Γn
|f(z)|p|dz| < M <∞. Let Gn denote the interior of
Cn, and without loss of generality, suppose z0 ∈ Gn for all n. Define ϕn(w) to be the conformal
mapping of D onto Gn which is normalized by ϕn(0) = z0 and ϕ′n(0) > 0. Then Theorem 1.6
implies that ϕ′n ∈ H1. We also have that f(ϕn(w)) is continuous in D. By the Carathe´odory
Convergence Theorem (cf. [3], Ch. 3), ϕn tends to ϕ uniformly in each disk |w| ≤ r < 1.
Therefore,
∫
Cr
|f(z)|p|dz| =
∫
|w|=r
|f(ϕ(w))|p|ϕ′(w)|dw
= lim
n→∞
∫
|w|=r
|f(ϕn(w))|p|ϕ′n(w)|dw
≤ lim
n→∞
∫
|w|=1
|f(ϕn(w))|p|ϕ′n(w)|dw
= lim
n→∞
∫
Γn
|f(z)|p|dz| < M <∞.

The theorem that follows from this one describes a key relationship that exists between functions
in the Smirnov class Ep(G) and those in the Hardy class Hp(D). The following theorem is known
as the Keldysh-Lavrentiev Theorem (cf. [2] Ch.10).
THEOREM 1.8 Let ϕ : D→ G be a conformal mapping of D onto G. Then
f(z) ∈ Ep(G) if and only if f(ϕ(w))[ϕ′(w)]1/p ∈ Hp(D).
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Note that since ϕ is a conformal mapping, then ϕ′ 6= 0 in D. Since D is simply connected, this
implies that log(ϕ′) is single-valued.
As was mentioned above, it is possible that the classes Ep(G) and Hp(G) coincide as sets. This
occurs when G has certain properties, and can be stated as follows (cf. [14]).
THEOREM 1.9 Let ϕ(w) be an arbitrary conformal mapping of D onto G. Then Hp(G) = Ep(G)
if and only if there exist two positive constants a and b such that
a ≤ |ϕ′(w)| ≤ b, w ∈ D.
Thus, if all of the boundary curves of G are real-analytic, then Hp(G) = Ep(G) as sets. The
following example illustrates how the geometry of the domain determines the relationship between
the sets of Hp and Ep.
EXAMPLE 1 Let G be a simply connected domain bounded by a curve that is analytic except at
the point z0, where there is a corner with interior angle α. Let 0 < p < ∞. If 0 < α < pi, then
Ep(G) ( Hp(G), and if pi < α < 2pi then Hp(G) ( Ep(G).
To see this, let us first assume that 0 < α < pi. Without loss of generality let z0 = 0. Applying
the mapping
g(z) = zpi/α
to G produces an angle of pi at 0. Since
g′(z) =
pi
α
zpi/α−1
and since pi/α− 1 > 0, g′(z)→ 0 as z → 0. This implies that
[g−1]′(ζ) =
1
g′(g−1(ζ))
→∞ as g−1(ζ)→ 0.
Let h : D→ g(G) be a conformal mapping of the unit disk onto g(G). Then
ϕ = g−1 ◦ h : D→ G
is a conformal mapping of the unit disk onto G. Assume that ϕ(1) = 0. Since ϕ′(w) → ∞ as
w → 1, then by Theorem 1.9, Ep(G) 6= Hp(G). Let f ∈ Ep(G). Then
F = f(ϕ)[ϕ′]1/p ∈ Hp(D).
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Since 1ϕ′ ∈ H∞(D), we have
f(ϕ) =
F
(ϕ′)1/p
∈ Hp(D).
This implies that f ∈ Hp(G).
Next, assume that 0 < α < 2pi. Let g(z) be defined as above. Then piα − 1 < 0, and g′(z)→∞
as z → 0. This implies that
[g−1]′(ζ)→ 0 as g−1(ζ)→ 0.
Let ϕ also be as defined above. Then ϕ′(w) → 0 as w → 1, so Hp(G) 6= Ep(G). Now if
f ∈ Hp(G), then f(ϕ) ∈ Hp(D). Since ϕ′ ∈ H∞(D), we have
f(ϕ)[ϕ′]1/p ∈ Hp(D).
Therefore, f ∈ Ep(G), as desired.
Functions in Smirnov classes possess boundary properties similar to functions in Hardy classes.
Functions in the Smirnov class Ep(G) have non-tangential boundary values a.e. with respect to
ds. When p ≥ 1, they can also be recovered by their boundary values. In this case, the values are
obtained using the Cauchy integral (cf. [2] Ch.10).
THEOREM 1.10 Each f ∈ E1(G) has a Cauchy representation
f(z) =
1
2pii
∫
Γ
f(ζ)
ζ − z dζ, z ∈ G,
and the integral vanishes when z is outside Γ. Conversly, if g ∈ L1(Γ) and∫
Γ
zng(z)dz = 0, n = 0, 1, 2, ...,
then
f(z) =
1
2pii
∫
Γ
g(ζ)dζ
ζ − z ∈ E
1(G),
and g coincides almost everywhere on Γ with the nontangential limit of f .
1.4 Smirnov domains
The example in the previous section illustrates how the geometry of the domain determines the
classes of Smirnov and Hardy functions that exist on the domain. Simply connected domains can
be either so-called Smirnov or non-Smirnov domains, depending on the domain.
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Let G be a simply connected domain with Jordan rectifiable boundary Γ, let D be the unit disk,
and let ϕ(w) be a conformal mapping of D onto G. Since Γ is rectifiable, then by Theorem 1.6,
ϕ′ ∈ H1 and ϕ′(w) 6= 0. This implies that ϕ′(w) = S(w)F (w) where S is a singular inner function
and F is an outer function. Note that ϕ′ is an outer function when S(w) ≡ 1.
DEFINITION 1.4.1 G is called a Smirnov domain if ϕ′(w) is an outer function.
Since ϕ′ ∈ H1(D) ⊂ N , Corollary 1.0.2 implies that if log(ϕ′) ∈ H1(D), then G is Smirnov.
Now log(ϕ′) = log|ϕ′| + i arg(ϕ′), and log(ϕ′) ∈ H1(D) is equivalent to log |ϕ′| ∈ h1(D) and
arg(ϕ′) ∈ h1(D). (A harmonic function u(z) is said to be of class h1(D) if the integral means of
the absolute value of u(z) over concentric circles tending to the boundary are bounded.) But since
G has a rectifiable boundary,
∫
∂D
log+|ϕ′(w)|ds ≤
∫
∂D
|ϕ′(w)|ds ≤ C.
This is equivalent to log |ϕ′| ∈ h1(D) so, actually, a necessary and sufficient condition for G to
be Smirnov is that arg(ϕ′) ∈ h1(D). In particular, if ϕ′ is bounded either from above or below then
G is said to be a Smirnov domain. This means that the boundary of G can either spiral in or out at
a point but not both.
One may ask if a bounded domain being Smirnov implies that its complement is also Smirnov.
In [9], Jones and S. K. Smirnov found that the answer to this question is in general “no”. Moreover,
when ϕ′ is a singular inner function, the complement of a non-Smirnov domain that is bounded by
Γ is Smirnov.
In the next chapter we will explore the boundary characteristics of simply connected Smirnov
domains that allow analytic functions with real boundary values in Smirnov classes Ep.
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Chapter 2
Simply connected Smirnov domains
2.1 S. Ya. Khavinson’s Example
Since Hp(G) functions can be recovered from their boundary values via harmonic measure, any
f ∈ Hp(G) with real boundary values is real-valued inside G and hence must be a constant. Un-
like functions in the Hardy classes, it is not always true that functions in the Smirnov classes are
constants when their boundary values are real. In [10] it was shown that if G is a non-Smirnov
domain with Jordan rectifiable boundary, then there do exist functions in Smirnov classes Ep(G)
for 0 < p <∞ that are bounded a.e on Γ and possess real boundary values.
THEOREM 2.1 Let G be a simply-connected domain with a rectifiable Jordan boundary. If G is
a non-Smirnov domain, then there exists a non-constant function f(z) ∈ E1(G) such that 0 ≤
f(z) ≤ 1 a.e. on Γ.
COROLLARY 2.0.3 Let G be the same as in Theorem 2.1. Then, for each p such that 0 < p < ∞
there exists a non-constant function f(z) ∈ Ep(G) such that 0 ≤ f(z) ≤ 1 a.e. on Γ.
Furthermore, in [10] it is shown that if G is Smirnov and f(z) ∈ E1(G) is real-valued and
bounded on Γ then f(z) ≡ const. However, when the condition of boundedness is removed, an
example by S. Ya. Khavinson [10] reveals that for a certain cardioid, a Smirnov domain, the function
f(z) = F (ϕ−1(z)) where F (w) = i1+w1−w and ϕ(w) = (1−w)2 is the conformal map from the unit
disk to the cardioid (shown below), furnishes a non-trivial E1 function with real boundary values.
If we investigate this function, we notice that f(z) has a pole of order 1 at the point zero on the
boundary of the cardioid. The mapping 1+w1−w is the Mo¨bius transformation that takes the unit disk
to the right half plane. It follows then that F (w) = i1+w1−w is the mapping of the unit disk to the
upper half plane, so it is easy to see that f(z) has real boundary values on the cardioid. Theorem 1.7
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Figure 1.: Cardioid
states that if f(z) is of Smirnov class E1 in the cardioid then the integrals of the modulus of f over
the images of the circles |w| = r will remain bounded as r tends to 1. Looking at an image of the
modulus of f over the cardioid this is not immediately clear. The image below shows the modulus
of f and the images under ϕ of the circles of radius 1/4, 1/2, 3/4, and 1.
Figure 2.: E1 function on the Cardioid
We know that by Theorem 1.8 that f is in E1 if and only if (f ◦ ϕ)ϕ′ is in H1. On inspection of
the graph of the modulus of this function it is clear that this must be true. Below we see a graph of
the modulus of (f ◦ ϕ)ϕ′ with the images of the circles of radius 1/4, 1/2, 3/4, and 1.
12
Figure 3.: H1 function on the Circle
In fact, the example works for all p such that 0 < p < 2. To see that this is true, recall that
Theorem 1.8 states that f(ϕ(w))[ϕ′(w)]1/p ∈ Hp(D) if f(z) ∈ Ep(G). Since
f(ϕ(w))[ϕ′(w)]1/p = i
1 + w
1− w · [−2(1− w)]
1/p = −2i(1 + w)(1− w)1/p−1
Then f(z) ∈ Ep(G) if p(1/p− 1) > −1 or p < 2.
S. Ya. Khavinson’s example leads us to believe that the existence of Ep functions with real
boundary values is dependent upon the local geometry of the domain. With this example in mind,
one might ask the following questions: What are the boundary characteristics of a Smirnov domain
that will admit functions with real boundary values in the Smirnov classes Ep? For what values of
p will these functions exist? What can be said about analytic functions with real boundary values in
the Smirnov classes Ep on finitely connected Smirnov domains? Let us note here that it is desirable
to find analytic functions with real boundary values in classes Ep for p ≥ 1 as it is these classes of
functions that have the property that they can be recovered inside a domain by use of their boundary
values.
2.2 Domains with interior angles less than pi
After considering S. Ya. Khavinson’s example, I first would like to consider a simply connected
domain whose boundary is nice, say real analytic, except at one point were the boundary has an
outward pointing corner. Let us suppose that the interior of this corner has an angle less than pi. It
happens that these functions do not admit non-constant analytic functions of Smirnov class Ep for
13
Figure 4.: Domains with interior angles less than pi.
p ≥ 1 with real boundary values on such domains [4].
THEOREM 2.2 Let G be a domain bounded by a curve that is real analytic except at the point z0
where it has a corner with interior angle α. If 0 ≤ α ≤ pi, then for all p ≥ 1 every f(z) ∈ Ep(G)
with real boundary values is a constant.
Note. The angle α = 0 corresponds to an outward cusp. The angle α = pi corresponds to Γ being
smooth and was discussed above.
Proof. Let 0 < α < pi and suppose that there exists an f(z) ∈ E1(G) with real boundary values
a.e. Without loss of generality we may assume that ϕ(1) = z0. According to [18], Ch. 3, Sec. 4,
ϕ′(w) = (1− w)αpi−1g(w), (2.1)
where g(w) is bounded away from 0 and∞ in D. Then by Theorem 1.8,
f(ϕ(w))ϕ′(w) = f(ϕ(w))(1− w)αpi−1g(w) ∈ H1(D).
Since αpi − 1 < 0, multiplying by a bounded, analytic function in D, (1− w)1−
α
pi , we conclude that
f(ϕ(w)) ∈ H1(D). Since f(ϕ(w)) can be represented by the Poisson integral in D and has real
boundary values then f(ϕ(w)) is real-valued in D and hence is a constant. For the case when α = 0
we need a result from [18] Ch. 11, Sec. 5, which states that
lim
w→1
|ϕ(w)− ϕ(1)| =
pi
a + o(1)
log 1|w−1|
, (2.2)
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where a > 0, is a constant. This means that
|ϕ′(1)| = lim
w→1
|ϕ(w)− ϕ(1)|
|w − 1| =∞. (2.3)
So if f(ϕ(w))ϕ′(w) ∈ H1(D) then f(ϕ(w)) ∈ H1(D) which implies as before, that f(ϕ(w)) ≡
const. 
To show that for all p such that 0 < p < 1 there exists in such G a f(z) ∈ Ep(G) with real
boundary values, consider the function F (w) = i1−w1+w which maps the unit disk onto the upper half
plane. Suppose that 0 < α < pi. Then f(z) = F (ϕ−1(z)) ∈ Ep(G) for 0 < p < 1. Indeed by
Theorem 1.8 and (2.1) we have:
f(ϕ(w))[ϕ′(w)]
1
p = F (w)(1− w)(αpi−1) 1p g 1p (w) = i(1− w)
1+ α
pip
− 1
p
(1 + w)
g
1
p (w).
So f(ϕ(w))[ϕ′(w)]
1
p ∈ Hp(D) for 0 < p < 1, since p (1 + αpip − 1p) = p + αpi − 1 > −1. When
α = 0 we use (2.2) and (2.3) to see that
|f(ϕ(w))|p|ϕ′(w)| =
∣∣∣∣i1− w1 + w
∣∣∣∣p |ϕ′(w)| ≈ (pia + o(1))|1− w|p−1|1 + w|p ∣∣∣log 1|w−1| ∣∣∣ ,
which is integrable onT for 0 < p < 1, while obviously is in classN+(D). Hence the Polubarinova-
Kotchine Theorem applies and f(z) ∈ Ep(G).
For α = pi, Γ is smooth and the existence of a non-trivial f(z) ∈
⋂
p<1
Hp(G) with real boundary
values is obvious. For example, in D it suffices to take F (w) itself.
While this type of domain does admit non-constant analytic functions of classEp with real bound-
ary values, none of these functions can be recovered by their boundary values via the Cauchy integral
since p < 1.
2.3 Domains with interior angle greater than pi
Now we shall examine the case when G is a simply connected domain that has a real analytic
boundary except at one point where there is an inward pointing corner with interior angle greater
than pi. As we shall see this is an interesting case when nontrivial functions with real boundary
values can be found in Ep for p ≥ 1 [4].
15
Figure 5.: Domains with interior angles greater than pi.
THEOREM 2.3 Let G be a domain bounded by a curve that is real analytic except at the point z0
where it has a corner with interior angle α. If pi < α ≤ 2pi then for all p ≥ αpi every f(z) ∈ Ep(G)
with real boundary values is a constant. If p < αpi then there does exist a non-constant function in
Ep(G) with real boundary values.
Note. The angle α = 2pi corresponds to Γ having an inward cusp, e.g. a cardioid as in [10]. Thus
G obtained from D via the conformal map ϕ(w) = (1 − w)2 doesn’t have a non-constant E2(G)
function with real boundary values.
Proof. Suppose that there exists such f(z) ∈ E αpi (G). Without loss of generality assume that
ϕ(1) = z0. Then by the Keldysh-Laurentiev theorem and (2.1)
h(w) := f(ϕ(w))[ϕ′(w)]
pi
α = f(ϕ(w))(1− w)1− piα g piα (w) ∈ H αpi (D).
Set
h0(w) :=
h(w)(1− w) piα
g
pi
α (w)
= f(ϕ(w))(1− w) ∈ H αpi (D).
Then
h1(w)
w
:= h0(w)(1− w) = f(ϕ(w))|1− w|2 (2.4)
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has real boundary values on T. Now h1(w) ∈ H αpi (D) ⊂ H1(D) since αpi ≥ 1 and by the general-
ized Schwarz reflection principle, h1(w)w extends across T to the Riemann sphere. So it is a rational
function with a pole of order 1 at the origin and infinity.
Case 1. Suppose h1(w) does not have any poles on T. Then
h1(w)
w
= C
(w − β)(1− βw)
w
where β ∈ D and C ∈ R. (2.5)
Since f(ϕ(w))(1−w) ∈ H αpi (D) ⊂ H1(D), f(ϕ(w)), which is also a rational function since h0(w)
and h1(w) are, cannot have a pole of order greater than 1. Then from (2.5) it follows at once that
β = 1 since
h1(w)
w
=
f(ϕ(w)(1− w)(w − 1)
w
,
but then f(ϕ(w)) ≡ C, hence f(z) is itself a constant.
Case 2. Suppose h1(w) does have poles on T. From (2.4) it follows that it can only be at w = 1
and of order 1 (it is in H1(D)!) Thus,
h1(w)
w
= C
(w − β1)(w − β2)(1− β2w)
(1− w)w , where β1 ∈ T , β2 ∈ D
and C
w − β1
1− w ∈ R on T.
We claim that β1 = −1 and C is purely imaginary. Let w = a+ bi ∈ T and β1 = c+ di. Then
C
(w − β1)
(1− w) = C
(a+ bi− c− di)
(1− a)− bi = C
((a− c) + (b− d)i)
(1− a)− bi
((1− a) + bi)
((1− a) + bi) (2.6)
= C
[(a− c)(1− a) + (1− a)(b− d)i+ (a− c)bi− (b− d)b]
(1− a)2 + b2 .
Since (2.6) is real-valued, then either C is real and(1− a)(b− d) + (a− c)b = 0 or C is purely
imaginary and (a− c)(1− a)− (b− d)b = 0. In the first instance d = 0 and c = 1 which implies
that we have Case 1. In the second instance a− a2 − c+ ca− b2 + bd = 0 and since a2 + b2 = 1
then a− c+ ca− 1 + bd = 0 which implies that c = −1 and d = 0. Therefore β1 = −1 and C is
purely imaginary. Thus
h1(w)
w
= it
(w + 1)(w − β2)(1− β2w)
(1− w)w =
f(ϕ(w))(1− w)(w − 1)
w
,
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where t ∈ R. Therefore, β2 = 1 and
f(ϕ(w)) = it
w + 1
1− w,
but,
f(ϕ(w))(1− w)1− piα g piα (w) = it w + 1
(1− w) piα g
pi
α (w) /∈ H αpi (D).
So Case 2 cannot occur and the proof is complete. 
For α such that pi < α ≤ 2pi an argument similar to S. Ya. Khavinson’s in [10] shows that for all
p such that 0 < p < αpi there exists a non-constant f(z) ∈ Ep(G) with real boundary values. Let
F (w) = i1+w1−w . F (w) maps the unit disk onto the upper half plane. Then f(z) = F (ϕ
−1(z)) ∈
Ep(G). This follows from Theorem 1.8 and (2.1) since
f(ϕ(w))[ϕ′(w)]
1
p = F (w)(1− w)(αpi−1) 1p g 1p (w)
= i(1 + w)(1− w) αpip− 1p−1g 1p (w)
and f(ϕ(w))[ϕ′(w)]
1
p ∈ Hp(D) when p ( αpip − 1p − 1) > −1 or p < αpi .
Interestingly, the proof of Theorem 2.3 also shows that the transplanted mappings F (w) of D
onto a half plane, e.g. f(z) := F (ϕ−1(z)), where F (w) = i1+w1−w are essentially the only examples
of functions in Ep(G), p ≥ 1 with real boundary values. Thus S. Ya. Khavinson’s construction in
[10] is, in this sense, unique.
If a domain is bounded by an analytic curve with finitely many corners (or, cusps) it follows that
the existence of an Ep function with real boundary values is dependent upon the corner with the
smallest interior angle.
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Chapter 3
Finitely connected domains
3.1 Some background on n-connected domains
LetG be a finitely connected domain in the complex plane with boundary Γ =
⋃n
j=1 γj . A bounded,
finitely connected domain K is called a circular domain if all of the boundary components of K are
all circles. The following theorem is due to Koebe and its proof can be found in [7], Ch. 5.
THEOREM 3.1 Every n-connected Jordan domain G can be univalently mapped onto a circular
domain K.
When a conformal mapping from a circular domain K onto an n-connected domain G takes
the outer boundary circle of K to the outer boundary curve of G, then the mapping preserves the
orientation of all of the boundary curves. This implies that the logarithm of the derivative of the
conformal mapping is single-valued on K. Namely, the following holds.
PROPOSITION 3 Let ϕ : K → G be the conformal map of K onto G. Assume that the outer circle
of K is mapped onto the outer boundary curve of Γ := ∂G. Then log(ϕ′) has a single-valued
branch in K.
Proof. Let w = ϕ(z). Then, the tangent vector to Γ is dw = ϕ′(z)dz.
Since
2pi = ∆ln arg(dw) = ∆γn arg(ϕ
′) + ∆γnarg(dz)
and
∆γn arg(dz) = 2pi,
then ∆γn arg(ϕ
′) = 0. Similarly,
−2pi = ∆lj arg(dw) = ∆γj arg(ϕ′) + ∆γj arg(dz)
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and
∆γj arg(dz) = −2pi for j = 1, ..., n− 1.
This implies that ∆γj arg(ϕ
′) = 0 for all j = 1, ..., n. Therefore, log(ϕ′) is single-valued on K. 
In Section 1.1 the harmonic measure for a Dirichlet region was defined. One can also define the
harmonic measures ωj of γj , j = 1, ..., n on ∂G. These are harmonic functions in G such that
ωj |γj ≡ 1 and ωj |γk ≡ 0 when j 6= k.
If u(z) is a harmonic function in G, then its harmonic conjugate v(z) may be multivalued in G.
Suppose that u(z) can be represented by the Green-Stieltjes integral of a Borel measure µ supported
on Γ. This means that
u(z) =
1
2pi
∫
Γ
∂g(ζ, z)
∂nζ
dµ(ζ),
where ∂∂nζ is the inner normal derivative at the point ζ and g(ζ, z) is the Green funtion of G with
pole at z. Then we can compute the period of v(z) around γj , j = 1, ..., n (cf. [12]) as
∆γjv = −
∫
Γ
∂ωj
∂n
(ζ)dµ(ζ).
Lemma 1 in [12] provides a way to eliminate the periods of v and produce an analytic function
by modifying µ. More precisely,
LEMMA 3.1 Let µ > 0 (or µ < 0) be a Borel measure on Γ such that µ(γj) 6= 0, j = 1, ..., n− 1.
Then, for arbitrary real numbers Λ1, ...,Λn−1 there exists a unique vector (λ1, ..., λn−1) ∈ Rn−1
such that Λ1, ...,Λn−1 are the periods around γ1, ..., γn−1 respectively of the function conjugate to
u¯(z) =
1
2pi
∫
Γ
∂g(ζ, z)
∂nζ
dµ(ζ),
where µ|γn ≡ µ|γn , µ|γj ≡ λjµ|γj , j = 1, ..., n− 1.
The proof of the lemma ([12]) reduces to showing that the system of linear equations
−
n−1∑
j=1
λj
∫
γj
∂ωi(ζ)
∂nζ
dµ(ζ) = Λi +
∫
γn
∂ωi(ζ)
∂nζ
dµ(ζ) , i = 1, ..., n− 1 , λj ∈ R, (3.1)
always has a unique solution.
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Suppose G is an n-connected domain and dµ is a measure on ∂G that is defined as the sum of
point masses. If u is the harmonic function represented by the Green-Stieltjes integral with measure
dµ then it is often possible to modify the measure so that the resulting harmonic function has a
single-valued conjugate. Hence, one can construct an analytic function on G that is real-valued
almost everywhere on ∂G. The existence of such functions will be necessary for two theorems that
will be presented later in this thesis. The next proposition is from [5].
PROPOSITION 4 Let u(z) be a harmonic function in G such that u(z) is represented by the Green-
Stieltjes integral with dµ =
∑m
j=1 δζj , where δζj is the unit point mass at ζj . If m ≥ n then there
exist real numbers λ1, ..., λm that are not all equal to zero such that the function
u¯(z) = λ1
∂g(z, ζ1)
∂nζ1
+ ...+ λm
∂g(z, ζm)
∂nζm
has a single valued conjugate.
Proof. Consider the matrix A associated with the system of equations (3.1). Namely,
A = ||aij ||, where aij = ∂ωi(ζj)
∂nζj
. (3.2)
Let ~λ = (λ1, ..., λm) 6= 0. Then u¯ will have a single-valued conjugate if A~λ = 0. Since A : Rm →
Rn−1 is a linear map given by the matrix A, it suffices to show that ker(A) 6= {0}. Since m =
dim(ker(A)) + dim(rank(A)) and dim(rank(A)) ≤ n − 1 then dim(ker(A)) ≥ 1. Therefore
ker(A) 6= {0}. 
The following example illustrates a case when rank(A) = n− 1.
EXAMPLE 2 If m ≥ n and there exists j where 1 ≤ j ≤ m such that ∃ζj ∈ γi for each i = 1, ..., n
then there exist λ1, ..., λm not all equal to zero such that u¯ has a single-valued conjugate. Without
loss of generality we may assume that ζ1 ∈ γ1, ..., ζn−1 ∈ γn−1. Then by Lemma 1 in [12] the
minor of the matrix A in (3.2) formed by the first (n − 1) columns and first (n − 1) rows has rank
(n− 1) and therefore, A~λ = 0 has a non-zero solution.
The converse of Proposition 4 is not true. It can happen that m < n and yet u¯ has a single-valued
conjugate.
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Figure 6.: S. Ya. Khavinson’s example
EXAMPLE 3 (S. Ya. Khavinson, [13]): LetG be the domain bounded by the circles γ1 = {z : |z| =
1}, γ2 = {z : |z + 1/2| = 1/4}, and γ3 = {z : |z − 1/2| = 1/4}. Let ζ1 = −1/2 + 1/4i and
ζ2 = −1/2 − 1/4i. Then {ζ1, ζ2} ⊂ γ2 and ζ1 is symmetric to ζ2 with respect to the horizontal
diameters of γi, i = 1, 2, 3. Thus by symmetry,
∂ωi(ζ1)
∂nζ1
=
∂ωi(ζ2)
∂nζ2
,
for i = 1, 2. So the two rows of A are linearly dependent, and the equations
λ1
∂ωi(ζ1)
∂nζ1
+ λ2
∂ωi(ζ2)
∂nζ2
= 0, i = 1, 2
have non-zero solutions λ1 = −λ2.
3.2 The Hardy and Smirnov classes revisited
The definition of the Hardy classes stays the same when G is a finitely connected domain. That
is, Hp(G) for 0 < p < ∞ is the space of analytic functions f such that the subharmonic function
|f(z)|p has a harmonic majorant in G. The definition of the norm of a function in Hp(G) stays the
same as in Section 1.2 however, the norm is only a true norm for all p ≥ 1.
Before going further, let us recall a theorem from [7] Chapter VI, sec.1 that basically states that
if a domain G possesses more than two boundary points then there exists an analytic function T (w)
that is locally univalent and maps the unit disk onto G. T (w) is called the uniformization map of
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G. Let Σ be the group of deck transformations of D associated with T (cf. [6] Ch. 2, Sec. 2). This
means that if g ∈ Σ then g : D → D is a Mo¨bius automorphism of the unit disk onto itself and
T (g(w)) ≡ T (w). Given a point z0 ∈ G, T can be chosen so that then T (0) = z0 and T ′(0) > 0.
Given these normalizations, T is unique.
We now state the following theorem from [2], Thm. 10.11.
THEOREM 3.2 The mapping
f(z)→ F (w) = f(T (w))
is an isometric isomorphism of Hp(G) onto the subspace of Hp(D) invariant under Σ.
This theorem implies that if G is finitely connected then some properties of functions in Hp(G)
can be investigated using their counterparts in Hp in the unit disk. The proof of the following
theorem follows from the Green formula and can be found in [2], Ch. 10, Sec. 5, also cf. [14], [15]
and references therein.
THEOREM 3.3 Let G be a finitely connected domain with Jordan boundary curves γ1, ..., γn. For
each j = 1, ..., n let Gj be the simply connected domain with boundary γj which contains G. Then
every f ∈ Hp(G) can be represented in the form
f(z) = f1(z) + f2(z) + ...+ fn(z),
where fj ∈ Hp(Gj) for j = 1, ..., n.
Note that if in the above theorem fj(∞) = 0 for j = 1, ..., n − 1, then the fj are all unique. It
follows from this theorem and Theorem 1.5 that a function f ∈ Hp(G) must have non-tangential
boundary values a.e. with respect to harmonic measure, ωa, on ∂G. That is ωa = ω(G,Γ, a) where
a ∈ G is fixed. It is also true that an analytic function in the Hardy class Hp, p ≥ 1, of a finitely
connected domain can be recovered by its boundary values just like in the simply connected case.
The following theorem is from [14].
THEOREM 3.4 Each f ∈ Hp(G) for 1 ≤ p ≤ ∞ has boundary values f∗ almost everywhere with
respect to dω on Γ and f∗ ∈ Lp(Γ, dω). Furthermore,
f(z) =
1
2pii
∫
Γ
f∗(ζ)dωz(ζ), z ∈ G.
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We can also speak of a factorization for functions in Hardy classes in finitely connected domains.
First we need the notion of a Green-Schwarz kernel in G (cf. [1], [11], and [13]).
THEOREM 3.5 There exists a unique function P(z, ζ) continuous on G × Γ and satisfying the fol-
lowing properties:
1. If ζ ∈ Γ is fixed, then P(z, ζ) is single-valued and analytic in G.
2. If z ∈ G is fixed, then ∫
γj
P(z, ζ)dωa = 0 j = 1, .., n− 1,∫
γn
P(z, ζ)dωa = 1.
3. If f(z) = u(z) + iv(z) is a single-valued analytic function in G and u(z) is continuous in G,
then
f(z) =
∫
Γ
P(z, ζ)u(ζ)dωa + iv(a).
P(z, ζ) is called the Green-Schwarz kernel in G.
Let a ∈ G and following [1] and [11], define the function
B(z, a) = (z − a)exp
(
−
∫
Γ
P(z, ζ)ln|ζ − a|dω
)
.
Note that when a ∈ G, the above function maps G conformally onto the unit disk with slits along
circular arcs centered at the origin. When a ∈ Γ, B(z, a) maps G conformally onto an annulus with
slits along n − 2 circular arcs centered at the origin (cf. [1]). This also means that |B(z, a)| is a
constant on each boundary curve of G.
For the next theorem (cf. [11] and references there) let us recall the following notation. g(a, z) is
the Green function of G with pole at a and ∂G = Γ =
⋃n
1 γj . Let Gj be the domain bounded by γj
and containing G, ωj(z) be the harmonic measure of γj , and gj(a, z) be the Green function of Gj .
THEOREM 3.6 Let f(z) be a single-valued analytic function in G. Let {zk}∞1 be the sequence of
its zeros in G. The following statements are equivalent:
1. ln |f(z)| has a harmonic majorant in G.
2. The series
∑∞
1 g(zk, z) converges uniformly on compact subsets of G \ {zk}∞1 .
24
3. Let {zjk}∞1 , j = 1, ...n, be the subsequences of {zk}∞1 such that all cluster points of {zjk}
belong to γj; {zk}∞1 =
⋃n
j=1{zjk}∞k=1, {zik}∞k=1 ∩ {zjk}∞k=1 = ∅ when i 6= j. Then the series∑∞
k=1 gj(z
j
k, z), j = 1, ..., n, converge uniformly on compact subsets of Gj \ {zjk}∞k=1.
4. The series
∑∞
k=1 |ωi(zjk) − δij |, i = 1, ..., n, j = 1, ..., n, converge. (δij is the Kronecker
symbol.)
If Γ =
⋃n
1 γj is analytic and ζj denotes the closest point to zj on Γ, then (1) through (4) are
equivalent to the following:
∞∑
j=1
|zj − ζj | < +∞.
Let ϕ : K → G be the conformal map of the circular domainK ontoG. Assume that γ1, ..., γn−1
lie inside γn and introduce the periods of the conjugates of the harmonic functions ωk
pikj =
∫
γ′j
∂ω˜k
∂s
ds = −
∫
γ′j
∂ωk
∂n
ds,
j, k = 1, ..., n− 1, where γ′j is an analytic curve in G homologous to γj . The matrix (pikj)n−11 is in-
vertible (it follows from [12] Lemma 1; also see [1]), which implies that (qkj)n−11 =
(
(pikj)
n−1
1
)−1
is well defined. The following theorem is from [11] and its proof there is similar to that in [1].
THEOREM 3.7 Let {zk}∞k=1 satisfy (1)-(4) of Theorem 3.6. Define wjk = ϕ−1(zjk) and let tjk be the
point closest to wjk on ∂K. Let ζ
j
k = ϕ(t
j
k). Then the product
B0(z) =
n∏
j=1
∞∏
k=1
B(z, zjk)
B(z, ζjk)
,
converges absolutely and uniformly on compact subsets of G. B0(z) = 0 if and only if z ∈ {zk}∞1 .
Moreover, if the sequence {Gi}∞i=1 is a sequence of domains such that Gi ⊂ Gi+1 and
⋃∞
i=1G
i =
G, then (letting Γi = ∂Gi =
⋃n
k=1 γ
i
k)
lim
i→∞
∫
γ′k
| ln |B0(z)| − Ck|dωi(E, a,Gi) = 0
where
Ck =
∞∑
i=1
n∑
l=1
n−1∑
j=1
qjk(δjl − ωj(zli)), k = 1, ..., n− 1; Cn = 0.
Finally, |B0(ζ)||γk = exp(Ck) a.e. with respect to dω, k = 1, ..., n.
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B0(z) is called the generalized Blaschke product.
We now present the factorization theorem for analytic functions in the Hardy classes of finitely
connected domains as stated in [11] for Jordan domains, and [1] for domains with analytic bound-
aries.
THEOREM 3.8 f(z) ∈ Hp(G) if and only if
f(z) = Q(z)B0(z)exp
(∫
Γ
P(z, ζ)dµ(ζ)
)
, (3.3)
where the zeros of B0 correspond to the zeros of f(z); dµ = ln|f(ζ)|dω + dν and dν ≤ 0 is
singular with respect to dω;
Q(z) = exp
(
n−1∑
1
λjwj(z)
)
, wj(z) = ωj(z) + iω˜j(z),
where the λj are real numbers such that the numbers (1/2pi)∆γkarg(Q(z)) are integers. Moreover,∫
Γ
|f(ζ)|pdω(E, a,G) ≤ const < +∞.
The definition of functions in the Smirnov classes in G is very similar to that of the simply
connected case (cf.[2], Ch.10). A function f analytic in G is said to belong to the class Ep(G) if
there is a sequence of domains {Ωj} in G with boundaries {Γj} that consist of a finite number of
rectifiable curves, such that Ωj eventually contains each compact subset of G, and
lim
j→∞
∫
Γj
|f(z)|p|dz| <∞.
S. Ya. Khavinson and G. Tumarkin have extended the Keldysh-Lavrentiev theorem (theorem 1.8)
to finitely connected domains [15].
THEOREM 3.9 Let ϕ : K → G be the conformal mapping of the circular domain K onto G. Then
f(z) ∈ Ep(G) if and only if f(ϕ(w))[ϕ′(w)]1/p ∈ Hp(K).
(Note that [ϕ′(w)]1/p is single-valued in view of Proposition 3.)
Let ψ : G→ K be the conformal map from G onto K and assume that Γ is rectifiable. It follows
from Theorem 3.9 that ψ′(z) ∈ E1(G). Also, since ψ′(z) 6= 0 in G, then ψ′(z) can be written as
ψ′(z) = exp
{∫
Γ
P(z, ζ)dµ0
}
,
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where dµ0 = ln |ψ′(ζ)|dω + dν0 and dν0 is a singular measure [11]. Moreover, dν0 ≥ 0 cf. [11].
Functions in Smirnov classes on finitely connected domains with rectifiable boundaries also admit
a factorization that is similar to those of Hp function in finitely connected domains. The next
theorem is due to D. Khavinson ([11], Thm.4.6).
THEOREM 3.10 f(z) ∈ Ep(G), p > 0, if and only if (3.3) holds with dµ = ln |f(ζ)|dω + dν,
where dν is singular, dν ≤ 1pdν0 and
∫
Γ |f(ζ)|pds < +∞.
If we further require that all of the boundary curves ofG are rectifiable, then a theorem analogous
to Theorem 1.10 can be proven for functions of class Ep(G) . This means that if f ∈ Ep(G) then f
has non-tangential boundary values a.e., so if p ≥ 1, then f can be recovered inG from its boundary
values by a Cauchy integral over Γ (cf. [2], Ch. 10).
Remark. The theorems presented here are restricted to n-connected domains. However, the
Smirnov classes can also be defined on infinitely connected domains. That is, domains that have an
infinite number of boundary components. Let us note the following theorem from [19].
THEOREM 3.11 Let G be a domain with countably many boundary components. Then G is confor-
mally equivalent to a domain bounded by analytic Jordan curves and points.
The implication of this theorem is that on such domains the Keldysh- Lavrentiev theorem holds
and hence the Smirnov classes are linear spaces. Whether this stays true for Smirnov classes on
arbitrary infinitely connected domains with uncountably many boundary components is an open
question.
3.3 Finitely connected Smirnov domains
Definition 1.4.1 also applies to n-connected domains (cf. [15]). That is, G is called a Smirnov
domain if the conformal mapping ϕ : K → G of an n-connected circular domain K onto G is an
outer function. Let l1,..., ln be the circular boundary curves of K. Let Ki be the simply connected
domain bounded by li containing K and Gi be the simply connected domain bounded by γi and
containing G. Each function ϕi : Ki → Gi, i = 1,...,n will denote the conformal mapping of Ki
onto Gi. S. Ya. Khavinson and G. Tumarkin have shown that G being Smirnov is also equivalent to
ϕi(w) being outer functions for all i = 1,...,n ([15]).
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The following useful observation from [15] connects the growth/decay of the conformal mapping
ϕ : K → G with that for ϕi, i = 1, ..., n, near respective boundary components.
LEMMA 3.2 There exist constants c1 and c2 such that the inequalities
0 < c1 ≤
∣∣∣∣ ϕ′(w)ϕi′(w)
∣∣∣∣ ≤ c2 <∞
holds near li for all i = 1, ..., n.
The proof follows at once after one observes that ϕ ◦ ϕ−1i preserves li, is one to one near it, and
hence extends analytically across li. We emphasize here that in Lemma 3.2 the boundary of G is
assumed to be merely Jordan and rectifiable.
It is convenient to single out a subclass of non-Smirnov domains that are called “completely
non-Smirnov” (cf. [10]).
DEFINITION 3.3.1 We shall callG a “completely non-Smirnov” domain if and only if all the simply
connected domains Gi, i = 1, ..., n do not belong to the Smirnov class.
These domains do admit functions in Smirnov classes Ep(G) for 0 < p <∞ which are bounded
a.e on Γ and possess real boundary values. The following two theorems are from [10].
THEOREM 3.12 Let G be a completely non-Smirnov domain. Then there exists a non-constant
function f(z) ∈ E1(G) such that 0 ≤ f(z) ≤ 1 a.e. on Γ.
THEOREM 3.13 LetG be a completely non-Smirnov domain. Then, for each p such that 0 < p <∞
there exists a non-constant function f(z) ∈ Ep(G) such that 0 ≤ f(z) ≤ 1 a.e. on Γ.
At this point, we have resolved the problem of the existence of non-constant analytic functions of
the Smirnov classes with real boundary values for simply connected Smirnov domains. D. Khavin-
son has discussed the case when the domain under consideration is simply connected and non-
Smirnov. He also investigated the case when the domain is finitely connected and completely non-
Smirnov. In the next chapter, I will consider the case when a given domain is a finitely connected
Smirnov domain.
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Chapter 4
Finitely connected Smirnov domains
4.1 The representation of analytic functions with certain boundary properties
Before the main theorems of this thesis are presented, we first need to investigate the structure of
analytic functions in simply connected domains bounded by a real analytic curve that have real
boundary values except at one point where the function is unbounded. The following lemma (cf.
[5]) addresses the simple case when the domain is the unit disk. The corollary (cf. [5]) that follows
shows that a similar result is obtained for arbitrary simply connected domains.
Let D be the unit disk and T = ∂D. Let Ω be a simply connected domain in the complex plane
bounded by a real analytic curve. We shall define RΩ(z, ζ) to be the Schwarz kernel of Ω. This
means that
RΩ(z, ζ) =
1
2pi
∂P (z, ζ)
∂nζ
, where P (z, ζ) = g(z, ζ) + ig˜(z, ζ),
z ∈ Ω, ζ ∈ ∂Ω, ∂∂nζ is the inner normal derivative, and g and g˜ are respectfully the Green function of
Ω with pole at z and its harmonic conjugate. For example, when Ω = D then RD(z, ζ) = 12pi
eiθ+z
eiθ−z .
Let ∂∂τ denote the tangential derivative.
LEMMA 4.1 Suppose f = u+ iv is analytic in D, continuous in D \ {1}, and v ≡ 0 on T \ {1}. If
|f | = O
(
1
|1−z|k
)
near 1, then
f(z) =
k−1∑
n=0
λn
∂n
∂τn
iRD(z, 1) + c,
where λk−1,...,λ0, c ∈ R.
Proof. We proceed by induction. Suppose k = 1. Then by the generalized Schwarz reflection
principle f extends to be analytic in C \ [1,∞). So |f(z)| = O
(
1
|1−z|
)
in D. Consider F = f ◦ τ ,
where τ−1(z) = 1+z1−z is the conformal mapping ofD onto the right half plane. Then |F (z)| = O(|z|)
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and =F (z) = 0 on {it : t ∈ R}. By the Schwarz reflection principle F extends to be an entire
function. Therefore F (z) = Az +B, where A,B ∈ C. This implies that
f(z) = A
1 + z
1− z +B.
Since =f(z) = 0 on T \ {1}, then A = λi and λ,B ∈ R. Suppose the statement holds for some k.
Again, looking at f ◦ τ , we conclude that f is a rational function with a pole at 1 of order k. Since∣∣∣∣ ∂k∂θkRD(z, 1)
∣∣∣∣ = O( 1|1− z|k+1
)
,
then λk ∈ R \ {0} can be chosen so that∣∣∣∣f(z)− λk ∂k∂θk iRD(z, 1)
∣∣∣∣ = O( 1|1− z|j
)
,
where j ≤ k. Since
=
(
f(z)− λk ∂
k
∂θk
iRD(z, 1)
)
= 0
on T \ {1}, then
f(z)− λk ∂
k
∂θk
iRD(z, 1) =
k−1∑
n=0
λn
∂n
∂τn
iRD(z, 1) + c,
where λk−1, ..., λ0, c ∈ R. Therefore f(z) =
∑k
n=0 λn
∂n
∂τn iRD(1, z) + c. 
REMARK 1 If an analytic function f(z) in D has real boundary values on T \ {1} and |f(z)| =
O
(
1
|1−z|β
)
where β ∈ R+ then |f(z)| = O
(
1
|1−z|[β]
)
. To see that this is true note that by the gen-
eralized Schwarz reflection principle f extends to be analytic in C \ [0,∞) so |f(z)| = O
(
1
|1−z|β
)
in D. Letting F = f ◦ τ where τ−1(z) = 1+z1−z is the conformal mapping of D onto the right half
plane, then |F (z)| = O(|z|β) and =F (z) = 0 on {it : t ∈ R}. By the Schwarz reflection prin-
ciple F extends to be an entire function. Therefore, by an easy corollary of Liouville’s Theorem,
F (z) = akz
k + ...+ a1z + a0, where k ≤ [β]. Thus
f(z) = ak
(
1 + z
1− z
)k
+ ...+ a1
(
1 + z
1− z
)k−1
+ a0.
Therefore |f(z)| = O
(
1
|1−z|[β]
)
.
The following Corollary (cf. [5]) follows immediately by a simple change of variables.
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COROLLARY 4.1.1 If f = u + iv is analytic in Ω, where Ω is a simply connected domain with
analytic boundary, v ≡ 0 on ∂Ω \ {ζ}, continuous in Ω¯ \ {ζ}, and |f(z)| = O
(
1
|ζ−z|k
)
near ζ,
then
f(z) =
k−1∑
n=0
λn
∂n
∂τn
iRΩ(z, ζ) + c,
where λk−1,...,λ0, c ∈ R.
The next corollary (cf. [5]) shows that Lemma 4.1 and Corollary 4.1.1 are, in fact, local proper-
ties.
COROLLARY 4.1.2 Let Ω be as above. Let u be harmonic in Ω and smooth in Ω \ {ζ0}. If on the
arc γ ⊂ ∂Ω where ζ0 ∈ γ, u(ζ) ≡ 0 on γ \ {ζ0} and |u(z)| = O
(
1
|ζ0−z|k
)
near ζ0 then
u(z) =
∫
∂Ω\γ
∂
∂nζ
g(z, ζ)u(ζ)ds+
k−1∑
j=0
λj
∂j
∂τ j
(
∂
∂nζ0
g(z, ζ0)
)
,
where λk−1,...,λ0 ∈ R.
Proof. Let
u1(z) =
∫
∂Ω\γ
∂
∂nζ
g(z, ζ)u(ζ)ds
and let v be the harmonic conjugate of u−u1. Let f = v+ i(u−u1). Then |f | = O
(
1
|ζ0−z|k
)
and
satisfies the hypothesis of Corollary 4.1.1. Therefore,
f(z) =
k−1∑
j=0
λj
∂j
∂τ j
iRΩ(z, ζ0) + c,
where c, λ0,...,λk−1 ∈ R. Since < RΩ(z, ζ0) = ∂∂nζ0 g(z, ζ0),
(u− u1)(z) =
k−1∑
j=0
λj
∂j
∂τ j
(
∂
∂nζ0
g(z, ζ0)
)
.
Therefore,
u(z) =
∫
∂Ω\γ
∂
∂n
g(z, ζ)u(ζ)ds+
k−1∑
j=0
λj
∂j
∂τ j
(
∂
∂nζ0
g(z, ζ0)
)
,
where λk−1,...,λ0 ∈ R. 
REMARK 2 Note that if a harmonic function u satisfies the hypothesis of Corollary 4.1.2 with the
exception that |u(z)| = O
(
1
|ζ0−z|β
)
near ζ0 where β ∈ R+, then |u(z)| = O
(
1
|ζ0−z|[β]
)
. This
statement follows now from Remark 1 and the proof of Corollary 4.1.2.
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4.2 A digression: the potential function of a fluid flow
Consider a two-dimensional incompressible fluid in a bounded simply connected domain Ω in the
complex plane. Let Φ = φ + iψ, be the fluid potential function of this system. This function
describes the nature of a steady fluid flow.
The real part of Φ, φ, is the velocity potential of the fluid flow. It usually represents the irrotational
component of the fluid potential. Its gradient, ∇φ = ~v = (u(x, y), v(x, y)), is the velocity of the
fluid. When the curl of the gradient is zero, the fluid is said to be irrotational. The divergence of the
gradient, ∇2φ = ∇ · ~v, is the divergence of the fluid flow. When Φ is analytic, then this divergence
is zero indicating that the fluid is incompressible.
The imaginary part of Φ, is known as the stream function. The level curves of ψ are the stream
lines of the fluid. The streamlines indicate the direction of travel of a component of the fluid. The
difference in value of the steam function between any two points indicates the flux of the fluid
across the curve connecting those two points. The gradient of ψ, ∇ψ = ~∗v = (−v(x, y), u(x, y))
is the force on the rotational components (vortices) of the fluid (cf. [8]). The Laplacian of ψ,
∇2ψ = ∇ × ~v = −ω is the only component of vorticity of the fluid. If Φ is analytic in a domain,
then∇2ψ = 0 and no vortices exist in the domain.
For a general reference regarding the fluid potential function we direct the reader to [16] Ch.
3, Sec. 2. A function of the type described in Lemma 4.1 and Corollary 4.1.1 corresponds to a
fluid flow in which 2k−1 sources and 2k−1 sinks of increasing strength approach each other from
opposite sides of the boundary of Ω to form “multipoles”. Let us take up the case (cf. [5]) when
k = 1, Φ is analytic in the right half plane, and the source and sink meet at ζ = 0 along the real
axis. Here we will let ψ+(z) = −12 log |z − | represent the source located at the point z =  and
ψ−(z) = 12 log |z + | represent the sink located at the point z = − (cf. [16] Ch. 3, Sec. 2).
Define
ψ(z) := ψ+(z) + ψ−(z) =
1
2
(log |z + | − log |z − |).
Then we have that
ψ(z) =
1
4
[log(z + )− log(z − ) + log(z¯ + )− log(z¯ − )]
=
1
4
[
log
(
1 +

z
)
− log
(
1− 
z
)
+ log
(
1 +

z¯
)
− log
(
1− 
z¯
)]
.
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Since
log(1− z) = −
∞∑
n=1
zn
n
,
then
ψ(z) =
1
4
[
2
z
+O(3) +
2
z¯
+O(3)
]
=
1
2
[
1
z
+
1
z¯
+O(2)
]
.
Letting → 0 we have that
ψ(z) =
1
2
[
1
z
+
1
z¯
]
=
<(z)
|z|2 .
This implies that
φ(z) =
=(z)
|z|2 ,
and thus
Φ(z) =
i
z
.
Thus, =Φ(z) = 0 on {it : t ∈ R \ {0}} and |Φ(z)| = 1|z| . When k = 1, Ω is the unit disk, and
ζ = 1 then, using the conformal map w = τ(z) = 1−z1+z , we see that Φ ◦ τ−1 = i1+w1−w which is as to
be expected by Lemma 4.1.
Essentially, when k = 1, the fluid potential function models a dipole which lies on the boundary
of Ω. This situation is very similar to the case in electrodynamics in which an electric dipole is
formed on a boundary by the meeting of two point charges of opposite and increasing strength. The
difference lies in the assignment of the real and imaginary parts of the respective functions. Yet,
similar to the electrodynamic case, if k > 1, then Φ models 2k multipoles that are situated at the
point ζ on the boundary of Ω.
4.3 Analytic functions with real boundary values in class Ep
Let G, K, ϕ(w), and ϕi(w) be defined as in the beginning of section 3.3. We shall now present the
main theorems of this thesis (following [5]).
THEOREM 4.1 Let G be an n-connected domain in C bounded by the curves γ1, ..., γn which are
real analytic except at the points z1, ..., zm ∈ Γ, where there are corners with interior angles
α1, ..., αm, pi < αj ≤ 2pi for all j = 1, ...,m. Then every f(z) ∈ Ep(G) with real boundary values
is a constant whenever p ≥ αpi , where
α = min{αq : f is unbounded near zq, q ∈ {1, ..,m}}.
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Note that an interior angle equal to 2pi means that there is a cusp on the boundary pointing into
the domain. It is readily seen (as noted in [4] for simply connected domains) that the case αj ≤ pi
for all j, yields no non-constant E1(G) functions with real boundary values. Hence we shall omit
it.
Proof. Suppose that there exists such an f(z) ∈ Eα/pi(G). Then by the Keldysh-Lavrentiev
theorem for multiply connected domains
f(ϕ(w))[ϕ′(w)]pi/α ∈ Hα/pi(K).
Let wj ∈ ∂K such that ϕ(wj) = zj for each j = 1, ...,m. Assume that ϕi(wj) = zj whenever
zj ∈ γi. Then, cf. [18], Ch. 3, Sec. 4, near each circular arc of li containing only wj , we have
ϕ′i(w) = (w − wj)αj/pi−1gj(w),
where gj(w) is bounded away from 0 and∞. Then
mj |w − wj |αj/α−pi/α ≤ |ϕ′i(w)|pi/α ≤Mj |w − wj |αj/α−pi/α (4.1)
near each arc of li containing onlywj wheremj = min |gj(w)| andMj = max |gj(w)|. By Lemma
3.2 and (4.1) there exist constants C1j and C2j depending on j such that
C1j |w − wj |αj/α−pi/α ≤ |ϕ′(w)|pi/α ≤ C2j |w − wj |αj/α−pi/α, (4.2)
near each arc of li containing wj . Since 0 < αj − pi ≤ pi, then 0 < αj−piα ≤ piα < 1. This
implies that f ◦ ϕ is to be unbounded near some wj (otherwise f ≡ const., cf. [2], [6], [11]).
Since (f ◦ ϕ)[ϕ′]pi/α ∈ Hα/pi(K) then repeating the argument in the proof of Theorem 2 in [4] (in
particular, formula (4) and ff.) we obtain
|f ◦ ϕ(w)| = O
(
1
|w − wj |k
)
near each arc of li containing only wj , where 0 < k < 2. However, Remark 2 implies that k must
equal 1. For each q ∈ {q1, ..., qs} ⊆ {1, ...,m} such that f is unbounded near zq, let Uq ⊂ K be
a simply connected domain such that the boundary of Uq contains the arc of li containing wq and
wr /∈ ∂Uq ∩ ∂K when q 6= r. Since |f ◦ ϕ(w)| = O
(
1
|w−wq |
)
near wq and =(f ◦ ϕ(w)) ≡ 0 on
∂K \ {wq1 , ..., wqs} then, by Corollary 4.1.2 we have in Uq,
=(f ◦ ϕ(w)) = v(w) = hq(w) + λq ∂
∂nwq
g(w,wq),
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where hq is a bounded harmonic function, λq ∈ R and gq(w,wq) is the Green function of Uq. This
implies that |v| is integrable near each wq and hence has a harmonic majorant inK. Since v(w) 6= 0
only at {wq1 , ..., wqs}, where f is unbounded, then
v(w) =
1
2pi
∫
∂K
∂
∂nξ
g(w, ξ)dµ(ξ),
where g(w, ξ) is the Green function ofK and dµ(ξ) = λ1δwq1 +...+λmδwqs for some λq1 , ..., λqs ∈
R. Therefore
v(w) = λq1
∂g(w,wq1)
∂nwq1
+ ...+ λqs
∂g(w,wqs)
∂nwqs
.
The coefficients λq1 , ..., λqs are not all equal to zero and v(w) must have a single valued conju-
gate u(w). Since g(w,wq) has a logarithmic pole at each wq then near each arc li containing wq,
|v(w)| v |λq ||wq−w| . Therefore |f ◦ ϕ(w)| v
|λq |
|wq−w| near each arc of li containing wq. In particular,
when α = αq1 , then near the arc of ∂K containing wq1 , since λq1 6= 0, we obtain from (4.2) that
|f ◦ ϕ(w)||ϕ′(w)|pi/α ≥ C|w − wq1 |1−pi/α−1 = C|w − wq1 |−pi/α
for some constant C. This implies that f(ϕ(w))[ϕ′(w)]pi/α /∈ Hα/pi(K) and therefore f(z) /∈
Eα/pi(G). This is a contradiction. 
The following theorem shows that the latter result is essentially sharp.
THEOREM 4.2 Let G be an n-connected domain in C bounded by the curves γ1, ..., γn which are
real analytic except at the points z1, ..., zm ∈ Γ,m ≥ n, where there are corners with interior angles
α1, ..., αm. If pi < αj ≤ 2pi for all j = 1, ...,m then for all p < αpi where α = min{α1, ..., αm},
there exists a non-constant f(z) ∈ Ep(G) with real boundary values a.e.
Proof. Let wj ∈ ∂K, j = 1, ...,m be the same as in the proof of Theorem 4.1. Consider the
harmonic function
v(w) =
1
2pi
∫
∂K
∂
∂nξ
g(w, ξ)dµ(ξ),
where g(w, ξ) is the Green function of K and dµ(ξ) = λ1δw1 + ...+λmδwm for some λ1, ..., λm ∈
R. Then
v(w) = λ1
∂g(w,w1)
∂nw1
+ ...+ λm
∂g(w,wm)
∂nwm
and v(w) = 0 on ∂K\{w1, ..., wm}. Also, near each arc of ∂K containingwj |v(w)| v λj|wj−w| . By
Proposition 4 λ1, ..., λm can be chosen so that v 6≡ 0 and has a single valued harmonic conjugate u.
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Let F = u+ iv. Then F is an analytic function on K that is real valued a.e. and |F (w)| v λj|wj−w|
near each arc of ∂K containing wj . Let, as before, ϕ : K → G be the conformal mapping of the
n-connected circular domain K onto G and ϕ(wj) = zj . Then as in the proof of Theorem 4.1,
|ϕ′(w)| ≤ Cj |w − wj |αj/pi−1
near each arc of ∂K containing wj . Let f = F ◦ ϕ−1. Then
|f ◦ ϕ(w)||ϕ′(w)|1/p ≤ Cj |w − wj |
αj
ppi
−1/p−1
near each arc of ∂K containing wj . Then f(ϕ(w))[ϕ′(w)]1/p ∈ Hp(K) when p(αjppi − 1/p− 1) >
−1. (Indeed, it is immediately seen that F belongs to the Smirnov class N+(K), cf. [2], [6],
[11], while ϕ′ ∈ H1(K) ⊂ N+(K) since ∂G is rectifiable. Thus, by the Polybarinova-Kotchine
theorem, for (f ◦ ϕ)(ϕ′)1/p to be in Hp(K) we only need to check that |f ◦ ϕ|p|ϕ′| ∈ L1(∂K).)
This means that αj/pi − 1− p > −1 for all j. That is p < αj/pi for all j. Therefore f(z) ∈ Ep(G)
for all p < α/pi. 
REMARK 3 The hypothesis of Theorem 5.4 is sufficient but not necessary. Under certain conditions
of symmetry, it is possible to have fewer than n corners and still find a non-constant analytic function
of class Ep with real boundary values.
Figure 7.: Symmetry example.
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EXAMPLE 4 Consider the triply connected domain bounded by the unit circle, a circle of radius 1/4
centered at−1/2, and the closed curve parametrized by the function (1/4 sin5(t)+1/2, 1/2 cos(t)),
0 ≤ t ≤ 2pi, cf. Fig. 6.
This domain has two cusps on the boundary that are symmetric about the real axis and there is an
interior angle of 2pi at each point of the cusps. There exists a conformal mapping from a circular
domain similar to the one defined in Example 3 having the same symmetries with respect to the real
and imaginary axes onto G. Using the same argument as in Example 3 and the proof of Theorem
4.2, one can construct an analytic function with real boundary values in G that is in the Smirnov
class Ep for all p < 2.
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Chapter 5
Neuwirth-Newman’s Theorem
5.1 Neuwirth-Newman’s Theorem
Recall that if f ∈ H1(D) and is real valued on the boundary of the unit disk then it is a constant
function. In 1967 J. Neuwirth and D. Newman showed in [17] that any function in the classH1/2 on
the unit disk with non-negative boundary values a.e. is constant. They furnished the Koebe function
as an example of a non-constant function that is in Hp for all p < 12 and is positive valued on T.
The Koebe function is the function w
(1+w)2
which is positive on the unit circle except at w = −1.
THEOREM 5.1 (Neuwirth - Newman) If f(w) ∈ H1/2 and f(w) ≥ 0 a.e. on |w| = 1 then f(w) is
a constant.
Proof. We may assume that f(w) 6≡ 0. By theorem 1.3 f can be factored as
f(w) = B(w)S(w)F 2(w), F (w) ∈ H1.
Since f(w) ≥ 0 on |w| = 1 then f(w) = |f(w)| on |w| = 1 and we have
B(w)S(w)F 2(w) = |F (w)|2 a.e. on|w| = 1.
Since f(w) 6≡ 0 then F (w) is non-zero a.e. on |w| = 1, so dividing by F (w) we get
B(w)S(w)F (w) = F (w) a.e. on|w| = 1. (5.1)
The left side of (5.1) is inH1 so all of the negative Fourier coefficients are zero. The right side is H¯1
so all of the positive Fourier coefficients are zero. Thus, only the constant terms remain. Therefore,
f must be a constant function. 
Let us also recall that f ∈ Hp(G) if and only if f ◦ T ∈ Hp(D), where T : D → G is
the uniformization map (cf. [7], Chapter VI Sec. 1 and [11], Sec. 1 Theorems 1.1 and 1.2 and
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references [2], [11], [18] there). Thus if f ∈ H1/2(G) and f(ζ) ≥ 0 a.e. with respect to the
harmonic measure on Γ, then f ◦T satisfies the hypothesis of the Neuwirth-Newman Theorem [17]
and, therefore, is a constant.
If G is a simply connected Smirnov domain and for any p such that p ≥ p0, f(z) ∈ Ep(G) and
f(z) having real boundary values imply that f(z) is constant then the Neuwirth-Newman argument
[17] extends essentially word for word to Ep classes in simply connected domains and renders the
following [4]:
THEOREM 5.2 Let G be a simply connected Smirnov domain with rectifiable boundary Γ. Let
p0 ≥ 1 be defined as the smallest p ≥ 1 such that f ∈ Ep(G) and f has real boundary values a.e.
on Γ imply that f is a constant. Then all f ∈ Ep0/2 such that f ≥ 0 on Γ are constants.
Proof. Following the proof of the Neuwirth-Newman theorem, we have that
f(z) = B(z)S(z)F 2(z), F (z) ∈ Ep0 ,
where B(z) is a transplanted Blaschke product, S(z) is a singular inner function, and F (z) is an
outer function, cf. [10] and [11] for details. Here we precisely use that G is Smirnov (see Theorem
3.10). But on Γ
B(z)S(z)F 2(z) = |f(z)| = F (z)F (z) a.e.
Thus dividing by F (z) we have,
B(z)S(z)F (z) = F (z) ∈ Ep0(G),
which implies that
F (z) + F (z) ∈ Ep0(G),
and is real-valued hence a constant. Therefore, f(z) = const · B(z)S(z) is a bounded function in
Ep0(G) with non-negative boundary values, and hence a constant. 
5.2 An open problem
Although it was conjectured in [5] that the statement of Theorem 5.2 holds for finitely connected
domains, I have been unable to prove it. More precisely, the difficulty in directly extending the
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Neuwirth-Newman argument to multiply connected domains is as follows. From Theorem 3.10
it follows that, f = QBSF 2, where B is the generalized Blaschke product, S a singular inner
function, F 2 an outer factor, F ∈ Ep0 , Q is an invertible bounded analytic function, and |Q| is a
local constant on Γ. The problem is that |B| and |S| are local constants a.e. on the boundary of G.
Hence, the assumption that f ≥ 0 a.e. on Γ only yields that
f = QBSF 2 = |QBS|FF¯ a.e. on Γ,
and accordingly,
QBSF = |QBS|F¯ a.e. on Γ. (5.2)
Unfortunately, (5.2) alone does not seem to imply that F¯ and hence F + F¯ = 2<(F ) are analytic
functions in Ep0(G). Indeed, already in the annulus G = {r < |z| < R} the function f(z) = 1z¯
differs only by constant multiples from an analytic function z:
1
z¯
∣∣∣
|z|=r
=
z
r2
,
1
z¯
∣∣∣
|z|=R
=
z
R2
.
Thus, extending Theorem 5.2 to finitely connected Smirnov domains remains an open question.
The following example from [5] illustrates why I believe Theorem 5.2 should extend to multiply
connected domains. For the sake of clarity, it is presented for doubly connected domains although
it readily extends to domains of higher connectivity.
THEOREM 5.3 Let G be a doubly connected domain with boundary Γ that is real analytic except at
the points z1, ..., zm, m ≥ 1, where there are inward pointing cusps. Then every f ∈ E1(G) with
non-negative boundary values is a constant.
REMARK 4 In view of the main results, Theorems 4.1 and 4.2 (α = 2pi for the inward cusps),
p0 = 2 in this case.
Proof. Suppose that there exists such an f ∈ E1(G). Let γ1 denote the curve that contains z1. Let
ϕ : A → G be the conformal map of the annulus A = {z : 1 < |z| < R} onto G and ϕ1(w) be
the conformal mapping of the domain bounded by the unit circle and containing A onto the domain
bounded by γ1 and containing G. Assume that ϕ(1) = z1 and that ϕ maps the unit circle onto γ1.
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Since there is an inward pointing cusp at z1, the interior angle is 2pi, so by [18], Ch. 3, Sec. 4, near
1, ϕ′1(w) = (w− 1)g(w) where g(w) is bounded away from 0 and∞. This implies that by Lemma
3.2 there exist constants c1 and c2 such that near 1
c1|w − 1| ≤ |ϕ′| ≤ c2|w − 1|. (5.3)
Let U be the intersection of a neighborhood of 1 and A such that U does not contain any of the
pre-images of z2, ...zm. Since f(ϕ(w))ϕ′(w) ∈ H1(A) then by (5.3) f(ϕ)(w − 1) ∈ H1(U). Let
h(w) = f(ϕ(w))(w − 1)
(
1
w
− 1
)
= f(ϕ(w))
(1− w)2
−w .
Then h ∈ H1(U) and, on η = ∂U ∩ ∂A, we have h(w) = f(ϕ(w))|1 − w|2 ≥ 0. So by the
generalized Schwarz reflection principle h can be analytically continued across η. This implies that
|f(ϕ(w))| = O
(
1
(w−1)2
)
in U . Then by Corollary 4.1.2
f(ϕ(w)) = λ1iR(w, 1) + λ2iR
′(w, 1) + a(w),
where R(w, 1) is the Schwarz kernel of U and a(w) is an analytic function that is real valued
on η and analytic across. <(λ1iR(w, 1)) takes arbitrarily large positive and negative values in a
neighborhood of 1 on η. Thus,, since f(ϕ(w)) ≥ 0 on η, λ2 6= 0. Therefore,
|f(ϕ(w))(1− w)| ≥ const.|1− w| near 1.
Hence f(ϕ(w))(1−w) is not in H1. Hence, λ1 = λ2 = 0. The same argument applies to z2, ...zm.
Hence f(ϕ(w)) is bounded on A and therefore, is a constant. 
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