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INTRODUCTION
Clustering methods that split a large number of multivariate observations into a smaller number of relatively homogeneous groups are important in biological applications and many other fields. There are a wide variety of techniques available and some useful comparisons are contained in papers by Gower [1968] and Friedman and Rubin [1967] . The techniques seem to be applied in two rather different situations. In one case, the purpose of the analysis is purely descriptive. There are no assumptions, implicit or otherwise, about the form of the lIDderlying population and the grouping is simply lThis work was done while on leave from the London School of Economics during 1969-70 . I  I  I  I  I  I  II  I  I  I  I  I  I  I ,e I .-2-a useful condensation of the data. In the other case, it is felt that the population is composed o~several distinct sub-category and the purpose of the analysis is to group together all those observations belonging to the same subcategory. We are concerned with this second type of problem here.
As a model for this situation, we suppose that each observation in the sample may come from anyone of a small number of different distributions.
This would be the standard classification problem if the distributions were . known, or there was a substantial amount of information about them from previous samples (Anderson [1958] , Ch. 6), but little or no prior knowledge about the component distributions is available in most situations where clustering techniques are used. In either case, classification.or clustering, we want to group together all the observations from the same distribution. Let y denote the set of identifying labels, Le., if there are n sample observations, X
•
• _1_
• h h h ' th t . d' 1S an WUUIOwn parameter W1t n components were t e 1--componen 1ll 1cates the distribution from which the i th observation came. We derive the maximum likelihood estimate of r under the assumption that the underlying distributions are multivariate normal .and this turns out to be equivalent to several standard clustering methods with different assumptions about the covariance structure. These methods are shown to be natural extensions of standard classification rules based on the likelihood ratio criterion.
A related approach has been considered by Wolfe [1967 Wolfe [ , 1969 and Day [1969] who suppose that the observations are drawn independently from a mixture of multivariate normal distributions. This is equivalent to the model above with the additional assumption that r is an (unobservable) random variable whose components are the outcomes of n independent multinomial trials. where C g is the set of li 's assigned to the gth group or cluster by r, n g is
i=l ..,g1..,g ..,g1..,g 
where W x = E Wgx is the within-groups stun of squares. matrix for the ?5's, W y = E W gy is the within-groups stun of squares matrix for the 'l's and Wxy = E Wgxy is the contribution due to the differences between y and x • -g -g If E is known, (3) reduces further. The assumption of known E is reasonable when each y. is actually the mean of many observations which can be used 
Iw + W + wI. Equivalently, r maximizes the weighted between-groups stun of squares the total within-groups stun of squares, or maximizes tr (B ) , the betweeny groups stun of squares. This has been widely used as a criterion for cluster analysis and fonns the basis of the method suggested by Edwards and Cavi11i-Sforza [1965] . They use the criterion to partition the set first into two groups, then to subdivide each group, and so on.
If L is not known, its max~tun likelihood estimate for fixed r is equal to (Nx+W y +Wxy) / (m+n) . When this is substituted in expression (3) it follows that r is the grouping that minimizes. 
(10)
When there is no previous sample information about any of the populations,
.y is the grouping that minimiz.es Iw I, the determinant of the within-groups sum tion r it can be shown that this reduces, to minimizing is the total scatter matrix. This is a weighted between-groups sum of squares like expression (6) for mown 2: but the weighting depends on the sample quantity T rather than 2:. Use of expression (10) makes computation easier but unfortunately the result does not extend in a simple way "to more than two groups.
It can be shown in the same way that for G=2 minimizing Iw I is equivalent to 
Unequal Covariance Matrices
This is a natural extension of the likelihood ratio method (Anderson [1958] , maximizing tr CW y 1 By)' the Hote11ing Trace. This has also been considered as a criterion for c1ustet analysis by Friedman and Rubin [1967] .
(12) 
If L g the (g=l, .
•• ,G) are specified then r minimizes
There seems to be little of interest to say about this case.
If the L g are' not known, the maximum likelihood estimates for given rare equal to CWgn+W gy +Wgny) / (m g +n g ) for g=l, ••• ,G, which. can be substituted in expression (2) . In this case, r is the grouping that minimizes §6.5.5) to unequal covariance matrices.
When there is no previous sample information, r is equivalent to choosing groups so that This is a natural extension of the likelihood ratio method (Anderson [1958] ,
(11) Chernoff [1970] has suggested using the individual cluster scatter matrices, W gy rather than the pooled matrix W y when the cluster shapes are very different.
An alternative approach is to specify a prior distribution for e = (r'~l'
) which can be combined with the likelihood defined by (1) to obtain the posterior distribution of e given the saJl)ple and previous observations.
We can then obtain the marginal posterior probability of any grouping r by This leads to
which puts much more emphasis on lIDeven splits than·the first choice. These two alternatives correspond to the Maxwell-Boltzmann and Einstein-Bose distribution of physics. (Feller [1950] ) and Rubin [1967] looked at the performance of a number of clustering methods, including those based on /W I and tr (W ), when applied to 3 sets . y y . of data containing groups of observations from several populations. In two of the data sets, the groups were exactly equal in size while the third set had 4 groups containing 23, 18, 21, and 35 observations respectively. The Iw I
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. y criterion gives excellent results for all three sets, but the discussion of the previous section suggest that the results might be less satisfactory with more disparate groups.
We explored the consequences of lIDequal group sizes by looking at various subsets of the second set of data, the well-known Iris data published by Fisher [1936] in his paper introducing the linear discriminant flIDction. The data are reproduced on p. 318 of Kendall and Stuart [1966] . There are four [Insert Figure 1 .]
In practice, it is impossible to find the minimum value of Iw I by search-
ing'over all possible partitions of a set of"n observations" unless n is quite small. We used an approximate routine constructed by D. J. MacRae [1970] , which incorporates techniques suggested by Forgy [1965] , Macqueen [1967] , and Friedman and Rubin" [1967] . This produces a relative mmimum for Iw I in the -y sense that any reassignment of one or two observations results in a larger value, but does not guarantee an absolute minimlUl1. To supplement the program, we examined individually all the partitions in the neighborhood of the true split as well as particular partitions that were suggested by a visual inspection of the two-dimensional scatter diagrams.
We first looked at subsets of the Versicolor and Virginica species. As long as the two groups were of equal size, the Iw I criterion gave good results. Table 1 . In 4 of the 5 cases the near-equal split had the lowest value of IWyl that was found and only in one case was anything like the actual partition recovered.
[Insert Table 1 observations from one species was combined with alISO observations from the other. There was a substantial improvement, however, \'lhen the smaller group .
was increased to 20 observations. Six such sets were constructed and clusters clearly identifiable with a single species were produced with every set.
About 11% of the observations were misclassified.
Finally, subsets of the Setosa plants were combined with the other species.
The separation is much more clear-cut here and the results were very satisfactory.
The Setosa observations were always isolated perfectly even when as few as 10 Setosa plants were combined with alISO Versicolor plants.
On the whole, the results confinn the value of IWyl as a criterion for cluster analysis. It led to meaningful clusters whenever the separation was large or the groups were of roughly the same size. However, those results do .-I
