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A graph H is called an interpretation of a graph G if a morphic image of H is 
(isomorphic to) a subgraph of G. A graph H can be seen to be n-colorable iff H is 
an interpretation of K, (the complete graph on n vertices): hence colorability is a 
special case of the concept of interpretation. In this paper the complexity of the 
general coloring problem, i.e., of deciding for a given graph G whether some graph 
H is an interpretation of G, is investigated. It is shown that for many very simple 
undirected graphs G this question is NP-complete (this was previously known for 
the graphs K, only). In fact, it seems to be NP-complete for all but trivial 
exceptions. In the directed case, non-trivial graphs G for which the problem is in P, 
and rather simple graphs G for which the problem is NP-complete are presented. A 
characterization f all graphs G for which the problem at issue is in P remains an 
evasive open problem. 
1. INTRODUCTION 
In a recent paper Maurer etal. (1981) establish a close connection 
between certain problems in formal language theory and graph theory. More 
specifically, the notion of a "master" grammar G which, via some "inter- 
pretation mechanism," gives rise to a family ,T(G) of "related" grammars 
has been under investigation in language theory for some time (cf. Wood, 
1980). As it turns out, a number of problems concerning simple languages 
and their "master" grammars can be reformulated as problems concerning 
undirected or directed graphs. In particular this leads to the study of families 
f (G)  of graphs defined by a "master" graph G using a certain "inter- 
pretation" mechanism. The problems at issue turn out to be also of graph- 
theoretic interest as such, since S (K , ) -where  K ,  is the complete graph with 
n vert ices-- is  exactly the family of all n-colorable graphs. Y (G) ,  for 
arbitrary G, is the family of all graphs colorable by a pattern as prescribed 
by G. Thus one obtains a natural generalization of ordinary colorabil ity 
where the pattern prescribed is just "adjacent vertices must have different 
colors, and no more than a total of n colors may be used." It has been 
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known for some time that the problem of determining whether a graph is n- 
colorable (i.e., belongs to S (K , ) )  is NP-complete for n ~> 3, and is decidable 
in polynomial time for n ~< 2 (cf. Karp, 1972). 
This paper attempts to do for "graph interpretation" what Fortune et al. 
(1980) did for "directed subgraph homeomorphism': classify graphs as to 
whether they give rise to polynomial time or NP-complete subproblerns. By 
this the above results are significantly extended. After a review of definitions 
and results available, in Section2 (Preliminaries), the complexity of 
membership in f (G)  is discussed in Section 3 for undirected graphs and in 
Section 4 for directed graphs. More specifically, it is shown in Section 3 that 
for many graphs G the membership roblem in f (G)  is NP-complete. 
Evidence is presented that membership in S (G)  is indeed NP-complete for 
every undirected graph iff S (G)~:  f (G ' ) ,  where G' is a graph with only 
one or two vertices. In Section 4 the situation for directed graphs is shown to 
be more involved in the sense that infinite families of digraphs G are 
presented for which the membership roblem in f (G)  can be solved in 
polynomial time. Although we have proved a number of general theorems 
concerning when Y(G)-membership is NP-complete or can be solved in 
polynomial time, these theorems do not suffice for a general characterization 
of all graphs G for which S(G)-membership is NP-complete. Hence this 
general question remains open. 
2. PRELIMINARIES 
In this section we review definitions and results as required for the rest of 
the paper. The graphs we consider are finite, directed or undirected, possibly 
with loops but without multiple edges. For a graph G (directed or 
undirected) we denote by V(G) (resp. E(G)) the set of vertices (resp. edges or 
arrows) of G. 
In an undirected graph G two vertices x and y in V(G) are adjacent or 
neighbors if there is an edge e = [x, y] (we denote by [x, y] the unordered 
pair x, y) between them. For a digraph D, two vertices x and y are adjacent 
or neighbors, if there is an arrow a = (x, y) (we denote by (x, y) the ordered 
pair x, y) from x to y or an arrow a = (y, x) from y to x. 
An elementary homomorphism in a graph G (resp. digraph) consists of 
identifying two vertices x and y and inserting an edge [z, x = y] between the 
identified vertex [x=y]  and all vertices z adjacent o either x or y in G 
(resp. for digraph inserting arrows (z, x =y)  if (z, x) or (z,y) in E(G) and 
arrows (x =y,  z) if (x, z) or (y, z) in E(G)). When x and y are adjacent then 
x =y  has a loop. A graph G' is a morphie image of a graph or digraph G if 
it is obtained from G by finitely many elementary homomorphisms. G is also 
considered to be a morphic image of itself. 
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We now introduce the most important definition of the paper. Let H and 
G be graphs (resp. digraphs). H is termed an interpretation of G modulo lt, in 
symbols 
H < G~) 
if the following conditions obtain. 
(i) # is a mapping of the set of vertices of G into the set of subsets of the 
set of vertices of H such that for two distinct vertices x and y, #(x) and a(y) 
have an empty intersection and, moreover, every vertex of H belongs to one 
of the subsets/a(x). 
(ii) When there is an edge Ix, y] (resp. an arrow (x,y)) in E(H), then 
there is also an edge [/~-l(x),/a-l(y)] (resp. an arrow ~- l (x ) , /~- l (y ) )  in 
E(G). 
When we consider the substitution ~ as homomorphism St-' on I/(H) then 
the following preliminary is fairly obvious. 
Preliminary 2.1 (Maurer et al., 1981). A graph H is an interpretation of
a graph G iff there is a morphic image H'  of H which is (isomorphic to) a 
subgraph of G. 
Since a graph H is n-colorable iff H is an interpretation of K, (K, is the 
complete graph with n vertices), the following is a natural generalization of
the notion of coloring: A graph H is termed to be G-colorable if H is an 
interpretation of G. As an example the reader might want to consider the 
graphs C 5 (C, is the undirected cycle with n vertices) and/~2 (Fig. 2-1) (/S 
is the directed path with n arrows, i.e., (n + 1) vertices). 
A graph is Cs-colorable if it is 5-colorable in such a way that the 
adjacencies of C 5 are satisfied: if a vertex is colored by 1, then its neighbors 
are colored by 2 and 5, but not by 3 and 4 and so forth. On the other hand a 
digraph is /S2-colorable if it is 3-colorable such that there are arrows only 
from 1 to 2 colored vertices, or from 2 to 3 colored vertices. 
Every graph G defines a graph family, containing all interpretations of G, 
in symbols, 
S (G)  = {/-/~ H < G(~), for some St}. 
1 
FIG. 2-1. 
1 2 3 
0 >0 ~0 
The graphs C 5 and fi 2. 
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A family of graphs is a color-family if it equals f (G) ,  for some graph G. 
The following theorem is a rather direct consequence of the definitions. 
Preliminary 2.2 (Maurer et al., 1981). (i) The relation "interpretation of" 
is transitive. 
(ii) The inclusion f (H)  cS(G)  holds if and only if H is an inter- 
pretation of G. 
(iii) The relation "interpretation of" is in NP. 
Now it is rather easy to understand the basic hierarchy: 
f (K2)  ~. . .  S(C2=+ ,) ~ S(C2=_,)  ~ . . .  S (q )  
= t (K , )  ~ f(K~) ~. . .  S(K.)  ~ S(K.+,). (1) 
The even cycles C2m are  omitted in the hierarchy, because all of them define 
the same family as K 2. In general, if for two graphs G and H, S (G)  equals 
S (H) ,  we say G is form-equivalent to H. 
A graph G is a minimal graph if none of its morphic images, apart from G 
itself, is a subgraph of G. 
Preliminary 2.3 (Welzl, 1982). Every color-family has a uniquely defined 
minimal graph as representative. 
Obviously, minimal graphs constitute a suitable "normal form" of graphs 
in the terminology of "interpretation." 
Consequently, we can restrict our considerations to the complexity of 
"interpretation of minimal graphs." 
The 1-enlarged graph M + 1 of M is obtained by adding a vertex x to V(M) 
and inserting edges [x, v] between x and all vertices v in V(M). The n- 
enlarged graph of M is defined recursively as 
M +~ = (M+{"-I)) +l. 
Preliminary2.4 (Welzl, 1982). M +" is a minimal graph iff M is a 
minimal graph. 
There are color-families f (G)  and f (H)  for which we have neither 
S (G)  c S (H)  nor f (H)c  f (G) .  Such a pair is termed incomparable. 
Preliminary2.5 (Maurer et al., 1980). Let f (G)  and _Ca(H) be two 
color-families. Then f = f (G)A  f (H)  is a color family, i.e., there is a 
graph D such that 
S(D)  = s (c )  c~ t (H) .  
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FIG. 2-2. 
R(L): 
An example for a labelled graph L and its reduced graph R(L), 
We give the construction of D. Let D = (V(D), E(D)), where 
V(D) = V(C) × V(H), 
E(D) = {((a, e), (b, d))l(a, b) C E(G) and (c, d) C E(H)}. 
Observation 2.6. If S (D)  = f (G)  n f (H)  and S(D)  ~ f (A)  ~ f (G) ,  
then we have S(D)  = f (A)  n S (H) .  
Proof This is a pure set-theoretical observation, the proof of which is 
very easy and is consequently omitted. II 
Although we restrict our considerations to unlabelled graphs, we shall use 
labels to ease the drawing and definition of graphs: 
Let L be a labelled graph. The reduced graph of L is the unlabelled graph 
R(L) obtained by identifying all vertices with the same label and then 
omitting the labels. When we define a labelled graph, we always think of its 
reduced graph R(L), afterwards (Fig. 2-2). 
3. THE UNDIRECTED CASE 
Since the membership roblem for Y(Kn), n >/1, is equivalent o the 
problem of n-colorability of a graph, it is a well-known fact that membership 
in f (K1)  and S(K2) is polynomial time decidable, whereas the problem of 
membership in f (Kn)  for each n/> 3 is NP-complete (see Karp, 1972). 
Let us now consider the odd cycles C2m+l(m ~2). First we show that the 
membership problem is NP-complete for C 5, and then we generalize this fact 
to all odd cycles. 
THEOREM 3.1. The problem of deciding whether or not a graph G belongs 
to Y(Cs) is NP-complete. 
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FIG. 3-1. The graph NOT(a, b). 
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Proof We show that 5-colorability is reducible to Cs-colorability, hence 
we show that C~-colorability is NP-complete. 
First we construct a graph, denoted NOT(a, b), as described in Fig. 3-1. 
A coloring of the nodes a and b can be extended to a Cs-coloring of 
NOT(a, b), iff they are assigned ifferent colors. 
Consider now for a graph G the graph 2 which is obtained from G by 
replacing every edge between two nodes a and b in G by a copy of the graph 
NOT(a, b) in 2 (Fig. 3-2). 
A Cs-coloring of 2 implies that two nodes which are adjacent in G (and 
consequently connected by a copy of NOT (a, b)) are colored with different 
colors (due to the above-mentioned property of NOT(a, b)). Consequently, 
we immediately obtain a valid 5-coloring for G from a Cs-coloring of G. 
Analogously, a 5-coloring of G implies the Cs-colorability of G. Hence G is 
5-colorable iff 2 is Cs-colorable, which completes the proof. II 
COROLLARY 3.2. The problem of deciding whether a graph G is form- 
equivalent to the graph C 5 is NP-eomplete. 
Proof. C 5 is a subgraph of the above constructed graph 2 and, conse- 
quently, C 5 is an interpretation of (~. Hence 2 is Ce-colorable iff 2 is form- 
equivalent to C s. II 
FIG. 3-2. A graph G and its corresponding graph C~ (note that (~ is not unique). 
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The graph NOT(a, b) for the general case (the C2~ . ccoloring problem). 
COROLLARY3.3. For a graph G, the problem of determining the 
minimalgraph which is form-equivalent to G is NP-hard. 
Proof The above constructed graph t~ is an interpretation of C5 iff "its 
minimalgraph" is C 5. II 
THEOREM 3.4. Let k >/1. The problem of deciding whether a graph G 
belongs to ~/9(C2k + 1) is NP-complete. 
Proof Using exactly the same arguments as in the proof of Theorem 3.1 
it can be shown that (2k + 1)-colorability is reducible to C2k + l-colorability. 
The graph NOT(a, b) for the general case is described in Fig. 3-3. II 
Theorem 3.4 even holds for regular graphs G r of degree 3. This can be 
seen, e.g., for C5, by replacing first each vertex in G of degree 2 by the graph 
R2, then in the resulting graph replacing each vertex of odd degree 2k + 1 
not equal to 3 by Ro0d(2k + 1) and finally each vertex of even degree 2k by 
Reve,(2k) (Fig. 3-4). 
It is straightforward to see that the graphs R 2, Roo d and Reven are C 5- 
colorable iff all of the vertices with edges leading out are assigned the same 
color and the resulting graph G r has uniform node degree 3. Thus the 
property of Cs-colorability of G r holds iff G is Cs-colorable. 
Another question of the above type which we do not further investigate in 
this paper is whether Theorem 3.2 is still valid for planar graphs (as shown 
for K3-coloration by Garey et al. (1976)). 
Of course the question arises whether the problem of G-coloration is NP- 
complete for all graphs except K 1, K 2 and the loop-graph (a vertex with a 
loop). An attempt o settle this is 
LEMMA 3.5. Let G be a minimal undirected graph, let v be a vertex in G 
and riG] be the subgraph of G which is induced by the neighbors of v. Then 
v[G]-eoloring being NP-complete implies that G-coloring is NP-eomplete. 
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Reven - ... 
FIG. 3-4. The graphs R2, Rod d and R ..... . Roo d and Reven are to complete in cycle, such 
that the required number of edges leading out are obtained. 
Proof For some graph H we show how to construct a graph/1 with 
card(V(/~)) = card(V(G)) + card(V(H)) 
such that 
H<v[G]  iff /~<3G.  (2) 
For / t=  (V,E), let V= V(H)U V(G) and E=E(H)UE(G)U 
{[v,x]]x~ V(H)} (v is the vertex which defines v[G]). When there is a 
morphic image H '  of H which is a subgraph of v[G], then there is a morphic 
image/4'  o f /~ which is isomorphic to G. On the other hand, the minimality 
of G prohibits identifications of vertices within the "G-part" in/~, when the 
resulting morphic image/4'  o f /1  should be a subgraph of G. Consequently, 
a morphic image H'  is a subgraph of G, iff the "H-part" of /~ disappears in 
the "v[G]-part" of/~. But this is possible only if a morphic image H '  of H is 
a subgraph of v[G] (because otherwise new edges leading out of v are 
produced). I 
COROLLARY 3.6. Let G be a graph. I f  G-coloring is NP-eomplete, then 
G +"-coloring is NP-complete for each positive integer n. 
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Proof Let v be a vertex in G +n which is adjacent o all vertices in G +n 
(except v itself). Then v[G +"] is isomorphic to G +(n-l). Hence, due to 
Lemma3.5, if G+i-coloring is NP-complete, then G+(i+l)-coloring is NP- 
complete, which immediately implies the statement of the Corollary too. II 
Similar constructions as given in the proof of Lemma 3.3 can be used to 
obtain more general versions of Lemma 3.3. (For example, when v and w are 
two distinct vertices in G, let v, w[G] be the subgraph induced by the vertices 
adjacent to both v and w. The lemma holds for such a v, w[G] too) 
Nevertheless, we have not succeeded in proving the following conjecture 
suggested by such constructions. 
Conjecture 3.7. Except for graphs which are form-equivalent to K l , K 2 
and the loop-graph, G-coloring is NP-complete. 
The following considerations also seem to strengthen the conjecture. 
Observation 3.8. If two color-families f (G)  and f (H)  are polynomial 
decidable, then the color-family f (D)=L#(G)~f (H)  is polynomial 
decidable. 
This is obvious, since a graph is in S (D)  iff it is both in f (G)  and in 
f (H) .  A pair of graphs (G, H) is called an NP-eomplete pair, if (i) G is a 
proper interpretation of H and (ii) for every graph F, with G <~ F ~ H, F- 
coloring is NP-complete. 
THEOREM 3.9. Let G and H be two incomparable graphs, and let D be a 
graph for which f (D)= f (G)~ f (H) .  Then we have: 
(i) I f  G- and D-coloring are NP-complete and H-coloring is solvable in 
polynomial time, then (D, G) is an NP-complete pair. 
(ii) I f  G-, D- and H-coloring are NP-complete then at least one of the 
pairs (D, G) and (D, H) is an NP-complete pair. 
Proof (i) Assume that (D, G) is no NP-complete pair. Then there is a 
graph P, which is between D and G, i.e., D <z~ P <~ G, and P-coloring is 
solvable in polynomial time. This implies that D-coloring is polynomial 
solvable, because f (D)= S(P )~ S(H) .  This Contradicts the assumption. 
(ii) Similar considerations as in (i) lead to two graphs P and Q, with 
polynomial coloring and f (D)=f (P )~f (Q) .  Thus we have a 
contradiction as above. II 
Let us consider the graph M from Fig. 3-5. 
Using the construction of Maurer et al. (1980) for a graph D with f (D)  -- 
S(C3) ~ S(M) ,  we obtain a graph with 33 vertices. We mention without a 
proof that D-coloring and M-coloring are NP-complete problems. (A 
"smaller" example is not possible for undirected graphs.) 
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FIG. 3-5. The Mycielsky-graph M, which is incomparable with C 3. 
Consequently, at least one of the pairs (D, C3) and (D, M) is an NP- 
complete pair. This implies NP-completeness for infinitely many color- 
families, since we know from Welzl (1982) that between two color-families, 
S (G)  ~ S(H) ,  there is a color-family Y (F )  such that 
S (G)  ~ S(F )  ~ f (H) .  
Especially the existence of such an interval of NP-complete graphs (instead 
of special graphs like K,  or C2m+l ) supports Conjecture 3.7. 
4. THE DIRECTED CASE 
In the directed case, we can introduce some nontrivial digraphs for which 
the problem of "interpretation" can be treated in polynomial time. We give a 
complete classification of all digraphs with less than or equal to three 
vertices in P (polynomial decidable) and N (NP-complete). We achieve this 
by deriving a number of general theorems and methods which, along with 
other applications, allow us to obtain the classification mentioned. 
THEOREM 4.1. The membership problem for (ft,), n >/1, is polynomial 
decidable (if= is the directed path with n arrows; see, e.g., fi2 in Fig. 2-1). 
Proof. W.l.o.g. let G be a connected igraph. Let ¢t_,, p_,+ 1,~., ~0 ..... ~, 
be empty sets. The problem, whether G is an interpretation of P , ,  can be 
decided as follows: 
Take a vertex out of V(G) and put it into ~0. Then, as long as there is a 
vertex in V(G), take one out of V(G) which has an arrow to (resp. from) a 
vertex in one of the Pi. When i = --n (resp. i = n) then G is not an inter- 
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pretation of ft,. Otherwise add this vertex to the set/Zg ~ (resp. fli+l)" When 
V(G) is empty, check whether the following two conditions obtain: 
(i) There are only arrows from vertices in g; to vertices in gi+l, for 
i = --n, --n + 1,..., n -- 1. 
(ii) Let a be the smallest index, such that Pa is not empty, and let b be 
the greatest index such that/t b is not empty. Then b - a must be less than or 
equal to n. 
G is an interpretation of ft, iff (i) and (ii) hold. Obviously the algorithms 
stops with the desired result. Moreover, the sets Pa,P~+l ..... p~+, offer a 
substitution ¢t for the relation 
Using a rather similar algorithm, we can solve the following problem. 
THEOREM 4.2. S (C , )  /s polynomial decidable (C, & the directed cycle 
with n vertices). 
Proof. Let C, = (V, E), where 
V= {P0,Pl ..... P , - l} ,  
E = {(pi,pj)[i + 1 -- j(n)}. 
Let G be an interpretation of C, ,  modulo /~. When for some vertex v in 
V(G), /~- l (v )=p i ,  and there is an arrow from v to a vertex w, then, 
obviously, p - l (w)=p j ,  where i + 1 - j (n).  Now it is easy to understand the 
following algorithm: 
Let P0, PI ..... p,_~ be empty sets, and let G be a connected igraph. An 
arrow is termed to be "bad" when it is an arrow from v E Pi to w C ¢tj and 
i+ 1 ~j(n). 
1: Take an arbitrary vertex v out of V(G) and add it to P0- 
2: As long as V is not empty do: 
Take a vertex out of V(G), which has an arrow from (resp. to) a 
vertex w E Pi. Add this vertex to/t j ,  where i + 1 =-j(n) (resp. i - 1 = 
j(n)). If there is a bad arrow then write "G is not an interpretation of 
C."  and stop. Otherwise go to 2. 
3: Print "G is an interpretation of C,." 
4: Stop. 1 
Before we prove the next theorem we need the following definition. 
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A digraph T is called a transitive tournament if there is an ordering of 
V(T), 
(tl, t2 ..... t,), 
such that E(T) can be defined as 
(ti, O) C E(T) iff i <j .  
A transitive tournament with n vertices is denoted by T,. 
THEOREM 4.3. S (Tn)  is polynomial  time decidable, n >/1. 
Proof. It is easily seen that a graph G is in f (Tn)  iff G is acyclic (i.e., 
no subgraph of G is isomorphic to C, ,  for some n)2)  and contains no 
directed path with more than n vertices. Both properties can easily be 
checked in linear time by standard methods. | 
Now we turn to examples of NP-completeness in the directed case. 
THEOREM4.4. The graph G -- ( {1, 2, 3 }, {(1,3), (1,2), (2,1), (2,3), 
(3, 2)}) is in N (see Fig. 4-1). 
Proof. We show that the 3-SAT problem is log space reducible to this 
problem, hence we show that it is NP-complete. Let 
w = C, . C 2 . . . . .  C k 
be a well-formed formula in 3-conjunctive normal form with variables 
xl,  x2 ..... x n, where C i = (xi, + x 6 + x6), 1 ~ i <~ k, and xi, , x6,  xi3 represent 
one of the variables or one of their negations. We shall construct a graph 
G(w) which is G-colorable iff w is satisfiable. Let a G-coloring be an 
assignment of colors 1, 2 and 3 such that no arrow can connect vertices of 
the same color and, moreover, no arrow can go from a vertex of color 3 to 
one of color 1. 
FIF. 4--1. The graph G, resp. the corresponding coloring instruction. 
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FIG. 4-2. The semipath P.
Let us consider the semipath P of length 3 (Fig. 4-2)  (a semipath is a path 
where the arrows are not necessarily in one direction). 
It can be easily seen that every G-coloration of P implies that: 
(i) when s is 1-colored, then e can be 2- or 3-colored, 
(ii) when s is 2-colored, then e can be 1-, 2- or 3-colored. 
The key construct in our proof is the graph C of Fig. 4-3, called control- 
graph. 
This graph has the following properties (regarding the properties of the 
semipath P mentioned above): 
(i) When vl,  v2 and v3 are 1-colored, then a, b and e can be colored 
only with 2 and 3 in a G-coloring. But this is not possible without coloring 
two adjacent vertices with the same color. Thus a (vl -- 1, v2 = 1, v3 = i) 
coloring cannot be extended to a G-coloring of C. 
(ii) When vl,  v2 and v3 are 1- or 2-colored, such that at least one 
vertex is 2-colored, then this can be. extended to a G-coloration of C. 
The intuitive idea is that the vertices vl,  v2 and v3 correspond to the three 
literals in a clause c i = (v 1 + v 2 + v3). The color 1 denotes the value "false," 
and 2 denotes "true." Thus, if all three literals (resp. nodes) have the value 
false (resp. color 1), then the clause e is not satisfied (resp. the graph C is not 
G-colorable). Otherwise the clause is satisfied (resp. the graph C is G- 
colorable). To make the choice of truth values for the variables, we construct 
for each variable x the graph T (Fig. 4-4), called true-false-setting graph. 
The graph T satisfies the property that the nodes x and Y can be assigned 
only the colors 1 and 2 (but only alternatively) and that "a"  can be 3- 
colored, anyway. 






[ . . . . . . . . . . . . . .  
Fro. 4-3. The graph C. 
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FIG. 4--4. The graph T. 
Now we construct G(w) as described in Fig. 4-5. 
It is straightforward to see that a 1- and 2-coloring of the vertices x~ in the 
T-graphs which can be extended to a valid G-coloration of G(w) implies a 
fa lse--and true--assignment of the variables xj, which satisfies w and vice 
versa. This completes the proof. I 
In Fig. 4-6 an example for the construction of G(w) is given. 
The approach taken in the proof of Theorem 4.4 may well apply to other 
graphs. We will use it to show that a class of digraphs is in N. 
A graph Cn,1 is defined as follows: 
v(6 . , , )  = {v , ,  " '" 
E((7,,1) = {(v i, Vi+l)li = 1, 2 ..... n - 1} • {(v,, Vl), (v 1 , v,)}. 
If n is even, C,,1 is form-equivalent to C2 ; if n is odd, we have the following 
( i )  fo r  each var iab le  x.  : 
( i i )  fo r  each c lause  C i = (V i l  
FIG. 4-5. 
+ v i2  + v i3 )  : 
The construction of the graph G(w). 
643/51/2 4
142 MAURER, SUDBOROUGH AND WELZL 
FIG. 4-6. 
: c ;  - - - - - -~-  - L~- - -  : -~ q 
IT ~ \ /'1 _ '1'/ 'l 
>o 4 / !  
IT S ~ ~ xO -0  >li~ i 
:T "(,.~. ~-"---~ ~ 1,1' 
,, . . . .  ~ -~,___~o _>~o I
An example for the construction of G(w),  w = (x I + x 2 + xa) • (x 2 + ~73 + x~) - 
(-~l + x2 + Y3)" 
THEOREM 4.5. For all odd n greater than or equal to 3, C,,Fcoloring is 
NP-complete. 
Proof. Let C = C,, l ,  where 
V(E) = {1, 2, 3 ..... n}, 
E(C) = {(1, 2), (2, 3) ..... (n -- 1, n)} tO {(n, 1), (1, n)}. 
We use the same method as in the former proof. "True" corresponds to n 
and "false" corresponds to 1. Then t~ 2 is our true-false-setting graph. 
Let us consider the semipath P (Fig. 4-7). 
It is possible to show that P has the following properties: 
( i )  I f  s Ep(1)  then e is in/t(i), for i C {2,4, 6 ..... n -  1}U {n}. (Note 
that n, n -- 1 is the only pair of adjacent vertices in this set, and that there is 
no triple like this.) 
(ii) I f sCp(n)  then e is in p(i). For i ~ {n, l, 2, 4, 6, 8,10 ..... n - - l} .  
Consequently, similar arguments as in the proof of Theorem 4.4 show that 
the graph Co in Fig. 4-8 is the desired control-graph. II 
Now we are ready to give a complete classification of all digraphs with 
less than or equal to three nodes. Their names in the following' theorem 
correspond to the list in Fig. 4-9. 
(~- '~  ~n- 1 -''-'O ~-n -2~ 
FlG. 4--7. The semipath P. 
COMPLEXITY OF THE GENERAL COLORING PROBLEM 143 
r . . . . . . . . . . . . . . . . .  d 
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I t P 
I i 
I "' Co 
I i 
FIG. 4-8. The control-graph Co. 
THEOREM 4.6. The minimal graphs with at most three nodes can be 
classified as follows: 
P= {U, G1, G2, G3, G4, G5, G6, G7}, 
N= {G8, G9, G10}. 
Proof Case U is trivial, because very graph is an interpretation of U. 
Cases G1 and G2 (resp. G3 and G4) are immediate from Theorem 4.1 (resp. 
Theorem4.2). The graph G5 equals iF 3 and hence it is treated in 
Theorem 4.3. 
That G6 and G7 are in P can be seen directly as follows: Decide 
membership in f (G6)  (resp. S(G7)) by first placing all vertices of G with 
out-degree zero (resp. in-degree zero) in a set S, i.e., the set of vertices in G 
A U: (.) GI: G2: 
G3 : G4~ G5~ 
G 2X 
G82; GI0  
FIG. 4-9. All  minimal graphs with at most three vertices. 




Two more examples: the graphs H and D. 
mapped to from the vertex in G6 (resp. G7) with out-degree (resp. in-degree) 
zero. The graph G is in f (G6)  (resp. t (G7) )  then, iff the graph G' obtained 
from G by deleting all the vertices in S is bicolorable (which is detectable in 
polynomial time). 
G9 is the graph of Theorem 4.4. Theorem 4.5 implies that G8 is in N, 
because it equals C3,1. Finally, G10-coloring corresponds to 3-coloring and 
consequently it is in N. II 
It seems to be rather difficult to determine whether D-coloring is NP- 
complete or not for an arbitrary digraph D. Observation 3.6 offers "rather 
complicated" minimal digraphs D, for which D-coloring is solvable in 
polynomial time. The digraph D in Fig. 4-10 is the minimal graph for which 
f (D)  = S(G6)  ~ S(G7)  
holds. On the other hand, the "simple" graph H in Fig. 4-10 is a graph for 
which H-coloring can be shown to be NP-complete. 
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