Abstract-Increasing spectral and spatial resolution of newgeneration remotely sensed images necessitate the joint use of both types of information for detection and classification tasks. This paper describes a new approach for detecting heterogeneous compound structures such as different types of residential, agricultural, commercial, and industrial areas that are comprised of spatial arrangements of primitive objects such as buildings, roads, and trees. The proposed approach uses Gaussian mixture models (GMMs), in which the individual Gaussian components model the spectral and shape characteristics of the individual primitives and an associated layout model is used to model their spatial arrangements. We propose a novel expectation-maximization (EM) algorithm that solves the detection problem using constrained optimization. The input is an example structure of interest that is used to estimate a reference GMM and construct spectral and spatial constraints. Then, the EM algorithm fits a new GMM to the target image data so that the pixels with high likelihoods of being similar to the Gaussian object models while satisfying the spatial layout constraints are identified without any requirement for region segmentation. Experiments using WorldView-2 images show that the proposed method can detect high-level structures that cannot be modeled using traditional techniques.
I. INTRODUCTION
T HE recent increase in both the spatial and spectral resolution of the images acquired from new-generation satellites have enabled new applications in which the increased spatial resolution brings out objects' details that were not previously visible and the increased spectral resolution improves the capability to discriminate the physical characteristics of these details. Consequently, these advances have necessitated new approaches that effectively exploit both the spectral and spatial information for the detection and classification of objects in these images [1] .
A popular approach for joint use of spectral and spatial information in the remote sensing literature is to partition the images into regions and use the spectral properties of the Ç. Arı is with the Department of Electrical and Electronics Engineering, Bilkent University, Ankara 06800, Turkey (e-mail: cari@ee.bilkent.edu.tr).
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Digital Object Identifier 10.1109/TGRS.2014.2299540 pixels inside these regions for classification [2] - [4] . However, the methods that aim to obtain a smooth classification map based on homogeneous regions cannot be easily applied to the detection of a wide range of complex objects such as housing estates, schools, airports, agricultural fields, power plants, and industrial facilities that have more heterogeneous structures. An expected component in the approaches that strive to detect such complex objects, called compound structures in this paper, is a framework that models the spatial arrangements of simpler primitive objects [5] . Approaches for the detection of specific structures such as airports [6] and orchards [7] are available. However, these methods are not generalizable because they heavily rely on the peculiarities of the objects of interest. As a more generic method, Bhagavathy and Manjunath [8] proposed a window-based detector using histograms of Gabor texture features, and applied it to the detection of golf courses and harbors. However, histogram-based methods often cannot effectively capture the spatial structure. Harvey et al. [9] developed a facility detection framework where the outputs of pixelbased classifiers were used as auxiliary features that were input as additional data bands to a final pixel-based classifier. They applied this framework to the detection of high schools using athletic fields, parking lots, large buildings, and residential areas as auxiliary features. However, this framework does not explicitly model the spatial arrangements, and need training data for both the auxiliary and final detectors. Vatsavai et al. [10] used a latent topic learning algorithm with spectral, textural, and structural features to categorize image tiles as nuclear plants, coal power plants, and airports. However, the tile-based global features often cannot effectively model the geometries or the spatial relationships of the objects that comprise the complex structures.
As an example for more explicit modeling of the spatial structure, Gaetano et al. [11] performed hierarchical texture segmentation by iteratively merging neighboring regions that have frequently cooccurring region types. Zamalieva et al. [12] used probabilities estimated from region cooccurrences to construct the edges of a region adjacency graph, and employed a graph mining algorithm to find subgraphs that may correspond to compound structures. Akcay and Aksoy [13] combined spectral and shape characteristics of primitive objects with spatial alignments of neighboring object groups in assigning weights to the edges of a region adjacency graph and then used graph clustering to identify compound objects. However, all of these approaches require an initial segmentation for the identification of the primitive regions, but accurate segmentation of very high spatial resolution remotely sensed images is still a very difficult problem.
Using spatial arrangements of local image primitives has also been proven effective for object recognition in the computer vision literature [14] . State-of-the-art methods represent object classes in terms of parts that are visually similar and occur in similar spatial configurations. The detection of parts heavily rely on distinctive invariant features, and their grouping is typically handled using combinatorial searching over all possible part labeling. Popular spatial configurations include the constellation model [15] that is a fully connected joint representation of all parts and the star model [16] that uses a central reference part and assumes that each part is independent of the others given this part. However, these models are best suited for objects captured from a consistent viewpoint (e.g., sideways cars, frontal faces) in a large amount of training examples and are not easily applicable to remotely sensed data that contain thousands of primitive objects that do not necessarily generate distinctive features and that appear in many different compositions in the overhead view.
This paper describes a new approach that combines spectral and spatial characteristics of simple primitive objects to discover complex compound structures in very high resolution images. The proposed approach uses a probabilistic representation of the image content via Gaussian mixture models (GMM) in which each pixel is represented with a feature vector that encodes both spectral and spatial information consisting of the pixel's multispectral data and its coordinates, respectively. Each Gaussian component in the GMM models a group of pixels corresponding to a particular primitive object where the spectral mean corresponds to the color of the object, the spectral covariance corresponds to the homogeneity of the color content, the spatial mean corresponds to the position of the object, and the spatial covariance models its shape.
The detection procedure starts with a single example compound structure that typically contains a small number of pixels that are used to estimate a reference GMM. This GMM is used to define spectral and spatial constraints for identifying the occurrences of similar compound structures in target images. The spectral constraints ensure that the spectral properties of the detected primitives are similar to those in the reference model, whereas the spatial constraints assure that the shapes of the detected primitives as well as their spatial layout defined in terms of relative positions are consistent with the reference. We formulate the detection task as a constrained optimization problem that is solved using a novel expectation-maximization (EM)-based algorithm that fits a new GMM to the target image data and selects groups of pixels that have high likelihoods of belonging to the Gaussian object models while satisfying the spatial layout constraints. The proposed approach has an important feature that it can localize target structures without any requirement of an initial segmentation. Furthermore, the pixelbased likelihoods computed via the joint use of spectral and spatial information can also handle partial detection and missing primitives, due to the contextual information that the model captures. An early version of this paper was presented in [17] .
The remainder of this paper is organized as follows. Section II defines the proposed compound structure representation. Section III presents the constrained GMM that is used to model this representation. Section IV describes the EM-based maximum-likelihood detection algorithm for finding similar structures in target images. Section V presents experimental results using multispectral WorldView-2 imagery. Finally, Section VI provides our conclusions.
II. DEFINITION OF COMPOUND STRUCTURES
In this paper, compound structures are defined as high-level heterogeneous objects that are composed of spatial arrangements of multiple, relatively homogeneous, and compact primitive objects. To build the model for these structures, first, each pixel is represented by using a d-dimensional feature vector x = (x ms ; x xy ), where x ∈ R d is formed by concatenating a d-2 dimensional vector x ms containing the multispectral values and a 2-dimensional x xy containing the pixel's coordinates in the image. Since each primitive object is assumed to have a relatively homogeneous spectral content and a compact shape, we further assume that it can be modeled using a Gaussian that is defined in terms of the mean μ = (μ ms ; μ xy ) and the block diagonal covariance matrix Σ = (Σ ms , 0; 0, Σ xy ). The covariance model assumes that the multispectral values and the pixel coordinates are independent, i.e., p(x) = p(x ms )p(x xy ), which is similar to the common assumption about the independence of appearance and geometry in the state-of-the-art part-based object detectors [14] . Given a group of pixels forming the primitive object, the spectral mean μ ms corresponds to the average color of the object, the spectral covariance Σ ms corresponds to the homogeneity of the color content, the spatial mean μ xy corresponds to the position of the object, and the spatial covariance Σ xy models its shape as a convex object. Fig. 1 shows the spectral and spatial parts of an example model.
A compound structure consisting of K primitive objects can be then modeled using a GMM as follows:
which is fully defined by the set of parameters
, where μ k ∈ R d denotes the mean vector, and
denotes the covariance matrix of the kth Gaussian component that corresponds to the kth primitive object. α k ∈ [0, 1] denotes the probability of a pixel belonging to the kth component and is proportional to the number of pixels, i.e., size, of the corresponding primitive object. The sizes are normalized for the whole compound structure, i.e., α 1 , . . . , α K , are constrained to sum up to 1. Since each pixel can belong to one of the K Gaussian components, we also define a corresponding label variable y j ∈ {1, . . . , K} for each pixel j = 1, . . . , N, where y j = k denotes the event of the jth pixel belonging to the kth Gaussian component. The primitive objects can form different compound structures according to different spatial arrangements. In addition to its effectiveness of modeling both the homogeneity and the uncertainty in the spectral and shape content of the primitive objects, the power of the proposed compound structure model comes from its capability of modeling their arrangements. We use a fully connected layout model that is defined in terms of the displacement vectors between the centroids (spatial means) μ xy of the primitive objects. Given K primitive objects, the spatial layout of the compound structure is modeled using a total of 
where each of these vectors is defined for a particular pair of primitive objects. Fig. 1(c) shows the layout model of the proposed spatial GMM structure.
III. CONSTRAINED GMM
In the compound object detection problem, we assume that we are given an example compound structure of interest. This input, which is called the reference structure, is expected to be in the form of individually delineated regions for the primitive objects. The regions corresponding to the primitive objects can be obtained using basic low-level operations such as morphological opening/closing or image segmentation or can be obtained via manual selection.
The total ofÑ pixels, i.e., x j , j = 1, . . . ,Ñ , belonging to the reference structure consisting of K primitive objects are used to fit a GMM with K components, where each primitive object is modeled by one of the Gaussian components. Since the memberships of all reference pixels to the Gaussian components, i.e., y j , j = 1, . . . ,Ñ , are known by definition, the reference GMM parameters can be directly obtained using the maximum likelihood estimates as follows:
where [y j = k] is the Iverson bracket notation whose value is 1 if y j = k, and 0 otherwise. The resulting reference GMM, i.e., p(x|Θ), is defined by its parametersΘ
In addition to the GMM parameters, we also extract the spatial layout of the reference structure in terms of the displace-
Given a target image with N pixels x j , j = 1, . . . , N, the goal is to identify the pixels that are the most similar to those in the reference structure. This can be formulated as a detection problem for the localization of the subregions, i.e., the pixels of interest, that are most likely to correspond to the reference compound object. However, an inherent difficulty in this detection problem is that the pixels of interest, whose number is expected to be similar to the number of pixels in the reference structure, are typically observed as part of a significantly larger set of observations (N Ñ ) where the rest of the pixels have an unknown distribution. Instead of assuming an explicit density for the whole target image, we define the empirical distribution [18] of the pixels of interest as
where δ is the Dirac delta function, and z j ∈ {0, 1}, j = 1, . . . , N are the binary indicator variables that identify the pixels of interest, satisfying the constraint (6) assigns an equal probability of 1/Ñ to theÑ pixels of interest whose corresponding binary indicator variables z j are 1, and a probability of 0 is assigned to the remaining points.
The detection process involves modeling the pixels of the target image using a GMM with K components, where K is the same as the number of components in the reference GMM. The estimation of the parameters of the target GMM, i.e., p(x|Θ), that best approximates the empirical distributioñ p(x) also uses the reference GMM p(x|Θ) to form spectral and spatial constraints on the target GMM parameters. Once the target GMM is obtained, the pixels of interest can be selected as those that are the most likely under the estimated model.
The proposed estimation algorithm is presented in Section IV. The algorithm uses the following constraints that are defined between pairs of Gaussian components: one from the reference GMM and the other one from the target GMM.
• We want to keep the relative sizes of the components of reference and target structures the same, i.e., α k =α k for k = 1, . . . , K. • We want the average spectral content of the reference and target components to be similar. Thus, we constrain the multispectral part of each target mean to lie inside a confidence ellipsoid around the reference mean, i.e., (μ
. . , K, where the constant β ∈ R + determines the size of the ellipsoid as the tolerance to differences in spectral content. It can also be used to adjust the sensitivity of the model to changes in illumination conditions.
• We also want the homogeneity of the spectral content of the corresponding reference and target components to be the same, i.e., Σ
• We want to preserve the spatial layout of the reference structure in the target structure. Thus, given the
. . , K that are computed as in (5), the spatial layout of the target structure is constrained as μ xy i +d ij −μ xy j = t ij , where t ij 1 ≤ u and the constant u ∈ R + specifies the allowed amount of deviation from the reference spatial relations.
• Finally, we want the aspect ratio of each reference primitive object to be preserved in the target. Thus, we constrain the minimum and maximum eigenvalues λ min and λ max , respectively, of the spatial parts of the reference and target covariances to be the same, i.e., λ min (Σ
Note that this allows different rotations of the primitive objects.
The spectral and spatial constraints are shown in Figs. 2 and 3 , respectively.
IV. DETECTION ALGORITHM
The input to the detection problem is the reference GMM p(x|Θ) that is estimated fromÑ pixels in the reference compound structure, and a target image containing N pixels x 1 , . . . , x N , among which an unknown subset of sizeÑ constitutes the pixels of interest that are assumed to have the empirical distributionp(x). We do not make any explicit assumption about the distribution of the remaining N −Ñ pixels in the target image.
The goal of the detection algorithm is to estimate the parameters of the target GMM p(x|Θ) that best approximates the empirical distributionp(x). In information theory, the relative entropy or the Kullback-Leibler (KL) divergence [19] is a widely used measure of dissimilarity between two probability distributionsp(x) and p(x). It can be interpreted as the additional amount of information required to specify the value of x as a result of using p instead of the true distributionp, and is computed as
where H(p(x)) denotes the differential entropy of the probability distributionp(x). The detection problem in this paper is formulated as the minimization of the KL divergence betweeñ p(x) and p(x|Θ) over the constrained GMM parameters Θ and the indicator variables
Using (7), we can expand the KL divergence in (8) as
Since H(p(x)) does not depend on the parameters Θ and the indicator variables Z due to the constraint that they sum toÑ (the entropy does not change according to whichÑ z j among N are set to 1), the objective (9) corresponds to the minimization of the negative weighted log-likelihood or, equivalently, to the maximization of the weighted log-likelihood as
Since the objective function in (10) is not jointly concave in Θ and Z, there is no algorithm that can guarantee to find the global optimum. However, the GMM parameters and the indicator variables that correspond to a local optimum solution of (10) can be obtained via alternating optimization using an expectation-maximization (EM)-based algorithm.
The EM algorithm uses distributions over the unobserved label variables to obtain a lower bound for the original loglikelihood function. Let W = {w jk = P (y j = k|x j , Θ), j = 1, . . . , N; k = 1, . . . , K} denote the posterior probabilities of the label variables given the corresponding data points x j , j = 1, . . . , N. A lower bound function F (Z, W, Θ) for the loglikelihood function l(Z, Θ) can be obtained as
Then, the auxiliary optimization problem that uses the derived lower bound can be written as
where C Θ is the constraint set for Θ, as defined in Section III. Note that this problem can be solved by introducing a relaxation of the binary indicator variables z j ∈ {0, 1}, j = 1, . . . , N as 0 ≤ z j ≤ 1, where an optimal solution still consists of binary values as described in the following. The proposed algorithm uses alternating optimization to find a local optimum solution where F (Z, W, Θ) is maximized over Z for fixed W and Θ, and over W and Θ for fixed Z iteratively. For fixed W and Θ, the objective function becomes linear in Z, and the maximization of a linear objective over a unit box with a total sum constraint corresponds to a linear program with a simple solution: z j = 1 for theÑ data points with the largest
values and z j = 0 for the rest. We call this the Z-step.
For fixed Z, the solutions for W and Θ are similar to the conventional EM algorithm for GMM estimation. If there were no constraints on Θ, the update equations for the GMM parameters for the optimization of F (Z, W, Θ) via the EM iterations can be derived as
where (13) corresponds to the E-step, (14)- (16) correspond to the M-step, and the index t corresponds to the iteration number. However, the parameters might not satisfy the desired constraints after being updated in the M-step. Thus, to handle the constraints that are defined with respect to the reference GMM earlier, we project the parameters onto constraint sets at the end of every iteration. This can be considered a special case of the alternating projections algorithm for handling constrained optimization problems [20] .
We use the square of the Euclidean distance to measure the distance of point θ ∈ Ω to a constraint set C θ ⊆ Ω, where
and Ω is the domain of θ. The pointθ ∈ C θ that is closest to θ, i.e., the point for which the minimum in (17) is attained, is referred to as the projection of θ on C θ . We use P C θ : Ω → C θ to denote the projection function onto the constraint set C θ , and P C θ (θ) as the projection of θ on C θ . Projections P C θ (θ) are computed by solving optimization problems defined by the selected constraints. Some of the optimization problems of interest are easy to solve and have simple analytical solutions. However, in general, no analytical solution exists, but a solution can be obtained very efficiently using interior point or active set algorithms [21] , [22] . The parameters in Θ that satisfy the particular constraints defined in Section III can be computed as follows. The prior probabilities can be obtained as the solution of
Due to the equality constraints, the optimal value of (18) is achieved with α k =α k for k = 1, . . . , K. Next, the optimization problem and the corresponding projection operator P C Σ for finding the projections of the covariance matrices is defined as , thresholding the eigenvalues according to the max-min limits, and reconstructing the spatial part of Σ (t+1) k using the clipped eigenvalues and eigenvectors. Finally, the projections of the mean vectors P C μ are computed by solving the following quadratic programming problem:
The proposed detection algorithm is summarized in Algorithm 1. The EM procedure is run by starting from different initializations (described in Section V-B) of the target GMM on the target image. Each run with a particular initialization finds a solution to (12) by alternating between the E-, Z-, and M-steps until an allowed maximum number of iterations is attained or until the difference between the log-likelihood values at two successive iterations falls below some given threshold. The result of each run is the GMM parameters Θ * and the indicator variables Z * corresponding to a local maximum of the weighted log-likelihood function in (10) . Each result involves the binary indicator variables {z j } N j=1 among whichÑ are 1 and N −Ñ are 0, and corresponds to a grouping (selection) of the pixels that have high likelihoods of being similar to the reference Gaussian object model while satisfying the spatial layout constraints. The corresponding likelihood value is considered a measure of the goodness of that result. The final detection score for each pixel is obtained as the highest likelihood value among the runs in which it is selected. Fig. 4 shows the convergence of the EM iterations for different initializations.
Algorithm 1 Compound object detection algorithm
1: s j ← −∞ 2: for all initializations in the image 3:
repeat {EM iterations} 6: E-step: compute w (t) jk using (13) 7: Z-step: z j ← 1 forÑ data points with largest
jk )) and z j ← 0 for others 8: M-step: compute α
Projection: update α
until maximum number of iterations reached or loglikelihood unchanged 12:
s j ← max{s j , log-likelihood}, ∀j such that z j = 1 13:end for
V. EXPERIMENTS

A. Data Sets
The experiments were performed using multispectral WorldView-2 images of Ankara and Kusadasi in Turkey. In particular, the Ankara data consisted of a subscene with a size of 700 × 700 pixels and a spatial resolution of 2 m covering a residential area with various groups of buildings with different shapes and arrangements, as shown in Fig. 5(a) . The Kusadasi data consisted of two subscenes, each with a size of 600 × 600 pixels and a spatial resolution of 2 m, covering also residential areas with different types of building groups, as shown in Fig. 6(a) and (e) .
B. Experimental Protocol
The input reference compound structures used in the experiments were obtained by manual delineation of the individual primitive objects. This can be considered a very moderate requirement as only a few individual objects need to be delineated as opposed to relatively large training sets needed for supervised detection and classification algorithms. Given a single example structure, the parameters of the reference Gaussian components in p(x|Θ) were obtained via maximum-likelihood estimation using the pixels belonging to each primitive object. In particular, the component probabilities {α k } K k=1 were estimated using the ratio of the number of pixels in each primitive object to the total number of pixels in the compound structure as in (2), and means
were estimated as in (3)- (5), respectively.
After this step with a user input, the rest of the detection process was performed fully unsupervised using the EM algorithm described in Section IV. Note that the algorithm works on individual pixels without requiring any initial segmentation while performing object detection but, at the same time, has the capability of grouping individual pixels that have high likelihoods of belonging to the Gaussian object models while satisfying the spatial layout constraints.
In the EM algorithm, the parameters of the target GMM p(x|Θ) were initialized by using the parameters of the reference model. First of all, the number of mixture components K was fixed at the number of primitive objects in the ref- were initialized to the reference GMM's corresponding means and covariances.
Since each different initialization of the EM algorithm converges to a local maximum of the likelihood function and there is no prior information about the expected locations of compound structures of interest in the target image, we used a straightforward initialization procedure for the spatial means {μ xy k } K k=1 using uniform sampling of the image coordinates. A grid of pixels with row and column increments of 20 pixels and a buffer of 30 pixels at the image boundaries were used as offsets to be added to the spatial means of the reference objects while preserving the displacement relations of the spatial means computed from the reference GMM (three examples were given in Fig. 4 ). This resulted in 32 × 32 = 1024 runs for the EM algorithm for the Ankara image and 27 × 27 = 729 runs for each of the Kusadasi images. For each run, the spatial covariances {Σ
were initialized to the reference GMM's corresponding spatial covariances.
Each EM run solved the optimization problem in (12) with the stopping condition selected to be the difference between the log-likelihood values at two consecutive iterations being less than 10 −9 or a maximum of 100 iterations. Regarding the parameters in the constraints, β in Fig. 2 was set to 10 −9 , and the deformation parameter u in Fig. 3 was set as 0.1 or 10 pixels for a strict or loose satisfaction, respectively, of the spatial layout constraints. Finally, the number of pixels of interest (Ñ ) was set to the total number of pixels in the reference structure. This choice corresponded to the expectation that the structures of interest in the target image had a similar scale as the reference structure. Detection of structures at scales different from the reference structure is straightforward by scaling N and the parameters of the reference model (spatial means, covariances, and displacement vectors) accordingly. Rotations of the reference structure at 45
• and 90
• were considered in the experiments in the following.
C. Baseline for Comparison
The baseline method that was used for comparison was the unconstrained Gaussian mixture classifier. The first baseline result (referred to as GMM1) was obtained by computing the likelihood of each pixel using its multispectral values as
ms k ) using the GMM estimated from the input reference structure. The second baseline result (referred to as GMM2) was obtained by assigning the highest probability given by individual reference Gaussian components as the detection score of each pixel as max
Both of these methods are widely used for GMM-based classification of remotely sensed images in the literature.
D. Evaluation Criteria
Thresholding of the detection score at each pixel produces a binary detection map. We used precision and recall as the quantitative performance criteria, as in [7] , to compare the binary detection maps obtained using a uniformly sampled range of thresholds to the validation data that were obtained by manual labeling of the structures of interest as positive and the rest of the image as negative. Recall (producer's accuracy), which is computed as the ratio of the number of correctly detected pixels to the number of all pixels in the validation data, can be interpreted as the number of true positives detected by the algorithm, whereas precision (user's accuracy), which is computed as the ratio of the number of correctly detected pixels to the number of all detected pixels, evaluates the algorithm's tendency for false positives. We also used the F-measure that combines precision and recall using their harmonic mean as
to rank different experimental settings and determine the best threshold. A particular threshold value can be selected interactively or by using automatic thresholding techniques [23] when no validation data are available. In addition to pixel-based evaluation, we also performed object-based evaluation as in [24] . This strategy, which is called focus-of-attention, assumes that a single correctly detected pixel inside a target object is sufficient to attract the operator's attention to that target and label it as correctly detected, but any pixel outside the target is a false alarm because it diverts attention away from true targets. In our implementation of the focus-of-attention strategy, we used the convex hull of the pixels belonging to each structure of interest as the object mask for that structure. Then, given the binary detection map for a particular threshold, the union of one or more pixels inside the mask of a target structure was counted as a true positive, whereas the number of connected components of pixels that did not overlap with any target structure was counted as false positives. Precision and recall used counts of groups of pixels instead of individual pixels for object-based evaluation.
E. Results
The proposed object detection algorithm was evaluated using two scenarios. The first scenario aimed the detection of a structure composed of four buildings with red roofs placed in a diamond formation in the Ankara image, as shown in Fig. 5 . The second scenario aimed the detection of a housing estate composed of four buildings and a pool in the Kusadasi images, as shown in Fig. 6 . Since all three WorldView-2 test images contained suburban scenes, the detection scenarios mainly involved the detection of building groups.
The first set of experiments was done to evaluate the effects of combinations of different rotations of the reference structure in the detection performance, as shown in Fig. 7 . Rotations of 0
• and 45
• were considered for the Ankara image, whereas rotations of 0
• , 45
• , and 90
• were considered for the Kusadasi images, as shown in Figs. 5 and 6 (0
• means no rotation), respectively. The final detection score for a combination was obtained as the pixel-wise maximum of the scores obtained by using individual structures. The results showed that using multiple rotations of the reference structure could improve the performance depending on the image content. For example, the best performance in terms of the F-measure was obtained with the original reference structure (0 • ) for the Ankara image. However, combining 0
• rotations gave the best results for the Kusadasi1 image, and combining 0
• rotations gave the best results for the Kusadasi2 image. These results were reasonable considering the appearances of the target structures in the validation data shown in Figs. 5 and 6. Note that different rotations of the reference structure affect only the displacement vectors in the layout model as rotations of individual primitive objects were already allowed in the constraints. According to the variance of the F-measure resulting from different combinations, the model with u = 0.1 was affected slightly more than the model with u = 10 from different combinations. This was also expected because larger amounts of deformations were allowed in the latter model, but the former required a more strict satisfaction of the layout constraints. The next set of experiments was done to compare the performances of the proposed detection algorithm (referred to as CGMM) and the baseline methods (referred to as GMM1 and GMM2) as described in Section V-B and C, respectively. Fig. 8 shows the pixel likelihoods as the detection scores for all methods for all images. The best rotation combinations in Fig. 7 were used for the CGMM results. The results showed that the proposed algorithm could provide a very good localization of the target structures of interest by incorporating both spectral and structural information in the constrained GMM models. The relative likelihood values were also very strong indicators of the goodness of the detection as the highest likelihood values were obtained for the pixels that belonged to the objects that were very similar to the individual primitives in the reference structures but also satisfied the spatial layout constraints. The spatial constraints that allowed rotations of individual primitives also enabled the detection of additional structures involving cross-like formations or parallel groups of buildings as well as rotated pools while preserving the relative displacements computed from the reference GMMs. On the other hand, the baseline methods that did not use any spatial information detected a wide range of individual objects without any consideration of their spatial arrangements as expected. This led to very low precision and unsatisfactory localization of the structures of interest. Fig. 9 shows precision versus recall curves obtained by applying different threshold values to the likelihood-based detection scores, and Table I summarizes the results corresponding to the best thresholds. The results showed that the proposed algorithm that jointly exploited spectral and spatial information performed significantly better than the baseline methods that only used spectral information. In particular, CGMM achieved significantly higher precision values than GMM1 and GMM2 for the same value of recall for both pixel-based and objectbased evaluation. There was no significant difference between the performances of GMM1 and GMM2, but the accuracy of the models with u = 0.1 and u = 10 varied according to the appearances of the target structures of interest in different images. For example, the model with u = 10 performed significantly better than the one with u = 0.1 in the Ankara image because of the flexibility needed in the displacement of the primitive objects in the target structures of interest. However, for the Kusadasi images, the model with u = 10 obtained slightly higher precision scores for very high values of recall, whereas the model with u = 0.1 often had slightly higher precision scores for lower recall values. This could be explained with the observation that the more strict model (u = 0.1) needed to produce more detection results to achieve very high recall values but could be more selective when missing some of the targets that could be tolerated. The performance scores for the Ankara image were higher in general than the scores for the Kusadasi images because the target primitive objects of interest in the Ankara image had an average size of 120 pixels, whereas the target primitives in the Kusadasi images had an average size of 13 pixels, making the latter a much more difficult learning and detection task. The results also showed that object-based performance scores were always higher than those in pixel-based evaluation. This was consistent with the observations in [24] that the object-based target detection evaluation permits a much higher threshold than would be needed to accurately detect most of the pixels in the target, and an increased threshold generally produces fewer false alarms. Fig . 10 shows detection examples. Considering that the primitive objects in the input structures used to estimate the reference GMMs had on average only 80 and 16 pixels for the Ankara (see Fig. 5 ) and Kusadasi (see Fig. 6 ) images, respectively, the detection results by the proposed method showed a very effective localization of the target structures. For example, although the spectral-only GMM1 and GMM2 models could not learn and detect the pools in the Kusadasi images, the proposed model could identify most of the pools because of the enhanced likelihood due to the joint use of spectral and spatial information learned from a very small number of pixels. In fact, the proposed model could also allow partial detection of the primitives and showed the ability to handle missing primitives due to the contextual information that it captured, although the decisions were made in the pixel level. Additional constraints can be used to restrict or relax both the appearances and the spatial layout of the primitive objects within the compound structures of interest.
Finally, we analyzed the effect of the deformation parameter on the running time. On the average, one EM run took 17 s for u = 0.1 and 15.08 s for u = 10 on a PC with a 2.27-GHz Intel Xeon processor using a Python-based implementation. The running time of our generic implementation of the EM algorithm for constrained GMM estimation using alternating projections could be made shorter by exploiting the peculiarities of the specific constraints used. For example, the spectral constraints can be used to reduce the number of EM runs by using a prefiltering of the image for potential locations of the target structure, and the spatial constraints can be exploited to decrease the search space and reduce the number of pixels used in computing the likelihood. We also observed that the average distance from initialization to convergence was 11 and 18.48 pixels for the Ankara and Kusadasi images, respectively, for u = 0.1, and 9.25 and 16.18 pixels for the Ankara and Kusadasi images, respectively, for u = 10. This showed that the model with u = 10 took both shorter time and shorter distance to converge because of the relaxed constraints. However, it might also require denser initializations to cover a given image space. The analysis showed that the proposed model provided flexibility for possible adjustment of the parameters by the users according to the characteristics of the structures of interest.
VI. CONCLUSION
We described a new approach for the detection of compound structures that are comprised of spatial arrangements of primitive objects in very high spatial resolution images. The proposed approach used GMMs to represent the compound structures in which the individual Gaussian components modeled the spectral and shape characteristics of the individual primitives and an associated layout model was used to model their spatial arrangements. Then, a novel EM algorithm that could incorporate spectral and spatial constraints was presented for the estimation of the proposed object representation and the detection of compound structures in new images. Given an example structure, first, a reference GMM and the spatial layout model were estimated from the pixels belonging to the manually delineated primitive objects. Then, the EM algorithm was used to fit a GMM to the target image data so that the pixels that had high likelihoods of belonging to the Gaussian object models and satisfied the spatial layout constraints could be grouped to perform object detection.
The experiments using WorldView-2 images showed that the proposed method could detect high-level structures that cannot be modeled using traditional techniques. The method was capable of very effective localization of the target structures without requiring any image segmentation while performing object detection by grouping individual pixels. Furthermore, the enhanced likelihood computed via the joint use of spectral and spatial information also enabled partial detection of the primitives due to the contextual information that the model captured from a very small number of example pixels. Future work includes experiments with other types of compound structures in different data sets. We are also planning to extend the model with additional constraints.
