microscopy often reveals the existence of phenotypically distinct cellular subpopulations. however, additional characterization of observed subpopulations can be limited by the number of biomolecular markers that can be simultaneously monitored. here we present a computational approach for extensibly profiling cellular subpopulations by freeing one or more imaging channels to monitor additional probes. in our approach, we trained classifiers to re-identify subpopulations accurately based on an enhanced collection of phenotypic features extracted from only a subset of the original markers. then we constructed subpopulation profiles step-wise from replicate experiments, in which cells were labeled with different but overlapping marker sets. We applied our approach to identify molecular differences among subpopulations and to identify functional groupings of markers, in populations of differentiating mouse preadipocytes, polarizing human neutrophil-like cells and dividing human cancer cells.
microscopy often reveals the existence of phenotypically distinct cellular subpopulations. however, additional characterization of observed subpopulations can be limited by the number of biomolecular markers that can be simultaneously monitored. here we present a computational approach for extensibly profiling cellular subpopulations by freeing one or more imaging channels to monitor additional probes. in our approach, we trained classifiers to re-identify subpopulations accurately based on an enhanced collection of phenotypic features extracted from only a subset of the original markers. then we constructed subpopulation profiles step-wise from replicate experiments, in which cells were labeled with different but overlapping marker sets. We applied our approach to identify molecular differences among subpopulations and to identify functional groupings of markers, in populations of differentiating mouse preadipocytes, polarizing human neutrophil-like cells and dividing human cancer cells.
Visual examinations of cells using microscopes often reveal striking phenotypic heterogeneity, with cellular subpopulations distinguishable by differences in expression or subcellular localization of biomolecules, or in cell morphology [1] [2] [3] . An increasing body of evidence suggests that characterization of cellular subpopulations may provide important insights into biological processes such as disease progression, cellular differentiation or response to external perturbations [2] [3] [4] [5] . To better understand the molecular underpinnings of observed cellular heterogeneity, methods are required to probe and compare large numbers of biomolecular readouts on cellular subpopulations.
Two major obstacles have limited our ability to investigate the molecular states of cellular subpopulations. First, it can be difficult to physically and reliably isolate subpopulations that are identified according to spatially defined phenotypic patterns such as cellular morphology or biomolecular localization. Second, conventional filter-based fluorescence microscopy is currently limited in practice to using 4-5 markers simultaneously. This limitation is an obstacle for identifying molecular differences among subpopulations; even simple transcriptional networks may consist of more than four regulators and tens of target biomolecules 6 . Regardless of new labeling technologies 7, 8 and computational algorithms 9 that increase the number of fluorescence markers that can be monitored simultaneously in a single cell, a need will exist to monitor ever larger numbers of biomolecules.
Here we propose a computational method for building extensible phenotypic profiles of cellular subpopulations based on immunofluorescence microscopy. We started by assuming that subpopulations had been identified through specific features of an initial biomolecular marker set and that no free fluorescence channels were readily available for monitoring additional biomolecules. To monitor additional biomolecules in these subpopulations, our strategy was to (i) remove one or more of the initial biomolecular markers, thereby freeing one or more of the fluorescence channels; (ii) train a classifier to re-identify the subpopulations using the retained marker(s) by making better use of available information (for example, bright-field images or expanded 'high-content' features [10] [11] [12] ; and (iii) analyze replicate experiments in which cells are co-stained with the retained markers and one or more new markers in place of the removed makers. In this process, although no individual cell had been simultaneously labeled with all markers, phenotypic information on the subpopulation is combined in silico via a common set of retained markers. This approach, which we call 'virtual subpopulation profiling', provided an extensible strategy for obtaining deeper phenotypic and functional characterization of the identified subpopulations.
Here we provide an overview of our method and demonstrate its application to studying three different biological processes: adipogenesis of 3T3-L1 mouse preadipocytes, polarization of HL-60 human neutrophil-like leukemia cells and cell cycle of H460 human lung cancer cells. We selected these systems because phenotypic heterogeneity has been observed 1,2 , markers for many of the involved molecular components are readily available 13, 14 , and dramatic changes in cellular morphology and/or localization of biomolecules occur, enabling separation of subpopulations in silico. For each model system, we identified cellular subpopulations with distinct phenotypes, trained classifiers to re-identify the subpopulations using a reduced set of markers and constructed virtual phenotypic profiles for these subpopulations based on 7-9 additional biomolecular markers. We experimentally validated that virtual phenotypic profiles constructed from our approach closely resembled profiles obtained from staining experiments. results overview of the subpopulation profiling method Our approach comprised three steps (Fig. 1) . In the first step, we identified a collection of phenotypically distinct subpopulations from microscopy images of cells stained with an initial marker set (Fig. 1a) . Manual, computer-assisted or fully automated 5, 15 methods can be used to group cells based on similarities of specific phenotypic features. The choice of the initial feature set and thus the method for identifying subpopulations is study-dependent. Subsequent steps in our approach will provide an assessment of whether phenotypic distinctions observed among subpopulations in the initial feature set are present for features defined using other markers.
In the second step, we trained a classifier to distinguish the identified subpopulations using only a 'reference' feature set. A natural choice of a reference feature set would be the initial feature set. However, one or more of the initial markers will be removed to make room for new markers (Fig. 1b) . Ideally, the marker(s) that provides the least discriminative feature would be removed. We reasoned that the inclusion of additional phenotypic readouts from the retained markers and/or from bright-field images could make up part of the information lost from the removed markers (Fig. 1b) . For this purpose, we first used a large set of general phenotypic features and then automatically selected features that provided the highest classification accuracy.
In the third step, we performed replicate experiments in which we stained each set of cells with a different new marker together with the retained markers (Fig. 1c) . We then used the trained classifier to match cells to the corresponding subpopulations based on the reference features. For each subpopulation, we extracted and combined phenotypes from all new markers to form a virtual phenotypic profile. Our approach provided the ability to summarize, for each subpopulation, the simultaneous phenotypes of larger numbers of markers than could be accommodated with current technology.
Building virtual phenotypic profiles for adipogenesis
We first applied our method to monitor differentiating 3T3-L1 preadipocytes. Previously, we had used a Gaussian mixture model (GMM) to approximate the heterogeneity observed among differentiating 3T3-L1 cells 2 and identify four subpopulations (S1-S4) based on the average cellular amounts of lipid droplets or adiponectin (Fig. 2a,b and Supplementary Methods; also see To make room for new markers, we trained a classifier to recognize the identified subpopulations based on a reduced marker set. We used a conservative estimate of classification performance called minimum class accuracy (MCA), which reports the classification performance of the most poorly classified subpopulations (Supplementary Methods). Classification performance depended primarily on four factors: the retained marker set, the classifier type, the classifier parameters and the reference features. An exhaustive search for a globally optimum combination was computationally prohibitive. Instead, we used a greedy search approach that optimized one factor at a time (except for classifier parameters, which we optimized during each step of the greedy search).
First, in this dataset, we found that removing any of the initial markers significantly reduced subpopulation classification accuracy ( Fig. 2c and Supplementary Fig. 1a) , indicating that the initial features derived from these markers were not redundant. Between the two initial markers, removing the lipid-droplet marker yielded a smaller decrease in classification accuracy (from 95.3% to 32.6% MCA). To compensate for the information loss, we extended our initial feature set to include 499 high-content features per cell, extracted from images of cells stained with adiponectin and DNA markers, and from bright-field images ( Fig. 2d and Supplementary Methods). These general features were not biased toward any biological process and formed the basis for our reference feature set.
Second, we searched for a classifier type that would provide high accuracy re-identification of the original subpopulations. We selected 10 standard classifier types and crudely considered all 15 possible combinations of feature categories (intensity, morphology, texture and moment; we refined feature sets in the next step). We found that top-performing classifiers had similar relative performance across the 15 tested feature combinations ( Supplementary Fig. 1b) . We selected the classifier type with the highest overall MCA, namely support vector machines with radial-basis-function kernel (SVM-RBF) 16 . Third, given our choice of classifier type, we searched for a subset of features in the reference feature set that would improve classification. We compared several feature-selection methods ( Supplementary Fig. 2a,b) . Sequential floating forward search (SFFS) 17 performed the best and identified a subset of seven highcontent features from images of cells stained with adiponectin and DNA markers and bright-field images (Supplementary Data); overall, SFFS increased subpopulation classification accuracy to 74.2% MCA ( Fig. 2d and Supplementary Fig. 2a ). This result indicated that, in some cases, the inclusion of features from bright-field and stained-DNA images can increase the power of subpopulation discrimination. Thus, for subsequent identification of the original four subpopulations, we trained a final SVM-RBF classifier using these seven informative features.
Finally, we combined phenotypic measurements from replicate experiments to create virtual phenotypic profiles of subpopulations. We stained cells with the three initial markers (DNA, lipid droplets and adiponectin) together with one of the five new markers selected to monitor the adipogenesis and lipolysis processes (Fig. 3a) . We extracted features that measured the nuclear or cellular amounts of these markers, based on their known subcellular localization patterns. We constructed the virtual phenotypic profiles using the median values of these features for each subpopulation.
Validation of virtual phenotypic profiling
We next compared the constructed virtual phenotypic profiles both to ground truth and to population-averaged profiles. The first comparison allowed us to measure noise introduced by our trained classifier. The second comparison allowed us to test whether new information was contained in the subpopulationlevel profiles.
To assess deviation from ground truth, we computed phenotypic profiles using three different definitions of cellular subpopulations: the original GMM based on all initial features (int/all; ground truth obtained from cells stained with all the initial markers); a trained classifier based on the initial adiponectin feature alone (int/AdipoQ; used to assess performance before the addition of new features); or a trained classifier based on the high-content adiponectin feature set (HC/SFFS; virtual phenotypic profile) (Fig. 3a) . Deviation from ground truth was measured as |10 log 10 (virtual profile/ground truth)|, traditionally assigned in units of decibels (dB). As expected, the phenotypic profiles for the int/AdipoQ subpopulations deviated from the ground truth phenotypic profiles (Fig. 3a) ; the maximum noise level of the median marker levels was 8.8 dB (Fig. 3b) . In contrast, the HC/ SFFS subpopulations had similar single-cell statistics to those for ground truth phenotypic profiles (Fig. 3a) ; the maximum noise level was only 1.7 dB (Fig. 3b) . Overall, HC/SFFS subpopulations had either significantly lower or insignificantly different noise levels than the corresponding int/AdipoQ subpopulations for all markers (P < 0.05; Fig. 3c ). These results showed that the high-content features from images in which adiponectin and DNA were stained could compensate for the removal of lipid-droplet staining data.
To measure the deviation of virtual phenotypic profiles from population averages, we repeatedly partitioned cells into four 'random' subpopulations using the same proportions of cells as the original subpopulations S1-S4 (Fig. 2b) . As expected, profiles based on the new markers for these random subpopulations were distributed around the population-averaged profile (Fig. 3d) . In contrast, virtual phenotypic profiles for the original subpopulations remained distinct from each other, and profiles for S1, S2 and S3 differed significantly from the population-averaged profile (P < 0.05; Fig. 3d ; see Supplementary Methods for P-value estimation). In general, virtual phenotypic profiles should only be expected to diversify and offer higher-resolution information than a population-averaged profile to the extent that the original subpopulations diversify with respect to the initial markers, and that the new markers measure molecular differences among these original subpopulations. . 1b) . All features implicitly contain information from the DNA marker, which was used for segmentation. (int/all, all initial features; int/AdipoQ, initial adiponectin feature, int/LD, initial lipid-droplet feature; HC/all, all additional high-content features; HC/SFFS, high-content feature subset selected by sequential floating forward search. Error bars, s.e.m.; **P < 0.010; ***P < 0.001; one-sided paired t-test (n = 3). 
Functional grouping of biomolecules
We next used virtual phenotypic profiles to compare biomolecules based on their expression patterns across the subpopulations (Fig. 4) . Hierarchical clustering based on the original subpopulations revealed two main clusters that were consistent with current understanding of these pathways 13, 18 ( Fig. 4a ; also see figure 4a in ref.
2), but that were missed in the population-averaged profile (Supplementary Fig. 3) . After removing the lipid-droplet marker, the heatmap diverged from the original heatmap (Fig. 4b) . However, as measured by the lower noise level (Fig. 3b) , the heatmap obtained by using the additional high-content features was similar to the original heatmap (Fig. 4c) . These results indicated that the high-content features gave similar functional grouping of biomolecules as the initial features.
Virtual phenotypic profiles for polarization
We next applied our method to differentiated HL-60 neutrophillike leukemia cells 14, 19 that were stimulated for 2 min with formyl-Met-Leu-Phe (fMLP). We used three initial markers: for F-actin to detect the protruding front of the cells, for phosphorylated myosin light chain 2 (pMLC2) to detect the retracting rear and for DNA to detect nuclear regions ( Supplementary  Fig. 4a ). GMM clustering identified three subpopulations corresponding to different stages or states of polarization ( Fig. 5a and Supplementary Fig. 4b) .
To free an imaging channel, we removed the pMLC2 marker, which caused the classification accuracy to decrease from 94.3% to 48.9% MCA (Supplementary Figs. 1c,5a) . We then identified 8 high-content features from the F-actin and DNA staining to increase the classification accuracy to 72.9% MCA (Supplementary Fig. 5b ). We also added 5 new markers germane to the polarization process and computed virtual phenotypic profiles based on two polarization-specific features: the 'polarization index' , which captured the distance between a marker and cell centroids; and 'F-actin co-localization', which captured the spatial correlation between a marker and F-actin (Fig. 5b) . The maximum noise level was 0.3 dB for all subpopulations, and the profiles for S1 and S2 significantly diverged from the population averages (P < 0.01; Supplementary Fig. 6a-c) .
Hierarchical clustering of the virtual phenotypic profiles for the polarized HL-60 cells grouped the markers by known functional associations 14, 20 (Fig. 5b) . Notably, similar functional grouping could also be obtained from the virtual phenotypic profiles of subpopulation S3 alone (Fig. 5c) . We obtained similar results by using the actual subpopulations identified by all the initial features ( Supplementary Fig. 7a,b) .
Virtual phenotypic profiles for cell cycle
Finally, we applied our method to H460 lung cancer cells. We used prior knowledge to separate cells by their cell-cycle phase: G1, S, G2 and M ( Fig. 5d and Supplementary Fig. 8) . We stained cells with antibody to 5-bromo-2-deoxyuridine (BrdU) to detect S-phase cells 21 , antibody to phosphorylated histone H3 (pH3) to detect M-phase cells 22 and Hoechst (a DNA stain) to separate G1-from G2-phase cells (Supplementary Methods). These three initial markers are commonly used as a 'gold standard' for cell-cycle detection 23 .
Instead of systematically identifying and removing the least informative marker(s), we chose to remove a marker based on practical considerations. In this case, BrdU labeling requires a pulse-and-chase experiment; eliminating this marker reduced the complexity and cost of the experiment. Although total DNA level alone has been used for separating G1, S and G2/M cells 23 , it is well-known that S-phase and non-S-phase cells can have similar total amounts of DNA 24 (Supplementary Fig. 8c) . Indeed, after removing the BrdU marker, classification accuracy dropped from ** ** ** ** *** * 2 0 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3
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Lipid-droplet PLINA S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4 (Supplementary Fig. 5c ). As with the two previous systems, we found that SVM-RBF classifier and SFFS feature selection provided the best overall classification performance. However, in this case, the addition of 10 high-content features increased the classification accuracy only to 60.3% MCA (though the average class accuracy was 74.9%) ( Supplementary  Fig. 5d ). Most of the misclassified cells were in S and G2 phases.
To profile the subpopulations, we monitored 6 additional markers with differential expression during the cell cycle (Fig. 5e) . The maximum noise levels of the virtual phenotypic profiles was 1.4 dB, and, as expected, profiles (especially for S1, S3 and S4) significantly diverged from population averages (P < 0.05, Supplementary Fig. 6d-f) . Here hierarchical clustering of the virtual phenotypic profiles separated the added S1 S2 S3 S1 S2 S3 The profile of each marker (abbreviations as in Fig. 3 ) was normalized by dividing the profile with its maximum value. The known functions of the tested biomolecules are indicated. The distance metric used was Euclidean distance, and the clustering algorithm used was average linkage. (Fig. 5e) . We also computed an additional feature, 'DNA co-localization', which captured the spatial correlation between a marker and DNA (Supplementary Methods). Despite some misclassification of S/G2 cells, we found that our profiles (Fig. 5f ) conformed to the known subcellular translocation of these markers during cell-cycle progression 26, 27 and looked similar to the profiles of the actual subpopulations ( Supplementary Fig. 7c,d ).
discussion
Our approach for constructing extensible phenotypic profiles of cellular subpopulations is based on the ability to re-identify subpopulations in replicate experiments using fewer markers but more phenotypic readouts. The approach of substituting features for markers was most effective when information from the removed marker(s) could be extracted from properties of cellular morphology or from the remaining markers, such as when the original markers represent readouts of a common biological pathway. The degree of heterogeneity in a population affects the usefulness of our approach. In principle, if there were only one subpopulation, virtual phenotypic profiling would provide no additional benefit because multiple biomolecules could be assayed independently on different replicates of cells (Fig. 6) . At the other extreme, if cell-to-cell variability was so high that every cell defined its own subpopulation, virtual phenotypic profiling would be impossible because the similarity of a given phenotype between two cells would bear no information about the similarity of any other phenotype between the same two cells (Fig. 6) . In practice, between these two extremes, cellular populations may be well modeled by classifying them into limited but nontrivial numbers of subpopulations with high classification accuracies, low phenotypic-profile noise levels and/or large divergence from population averages. Our approach can be used to profile the phenotypes of such subpopulations (Fig. 6) .
The performance of our profiling method additionally depends on the assignments of cells into subpopulations, the biomolecular markers available for building the reference feature set and the reference features used to recognize subpopulations. Newer microscopy or labeling techniques [7] [8] [9] that allow a larger number of markers may improve the performance of our methods and enable a more complex definition of subpopulations. Other more complex phenotypic features, such as Gabor and multiwavelet features, may also help to increase the performance of our method.
Our approach is an extensible method for profiling cellular subpopulations, even as new markers and better methods for resolving fluorescence channels are developed. Our method is general and may be applied to profile heterogeneity observed in a broad range of biological systems. Virtual phenotypic profiles will enable the characterization of molecular and phenotypic differences among subpopulations and provide data needed for modeling the distribution of biological states contained within heterogeneous cellular populations. Cell-to-cell variability online methods Cell culture and differentiation. For 3T3-L1 preadipocytes, our differentiation protocol was based on previously described protocols 29, 30 . In brief, we obtained 3T3-L1 preadipocytes from American Type Culture Collection (ATCC; CL-173, lot number 4715281) and propagated the cells in DMEM with 4 g l -1 glucose (Hyclone) and 10% bovine calf serum (BCS, Hyclone) in a 37 °C, 5% CO 2 incubator. We regularly subcultured cells at 70% confluence and only used cells with less than six passages for differentiation. To initiate differentiation, we plated preadipocytes on to a 100 mm culture dish at high density (3-4 million in 20 ml of medium) and incubated the cells overnight. On the next day (day 0), we gently replaced the medium with stage I differentiation medium of DMEM: 4 g l -1 glucose supplemented with 10% FBS (Gemini Bio-Products), 160 nM insulin (SigmaAldrich), 250 nM dexamethasone (Sigma-Aldrich) and 0.5 mM 3-isoobutyl-1-methylxanthine (Sigma-Aldrich). We renewed the medium once on day 2. On day 3, we switched the medium to stage II differentiation medium of DMEM with 10% FBS and 160 nM of insulin. Starting on day 5, we changed the medium to adipocyte maintenance medium of DMEM and 10% FBS. We renewed the maintenance medium every other day until the cells were transferred into imaging plates. For HL-60 neutrophil-like cells, we used previously described protocols to grow and differentiate the cells 19 . In brief, cells were grown in RPMI 1640 plus L-glutamine and 25 mM HEPES (Fisher Scientific) supplemented with antimycotic (Invitrogen) and 10% FBS (HyClone) in a 37 °C, 5% CO 2 incubator. To induce differentiatiation, 1.3% (vol/vol) of dimethyl sulfoxide (DMSO) (SigmaAldrich) were added to cell culture at a density of 0.2 million cells ml -1 and maintained for 7 d.
For H460 lung cancer cells, we maintained the cells in RPMI 1640 medium supplemented with 10% FBS, 2 mM l-glutamine and penicillin-streptomycin in a 37 °C, 5% CO 2 incubator.
Cell plating. For 3T3-L1 preadipocytes, cells were collected from culture dishes and transferred to 384-well imaging plates (Nalgene Nunc) pretreated with 0.01% sterile poly-l-lysine solution (molecular weight 70,000-150,000 Da; Sigma-Aldrich) 40 h before fixation. After gentle aspiration of adipocyte maintenance medium, phosphate-buffered saline (PBS; pH 7.4) was applied to the dishes to rinse off residual FBS, which inhibited the trypsinization process. After trypsinization, we gently collected the detached cells by centrifugation and resuspended them in low-glucose adipocyte maintenance medium (DMEM with 1g l -1 glucose and 10% FBS). The cell suspensions were mixed well by gentle pipetting to reduce aggregation and then immediately transferred to an imaging plate using a multichannel pipette. The optimal cell density was ~7,000 cells in 50 µl of medium per well. We centrifuged the plates at 2g for 2 min to collect the cells at the bottom of the glass slides.
For HL-60 neutrophil-like cells, we coated 96-well imaging plates (Nalgene Nunc) with 30 µl of 100 µg ml -1 fibronectin (BD Bioscience) diluted in distilled water for 1 h at room temperature (RT; 21-25 °C). Around 6,000 differentiated HL-60 cells were plated into each well of the coated plate. After a 20-min incubation at 37 °C, cell medium was removed from each well, followed by addition of 30 µl of chemoattractant solution, which consisted of 10 nM fMLP (Sigma-Aldrich) diluted into Hanks' balanced salt solution (HBSS; Invitrogen) with 1.2% of low-endotoxin BSA (Sigma-Aldrich). Cells were then incubated at 37 °C for 2 min before fixation.
For H460 lung cancer cells, cells were plated at a density of 30,000 cells per well on 96-well (uncoated) imaging plates (Nalgene Nunc) and incubated at 37 °C overnight.
Cell fixation and immunofluorescence staining. For 3T3-L1 preadipocytes, to stain intracellular lipid droplets, we replaced the maintenance medium with 1 µg l -1 4,4-difluoro-1,3,5,7,8-pentamethyl-4-bora-3a,4a-diaza-s-indacene (BODIPY 493/503; Invitrogen) solution in DMEM . After incubation for 30 min, we rinsed the BODIPY dye off with one wash of DMEM and immediately fixed the cells with 4% (vol/vol) paraformaldehyde (PFA; Electron Microscopy Sciences) in PBS for 15 min at RT. We kept the PFA solution at 37 °C and added it to the plate using an automatic microplate dispenser (Matrix WellMate; Thermo Scientific). At the end of incubation, the fixative was flicked out quickly and quenching buffer of 50 mM ammonium chloride was immediately added to each well to stop the reaction of PFA. After 10 min, we gently rinsed the cell plate 3 times with Tris-buffered saline (TBS; pH 7.4) using a plate washer (ELX405; BioTek).
We permeabilized fixed 3T3L1 cells with 0.2% (vol/vol) Triton-X 100 in TBS for 5 min and washed twice with TBS on the ELX405 plate washer. We added blocking solution of 5% BSA in TBST to each well. After 1 h incubation, blocking solution was completely flicked out and replaced with primary antibody mixtures (one from mouse with one from rabbit). We used rabbit antibodies to HSL, to HSL phosphorylated at Ser565, to PPARγ, to C/EBPα (all from Cell Signaling Technology), rabbit antibody to perilipin (Abcam) and mouse antibody to adiponectin (gift from Philipp E. Scherer). The plate was tightly sealed with Parafilm and incubated at 4 °C. After overnight incubation, we thoroughly rinsed off the primary antibodies with 3 washes of TBS and one wash of blocking buffer. Each wash had 10 min incubation time. The fixed cells were subsequently incubated with AlexaFluor 647-conjugated rabbit antibodies and AlexaFluor 546-conjugated mouse antibodies (Invitrogen) for 1 h and washed 3 times with TBST. Lastly, we added 2 µg ml -1 Hoechst to the plate. After two washes with TBS, we preserved the plate in 0.1% freshly prepared sodium azide at 4 °C.
HL-60 neutrophil-like cells were fixed with 30 µl of 2× intracellular buffer (1.4 M KCl, 10 mM MgCl 2 , 20 mM EGTA and 200 mM Hepes (pH 7.5); diluted from 10× with water), 640 mM sucrose and 8% PFA (Sigma) at RT for 15 min on each well. After a quick wash with 50 µl of TBS, we permeabilized cells with 50 µl of 0.2% Triton-X 100 in TBS for 15 min at RT, and blocked the permeabilized cells with 50 µl of 3% BSA in TBST for 1 h at RT. Then, cells were stained with primary antibody mixtures (one from mouse, one from rabbit). We used rabbit antibodies to Hem1 (gift from Orion Weiner), to pPTEN (Biosource), to alpha tubulin, to Rac1/2/3, to Akt phosphorylated at Thr308, or mouse antibodies to pMLC2 (all from Cell Signaling Technology). We diluted the primary antibodies in blocking buffer and incubated cells with 30 µl of primary antibodies at 4 °C. After overnight incubation, we rinsed off the primary antibodies with 3 washes of 50 µl of 0.3% Triton-X 100 in PBS for 5 min each. The fixed cells were subsequently incubated with AlexaFluor 488-conjugated mouse antibodies and AlexaFluor 546-conjugated rabbit antibodies
