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Abstract
Purpose: To develop a deep learning-based Bayesian inference for MRI recon-
struction.
Methods: We modeled the MRI reconstruction problem with Bayes’s theorem,
following the recently proposed PixelCNN++ method. The image reconstruction
from incomplete k-space measurement was obtained by maximizing the posterior
possibility. A generative network was utilized as the image prior, which was compu-
tationally tractable, and the k-space data fidelity was enforced by using an equal-
ity constraint. The stochastic backpropagation was utilized to calculate the de-
scent gradient in the process of maximum a posterior, and a projected subgradient
method was used to impose the equality constraint. In contrast to the other deep
learning reconstruction methods, the proposed one used the likelihood of prior as
the training loss and the objective function in reconstruction to improve the image
quality.
Results: The proposed method showed an improved performance in preserving im-
age details and reducing aliasing artifacts, compared with GRAPPA, `1-ESPRiT,
and MODL, a state-of-the-art deep learning reconstruction method. The proposed
method generally achieved more than 5 dB peak signal-to-noise ratio improvement
for compressed sensing and parallel imaging reconstructions compared with the
other methods.
Conclusion: The Bayesian inference significantly improved the reconstruction per-
formance, compared with the conventional `1-sparsity prior in compressed sensing
reconstruction tasks. More importantly, the proposed reconstruction framework
can be generalized for most MRI reconstruction scenarios.
1 Introduction
In compressed sensing MRI reconstruction, the commonly used analytical regularization
such as `1 regularization can ensure the convergence of the iterative algorithm and improve
MR image quality [1]. The conventional iterative reconstruction algorithm with analytical
regularization has an explicit mathematical deduction in gradient descent, which ensures
the convergence of the algorithm to a local or global optimal and the generalizability, de-
pending on the convexity of the regularization function. Besides, the dictionary learning
is an extension of analytical regularization, providing an improvement over the `1 regu-
larization in specific applications [2]. The study of analytically regularized reconstruction
mainly focused on choosing the appropriate regularization function and parameters for
minimizing the reconstruction error. As an extension of analytical regularization, the
deep learning reconstruction was employed as an unrolled iterative algorithm for solving
the regularized optimization or used as a substitute for analytic regularization [3, 4, 5, 6].
With the advances of deep learning methodology, research started shifting the paradigm
to structured feature representation of MRI, such as cascade, deep residual, and generative
deep neural networks [3, 4, 5, 6]. Especially, the method proposed in [3] recast the com-
pressed sensing reconstruction into a specially designed neural network that still partly
imitated the analytical data fidelity and regularization terms. In that study, the analyt-
ical regularization term was replaced with convolutional layers and a specially designed
activation function [3]. These deep learning methods may show improved performance in
some predetermined acquisition settings or pre-trained imaging tasks. However, they also
lack flexibility when used with changes in MRI under-sampling scheme, the number of
radio-frequency coils, and matrix size or spatial resolution. Such restriction is caused by
the mixing of k-space data fidelity and the regularization terms in neural network imple-
mentations. Therefore, it was preferable to separate the k-space data fidelity and neural
network-based regularization for improving the flexibility in changing MRI acquisition
configurations.
This study applied Bayesian inference to model the MRI reconstruction problem, and
the statistical representation of an MRI database was used as a prior model. In Bayesian
inference, the prior model is required to be computationally scalable and tractable [7, 8].
The scalability of the prior model indicates the likelihood of it being used as a means
for measuring the image quality [7, 8]. The tractability of the prior model means the
gradient that facilitates the maximization of posterior distribution can be calculated by
stochastic backpropagation for the model [7, 8]. In such Bayesian inference, the image
to be reconstructed was referred to as the parameters of the Bayesian model, which was
conditioned on the measured k-space data (as the posterior). Bayes’s theorem expressed
the posterior as a function of the k-space data likelihood and the image prior. For the
image prior, Refs [9, 10] proposed a generative deep learning model, providing a tractable
and scalable likelihood. In those studies, the image prior model was written as the
multiplication of the conditional probabilities those indicated pixel-wise dependencies
of the input image. The k-space data likelihood described how the measured k-space
data was computed from a given MR image. The relationship between k-space data and
MR image can be described, using the well-known MRI encoding matrix in an equality
constraint [1, 11]. With such computationally scalable and tractable prior model, the
maximum a posterior can serve as an effective estimator [8] for the high dimensional
image reconstruction problem tackled in this study. To summarize, the Bayesian inference
for MRI reconstruction had two separate models: the k-space likelihood model that was
used to encourage data consistency and the image prior model that was used to exploit
knowledge learned from an MRI database.
This paper presented a generic and interpretable deep learning-based reconstruction
framework, using Bayesian inference. It employed a generative network as the MR im-
age prior model. The proposed framework was capable of exploiting the MR image
database with the prior model, regardless of the changes in MR imaging acquisition set-
tings. Also, the reconstruction was achieved by a series of inferences those employed
the maximum likelihood of posterior with the image prior, i.e., applying the Bayesian
inference repeatedly. The reconstruction iterated over the data fidelity enforcement in
k-space and the image refinement, using the Bayesian inference. During the iteration,
the projected sub-gradient algorithm was used to maximize the posterior. The method
is theoretically described, which was adapted from the methodology proposed by oth-
ers [9], and then demonstrated in different MRI acquisition scenarios, including parallel
imaging, compressed sensing, and non-Cartesian reconstructions. The robustness and the
reproducibility of the algorithm were also experimentally validated.
Theory
The proposed method applied a generative neural network, as a data-driven MRI prior,
to an MRI reconstruction method. This section contained an MRI reconstruction method
using Bayes′ theorem and a generative neural network-based MRI prior model, a pixel-
wise joint probability distribution for images, using the PixelCNN++ [9].
MRI reconstruction using Bayes′ theorem
With Bayes′ theorem, one could write the posterior as a product of likelihood and prior:
f(x|y) = f(y | x)g(x)
f(y)
∝ f(y | x) g(x) (1)
where f(y | x) was probability of the measured k-space data y for a given image x,
and g(x) was the prior model of the image. The image reconstruction was achieved by
exploring the posterior f(x | y) with an appropriate estimator. The maximum a posterior
estimation (MAP) could provide the reconstructed image xˆ that was given by:
xˆMAP(y) = arg max
x
f(x | y) = arg max
x
f(y | x) g(x) (2)
Following the PixelCNN++ [9], a deep neural network model, which was trained with
MR image database, was used to approximate the prior g(x).
Prior model for MR images
In this study, a deep autoregressive network [12] was used as the prior model. This deep
neural network served as a generative autoencoder that provided a hierarchic represen-
tation of the input image. The prior model predicted a mixture distribution of the input
image [9]. For MRI reconstruction, we adopted the prior model in the PixelCNN++ [9],
except that t he number of image channels was changed from three (i.e., RGB channels
for color image) to two (i.e., real and imaginary parts for MR image). For each image
pixel, the variable ν had a continuous distribution that gave representation to real or
imaginary signal intensity. Like in the VAE and pixelCNN++ [9, 13], the distribution of
ν was a mixture of the logistic distribution, given by
ν ∼
K∑
i=1
piilogistic(µi, si). (3)
Here, pii was the mixture indicator, µi and si were the mean and scale of logistic dis-
tribution, respectively. Then the probability on each observed pixel ν was computed as
[9]
P (ν; pi, µ, s) =
K∑
i=1
pii[σ(ν + 0.5− µi)/si − σ(ν − 0.5− µi)/si] (4)
where σ was the logistic sigmoid function. Furthermore, in [9, 10], each pixel was depen-
dent on all previous pixels up and to the left in an image, as shown in Figure 1a. The
conditional distribution of the subsequent pixel (Re(xi,j), Im(xi,j)) at position (i, j) was
given by [9]
p(xi,j|Ci,j) = p(Re(xi,j), Im(xi,j) | Ci,j) =P (Re(xi,j) | µRe(Ci,j), sRe(Cij))× (5)
P (Im(xi,j) | µIm(Ci,j,Re(xi,j)), sIm(Ci,j))
µIm(Ci,j,Re(xi,j)) = µIm(Ci,j) + α(Ci,j) Re(xi,j) , (6)
where the Ci,j = {xi−1,j, xi−2,j, ..., x1,1} denoted the context information which was com-
prised of the mixture indicator and the previous pixels as showed in Figure 1a, α was the
coefficient related to mixture indicator and previous pixels. p(Re(xi,j), Im(xi,j) | Ci,j) was
also a joint distribution for both real and imaginary channels. The real part of the first
pixel, i.e., x1,1 in Figure 1a, was predicted by a mixture of logistics as described in Eq. 3.
This definition assumed that the mean of mixture components of the imaginary channel
was linearly dependent on the real channel. In this study, the number of mixture com-
ponents was 10. In this model, mixture indicator was shared between two channels. The
n × n image could be considered as an vectorized image x = (x(1), ..., x(n2)) by stacking
pixels from left to right and up to bottom of one another, i.e., x(1) = x1,1, x
(2) = x2,1, ...,
and x(n
2) = xn,n. The joint distribution of the image vector could be expressed as follow-
ing [9]:
p(x;pi, µ, s, α) = p(x(1))
n2∏
i=2
p(x(i) | x(1), .., x(i−1)) (7)
pi, µ, s, α were the parameters of mixture distribution for each pixel intensity. The gen-
erative network PixelCNN++ was expected to predict the joint probability distribution
of all pixels in the input image [9], as illustrated in Figure 1b. Therefore, the network
NET(x,Θ) was trained by maximizing the likelihood in Eq. 7, as the training loss was
given by
Θˆ = arg max
Θ
p(x; NET(x,Θ)), (8)
where Θ was the trainable parameter within the network. After training, the network
could be used as the image prior. Here, we defined the prior model g(x) as
g(x) = p(x; NET(x, Θˆ)) (9)
To summarize, a prior model of x was defined in Eqs. from 2 to 9 that could be con-
sidered as as data-driven model, utilizing the knowledge learned from an image database.
Such prior model was computationally tractable, as was described in PixelCNN++ [9].
Image reconstruction by MAP
The measured k-space data y was given by
y = Ax + ε, (10)
where A was the encoding matrix, x was MR image, and ε was the noise. The matrix A
consisted of Fourier matrix, sampling trajectory, and coil sensitivity map. Substituting
Eq. 9 into the log-likelihood for Eq. 2 yielded
xˆMAP(y) = arg max
x
log f(y | x) + log p(x | NET(x, Θˆ)) (11)
From the data model, the log-likelihood term for f(y | x) had less uncertainty, considering
the MR imaging principles, for a given image x, the probability for k-space, y, i.e.,
f(y | x) when y = Ax+ ε, was close to a constant with the uncertainty from noise that
was irrelevant to x. Hence, Eq. 11 could be rewritten as
xˆMAP(y) = arg max
x
log p(x | NET(x, Θˆ)) s.t. y = Ax + ε (12)
The equality constraint for data consistency was the result of eliminating the first log-
likelihood term in Eq. 11. The projected subgradient method was used to solve the equal-
ity constrained problem [12, 14]. In [14], authors proposed a stochastic backpropagation
method for computing gradients through random variables for deep generative models.
In PixelCNN++, the stochastic backpropagation provided the subgradient ∇x log g(x),
where g(x) = p(x | NET(x, Θˆ)), for minimizing the log-likelihood in Eq. 12. We empiri-
cally found that the dropout (which applied to Θˆ) was necessary, when using the gradient
to update x in Eq. 12 [15]. To summarize, the MAP-based MRI reconstruction had the
following iterative steps:
1. Get the descent direction ∇x(k) log g(x(k))
2. Pick up a step size αk = 1/k
3. Update z(k+1) = x(k) − αk∇x(k) log g(x(k))
4. Projection x(k+1) = arg max
x∈X
1
2
‖x− z(k+1)‖22
The projection of z onto {x | y = Ax + ε} was given by
P(z) = z −A∗(AA∗)−1(Az − y). (13)
Therefore, the generative network as a prior model was incorporated into the reconstruc-
tion of x through the Bayesian inference based on MAP.
Methods
MRI data and pre-processing
Both knee and brain MRI data were used to test the reconstruction performance of the
proposed method. The knee MRI data (multi-channel k-space data, 973 scans) were
downloaded from fastMRI reconstruction database [16]. As such, NYU fastMRI investi-
gators provided data but did not participate in analysis or writing of this report. A listing
of NYU fastMRI investigators, subject to updates, can be found at: fastmri.med.nyu.edu.
The primary goal of fastMRI is to test whether machine learning can aid in the recon-
struction of medical images. The knee data had two contrast weightings: proton-density
with and without fat suppression (PDFS and PD). Scan parameters included 15-channel
knee coil and 2D multi-slice turbo spin-echo (TSE) acquisition, and other settings which
could be found in Ref. [16].
For brain MRI, we collected 2D multi-slice T1 weighted, T2 weighted, T2 weighted
FLAIR, and T2∗ weighted brain images from 16 healthy volunteers examined with clinical
standard-of-care protocols. All brain data were acquired using our 3T MRI (Philips,
Achieva), and an eight-channel brain RF coil. T1 weighted, T2 weighted, and T2 weighted
FIAIR images were all acquired with TSE readout. Meanwhile, T2∗-weighted images
were obtained using a gradient-echo sequence. Brain MRI parameters for four contrast
weightings were listed in Table 1.
Training images were reconstructed from multi-channel k-space data without under-
sampling. Then, these image datasets after coil combination were scaled to a magnitude
range of [−1, 1] and resized to an image size of 256×256. The training of PixelCNN++
model required a considerable computational capacity when a large image size was used.
In this study, the 128 × 128 was the largest size that our 4-GPU server could handle.
Hence, the original 256 × 256 images were resized into 128 × 128 low-resolution images
by cropping in k-space for knee MRI. For brain MRI, we split each raw 256× 256 image
into four 128 × 128 image patches, before fed into the network for training. Real and
imaginary parts of all 2D images were separated into two channels when inputted into
the neural network. For knee MRI, 15541 images were used as the training dataset, and
100 images were used for testing. For brain MRI, 1300 images were used as the training
dataset, and 100 images were used for testing.
Deep neural network
The PixelCNN++ was modified from the code in https://github.com/openai/pixel-cnn.
We implemented the reconstruction algorithm using Python, as explained in Eq. 13 and
Appendix. With the trained prior model, we implemented the iterative reconstruction
algorithm for maximizing the posterior while enforcing the k-space data fidelity (as ex-
plained in Appendix and Fig. 1)c. Only two deep learning models were trained and
utilized, one for knee MRI with two contrast weightings, and another for brain MRI with
four contrast weightings. These two models can support all experiments performed in
this study with variable undersampling patterns, coil sensitivity maps, channel numbers,
image sizes, and trajectory types. Our networks were trained in Tensorflow software, and
on four NVIDIA RTX-2080Ti graphic cards. Other hyperparameters were 500 epochs,
batch size = 4, and Adam optimizer. It took about five days to train the network for
knee dataset and two days for brain dataset under the above-mentioned configuration.
Parallel imaging and `1 or `2 regularization driven reconstruction
The GRAPPA reconstruction was performed with a block size of 4 and 20 central k-
space lines as the auto-calibration area [17]. We simulated GRAPPA accelerations with
undersampling factors from 2 to 4. The representative undersampling masks were shown
in Supplementary Figure 1. We chose l1-ESPIRIT and MODL [6] as baseline methods
for comparison. They were analytical regularizations. The l1-ESPIRIT exploited the
sparsity of image, and the MODL was a deep learning method for compressed sensing
reconstruction, trained via minimizing l2 reconstruction error. In the l1-ESPIRiT recon-
struction, we set the l1 regularization parameter to be 0.01, using BART software. One
reason for choosing MODL was that it supported the coil sensitivity map for applying
paralleling imaging. We followed settings in Ref [6] when training MODL to reconstruct
the undersampled knee data. The only difference was the k-space mask in Ref [6] was 2D
undersampled, while in the current study, the 1D undersampling was applied. The central
20 k-space lines were sampled which account for 7% of the full k-space of one 256× 256
image. The others in the outer region were picked randomly with certain undersampling
rate.
For the proposed method, MR images with 256× 256 matrix size were reconstructed,
using the prior model in Eq. 9 that was trained by 128 × 128 images or image patches.
During inference, the 256× 256 image was split into four 128× 128 patches for applying
the prior model, as shown in Figure 1c. After updating s(k+1), four patches for one image
were concatenated to form an image with the original size of 256 × 256, before it was
projected onto {x | y = Ax + ε} in Eq. 13. The detailed algorithm was presented in
the Appendix.
Non-Cartesian k-space acquisition
In this experiment, spiral sampled k-space from the acquired T2∗-weighted k-space data
was simulated. The method proposed in Ref [18] was used to design the spiral trajectory.
The full k-space coverage required 24 spiral interleaves for the spatial resolution used in
this study. The spiral trajectory was shown in Supplementary Figure 1. Besides, the
implementation of non-uniform fast Fourier transform was based on the method in Ref
[19]. For comparison, we used the iterative SENSE, i.e., conjugate gradient SENSE (CG
SENSE), proposed in Ref [20], as a baseline method.
Results
Parallel imaging
Figures 2 and 3 show the comparison of knee and brain MRI reconstructed using GRAPPA
and the proposed method. The proposed method had an improved performance in re-
covering brain and knee image details and reducing the aliasing artifacts, compared with
GRAPPA. As expected, parallel imaging amplified the noise in the low coil sensitivity
regions and along the undersampled dimension. On the other hand, error maps demon-
strated in Figure 2 and 3 showed that the proposed method effectively eliminated the noise
amplification and the aliasing artifacts. Table 2 presents the comparison of GRAPPA
reconstruction and the proposed method for knee (N = 100) and brain (N = 100) MRI
testing images. With the increase of the undersampling factor, the peak signal to noise
ratio (PSNR) of the proposed method decreased less, compared with that of GRAPPA.
In addition, with acceleration factor R = 2 in brain MRI, the proposed method showed
8 dB more improvement in the PSNR than GRAPPA.
Compressed sensing reconstruction
In Figures 4 and 5, the `1-ESPIRiT had caused apparent blurring in the reconstructed
images for both knee and brain MRI data. Both the `1-ESPIRiT and MODL methods
caused residual aliasing artifacts. Meanwhile, the proposed reconstruction recovered most
anatomical structures and sharp boundaries in knee and brain MR images, compared with
those from `1-ESPIRiT and MODL reconstructions, as shown on error maps in Figure 4
and 5. Tables 3 summarized reconstruction results using `1 regularization, MODL, and
the proposed method. The proposed method generally showed more than 5 dB PSNR
improvement compared with `1-ESPIRiT and MODL.
Preliminary result in non-Cartesian MRI reconstruction and quan-
titative susceptibility mapping (QSM)
In this study, we used a T2∗ weighted gradient-echo images to simulate the spiral k-space
data with 4-fold acceleration. The reconstructed images from the CG SENSE and the
proposed method were compared. The proposed method showed apparent improvement
regarding the aliasing artifact reduction and the preservation of T2∗ contrast between
gray matter and white matter. The proposed method also showed a slight denoising
effect on the reconstructed image compared with the ground truth. Noted that the same
deep learning model used in the previous Cartesian k-space reconstruction experiments in
Figures 3 and 5 was applied to spiral reconstruction, without the need of re-training the
deep learning model. Figure 7 shows the preliminary result from the proposed accelerated
reconstruction in QSM with 4-fold acceleration. Noted that the same deep learning
model used in the previous brain experiments was applied to this experiment, with phase
information preserved in all reconstructed images. The proposed deep learning method
also showed an apparent de-noising effect on QSM maps, while still preserved the major
phase contrast even with high acceleration.
Discussion
The proposed method can reliably and consistently recover the nearly aliased-free images
with relatively high acceleration factors. Meanwhile, as expected, the increase of image
smoothing with high acceleration factors was noticed, reflecting the loss of intrinsic res-
olution. The estimated image from the maximum of the posterior can not guarantee the
full recovery of the image details, i.e., PSNR > 40 dB for a full recovery. However, at
modest acceleration, the reconstruction from a maximum of posterior showed the success-
ful reconstruction of the detailed anatomical structures, such as vessels, cartilage, and
membranes in-between muscle bundles.
In this study, the results demonstrated the successful reconstruction of high-resolution
image (i.e., 256 × 256 matrix) with low-resolution prior (i.e., trained with 128 × 128 ma-
trix), confirming the feasibility of reconstructing images of different sizes without the
need for retraining the prior model. The prior model was trained by 128 x 128 images; it
was still valid and applicable for the reconstruction of a high-resolution image. The pro-
posed methods provided more than 8 dB improvement over the conventional GRAPPA
reconstruction at the 4-fold acceleration in knee MRI. Besides, in contrast to other deep
learning-based methods, which focused on the `2 loss, the likelihood that was condi-
tioned by pixel-wise dependencies of the whole image showed an improved representation
capacity, leading to a higher reconstruction accuracy. The applicability of the proposed
method in the patch-based reconstruction also suggested its high representation capacity
and flexibility. Even when the inputs were image patches, the prior model could still
recover the whole image.
The projected subgradient approach to solving Eq. 12 was computationally inex-
pensive but converged slowly, as shown in Figure 8. For a random initialization, the
algorithm needed about 500 iterations to converge with a fixed step size. Meanwhile, we
noticed that if the zero-filled-reconstructed image was used for initialization, the num-
ber of iterations required could be reduced to 100. Besides, the decay of residual norm
stopped earlier than that of the log-likelihood, i.e., when the residual norm stopped de-
caying, the likelihood can still penalize the error. This evidence indicated that using
the residual norm as the `2 fidelity alone was sub-optimal, and the deep learning-based
statistical regularization can lead to a better reconstruction result compared with the `2
fidelity. Deep learning-based statistical regularization in the proposed method outper-
formed other conventional regularizations trained by image-level `2 loss. `2 loss did not
give an explicit description of the relationship amid all pixels in the image, while the
likelihood used in conjunction with the proposed image prior model was conditioned by
the pixel-wise relationship and demonstrated superior performance compared with the
conventional methods, under the current experimental setting.
Furthermore, the demonstrated image prior can be extended to a more elaborated
form with clinical information, such as organs and contrast types, as the model inputs.
For example, one could input the image prior with labels such as brain or knee. Then
hypothetically, the image prior can be designed as a conditional probability for the given
image label. In other words, the posterior would be dependent on both the k-space data
and image labels. Moreover, the MR pulse sequence parameters could serve as image
labels for the prior, such as echo time and repetition time. In short, the prior model can
be used to describe clinical information or acquisition parameters. This setting opens up a
future direction on a more elaborated image prior, incorporating clinical information and
MR sequence parameters, for more intelligent image representation and pattern detection.
In this study, the generative network solely served as an image prior model, in contrast
to how neural network was used in other deep learning-based reconstructions [3, 4, 5, 6].
Specifically, in previous studies [3, 4, 5, 6], embedding k-space fidelity term into the net-
work made the algorithm inflexible because image prior and undersampling artifacts were
mixed during the training. The proposed method used the standard analytical term for
fidelity enforcement; therefore, its flexibility was comparable to the traditional optimiza-
tion algorithm, such as `1 regularization. Due to unavoidable changes of the encoding
scheme, e.g., the image size and the RF coils during MRI experiment in practice, it was
essentially needed to separate the learned component (the image prior) from the encoding
matrix used in the fidelity term in reconstruction. Besides, the proposed method showed
the feasibility of incorporating the coil sensitivity information in the fidelity term, which
enabled the changeable encoding scheme without the need of retraining the model [20, 21].
In summary, the separation of the image prior and the encoding matrix embedded in the
fidelity term made the proposed method more flexibility and generalizable compared with
conventional deep learning approaches.
Conclusion
In summary, this study presented the application of Bayesian inference in MR imaging
reconstruction with the deep learning-based prior model. We demonstrated that the deep
MRI prior model was a computationally tractable and effective tool for MR image recon-
struction. The Bayesian inference significantly improved the reconstruction performance
over that of conventional `1 sparsity prior in compressed sensing. More importantly, the
proposed reconstruction framework was generalizable for most reconstruction scenarios.
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Table 1: The scan parameters of different weightings used in brain MRI experiments.
Type Dimension Voxel(mm) TSE factor TR/TE(ms) TI
T1 256×256×24 0.9× 0.9× 4 7 2000/20 800
T2 256×256×24 0.9× 0.9× 4 13 3000/80 -
FLAIR 256×256×24 0.9× 0.9× 4 31 8000/135 135
T2∗ 256×256×28 0.9× 0.9× 4 - 770/16 -
Table 2: PSNR comparison (in dB, mean ± standard deviation, N = 100) for parallel
imaging and the proposed method on knee and brain MRI.
Undersampling factor organ GRAPPA Ours
R=2 knee 40.98±4.20 45.64±3.24
R=3 knee 34.87±3.38 41.71±3.42
R=4 knee 29.42±2.46 38.44±3.64
R=2 brain 37.81±4.7 48.40±2.18
R=3 brain 31.72±3.20 45.39±2.65
R=4 brain 28.85±2.87 43.58±2.66
Table 3: PSNR comparison (in dB, mean ± standard deviation, N = 100) for compressed
sensing and the proposed method on knee and brain MRI.
Undersampling rate organ `1-ESPIRiT MODL Ours
15% + 7% knee 29.33±2.82 27.63±3.41 35.34±3.53
20% + 7% knee 31.51±3.60 29.29±3.76 37.45±3.81
15% + 7% brain 32.86±3.46 30.60±2.78 39.78±2.83
20% + 7% brain 34.72±3.89 32.46±2.95 41.24±2.81
Ci,j
xi,j
(a)
(b)
(c)
Figure 1: (a) The conditional model in [9, 10] defined the probability of image pixel
(yellow) xi,j dependent on all the pixels from its up and left side (green), and Ci,j was a
set that contains all the previous pixels. (b) Diagram shows the PixelCNN++ network
in [9], which was the prior model used in this study, i.e., g(x) in Eq. 9. Each ResNet
block (gray) consisted of 3 Resnet components. The input of network was x, outputs
of network were parameters of mixture distribution (pi, µ, s, α), which were fed into the
conditional probability model in Eq. 7. (c) In this method, we reconstructed images with
256×256 matrix size, using the prior model g(x) that was trained with 128×128 images
and illustrated in Fig. (b). To reconcile this mismatch, we split one 256× 256 image into
four 128× 128 patches for applying the prior model. After updating s(k+1), four patches
for one image were merged to form an image with the original size of 256 × 256. Then
the merged image was projected onto {x | y = Ax + ε} in Eq. 13. Furthermore, the
random shift along phase encoding direction was applied to mitigate the stitching line
in-between patches.
GRAPPA Ours Ground truth
PSNR(dB) 33.49 44.33
NMSE(%) 1.61 0.14
PSNR(dB) 30.11 41.58
NMSE(%) 11.06 0.79
Figure 2: Comparisons on PD and PDFS contrasts using GRAPPA and the proposed
reconstructions with R=3 acceleration and 256 × 256 matrix size. The intensity of er-
ror maps was five times magnified. The proposed method effectively eliminated noise
amplification and aliasing artifact in GRAPPA reconstruction.
`1-ESPIRiT MODL Ours Ground truth
PSNR (dB) 34.55 34.16 40.92
NMSE(%) 2.69 2.94 0.56
PSNR(dB) 32.59 33.33 34.15
NMSE(%) 7.02 5.9 4.9
Figure 4: Comparison of different methods on PD and PDFS contrasts, using 27% 1D
undersampled k-space and 256 × 256 matrix size. The intensity of error maps was five
times magnified. The proposed method substantially reduced the aliasing artifact and
preserved image details in compressed sensing reconstruction.
GRAPPA Ours Ground truth
PSNR(dB) 34.88 47.62
NMSE(%) 4.49 0.24
PSNR(dB) 33.18 48.31
NMSE(%) 2.64 0.10
PSNR(dB) 33.21 46.27
NMSE(%) 4.46 0.22
Figure 3: Comparisons on T1, T2, and FLAIR-T2 weighted image reconstruction, using
parallel imaging and the proposed reconstruction with R=3 acceleration and 256 × 256
matrix size. The intensity of error maps was 15 times magnified. The proposed method
effectively eliminated the noise amplification in GRAPPA reconstruction.
`1-ESPIRiT MODL Ours Ground truth
PSNR(dB) 36.32 33.79 43.47
NMSE(%) 3.22 5.78 0.62
PSNR(dB) 34.23 32.98 42.41
NMSE(%) 2.56 3.41 0.39
PSNR(dB) 36.19 35.61 41.53
NMSE(%) 2.25 2.56 0.66
Figure 5: Comparison of compressed sensing and deep learning approaches for T1, T2,
and FLAIR-T2 weighted image reconstructions, using 22% 1D undersampled k-space
and 256 × 256 matrix size. The intensity of error maps was ten times magnified. The
proposed method substantially reduced the aliasing artifact and preserved image details
in compressed sensing reconstruction.
CG SENSE Ours Ground truth
PSNR(dB) 22.52 37.18
NMSE(%) 15.69 0.54
Figure 6: Comparison of the CG SENSE and proposed reconstruction for simulated spi-
ral k-space with 4-fold acceleration (i.e., 6 out of 24 spiral interleaves), acquired by T2∗
weighted gradient echo sequence. The intensity of error maps was five times magnified.
The proposed method substantially reduced the aliasing artifact in spiral reconstruction.
Noted that the same deep learning model used in the previous Cartesian k-space recon-
struction was applied to spiral reconstruction, without the need of re-training the deep
learning model.
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Figure 7: The preliminary result from the proposed accelerated reconstruction in quan-
titative susceptibility mapping (QSM), with R = 4 and GRAPPA type of 1D undersam-
pling. The raw images were acquired by T2∗ weighted gradient echo sequence. Noted
that the same deep learning model used in the previous experiments was applied to this
experiment, with phase information preserved in all reconstructed images. The proposed
deep learning method also showed an apparent de-noising effect on QSM maps, while still
preserved the major phase contrast even with high acceleration, i.e., R = 4. Two rows
show maps on different slices from one healthy volunteer.
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Figure 8: Convergence curves reflected stabilities of iterative steps: 1) maximizing the
posterior, which effectively minimized the log-likelihood of MRI prior model and 2) k-
space fidelity enforcement, which reduced the residual norm on k-space fidelity. The 22%
sampling rate and 1D undersampling scheme were used in this simulation. The residual
norm was written as ‖y −Ax‖22 in Eq. 13, and the reciprocal of log-likelihood for MRI
prior model was given in Eq. 9.
(a) Mask in Figs. 2 and 3 (b) Mask in Fig. 4 top (c) Mask in Fig. 4 bottom
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(g) One spiral leaf in Fig. 6
Supporting Figure 1: k-space masks used in the compressed sensing, parallel imaging,
and deep learning reconstructions. Bright lines indicate the sampled frequency encoding
lines in the 2D k-space, i.e., the 1D undersamplings were simulated.
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A Reconstruction for the varied image size with deep
prior model
Algorithm 1 Reconstruction algorithm with deep prior model
Input:
y - k-space data
A - encoding matrix
λ - maximum iteration
Output:
x - the restored image
1: Give a random initial point x(0) . Initialization
2: while ‖g(k)‖22 > ε and k < λ do . Iteration
3: Generate a random shifting offset d
4: Shift x(k) d pixels away from the center circularly
5: Split x(k) into pieces s(k) for feeding to network
6: Get subgradient ∇x log(g(x)) at x(k)
7: Pick a step size αk = 1/k
8: Update s(k+1) = s(k) − αk∇s(k) log g(s(k))
9: Merge pieces s(k+1) into z(k+1) for projection
10: Shift z(k+1) −d pixels away from the center circularly
11: Projection x(k+1) = arg max
x∈X
1
2
‖z − z(k+1)‖22
12: return x(k+1)
