Neural networks are being used to make new types of empirical chemical models as inexpensive as force fields, but with accuracy similar to the ab-initio methods used to build them. Besides modeling potential energy surfaces, neural networks can provide qualitative insights and make qualitative chemical trends quantitatively predictable. In this work we present a neural network that predicts the energies of molecules as a sum of intrinsic bond energies. The network learns the total energies of the popular GDB9 dataset to a competitive MAE of 0.94 kcal/mol on molecules outside of its training set, is naturally linearly scaling, and applicable to molecules of consisting of thousands of bonds. More importantly it gives chemical insight into the relative strengths of bonds as a function of their molecular environment, despite only being trained on total energy information. We show that the network makes predictions of relative bond strengths in good agreement with measured trends and human predictions. A Diatomics-inMolecules Neural Network (DIM-NN) learns heuristic relative bond strengths like expert synthetic chemists, and compares well with ab-initio bond order measures such as NBO analysis. is comparatively easy to learn, but there are too many three-body combinations in chemistry to learn them all. The purpose of this paper is to explore the advantages of bonds as a decomposition unit.
A batch of molecules is shattered into diatomics. Bond types within the batch are fed into a typespecific sub-network and a linear transformation reassembles molecular energies. Right panel:Morphine, a molecule not included in the training set, with its bonds color-coded by their bond energies as calculated using DIM-NN. The total energy as a sum of bonds is accurate within 1mE h .
One reason for this might be the large, but manageable, number of bond networks required to make a general model chemistry. A complex neural network is required for DIM-NN with many bond-branches that must be dynamically learned and evaluated. We developed a general open-source software framework for producing NN models 62 of molecules, TensorMol in which we have implemented DIM-NN, that simplifies the process of creating the bondcentered network. The complete source allowing readers to reproduce and extend this work is publicly available in the TensorMol repository.
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The left panel of Fig. 1 schematically describes how DIM-NN is trained and evaluated.
A molecule is broken down into overlapping diatomic fragments, such as C-H, C-C, C-O,
etc. An optimal choice of descriptor describing the chemical environment of the bond is crucial for neural networks to reach their best performance. The DFT calculation shows that cis-structure is 26.3 kcal/mol more stable than the transstructure. DIM-NN predicts the energy difference is 24.6 kcal/mol, in good agreement for this molecule outside GDB9. Fig. 3 also shows how the stress is distributed in the transstructure. Within the carbon framework, the strain is distributed rather equally among the bonds in the cyclohexane ring. Some C-H bonds become weaker, especially those attached to at the ring junction carbons, and some become stronger. also predicts that the C-C single bond in pyrrole is 1.2 kcal/mol more stable than the C-C single bond in furan, which agrees with greater bond delocalization in pyrrole than in furan, consistent with its larger NICS aromaticity.
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We asked a synthetic colleague for a quiz which consists of 19 pairs of bond strength comparisons. We compare the predictions of relative bond strength made by the chemist, natural bond orbital analysis (NBO) [75] [76] [77] and DIM-NN. Table 1 and Table S1 shows that the problems in this quiz range in difficulty from pairs separated by >10 kcal/mol to subtle differences on the order of k b T which challenge the density functional data used to produce DIM-NN. NBO makes predictions disagreeing with the chemist in five cases, while DIM-NN disagrees with chemist on two cases: case 3 and case S6. Both of these two cases are comparisons of C-H bond strength where the carbon atom is connected to an oxygen atom and NBO also dissents with the chemist in these cases. We believe this disagreement is due to the fact that both NBO and the DIM-NN scheme do not relax the electronic structure of a molecule following bond cleavage, while a chemist takes into account the stabilization of the dissociated radicals.
To further corroborate the interpretation of DIM-NN bond energies as unrelaxed homolytic bond dissociation energies (BDEs), we have directly compared DIM-NN bond ener- Table 1 : Relative strengths of the bond highlighted in red, as predicted by a chemist's intuition, DIM-NN and NBO analysis. and means the chemist expected the difference to be larger than 10 kcal/mol, > and < means the difference to be between 1 ∼ 10 kcal/mol. The DIM-NN column shows the predicted relative bond strength in kcal/mol. The relative bond strength is calculated by take the bond energy of left-hand bond and subtracting the bond energy of the right-hand bond. The number in the NBO column is the difference of the occupation number predicted by NBO. To investigate the electronic relaxation effect we performed embedded DFT calculations of the relative CH BDEs in the tetrahydrofuran and actealdehyde-propene examples from Table 1 , and estimated the relaxation effect by comparing the difference of the fragment reaction energies frozen at their electronic configuration in the molecule. 78 In both cases the frozen-embedded calculation predicts the same ordering as DIM-NN and NBO. DIM-NN successfully learns many important classes of chemical heuristics such as bond types (case 1, case 4), geometric stresses (case 7, case 8) and conjugation (case 2). The interpretation consistent with these results is that DIM-NN produces intrinsic bond energies, which can be used to separate the stabilization of products from the intrinsic stabilization of a bond.
We have presented a method to cheaply and accurately sum-up a molecular total energy 
