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Abstract
Density estimation and inference methods are widely used in empirical work. When the data
has compact support, as all empirical applications de facto do, conventional kernel-based density
estimators are inapplicable near or at the boundary because of their well known boundary bias.
Alternative smoothing methods are available to handle boundary points in density estimation,
but they all require additional tuning parameter choices or other typically ad hoc modifications
depending on the evaluation point and/or approach considered. This article discusses the R and
Stata package lpdensity implementing a novel local polynomial density estimator proposed in
Cattaneo, Jansson and Ma (2019), which is boundary adaptive, fully data-driven and automatic,
and requires only the choice of one tuning parameter. The methods implemented also cover local
polynomial estimation of the cumulative distribution function and density derivatives, as well
as several other theoretical and methodological results. In addition to point estimation and
graphical procedures, the package offers consistent variance estimators, mean squared error
optimal bandwidth selection, and robust bias-corrected inference. A comparison with several
other density estimation packages and functions available in R using a Monte Carlo experiment
is provided.
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Nonparametric estimation of a probability density function (PDF), as well as its underlying cu-
mulative distribution function (CDF) or higher-order derivatives thereof, plays an important role
in empirical work across many disciplines. Sometimes these quantities are the main object of in-
terest, while in other cases they are useful ingredients in forming more complex nonparametric or
semiparametric statistical procedures. For textbook introductions to kernel-based density and local
polynomial methods see Wand and Jones (1995) and Fan and Gijbels (1996).
This article discusses the main methodological and numerical features of the software package
lpdensity, available in both R and Stata, which implements the novel local polynomial smoothing
approach proposed in Cattaneo, Jansson and Ma (2019) for estimation of and inference on a smooth
CDF, PDF, and derivatives thereof. In a nutshell, the idea underlying this approach is to first
approximate the discontinuous empirical distribution function using a smooth local polynomial
approximation, which then is employed to construct a smooth local polynomial estimator of the
distribution function, density function, and associated higher-order derivatives.
The resulting local polynomial density estimator is intuitive and easy to implement, and exhibits
several interesting theoretical and practical features. For example, it does not require pre-binning or
any other complicated pre-processing of the data, and enjoys all the celebrated features associated
with local polynomial regression estimation (Fan and Gijbels, 1996). In particular, it automatically
adapts to the (possibly unknown) boundaries of the density’s support, a feature that is unavailable
in the case of most other density estimators in the literature; see Karunamuni and Albert (2005)
for a review on this topic. Two exceptions are the local polynomial density estimators of Cheng,
Fan and Marron (1997) and Zhang and Karunamuni (1998), which requires pre-binning of the data
or, more generally, pre-estimation of the density near the boundary, thereby introducing additional
tuning parameters that need to be chosen for implementation. In contrast, the density estimator
implemented in the package lpdensity requires choosing only one tuning parameter: the bandwidth
entering the local polynomial approximation, for which the package also includes fully data-driven
mean squared error (MSE) optimal bandwidth selection methods. Furthermore, following the
results in Calonico, Cattaneo and Farrell (2018), robust bias-corrected inference methods are also
implemented, allowing for the use of the MSE-optimal bandwidth choice when forming confidence
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intervals or conducting hypothesis test in applications.
The software implementation covers smooth estimation of the distribution and density function,
and derivatives thereof, for any polynomial order at both interior and boundary points, offering
an automatic boundary-adaptive smooth kernel-based density estimator. Cattaneo, Jansson and
Ma (2019) give formal large-sample statistical results for these estimators, including (i) asymptotic
expansions of the leading bias and variance, (ii) asymptotic Gaussian distributional approximations,
(iii) consistent standard error estimators, and (iv) consistent data-driven bandwidth selection based
on asymptotic MSE expansions of the point estimators. Importantly, all these results apply to both
interior and boundary points in a fully automatic, data-driven way. We briefly summarize these
results in the upcoming sections, and illustrate them numerically, including a comparison with
other methods available in R.
In the remaining of this article, we focus on the R implementation of the software package
lpdensity. We note, however, that all functionalities are also available in Stata, and we do provide
replication code for both statistical software platforms. The package includes the following three
functions/commands.
• lpdensity(). This function/command implements the local polynomial approximation to
the empirical distribution function for a grid of evaluation points, and offers smooth point
estimators of the CDF, PDF, and derivatives thereof. The function takes the bandwidth for
each evaluation point as given, and if not provided it then employs the companion function
lpbwdensity() described below for fully data-driven bandwidth selection. Variance estima-
tion is fully automatic, and inference is implemented in two ways: (i) standard inference
methods assuming undersmoothing or no smoothing bias, and (ii) robust bias correction.
Because all the methods are automatic and boundary adaptive, the grid of evaluation points
can expand the full support of the data.
• lpbwdensity(). This function/command offers pointwise and intergrated MSE-optimal data-
driven bandwidth selectors for the local polynomial CDF, PDF, and higher-order derivatives
estimators implemented in lpdensity(). The selectors are boundary adaptive (in rates) for
all evaluation points, even when the boundary location is unknown, and consistent under an
additional condition on the local polynomial fit (discussed below). Both rule of thumb (ROT)
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and direct plug-in (DPI) implementations are available.
• lpdensity.plot(). This function/command can be used to plot the estimated CDF, PDF,
or higher order derivatives thereof for graphical illustration. The function takes the output
from lpdensity(), and plots both the point estimates (on a collection of grid points) and
the (pointwise) robust bias-corrected confidence intervals. This function builds on ggplot2
in R.
There are several other packages and functions available for kernel-based density estimation in
R. Table 1 gives a summary of their functionalities. As shown in that table, the package lpdensity
is the first to offer valid bandwidth selection, estimation and inference for both interior and bound-
ary points, covering the CDF, PDF and derivatives thereof. Section 4 compares the numerical
performance of these packages in a simulation study.
This article continues as follows. Section 2 offers a brief, self-contained overview of the main
ideas underlying point estimation, bandwidth selection, and inference for the kernel-based local
polynomial density methods implemented, including other related methodological features and
details. Section 3 illustrates the main features of the package lpdensity with both simulated
data and an empirical application in program evaluation, and Section 4 showcases its finite-sample
performance, and compare with other R packages implementing kernel-based density estimators.
Section 5 concludes. Installation details, scripts replicating the numerical results reported herein,
links to software repositories, and other companion information, can be found in the package’s
website: https://sites.google.com/site/lpdensity/.
2 Methodology and Implementation
This section offers a brief overview of the main methods implemented in the R and Stata package
lpdensity. For formal results, including assumptions, proofs and any other technical details see
Cattaneo, Jansson and Ma (2019, hereafter CJM). Here we focus on the main ideas and implemen-
tation details instead.
We assume that {X1, X2, · · · , Xn} is a random sample from the random variable X ∈ X , where
F (x) denotes its smooth cumulative distribution function, f(x) denotes its smooth probability
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Table 1: Comparison of R Packages
Package Last Bandwidth Density Valid for Standard Valid
Function Update Selection Derivative Boundary Error Inference
GenKern 2013-11-11
KernSec X × × × ×
KernSmooth 2015-06-29
bkde X × × × ×
locpoly × X X × ×
ks 2019-02-20
kdde X X × × ×
kde X × × × ×
np 2018-10-25
npudens X × × X −
nprobust 2019-01-10
kdrobust X × × X X
plugdensity 2011-11-30
plugin.density X × × × ×
sm 2018-09-27
sm.density X × × X −
stats::density X × × × ×
lpdensity 2019-04-15
lpdensity X X X X X
Notes: X indicates the feature is available, × indicates the feature is not available, and −
indicates that inference is available and valid if undersmoothing is used but that is not the default
in the package (and hence inference in invalid by default).
density function, and X ⊆ R denotes its support, which can be bounded or unbounded. As it is well
known, conventional kernel density estimators will be biased at or near boundary points, and other
density estimators must be used if the goal is to estimate a density function on its full (compact, say)
support. The package lpdensity implements a simple, easy-to-interpret and boundary adaptive
density estimator based on local polynomial methods. As a by-product, the package also offers
a smooth local polynomial estimate of the CDF as well as higher-order density derivatives. To
cover all cases in an unified way, we employ the conventional notation g(ν)(x) = ∂νg(x)/∂xν and
g(x) = g(0)(x) for any smooth function g(·), and define F (x) = F (0)(x), f(x) = F (1)(x), and
derivatives of the density function as f (ν−1)(x) = F (ν)(x) with ν = 1, 2, · · · , with f(x) = f (0)(x).
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Therefore, in the sequel the parameter ν refers to the ν-derivative of the CDF (i.e., the ν − 1-
derivative of the PDF).
2.1 Local Polynomial Distribution and Density Estimation








where 1(·) denotes the indicator function, and the weights Wi are introduced for empirical applica-
tions such as missing data or counterfactual calculations. We assume these weights are normalized
to
∑n
j=1Wj/n = 1. Furthermore, the package lpdensity allows for a general (possibly estimated)
weighting scheme embedded in Fˆ (x), although we will assume throughout this article that Wi = 1
for simplicity, that is, Fˆ (x) is the standard root-n consistent empirical distribution function esti-
mator of F (x).
As an alternative to conventional kernel density estimators, consider an estimator that first
smooths out Fˆ (x) using local polynomial techniques, and then constructs an estimator of f(x) and
its derivatives using this local polynomial approximation. Specifically, for x ∈ X , the estimator
implemented in the package lpdensity is

























where rp(u) = (1, u, u
2, · · · , up)T is the p-th order polynomial expansion, K(·) is a kernel function
such as the uniform or triangular kernel, and h is a positive vanishing bandwidth sequence. In
words, the estimator approximates the discontinuous empirical distribution function Fˆ (x) by a
smooth local polynomial expansion using the weighting scheme implied by the kernel function,












P→ denotes convergence in probability as h → 0 and nh → ∞. This implies that the local
weighted least squares coefficients βˆp(x) are consistent estimators of the CDF, PDF, and derivatives
thereof, at the evaluation point x, up to a known multiplicative factor.
Therefore, the generic local polynomial distribution estimator takes the form:
Fˆ (ν)p (x) = ν!e
T
ν βˆp(x), 0 ≤ ν ≤ p
where eν denotes the conformable (ν + 1)-th unit vector. This estimator is implemented in
the function/command lpdensity(), given a choice of evaluation point x, polynomial degree p,
derivative order ν, kernel function K, and bandwidth parameter h. In particular, the local poly-
nomial density estimator is fˆp(x) = Fˆ
(1)
p (x) = eT1 βˆp(x), which is implemented via the default
lpdensity(...,p=2,v=1), that is, using a quadratic approximation to the empirical CDF leading
to the density estimator fˆ2(x). Similarly, for any 1 ≤ ν ≤ p, fˆ (ν−1)p (x) = Fˆ (ν)p (x) = ν!eTν βˆp(x) also
gives a smoothed-out estimator of higher-order derivatives of the CDF and PDF functions, which
are useful, for example, for bandwidth selection in nonparametrics.
While the smooth CDF estimator Fˆp(x) = Fˆ
(0)
p (x) is useful, the density and higher-order
derivatives estimator Fˆ
(ν)
p (x) is perhaps more relevant for empirical work because of its interesting
features. In particular, as mentioned before, the PDF estimator is intuitive and very easy to
implement, while also being boundary adaptive. Thus, the estimator fˆp(x) can be computed for
all evaluation points on the support of X in an automatic and straightforward way. This explains
why the main functions in the package lpdensity refer to density estimation, despite smooth
local polynomial CDF estimation also being available. Furthermore, high-order density derivative
estimation is also readily available and boundary adaptive. For example, the first derivative of
the PDF estimated using a local quartic approximation to the empirical CDF is implemented by
lpdensity(...,p=4,v=2).
The rest of this section outlines the main properties, both statistical and numerical, of the esti-
mator Fˆ
(ν)
p (x) and describes other related issues such as bandwidth selection, variance estimation
and valid (robust bias-corrected) inference.
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2.2 Mean Squared Error
The estimator Fˆ
(ν)
p (x) can be written in the familiar weighted least squares form: βˆp(x) =
(XTWX)−1(XTWY) with X the usual polynomial design matrix and W the usual diagonal
matrix of kernel weights. The only difference relative to the standard local polynomial regres-
sion literature is that now the “outcome” (or left-hand-side variable) is estimated, that is, Y =
[Fˆ (X1), Fˆ (X2), · · · , Fˆ (Xn)]T.
Unlike other local polynomial density estimators proposed in the literature (e.g., Cheng, Fan and
Marron, 1997; Zhang and Karunamuni, 1998), the estimator Fˆ
(ν)
p (x) does not require pre-binning
of the data or any other pre-processing of the observations beyond constructing the empirical
distribution function, a procedure that is fully automatic and does not rely on additional tuning
parameter choices (e.g., this estimation approach removes the need of choosing the number, position
and length of the bins in a preliminary histogram estimate). Furthermore, the CDF estimator Fˆ (x)
is
√
n-consistent, and its statistical properties are well-understood.
CJM obtained a general stochastic approximation to the bias and variance of the estimator
Fˆ
(ν)
p (x), ν = 0, 1, 2, · · · , p, for all evaluation points x ∈ X . Here we discuss the leading case of
density estimation and derivatives thereof. For any choice of polynomial order p, and 1 ≤ ν ≤ p,
the variance and bias approximation for Fˆ
(ν)
p (x) can be expressed, respectively, as follows:




Bias[Fˆ (ν)p (x)] = h
p−ν+1
[
F (p+1)(x)B1,ν,p(x) + h · F (p+2)(x)B2,ν,p(x)
]
.
where Vν,p(x), B1,ν,p(x) and B2,ν,p(x) denote pre-asymptotic matrices that can be implemented
directly using only the data, choice of (preliminary) bandwidth, evaluation point, polynomial or-
der, derivative order, and kernel function. Furthermore, it can be shown that Vν,p(x), B1,ν,p(x)
and B2,ν,p(x) converge (in probability) to well-defined non-random limiting objects. In particular,
Vν,p(x)
P→ f(x)V¯ν,p(x) with V¯ν,p(x) a quantity depending only on the estimator features such as
the evaluation point, kernel, polynomial order, etc. Similarly, the quantities B1,ν,p(x) and B2,ν,p(x)
depend on the evaluation point, the kernel function and choices of p and ν. All these quantities are
obtained in pre-asymptotic form, which has been shown to offer higher-order improvements in the
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context of local polynomial regression (Calonico, Cattaneo and Farrell, 2018).
In pre-asymptotic form, the above approximations are valid in all cases and for all evaluation
points, so we can define a generic pointwise MSE-optimal bandwidth choice:
hMSE,p(x) = arg min
h>0
MSE[Fˆ (ν)p (x)] = arg min
h>0
{




Note that the optimal bandwidth also depends on ν, which we suppress to conserve notation.
It follows that, under standard regularity conditions, hMSE,p(x) is MSE-optimal in rates for all
evaluation points and choices of p and ν; and MSE-optimal in constants and rates for either (i)
p− ν is odd or (ii) x a boundary point. See Appendix A for more details.
We also define the integrated MSE (IMSE) optimal bandwidth choice as follows:




where w(x) denotes a user-chosen weighting scheme and dependence on ν is again suppressed to
ease notation. In practice, the integral will be approximated relative to the grid points specified in
lpdensity() or lpbwdensity(), allowing for both a uniform weighting (w(x) = 1) as well as the
empirical distribution weighting.
The infeasible MSE-optimal and IMSE-optimal bandwidth selectors, hMSE,p(x) and hIMSE,p, are
carefully developed so that they automatically adapt to boundary points, while also retaining
their other main theoretical features (e.g., rate optimality). In practice, these bandwidth can be
computed after replacing the unknown quantities by plug-in estimators thereof using preliminary
bandwidth choices. We discuss implementation details of the different bandwidth choices available
in the R and Stata package lpdensity further below.
2.3 Point Estimation and Robust Bias-Corrected Inference
Both infeasible bandwidth choices, hMSE,p(x) and hIMSE,p, and their feasible counterparts denoted by
hˆMSE,p(x) and hˆIMSE,p and discussed below, can be used to construct an MSE-optimal IMSE-optimal
point estimator for the PDF or its derivatives, respectively. The package lpdensity also allows for
CDF estimation and computes an (I)MSE-optimal bandwidth selector, though we do not provide
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the details here to conserve space: because the CDF estimator is
√
n-consistent some details and
stochastic approximations change in non-trivial ways; see CJM for more details.
As it is well known in the nonparametric literature, standard Wald-type inference is not valid
when the (I)MSE-optimal bandwidth is used to construct the nonparametric point estimator. To be
specific, the following distributional approximation holds for the standard Wald-type test statistic









 Normal(bias, 1), 1 ≤ ν ≤ p,
and the bias term cannot be dropped in general. In other words, if the point estimator Fˆ
(ν)
p (x) is
constructed using the (I)MSE-optimal bandwidth, inference based on the usual
[
point estimator
± z1−α/2 × standard error
]
confidence interval is invalid, due to the presence of asymptotic bias.
Here and in the sequel zα denotes the α quantile of the standard normal distribution.
Most statistical software packages currently available disregard this issue (see Table 1 for de-
tails). To be very clear, and considering the case of the density function f(x) for example, many
standard software packages in R and Stata report the standard (1−α)-percent nominal confidence
interval
[
fˆ(x)± z1−α/2 × standard error
]
, where the estimator fˆ(x) is constructed using an MSE,
IMSE or a cross-validation-type bandwidth, despite that in all these cases the resulting confidence
interval not having (1−α)-percent coverage rate, even in large samples. The mechanical solution to
this inferential problem, often encountered in textbooks, is to undersmooth the estimator Fˆ
(ν)
p (x),
that is, to construct the test statistic Tν,p(x) using an ad hoc bandwidth h smaller than hMSE(x)
or hIMSE for the point estimator. The function/command lpdensity() allows for this inference
approach, of course, by simply running estimation and inference in two separate steps (see Section
3 for an illustration).
Calonico, Cattaneo and Farrell (2018) recently showed that under the same assumptions em-
ployed to construct an (I)MSE-optimal bandwidth choice, it is suboptimal to employ undersmooth-
ing for inference in nonparametrics. Instead, it is demonstrably better, in terms of higher-order
distributional and coverage/inference properties, to employ robust bias correction (RBC): the idea
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is to bias correct the point estimator and then adjust the variance accordingly. Heuristically, and
abusing notation for simplicity, this leads to the the Wald-type test statistic
T RBCν,p (x) =
Fˆ
(ν),BC




 Normal(0, 1), Fˆ (ν),BCp (x) = Fˆ (ν)p (x)− Bias[Fˆ (ν)p (x)],
which has a valid standard normal distribution even when an MSE, IMSE or a cross-validation-type
bandwidth for Fˆ
(ν)
p (x) is used. Confidence intervals with correct asymptotic size can be constructed
by inverting the test statistic T RBCν,p (x). In particular, it can be shown that a robust bias-corrected
confidence interval is equivalent to employing the test statistic Tν,p+1(x) = T
RBC
ν,p (x) for a particular
choice of parameters/implementation. Therefore, for inference the function/command lpdensity()
employs by default an RBC test statistic assuming an (I)MSE-optimal or cross-validation-based
bandwidth for the p-th order point estimator is used, denoted generically by hp, and therefore forms
the test statistic








and associated confidence intervals











where now the notation makes the bandwidth explicit to distinguish the two polynomial degrees
used in constructing the point estimators and the RBC confidence interval/test statistic: (i) a p-th
order polynomial is used for point estimation (and bandwidth selection), and (ii) a (p+ 1)-th order
polynomial is used for inference. In general, it is possible to use even higher order polynomials to
construct robust bias-corrected confidence intervals.
More generally, the package lpdensity implements confidence intervals of the form:
IRBC,qν,p (x) ≡ Iν,q(x;hp) =
[







with q determing the inference approach. The default option q = p+ 1 corresponds to robust bias
correction, while setting q = p gives the conventional (undersmoothed) confidence interval, which
is invalid whenever an MSE-optimal-type bandwidth hp is used.
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2.4 Bandwidth Estimation
The package lpdensity implements several bandwidth selectors through the function/command
lpbwdensity(), including MSE-optimal and IMSE optimal plug-in rules, and a rule-of-thumb
bandwidth selection based on a Gaussian reference model. Here we only outline the main aspects
of bandwidth selection, but further details are given in the appendix.
To introduce our bandwidth selectors, recall that in the quantities Vν,p(x), B1,ν,p(x) and B2,ν,p(x)
are given in pre-asymptotic form, and hence they can be computed from the data directly, given
a pilot/preliminary bandwidth. As a consequence, to construct the (I)MSE-optimal bandwidth
estimators, the only unknown quantities are the higher order derivatives F (p+1)(x) and F (p+2)(x),
which can be consistently estimated using the local polynomial density derivative estimators im-
plemented in lpdensity() with a pilot/preliminary bandwidth. To be precise, the MSE-optimal
bandwidth is estimated by
hˆMSE,p(x) = arg min
h>0
{








p (x)] constructed by replacing F (p+1)(x) and F (p+2)(x) with their estimated counter-
parts using a pilot bandwidth. Similarly, the IMSE-optimal bandwidth selector is given by










where G is the collection of grid points specified in the function/command (by default, G takes on
twenty quantile-spaced values over the support of the data). We provide more details on bandwidth
selectors, including the rule-of-thumb bandwidth in Appendix A.
2.5 CDF Estimation
While the estimator Fˆ
(ν)
p (x) is valid for all ν ≥ 0, all the results above focused on the case ν ≥
1 because the resulting estimators of the density (ν = 1) and its derivatives (ν ≥ 2) are the
main focus of the package. Nevertheless, as a by-product, CJM develop analogous asymptotic
estimation, inference and bandwidth selection results for the smoothed local polynomial estimator
Fˆp(x) = Fˆ
(0)













Figure 1: Histogram of Simulated Data. (Solid line: true density.)
For example, CDF estimation using a kernel-based local constant approximation is implemented by
lpdensity(...,p=0,v=0), which by default estimates the corresponding MSE-optimal bandwidth
(bwselect="mse-dpi") and employs a local linear approximation for inference (q=p+1=1). For
further methodological, technical and implementation details see CJM’s supplemental appendix.
3 Implementation and Numerical Illustration
In this section we showcase the numerical performance of the package lpdensity. The data consists
of 2000 observations from the distribution N (−1, 1) ·1[x ≤ 0] +N (−0.5, 0.25) ·1[x > 0]. We create
a discontinuity in density at x = 0 to illustrate the performance of our procedure at boundaries.
Figure 1 plots a histogram estimate and the true density function.
3.1 Function lpdensity()
The function/command lpdensity() provides both point estimates as well as robust confidence
intervals employing the local polynomial density estimator, given a grid of points and a bandwidth
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choice. If the latter is not provided, then by default the function/command chooses twenty quantile-
spaced grid points over the support of the data and computes hMSE(x) at each grid point.
To begin, the following command estimates the density function (v=1) with fixed bandwidth
bw=0.5 over the grid of evaluation points {−2,−1.5, · · · , 0.5, 1}, using a local quadratic polynomial
approximation (p=2, the default) to the CDF. Robust bias-corrected confidence intervals over the
grid are also computed, in this case using a local cubic polynomial approximation (q=3, the default)
to the CDF.
# Density estimation on an evenly spaced grid with bandwidth 0.5
> model1 <- lpdensity(data$v1, bw = 0.5, grid = seq(-2, 1, 0.5))
> summary(model1)
Call: lpdensity
Sample size (n=) 2000
Polynomial order for point estimation (p=) 2
Density function estimated (v=) 1
Polynomial order for confidence interval (q=) 3
Kernel function triangular
Bandwidth selection method user provided
=============================================================================
Point Std. Robust B.C.
Grid B.W. Eff.n Est. Error [ 95% C.I. ]
=============================================================================
1 -2.0000 0.5000 478 0.2525 0.0129 0.2286 , 0.3039
2 -1.5000 0.5000 695 0.3454 0.0141 0.3097 , 0.3934
3 -1.0000 0.5000 779 0.4114 0.0153 0.3868 , 0.4781
4 -0.5000 0.5000 680 0.3371 0.0139 0.2917 , 0.3728
5 0.0000 0.5000 566 0.3114 0.0142 0.2778 , 0.3576
-----------------------------------------------------------------------------
6 0.5000 0.5000 298 0.1118 0.0096 0.0683 , 0.1227
7 1.0000 0.5000 40 0.0111 0.0030 -0.0012 , 0.0156
=============================================================================
First part of the output provides basic information on the options specified in the function.
The default estimand is the density function, indicated by Order of derivative estimated:1.
Second part of the output gives estimation results, including (i) Grid: the grid points; (ii) B.W.:
the bandwidths; (iii) Eff.n: the effective sample size for each grid point; (iv) Point Est.: the
point estimates using polynomial order p, and the associated standard errors under Std. Error;
(v) Robust B.C.[95% C.I.]: robust bias-corrected 95% confidence interval. More advanced users
may wish to extract point estimates and standard errors for further statistical analysis. The output
is stored in a standard matrix, and can be accessed as the following.
# Access lpdensity () output for further analysis
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> model1$Estimate
summary() takes two additional arguments. The first one, alpha, specifies the (one-minus)
nominal coverage of the confidence interval, with default being 0.05. Another argument is sep,
which controls the horizontal separator. The default value is 5, meaning a dashed line is drawn
every five grid points. This feature can be suppressed by setting it to 0. See the following example
which produces 99% CI with dashed lines appear every three grid points.
# 99% CI; separator drawn every three grid points
> summary(model1 , alpha = 0.01, sep = 3)
When the argument grid is suppressed, the evaluation points will be (0.05, 0.1, · · · , 0.9, 0.95)-
quantiles computed from the data. If only point estimates are to be computed (i.e. without bias
corrected confidence intervals), one can set q=0. For example (output is suppressed):
> summary(lpdensity(data$v1, bw = 0.5)) # grid on quantiles
> summary(lpdensity(data$v1, bw = 0.5, q = 0)) # no bias -corrected CI
It is also possible to suppress the argument bw, and the program will select bandwidth au-
tomatically by minimizing (estimated) mean squared error, employing the function/command
lpbwdensity(). Other bandwidth selection methods are also available in the aforementioned func-
tion/command. We will illustrate our automatic bandwidth selection procedures in an upcoming
subsection.
Another important argument in lpdensity() is scale, which scales the point estimates and
standard errors. This is particularly useful if only part of the data is used. Recall that the data we
use has density discontinuity at 0, hence one should, in principal, estimate using data {Xi : Xi < 0}
and {Xi : Xi > 0} separately on the two sides of 0. Simply splitting the data will not give consistent
estimates:
> # INconsistent density estimation , due to data -splitting
> lpdensity(data$v1[data$v1 < 0], bw = 0.5, grid = 0)$Estimate[, "f_p"]
[1] 0.2792337
> lpdensity(data$v1[data$v1 > 0], bw = 0.5, grid = 0)$Estimate[, "f_p"]
[1] 2.794478
> dnorm(0, mean = -1, sd = 1) # true density left to 0
[1] 0.2419707
> dnorm(0, mean = -0.5, sd = 0.5) # true density right to 0
[1] 0.4839414
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The previous commands give point estimates [fˆp(0−), fˆp(0+)] = [0.279, 2.794], which is far from
the true values [0.241, 0.484]. To have consistent estimates, we need to scale the estimates by the
proportion of the data used for estimation:
> # Consistent density estimation with data -splitting
> lpdensity(data$v1[data$v1 < 0], bw = 0.5, grid = 0,
+ scale = sum(data$v1 < 0)/2000)$Estimate[, "f_p"]
[1] 0.2370694
> lpdensity(data$v1[data$v1 > 0], bw = 0.5, grid = 0,
+ scale = sum(data$v1 > 0)/2000)$Estimate[, "f_p"]
[1] 0.4219661
3.2 Function lpdensity.plot()
The package lpdensity also includes the plotting function lpdensity.plot(). This function
takes output from lpdensity() and produces plots of point estimates and (pointwise) robust bias-
corrected confidence intervals over the grid of evaluation points selected. Figure 2 shows how plots
can be easily generated. Note that in general the confidence intervals are not centered at the
point estimates. As described in Section 2, by default point estimates are constructed using mean
squared error optimal bandwidth, which implies the smoothing bias is non-negligible and hence
valid inference is obtained by employing robust bias-corrected confidence intervals, which need not
to be centered at the point estimates (this would also happen if undersmoothing is used instead).
The function lpdensity.plot() allows flexible customization. Figure 3 illustrates some of the
features.
To close this subsection, we showcase how plots produced by lpdensity.plot() can be further
modified or improved. Because lpdensity.plot() produces standard ggplot2 objects, additional
features and/or geometric objects can be added. For example, we first estimate the density function
separately on the two sides of x = 0, and then plot the two density estimates in one figure. Finally
we add a histogram in the background. The resulting plot is given in Figure 4.
3.3 Function lpbwdensity()
The function lpbwdensity() implements four bandwidth selectors, (i) MSE-optimal plug-in band-
width selector, denoted by "mse-dpi", (ii) IMSE-optimal plug-in bandwidth selector, denoted by













Figure 2: Density Plot.
# Density plot
> model2 <- lpdensity(data$v1, bw = 0.5, grid = seq(-2, 1, 0.05))





































































































(d) Nominal 80% Confidence Intervals
Figure 3: Density Plots with Different Specifications.
# Error bar
> lpdensity.plot(model2 , type = "points", CItype = "ebar", CIshade = 0.8,
+ ylabel = "density")
# Change color
> lpdensity.plot(model2 , lcol = 2, CIcol = 4, ylabel = "density")
# Dashed confidence interval
> lpdensity.plot(model2 , CItype = "line", CIshade = 0.8, ylabel = "density")
# 90% confidence interval
> lpdensity.plot(model2 , CItype = "line", CIshade = 0.8, alpha = 0.1,










Left  of 0
Right  of 0
Figure 4: Density Plot with Histogram.
# Estimation with subsamples on the two sides of 0
> model3 <- lpdensity(data$v1[data$v1 < 0], bw = 0.5, grid = seq(-2,
+ 0, 0.05), scale = sum(data$v1 < 0)/2000)
> model4 <- lpdensity(data$v1[data$v1 > 0], bw = 0.5, grid = seq(0,
+ 1, 0.05), scale = sum(data$v1 > 0)/2000)
# Combine two sets of estimates in the same figure
> plot3_4 <- lpdensity.plot(model3 , model4 , CIshade = 0.6, ylabel = "density",
+ legendGroups = c("left of 0", "right of 0")) +
+ geom_histogram(data = data , aes(x = v1 , y = .. density ..),
+ breaks = seq(-2, 1, 0.1), fill = 4, col = "white", alpha = 0.2)
> plot3_4$layers <- plot3_4$layers[c(5, 1:4)]
> plot3_4
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"mse-rot", and (iv) integrated rule-of-thumb bandwidth selector, denoted by "imse-rot". In this
subsection we illustrate some of the main features of lpbwdensity() with the same simulated data
used previously.
By default, the function computes the MSE-optimal bandwidth for estimating density with
local quadratic regression and triangular kernel, on twenty quantile-spaced grid points over the
support of the data. That is, the default is lpbwdensity(..., p=2, v=1, bwselect="mse-dpi",
kernel="triangular"). The output resembles that of lpdensity(), which provides basic infor-
mation for the data and options specified, as well as a matrix with columns of (i) Grid: grid of
evaluation points, (ii) B.W.: estimated bandwidths, and (iii) Eff.n: effective sample size at each
grid point given the estimated bandwidth. Here is an example with a used-chosen grid of evaluation
points.
# Bandwidth selection for an evenly spaced grid
> model1bw <- lpbwdensity(data$v1, grid = seq(-2, 1, 0.5))
> summary(model1bw)
Call: lpbwdensity
Sample size (n=) 2000
Polynomial order for point estimation (p=) 2
Density function estimated (v=) 1
Kernel function triangular




1 -2.0000 1.2823 1222
2 -1.5000 0.6448 891
3 -1.0000 0.5439 837
4 -0.5000 2.4392 1945
5 0.0000 0.4962 562
--------------------------------
6 0.5000 0.7309 420
7 1.0000 0.3567 23
================================
The bandwidths estimated from this function can be used as inputs for lpdensity(), but
constructing bandwidths in a separate step is redundant: one can specify a bandwidth selection
method through the option bwselect directly in lpdensity(). For example,
# Density estimation using data -driven MSE -optimal bandwidth
> model5 <- lpdensity(data$v1, grid = seq(-2, 1, 0.5))
> summary(model5)























Figure 5: Density Plot with IMSE-optimal Bandwidth and Under-smoothing.
# IMSE -optimal bandwidth
> model6bwIMSE <- lpbwdensity(data$v1, grid = seq(-2, 1, 0.05) ,
+ bwselect = "imse -dpi")
# Estimation with IMSE -optimal bandwidth
> model6 <- lpdensity(data$v1, grid = seq(-2, 1, 0.05) ,
+ bw = model6bwIMSE$BW[, "bw"])
> lpdensity.plot(model6 , ylabel = "density")
# Estimation with ad hoc under -smoothing
> model7 <- lpdensity(data$v1, grid = seq(-2, 1, 0.05) ,
+ bw = model6bwIMSE$BW[, "bw"]/2)
> lpdensity.plot(model7 , ylabel = "density")
bandwidths prior to estimation, such as in the case of ad hoc undersmoothing. To show this feature,
we reproduce Figure 2 using estimated IMSE-optimal bandwidth, as well as ad hoc under-smoothing
where the IMSE-optimal bandwidth is divided by 2 for estimation. See Figure 5 and the R code
there.
4 Simulation Evidence and Comparison with Other R Packages
Density estimation is available in many statistical packages. In this section, we illustrate the finite-
sample performance of our lpdensity package in a simulation study, and compare it with other
R packages implementing kernel-based density estimation procedures. Deng and Wickham (2011)
also compares density estimation implementations in terms of speed, accuracy and frequency of
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updates. They review not only kernel-based density estimators but also procedures based on his-
togram/binning and penalization. However, Deng and Wickham (2011) does not discuss statistical
inference or whether the estimator is valid for boundary evaluation points.
The functions/packages we consider are: KernSec() in GenKern (Lucy and Aykroyd, 2013);
bkde() and locpoly() in KernSmooth (Wand and Ripley, 2015); kdde() and kde() in ks (Duong,
2007); npudens() in np (Hayfield and Racine, 2008); kdrobust() in nprobust (Calonico, Cat-
taneo and Farrell, 2019); plugin.density() in plugdensity (Herrmann and Maechler, 2011);
sm.density() in sm (Bowman and Azzalini, 2018); as well as stats::density(). Table 1 provides
a brief summary of their main features. First, most packages do not offer valid density estimates at
(or near) boundaries, with the exception of KernSmooth and our lpdensity package. As explained
in Section 2, lpdensity provides valid density estimation regardless whether the evaluation point
is interior or boundary, and such boundary carpentry is fully automatic, meaning that the user
does not need to explicitly specify a boundary kernel. Second, statistical inference is only available
in four packages, np, nprobust, sm and lpdensity. However, among these four packages, only
nprobust and lpdensity account for the possibly leading smoothing bias when constructing test
statistics/confidence intervals. Finally, only three packages, KernSmooth, ks and lpdensity offer
the feature to estimate density derivatives. Overall, the lpdensity package provides valid density
estimates and derivatives thereof, for both interior and boundary evaluation points. For statistical
inference, lpdensity takes into account the possibly leading smoothing bias, and hence delivers
(asymptotically) valid testings and confidence intervals. With a set of bandwidth selectors, we
believe lpdensity is an important addition to the toolkit for distribution estimation and inference.
Now we describe our simulation design. We consider the estimation of F (v)(x) for v ∈ {1, 2}
(i.e., the density function and its derivative) at three evaluation points x ∈ {−2.5,−0.25, 0}. The
local polynomial order is chosen from p ∈ {ν, ν + 1, ν + 2}, and we use the triangular kernel. The
data consists of a random sample of size n ∈ {500, 1000}, generated from the normal distribution
N (−1, 1) truncated above at 0. That is, F (ν)(x) = Φ(ν)(x+ 1)/Φ(1) for x ≤ 0, where Φ and φ are
the distribution and density functions of the standard normal distribution. From our simulation
design, the evaluation point, x = −2.5, is in the interior region; x = 0 is the upper boundary; and
x = 1.75 represents a “near boundary” scenario. We use both population bandwidths obtained by
minimizing the true asymptotic (integrated) mean squared error, as well as data-driven bandwidths
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constructed by each package. We employ 5,000 Monte Carlo repetitions. For the point estimate, we
report its bias, standard error and root mean squared error. Whenever available, we also report the
empirical coverage probability of a nominal 95% confidence interval, as well as its average length.
Simulation results are summarized in Table 2–7 for the sample size n = 500, and Table 8-13 for the
sample size n = 1000. Except for KernSmooth::locpoly(), other packages do not employ a local
polynomial regression approach. We report those results in tables with p = v.
We first focus on Table 2. For the interior evaluation point (x = −2.5), mean squared errors (row
1–12, column 4 and 10) are of similar magnitude. For the boundary evaluation points (x = −0.25
and 0), however, lpdensity has a much smaller mean squared error (row 23, 24, 35 and 36, column
4 and 10). This is because other packages do not correct for the well-known boundary bias, and
hence their density estimates will be biased even in large samples. The boundary bias issue also
features in statistical inference: our confidence interval consistently has an empirical coverage rate
close to the nominal 95% level, while for the other three packages offering a inference procedure,
the empirical coverage is almost zero, meaning that the boundary bias is so large that a nominal
95% confidence interval almost never covers the target parameter. In Table 5, we report simulation
evidence for estimating the density derivative (v = 2) using a local quadratic regression (p = 2).
Although density derivative estimation is available in two other packages, neither provides statistical
inference.
Similar conclusions can be drawn from other tables, and we do not discuss in detail for brevity.
Note, however, that our confidence interval can be very wide for estimating the density derivative
using a local quartic regression (v = 2, p = 4), especially at boundary evaluation points (Table 7).
The reason is twofold. First, estimating derivatives nonparametrically is always difficult, unless the
sample size is very large. Second, our confidence interval is constructed based on a local polynomial
regression of order p+ 1 = 5. This is likely to further increase the variability of the point estimate,
and hence will increase the confidence interval length.
5 Conclusion
We gave an introduction to the general purpose software package lpdensity, which offers local
polynomial regression based estimation and inference procedures for CDF, PDF and higher order
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density derivatives. This package is available in both R and Stata statistical platforms, and further
installation details and links to the latest version of the software can be found at https://sites.
google.com/site/lpdensity/.
A Appendix: Details on Bandwidth Selection
In this appendix we provide more methodological details on bandwidth selectors implemented
thorough the function lpbwdensity(). We continue to focus exclusively on the case 1 ≤ ν ≤ p,
and therefore we do not discuss the case ν = 0 corresponding to CDF estimation, which is quite
different because of its distinct properties (e.g.,
√
n-consistency and asymptotic linearity). All
cases, regularity conditions and other technical details can be found in CJM and their supplemental
appendix.
A.1 Rule-of-thumb Bandwidth Selectors
Recall that, in the definition of Var[Fˆ
(ν)
p (x)] and Bias[Fˆ
(ν)
p (x)], we introduced pre-asymptotic ma-
trices Vν,p(x), B1,ν,p(x) and B2,ν,p(x). For the rule-of-thumb bandwidth selectors, we consider a
Gaussian reference model, hence all evaluation points are interior. Then asymptotically, those ma-
trices have well-defined limits, and those limits are products of DGP-related quantities (such as
normal densities or higher order derivatives) and nonrandom matrices which only depend on p, ν
and the kernel. Then the rule-of-thumb bandwidth can be computed, and we denote it by hˆROT,p.
An integrated version can be constructed accordingly, and is denoted by hˆIROT,p.
Given x, p and ν, the rate at which the MSE-optimal bandwidth hMSE shrinks to zero depends
on whether p − ν is even or odd, and whether x is interior or boundary. We summarize in Table
2 (panel (a)), as well as the rate at which the rule-of-thumb bandwidths shrinks (panel (b)). Note
that the (I)ROT-optimal bandwidths have correct rate of convergence, except when p − ν is even




We now discuss some implementation details of the MSE-optimal bandwidth, which will also apply
for IMSE-optimal bandwidth. First the unknown higher order derivatives F (p+1)(x) and F (p+2)(x)
are replaced by consistent estimated, Fˆ
(p+1)
p+2 (x; hˆIROT,p+1,p+2) and Fˆ
(p+2)
p+3 (x; hˆIROT,p+2,p+3), where the
IROT bandwidths are used to make the estimated derivatives stable. Here we augment the notation
of bandwidth with one additional argument, since the bandwidth depends on both the polynomial
order as well as the order of derivative. For example, hˆIROT,p+1,p+2 is the estimated bandwidth in
a Gaussian reference model, which is integrated-optimal for a local polynomial regression of order
p+ 2, when estimating the (p+ 1)-th derivative.
The next step is to construct the pre-asymptotic matrices Vν,p(x), B1,ν,p(x) and B2,ν,p(x), and
for this purpose, we also need a preliminary bandwidth. We use hˆIROT,1,2, so those matrices are
Vν,p(x; hˆIROT,1,2), B1,ν,p(x; hˆIROT,1,2) and B2,ν,p(x; hˆIROT,1,2). Then the MSE-optimal bandwidth is
given by
hˆMSE,p = arg min
h>0
{















p+2 (x; hˆIROT,p+1,p+2)B1,ν,p(x; hˆIROT,1,2)
+ h · Fˆ (p+2)p+3 (x; hˆIROT,p+2,p+3)B2,ν,p(x; hˆIROT,1,2)
]
.
Under very mild regularity conditions, it can be shown that hˆMSE,p is rate consistent (see Table
2, panel (c)). Under the assumption that either (i) x is near boundary, or (ii) p − ν is odd, it is
possible to prove stronger result: hˆMSE,p/hMSE,p
P→ 1, so that MSE-optimal bandwidth selector is
consistent both in rate and constant. What happens for interior x with p − ν even? In this case
B1,ν,p(x; hˆIROT,1,2)
P→ 0, and B2,ν,p(x; hˆIROT,1,2) captures only part of the leading bias. Hence hˆMSE,p
has correct rate of convergence, but is not consistent for hMSE,p in the strong sense.
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Table 2: Bandwidths Rates for Density Estimator (1 ≤ ν ≤ p)
(a) hMSE,p  n−1/γ
x interior x boundary
p− ν odd γ = 2p+ 1 γ = 2p+ 1
p− ν even γ = 2p+ 3 γ = 2p+ 1
(b) hˆROT,p P n−1/γ and hˆIROT,p P n−1/γ
x interior x boundary
p− ν odd γ = 2p+ 1 γ = 2p+ 1
p− ν even γ = 2p+ 3 γ = 2p+ 3
(c) hˆMSE,p P n−1/γ
x interior x boundary
p− ν odd γ = 2p+ 1 γ = 2p+ 1
p− ν even γ = 2p+ 3 γ = 2p+ 1
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Table 3: Simulation Results
n = 500, v = 1 (density), p = 1 (local linear)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec 0.809 0.777 0.040 0.778 0.632 0.099 0.639
bkde 0.809 0.032 0.007 0.033 0.006 0.017 0.018
locpoly 0.809 0.036 0.009 0.037
kdde 0.809 0.032 0.007 0.033 0.206 0.003 0.019 0.020
kde 0.809 0.032 0.007 0.033 0.206 0.003 0.019 0.020
npudens 0.809 0.032 0.007 0.033 0.075 0.045 0.132 0.001 0.027 0.027 0.954 0.105
kdrobust 0.809 0.011 0.014 0.018 0.945 0.067 0.957 0.013 0.016 0.021 0.879 0.061
plugin.density 0.175 0.002 0.021 0.021
sm.density 0.809 0.032 0.007 0.033 0.187 0.052 0.242 0.005 0.018 0.018 0.990 0.095
density 0.809 0.033 0.007 0.033 0.206 0.003 0.019 0.020
lpdensity(hMSE) 0.809 0.033 0.018 0.038 0.942 0.064 0.625 0.019 0.043 0.046 0.915 0.081
lpdensity(hIMSE) 0.789 0.032 0.018 0.037 0.943 0.065 0.585 0.019 0.022 0.029 0.946 0.076
x = −0.25 (boundary)
KernSec 1.041 0.810 0.031 0.810 1.276 0.154 1.285
bkde 1.041 0.124 0.006 0.125 0.047 0.023 0.052
locpoly 1.041 0.008 0.009 0.013
kdde 1.041 0.124 0.006 0.125 0.206 0.031 0.030 0.043
kde 1.041 0.124 0.006 0.125 0.206 0.031 0.030 0.043
npudens 1.041 0.124 0.006 0.125 0.000 0.044 0.132 0.011 0.042 0.043 0.912 0.158
kdrobust 1.041 0.084 0.013 0.085 0.060 0.073 0.988 0.080 0.019 0.082 0.219 0.077
plugin.density 0.175 0.020 0.034 0.040
sm.density 1.041 0.124 0.006 0.125 0.000 0.046 0.242 0.042 0.024 0.049 0.578 0.095
density 1.041 0.124 0.006 0.124 0.206 0.032 0.027 0.041
lpdensity(hMSE) 1.041 0.062 0.024 0.066 0.950 0.150 0.763 0.029 0.047 0.056 0.875 0.152
lpdensity(hIMSE) 0.789 0.046 0.027 0.053 0.948 0.150 0.585 0.027 0.037 0.045 0.949 0.149
x = 0 (boundary)
KernSec 0.195 0.541 0.112 0.552 0.546 0.108 0.556
bkde 0.195 0.122 0.020 0.123 0.115 0.018 0.116
locpoly 0.195 0.092 0.024 0.095
kdde 0.195 0.122 0.020 0.123 0.206 0.121 0.019 0.123
kde 0.195 0.122 0.020 0.123 0.206 0.121 0.019 0.123
npudens 0.195 0.122 0.020 0.123 0.000 0.086 0.132 0.128 0.026 0.131 0.020 0.107
kdrobust 0.195 0.133 0.030 0.137 0.078 0.140 1.350 0.097 0.018 0.099 0.000 0.053
plugin.density 0.175 0.124 0.021 0.126
sm.density 0.195 0.122 0.020 0.123 0.001 0.105 0.242 0.117 0.018 0.118 0.000 0.095
density 0.195 0.121 0.020 0.123 0.206 0.120 0.020 0.122
lpdensity(hMSE) 0.195 0.029 0.065 0.071 0.940 0.548 0.428 0.054 0.065 0.085 0.908 0.478
lpdensity(hIMSE) 0.789 0.090 0.032 0.096 0.953 0.276 0.585 0.073 0.041 0.084 0.950 0.322
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 4: Simulation Results
n = 500, v = 1 (density), p = 2 (local quadratic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 0.522 0.004 0.021 0.021 0.940 0.115 1.076 0.007 0.021 0.022 0.877 0.088
lpdensity(hIMSE) 0.508 0.004 0.021 0.021 0.941 0.117 0.685 0.006 0.018 0.019 0.944 0.102
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 0.671 0.002 0.038 0.038 0.950 0.154 1.179 0.020 0.044 0.048 0.952 0.148
lpdensity(hIMSE) 0.508 0.001 0.038 0.038 0.947 0.177 0.685 0.002 0.038 0.038 0.947 0.155
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.165 0.027 0.059 0.065 0.946 0.372 0.708 0.014 0.079 0.080 0.945 0.489
lpdensity(hIMSE) 0.508 0.003 0.087 0.087 0.953 0.541 0.685 0.012 0.077 0.078 0.955 0.471
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 5: Simulation Results
n = 500, v = 1 (density), p = 3 (local cubic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 1.581 0.011 0.019 0.022 0.949 0.074 1.443 0.006 0.024 0.024 0.930 0.077
lpdensity(hIMSE) 1.718 0.014 0.018 0.023 0.948 0.074 0.938 0.002 0.023 0.023 0.944 0.087
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 3.938 0.047 0.037 0.060 0.946 0.165 0.798 0.002 0.041 0.041 0.946 0.196
lpdensity(hIMSE) 1.718 0.001 0.040 0.040 0.949 0.146 0.938 0.002 0.037 0.037 0.948 0.177
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.179 0.005 0.096 0.096 0.952 0.526 0.688 0.001 0.127 0.127 0.961 0.696
lpdensity(hIMSE) 1.718 0.014 0.080 0.082 0.950 0.447 0.938 0.003 0.105 0.105 0.955 0.585
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 6: Simulation Results
n = 500, v = 2 (density derivative), p = 2 (local quadratic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde
locpoly 1.383 0.094 0.008 0.095







lpdensity(hMSE) 1.383 0.008 0.029 0.030 0.915 0.112 1.489 0.001 0.042 0.042 0.880 0.123
lpdensity(hIMSE) 1.182 0.009 0.034 0.035 0.929 0.129 0.731 0.007 0.066 0.066 0.950 0.241
x = −0.25 (boundary)
KernSec
bkde
locpoly 1.067 0.232 0.016 0.233







lpdensity(hMSE) 1.067 0.102 0.090 0.136 0.950 0.886 1.155 0.106 0.182 0.211 0.946 0.913
lpdensity(hIMSE) 1.182 0.121 0.080 0.145 0.952 0.824 0.731 0.059 0.148 0.159 0.954 1.087
x = 0 (boundary)
KernSec
bkde
locpoly 1.146 0.242 0.016 0.242







lpdensity(hMSE) 1.146 0.092 0.108 0.142 0.948 1.701 0.855 0.067 0.233 0.243 0.942 3.686
lpdensity(hIMSE) 1.182 0.097 0.103 0.142 0.948 1.628 0.731 0.062 0.221 0.230 0.956 3.390
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 7: Simulation Results
n = 500, v = 2 (density derivative), p = 3 (local cubic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 0.931 0.007 0.043 0.044 0.950 0.372 1.383 0.005 0.040 0.040 0.946 0.263
lpdensity(hIMSE) 0.796 0.005 0.053 0.053 0.948 0.455 0.801 0.005 0.055 0.055 0.946 0.469
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 0.718 0.002 0.281 0.281 0.949 1.091 0.821 0.005 0.261 0.261 0.951 1.112
lpdensity(hIMSE) 0.796 0.000 0.270 0.270 0.950 1.092 0.801 0.004 0.260 0.260 0.950 1.104
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.187 0.062 0.416 0.420 0.952 4.121 0.727 0.034 1.077 1.077 0.963 9.756
lpdensity(hIMSE) 0.796 0.029 0.720 0.720 0.954 7.272 0.801 0.012 0.825 0.825 0.968 7.511
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 8: Simulation Results
n = 500, v = 2 (density derivative), p = 4 (local quartic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 2.304 0.026 0.031 0.040 0.951 0.196 1.512 0.008 0.068 0.068 0.940 0.241
lpdensity(hIMSE) 1.994 0.022 0.037 0.043 0.951 0.203 1.001 0.003 0.090 0.090 0.949 0.345
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.883 0.025 0.239 0.240 0.953 1.140 1.440 0.007 0.276 0.276 0.948 1.106
lpdensity(hIMSE) 1.994 0.032 0.231 0.233 0.952 1.136 1.001 0.003 0.275 0.275 0.953 1.170
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 4.459 0.283 0.192 0.342 0.913 1.503 0.766 0.004 2.238 2.238 0.960 17.600
lpdensity(hIMSE) 1.994 0.075 0.507 0.513 0.951 4.088 1.001 0.003 1.452 1.452 0.966 11.071
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 9: Simulation Results
n = 1000, v = 1 (density), p = 1 (local linear)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec 0.705 1.673 0.069 1.674 1.413 0.154 1.421
bkde 0.705 0.029 0.006 0.029 0.005 0.013 0.014
locpoly 0.705 0.030 0.006 0.030
kdde 0.705 0.029 0.006 0.029 0.172 0.003 0.015 0.015
kde 0.705 0.029 0.006 0.029 0.172 0.003 0.015 0.015
npudens 0.705 0.029 0.006 0.029 0.013 0.034 0.102 0.001 0.021 0.021 0.955 0.085
kdrobust 0.705 0.009 0.011 0.014 0.939 0.051 0.781 0.010 0.012 0.016 0.897 0.048
plugin.density 0.144 0.002 0.017 0.017
sm.density 0.705 0.029 0.006 0.029 0.059 0.039 0.562 0.022 0.007 0.023 0.505 0.044
density 0.705 0.029 0.006 0.030 0.179 0.003 0.015 0.015
lpdensity(hMSE) 0.705 0.026 0.014 0.029 0.935 0.048 0.486 0.013 0.030 0.033 0.933 0.062
lpdensity(hIMSE) 0.687 0.025 0.014 0.028 0.937 0.049 0.531 0.016 0.017 0.023 0.944 0.056
x = −0.25 (boundary)
KernSec 0.906 2.079 0.059 2.079 3.006 0.248 3.016
bkde 0.906 0.114 0.005 0.114 0.039 0.018 0.043
locpoly 0.906 0.008 0.008 0.011
kdde 0.906 0.114 0.005 0.114 0.172 0.021 0.024 0.032
kde 0.906 0.114 0.005 0.114 0.172 0.021 0.024 0.032
npudens 0.906 0.114 0.005 0.114 0.000 0.034 0.102 0.006 0.033 0.033 0.936 0.128
kdrobust 0.906 0.079 0.011 0.080 0.022 0.057 0.831 0.074 0.015 0.076 0.176 0.062
plugin.density 0.144 0.012 0.027 0.029
sm.density 0.906 0.114 0.005 0.114 0.000 0.035 0.562 0.088 0.009 0.088 0.000 0.044
density 0.906 0.114 0.005 0.114 0.179 0.024 0.021 0.032
lpdensity(hMSE) 0.906 0.053 0.018 0.056 0.953 0.106 0.800 0.027 0.041 0.049 0.836 0.108
lpdensity(hIMSE) 0.687 0.037 0.021 0.042 0.950 0.105 0.531 0.021 0.028 0.035 0.947 0.105
x = 0 (boundary)
KernSec 0.155 1.337 0.202 1.352 1.336 0.189 1.350
bkde 0.155 0.126 0.017 0.127 0.119 0.014 0.120
locpoly 0.155 0.112 0.018 0.113
kdde 0.155 0.126 0.016 0.127 0.172 0.125 0.015 0.126
kde 0.155 0.126 0.016 0.127 0.172 0.125 0.015 0.126
npudens 0.155 0.126 0.016 0.127 0.000 0.067 0.102 0.132 0.021 0.134 0.003 0.085
kdrobust 0.155 0.135 0.024 0.137 0.009 0.111 0.958 0.101 0.014 0.102 0.000 0.045
plugin.density 0.144 0.128 0.017 0.129
sm.density 0.155 0.126 0.016 0.127 0.000 0.084 0.562 0.093 0.008 0.094 0.000 0.044
density 0.155 0.126 0.016 0.127 0.179 0.124 0.015 0.125
lpdensity(hMSE) 0.155 0.023 0.051 0.056 0.947 0.423 0.438 0.050 0.055 0.074 0.894 0.347
lpdensity(hIMSE) 0.687 0.078 0.024 0.082 0.948 0.207 0.531 0.064 0.032 0.072 0.953 0.235
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 10: Simulation Results
n = 1000, v = 1 (density), p = 2 (local quadratic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 0.454 0.003 0.015 0.016 0.946 0.087 0.924 0.006 0.016 0.017 0.897 0.066
lpdensity(hIMSE) 0.443 0.003 0.016 0.016 0.945 0.088 0.621 0.005 0.013 0.014 0.948 0.075
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 0.584 0.000 0.027 0.027 0.946 0.116 1.100 0.016 0.036 0.039 0.948 0.105
lpdensity(hIMSE) 0.443 0.001 0.027 0.027 0.950 0.135 0.621 0.000 0.027 0.027 0.944 0.113
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.056 0.019 0.044 0.048 0.950 0.272 0.678 0.010 0.059 0.059 0.944 0.349
lpdensity(hIMSE) 0.443 0.001 0.064 0.064 0.950 0.400 0.621 0.006 0.055 0.056 0.954 0.343
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 11: Simulation Results
n = 1000, v = 1 (density), p = 3 (local cubic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 1.463 0.008 0.014 0.016 0.946 0.052 1.426 0.007 0.018 0.019 0.932 0.054
lpdensity(hIMSE) 1.591 0.011 0.013 0.017 0.946 0.052 0.891 0.001 0.017 0.017 0.942 0.063
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 3.647 0.038 0.027 0.047 0.941 0.116 0.710 0.001 0.030 0.030 0.947 0.144
lpdensity(hIMSE) 1.591 0.000 0.028 0.028 0.948 0.103 0.891 0.001 0.027 0.027 0.945 0.128
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.071 0.006 0.069 0.069 0.952 0.383 0.660 0.001 0.089 0.089 0.954 0.487
lpdensity(hIMSE) 1.591 0.015 0.059 0.061 0.949 0.324 0.891 0.005 0.074 0.074 0.954 0.416
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 12: Simulation Results
n = 1000, v = 2 (density derivative), p = 2 (local quadratic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde
locpoly 1.253 0.091 0.007 0.092







lpdensity(hMSE) 1.253 0.009 0.023 0.024 0.907 0.085 1.455 0.003 0.033 0.033 0.855 0.086
lpdensity(hIMSE) 1.071 0.009 0.027 0.029 0.926 0.100 0.700 0.006 0.049 0.049 0.937 0.178
x = −0.25 (boundary)
KernSec
bkde
locpoly 0.967 0.196 0.013 0.196







lpdensity(hMSE) 0.967 0.085 0.072 0.111 0.948 0.665 1.140 0.102 0.155 0.185 0.930 0.652
lpdensity(hIMSE) 1.071 0.102 0.064 0.120 0.947 0.623 0.700 0.050 0.113 0.123 0.955 0.777
x = 0 (boundary)
KernSec
bkde
locpoly 1.038 0.201 0.013 0.201







lpdensity(hMSE) 1.038 0.074 0.089 0.116 0.947 1.374 0.829 0.054 0.191 0.198 0.938 2.821
lpdensity(hIMSE) 1.071 0.079 0.085 0.116 0.948 1.315 0.700 0.050 0.162 0.169 0.951 2.512
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 13: Simulation Results
n = 1000, v = 2 (density derivative), p = 3 (local cubic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 0.843 0.006 0.035 0.035 0.945 0.296 1.326 0.004 0.030 0.030 0.927 0.194
lpdensity(hIMSE) 0.721 0.004 0.043 0.043 0.943 0.364 0.763 0.004 0.041 0.042 0.944 0.348
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 0.651 0.002 0.203 0.203 0.950 0.785 0.813 0.007 0.181 0.181 0.952 0.780
lpdensity(hIMSE) 0.721 0.004 0.196 0.196 0.949 0.764 0.763 0.003 0.188 0.188 0.950 0.776
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.078 0.061 0.330 0.336 0.950 3.301 0.697 0.014 0.783 0.784 0.957 7.151
lpdensity(hIMSE) 0.721 0.027 0.586 0.587 0.950 5.820 0.763 0.021 0.604 0.604 0.965 5.549
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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Table 14: Simulation Results
n = 1000, v = 2 (density derivative), p = 4 (local quartic)
Population Bandwidth Estimated Bandwidth
h Bias SD MSE EC IL h Bias SD MSE EC IL
x = −2.5 (interior)
KernSec
bkde








lpdensity(hMSE) 2.163 0.025 0.024 0.035 0.946 0.129 1.563 0.010 0.046 0.047 0.929 0.159
lpdensity(hIMSE) 1.872 0.019 0.029 0.035 0.944 0.135 0.968 0.004 0.066 0.066 0.941 0.248
x = −0.25 (boundary)
KernSec
bkde








lpdensity(hMSE) 1.768 0.024 0.176 0.178 0.947 0.799 1.239 0.007 0.200 0.200 0.950 0.797
lpdensity(hIMSE) 1.872 0.029 0.171 0.173 0.948 0.800 0.968 0.003 0.193 0.193 0.951 0.844
x = 0 (boundary)
KernSec
bkde








lpdensity(hMSE) 4.452 0.284 0.134 0.314 0.862 1.038 0.732 0.040 1.636 1.636 0.959 12.793
lpdensity(hIMSE) 1.872 0.071 0.391 0.397 0.950 3.133 0.968 0.009 1.034 1.034 0.958 8.021
Notes: Population bandwidths are computed by minimizing the true leading (integrated) mean
squared error, and estimated bandwidths are constructed with each package/function. Empty
cells correspond to features that are either not available, or, at least, not obtainable without
modifying the source code. Default options for each package/function are used whenever possible.
(i) h: bandwidth. (ii) Bias: bias of the point estimate. (iii) SD: standard deviation of the point
estimate. (iv) MSE: root mean squared error of the point estimate. (v): EC: empirical coverage of
a nominal 95% confidence interval. (vi) IL: average confidence interval length.
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