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Abstract In this work we focus on multi-state systems modeled by means of a particular class of non-homogeneous
Markov processes introduced in [37], called drifting Markov processes. The main idea behind this type of processes is
to consider a non-homogeneity that is “smooth”, of a known shape. More precisely, the Markov transition matrix is
assumed to be a linear (polynomial) function of two (several) Markov transition matrices. For this class of systems, we
first obtain explicit expressions for reliability/survival indicators of drifting Markov models, like reliability, availability,
maintainability and failure rates. Then, under different statistical settings, we estimate the parameters of the model, obtain
plug-in estimators of the associated reliability/survival indicators and investigate the consistency of the estimators. The
quality of the proposed estimators and the model validation is illustrated through numerical experiments.
Keywords Drifting Markov chains ·Multi-state systems · Reliability theory · Survival analysis · Estimation · Asymptotic
properties
Mathematics Subject Classification (2000) 60J10 · 60K15 · 90B25 · 62N02 · 62F12
1 Introduction
In this work we focus on multi-state systems (MSS) modeled by means of particular class of non-homogeneous Markov
processes introduced in [37], called drifting Markov processes. More specifically, we consider systems with a finite number
of states, say s states, {1, . . . , s}. These different states of such a system usually represent different levels of performance.
For instance, state “1” can be seen as being associated with the nominal performance of the system, state “s” can be
seen as being associated with the total failure, while the other states have intermediate performance levels.
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Note that a hypothesis used in many mathematical models built as modeling tools for real applications is the homo-
geneity with respect to time.
On the one hand, it is clear that in many applications this homogeneity is inappropriate, at least for two reasons:
first, there is often a non-homogeneity (or heterogeneity) intrinsic to the evolution of the systems; second, we can have
interactions between the system and the environment, that can generate a non-homogeneity in the functioning of the
system.
On the other hand, from a practical point of view, considering general non-homogeneous processes could be inappropri-
ate, as the estimation procedures could be not tractable in practice. A possible solution is to consider a non-homogeneity
that is “smooth”, controlled, of a known shape. An example of this type in a Markov framework consists in the so called
drifting Markov chains, introduced in [37]. For these processes, the Markov transition matrix is a linear (polynomial)
function/mixture of two (several) Markov transition matrices. In other words, instead of fitting a transition matrix on a
whole sequence of observations (homogeneous Markov model) or different transition matrices on different homogeneous
parts of the observation (like we do in hidden Markov models), we allow the transition matrix to vary (to drift) from
the beginning to the end of the observed phenomenon. Consequently, at each position, we obtain a different transition
matrix, but with a controlled, known shape. These models are thus constrained non-homogeneous Markov models. Thus
we obtain the desired “smooth” non-homogeneity. In this paper, we focus on polynomial drift ans associated reliability
measures and estimation techniques. To the best of our knowledge, the use of such models in reliability/survival studies
is a completely new approach.
Note that the type of models we propose is appropriate for modeling phenomena that evolve somehow smooth along
time. On the one hand, it is worth to stress that this evolution is not only in one way, for instance aging evolution. The
polynomial drift allows the models to take several possible shapes. On the other hand, if one needs piecewise homogeneity
with abrupt transitions between the homogeneous zone, one possible setting is furnished by hidden Markov or hidden
semi-Markov processes (see, e.g., [26], [9], [6] for general references on hidden Markov and semi-Markov models).
A remark needs to be done here. It is obvious that the family of stochastic models we propose in this article is a
particular case of a non-homogeneous Markov chain. Consequently, using a general non-homogeneous Markov chain could
be seen as a better modeling approach (and really could be in some situations). Nonetheless, note that the number of
parameters of a (fully) non-homogeneous Markov chain could be huge as compared to the number of parameters of our
models: two (for linear drift) or several (i.e., few) Markov transition matrices (for polynomial drift). Moreover, in order
to be able to estimate them all, one needs an extremely huge number of copies of same type of trajectories (at every
time k, we need an important or at least reasonable number of observations of transitions from any state to any another
state).
The work developed along this paper belongs to MSS reliability methods, that have received a substantial amount
of attention in the last decades. For theoretical advances and significant applications in MSS reliability theory in recent
years, the reader is referred to [17], [23], [25] and [28].
Typical tools for investigating the evolution and performance of such systems are the Markov and semi-Markov pro-
cesses. For general references on Markov processes and applications, as well as associated reliability topics, in continuous
or discrete time, with corresponding estimation topics, one can see, e. g., [32], [33], [10], [35], [36], [12], [31]. Semi-Markov
processes generalize renewal processes as well as Markov jump processes by allowing general distributions for sojourn
times; this is the reason why the semi-Markov processes are more adapted for applications in general and for reliabil-
ity studies in particular. One can see [18] for an introduction to continuous-time semi-Markov processes and [6] for a
presentation of the corresponding discrete-time framework.
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For general references on continuous-time semi Markov systems, associated applications and reliability topics, one
can see for example [19], [20], [29], [1], [27], [38], [2], [14], [16], [34]. Discrete-time semi-Markov modeling and estimation,
and reliability computation and estimation can be found in [3], [4], [5], [11], [13]. A unified semi-Markov framework is
described in [21].
This paper is structured as follows. We first introduce several types of drifting Markov models in the next section
and present basic properties. We also obtain explicit expressions for reliability/survival indicators of drifting Markov
models, like reliability, availability, maintainability and failure rates. Then, under different statistical settings, in Section
3 we estimate the parameters of the models, obtain plug-in estimators of the associated reliability/survival indicators
and investigate the consistency of the estimators. The quality of the proposed estimators is also illustrated in Section 4,
where numerical experiments are carried out.
2 Drifting Markov models
In this section we introduce several types of drifting Markov models, namely the linear drifting Markov chain of order 1
(Definition 1) and the polynomial drifting Markov chain of order k (Definition 2), and present basic properties. Then we
obtain explicit expressions for associated reliability/survival indicators, like reliability, availability, maintainability and
failure rates; note that two distinct definitions of failure rates are considered.
2.1 Definitions and notation
Let us consider a random system with finite state space E = {1, . . . , s}, s < ∞, and let (Ω,A,P) be a probability space.
All along this paper we assume that the time evolution of the system is governed by discrete-time stochastic processes
defined on (Ω,A,P) with values in E. Let Π0 = (Π0(u, v))u,v∈E and Π1 = (Π1(u, v))u,v∈E be two Markov transition
matrices (of order 1) over a state space E.
Definition 1 (linear drifting Markov chain of order 1 and of length n) A sequence X0, X1, . . . , Xn with state space
E = {1, 2, . . . , s} is said to be a linear drifting Markov chain (of order 1) of length n between the Markov transition matrices
Π0 and Π1 if the distribution of Xt, t = 1, . . . , n, is defined by
P(Xt = v | Xt−1 = u,Xt−2, . . .) = Π t
n
(u, v), u, v ∈ E, (1)
where
Π t
n
(u, v) =
(
1− t
n
)
Π0(u, v) +
t
n
Π1(u, v), u, v ∈ E. (2)
Let us denote by α = (α(1), . . . , α(s)) the initial distribution of the chain, that is the distribution of X0, α(u) = P(X0 =
u) for any state u ∈ E.
The following result, although straightforward, will be useful in the sequel.
Lemma 1 For a linear drifting Markov chain and k1 ≤ k2, k1, k2 ∈ N, we have
P(Xk2 = j | Xk1−1 = i) =
 k2∏
l=k1
Π l
n
 (i, j).
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Proof.
The proof is straightforward and we omit it. In a most general case, it is given in Lemma 2 2
Note that one could consider a k order linear drifting Markov chain, k ∈ N∗, by allowing a dependence of order k
in Equation (1) and letting Π0 et Π1 be the transition probabilities of Markov chains of order k. Note also that the
linear drifting can be generalized to polynomial drifting of a certain degree d. See [37] for more details on these points.
Let us generalize linear drifting Markov model of order 1 to polynomial drifting Markov model of order k and degree d. Let
Π i
d
= (Π i
d
(u1, . . . , uk, v))u1,...,uk,v∈E be d Markov transition matrices (of order k) over a state space E.
Definition 2 (polynomial drifting Markov chain of order k and of length n) A sequence X0, X1, . . . , Xn with state
space E = {1, 2, . . . , s} is said to be a polynomial drifting Markov chain of order k and of length n if the distribution of Xt,
t = 1, . . . , n, is defined by
P(Xt = v | Xt−1 = uk, Xt−2 = uk−1, . . .) = Π t
n
(u1, . . . , uk, v), u1, . . . , uk, v ∈ E, (3)
where
Π t
n
(u1, . . . , uk, v) =
d∑
i=0
Ai(t)Π i
d
(u1, . . . , uk, v), u1, . . . , uk, v ∈ E, (4)
with Ai polynomials of degree d such as, for any i, j ∈ {0, 1, . . . , d}, Ai
(
nj
d
)
= 1{i=j}.
Remark 1 Note that the coherence between notations implies the choice of the notation Π i
d
. Indeed, for t = ni/d, we
have Π t
n
= Π i
d
.
Remark 2 Polynomials Ai are Lagrange polynomials : they are chosen to have Π t
n
a stochastic matrix for each 0 ≤ t ≤ n.
Indeed
∑
v∈E
Π t
n
(u1, . . . , uk, v) =
d∑
i=0
Ai(t) = A(t) where A is a polynomial of degree d equal to one in (d+ 1) points; then
A is a constant polynomial equal to one.
Example 1 (Polynomial drifting Markov model of degree 2) For a polynomial drifting Markov model of degree 2, we have
Π t
n
(u, v) = A0(t)Π0(u, v) +A1(t)Π 1
2
(u, v) +A2(t)Π1(u, v),
with A0, A1, A2 polynomials of degree 2 and Π0, Π 1
2
, Π1 parameter matrices.
We want to find A0, A1, A2 such that Π t
n
be a stochastic matrix and :
– for t = 0, Π t
n
= Π0, i.e. A0(0) = 1, A1(0) = 0, A2(0) = 0;
– for t = n/2, Π t
n
= Π 1
2
, i.e. A0(n/2) = 0, A1(n/2) = 1, A2(n/2) = 0;
– for t = n, Π t
n
= Π1, i.e. A0(n) = 0, A1(n) = 0, A2(n) = 1.
Solving these three systems we obtain
Π t
n
(u, v) =
(
2
t2
n2
− 3 t
n
+ 1
)
Π0(u, v) +
(
−4 t
2
n2
+ 4
t
n
)
Π 1
2
(u, v) +
(
2
t2
n2
− t
n
)
Π1(u, v).
Obviously, when dealing with a k order Markov chain, we can always transform it into a Markov chain of order 1, as
it is stated in the following remark.
Remark 3 (From a Markov chain of order k to a Markov chain of order 1) As it is well known, it is always possible to
transform a Markov chain of order k into a Markov chain of order 1. We only have to change the state space: for an order
k Markov chain over a state space E with transition pi, we define an order 1 Markov chain over a state space E? = Ek
with transition pi? such as for u ∈ E, v, v′ ∈ Ek−1 and w ∈ E, pi?(uv; vw) = pi(uv;w) and pi?(uv; v′w) = 0 if v 6= v′.
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The following result is the analogous of Lemma 1 for a polynomial drifting Markov chain of order k instead of a linear
drifting Markov chain of order 1.
Lemma 2 For a polynomial drifting Markov chain of order k and k1, k2 ∈ N, such that k2 − k1 ≥ k − 1, we have
P(Xk2 = j | Xk1−1 = ik, . . . , Xk1−k = i1) =
∑
v1,...,vk−1∈E
 k2∏
t=k1
Π?t
n
 ((i1, . . . , ik); (v1, . . . , vk−1, j))
with Π?t
n
the corresponding transition matrix of the Markov chain of order 1 in the transformed alphabet E? (see Remark 3).
Proof.
We immediately have
P(Xk2 = j | Xk1−1 = ik, . . . , Xk1−k = i1)
=
∑
ik1 ,ik1+1,...,ik2−1
P(Xk2 = j | Xk2−1 = ik2−1, . . . , Xk2−k = ik2−k)
×P(Xk2−1 = ik2−1 | Xk2−2 = ik2−2, . . . , Xk2−k−1 = ik2−k−1)× . . .× P(Xk1 = ik1 | Xk1−1 = ik, . . . , Xk1−k = i1)
=
∑
ik1 ,ik1+1,...,ik2−1
Π k2
n
(ik2−k, . . . , ik2−1, j)Π k2−1
n
(ik2−k−1, . . . , ik2−2, ik2−1) . . . Π k1
n
(i1, . . . , ik, ik1)
=
∑
v1,...,vk−1∈E
 k2∏
t=k1
Π?t
n
 ((i1, . . . , ik); (v1, . . . , vk−1, j))
where in the last line, we take into account all the possibilities for the k states before state j on the position k2. 2
We would like to make some comments on the interest in practice and applicability of the drifting Markov models
introduced in Definitions 1 and 2.
Remark 4 (practical interest of drifting Markov models) Note that the family of models introduced in this paper is fairly
general, with a wide potential for real life applications. First, note that the classical Markov models of arbitrary order
are particular cases of drifting Markov models. Second, in particular applications where the time evolution of the system
is modelled by a Markov chain, it could make sense to assume that the evolution is different at the beginning of the
lifetime, as compared to the end of the lifetime of the system. In such a situation, a linear drifting should be appropriate.
Another typical situation is when the time evolution of a system could be split in three parts, corresponding to early
failure/ stable failure/wear-out failure periods, respectively. In this case, a polynomial drifting Markov model of degree 2
could be appropriate. Surely, this decomposition in different epochs of the lifetime of a system can be considered not only
for 2 or 3 epochs, but also for a different number, corresponding to different real situations depending on the application.
As mentioned in the Introduction, the drifting Markov models are particular non-homogeneous Markov models, with
a controlled non-homogeneity. This is in fact one core point of the practical interest of drifting Markov models: it comes
from the fact that we can adapt a parsimonious non-homogeneous model to a real application, with a reasonable number
of parameters (as compared to a fully non-homogeneous model).
2.2 Reliability and survival measures
In order to undertake a reliability analysis of a repairable system modeled by a drifting Markov chain, let us assume
that the state space of the system is partitioned into working and failure states, E = U ∪ D, with U ∩ D = ∅, where
U = {1, . . . , s1} are the working states and D = {s1 + 1, . . . , s} the failure states of the system. Note that the states of
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U can be seen as representing different operating modes or performance levels of the system (with state “1” associated
with the nominal performance of the system), while the states of D can represent different failure modes of the systems
(with state “s” associated with the total failure).
According to this partition of the state space we partition any matrix of vector we are working with. For instance,
we have
U D
Π0 =
ΠUU0
ΠDU0
ΠUD0
ΠDD0
 U
D
,
U D
α =
(
αU αD
)
.
For a system starting to function at time l = 0 (that is αD = 0) the reliability at time l ∈ N is the probability that
the system has functioned without failure in the period [0, l].
Denoting by TD hitting time of subsetD, called the lifetime of the system, i.e., TD := inf{t ∈ N; Xt ∈ D}, with inf ∅ :=
∞, the reliability at time l ∈ N is R(l) := P(TD > l) = P(Xt ∈ U, t = 0, . . . , l). The following results will present the ex-
pressions of reliability measures for the “simple” case of linear drifting Markov chains of order 1 (Propositions 1, 3, 5 and
7) and for the general case of polynomial drifting Markov chains of order k (Propositions 2, 4, 6).
Proposition 1 For a linear drifting Markov chain of order 1 (Xt)0≤t≤n, the reliability at time l, l ∈ N, is given by
R(l) = αU
l∏
t=1
((
1− t
n
)
ΠUU0 +
t
n
ΠUU1
)
1
U , where 1U = (1, · · · , 1︸ ︷︷ ︸
s1
)>. (5)
Proof.
We have
R(l) = P(Xt ∈ U, t = 0, . . . , l) =
∑
i,j∈U
P(Xl = j,Xl−1 ∈ U, . . . ,X1 ∈ U | X0 = i)P(X0 = i) =
∑
i,j∈U
α(i)
(
l∏
t=1
ΠUUt
n
)
(i, j),
where ΠUUt
n
:=
(
1− tn
)
ΠUU0 +
t
nΠ
UU
1 and we have used Lemma 1, with Π
UU
t
n
, ΠUU1 and Π
UU
0 instead of Π t
n
, Π1 and
Π0 respectively. 2
Proposition 2 For a polynomial drifting Markov chain of order k (Xt)0≤t≤n, the reliability at time l, l ∈ N, is given by
R(l) = αU
∑
j∈U
 ∑
v1,...,vk−1∈U
l∏
t=k
(
ΠUUt
n
)? (v1, . . . , vk−1, j). (6)
Proof.
The proof is analogous to the proof of Proposition 1, using the passage from a Markov chain of order k to a Markov chain
of order 1 (cf. Remark 3). We have
R(l) =
∑
i0,...,ik−1,j∈U
P(Xl = j,Xl−1 ∈ U, . . . ,Xk ∈ U | Xk−1 = ik−1, . . . , X0 = i0)P(Xk−1 = ik−1, . . . , X0 = i0)
=
∑
i0,...,ik−1,j∈U
α(i0, . . . , ik−1)
 ∑
v1,...,vk−1∈U
l∏
t=k
(
ΠUUt
n
)?
((i0, . . . , ik−1); (v1, . . . , vk−1, j))
 ,
where
(
ΠUUt
n
)?
:=
(
1− tn
) (
ΠUU0
)?
+ tn
(
ΠUU1
)?
and we have used Lemma 2, with
(
ΠUUt
n
)?
,
(
ΠUU1
)?
and
(
ΠUU0
)?
instead of Π?t
n
, Π?1 and Π
?
0 respectively (that is to say that we considered the restriction of the initial k order Markov
chain to the subspace U , and, consequently, the associate restriction of the extended Markov chain of order 1). 2
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Let us now consider the pointwise (or instantaneous) availability; for any l ∈ N, the availability at time l it is defined
as the probability that the system is in a working state at time l, independently of the fact that the system worked or
not during the time interval [0; l), A(l) := P(Xl ∈ U).
Proposition 3 For a linear drifting Markov chain of order 1 (Xt)0≤t≤n, the pointwise (or instantaneous) availability at time
l, l ∈ N, is given by
A(l) = α
l∏
t=1
((
1− t
n
)
Π0 +
t
n
Π1
)
1
E,U , where 1E,U = (1, · · · , 1︸ ︷︷ ︸
s1
, 0, · · · , 0︸ ︷︷ ︸
s−s1
)>. (7)
Proof.
As in the proof of the expression of the reliability, we immediately have
A(l) =
∑
i∈E,j∈U
P(Xl = j | X0 = i)P(X0 = i) =
∑
i∈E,j∈U
α(i)
(
l∏
t=1
Π t
n
)
(i, j).
2
Proposition 4 For a polynomial drifting Markov chain of order k (Xt)0≤t≤n, the pointwise (or instantaneous) availability at
time l, l ∈ N, is given by
A(l) = α
∑
j∈U
 ∑
v1,...,vk−1∈E
l∏
t=k
Π?t
n
 (v1, . . . , vk−1, j). (8)
Proof.
The proof is similar to the proof of Proposition 2. 2
A remark needs to be done here; for a similar remark in a discrete-time semi-Markov framework, see [6].
Remark 5 When computing reliability measures, one can consider either the case of ergodic (i.e., repairable) systems, or
the case of non-ergodic (i.e., non-repairable) systems. For non-repairable systems, the set D is absorbing; consequently,
in this case the availability and reliability coincide and are given by Formula (6). Obviously, for repairable systems
availability and reliability do not coincide, and one has to consider the different formulas presented above.
To conclude, although in this paper we consider ergodic (repairable) systems, explicit forms of the reliability indicators
can be immediately obtained even in the non-ergodic (non-repairable) case.
Let us assume that we deal with a repairable system for which the failure occurs at time l = 0 (in other words, we
take αU = 0). Its maintainability at time k ∈ N is the probability that the system is repaired up to time l, given that it
has failed at time l = 0. Let us denote by TU the first hitting time of subset U, called the duration of repair or repair time,
that is, TU = inf{t ∈ N; Xt ∈ U}. Thus, the maintainability at time l ∈ N is defined by M(l) := P(TU ≤ l) = 1− P(TU >
l) = 1− P(Xt ∈ D, t = 0, . . . , l).
Proposition 5 For a linear drifting Markov chain of order 1 (Xt)0≤t≤n, the maintainability at time l, l ∈ N, is given by
M(l) = 1−αD
l∏
t=1
((
1− t
n
)
ΠDD0 +
t
n
ΠDD1
)
1
D, where 1D = (1, · · · , 1︸ ︷︷ ︸
s−s1
)>. (9)
Proof.
The proof is similar to the one of Proposition 1, exchanging the places of U and D. 2
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Proposition 6 For a polynomial drifting Markov chain of order k (Xt)0≤t≤n, the maintainability at time l, l ∈ N, is given by
M(l) = 1−αD
∑
j∈D
 ∑
v1,...,vk−1∈D
l∏
t=k
(
ΠDDt
n
)? (v1, . . . , vk−1, j). (10)
Proof.
The proof is similar to the proof of Proposition 2, exchanging the places of U and D. 2
In the sequel we will be interested in the failure rate of the system. To this purpose, we will consider two different
definitions of the failure rate: the first one is the classical failure rate introduced in [8] and usually considered for continuous
time systems; this one will be called the BMP-failure rate and will be denoted by λ(l), l ∈ N. The second one, proposed in
[30], is a failure rate adapted to the work in discrete time; we will call it the RG-failure rate and denote it by r(l), l ∈ N.
The interested reader could see also [39] for detailed justification of the use of the RG-failure rate in discrete time, instead
of the classical one. The use of this failure rate for discrete time Markov chains can be found in [32], while for discrete
time semi-Markov chains can be found in [4] and [6].
Definition 3 (failure rates; cf. [8], [30], [39]) Let us consider a discrete time system starting to work at time l = 0
(that is αD = 0).
1. The BMP-failure rate at time l ∈ N is the conditional probability that the failure of the system occurs at time l, given
that the system has worked until time l − 1, i.e.,
λ(l) := P(TD = l | TD ≥ l) =
 1−
R(l)
R(l−1) , if R(l − 1) 6= 0,
0, otherwise.
(11)
2. The RG-failure rate at time l ∈ N is defined by
r(l) :=
− ln
R(l)
R(l−1) , if l ≥ 1,
− lnR(0), if l = 0,
(12)
for R(l) 6= 0. If R(l) = 0, we set r(l) := 0.
Note that the two failure rates are related by r(l) = − ln(1− λ(l)), l ∈ N.
Taking into account the expression of the reliability of a drifting Markov chain given in Proposition 1, we immediately
obtain the expression of the failure rates for a linear drifting Markov chain of order 1. The general case can be immediately
written using Proposition 2.
Proposition 7 For a linear drifting Markov chain of order 1 (Xt)0≤t≤n, the BMP-failure rate λ(l) and the RG-failure rate
r(l) are given by:
λ(l) =
 1−
αU
∏l
t=1((1− tn )ΠUU0 + tnΠUU1 ) 1U
αU
∏l−1
t=1((1− tn )ΠUU0 + tnΠUU1 ) 1U
, if R(l − 1) 6= 0,
0, otherwise,
where 1U = (1, · · · , 1︸ ︷︷ ︸
s1
)>. (13)
r(l) =
− ln
αU
∏l
t=1((1− tn )ΠUU0 + tnΠUU1 ) 1U
αU
∏l−1
t=1((1− tn )ΠUU0 + tnΠUU1 ) 1U
, if l ≥ 1,
− lnR(0), if l = 0,
(14)
for R(l) 6= 0. If R(l) = 0, we set r(l) := 0.
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3 Estimation of drifting Markov models
The purpose of this section is twofold: first, continuing the direction developed in [37], we will consider different types of
data for which the estimators of the characteristics of a drifting Markov chain will be derived. Second, we will estimate
the associated reliability indicators.
For estimation purposes we first consider two types of data: the first one consists in one sample path of a linear drifting
Markov chain; the second one consists in several sample paths of the same fixed length. Then we consider various types
of data that can occur in practice and we adapt the estimation procedures that we have previously obtained in order to
get estimators of the drifting Markov models in these cases. These different types of data arise from three ingredients: an
observed sample path varying between two Markov transition matrices could be complete or incomplete; we can have at
our disposal either one or several sample paths; several observed sample paths could be of the same length or of different
length. The possible types of data that we take into account are the following:
A. One can observe a sample path, that will be denoted by H(m,n) := (X0, X1, . . . , Xm), where m denotes the length of
the sample path and n the length of the drifting Markov chain. Two cases can be considered:
A1 : m = n (a complete sample path);
A2 : m ≤ n (an incomplete sample path).
B. One can also observe H i.i.d. sample paths, Hi(mi, ni), i = 1, . . . , H. Four cases can be considered here:
B1 : mi = ni = n for all i = 1, . . . , H (complete sample paths of drifting Markov chains of the same length) ;
B2 : ni = n for all i = 1, . . . , H (incomplete sample paths of drifting Markov chains of the same length);
B3 : mi = ni for all i = 1, . . . , H (complete sample paths of drifting Markov chains of different lengths) ;
B4 : mi ≤ ni for all i = 1, . . . , H (incomplete sample paths of drifting Markov chains of different lengths).
Notation 1 We introduce the following notations:
P1(H,m,n) =
m∑
t=1
H∑
h=1
1{Xht−1=u}
(
t
n
)2
, P2(H,m,n) =
m∑
t=1
H∑
h=1
1{Xht−1=u,Xht =v}
(
1− t
n
)
,
P3(H,m,n) =
m∑
t=1
H∑
h=1
1{Xht−1=u}
(
1− t
n
)(
t
n
)
, P4(H,m,n) =
m∑
t=1
H∑
h=1
1{Xht−1=u,Xht =v}
(
t
n
)
,
P5(H,m,n) =
m∑
t=1
H∑
h=1
1{Xht−1=u}
(
1− t
n
)2
, with m = (m1, . . . ,mH) and n = (n1, . . . , nH).
3.1 Estimation of drifting Markov models: the usual types of data
From [37], we have the following result.
Proposition 8 For (X0, X1, . . . , Xn) a sample path of a linear drifting Markov chain between two Markov transition matrices
(of order 1) Π0 and Π1, for any states u, v ∈ E, the least square estimators of Π0(u, v) and Π1(u, v) are given by:
Π̂0;n(u, v) =
P1(1, n, n)P2(1, n, n)− P3(1, n, n)P4(1, n, n)
P5(1, n, n)P1(1, n, n)− P3(1, n, n)2 (15)
Π̂1;n(u, v) =
P5(1, n, n)P4(1, n, n)− P3(1, n, n)P2(1, n, n)
P5(1, n, n)P1(1, n, n)− P3(1, n, n)2 . (16)
Consequently, from Equation (2), for any u, v ∈ E and t = 1, . . . , n, the estimator of Π t
n
(u, v) is given by
Π̂ t
n
(u, v) =
(
1− t
n
)
Π̂0;n(u, v) +
t
n
Π̂1;n(u, v), (17)
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with Π̂0;n(u, v) and Π̂1;n(u, v) given in (15) and (16), respectively.
Second, let us now consider H i.i.d. sample paths of a linear drifting Markov chain (Xk)0≤k≤n, Hi(m,n), i = 1, . . . , H.
That is, we assume that the sample paths have the same length n and that the linear drift within the H sample paths
takes place between the same two Markov transition matrices (of order 1) Π0 and Π1 (framework B1).
Proposition 9 Under this setting, starting with H sample paths of a linear drifting Markov chain between two Markov transition
matrices (of order 1) Π0 and Π1, for any states u, v ∈ E, the estimators of Π0(u, v) and Π1(u, v) are given by:
Π̂0;(n,H)(u, v) =
P1(H,n,n)P2(H,n,n)− P3(H,n,n)P4(H,n,n)
P5(H,n,n)P1(H,n,n)− P3(H,n,n)2 , (18)
Π̂1;(n,H)(u, v) =
P5(H,n,n)P4(H,n,n)− P3(H,n,n)P2(H,n,n)
P5(H,n,n)P1(H,n,n)− P3(H,n,n)2 , (19)
with n = (n1, . . . , nH) = (n, . . . , n).
Proof.
As in [37], we minimize a quadratic form of the different parameters which is the sum of “prediction errors”. For each
sequence h, at each position t in the sequence, knowing Xt−1 = u, we want Π t
n
(u, v) to be the nearest possible to 1 if
Xt = v or the nearest possible to 0 if Xt 6= v. We minimize the sum of squares of the errors
H∑
h=1
1{Xht−1=u}Π tn (u, v)−
H∑
h=1
1{Xht−1=u;Xht =v}.
We choose a quadratic distance and then we minimize the following function:
n∑
t=1
∑
u∈Ak
∑
v∈A
H∑
h=1
1{Xht−1=u}
(
Π t
n
(u, v)− 1{Xht =v}
)2
.
Then, we obtain (18) and (19) (similarly as (15) and (16) in Proposition 8). 2
Consequently, from Equation (2), for any u, v ∈ E and t = 1, . . . , n, the estimator of Π t
n
(u, v) is given by
Π̂ t
n ;H
(u, v) =
(
1− t
n
)
Π̂0;(n,H)(u, v) +
t
n
Π̂1;(n,H)(u, v), (20)
with Π̂0;(n,H)(u, v) and Π̂1;(n,H)(u, v) given in (18) and (19), respectively.
Theorem 1 For a linear drifting Markov chain (Xk)0≤k≤n between two Markov transition matrices (of order 1) Π0 and Π1,
for any states u, v ∈ E and time t, t = 1, . . . , n, the estimators of Π0(u, v), Π1(u, v) and Π t
n
(u, v) given in Equations (18),
(19) and (20), respectively, are strongly consistent, i.e.,
Π̂0;(n,H)(u, v)
a.s.−−−−→
H→∞
Π0(u, v), Π̂1;(n,H)(u, v)
a.s.−−−−→
H→∞
Π1(u, v), Π̂ t
n ;H
(u, v)
a.s.−−−−→
H→∞
Π t
n
(u, v).
Proof.
First, for any states u, v ∈ E and time t = 1, . . . , n, note that from the Strong law of large numbers and from the definition
of a drifting Markov chain, we immediately have
1
H
H∑
h=1
1{Xht−1=u}
a.s.−−−−→
H→∞
P(Xt−1 = u),
1
H
H∑
h=1
1{Xht−1=u,Xht =v}
a.s.−−−−→
H→∞
P(Xt−1 = u)Π t
n
(u, v). (21)
10
Second, we obtain the following limits
Π̂0;(n,H)(u, v)
a.s.−−−−→
H→∞
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π t2
n
(u, v)
(
t1
n
)(
t1
n
(
1− t2
n
)
− t2
n
(
1− t1
n
))
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
)
=
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π0(u, v)
(
1− t2
n
)(
t1
n
)(
t1
n
− t2
n
)
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
)
+
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π1(u, v)
(
t2
n
)(
t1
n
)(
t1
n
− t2
n
)
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
)
Thus Π̂0;(n,H)(u, v)
a.s.−−−−→
H→∞
Π0.
Π̂1;(n,H)(u, v)
a.s.−−−−→
H→∞
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π t2
n
(u, v)
(
1− t1
n
)(
t2
n
− t1
n
)
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
)
=
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π0(u, v)
(
1− t2
n
)(
1− t1
n
)(
t2
n
− t1
n
)
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
)
=
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)Π1(u, v)
(
t2
n
)(
1− t1
n
)(
t2
n
− t1
n
)
∑
(t1,t2)∈J1,nK2,t1 6=t2
P(Xt1−1 = u)P(Xt2−1 = u)
(
1− t1
n
)(
t2
n
)(
t2
n
− t1
n
) .
Thus Π̂1;(n,H)(u, v)
a.s.−−−−→
H→∞
Π1. 2
In the case of H i.i.d. sample paths of a linear drifting Markov chain (Xk)0≤k≤n, it is immediate to show that the
MLE of the initial distribution of the chain is given by
α̂H(i) =
N
(H)
i,0
H
, (22)
where N
(H)
i,0 :=
H∑
l=1
1{Xl0=i} represents the number of sample paths starting in state i among the H sample paths.
Proposition 10 Let us note 1u = 1{Xt−k...Xt−1=u1...uk} and 1uv = 1{Xt−k...Xt−1=u1...uk,Xt=v}. For
(X0, X1, . . . , Xn) a sample path of a polynomial drifting Markov chain of order k and degree d, for any states u1, . . . , uk, v ∈ E,
the estimators of Π i
d
(u1, . . . uk, v) are given by solving the following linear system
n∑
t=k
1uA0(t)A0(t) · · ·
n∑
t=k
1uA0(t)Ad(t)
...
...
n∑
t=k
1uAd(t)A0(t) · · ·
n∑
t=k
1uAd(t)Ad(t)


Π̂0;n(u1, . . . , uk, v)
...
Π̂1;n(u1, . . . , uk, v)
 =

n∑
t=k
A0(t)1uv
...
n∑
t=k
Ad(t)1uv

. (23)
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Consequently, from Equation (4), for any u1, . . . , uk, v ∈ E and t = 1, . . . , n, the estimator of Π t
n
(u1, . . . , uk, v) is given by
Π̂ t
n
(u1, . . . , uk, v) =
d∑
i=0
Ai(t)Π̂ i
d ;n
(u1, . . . , uk, v), u1, . . . , uk, v ∈ E, (24)
with Π̂ i
d ;n
(u, v) given by solving the system (23).
Second, as in the framework of Proposition 9, let us now consider H i.i.d. sample paths of a polynomial drifting
Markov chain of order k and degree d, (Xk)0≤k≤n. That is, we assume that the sample paths have the same length n
and that the polynomial drift within the H sample paths takes place between the same d Markov transition matrices (of
order k) Π i
d
. The proof is similar to proof of Proposition 9.
Proposition 11 Let us note 1hu = 1{Xht−k...Xht−1=u1...uk} and 1
h
uv = 1{Xht−k...Xht−1=u1...uk,Xht =v}. Under this setting, starting
with H sample paths of a polynomial drifting Markov chain of order k and degree d, for any states u1, . . . , uk, v ∈ E, the
estimators of Π i
d
(u1, . . . , uk, v) are obtained by solving the linear system

n∑
t=k
H∑
h=1
1
h
uA0(t)A0(t) · · ·
n∑
t=k
H∑
h=1
1
h
uA0(t)Ad(t)
...
...
n∑
t=k
H∑
h=1
1
h
uAd(t)A0(t) · · ·
n∑
t=k
H∑
h=1
1
h
uAd(t)Ad(t)


̂Π0;(n,H)(u1, . . . , uk, v)
...
̂Π1;(n,H)(u1, . . . , uk, v)
 =

n∑
t=k
A0(t)
H∑
h=1
1
h
uv
...
n∑
t=k
Ad(t)
H∑
h=1
1
h
uv

. (25)
Proposition 12 For a polynomial drift Markov chain of order k, degree d and length n within the H sample paths, the estimators
Π̂ i
d ;(n,H)
(u, v) verify
∑
v∈E
Π̂ i
d ;(n,H)
(u, v) = 1.
Proof.
From the system of Proposition 11, we provide the following system by summing over v :
n∑
t=k
H∑
h=1
1
h
uA0(t)A0(t) · · ·
n∑
t=k
H∑
h=1
1
h
uA0(t)Ad(t)
...
...
n∑
t=k
H∑
h=1
1
h
uAd(t)A0(t) · · ·
n∑
t=k
H∑
h=1
1
h
uAd(t)Ad(t)


∑
v∈A
̂Π0;(n,H)(u, v)
...∑
v∈A
̂Π1;(n,H)(u, v)
 =

n∑
t=k
H∑
h=1
A0(t)1
h
u
...
n∑
t=k
H∑
h=1
Ad(t)1
h
u

.
The solution of this system is (1, . . . , 1)>. 2
3.2 Estimation for other types of data
As we said at the beginning of this section, different types of data can be considered, that we have denoted by A1, A2,
B1, B2 and B3. Note that the estimators of Π0 and Π1 in the framework A1 were given in Proposition 8, while in the
framework B1 were given in Proposition 9 and their convergence was the object of Theorem 1. In the sequel we will
provide the estimators of Π0 and Π1 in the other frameworks, namely A2, B2, B3 and B4. The proofs of these results
are similar to those of Propositions 8 and 9. For the sake of simplicity, we confine here to a linear drifting Markov model
of order 1. The polynomial and k order Markov case can be considered in a similar way.
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Proposition 13 Under the statistical framework A2, for (X0, X1, . . . , Xm),m ≤ n, an incomplete sample path of a linear
drifting Markov chain (of order 1) of length n between Π0 and Π1, for any states u, v ∈ E, the estimators of Π0(u, v) and
Π1(u, v) are given by:
Π̂0;n(u, v) =
P1(1,m, n)P2(1,m, n)− P3(1,m, n)P4(1,m, n)
P5(1,m, n)P1(1,m, n)− P3(1,m, n)2 , (26)
Π̂1;n(u, v) =
P5(1,m, n)P4(1,m, n)− P3(1,m, n)P2(1,m, n)
P5(1,m, n)P1(1,m, n)− P3(1,m, n)2 , (27)
with m ≤ n.
Proposition 14 Under the statistical framework B2, for (Xh0 , X
h
1 , . . . , X
h
mh),mh ≤ n, h = 1, . . . , H, H i.i.d. incomplete
sample paths of a linear drifting Markov chain (of order 1) of length n between Π0 and Π1, for any states u, v ∈ E, the
estimators of Π0(u, v) and Π1(u, v) are given by:
Π̂0;(n,H)(u, v) =
P1(H,m,n)P2(H,m,n)− P3(H,m,n)P4(H,m,n)
P5(H,m,n)P1(H,m,n)− P3(H,m,n)2 , (28)
Π̂1;(n,H)(u, v) =
P5(H,m,n)P4(H,m,n)− P3(H,m,n)P2(H,m,n)
P5(H,m,n)P1(H,m,n)− P3(H,m,n)2 , (29)
with n = (n1, . . . , nH) = (n, . . . , n) and m = (m1, . . . ,mH) where mh ≤ n for h = 1, . . . , H.
Proposition 15 Under the statistical framework B3, for (Xh0 , X
h
1 , . . . , X
h
nh), h = 1, . . . , H, H i.i.d. complete sample paths of
H linear drifting Markov chains (of order 1), each of them of length ni, i = 1, . . . , H, between the same Π0 and Π1, for any
states u, v ∈ E, the estimators of Π0(u, v) and Π1(u, v) are given by:
Π̂0;(n,H)(u, v) =
P1(H,n,n)P2(H,n,n)− P3(H,n,n)P4(H,n,n)
P5(H,n,n)P1(H,n,n)− P3(H,n,n)2 , (30)
Π̂1;(n,H)(u, v) =
P5(H,n,n)P4(H,n,n)− P3(H,n,n)P2(H,n,n)
P5(H,n,n)P1(H,n,n)− P3(H,n,n)2 , (31)
with n = (n1, . . . , nH).
Proposition 16 Under the statistical framework B4, for (Xh0 , X
h
1 , . . . , X
h
mh), mh ≤ nh, h = 1, . . . , H, H i.i.d. incomplete
sample paths of H linear drifting Markov chains (of order 1), each of them of length ni, i = 1, . . . , H, between the same Π0 and
Π1, for any states u, v ∈ E, the estimators of Π0(u, v) and Π1(u, v) are given by:
Π̂0;(n,H)(u, v) =
P1(H,m,n)P2(H,m,n)− P3(H,m,n)P4(H,m,n)
P5(H,m,n)P1(H,m,n)− P3(H,m,n)2 , (32)
Π̂1;(n,H)(u, v) =
P5(H,m,n)P4(H,m,n)− P3(H,m,n)P2(H,m,n)
P5(H,m,n)P1(H,m,n)− P3(H,m,n)2 , (33)
with m = (m1, . . . ,mH) and n = (n1, . . . , nH).
As we did before in Equations (17) and (20) for the frameworks A1 and B1, it is clear that in any of these new statistical
frameworks, from Equation (2), for any u, v ∈ E one can immediately obtain an estimator of Π t
n
(u, v), t = 1, . . . , n, for
the frameworks A2 and B2, respectively of Π t
nh
(u, v), t = 1, . . . , nh, h = 1, . . . H, for the frameworks B3 and B4.
3.3 Estimation of reliability and survival measures
Using the expression of the reliability indicators of a drifting Markov chain obtained in Subsection 2.2 and the estimators
obtained in Subsection 3.2 for the characteristics of a drifting Markov chain, one immediately obtain the associated
plug-in estimators. We will write in the sequel these estimators for a linear drifting Markov chain of order 1, under the
statistical framework B1. We will also give some comments in Remark 6 about the associated estimation under the other
frameworks.
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Proposition 17 Under the statistical framework B1, for (Xh0 , X
h
1 , . . . , X
h
n), h = 1, . . . , H, H i.i.d. complete sample paths
of a linear drifting Markov chain (of order 1) of length n between Π0 and Π1, the estimators of the reliability, availability,
maintainability, BMP-failure rate, RG-failure rate at time l, l ∈ N, are given by:
R̂(n,H)(l) = α̂
U
H
l∏
t=1
((
1− t
n
)
Π̂UU0;(n,H) +
t
n
Π̂UU1;(n,H)
)
1
U , (34)
Â(n,H)(l) = α̂H
l∏
t=1
((
1− t
n
)
Π̂0;(n,H) +
t
n
Π̂1;(n,H)
)
1
E,U , (35)
M̂(n,H)(l) = 1− α̂DH
l∏
t=1
((
1− t
n
)
Π̂DD0;(n,H) +
t
n
Π̂DD1;(n,H)
)
1
D, (36)
λ̂(n,H)(l) =
 1−
R̂(n,H)(l)
R̂(n,H)(l−1)
, if R̂(n,H)(l − 1) 6= 0,
0, otherwise,
(37)
r̂(n,H)(l) =
− ln
R̂(n,H)(l)
R̂(n,H)(l−1)
, if l ≥ 1,
− ln R̂(n,H)(0), if l = 0,
(38)
for R̂(n,H)(l) 6= 0 (if R̂(n,H)(l) = 0, we set r̂(n,H)(l) := 0), where, for any states u, v ∈ E, the estimators α̂H(u), Π̂0;(n,H)(u, v),
Π̂1;(n,H)(u, v) were obtained in Equations (22), (18) and (19), 1
U = (1, · · · , 1︸ ︷︷ ︸
s1
)>, 1E,U = (1, · · · , 1︸ ︷︷ ︸
s1
, 0, · · · , 0︸ ︷︷ ︸
s−s1
)>, 1D =
(1, · · · , 1︸ ︷︷ ︸
s−s1
)>.
Using the strong consistency of the estimators Π̂0;(n,H)(u, v) and Π̂1;(n,H)(u, v) for any states u, v ∈ E, as H goes
to infinity (cf. Theorem 2), and the continuous mapping theorem, we immediately obtain the strong consistency of the
estimators of reliability indicators given in Proposition 17. These facts are stated in the following result.
Theorem 2 Under the statistical framework B1, for (Xh0 , X
h
1 , . . . , X
h
n), h = 1, . . . , H, H i.i.d. complete sample paths of a linear
drifting Markov chain (of order 1) of length n between Π0 and Π1, the estimators of the reliability, availability, maintainability,
BMP-failure rate, RG-failure rate at time l, l ∈ N, given in Proposition 17 are strongly consistent, i.e.,
R̂(n,H)(l)
a.s.−−−−→
H→∞
R(l); Â(n,H)(l)
a.s.−−−−→
H→∞
A(l); M̂(n,H)(l)
a.s.−−−−→
H→∞
M(l); λ̂(n,H)(l)
a.s.−−−−→
H→∞
λ(l); r̂(n,H)(l)
a.s.−−−−→
H→∞
r(l).
Remark 6 In Proposition 17 we considered the estimators of the reliability indicators under the statistical framework B1,
that is starting with several complete sample paths of a linear drifting Markov chain (of order 1) of the same length
between Π0 and Π1. We would like to give some comments about the other statistical frameworks.
1. Note that the initial distribution α can be estimated only if we have at our disposal several sample paths of the drifting
Markov chain (the statistical frameworks B1–B4). In the other cases, one can consider that the initial distribution is
known (given), as it is the case when we know that the system starts in a perfect working state. Another possibility
is to consider that the initial distribution is the stationary distribution of the Markov transition matrix Π0.
2. On the one hand, if we are under the statistical frameworks A1, A2 or B2, we can obtain the estimators of the
reliability indicators as we did in Proposition 17 for the statistical framework B1, by considering the estimators of
Π0 and Π1 given in Propositions 8, 13 and 14, respectively.
3. On the other hand, if we are under the statistical frameworks B3 and B4, obviously that we can estimate the transition
matrices Π0 and Π1 using Propositions 15 and 16, respectively. Note nonetheless that these two frameworks assume
that we start from data issued from different linear drifting Markov chains (consequently, of different theoretical
lengths) between the same Π0 and Π1. Thus, in order to obtain the corresponding plug-in estimators of the reliability
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indicators, one has to consider (fix) a certain value of the length n of the drifting model of interest (the one that
appears in formulas like Formula (5) for the reliability).
4 Numerical example
In this section we carry out numerical experiments in order to illustrate the quality of the proposed estimators and to
numerically validate our procedures. Thus, in Section 4.1 we investigate the quality of the estimators of Π0 and Π1.
Then we present the estimators of reliability indicators in Section 4.2. We conclude by retrieving results on reliability of
discrete-time Markov systems obtained in [32] as a particular case of our model.
Let us consider a system with state space E = {1, 2, 3, 4}, partitioned into the up-states U = {1, 2, 3} and down-states
D = {4}. In order to undertake numerical illustration of the results presented in this paper, we consider four different
linear drifting models, M (1), M (2), M (3) and M (4), on the state space E, each of them varying between Π
(k)
0 and Π
(k)
1 ,
k = 1, 2, 3, 4. We consider the following numerical examples for the couples of Markov transition matrices:
Π
(1)
0 =

0.1 0.2 0.6 0.1
0.5 0.1 0.2 0.2
0.4 0.2 0.4 0
0.05 0.05 0 0.9
 and Π
(1)
1 =

0.2 0.1 0.7 0
0.8 0.1 0 0.1
0.35 0.4 0.2 0.05
0.1 0.1 0.1 0.7
 ;
Π
(2)
0 =

0.2 0.2 0.3 0.3
0.1 0.4 0.4 0.1
0.4 0.1 0.4 0.1
0.3 0.3 0.2 0.2
 and Π
(2)
1 =

0.4 0.1 0.4 0.1
0.3 0.3 0.2 0.2
0.2 0.2 0.3 0.3
0.1 0.4 0.4 0.1
 ;
Π
(3)
0 =

0.25 0.25 0.25 0.25
0.25 0.25 0.25 0.25
0.25 0.25 0.25 0.25
0.25 0.25 0.25 0.25
 and Π
(3)
1 =

0.05 0.4 0.5 0.05
0.3 0.2 0.2 0.3
0.1 0.4 0.4 0.1
0.8 0.05 0.05 0.1
 ;
Π
(4)
0 =

0.01 0.1 0.09 0.8
0.8 0.09 0.01 0.1
0.7 0.1 0.1 0.1
0.1 0.1 0.7 0.1
 and Π
(4)
1 =

0.8 0.09 0.01 0.1
0.1 0.09 0.01 0.8
0.1 0.1 0.1 0.7
0.1 0.7 0.1 0.1
 .
4.1 Convergence of the estimators
In order to illustrate the convergence of the estimators of Π0 and Π1 as the number of sequences increases, in according
to the results obtained in Theorem 1, we simulate H sequences (H = 5, 10 and 100) of length n = 100 for each of the four
different models considered, M (i), i = 1, . . . , 4. We compute the following distance d between each matrix of parameters
Π
(k)
i and their estimators Π̂
(k)
i , i = 0, 1, k = 1, . . . , 4 :
d(Π
(k)
i , Π̂
(k)
i;(n,H)) =
∑
u,v∈E
(
Π
(k)
i (u, v)− Π̂
(k)
i;(n,H)(u, v)
)2
. (39)
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The obtained distances are given in Table 1. We observe a convergence with the number of sequences H for all the
models, fact that is in accordance with Theorem 1. Note that even for small values of H we have excellent results for the
convergence.
Model H Π0 Π1
5 0.0001249 0.0000496
M(1) 10 0.0001058 0.00003858
100 0.000004377 0.000002932
5 0.009501 0.003593
M(2) 10 0.00304 0.002224
100 0.0001349 0.0002502
5 0.005092 0.002636
M(3) 10 0.001491 0.0008556
100 0.0000884 0.0001761
5 0.001448 0.000993
M(4) 10 0.0006423 0.0004372
100 0.00006185 0.00009181
Table 1 Convergence of the estimators: different values of the distance (39)
4.2 Reliability measures
In order to observe the convergence of the estimators of reliability measures as the number of sequences H increases
(Theorem 2), we simulate H sequences (H = 5, 10 and 100) of length n = 1000, according to the model M (1).
In Figure 1 we have represented the reliability function as well as the corresponding estimators obtained for these
values of H. Notice that the estimator approaches the true value as the number of sequences increases, which is in
accordance with Theorem 2.
Similarly, in Figure 2 we have represented the availability function as well as the corresponding estimators, while in
Figure 3 we have represented the classical failure rate function and associated estimators. Notice that we represented the
entire length of the trajectory and also a zoom up to time 30.
We can notice that the estimator approaches the true value as the number of sequences increases, in accordance with
Theorem 2. Note also that in both entire figures we observe the drift between the two Markov models.
4.3 Specification to Markov case
We would like also to considered the particular case where Π0 and Π1 are the same, equal to Π
(1)
1 given before. In other
words, this is the classical discrete time Markov system for which reliability measures and associated estimation have
been investigated in [32].
In Figure 4 we have represented Reliability, Availability and Failure Rate together with the corresponding estimators
obtained for a number of trajectories H = 5, 10 and 100. Here, we represented only up to time 50.
We can notice that the obtain results are in agreement with those presented in [32].
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Fig. 1 Reliability estimation
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Fig. 2 Availability estimation: all the trajectory (left) and a zoom (right)
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Fig. 3 Failure rate estimation: all the trajectory (up) and a zoom (down)
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Fig. 4 Reliability, Availability and Failure Rate
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5 Concluding Remarks
In this article we have used for the first time in reliability theory the particular non-homogeneous Markov model called
drifting Markov model. We took into account different types of drifting Markov chains, allowing for general order of the
Markov chains and also for polynomial drifting. Explicit expressions for reliability measures were obtained and estimators
of the basic quantities and of the reliability indicators are derived. Note that we considered various statistical frameworks
that could be important in different practical situations.
The main novelty of the present article comes from proposing in reliability theory a particular case of non-homogeneous
Markov model that is obtain through a gradual variation between two or more Markov models. The type of variation we
considered ranges from the simplest linear one to a general polynomial.
Several directions for further research can be investigated.
A natural ongoing research direction is developing analogous notions of semi-Markov drifting models and carrying
out applications of this kind of models, for instance in reliability theory.
Also another natural research direction is to consider continuous-time Markov drifting models. It is worth mentioning
here the importance of having both developments of discrete-time and continuous-time drifting Markov models. On the
one hand, note that continuous-time models are those that are used in most of the applications. On the other hand,
note that there is also an intrinsic interest in considering discrete-time models (along with continuous-time versions of
these models). Indeed, there are applications (in reliability and survival among others) where the time is discrete by
nature; we think about the cycles of an industrial application, the various applications with counting processes, the DNA
applications, etc. As we have different theories of discrete-time and continuous-time Markov processes, in our opinion it
is of interest to have different developments of discrete-time and continuous-time drifting Markov models. Moreover, the
techniques used in discrete and continuous time are different.
Another direction is considering an infinite countable state space for the drifting Markov chains ; generally, in reliabil-
ity/survival analysis studies (in MSS studies in general) the state space is assumed to be finite. Nonetheless, there could
be situations where one could be interested in considering systems with infinite number of states. Obviously, although
in practice we always deal with finite quantities (states, number of performance rates, etc.), it could happen that this
number of states is not necessarily known in advance. Thus a general and unifying framework could be to consider an
infinite countable state space for drifting Markov chains and to develop associated probabilistic/statistical theory.
Nonetheless, several problems may arise when working with infinite matrices: the matrix multiplication is not always
defined (for obvious reasons of series convergence), it is not always associative, and the existence of left and right inverse is
not an obvious matter in the general case. The reader interested in infinite matrices can see the references and discussions
in [7], that deals with countable state space semi-Markov chains.
Finally, a more advanced research direction could be to consider that the drifting system has continuous-state space.
For continuous-state systems, one can refer to [22] and the references within. This case could be important for applications
where the scale of the measures is continuous. As in practice continuous-state systems are tractable with difficulty, people
generally do discretizations, by considering associated discrete-state systems instead of continuous-state systems. One
can see [24] for such an application for the reliability of a coal power generating unit.
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