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Abstract
Many modern statistical applications involve infer-
ence for complicated stochastic models for which the
likelihood function is difficult or even impossible to
calculate, and hence conventional likelihood-based in-
ferential techniques cannot be used. In such settings,
Bayesian inference can be performed using Approx-
imate Bayesian Computation (ABC). However, in
spite of many recent developments to ABC method-
ology, in many applications the computational cost
of ABC necessitates the choice of summary statistics
and tolerances that can potentially severely bias the
estimate of the posterior.
We propose a new “piecewise” ABC approach suit-
able for discretely observed Markov models that in-
volves writing the posterior density of the parameters
as a product of factors, each a function of only a sub-
set of the data, and then using ABC within each fac-
tor. The approach has the advantage of side-stepping
the need to choose a summary statistic and it enables
a stringent tolerance to be set, making the posterior
“less approximate”. We investigate two methods for
estimating the posterior density based on ABC sam-
ples for each of the factors: the first is to use a Gaus-
sian approximation for each factor, and the second is
to use a kernel density estimate. Both methods have
their merits. The Gaussian approximation is simple,
fast, and probably adequate for many applications.
On the other hand, using instead a kernel density es-
timate has the benefit of consistently estimating the
true piecewise ABC posterior as the number of ABC
samples tends to infinity. We illustrate the piecewise
ABC approach with four examples; in each case, the
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approach offers fast and accurate inference.
1 Introduction
Stochastic models are commonly used to model pro-
cesses in the physical sciences [Wilkinson, 2011,
Van Kampen, 2007]. For many such models the like-
lihood is difficult or costly to compute making it in-
feasible to use conventional inference techniques such
as maximum likelihood estimation. However, pro-
vided it is possible to simulate from a model, then
“implicit” methods such as Approximate Bayesian
Computation (ABC) methods enable inference with-
out having to calculate the likelihood. These methods
were originally developed for applications in popula-
tion genetics [Pritchard et al., 1999] and human de-
mographics [Beaumont et al., 2002], but are now be-
ing used in a wide range of fields including epidemi-
ology [McKinley et al., 2009], evolution of species
[Toni et al., 2009], finance [Dean et al., 2011], and
evolution of pathogens [Gabriel et al., 2010], to name
a few.
Intuitively, ABC methods involve simulating data
from the model using various parameter values and
making inference based on which parameter values
produced realisations that are “close” to the ob-
served data. Let the data x = (x1, . . . , xn) ≡
(x(t1), . . . , x(tn)) be a vector comprising observations
of a possibly vector state variable X(t) at time points
t1, . . . , tn. We assume that the data arise from a
Markov stochastic model (which encompasses IID
data as a special case) parameterised by the vector
θ, which is the target of inference, and we denote by
π(x|θ) the probability density of the data given a spe-
cific value of θ. Prior beliefs about θ are expressed via
a density denoted π(θ). Algorithm 1 generates exact
samples from the Bayesian posterior density π(θ|x)
which is proportional to π(x|θ)π(θ):
Algorithm 1
Exact Bayesian Computation (EBC)
1: Sample θ∗ from π(θ).
2: Simulate dataset x∗ from the model using param-
eters θ∗.
3: Accept θ∗ if x∗ = x, otherwise reject.
4: Repeat.
This algorithm is only of practical use if X(t) is
discrete, else the acceptance probability in Step 3 is
zero. For continuous distributions, or discrete ones
in which the acceptance probability in step 3 is un-
acceptably low, Pritchard et al. [1999] suggested the
following algorithm:
Algorithm 2
Approximate Bayesian Computation (ABC)
As Algorithm 1, but with step 3 replaced by:
3’: Accept θ∗ if d
(
s(x), s(x∗)
)
≤ ε, otherwise reject.
where d(·, ·) is a distance function, usually taken to be
the L2-norm of the difference between its arguments;
s(·) is a function of the data; and ε is a tolerance.
Note that s(·) can be the identity function but in
practice, to give tolerable acceptance rate, it is usu-
ally taken to be a lower-dimensional vector compris-
ing summary statistics that characterise key aspects
of the data.
The output of the ABC algorithm is a sam-
ple from the ABC posterior density π˜(θ|x) =
π(θ|x, d
(
s(x), s(x∗)
)
≤ ε). Provided s(·) is sufficient
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for θ, then the ABC posterior density converges to
π(θ|x) as ε → 0 [Marin et al., 2012]. However, in
practise it is rarely possible to use an s(·) which is suf-
ficient, or to take ε especially small (or zero). Hence
ABC requires a careful choice of s(·) and ε to make
the acceptance rate tolerably large, at the same time
as trying not to make the ABC posterior too different
from the true posterior, π(θ|x). In other words, there
is a balance which involves trading off Monte Carlo
error with “ABC error” owing to the choice of s(·)
and tolerance ε.
Over the last decade, a wide range of extensions
to the original ABC algorithm have been developed,
including Markov Chain Monte Carlo (MCMC)
[Marjoram et al., 2003] and Sequential Monte
Carlo (SMC) [Toni et al., 2009] implementations,
the incorporation of auxiliary regression models
[Beaumont et al., 2002, Blum and Franc¸ois, 2010],
and (semi-)automatic choice of summary statistics
[Fearnhead and Prangle, 2012]; see Marin et al.
[2012] for a review. In all of these ABC variants,
however, computational cost remains a central issue,
since it is the computational cost that determines
the balance that can be made between controlling
Monte Carlo error and controlling bias arising from
using summary statistics and/or non-zero tolerance.
In this paper we propose a novel algorithm called
piecewise ABC (PW-ABC), the aim of which is to
substantially reduce the computational cost of ABC.
The algorithm is applicable to a particular (but fairly
broad) class of models, namely those with the Markov
property and for which the state variable is observ-
able at discrete time points. The algorithm is based
on a factorisation of the posterior density such that
each factor corresponds to only a subset of the data.
The idea is to apply Algorithm 2 for each factor (a
task which is computationally very cheap), to com-
pute the density estimates for each factor, and then
to estimate the full posterior density as the product of
these factors. Taking advantage of the factorisation
lowers the computational burden of ABC such that
the choice of summary statistic and tolerance—and
the accompanying biases—can potentially be avoided
completely.
In the following section we describe PW-ABC in
more detail. The main practical issue of the method
is how to use the ABC samples from each posterior
factor to estimate the full posterior density. We dis-
cuss two approaches to estimating the relevant den-
sities and products of densities, then we apply PW-
ABC, using both approaches, to four examples: a
toy illustrative example of inferring the probability
of success in a binomial experiment, a stochastic-
differential-equation model, an autoregressive time-
series model, and a dynamical predator–prey model.
We conclude with a discussion of the strengths and
limitations of PW-ABC, and of potential further gen-
eralisations.
2 Piece-wise ABC (PW-ABC)
Our starting point is to use the Markov property to
write the likelihood as
π(x|θ) =
(
n∏
i=2
π(xi|xi−1, . . . , x1, θ)
)
π(x1|θ)
=
(
n∏
i=2
π(xi|xi−1, θ)
)
π(x1|θ). (1)
The likelihood contribution of the first observation
x1 is asymptotically irrelevant as the number of ob-
servations, n, increases and, henceforth, to keep the
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presentation simple, we ignore the term π(x1|θ) in
(1). Accounting for this, and by using multiple ap-
plications of Bayes’ theorem, the posterior density
can be written in the following factorised form,
π(θ|x) ∝ π(x|θ)π(θ)
=
(
n∏
i=2
π(xi|xi−1, θ)π(θ)
π(θ)
)
π(θ)
∝ π(θ)(2−n)
(
n∏
i=2
ϕi(θ)
)
, (2)
where
ϕi(θ) = c
−1
i π(xi|xi−1, θ)π(θ)
ci =
∫
π(xi|xi−1, θ)π(θ)dθ.
Essentially, in (2) the posterior density, π(θ|x), of θ
given the full data x has been decomposed into a
product involving densities ϕi(θ), each of which de-
pends only on a pair of data points, {xi−1, xi}.
The key idea now is to use ABC to draw
approximate samples from each of the densities
ϕi(θ). Applying Algorithm 2 involves (i) draw-
ing θ∗ from π(θ), (ii) simulating x∗i |xi−1, θ
∗, and
(iii) accepting θ∗ if d
(
s(xi), s(x
∗
i )
)
≤ ε. We use
ϕ˜i(θ) to denote the implied ABC density from which
these samples are drawn (with ϕ˜i(θ) = ϕi(θ) if
s(·) = Identity(·) and ε = 0). By repeating
(i)—(iii) we generate samples of, say, m draws,
θ∗i(1), . . . , θ
∗
i(m), from each ϕ˜i(θ). Now, suppose
that ϕˆi(θ) is an estimate, based on the sample
θ∗i(1), . . . , θ
∗
i(m), of the density ϕ˜i(θ) (and hence of the
density ϕi(θ)). Then the posterior density (2) can be
estimated by
πˆ(θ|x) = g(θ)
/∫
g(θ) dθ, (3)
where
g(θ) = π(θ)(2−n)
(
n∏
i=2
ϕˆi(θ)
)
. (4)
The steps of PW-ABC are summarised in Algorithm
3.
Algorithm 3 Piece-Wise Approximate Bayesian
Computation (PW-ABC)
for i = 2 to n do
a: Apply the ABC Algorithm to drawm approx-
imate (or exact, if s(·) = Identity(·) and ε = 0)
samples, θ∗i(1), . . . , θ
∗
i(m), from ϕi(θ);
b: Using the samples θ∗i(1), . . . , θ
∗
i(m) and either
(6) or (12), calculate a density estimate, ϕˆi(θ),
of ϕ˜i(θ), the implied ABC density.
end for
Substitute the density estimates ϕˆi(θ) into (3) to
calculate an estimate, πˆ(θ|x), of π(θ|x).
The rationale of the piecewise approach is to reduce
the dimension for ABC, replacing a high-dimensional
problem with multiple low-dimensional ones. In stan-
dard ABC the summary statistic, s(·), is the tool used
to reduce the dimension, but in PW-ABC, with di-
mension already reduced by the factorisation in (2),
we can take s(·) = Identity(·) and typically use a
much smaller ε.
The question remains of how to calculate the den-
sity estimates, ϕˆi(θ). Below we discuss two ap-
proaches: (i) using a Gaussian approximation, and
(ii) using a kernel density estimate. Henceforth,
quantities based on (i) are denoted by superscript g,
and those based on (ii) are denoted by superscript k.
In both cases we discuss the behaviour of the estima-
tors in the asymptotic regime in which the number
of observations, n, is kept fixed while the size of each
4
ABC sample increases, m →∞.
2.1 Gaussian approximation for ϕˆi(θ)
Denote the d-dimensional multivariate Gaussian den-
sity with mean, µ, and covariance, Σ, by
K(θ;µ,Σ) = (2π)−d/2 (detΣ)−1/2×
exp
(
− 12 (θ − µ)
T
Σ−1 (θ − µ)
)
. (5)
A Gaussian approximation for ϕˆi(θ) is
ϕˆgi (θ) = K(θ; θ¯
∗
i , Qi), (6)
where
θ¯∗i =
1
m
m∑
j=1
θ∗i(j),
Qi =
1
m− 1
m∑
j=1
(θ∗i(j) − θ¯
∗
i )(θ
∗
i(j) − θ¯
∗
i )
T ,
are the sample mean and sample covariance of the
ABC posterior sample θ∗i(1), . . . , θ
∗
i(m). A consequence
of using (6) is that the product of the density approx-
imations is also Gaussian (though in general unnor-
malised):
n∏
i=2
ϕˆgi (θ) = w ·K(θ; a,B), (7)
where
B =
(
n∑
i=2
Q−1i
)
−1
, (8)
a = B
(
n∑
i=2
Q−1i θ¯
∗
i
)
, (9)
w = det(2πB)1/2
n∏
i=2
det(2πQi)
−1/2×
n∏
s=2
n∏
t>s
exp
(
− 12 (θ¯
∗
s − θ¯
∗
t )
TRst(θ¯
∗
s − θ¯
∗
t )
)
, (10)
Rst = Q
−1
s BQ
−1
t . (11)
We note the following properties of approximation (6)
[see, for example, Mardia et al., 1979]. If the densi-
ties ϕ˜i(θ) from which the θ
∗
i(1), . . . , θ
∗
i(m) are drawn
are Gaussian, i.e., ϕ˜i(θ) = K(θ;µi,Σi), then θ¯
∗
i and
Qi are unbiased and consistent estimators of µi and
Σi, respectively, and hence a and B are consistent es-
timators of the true mean and covariance of
∏
ϕ˜i(θ).
More generally, for ϕ˜i(θ) which is not necessarily
Gaussian, θ¯∗i and Qi are consistent estimators of the
mean and the variance of the Gaussian density, ϕˆgi (θ),
which minimises the Kullback–Leibler divergence,
KL(ϕ˜i(θ)‖ϕˆ
g
i (θ)) =
∫
ϕ˜i(θ) log
(
ϕ˜i(θ)
/
ϕˆgi (θ)
)
dθ;
i.e., for each i, ϕˆgi (θ) is asymptotically the “optimal”
Gaussian approximation to ϕ˜i(θ). No such relevant
optimality holds for the product of densities, how-
ever: the (normalised) product of Gaussians, each of
which is closest in the KL sense to ϕ˜i(θ), is in general
not the Gaussian closest to (the normalised version
of)
∏
ϕ˜i(θ); and indeed it may be very substantially
different. In other words, as m→∞, a and B do not
in general minimise
KL
({∏
ϕ˜i(θ)
/∫ (∏
ϕ˜i(θ)
)}∥∥∥K(θ, a, B)) .
2.2 Kernel density estimate for ϕˆi(θ)
A second method we consider is to estimate each den-
sity ϕ˜i(θ) using a kernel density estimate (see for in-
stance Silverman [1986] and Wand and Jones [1995]).
A kernel density estimate based on Gaussian kernel
functions (5) is
ϕˆki (θ) =
1
m
m∑
j=1
K(θ; θ∗i(j), Hi), (12)
where Hi is a bandwidth matrix. We follow the ap-
proach of Fukunaga [1972] in choosing the bandwidth
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matrix such that the shape of the kernel mimics the
shape of the sample, in particular by taking Hi to
be proportional to the sample covariance matrix, Qi.
Using bandwidth matrix
Hi = q ·m
−2/(d+4)Qi, (13)
where q > 0 is a constant not dependent on m, en-
sures desirable behaviour as the sample size m→∞.
In particular, in terms of the little-o notation (am =
o(bm) as m→∞ denotes limm→∞ |am/bm| = 0) and
with E denoting expectation, using choice of band-
width (13), subject to mild regularity conditions on
ϕ˜i(θ) [Wand and Jones, 1995],
E
{
ϕˆki (θ)
}
= ϕ˜i(θ) + o(1), (14)
E
{
ϕˆki (θ)
2
}
= ϕ˜i(θ)
2 + o(1). (15)
From (14)–(15), the bias, b{ϕˆki (θ)} = E
{
ϕˆki (θ)
}
−
ϕ˜i(θ), the variance, var{ϕˆki (θ)} = E
{
ϕˆki (θ)
2
}
−
E
{
ϕˆki (θ)
}2
, and the mean integrated squared error,
MISE{ϕˆki } = E
∫ (
ϕˆki (θ) − ϕ˜i(θ)
)2
dθ, (16)
are all o(1). These results generalise routinely to
the case of a product of n kernel density estimates,
that is, in which
∏
ϕˆki (θ) is used as an estimator for∏
ϕ˜i(θ). It follows that since the θ
∗
i(j) are indepen-
dent for all i, j, then, using (14)–(15),
b
{∏
ϕˆki (θ)
}
=
{∏
E ϕˆki (θ)
}
−
∏
ϕ˜i(θ) = o(1),
var
{∏
ϕˆki (θ)
}
=
∏
E
{
ϕˆki (θ)
2
}
−
∏{
Eϕˆki (θ)
}2
= o(1),
MISE
{∏
ϕˆki
}
= E
∫ (∏
ϕˆki (θ)−
∏
ϕ˜i(θ)
)2
dθ = o(1).
Hence, in the sense defined by the latter equation,
the density estimator
∏
ϕˆki (θ) converges to the true
density
∏
ϕ˜i(θ) as m→∞.
Regarding the choice of q in (13), in certain settings
it is possible to determine an optimal value. Suppose
that the true density ϕ˜i(θ) is Gaussian and let ϕˆ
k
i (θ)
in (12) be a kernel density estimate of ϕ˜i(θ). Then
q = {(d+ 2) /4}−2/(d+4) (17)
is optimal in the sense that (13) is then an unbiased
and consistent estimator of the bandwidth that min-
imises the leading term of the large-m asymptotic
expansion of (16); see Wand and Jones [1995, p111].
Analogous calculations are rather more involved in
the product case, however: even with the assumption
that each ϕ˜i(θ) is Gaussian, no closed expression for
q is possible. Hence, in the examples in the following
section, §4, we opted to tune q in the heuristic way
described by Wand and Jones [1995], starting with a
large q (ten times that in (17)) then reducing it man-
ually until “random” fluctuations begin to appear in
the density estimates.
A consequence of using Gaussian kernel functions
(5) in (12) is that the product of the density approx-
imations is then itself a weighted mixture of (n−1)m
Gaussians,
n∏
i=2
ϕˆki (θ) = m
(1−n)
n∏
i=2
m∑
j=1
K(θ; θ∗i(j), Hi)
= m(1−n)
m∑
j2,...,jn
n∏
i=2
K(θ; θ∗i(ji), Hi)
=
m∑
j2,...,jn
wj2,...,jnK(θ; aj2,...,jn , Bj2,...,jn), (18)
where expressions for the covariancesBj2,...,jn , means
aj2,...,jn , and weights wj2,...,jn , analogous to those in
(8)–(10), are given in Appendix 1.
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2.3 Estimating the posterior density
Sections §2.1 and §2.2 describe methods for com-
puting the factor
∏
ϕˆi(θ) in (3). For calculating
an estimate of the full posterior, πˆ(θ|x) in (3), we
must multiply
∏
ϕˆi(θ) by π(θ)
(2−n) and normalise.
Let us suppose that the prior is Gaussian, π(θ) =
K(θ;µpri,Σpri). For the case where we are using
the Gaussian approximation, ϕˆgi (θ) from (6), for each
ϕˆi(θ), then the posterior is
πˆg(θ|x) = K(θ;µpost,Σpost), (19)
where
Σpost =
(
(2− n)Σ−1pri +B
−1
)
−1
, (20)
µpost = Σpost
(
(2− n)Σ−1pri µpri +B
−1a
)
, (21)
and a and B are as defined in (7).
If instead we use the kernel approximation, ϕˆki (θ)
from (12), for each ϕˆi(θ), then the posterior density
is
πˆk(θ|x) =
m∑
j2,...,jn
w′j2,...,jnK(θ; a
′
j2,...,jn , B
′
j2,...,jn)
/
m∑
j2,...,jn
w′j2,...,jn , (22)
where expressions for B′j2,...,jn , a
′
j2,...,jn and w
′
j2,...,jn
are in the Appendix.
2.4 An expression for the posterior
density
In the preceding sections we considered how to sam-
ple from the ϕi(θ) and then use the samples to esti-
mate the posterior density π(θ|x). Here we consider
in more detail the implied posterior density which is
targeted by PW-ABC. For either of PW-ABC and
ABC, the posterior can be written as
π˜(θ|x) ∝ π˜(x|θ)π(θ), (23)
where π˜(x|θ) is, respectively, either the implied PW-
ABC or ABC approximation to the likelihood. First,
we define the function
Kε,p(z) = V
−1
1{‖z‖p ≤ ε}, (24)
where argument z is of dimension, say, u, and either
continuous- or discrete-valued in accord with the sup-
port of the data; ‖ · ‖p is the L
p-norm; 1{·} is an in-
dicator function; and V , which depends on u, ε, and
p, is such that
∫
Kε,p(z)dz = 1, with this integral
interpreted as a sum in the discrete case. For ABC
with distance d(·, ·) taken to be the Lp-norm of the
difference between its arguments, the implied ABC
approximation to the likelihood [Wilkinson, 2013] is
the convolution
π˜ABC(x|θ) =
∫
π(y|θ)Kε,p (y − x) dy. (25)
Hence ABC replaces the true likelihood with an ap-
proximate version averaged over an Lp-ball of radius
ε centred on the data vector, x. In PW-ABC, we
target each ϕi(θ) by an ABC approximation ϕ˜i(θ) ∝
π˜ABC(xi|xi−1, θ)π(θ), with
π˜ABC(xi|xi−1, θ) =
∫
π(yi|xi−1, θ)Kε,p (yi − xi) dyi,
and the implied PW-ABC likelihood is the product
π˜PW-ABC(x|θ) =
∏
π˜ABC(xi|xi−1, θ). (26)
Now, to compare directly the implied ABC and
PW-ABC likelihood approximations, we neglect as
before the likelihood contribution from the first ob-
servation x1, then denote by x
′ the vector x with x1
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removed (and similar for y); hence we can write (25)
and (26), respectively, as
∫
π(y2|x1, θ)
[
n∏
i=3
π(yi|yi−1, θ)
]
Kε,p (y
′ − x′) dy′,
(27)
and
∫
π(y2|x1, θ)
[
n∏
i=3
π(yi|xi−1, θ)
]
K∗ε,p (y
′ − x′) dy′,
(28)
where
K∗ε,p (z
′) =
n∏
i=2
Kε,p (z
′
i) . (29)
Two differences between ABC and PW-ABC are
clear: first, in ABC the conditioning is on the sim-
ulated trajectory, whereas in PW-ABC the condi-
tioning is on the data; and second, in PW-ABC the
convolution is with respect to a different kernel (29).
This implied kernel seems intuitively reasonable; for
example, if the xi are scalar then the convolution in
(28) amounts to an averaging over a hypercube of
side length 2ε centred on x′. The difference in the
shapes of the regions defined by Kε,p(·) and K
∗
ε,p(·)
is of secondary importance, however, since PW-ABC
enables use of a much smaller ε than ABC, so the
averaging will be over a much smaller region around
x′, and the approximate likelihood will typically be
much closer to the true.
3 Some other considerations
3.1 Estimating the marginal likeli-
hood
In some applications, especially when model compar-
ison is of interest, it is useful to compute the marginal
likelihood of the data given the model. The marginal
likelihood is
π(x) =
∫
π(x|θ)π(θ)dθ (30)
=
(
n∏
i=2
ci
)∫ ( n∏
i=2
ϕi(θ)
)
π(θ)2−ndθ. (31)
The unknown ci can be estimated by cˆi = m/(V Mi),
whereMi equals the number of ABC draws necessary
in the ith interval to achieve m acceptances, and V
is defined in (24); see Appendix 2. For the integral
in (31), using the Gaussian approximation (7) leads
to
∫ ( n∏
i=2
ϕˆgi (θ)
)
π(θ)2−ndθ
= w · (detB)−1/2 · (detΣpost)
1/2 · (det(2πΣpri))
(n/2−1)×
exp
{
−
1
2
(a− µpri)
T
(
(2− n)−1Σpri +B
)−1
(a− µpri)
}
,
(32)
whereas using the kernel approximation (12) gives
∫ ( n∏
i=2
ϕˆki (θ)
)
π(θ)2−ndθ =
m∑
j2,...,jn
w′j2,...,jn . (33)
3.2 Practical numerical calculations
for the kernel approximation
Since expressions (18), (22), (33) for the kernel case
involve sums with (n − 1)m terms, these expressions
are largely of academic interest and are typically not
suitable for practical calculations. For the examples
in this paper we used a more direct numerical ap-
proach, first writing (4) as
g(θ) = exp
(
n∑
i=2
hi(θ)
)
π(θ),
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where hi(θ) = log
(
ϕki (θ)/π(θ)
)
, and then evaluating
hi(θ), π(θ) and hence g(θ) pointwise on a fine lattice.
Performing calculations in this way on the log scale
avoids underflow errors and improves numerical sta-
bility compared with trying to evaluate (4) directly.
As a further check for robustness, we varied the lat-
tice position and resolution to make sure the results
were insensitive to the particular choices.
3.3 Sampling from the posterior dis-
tribution
In some circumstances it may be desirable to draw
samples from the approximate posterior density. In
the Gaussian case, drawing from (19) is straightfor-
ward. For the kernel case, (22), in principle sampling
can be achieved by normalising the weights, ran-
domly choosing a component with probability equal
to these normalised weights, then sampling from the
selected Gaussian component. But in practise, again,
the large number of terms in (22) can preclude this
approach. Other possibilities include using a Gibbs
sampler, or sampling approximately using Gaussian
mixtures with fewer components; see Sudderth et al.
[2003].
4 Examples
In this section we test PW-ABC on synthetic data
from four models. The first, as a toy illustrative
example, involves inferring from IID data the prob-
ability of success in a binomial experiment. Sec-
ond is the Cox-Ingersoll-Ross model, a stochastic-
differential-equation model for which the continuous
state variable has known transition density, which we
use to investigate PW-ABC with ε > 0. Third, we
consider an integer-valued time series model called
INAR(1), a model for which the likelihood is avail-
able (albeit awkward to compute) and enables com-
parison of our approach with the “gold standard”
MCMC approach. Finally, we consider a stochastic
Lotka–Volterra model, a simple example from a com-
mon class of models (which occur, for instance, in
modelling stochastic chemical kinetics) in which the
likelihood, and therefore many standard methods of
inference, are unavailable. The datasets for each ex-
ample are given in the Supplementary Material.
4.1 Binomial model
For this toy example we suppose the data is the set
x = {x1, . . . , x10} of n = 10 observations from the
model Xi ∼ Binom(ki = 100, p = 0.6). We work
in terms of the transformed parameter θ = logit(p),
using a prior π(θ) ∼ N(0, 32). For this model the
data are IID, so that π(xi|xi−1, θ) = π(xi|θ). Exact
samples from ϕi(θ) can be obtained by sampling θ
∗
from the prior, sampling X∗i ∼ Binom(100, θ
∗), and
then accepting θ∗ if and only if X∗i = xi. We follow
the PW-ABC approach described in Section 2, draw-
ing m = 5000 samples from each ϕi(θ), using these
samples to construct Gaussian ϕˆgi (θ) and kernel den-
sity ϕˆki (θ) approximations, then using these density
approximations to construct approximate posterior
densities, πˆg(θ|x) and πˆk(θ|x). Figure 1 shows that
the approximate posterior densities are very close to
the true posterior density for this example. The true
log marginal likelihood, log π(x), computed by direct
numerical integration of (30), is −31.39; using ap-
proximation ϕˆgi (θ) and (32) gives −31.44; and using
approximation ϕˆki (θ) and numerical integration of the
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Figure 1: Results for the binomial model in §4.1.
Shown are the true posterior density, π(θ|x), the pos-
terior density approximations πˆg(θ|x) and πˆk(θ|x),
the prior, and the true θ.
left-hand side of (33) gives −31.48.
4.2 Cox–Ingersoll–Ross Model
The Cox-Ingersoll-Ross (CIR) model [Cox et al.,
1985] is a stochastic differential equation describing
evolution of an interest rate, X(t). The model is
dX(t) = a(b−X(t))dt+ σ
√
X(t)dW (t),
where a, b and σ respectively determine the reversion
speed, long-run value and volatility, and where W (t)
denotes a standard Brownian motion. The density
of X(ti)|X(tj), a, b, σ (ti > tj) is a non-central chi-
square [Cox et al., 1985, eq. 18], and hence the like-
lihood is known in closed form. In such a situation
(PW-)ABC is unnecessary; however, we include the
CIR model here as a simple example of PW-ABC ap-
plied to a problem with a continuous state variable,
where non-zero choice of ε is necessary, and where
the true posterior distribution is available for com-
parison.
We generated n = 10 equally spaced observa-
tions from a CIR process with parameters (a, b, σ) =
(0.5, 1, 0.15) and X(0) = 1 on the interval t ∈ [0, 4.5].
Treating a and σ as known, we performed inference
on the transformed parameter θ = log(b) with a Uni-
form prior on the interval (−5, 2). Using ε = 10−2
we drew samples of size m = 10, 000 for each ϕi(θ),
i = 1, . . . , 9, achieving acceptance rates around 1.5%
on average.
Figure 2 shows the true posterior density, π(θ|X ),
together with the Gaussian- and kernel-based PW-
ABC approximations, πˆg(θ|x) and πˆk(θ|x). The
Figure shows that the kernel approximation πˆk(θ|x)
agrees very well with the true posterior. The Gaus-
sian approximation πˆg(θ|x) does badly here, which is
due to skewness of the densities ϕi(θ).
For this example, estimates of the log marginal like-
lihood, log π(X ) are as follows: by direct numerical
integration of (30), 8.14; using approximation ϕˆgi (θ),
2.78; and by using ϕˆki (θ) in conjunction with numer-
ical integration of the left-hand side of (33), 7.93.
4.3 An integer-valued autoregressive
model
Integer-valued time series arise in contexts
such as modelling monthly traffic fatalities
[Neal and Subba Rao, 2007] or the number of
patients in a hospital at a sequence of time points
[Moria et al., 2011]. Consider the following integer-
valued autoregressive model of order p, known as
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Figure 2: Results for the CIR model of §4.2. The
top plot shows the true posterior density, π(θ|x); the
PW-ABC posterior density approximations πˆg(θ|x)
and πˆk(θ|x) using ε = 10−2; the prior; and the true
θ. The bottom plot shows, for various values of ε, the
true PW-ABC posterior (as defined in §2.4).
INAR(p):
Xt =
p∑
i=1
αi ◦Xt−i + Zt, t ∈ Z, (34)
where Zt for t > 1 are independent and iden-
tically distributed integer-valued random variables
with E[Z2t ] < ∞, with the Zt assumed to be inde-
pendent of the Xt. Here we assume Zt ∼ Po(λ).
Each operator αi◦ denotes binomial thinning defined
by
αi ◦W =
{
Binomial(W,αi), W > 0,
0, W = 0,
(35)
for non-negative integer-valued random variable W .
The operators αi◦, i = 1, . . . p, are assumed to be
independent.
We consider the simplest example of this model,
INAR(1) [see, for example, Al-Osh and Alzaid,
1987], supposing that we have some observed data
x = {x1, . . . , xn} from this model and wish to make
inference for the parameters (α, λ). We generated
n = 100 observations from an INAR(1) process us-
ing parameters (α, λ) = (0.7, 1) and X(0) = 10;
the realisation is plotted in Figure 3. Working in
terms of the transformed parameter, θ = (θ1, θ2) =
(logit(α), log(λ)), we used a prior of Norm(0, 32) for
each of θ1 and θ2. For the EBC algorithm, the prob-
ability of acceptance is around 10−100 (as estimated
from PW-ABC calculations described below), which
is prohibitively small; even the ABC algorithm re-
quires a value of ε so large that sequential approaches
(e.g., SMC-ABC) are needed.
Using PW-ABC with ε = 0 we were able to draw
exact samples from ϕi(θ) for all of the i = 2, . . . , 100
factors, and achieve acceptance rates of around 9%,
on average. Figure 4 shows an estimate of the poste-
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Figure 3: The realisation of an INAR(1) process used
in the example of §4.3, of length n = 100, generated
using α = 0.7 and λ = 1.0.
rior density, π(θ|x) based on a gold-standard MCMC
approach, together with Gaussian- and kernel-based
PW-ABC approximations, πˆg(θ|x) and πˆk(θ|x), with
m = 10, 000 samples for each ϕi(θ). The Figure
shows good agreement between the MCMC poste-
rior and the kernel approximation, πˆk(θ|x), but again
somewhat poor agreement with the Gaussian approx-
imation πˆg(θ|x). The poor performance of πˆg(θ|x)
is caused by some of the densities ϕi(θ) being sub-
stantially different from Gaussian; see Figure 5 which
shows ϕˆg50(θ) and ϕˆ
k
50(θ), for example. Using Gaus-
sian approximations to non-Gaussian ϕi(θ) appears
to have a strong impact on the accuracy of approx-
imation πˆg(θ|x), even, as in the present case, where
the true posterior π(θ|x), and most of individual
ϕi(θ), are reasonably close to a Gaussian (cf. Fig.
4).
For this example, estimates of the log marginal
likelihood, log π(x), are as follows: by direct numer-
ical integration of (30), −161.1; using approxima-
tion ϕˆgi (θ) and (32), −185.7; and by using ϕˆ
k
i (θ) and
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Figure 4: Results for the INAR(1) example of §4.3.
Shown are an MCMC approximation to the posterior
density, π(θ|x), the posterior density approximations
πˆg(θ|x) and πˆk(θ|x), the prior, and the true θ. The
numbers on the contours denote the probability mass
that they contain.
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Figure 5: For the INAR(1) example, an example
of a factor with a “non-Gaussian” density: here
ϕˆg50(θ) and ϕˆ
k
50(θ) are substantially different from
each other.
numerical integration of the left-hand side of (33),
−163.2.
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We have used p = 1 for this example so
that the likelihood is available, enabling compar-
ison with MCMC and calculation of the true
marginal likelihood. However, we stress that PW-
ABC can be easily generalised for p > 1, a
case for which the likelihood is essentially in-
tractable and therefore one has to resort to ei-
ther exact but less direct methods (such the
Expectation−Maximization (EM) algorithm or data-
augmented MCMC, both of which involve treating
the terms αi ◦Xt−i and Zt as missing data) or meth-
ods of approximate inference, such as conditional
least squares which involves minimizing
∑
t(Xt −
E[Xt|Xt−1])2; see, for example, McKenzie [2003] and
references therein.
4.4 Stochastic Lotka–Volterra model
The stochastic Lotka–Volterra (LV) model is a
model of predator–prey dynamics and an example
of a stochastic discrete-state-space continuous-time
Markov process [see, for example, Wilkinson, 2011].
Predator–prey dynamics can be thought of in chemi-
cal kinetics terms: the predators and prey are two
populations of “reactants” subject to three “reac-
tions”, namely prey birth, predation and predator
death. Exact simulation of such models is straight-
forward, e.g., using the algorithm of Gillespie (1977).
Inference is simple if the type and precise time of each
reaction is observed. However, a more common set-
ting is where the population sizes are only observed
at discrete time points. In this case the number of re-
actions that have taken place is unknown and there-
fore the likelihood is not available and hence infer-
ence is much more difficult. Reversible-jump MCMC
has been developed in this context [Boys et al., 2008]
but it requires substantial expertise and input from
the user to implement. Particle MCMC (pMCMC)
methods [Andrieu et al., 2010], which provide an ap-
proximation to the likelihood via a Sequential Monte
Carlo (SMC) algorithm within an MCMC algorithm,
have recently been proposed for stochastic chemical
kinetics models [Golightly and Wilkinson, 2011]. Al-
though being computationally intensive, such meth-
ods can work reliably provided the process is observed
with measurement error. The R package smfsb, which
accompanies Wilkinson [2011], contains a pMCMC
implementation designed for stochastic chemical ki-
netics models, and we use this package to compare
results for PW-ABC and pMCMC for the following
example.
Let Y1 and Y2 denote the number of prey and
predators respectively, and suppose Y1 and Y2 are
subject to the following reactions
Y1
r1→ 2 Y1, Y1 + Y2
r2→ 2 Y2, Y2
r3→ ∅, (36)
which respectively represent prey birth, predation
and predator death. We consider the problem of
making inference about the rates (r1, r2, r3) based on
observations of Y1 and Y2 made at fixed intervals.
We generated a realisation from the stochastic
LV example of Wilkinson [2011, page 208], that is,
model (36) using (r1, r2, r3) = (1, 0.005, 0.6), Y1(0) =
50 and Y2(0) = 100. We performed inference in
terms of transformed parameters, θ = (θ1, θ2, θ3) =
(log r1, log r2, log r3), this time with priors π(θ1) ∼
Norm(log(0.7), 0.5), π(θ2) ∼ Norm(log(0.005), 0.5),
and π(θ3) ∼ Norm(log(0.3), 0.5). We again applied
PW-ABC using ε = 0, in other words requiring an
exact match between the observed and the simulated
observations, to draw samples of size m = 10, 000 for
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each ϕi(θ). Unlike the binomial, CIR and INAR
examples where drawing posterior samples for the
ϕi(θ), i = 1, ..., n assuming ǫ = 0 took a total of
approximately, 1, 2 and 20 minutes respectively on
a standard desktop machine, for this example doing
so was computationally more demanding. However,
since sampling in PW-ABC is embarrassingly paral-
lel we were able to draw the required samples in 32
hours on a 48 core machine.
To obtain pMCMC results we found it necessary
to assume an error model for the observations, hence
we assumed errors to be IID Gaussian with mean
zero and standard deviation equal to 2. Results are
displayed in Figure 6, which shows plots for univari-
ate and pairwise bivariate marginal posterior densi-
ties for the pMCMC results, and for the PW-ABC
approximations, πˆg(θ|x) and πˆk(θ|x). Both of the
PW-ABC approximations agree well with each other
and with the pMCMC results for this example.
5 Conclusion and Discussion
PW-ABC works by factorising the posterior density,
for which targetting by ABC would entail a careful
choice of s(·) and/or a large tolerance ε, into a prod-
uct involving densities ϕi(θ), each amenable to us-
ing ABC with s = Identity(·) and small or zero ε.
Having sampled from each ϕi(θ) the question then
becomes how to estimate π(θ|x) using these samples.
PW-ABC works by constructing density approxima-
tions ϕˆi(θ) to each ϕi(θ). The approach of taking
ϕˆi(θ) to be Gaussian, with moments matched to the
sample moments, is computationally cheap, and if
the prior is also taken to be Gaussian then there is
a closed form expression for the Gaussian posterior
density and marginal likelihood, making calculations
extremely fast. Taking ϕˆi(θ) to be Gaussian is per-
haps adequate in many applications: performance
was strong in two of the four examples we consid-
ered. The poor performance in the CIR and INAR
examples was due to skewness of at least some of the
ϕi(θ). In the INAR example it is striking to see an
effect so strong when the true posterior, and many
of the ϕi(θ), are so close to Gaussian. Unfortunately,
increasing the number, m, of ABC samples is no rem-
edy to this problem: asm→∞, the normalised prod-
uct of Gaussian densities, itself Gaussian, in general
does not converge to the Gaussian density closest in
the Kullback–Leibler sense to the target density.
Two referees suggested the possibility of testing,
across all of the ϕi(θ), whether a Gaussian approx-
imation is appropriate. A wide literature exists on
testing multivariate normality (see Sze´kely and Rizzo
[2005] for a recent contribution, plus many references
therein to earlier work) and this seems a promising
direction, but further work is needed to devise, and
understand the properties of, a procedure based on
applying these tests in the multi-testing setting of
PW-ABC.
In terms of asymptotic performance, using the
kernel approximation, ϕˆki (θ), for ϕˆi(θ) is preferable
since, in this case, the estimated posterior density
converges to the target as m → ∞. The kernel ap-
proach is computationally more demanding, however,
and its practical use is probably limited to problems
in which θ has small dimension. It also requires
a heuristic choice of a scalar smoothing parameter.
Choosing this parameter too large will inflate the pos-
terior variance; although, this aside, in the examples
we have considered we have found posterior inference
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to be fairly robust to the choice. A referee asked for
guidance on how to choose m. It is difficult to of-
fer general practical advice, because the m needed
will depend on the dimension of θ, and on the num-
ber and nature of the ϕi(θ). The larger the better,
of course; one possibility for checking whether m is
large enough might be to use a resampling approach
to confirm that the variance, under resampling, of the
πˆk(θ|x) is acceptably small.
A possibility that generalises the Gaussian and ker-
nel approaches, which we will explore in future work,
is to let ϕˆi(θ) be a mixture of, say, u Gaussians (see
Fan et al. [2012] for an example of Gaussian mixtures
being used in a related context). This encompasses
(6) and (12) as special cases, with u = 1 and u = m
respectively. For a general mixture model for ϕˆi(θ),
each of the component Gaussians is parameterised
by a scalar weight, a mean vector and a covariance
matrix which need to be determined. We would en-
visage regularising, e.g., by setting each covariance
to be equal up to scalar multiplication, perhaps as
for (12) taking the covariance proportional to the
sample covariance, and then fitting each ϕˆi(θ) based
on the samples from ϕi(θ) using, say, an EM algo-
rithm. This approach is a compromise between (6)
and (12). It does not share the property of (12) that
estimated densities converge to the true densities as
m → ∞, but on the other hand it is computation-
ally much less involved and offers much extra freedom
and flexibility over (6), particularly for dealing with
multimodal densities. If u is taken sufficiently small
then it may be feasible to work explicitly with the
(n − 1)u-term resulting Gaussian mixture,
∏
ϕˆi(θ),
enabling explicit calculations involving the posterior
density, such as computing the marginal likelihood,
analogous to (32), and direct sampling from the ap-
proximate posterior density (see §3.3).
Several further generalisations of the PW-ABC
approach are possible. In (1), each of the n −
1 factors π(xi|xi−1, θ), i = 2, . . . , n is the like-
lihood for a single data point conditional on the
previous. An alternative possibility is to factorise
the likelihood into fewer factors, with each corre-
sponding to a “block” of multiple observations, e.g.,
π(xi+vi , xi+vi−1, . . . , xi|xi−1, θ) for some choice of vi,
and the factorised likelihood becomes a product over
the relevant subset of i = 2, . . . , n. To an extent this
potentially reintroduces difficulties that with PW-
ABC we sought to avoid, namely lower acceptance
rates leading to a possible need to use a summary
statistic and non-zero tolerance (and the ensuing
ABC error they bring). On the other hand, we might
expect, owing to the central limit theorem, that a
factor ϕi(θ) which depends on several data points
will be closer to Gaussian than a factor dependent
on only a single data point, and hence that (6) and
(12) (especially the former) will perform better.
If using larger “blocks” of data in the factorisa-
tion makes it necessary to use a non-zero tolerance
ε > 0 (or if ε > 0 is necessary even when using a
single observation per factor) then there are theoreti-
cal advantages to using what Fearnhead and Prangle
[2012] call “noisy ABC”. In the context of this pa-
per, noisy ABC would involve replacing the summary
statistic s(·) with a random variable s′(·) which has
density uniform on a ball of radius ε around s(·). Us-
ing noisy ABC ensures that, under mild regularity
conditions, as n → ∞, the posterior converges to a
point mass at the true parameter value; see §2.2 of
Fearnhead and Prangle [2012].
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Recently, we have learnt of an interesting paper by
Barthelme´ and Chopin [2011] who have developed an
approach termed Expectation Propagation-ABC (EP-
ABC) that shares similarities with ours. EP-ABC is
an ABC adaptation of the Expectation Propagation
approach developed by Minka [2001]. EP-ABC uses
essentially the same factorisation as (2) and makes a
Gaussian approximation to the density of each factor
analogous to (6). But then EP-ABC proceeds rather
differently: instead of drawing ABC samples for, say,
the ith factor by sampling from the prior, EP-ABC
draws samples from an iteratively updated pseudo-
prior. The pseudo-prior is a Gaussian approximation
to the component of the posterior that involves all
the data except those pertaining to the ith factor.
The use of the pseudo-prior offers a high acceptance
rate in the ABC sampling and so EP-ABC can po-
tentially lead to an extremely fast approximation to
the full posterior π(θ|x). A disadvantage is that con-
ditions sufficient for the convergence of EP-ABC (or
even the simpler deterministic EP) are not known.
Also, as with using PW-ABC with (7), since EP-
ABC uses a Gaussian approximation for each factor,
it is potentially ill-suited to problems with compli-
cated (e.g. multimodal or otherwise non-Gaussian)
likelihoods; convergence of the product density is not
assured to any “optimal” approximation to the target
posterior. A promising direction for future work will
be to investigate adapting the EP-ABC idea of sam-
pling from a pseudo-prior to the ideas in this paper of
using kernel (or Gaussian mixture) density estimates
for each likelihood factor.
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Appendix 1
Expression for Bj2,...,jn , aj2,...,jn , and wj2,...,jn in (18),
analogous to (8)–(10), are as follows:
Bj2,...,jn =
(
n∑
i=2
H−1i
)
−1
,
aj2,...,jn = Bj2,...,jn
(
n∑
i=2
H−1i θ
∗
i(ji)
)
,
wj2,...,jn = m
(1−n) det(2πBj2,...,jn)
1/2
n∏
i=2
det(2πHi)
−1/2×
n∏
s=2
n∏
t>s
exp
(
− 12 (θ
∗
s(js)
− θ∗t(jt))
TRst(θ
∗
s(js)
− θ∗t(jt)
)
,
Rst = H
−1
s Bj2,...,jnH
−1
t .
Expressions for B′j2,...,jn , a
′
j2,...,jn
, and w′j2,...,jn in
(22) are given respectively by the right-hand sides
of (20), (21), and (32) with B replaced by Bj2,...,jn ,
a replaced by aj2,...,jn , and w replaced by wj2,...,jn .
Appendix 2
Proposition 1. Let I = 1{θ∗ is accepted} be the in-
dicator function of whether an ABC draw θ∗ is ac-
cepted. The acceptance rate is
p(I = 1) = V π˜ABC(x)
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where π˜ABC(x) is the marginal likelihood of the im-
plied ABC posterior.
Proof
Recall from Section 2.4 that Kε,p(z) = V
−1
1{‖z‖p ≤
ε} and π˜ABC(x|θ) =
∫
π(y|θ)Kε,p (y − x) dy is the
implied ABC likelihood approximation. Then
P(I = 1) =
∫
θ
(I = 1, θ) dθ
=
∫
θ
π(θ)P(I = 1|θ) dθ
=
∫
θ
π(θ)
{∫
y
π(y|θ)1{||y − x||p ≤ ε}) dy
}
dθ
=
∫
θ
π(θ)
{∫
y
π(y|θ)V Kε,p(y − x) dy
}
dθ
=
∫
θ
V π(θ)π˜ABC(x|θ) dθ
= V π˜ABC(x).

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Figure 6: Results for the Lotka–Volterra example of §4.4, showing univariate and bivariate marginal posterior
densities of θ based on a posterior sample from a pMCMC algorithm, and from the Gaussian- and kernel-
based PW-ABC approximations, πˆg(θ|x) and πˆk(θ|x). For the kernel approximation we used q = 5 as the
smoothing parameter in (13). The contours shown in the bivariate plots are those that contain 5%, 10%,
50%, 90% and 95% of probability mass.
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