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This Letter probes the existence of physical laws invariant only in average when subjected to some
transformation. The concept of a symmetry transformation is broadened to include corruption by
random noise and average symmetry is introduced by considering functions which are invariant
only in average under these transformations. It is then shown that actions with average symmetry
obey a modified version of Noether’s Theorem with dissipative currents. The relation of this with
possible violations of physical symmetries, as for instance Lorentz invariance in some quantum
gravity theories, is briefly commented.
Symmetry, the invariance of an object’s features un-
der a transformation, is a powerful and unifying concept.
The amount of spatial symmetry of a crystal lattice char-
acterizes many basic properties of the corresponding solid
[1]. The same is also valid for the order parameters of
superconductors [2] and ground state wave-functions of
topological phases [3]. Gauge symmetry, for instance, is
the fundamental concept underlying the Standard Model,
our most successful physical theory to date [4]. Similarly,
diffeomorphism invariance, the independence of the phys-
ical phenomena from the coordinates of the spacetime
manifold, is the greatest insight of general relativity.
Even the failure of a theory’s symmetry to manifest
in the ground state has profound consequences. This
kind of symmetry breaking is what generates masses in
gauge bosons via the well-known Higgs mechanism [5, 6],
a fundamental ingredient of the electroweak theory [7].
In 1918, Noether obtained one of the most significant
results concerning symmetries in physics. She proved
that continuous symmetries of an action allow, under
certain general conditions, the derivation of conserved
charges [8]. Since then, the theorem has been extended in
several directions, giving origin for instance to the Ward-
Takahashi identity in quantum field theory [9] with recent
attempts to extend it to discrete transformations [10].
This work is concerned with a different kind of gen-
eralization and its physical consequences. Realistically,
symmetry properties of physical systems can only be as-
sessed through experimental measurements, which are al-
ways subjected to some uncertainty. This uncertainty
can usually be modeled by a stochastic process. What
happens then if a symmetry is satisfied only in average?
In order for this question to even make sense, we need to
make precise the meaning of “satisfied in average”.
In some modern quantum gravity theories, for in-
stance, it is suggested a possible violation of Lorentz
symmetry [11–13], which is however not observed exper-
imentally, among a series of other theoretical counter-
arguments. Still, as results obtained by putting to-
gether many experimental measurements rely on their
averaging, wouldn’t it possible that what we interpret as
Lorentz invariance is actually an invariance only of av-
erage quantities? This would open the possibility that
Lorentz violating theories could, under some assump-
tions, still be worth considering. If this could be true
for Lorentz invariance, it could be true for other symme-
tries too. What would be the consequences?
In order to answer this, we will generalize the concept
of a symmetry transformation to include a stochastic el-
ement. Transformations of a system, and therefore its
symmetries, are usually treated abstractly by group the-
ory. Groups of transformations can be defined by the the
invariance of some properties of a system subjected to
them. The Lorentz group is an example of transforma-
tions applied to actual spacetime coordinates, but trans-
formations and symmetries can also be related to internal
degrees of freedom, as in the case of gauge symmetries.
The concept of a group, however, does not describe
transformations corrupted by noise. Although in many
practical cases noise can be minimized, avoided or sim-
ply ignored in an ideal treatment, we want to analyze
situations where noise is an integral part of the physical
description and, therefore, will have to find an appropri-
ate generalization of the concept of group.
Average Symmetry - When studying symmetries of phys-
ical actions, it is usual to consider only the initial and
final states of the transformed system, paying little at-
tention to the intermediate ones. From the mathematical
point of view, this is justifiable given the properties of Lie
groups [14], which include most interesting transforma-
tions of physical systems. Physically, however, there is no
reason to ascertain that this must be the case in general.
Consider the spin-statistics theorem. The fact that ex-
changing particle positions needs to be considered as an
actual process of moving one particle around the other in-
stead of just abstractly exchanging their coordinates has
deep consequences. In 2D systems, we have to move from
representations of the permutation group to the braid
group, leading directly to the concept of anyons [15].
The original version of Noether’s Theorem of interest
to physics is proven for connected Lie groups. The prop-
erties of continuity and connectedness are extremely im-
portant as they guarantee that, if the theorem is true for
an infinitesimal transformation, it is also true for a finite
one [16]. A path on the group manifold maps to a path
on the configuration space of the system. Usually, dif-
2ferent paths are equivalent for symmetry considerations,
but that might not be true when noise is present.
When transformations are actually applied to a system
(in the active sense), the history of how its parameters are
varied might be important. For instance, for rotations in
the presence of friction, the total energy depends on how
the angle is varied and not only on the initial and final
states.
Situations in which experimental setups can be repro-
duced just to some extent, with a certain amount of noise
being unavoidable, are the rule rather than the exception.
Noise is a random element in experiments which, in some
situations as quantum mechanical measurements, cannot
be ignored [17–19].
The usual solution is to repeat an experiment many
times and try to average out the effect of noise. Quan-
tities whose fluctuations around the mean are inversely
proportional to their size and disappear in the thermody-
namic limit, called self-averaging quantities, are common
place in statistical physics.
It is this kind of physical situation which leads to the
introduction of what we call average symmetry. Con-
sider a system subjected to transformations affected by
random noise. If some feature of this system, although
being not invariant for each particular transformation, is
invariant when averaged over the noise distribution, we
say that the system possess average symmetry.
This idea can be easily visualized by considering a one-
dimensional system S, described by the real coordinate
x, and a real valued function f(x) = x2. The function f
is even, meaning that it is invariant under the reflection
x → −x through the origin. Suppose now that each
time a reflection through the origin is accomplished, it
is invariably corrupted by a random rescaling given by
x→ −αx, where α is a random variable with distribution
P(α). Then we have
f(−αx) = α2x2, (1)
which is, in general, different from f(x) unless α2 = 1.
However, if we take the average of f over α, we have
〈f(−αx)〉 = 〈α2〉x2, (2)
and if the distribution P(α) is such that 〈α2〉 = 1, then
the function f can be said to be invariant on average.
We then say that S possess an average symmetry under
the noisy transformation Fαx = −αx and call this trans-
formation an average symmetry transformation (AST).
An important mathematical question is: As symme-
tries characterize groups, is there any structure charac-
terized by average symmetries? It turns out that we can
give a stochastic generalization of groups such that all
group properties are recovered in the noiseless limit.
Define a noisy transformation as a function Fα :M →
M , where M is the configuration space of a system S,
depending on a random parameter α ∈ Ω such that, each
time the transformation is applied to an element of M ,
this parameter is drawn from a probability distribution
Pα. Fα is an AST if there is a function f :M → N such
that
〈f(Fαx)〉α = f(x), x ∈M,α ∈ Ω. (3)
If Gβ , is another AST of S with β independent from
α, the composition Hβα = Gβ ◦ Fα applied to f gives
〈f(Hβαx)〉α,β = 〈f(GβFαx)〉α,β
=
〈
〈f(GβFαx)〉β
〉
α
= 〈f(Fαx)〉α = f(x),
(4)
and is also an AST. Notice that statistical independence
of α and β is a sufficient but not necessary condition
for this. We now take the set Γ of all ASTs of S and
their compositions defined by the average invariance of
some function or functions and call it a noisy group. An
element Fa ∈ Γ of this noisy group will depend on a
multidimensional random parameter a ∈ O = ⋃∞n=1Ωn.
If ASTs are applied sequentially in time, we say that
a noisy group in which each component of a multidi-
mensional random parameter is an independent random
variable is memoryless. When correlations between the
variables are present, the closure of Γ under composi-
tion becomes a more involved concept. For simplicity,
we only consider memoryless noisy groups and drop the
word “memoryless” for brevity. Associativity under com-
position is straightforwardly satisfied in all cases.
Because the random parameter is independently drawn
at every application of a transformation, it might not
be possible to undo a transformation in the memoryless
case. We then generalize the identity and the inverse by
requiring these to be average properties. The inverse on
average is then defined as any transformation obeying
〈Iax〉a = x, a ∈ O. (5)
It is easy to see that this definition implies
〈IaFαx〉aα = 〈FαIax〉aα = 〈Fαx〉α. (6)
The identity is not unique. This is not unknown in
generalizations like polyadic groups, where instead of a
binary product we have an n-ary one and the identity is
also not unique [20]. The average inverse F−1β of Fα is
then defined as the transformation satisfying
〈
F−1β Fαx
〉
α,β
=
〈
FαF
−1
β x
〉
α,β
= x, (7)
being not unique too.
It is now easy to see that, when the distributions of the
random parameters become Dirac deltas, the noiseless
case, the group structure is recovered.
3A Dissipation Theorem - We now address how Noether’s
Theorem is changed under average symmetries. The ver-
sion we are concerned is the one stating that, in Hamil-
tonian systems whose action is invariant under a Lie
group transformation, the Euler-Lagrange equations can
be written as a gradient, resulting in the conservation of
a current that can be constructively obtained from the
theorem itself.
We will now derive the consequences of an action which
is invariant in average, or equivalently, under the action
of a noisy group. Given that noise and dissipation are
closely related [21], we can expect that conservation will
be compromised to some extent. We will see how and
under which conditions this expectation is fulfilled.
Noether’s Theorem relies on the fact that all elements
of a Lie group are continuously connected to the identity,
what makes sufficient to prove the theorem for infinites-
imal transformations. If the transformation is applied
to a set of coordinates x, then the new coordinates x′
are also continuously connected to x. Physically, we can
imagined that by varying continuously the parameters
θ of the Lie group transformation we create a continu-
ous path in the group manifold connecting the identity
to θ which is mapped to another continuous path in the
configuration manifold from x to x′(θ).
The noisy group structure we defined is still too gen-
eral. We need to restrict it in such a way that it be-
comes sufficient to prove the theorem only in the infinites-
imal case too. One of the requirements is that x should
remain continuously connected to x′ during the trans-
formation. The transformation can then be seen as a
stochastic process. The simplest stochastic process is a
diffusion process and this is the kind of transformation
we will consider to affect x. This will guarantee that,
although the path in configuration space is everywhere
non-differentiable, it is still continuous.
Consider that our configuration space is a d+1 dimen-
sional spacetime with coordinates xµ, µ = 0, 1, ..., d. For
infinitesimal transformations, the infinitesimal change in
x is linear in the infinitesimal parameters of the Lie group
(summation over repeated indices is assumed in the rest
of this paper unless otherwise stated)
dxµ = αµi (x) dθ
i, (8)
If the path is continuous in the group manifold, we can
parameterize it in terms of a monotonically increasing
parameter ξ (arc-length, for instance) and write
dxµ = αµi (x) θ
′i(ξ) dξ. (9)
The generalization to a diffusion process is then im-
mediate and gives the Ito stochastic differential equation
[22]
dxµ = Aµ(x, ξ) dξ +
√
DdWµ(ξ), (10)
where Aµ(x, ξ) = αµi (x)θ
′i(ξ), D is a diffusion constant
and the Wµ’s are independent Wiener processes.
The Wiener processes are Gaussian distributed with
zero mean and variance σ2 = Ddξ for an infinitesimal
transformation, which implies that all terms in the forth-
coming expansions can be written solely in terms of σ2
as the moments of the Gaussian will only depend on it.
The crucial point that justifies the sufficiency of prov-
ing our extension of Noether’s Theorem for infinitesimal
noisy transformations lies on the geometric properties
of the Wiener process. Being self-similar, all statistical
properties of a Wiener process are scale invariant. This
means that they are the same no matter how far we zoom
in or out of the resulting path. Therefore, every statisti-
cal property derived for an infinitesimal interval, has to
be valid also for finite ones.
We consider now a field theory with a Lagrangian den-
sity L(x) ≡ L(φ(x), ∂µφ(x)), where φ(x) represents n
fields φr, r = 1, ..., n at the spacetime point x. We say
that it has average symmetry if the average value of its
action subjected to a noisy transformation F θa is invari-
ant. The vector θ = (θ1, ..., θM ) represents the (non-
random) parameters of the noiseless transformation and
a = (a1, ..., aN ) the noisy variables, with M and N in-
tegers. When a = 0, all F θ
0
form a group, which we
consider to be a Lie group with F 00 its identity.
We now consider an infinitesimal noisy transformation
applied to the action. The presented calculations follow a
similar sequence as in [23] with the appropriate modifica-
tions for the stochastic case. For convenience of notation
in the expansions, let us define the full-parameter vector
λ =
(
λ0, λ1, ..., λN
)
= (θ, a) and define F(λ, x) ≡ F θax.
The action of the noisy group on the coordinates becomes
x′µ = Fµ(λ, x), Fµ(0, x) = xµ. (11)
We want to calculate the following variation
〈δI〉 =
〈∫
dx′L′(x′)−
∫
dxL(x)
〉
=
∫
dx
〈
L′(x′)
∣∣∣∣∂x
′
∂x
∣∣∣∣− L(x)
〉
,
(12)
where L′(x′) = L(φ′(x′), ∂′µφ′(x′)) and |∂x′/∂x| is the
Jacobian of the transformation.
Expanding around λ = 0 we obtain
x′µ = xµ +∆xµ +
1
2
∆2xµ +O(λ3), (13)
with
∆xµ = λi∂iFµ, ∆2xµ = λiλj∂i∂jFµ, (14)
where partial derivatives are relative to the components
of λ and O(λ3) indicates higher order terms that can be
ignored. Accordingly, the Jacobian matrix becomes
Jµν ≡
∂x′µ
∂xν
= δµν + ∂ν∆x
µ +
1
2
∂ν∆
2xµ, (15)
4Its determinant is
J =
∑
Σ
sgnΣ
∏
µ
Jµ
Σµ
, (16)
where Σ is a permutation of the spacetime indices.
Up to second order, the only terms that survive are
those containing either all diagonal terms or d− 1 diag-
onal and two off-diagonal terms. The first kind is just
the product of the diagonal entries, the second is com-
posed of permutations that exchange two indices, which
are always odd. The resulting products lead to
J = 1 + ∂µ∆x
µ +
1
2
∂µ∆
2xµ
+
1
2
[(∂µ∆x
µ)(∂ν∆x
ν)− (∂µ∆xν)(∂ν∆xµ)].
(17)
We then define the two differences
δf(x) = f ′(x′)− f(x), (18)
δ˜f(x) = f ′(x) − f(x), (19)
with δf measuring the total variation of the function,
including both its functional change and the change in
the coordinates, and δ˜f focusing only on the functional
change. They are related by
δ˜f(x) = δf(x)− [f ′(x′)− f ′(x)], (20)
An expansion to second order gives
∆f(x) ≡ f ′(x′)− f ′(x)
= [∂µf
′(x)]∆xµ +
1
2
[∂µf
′(x)]∆2xµ
+
1
2
[∂µ∂νf
′(x)]∆xµ∆xν .
(21)
We can now write
〈δI〉 =
∫
dx
〈
δ˜L(x)J
〉
+
∫
dx〈∆L(x)J + L(x)(J − 1)〉,
(22)
where, using the notation
Lrµ ≡ ∂L
∂φr,µ
, Lrµsν ≡ ∂
2L
∂φr,µ∂φs,ν
, (23)
we have
δ˜L = ∂µ
(
Lrµ δ˜φr
)
+
1
2
∂µ
[
∂ν
(
Lrµsν δ˜φr δ˜φs
)
−Lrµsν
(
∂ν δ˜φr
)
δ˜φs
]
− 1
2
δ˜φr ∂ν
(
Lrµsν∂µδ˜φs
)
.
(24)
Collecting the second order terms, we have
〈δI〉 =
∫
dx〈Ω〉, 〈Ω〉 = ∂µjµ + 〈Λ〉, (25)
where we write the current as a summation of two terms
jµ = 〈nµ〉 + 〈jµS〉, (26)
nµ = Lrµ δ˜φr + L∆xµ, (27)
jµS =
1
2
L∆2xµ + ∂ν
(
Lrν δ˜φr
)
∆xµ +
1
2
(∂νL)∆xν∆xµ
+
1
2
L(∆xµ∂ν∆xν −∆xν∂ν∆xµ), (28)
and the dissipative term is
Λ =
1
2
[
δ˜φr δ˜φs∂µ∂νLrµsν + 2δ˜φr
(
∂ν δ˜φs
)
∂µLrµsν
+
(
∂µδ˜φr
)(
∂ν δ˜φs
)
Lrµsν
]
,
(29)
which cannot be written as a gradient. The first term in
jµ is just the averaged value of the usual Noether current,
while the second is a stochastic contribution.
Therefore, if the integrand vanishes, we have a dissi-
pation law given by
∂µj
µ = −〈Λ〉. (30)
In the noiseless limit, when D = 0, we fully recover the
deterministic version of Noether’s Theorem.
Scalar Field - Consider a single scalar field which is in-
variant under noisy infinitesimal translations
φ′(x′) = φ(x), x′µ = xµ + θµ + aµ, (31)
with θµ infinitesimal constants and aµ a Wiener process.
The difference in the Lagrangian will be due exclusively
to the change in the coordinates. For this case we have
the following simplifications
∆xµ = θµ + aµ, ∆2x = 0. (32)
and also
δφ(x) = 0⇒ δ˜φ = −∆xµ∂µφ+ 1
2
∆xµ∆xν∂µ∂νφ. (33)
Because the random parameters will only affect the
coordinates, averages will only affect their variations
〈∆xµ〉 = θµ, 〈∆xµ∆xν〉 = σ2δµν . (34)
The average Noether current then becomes
〈nµ〉 = Lθµ − Lµ(∂νφ)θν + 1
2
σ2δλνLµ∂λ∂νφ, (35)
while the stochastic current gives
〈jµS〉 =
1
2
σ2δµν
[
∂νL − 2∂λ(Lλ∂νφ)
]
, (36)
The dissipative term is
〈Λ〉 = 1
2
σ2δλρ [(∂λφ)(∂
ρφ)∂µ∂νLµν
+2(∂λφ)(∂ν∂
ρφ)∂µLµν + (∂µ∂λφ)(∂ν∂ρφ)Lµν ] .
(37)
5The dissipation becomes proportional to D and de-
pends on terms with up to four spacetime derivatives.
For small values of noise, the dissipative terms become
very difficult to detect in regions where the field is slowly
varying. On the other hand, this suggests that this effect
might be sought in strongly varying fields.
Another difficulty in detecting effects like this would
also appear if, for instance, Λ = 〈jµS〉 = 0 but the vari-
ation of the fields still involve terms depending on D.
In this case, an average Noether current would be con-
served. It would even be possible that that contributions
from the dissipation would completely average away im-
plying that the average character of the symmetry might
not be observed by looking to the conservation law at all.
The exact value of D for each situation is an important
question. In applications to quantum theories, it is prob-
ably related to quantum fluctuations. On the other hand,
a different and very interesting possibility would be the
existence of a fundamental random quantum field in the
space which could induce noise by means of a coupling
to the Standard Model fields.
There are many questions raised by the methods and
results presented here. One immediate route of research
to follow would be to extend the framework we developed
for quantum instead of classical field theories. Another
would be to analyze what kind of Lagrangians, if any,
can reproduce those present in the Standard Model in
average, while not exactly. This would allow us to explore
possible unnoticed violations in the symmetry laws that
are usually assumed to be exact in nature.
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