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Abstract
Internet of Things (IoT) is having a major impact on the digital world and how we
interact with the internet. The wireless sensor network (WSN) is a promising wireless
communication system for enabling IoT networks. But these networks have limited
energy (battery) resources and energy-saving has become a pressing need in such
networks and there have been increasing efforts to minimise energy consumption via
message scheduling, optimal routing, clustering formation, aggregation techniques,
etc. However, significant improvement is still required and this study has produced
algorithms which have been shown to reduce energy consumption and prolong network
life.
Increasing the number of neighbour nodes around a node has a negative impact on
the network lifetime of WSNs. This is due to the adverse effects caused by overhearing
and interference. This thesis presents a new routing technique that considers the
transmission distances from one node to all neighbouring nodes within its transmission
range. The interference measurement approach is adopted to select the next-hop node.
The cluster head (CH) node selection is based on transmission distances to the base
station (BS) with the nearest node to the BS in a sub-cluster elected as CH node for that
sub-cluster. The thesis also introduces a novel scheduling algorithm called the “long
hop” (LH) which assigns high priority to messages coming from sensor nodes that are
located farthest away and have accessed a high number of hops, to be served first at CH
nodes. This minimised energy consumption caused by the retransmission process.
Redundant data increases the unnecessary/unwanted processing and transmission of
data. Thus, the thesis introduces a new method that reduces redundant data transmission
and lowers the communication costs related to sending unnecessary data. The study
also provides a remote monitoring system for the end-user that can check and track the
performance of the sensors/IoT devices during real-time communication.
Extensive simulation tests on randomly situated WSNs show the potential of the
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This chapter provides a brief description of the Internet of Things (IoT), and the
wireless sensor networks (WSNs) technology that enabled the IoT revolution. The
chapter focuses on energy conservation as one of the major challenges facing IoT and
WSNs, and identifies factors that affect energy consumption in such networks. It also
discusses the novelty of this thesis, and presents the research challenges addressed in
the thesis. The aim and objectives are presented, as are the novel aspects of the thesis




INTERNET of Things (IoT) is becoming ever more pervasive in everyday life, con-nected an ever greater array of diverse physical objects. The key vision of the IoT is
to bring a massive number of smart objects together in integrated and interconnected
heterogeneous networks, making the internet even more useful [1]. It is a futuristic
paradigm where all possible devices will interact with each other regardless of their size,
computing power and network connectivity, in a seamless environment [2]. It makes
applications smart by sensing, data harnessing, and decision-making towards actions
mostly without human intervention. IoT-enabled devices are growing exponentially,
including such areas as fashion and clothing, kitchen appliances, connected cars, and
wearable health-care devices [3]. According to a forecast by the Cisco Systems and
other study by [4], the growth in connected devices is expected to increase from "i.e.,
25 billion in 2015 to 80 billion by 2025".
IoT and other enabling technologies will have a significant impact on, for example,
information gathering over large geographical areas for applications such as environ-
mental monitoring, agriculture, industry, and surveillance [5]. It is highlighted that a
massive number of objects will be enabled with the realisation of an IoT ecosystem
in any geographical area. In such systems, large numbers of connected devices will
sense and transmit huge amounts of data, each concerning its local environment [6] and
resulting in the realisation of connected-device-oriented big data.
The framework of the IoT is based on several enabling technologies including
wireless sensor networks (WSNs), cloud computing, machine learning, and peer-to-peer
systems [3]. WSN is the most crucial part of the communication process of the IoT
networks. It consists of number of sensor nodes that are responsible for collecting
key information, performing some computations, and communicating wirelessly [5].
These nodes can be deployed over a large geographical area and generally configured
in a mesh network, ultimately sending a large volume of data to a base station (BS)
or a gateway, and are usually forwarded via multiple hops to reach the BS [7]. These
nodes are highly constrained devices with strict limitations on battery consumption
and processing capabilities. Energy is considered a scarce resource for sensor nodes
[8]. Sometimes it can be costly, even impossible, to exchange an energy source, e.g.,
networks positioned deep in the ocean, near an active battlefield or volcano [9] or simply




IoT will bring an enormous number of different devices and infrastructures under the
same umbrella and the consequent massive growth in connectivity of 80 billion smart
devices on the internet will pose a big challenge and a range of problems [4]. Each
of these devices and systems will be working on their own existing protocol stacks,
architectures and data formats. This will mean that the communication between these
devices will not be seamless, scalable and secure.
In WSNs, sensor nodes capable of detecting the required information, performing
some processing and communicating with other connected nodes are the main compo-
nent of these networks. However, the life of these nodes is often restricted by being
powered by a battery with a limited life, constraining processing ability, memory, and ra-
dio communications [12]. Energy efficiency is one of the most crucial issues for WSNs.
Most of the energy is consumed in data processing and transmissions [13]. This means
it is not rational to waste energy on protocol overheads, the transmission of unneeded
data or non-optimised transmission of data packets, especially retransmissions, due to
inefficient scheduling and routing algorithms. Thus, it would be prudent to design and
implement systems that are designed to minimise energy consumption, and so increase
the node lifetime and thus the life of the overall network.
This thesis focuses on the optimisation of the WSNs within the context of the
IoT network to address a range of challenges, and specifically energy efficiency and
scalability. Following are the research questions asked and which pose the research
challenges addressed by this thesis:
• Research question 1: What constitutes the most energy-efficient solution for the
IoT in the existing methods?
• Research question 2: How will existing network architectures and protocol
stacks be able to deploy, maintain and communicate with a massive number of
smart devices?
• Research question 3: Can scheduling algorithms perform effectively in terms of
energy conservation for IoT networks?
• Research question 4: Can routing protocol techniques make the right decisions
for sensor nodes to minimise the energy consumption of the IoT networks while
forwarding data packets?
• Research question 5: Can a suitable algorithm be implemented within the IoT
publisher device that can reduce the number of data transmissions and thus




These research questions will be answered in the course of this thesis. The first and
second questions address the challenges and strategies for WSNs and IoT networks
are discussed in Chapter 2. The third and fourth questions are addressed in Chapters 3
and 4, which discuss the energy hole problem in WSNs and provide an understanding
of energy-aware scheduling, energy-aware routing and the factors that affect energy
efficiency in WSN-assisted IoT applications. The fifth question is addressed in Chap-
ter 5, where the experimental work consists of six sensors that gather and monitor the
data from industrial setup. This method eliminates redundant data and reduces the data
transmissions which, in turn, improves the overall system.
1.3 Research Aim and Objectives
1.3.1 Research Aims
This research aims to investigate and implement new routing techniques and message
scheduling algorithms to minimise the number of hops and transmission distances, and
thus reduce the energy consumption of IoT devices. The research also aims to develop
and implement a new aggregation method that collects the data from a system (here
a gas turbine engine), eliminating the duplicate data being sent to the end-user via a
public cloud infrastructure. This proposed method also presents a real-time monitoring
system for the end-user to assess overall system status.
The outcome of this work will reduce the number of data transmissions, minimise
energy consumption and thereby extend the network lifetime. As a result, this will
increase the performance of the network.
1.3.2 Research Objectives
To effectively accomplish these aims, the research objectives are:
1. To investigate various energy-efficient algorithms currently available in the field
of IoT and WSNs and carry out a detailed analysis of associated problems and
challenges.
2. To implement and evaluate a message scheduling algorithm that assigns a higher
priority to data coming from further away, and accesses a higher number of
devices to be routed first at the cluster head (CH) nodes.
3. To validate the proposed algorithms mathematically using various metrics, as
well as energy consumption, to aid simulation.
4. To develop a new routing scheme that selects the best path for the data packets
based on some mathematical theoretical equations. The proposed technique will
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give well-balanced network traffic, shifting the traffic from overloaded nodes to
other nodes with less traffic, and thereby reducing the network congestion.
5. To propose a framework of protocols that allows real-time communication be-
tween various devices (constrained and unconstrained). This method is able to
reduce the number of transmitted packets and so decrease the energy consumption
and thus extend the overall network lifetime.
1.4 Research Contributions
In this thesis, several novel contributions have been made and are detailed below:
1.4.1 First Novel Feature
A scheduling algorithm is an essential part of WSNs and IoT networks. Such algorithms
classify the queues and assign priorities for the packets to be sent further. Therefore,
scheduling messages at the CH nodes of WSNs is expected to have a significant impact
on the overall energy usage of the network. In this contribution, a new scheduling
technique called the Long Hop (LH) algorithm is implemented. The LH algorithm
assigns a higher priority to data that has been subjected to more hops and travelled a
longer distance, enabling these to be served first at the CH nodes. The contribution
also introduces a new routing algorithm called shortest path and fewest links (SPFL)
which forwards the data to the next-hop node with least transmission distance and least
number of forwarding nodes. Thus, packets follow the least transmission distance to
reach the CH nodes and the message scheduling algorithm gives preference to messages
which have been subjected to more hops. This contribution is presented in Chapter 3
and reported in [14].
1.4.2 Second Novel Feature
A transmission from a source node is potentially overheard by all other neighbour nodes
located within its transmission range even if these nodes are not the intended destination.
Increasing the number of neighbour nodes around a node has a negative impact on the
network lifetime of WSNs. This is due to the adverse effects caused by overhearing and
interference.
To help overcome this problem, a new routing technique is proposed that selects
the next-hop node, with less transmission distance and fewer neighbouring nodes, thus
reducing interference, to forward the data to the BS. It also introduces a new clustering
algorithm around a single BS that could shorten transmission distances by selecting
the CH node according to its locations relative to the final destination. By doing this,
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the proposed scheme reduces the transmission distances from a CH node to the BS
and thus helps maximise the network lifetime. The proposed scheme finds an efficient
path by which to forward the data to the BS which, in turn, helps minimise the energy
consumption of the entire network. This contribution is introduced in Chapter 4 and
reported in [15].
1.4.3 Third Novel Feature
In this contribution, the implementation of the IoT application is investigated using
sensors to gather and monitor data from a gas turbine engine and send that data to the end-
user via public cloud infrastructure. The proposed study provides preliminary results on
an approach for filtering the data collected by the sensors where redundant/unneeded
data are tracked and removed from the transmission queue. By eliminating redundant
data, it is also possible to reduce energy consumption, both in the routing and scheduling
of data over the internet. This would improve the performance of the system and thereby
prolong the network’s working life. This new approach will allow the end-user to track
and check the behaviour and condition of the sensor nodes remotely. The work is
presented in Chapter 5.
1.5 Thesis Structure
This thesis is divided into six chapters. After the Introduction, the chapters are focused
to answer the research questions. The thesis is organised as follows:
Chapter 2 covers the literature regarding the concepts and challenges in WSNs and
IoT networks. We first introduce the characteristics and architecture of sensor networks
and their applications, and then discuss reasons and solutions methods to minimise
energy consumption. Future research orientations are discussed and a comparison of
our study to other work is made.
Chapter 3 introduces the role of message scheduling and energy-oriented path
selection algorithms by explaining their objectives and features. It shows, from the
design, development and analysis of the proposed framework, that cooperation between
path selection and message scheduling significantly improves energy efficiency in
sensor-enabled, wireless network environments.
Chapter 4 demonstrates a new routing strategy and a distributed clustering forma-
tion. It describes the design details of the proposed protocol, including architecture,
aims and protocol overview.
Chapter 5 discusses the practical application of the IoT network. The proposed
system uses smart sensors, data collection/storage and cloud-based analytics connected
together using the internet infrastructure to achieve the proposed system. This chap-
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ter presents the experimental tools, performance protocol, experimental setup and
requirements for evaluating the solution.
Chapter 6 In this last chapter, a summary of the work carried out and the conclu-
sions drawn from the results are presented. Suggestions for future work that would
further enhance IoT networks are made.










Background and Literature Review
This chapter provides a brief introduction to the history and evolution of the internet.
Then, it introduces the Internet of Things (IoT), which is followed by a list of application
domains and enabling technologies. The wireless sensor network (WSN) is presented
as one of the most important elements in IoT networks, and the chapter describes the
relationship between WSNs and the IoT. This research is concerned with developing
energy-efficiency techniques for WSNs that enable the IoT. After having identified
sources of energy wastage, the chapter reviews the literature that discusses the most
relevant approaches to reducing the energy consumption of IoT and WSNs. The chapter
identifies a gap in the existing literature in terms of energy conservation measures that
could be researched and, if successful, undertaken.
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2.1 Introduction
THE internet is generally defined as a global system of interconnected computernetworks that use the transmission control protocol and internet protocol (TCP/IP)
to transmit and receive the data via various types of media [16]. Numerous technologies
have contributed to development of the internet in its current form [17]. This has
enabled more and more devices to link together and give the opportunity for these
devices/things to communicate within a local network, across different networking
types, and to create a much more connected world. These devices and smart objects are
becoming more and more pervasive in our everyday life, and have given rise to a new
concept of networking which is called the Internet of Things (IoT). Figure 2.1 shows
the evolution of the internet over the last half century [17]. It started with connecting
two computers together (small network) and it is moving fast to connecting billions of
physical devices to the internet [18].
Figure 2.1 The main stages of the evolution of the internet.
The IoT is the inter-networking of physical devices used in our daily lives that
utilise standard communication architectures to provide new services to the end-users
[2]. The IoT brings together various emerging and enabling technologies and is changing
drastically what can be achieved from the internet. The phrase "Internet of Things" was
first made popular by Kevin Ashton in 1999 when he used radio frequency identification
(RFID) in supply chain management [1]. Since then, the IoT has been used to define a
paradigm of any and all possible devices or things that can be connected to the internet
for data transfer and collection, knowledge formation and automation [2]. According to
a forecast from the U.S. National Intelligence Council (NIC) in 2008 “by 2020 internet
sensors may be implemented in everything such as plants, food packets, vehicles,
furniture, etc.”. In the world population of 7.3 billion in 2015, there were 25 billion
devices connected to the internet (i.e., 3.47 connected devices per person). This number
is expected to rise to 50 billion with 6.41 connected devices per person and a world
population of 7.8 billion [19]. Other study [4] reported the number of devices will
reach to 80 billion in 2025 with 9.8 connected devices per person. Based on these
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studies, Figure 2.2 shows the growth of the IoT devices compared to the growth of
world population [19–21].
Figure 2.2 Estimated number of connected devices vs world population.
IoT networks generate a massive amount of data aggregated via these smart objects.
Every two years, data doubles in size and is expected to reach 163 Zettabytes in 2025
[22]. The volume of the IoT data will grow from 2% in 2013 up to 10% in 2021 [23].
Figure 2.3 shows the growth of data from 2010 to 2025. It observes that by 2025,
the volume of data will increase ten times compared to the data generated in 2016
[22, 24, 25].
Figure 2.3 The growth of data over the years.
The concept of IoT has attracted considerable attention by governments, businesses,
military, health-care, industries and researchers [3]. It can be extended to almost
everything from refrigerators to washing machines, wristwatches to smartphones, home
security and alarm systems, etc. [26]. For example, smart refrigerators can tell us the
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end of the validity of food using RFID or which items to buy during our next shopping
trip to the market. Another example, users can use their smartphones or tablets with
just a simple touch to control items in a house such as turning lights ON/OFF, or setting
the desired temperature before getting home, this latter is now so well developed as to
be advertised by APPLE, SAMSUNG, etc. as apps for their latest phones.
IoT and cloud computing both serve to increase efficiency for business and industry.
The IoT generate a massive amount of data, with cloud computing providing storage
and pathways for that data to travel to its destination [27]. For instance, Amazon web
services are one of several IoT cloud platforms that helps people to interact with their
items to be purchased through its website [28]. Also, the integration of IoT with medical
technologies enables real-time monitoring system and data access to improve patient
health [29]. For example, IoT devices can be used to track the real-time location of
medical equipment such as wheelchairs, oxygen pumps and other monitoring equipment.
Also, IoT based on WSNs technology is used to monitor a wide range of sensors in the
field that are able to detect and measure various physical phenomena such as volcanic
activity, flooding, and wildfires [30]. These examples are just a few applications out of
thousands being developed in the field of IoT. Figure 2.4 depicts some of the areas that
benefit from the IoT technology.
Figure 2.4 Some applications that benefit from IoT technology.
The literature review reveals that communications and IoT applications normally
take the form of one of the following connections, see Figure 2.5:
• People to People (P2P) connection: the data transfer is from one person to the
other. It occurs through video calls, telephone calls and social communications.
It is usually called a collaboration connection [2].
• Machine to People (M2P) connection: the data transfer is from machines
such as computing devices, sensor nodes or others to the users for analysis. For
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example, weather forecasting uses smart devices to gather the data from the
environment and send it to the administrators in the control centre for further
analysis [31].
• Machine to Machine (M2M) connection: the data transfer is between devices
without human interactions. For instance, a car talking to another car about its
speed, lane change or braking intentions, etc. [32].
Figure 2.5 Interactions between IoT networks.
There is a large volume of published studies that cover different aspects of IoT
communication. For example, the survey by Atzori, et al. [33] reported the main
communication enabling technologies, both wired and wireless and the elements of
WSNs. Another study [34] presented a centralised cloud vision to enable application
of IoT technology to services provision. According to [2], Internet Protocol version 6
(IPv6) is the next-generation of IP, and because it will allow for more unique TCP/IP
address identifiers to be generated it is an important innovation for IoT networks.
Thus, we conclude that the main components comprising IoT technology are the
human element, enabling technologies and the internet. However, enabling technologies
are at the heart of the IoT, which is possible only due to the development of technologies
such as cloud computing, communication protocols, WSNs, embedded systems, big
data analytics, mobile Internet, and web services [2].
2.2 IoT Enabling Technologies
Enabling technologies play an essential role in realising the IoT vision. These tech-
nologies provide connectivity, usability, capabilities, etc., that are required to facilitate
efficient use of IoT applications [35]. There have been several studies in the literature
reporting the enabling technologies, and in this section, we provide an overview of
those technologies which are related to the scope of this thesis.
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• Cloud Computing: as the numbers of connected IoT devices increase, the
amount of data generated by them also increases [36]. However, IoT devices tend
to suffer from limited energy, memory, processing capabilities, etc., and their
integration into the cloud is the best available way to overcome most of these
issues. Cloud computing is used to process, store, monitor and visualise the data
comes from the IoT devices [37]. This means data processing and storage takes
place in the cloud platform rather than on the IoT device [38], this has significant
implications for IoT-constrained devices such as low-cost connectivity, scalability,
interoperability, etc.
• Hardware Devices: several hardware platforms have been developed to execute
IoT applications such as Raspberry Pi, NodeMCU (ESP8266), Arduino, Beagle-
Board, FriendlyARM, etc. [3]. These devices vary from low-cost, low-power
boards, single-boards, processing units (e.g., microprocessors, microcontrollers,
etc.) and software applications that are capable of running IoT applications and
communicate over the internet [39, 40].
• Wireless Communication: most IoT devices rely on low-power physical net-
working technologies such as RFID, Bluetooth, WiFi and IEEE standard 802.15.4
which are required to enable connectivity between smart devices [41]. These
technologies must be globally addressable to communicate with other devices
over the internet, either directly or indirectly, via an IP address [42].
• Communication Protocol: IoT devices require IPv4 to connect through the
internet, however the near exhaustion of IPv4 addresses prior to the advent of
the IoT and the prediction that there will be up to 50 billion internet connected
devices by 2025 has meant that a replacement is required to permit the continued
expansion of the IoT and internet in general. IPv6 is the standard proposed to
replace IPv4, and uses 128-bit addressing, allowing for a total of 3.4∗1038 unique
addresses, instead of the 32-bit addressing used for IPv4 [43]. IPv6 has been
applied to low-power wireless personal area networks via 6LoWPAN [44] which
allows sensor nodes with limited processing ability to transmit and share their
data wirelessly to the other devices/things or cloud infrastructure.
• WSNs: are the most crucial part of the communication process of the IoT net-
works. They contain sensors embedded with a microcontroller to provide intel-
ligence and a means of communicating via the internet or some other network
[45]. The sensors enable interaction with the physical world [46], and without the
associated networks, there would be no bridge between the physical and virtual
worlds. The benefits of connecting the WSN to the IoT is to provide remote
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access and allow them to communicate and exchange data with other devices and
systems over the internet [5].
2.3 An Overview of WSNs
At the core of the IoT are WSNs. It is one of the most promising wireless commu-
nication systems for enabling IoT applications. WSNs consists of a various number
of sensor nodes connected with each other using wireless technologies [47]. These
networks are composed of low cost, low-power circuits and tiny sensor nodes. The
main components of a sensor node are a power source, sensing unit, processing unit,
memory and transmission unit as shown in Figure 2.6 [46].
Figure 2.6 Basic elements of WSN.
These units are [46]:
• Sensing Unit: is the core component of the WSN and has two functions. First, it
senses information from the surrounding physical environment and converts this
information into digital data. Second, it forwards the data towards the processing
unit.
• Processing Unit: contains a microprocessor with a limited amount of memory.
It is responsible for receiving data from the sensing unit and sending it to the
transceiver after necessary processing.
• Communication Unit: combines both a radio transmitter and a receiver, and is
responsible for exchanging information with other sensor nodes in the sensing
field.
• Power Unit: is responsible for supplying energy to all other units. The sensor
node would die, stop obtaining and/or transmitting data if the power unit stopped
working. Therefore, preserving the working life of the power unit by energy
conservation becomes an important and challenging issue in WSNs.
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A WSN can have many types of sensors depending on the application, whether
terrestrial, underwater, underground, multimedia, or mobile [31]. The main task of the
deployed sensors in WSN applications is monitoring and, as stated above can include
such diverse fields as meteorology [45], fire prevention [48], flood and earthquake
detection and monitoring [5], mapping environmental bio-complexity and studying
environmental pollution [49]. WSNs have also been used to observe the activities of
animals, birds and insects [50]. In such applications, the sensor nodes are deployed
over a wide geographical region and non-accessible environments.
2.3.1 WSN Communication Architecture
A WSN is similar to a wireless ad-hoc network, since both are self-organised and
multi-hop networks [51]. WSN is used to monitor and record specific phenomena and
co-operatively pass data wirelessly through a gateway (base station/sink) to a central
location as shown in Figure 2.7. The more modern WSNs are bi-directional (two-way
communication), thus enabling control of the activity of the sensors [52].
Figure 2.7 WSN communication architecture.
In large-scale networks, the sensing field is often divided into sub-clusters, with each
cluster having both sensor nodes and a single cluster head (CH) node. This clustering
approach has several advantages for sensor networks in terms of energy consumption,
delay, network communication, etc. [53].
Sensor nodes establish connection with each other wirelessly and individually
collect data from the surrounding environment, perform simple computation processes
and then forward the data to its CH node via a single-hop or intermediate nodes [54].
The intermediate node serves as a data sender and path for other sensor nodes towards
the CH node. These nodes make forwarding decisions (i.e., routing) based on their
knowledge of the network [55]. The CH nodes can be selected randomly or based on one
or more criteria such as number of neighbouring nodes, residual energy, transmission
distance to the base station (BS), where the BS is the master node which collects the
data from all nodes and processes it to forward to the ultimate receiver [56]. The
task of the CH node is to collect data from the relevant sensor nodes, compress it and
34
Chapter 2 Background and Literature Review
then forward it to the BS. Most of the literature on WSNs is related to a search for
proper clustering, optimal path, and aggregation methods that can significantly reduce
the energy consumption and lengthen the network lifetime. Figure 2.8 shows a WSN
communication architecture which divides the sensing area into two clusters and each
cluster has a group of sensor nodes that are connected to a single CH node and these
CH nodes are connected to the BS.
Figure 2.8 A typical clustered WSN.
2.3.2 IoT-based WSNs
The integration between WSNs and the IoT plays an important role in many applications
and facilitates the universal accessibility of data, and close-to-real-time decision-making
[57]. The sensor nodes connect to the internet dynamically in order to cooperate and
achieve their tasks, however, most of the connected sensors are constrained within their
ecosystems which have limited memories, processors and power sources [58]. When a
WSN is integrated into the internet as part of the IoT, numerous decisions are required
regarding that integration, including; mode of communication, hardware, computational
cost, security, big data, and battery power [59, 60], see Figure 2.9. All these issues
must be addressed to get the full advantages and benefits of such integration, but energy
consumption is considered as one of the more important. This is due to the crucial role
that these sensors play in determining the lifetime of the entire network.
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Figure 2.9 Necessary considerations for IoT-based WSNs.
2.4 Reasons and Solutions for Energy Consumption
The problem that this thesis proposes to investigate is minimising the energy consump-
tion of sensor nodes and thus lengthening the network lifetime. Network lifetime is one
of the most important metrics for the evaluation of sensor nodes but, in the literature,
there are different definitions of network lifetime. Generally, it is defined as the length
of time that sensor nodes would be fully operational. In other words, network lifetime is
the time until the first node dies [54]. Another definition of network lifetime is the time
until the first sensor node or group of sensor nodes in the network runs out of energy
[61]. A node can only fulfill its mission as long as it is live, so losing a node would
damage the network which would lose some of its functionalities. Hence, the main aim
of any energy-efficient technique is to keep the nodes alive for longer and thus prolong
network lifetime.
Various sources of energy wastage and different solutions have been mentioned in
the literature and are discussed in the following sub-sections.
2.4.1 Sources of Energy Wastage
Several studies have revealed that the communication unit is relatively greedy for
energy [54]. In WSNs, most of the energy is consumed in the processing, transmitting
or receiving of data to fulfill the requirements of the application [62]. It is obvious that
reducing data transmissions will save the energy of these constrained devices [54]. In
regard to communication, a number of studies have found that a great amount of energy
is dissipated in ways that make no useful contribution to the application, such as [63]:
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• Collision: when a node receives two or more packets at the same time, a packet
collision occurs [64]. Thus, the packets are either discarded or sent back to their
originating node, then retransmission of these packets is required which increases
packet latency and energy consumption which adversely affects the network
lifetime [65].
• Overhearing: is a significant waste of energy, especially when node density is
high and traffic load is heavy. When a node sends a packet, all nodes located
within its transmission range receive the packet even if these nodes are not the
intended destination [66, 67], see Figure 2.10. Node A wants to deliver its data to
Node B. However, many surrounding nodes are within radio range of Node A.
All these nodes will receive the data from Node A. Energy is wasted when a node
receives/transmits packets that are destined for other nodes [67]. Note that Node
A will also receive data from its surrounding nodes when they transmit their data.
Figure 2.10 A source node transmits to its destination and neighbouring nodes overhear-
ing the communication.
• Control packet overhead: is a combination of excess memory, computation
time, bandwidth or other resources to perform a specific task. Thus, it is important
to process the minimum number of control packets that enable the transmission
[63].
• Idle listening: happens when a node has to stay open to an idle channel in order
to receive possible traffic [63], thus a node with a higher number of neighbour
nodes will be active most of the time. This is due to overhearing transmissions,
neighbour nodes discovery [68] or a node may use numerous paths to deliver data
to a neighbour nodes [69]. Obviously, a node with less idle listening time has
better energy retention than other nodes [63].
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• Interference: each node with two or more nodes within transmission range
suffers from interference generated by the surrounding nodes. Interference in-
creases with increase in the number of neighbouring nodes [70]. It increases both
congestion and conflicting transmissions, and then retransmission may happen.
Therefore, avoiding higher node interference could reduce packet loss and thus
minimise the overall energy consumption of the network [71].
• Redundant Data: sensor nodes are generally deployed randomly which can
mean that there are some regions monitored by two or more sensors at the
same time [72]. However, this type of deployment will increase the reporting
of redundant data in the network. As a result, energy is wasted aggregating,
processing and transmitting redundant data [13]. Energy consumption could be
minimised by avoiding the unnecessary operation of a node.
• Distance: the transmission distance (Td) between nodes is a very important
aspect of energy efficiency. The communication between a node and its CH/BS
can be either single or multi-hop. Since energy consumption for transmission
is proportional to the square of the distance (see Section 3.4) [73], so the power
required for transmission increases rapidly with distance, which means single-hop
transmission increases energy consumption if the size of the network is large.
Most of the literature shows that multi-hop communication is the best way to
reduce the transmission distance between nodes. Figure 2.11 shows single and
multi-hop scenarios between nodes.
Figure 2.11 Single-hop and multi-hop scenarios.
A lower transmission distance from source node to the next-hop node/CH/BS
reduces energy consumption of a node and prolongs the network lifetime [54].
• Non-Clustering: direct transmission distance from every source node to the BS
can reduce the WSN lifetime significantly due to the additional energy consump-
tion. As a solution, hierarchical routing protocols are adopted, see Figure 2.12
which shows chain-based, cluster-based and tree-based protocols, which are the
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most commonly used protocols [74]. In a chain-based protocol, nodes are ar-
ranged chain-like where one of the nodes is selected to serve as the CH node
to transmit the data coming from all nodes to the BS [75]. With cluster-based,
the nodes are divided into sub-clusters and each sub-cluster has some sensor
nodes connected to a CH node to transmit their data to the BS [76]. In tree-based
clusters, all sensing data is sent from each sensor node to its parent (CH node)
based on multi-hop concept [77]. For sensor networks, clustering is the best
solution for reducing communication costs and maximising network lifetime.
Figure 2.12 Hierarchical clustering in WSN.
2.4.2 Taxonomy of Energy Consumption Solutions
There are many methods available in the literature that can effectively reduce energy
consumption and prolong the network lifetime of WSNs and IoT networks such as
path selection [78], scheduling data [58], an efficient data aggregation [79], etc. These
methods can broadly be classified into a number of categories as summarised in Fig-
ure 2.13 which presents a taxonomy of energy consumption solutions and techniques
presented in the literature. These solutions and techniques are explained in the following
sub-sections.
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2.4.2.1 Energy Oriented Path Selection
One of the most significant current discussions of IoT based on WSNs, is the generation
of an unprecedented amount of data [36], and how to select optimal paths for trans-
mitting such vast quantities to the final destination. Energy-efficient routing protocols
are implemented to reduce the energy consumption and lengthen the network lifetime
for these sensor networks. Several routing protocols for sensor networks have been
proposed by various researchers to conserve energy. Most involve implementing the
concept of using CH nodes within the network, selecting the optimal path from the
source to the destination, or manipulating the location of the BS [80].
(i) CH Node Selection
Various strategies are used in the literature for CH selection to optimise energy
usage. The most common three are: low energy adaptive clustering hierarchy
(LEACH) [76], hybrid, energy-efficient and distributed protocol (HEED) [81]
and power-efficient gathering in sensor information systems (PEGASIS) [82].
We present a brief survey of LEACH, HEED and PEGASIS in which nodes are
clustered in various forms for data aggregation and communication protocols.
(a) LEACH
LEACH is one of the most popular strategies, in which the CH node is selected
based on a probabilistic approach and the amount of energy left of the CH and the
system is rotated at different time intervals [76]. Nodes that have already been
the CH cannot be selected again for a number of rounds. The selected CH node
broadcasts to the network and creates a schedules for each node in its cluster to
transmit its data. Each node connects to the CH with a single hop and selects a
random number between 0 and 1, then compares the number with a threshold
value T (n). A node becomes a CH in each round if the random number is less
than the following threshold:
T (n) =
 11−P(r mod 1/p) i f n ∈ G0 i f n ̸∈ G (2.1)
where P is the desired percentage of CH, G is a set of nodes that have not been
selected as CH node in the previous 1/p rounds. r defines the most recent round.
The CH node collects the data from all the nodes connected to it, compresses
the data and then forwards it to the ultimate receiver. Every node will be in
standby mode except when transmitting to its CH. Figure 2.14 shows a cluster
organisation for the LEACH protocol.
41
Chapter 2 Background and Literature Review
Figure 2.14 Example of LEACH protocol architecture.
A considerable amount of literature has been published on modifications of the
LEACH protocol, such as LEACH-C and energy balanced-LEACH [83, 84].These
studies tried to overcome the problems associated with LEACH (i.e., random
process selection of CHs) and further minimise the total energy consumption for
WSNs.
In the LEACH-C scheme, each node in the network can calculate its energy level
and send the information about its location (possibly using GPS) to the BS. The
BS uses a centralised clustering algorithm to select the CH nodes. Once the
clusters and associated CH nodes are computed, then the BS selects a node with
higher energy and broadcasts a message to all nodes that consist of the ID of
each CH node. If the ID matches then a node is the selected CH node and its
destination is the BS. Otherwise, a node has to sense and send its data to the CH
node.
LEACH-C provided better clustering and longer lifetime than the LEACH pro-
tocol. However, energy balanced-LEACH (E-LEACH) improves the CH node
selection by considering the residual energy of each node. Initially, each node
has the same residual energy, and the CH nodes are selected randomly. From the
second round, each node with the highest residual energy will become the CH
node of its cluster. The E-LEACH protocol uses master cluster heads (MCH) to
relay packets for those CH nodes that are far from the BS.
Similarly, Arya, et al. [85] introduced a modification of the LEACH protocol
named the energy-aware multi-hop multi-path hierarchy protocol (EAMMH). This
scheme introduced a new routing technique and clustering formation to deliver
the data. The proposed algorithm partitions the sensing field into sub-clusters
and each sub-cluster has a child-CH node. The main CH should be an optimum
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distance from these child-CH nodes. This means the distance between them
should be balanced to reduce energy usage and thus increase network lifetime.
The EAMMH scheme outperformed LEACH in terms of energy conservation by
23% but the main CH nodes can be overloaded and quickly drained of energy
when surrounded by many child-CH nodes.
Cengin et al. [86] proposed the energy-aware multi-hop routing (EAMR) protocol
for WSNs. The EAMR proposes fixed clusters to provide communication between
the sensor nodes and the BS. In this protocol, when a sensor node is attached
to a cluster, it will be a member for that cluster for the whole network lifetime.
The selection of CH nodes is repeated each round, the proposed protocol allows
a sensor node to act as a CH node until its energy falls below a threshold value.
Sensor nodes located close to the BS forward their data direct to the BS. However,
the remaining CH nodes forward their packets to the BS through intermediate
nodes. The EAMR extends the network lifetime by implementing fixed clusters
and reducing the number of CH node changes.
Even though LEACH and its derivative algorithms paved the way for imple-
menting energy-efficient routing protocols, they all suffer from one fundamental
problem. A node uses single-hop routing within clusters thus, it is not applicable
to networks for large regions. Also, a node that is selected to become CH will die
quickly if a larger area is to be supported. Because some CH nodes are located far
away from the BS, the resulting large transmission distances lead to large energy
consumption.
(b) HEED
HEED is the other common method of CH node selection. The proposed protocol
overcomes the drawback of LEACH by achieving equal and uniform distribution
of CH nodes in the network. In this approach, the CH node selection is based
on the residual energy of each node and node proximity to its neighbours or
node degree (minimum communication cost) [81]. HEED defined the average of
minimum power levels (AMRP) needed by all M nodes within the cluster range,







Where MinPwri is the minimum power level required by node i to communicate
with the CH. Each node is assigned to only one cluster, and the node independently
makes its decision based on local information to join a CH node via a single hop.
Based on Equation (2.3), in HEED, every sensor hub sets the likelihood CHprob
of turning into a CH as:
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Where Eresidual is the estimated residual energy in the node and Emax is the total
energy of the node, which is typically similar for all nodes. Cprob is only used to
limit the initial CH announcements, and has no direct impact on the final clusters.
A CH node is either a temporary CH, if its CHprob is < 1, or a last CH, if its CHprob
has achieved 1. Analysis of the relative performance of HEED and LEACH
showed that HEED improved the network lifetime by 10% [87]. Figure 2.15
shows an example of a network topology used by the HEED protocol.
Figure 2.15 HEED protocol architecture.
A number of researchers have attempted to overcome the limitations of HEED
protocol (such as more CHs are generated, the locations of the CHs, etc.) and
improve its performance [88]. One example is the heterogeneous hybrid energy-
efficient distributed (H-HEED) protocol. This protocol divides the sensing field
into clusters and each cluster has some sensor nodes. The H-HEED protocol finds
the centre of each cluster and then allocates the node nearest the cluster centre.
The H-HEED protocol re-computes the cluster centres with a new assignment
of nodes and allocates a node to clusters until clusters do not change for a given
number of iterations. However, in this protocol, several iterations are performed to
form the clusters and select a CH, this is an overhead that consumes a significant
amount of energy [89]. Nevertheless, the proposed scheme increased the network
lifetime of the sensor nodes by 63% [90]. Another study [91] proposed an
energy-based rotated HEED (ER-HEED) protocol for WSNs. Here, the clustering
formation and CH node selection are performed according to the HEED protocol.
Therefore, the selection of CH node among sensor nodes in each cluster is based
on the node with the highest energy. ER-HEED improves the HEED protocol by
reducing the HEED cluster selection to reduce energy consumption and extend
network lifetime.
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In [92], a new multi-hop routing protocol was proposed, the cluster heads en-
hanced hybrid, energy-efficient distributed HEED protocol (E-HEED) for WSNs.
The E-HEED selects the CH node based on the HEED protocol, and then grades
the CH nodes according to the least transmission distance from the BS. It was
claimed that the E-HEED protocol lengthened network life by 0.8 % compared to
HEED.
(c) PEGASIS
PEGASIS is another CH node selection technique. This approach is to form
a chain among the sensor nodes for the transmissions, see Figure 2.16 for the
architecture of the PEGASIS routing protocol [82]. Each node receives the data
from one neigbhour node and transmits it to another. Two nodes at the end of the
chain forming the routing structure will send the data through the intermediate
nodes to the leader node and then the leader transmits it to the BS. A leader node
is randomly selected to dispatch the collected data to the BS. The main purpose
of PEGASIS is to shorten the transmission distances between nodes, and thus
the energy consumption of each node is minimised. However, only one node
is elected as a CH node per round. It this may become a bottleneck that causes
delay and retransmission of a chunk of packets. It also increases the rate of packet
transmission on the node selected as a leader and thus depletes its energy quickly.
Figure 2.16 PEGASIS protocol architecture.
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Table2.1 presents characteristics and comparisons of LEACH, HEED and PEGA-
SIS based on the more important metrics:
Table 2.1 Classification and comparison of routing protocols in WSN.
Parameters LEACH HEED PEGASIS References
Type of protocol Hierarchical Hierarchical Hierarchical [93, 81]
Data delivery model Cluster-based Cluster-based Chain-based [94]
Nodes distributed Random Random Random [95]
Node mobility Fixed Fixed Fixed [94]
Multi-hop No Yes No [94]
Clustering Method Distributed Distributed Centralized [95]
CH selection Threshold Residual Energy Threshold [76, 81, 75]
Relay node CH CH and nodes nodes [76, 81, 75]
Data aggregation Yes Yes No [94]
Scalability Low Moderate Low [96]
(ii) Optimal Path Selection
A number of studies have considered optimal path selection for energy saving in
WSNs. The shortest path approach is a commonly used methods for constructing
routing trees in the many-to-one WSN [97]. The potential advantages of shortest
path are minimum time delay and lowest energy consumption. Banerjee, et al.
[98] proposed a heuristic algorithm based on multi-hops that perform geographical
routing. This protocol selects a path with the minimum number of hops and
distance from the source to the destination. The proposed scheme reduces the
end-to-end node delay. In [99], authors introduced a distributed shortest path
routing network from a source node to the destination. The resulting algorithm
provides best link cost and maximum network lifetime.
Cota-Ruiz, et al. [100] proposed a new routing technique that is capable of
estimating the distance between two non-neighbour nodes in multi-hop WSNs.
This method finds all possible paths between a source node and the destination
with the minimum number of hops. This leads to reducing the energy consumption
and delay of the network overall. Another study [101] proposed a new centralised
energy-efficient clustering algorithm for WSNs. This is the distance energy
evaluated (DEE) protocol which selects the CH nodes based on the ratio between
distance and residual energy of each node. The probability of being CH is
determined according to the node’s initial and residual energy. The DEE protocol
extends the network lifetime by reducing unnecessary traffic.
Most studies have not considered the shortest path combined with balancing the
load traffic in each node along the path to deliver data. A node with a higher
number of neighbour nodes (within transmission range) has less energy due to
46
Chapter 2 Background and Literature Review
overhearing, neighbour nodes discovery, or a node may be used for many paths
to deliver neighbour nodes’ data [69].
(iii) Manipulating the Location of BS
Several studies have proposed manipulation of BS/sink location as a means of
reducing energy consumption. They found that the network lifetime can be
extended by reducing the transmission distances between sensor nodes. In the
work of Grossglauser, et al. [102], the idea of a mobile sink (MS) was proposed,
where the sink moves in a prescribed path to collect the data within the network. In
such a scheme, all nodes regardless of distance will establish a direct connection
with the sink. Therefore, the total link length of the network will be very high,
especially when a node is located on the border of the network, consuming more
energy than other nodes which are close to the sink. The optimal location for a
mobile sink (OLMS) for WSNs is suggested by [103]. In this approach, clustering
is performed and CH nodes are selected at each round. The proposed protocol
determines the best location of the MS based on the minimum energy cost for
data delivery of CHs and thus reduces energy consumption and lengthens the
network’s lifetime.
In [54], the authors also examined a tree-based mobile sink (TBMS) technique.
It adopts the sorting algorithm and the multi-hop concept to create the routing
structure. The proposed method introduces a MS that gathers the data from the
sensing field but in a way that reduces the hop distances and thereby extends the
lifetime. However, authors assume that the MS moves randomly in the sensing
field. Therefore, there is no guarantee that the MS will cover all the sensing field,
or it might take too long when the sensing field are extended. Of course, if the
speed of at which MS moves is too fast or slow, then it can cause high packets
loss and/or more delay.
However, some important factors such as interference effects and dynamic network
topology should be considered when designing wireless sensors routing protocols. This
is because of the challenges that may arise as a result of the characteristics of the
environment in which these networks are deployed [71, 104].
• Interference Effect
High node density in the sensing field, can lead to interference effects which
can adversely affect energy consumption in sensor networks. According to an
investigation by [71], interference occurs during transmission and can cause
packet loss. In such a case, lost packets need to be retransmitted and every
retransmission is energy wasted [65]. Thus, these authors suggested avoiding
47
Chapter 2 Background and Literature Review
paths with higher interference levels [105]. In [106], the authors proposed a
new routing metric that selects a path with minimum interference of transmitted
data. The proposed algorithm balances the traffic load and significantly reduces
congestion in the network. An energy-aware interference-sensitive geographic
routing (EIGR) was investigated by [107]. The EIGR adaptively uses an anchor
list to guide data delivery and selects the minimum interference path from the
energy-optimal relay region for data delivery. The EIGR adjusts the transmission
power which is only required to deliver the information to the forwarding node.
The proposed protocol focuses on reducing interference and minimising the total
energy consumption of the network.
Other researchers [108] have addressed the problem of interference in WSNs, and
here the proposed scheme finds the shortest path from source to the destination
which avoids interference areas based on an ad-hoc, on-demand distance vector
(AODV) protocol. Liu, et al. [109] introduced a full-duplex BackCom network,
where a novel time-hopping spread-spectrum (TH-SS) based multiple access
scheme was implemented. The proposed protocol enabled simultaneous for-
ward/backward information transfer from one device to another. The interference
in such networks is suppressed by the proposed multiple-access scheme based on
the TH-SS technique and allows wireless energy harvesting from interference.
However, these strategies did not consider the interference caused by neighbouring
nodes of the next-hop node. Increasing the number of neighbour nodes adjacent to
each node (within transmission range) generates an increase in interference [110].
As a result, increasing the packets loss and decreasing the network lifetime.
• Dynamic Network Topology
With multi-hopping, sensor nodes depend on some intermediate nodes to deliver
their packets to the final destination. Some of these intermediate nodes may
be blocked or fail due to exposure to harsh environment, interference, physical
damage or lack of power during transmitting and receiving packets [111]. The
probability of sensor node failure increases with the rise in the number of sensors
and sensing field. A sensor node is reported as a failure node when a node
cannot receive or communicate messages with neighbour nodes for more than
a specific period of time and thus excluded from the routing path. Such node
failure should not affect the overall task of the sensor network [112]. WSN routing
protocols should have the ability to recover from the failure of a sensor node [104].
Therefore, a routing protocol must follow and link with new nodes dynamically
to deliver the data gathered by other nodes to the intended destination. For
example, Figure 2.17 clearly shows that source1 sends its data to the destination
via intermediate nodes. Unfortunately, path1 and 2 failed to carry the data to the
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final destination due to malfunctioning of some nodes. Therefore, a new path is
required to deliver the packets to the final destination (i.e.,path3).
Figure 2.17 Recovery from node failure. Paths1 and 2 failed to carry the data from
source1 to the final destination. Therefore, source1 establishes another path (path3) to
deliver its packets.
Several studies have been carried out to provide routing protocols that help to
recover from a failed node in the network. Most of this research focused on
providing a backup node or finding an alternative node to avoid link failure from
source to destination. In [111], authors reported a mobile sensor node acting in
cooperation with a static node in order to fill gaps created by faulty nodes in the
sensing field, which resulted in overcoming the failure issue and increasing the
network lifetime. Other work [113] proposed a new procedure that could replace
the dead CH node with backup cluster heads (BCH) in the case of CH node
failure. One study [114] has proposed an energy-efficient recovery and backup
node selection for IoT systems. The system includes backup nodes which are
in sleep mode until required due to a node failing and then are enlivened. This
results in energy-efficient solution and maximises the network lifetime.
In another study [115], the authors proposed a new algorithm to create primary
and alternative paths in the network. The proposed method reroutes the traffic
from nodes connected directly to the failure node, and reroutes the traffic in an
alternative path. In addition to [115], [116] suggested a novel path redundancy-
based algorithm which called for dual separate paths (DSP). The DSP algorithm
provides fault-tolerant communication for WSN applications. This protocol im-
plements two separate paths between a source and destination and thus improves
the network traffic performance. The cluster-head recovery algorithm (CHRA)
[117] uses a check-pointing techniques to create a recovery path within each clus-
ter. In case of CH failure, a recovery path is created for sensor nodes connected
to the failed CH node.
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2.4.2.2 Energy Oriented Message Scheduling
Sensor nodes around a CH node naturally create a many-to-one traffic pattern [77, 118].
Congestion generally occurs when the traffic load on a particular node exceeds the
available buffer capacity which leads to successfully delivery for only some of the
packets and thus packet retransmission is required [119]. Retransmission of data will,
of course, consume additional energy. Most previous studies do not consider packet
overheads due to the retransmission of packets. For example, when a connection-
oriented protocol such as the transmission control protocol (TCP) [120] is established,
for reliability it uses three-way handshakes to establish the connection between the
source and destination. This leads to a significant increase in network traffic and thus
increases the data transmission rate and volume. Therefore, during the implementation
of the scheduling techniques, packet overhead must be considered since retransmission
adds a burden on the network and reduces network lifetime. To minimise power
and memory usage, superior scheduling protocols that consider packet overhead are
required.
Various scheduling algorithms have been proposed for use in sensor networks. A
scheduling method for nodes that are located between two or more clusters (border
nodes) is introduced in [58]. A switching technique between listening and sleeping
modes is adopted by the nodes in this scheduling approach. However, a node that is
located between more than two clusters, will often switch to the listening mode and
this will lead to the unnecessary consumption of energy which decreases the network’s
lifetime. The proposed protocol introduces a unified scheduling method to solve the
problem of diversified scheduling of border nodes.
Another study by Gupta and Rao [121] proposed demand-based coverage and a
connectivity routing protocol to provide the desired coverage and meet connectivity
requirements in WSNs. The idea was to use a probabilistic approach to calculate and
reduce the sensing range of the sensors. It also uses a sleep scheduling protocol to
switch ON/OFF the communication radio which results in saving energy. Abdullah
and Yang [114] proposed clustering IoT networks into sub-groups and placing within
each group, a broker (CH node). The broker was deployed to gather information from
the sensors around it and forward the data to the final destination. The short process
time (SPT) algorithm was implemented at the broker level to select and deliver packets
based on their arrival time. Each message is presented as Mess(Rtime, Ttrans), where
Rtime, Ttrans are request time and successful transmission time periods, respectively. The
SPT algorithm was applied when the network was unstable (traffic intensity > 1). The
proposed method promoted IoT system efficiency by improving service response time
and reducing the overall energy consumption.
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The earliest deadline first (EDF) scheduling algorithm has also been used to manage
real-time tasks and to place processes in a priority queue. High priority is assigned
for packets closest to their deadline or expiry in the queue [122–124]. Houben, et al.
[124] have discussed reducing energy consumption in real-time systems by sorting the
tasks with enhanced EDF to vary the processor modes determined by supply voltage,
frequency and performance requirements. However, several request packets in the
queue can have the same deadline, and the EDF algorithm does not consider the time
redundancy management of these packets, nor does it give priority to packets that come
from longer distances, with more hops which leads to higher energy consumption.
Gomathi and Mahendran [125] implemented the nearest job next (NJN) scheduling
protocol. The NJN algorithm always selects the nearest sensor node as the first job to
collect and delivers its data to the ultimate receiver, which helps the system to reduce
latency.
An approach suggested by [126] proposed an energy-efficient heterogeneous dual-
core processor for IoT devices. The proposed scheme included an ultra-low-power
CoreL and a fast CoreH processor. This technique schedules the tasks between these
two processors and runs multi-tasks at the same time. However, the problem with the
multi-core processor system is that requires a large memory to hold the packets during
processing. Additionally, overheating due to the use of two processors can cause the
damage to the device [127].
With the increase in node density, scheduling different types of data packets such
as high or low priority data at CH nodes is essential for reducing energy consumption,
capacity and end-to-end delay. For example, if the queue is scheduled inefficiently then
packet drop might happen and retransmission is required. This problem can be serious
for border nodes which use a number of hops and access many devices to reach the
required destination. This means that these nodes consume more energy than other
nodes in the network located close to the destination. Therefore, scheduling at CH
nodes which gives priority to the data that comes from further nodes is crucial for
energy saving.
2.4.2.3 Efficient Data Aggregation
The integration of WSNs and IoT elements is all about connecting devices to the internet,
making them more convenient to use and maximising their efficiency [128]. Such
integration can generate a large amount of data by these devices. There is considerable
data redundancy in such networks due to dense deployment. Redundant data requires
a considerable amount of energy to process and transmit [129]. Since each sensor is
provided with only limited power eliminating data redundancy would considerably
improve energy consumption overall for IoT networks.
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A number of studies have focused on reducing the number of data transmissions
and data volume for sensor networks. A clustering algorithm is proposed in [130, 72]
to reduce energy consumption and prolong the network lifetime. The proposed scheme
divides the sensing field into cells and each cell selects one node to act as a cell head for
all of them. Thus, one node sends all data collected to the cell head node, which accepts
the data from the connected nodes, removes redundant data, and then the remaining
data are delivered to the final destination.
In [129], an energy efficient in-network RFID data filtering scheme (EIFS) was
proposed. The algorithm divided the sensing field into sub-clusters and each cluster has
a CH node. The CH node removes duplicated data from its member nodes and forwards
the filtered data to the final destination. In another study [131], the authors proposed a
method that reduced the number of data transmissions, whereby the proposed method
controlled the RF-transmit operation. ON/OFF begins only when the data sensed was
largely different from the previous state. In other words, the RF did not send data to the
ultimate receiver if the current value is approximately equal to the last recorded value.
Recent studies have confirmed that cloud computing technology offers several
advantages to WSNs and IoT in terms of scalability, storage, computing tasks, etc.
over the internet. It can be applied to analyse the data generated by sensors and IoT
devices [38]. For example, Vincent, et al. [38] investigated a cloud-based architecture
to enable data gathering, monitoring and processing for IoT devices. The proposed
system collects the data from different IoT devices and sends it to the end-users via
cloud infrastructure. This study aimed to provide inter-operability and an efficient
communication mechanism for IoT devices. The study by [132] implemented a real-
time monitoring system for soil nutrient using WSN. In the proposed system, sensors
measured the macro-nutrient of soil and transmitted the data to the cloud. The user can
access these data and monitor the field conditions from anywhere via a website.
Several studies have highlighted the need for real-time monitoring that can gather
the data from IoT devices based on the message queuing telemetry transport (MQTT)
protocol. MQTT is widely used in IoT due to its low-overhead protocol that emphasises
the bandwidth and processor limitations of the IoT devices. It uses publish/subscribe
pattern and translates messages between sensors, devices, servers and applications [3].
MQTT with IoT has been used in many applications such as environmental monitoring,
health-care, and industry. In [133], the authors proposed a network of IoT monitoring
devices for fire detection. The proposed system was able to detect and monitor fires and
send the information to the concerned people and authorities so that preventive measures
could be taken. In [134], the authors used sensors to measure body temperature, pulse
rate, body movement of patients and this measured data was uploaded to the MQTT
server. The proposed system aimed to help the doctors to monitor patients from any
location and at anytime. It also helped patients to view and check their health condition
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remotely. Another study by [135] proposed a web-based interface for monitoring motion
and controlling a arm robot. The proposed system gives low latency data transmission
via using MQTT protocol.
2.5 Research Gaps
The literature review demonstrated the existence of many avenues for reducing energy
consumption and lengthening the network lifetime. It presented many possibilities
and also identified numerous limitations. This chapter has scrutinised the literature to
obtain an insight into the perspectives addressed by previous researchers and gaps left
by existing solutions.
• Limitation of Scheduling and Routing Techniques
In the sensing field, sensor nodes depend on other intermediate nodes to deliver
their packets. Some sensor nodes send their data over single- or multiple-hops to
reach the BS through CH nodes. The CH node can become overloaded due to
the number of nodes connected to it. The probability of retransmitting some of
these packets at the CH nodes will increase. Therefore, data sent by the sensor
nodes must be prioritised at CH nodes based on the energy consumed by each
packet. However, to the best of the author’s knowledge, no report has been found
assigning high priority to packets that come from the furthest distances to the CH
nodes. Since these packets more quickly exhaust the network resources because
they require more links and nodes to reach their ultimate destination, this research
suggests the introduction of a novel scheduling algorithm called the long hop
(LH) to optimise energy usage in sensor networks. The LH algorithm will give
high priority to the scheduling of packets arriving after a greater number of hops,
from longer distances. These will be served first at the CH nodes to prevent them
being retransmitted, and so conserving energy.
The literature review also introduced the energy consumed due to delivering
data from the source node to the destination. Based on the multi-hop concept,
the transmitted packets access multiple nodes and experience a greater number
of hops to reach the final destination. Each node involved in the transmission
process has a different number of forwarding nodes. However, a higher num-
ber of forwarding nodes causes higher energy consumption. Thus, we propose
a new routing technique that sends data to the next-hop node within a shorter
transmission distance and fewer forwarding nodes to optimise the energy con-
sumption. The proposed protocol avoids forwarding data to nodes that have many
forwarding nodes, thereby balancing the load traffic and improving the network
performance and lifetime.
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Although a large and growing body of literature reports attempts to reduce the
energy consumption of sensor networks, this author believes that there are only a
few research studies on theoretical energy analysis of sensor nodes based on less
transmission distance, interference and the creation of CH nodes. Interference
is also one of the main factors that cause data collisions and consequent energy
wastage. A node with fewer neighbours has less overhearing and interference.
Therefore, we propose a new routing technique that selects the next-hop node to
be one with least transmission distance and fewer neighbour nodes and thus less
interference. The proposed scheme also introduces a new method that selects CH
nodes around a single BS based on lower transmission distances. Both techniques
minimise energy consumption and lengthen the network lifetime.
• Limitation of Aggregation and Transmission Techniques
As shown in the literature, previous research focused on efficient transmission
data in the WSNs and IoT applications. However, most of these studies considered
either eliminating redundant data or monitoring active devices remotely. Thus,
this research proposes investigating both the filtering of redundant data and the
remote monitoring of the behaviour and condition of the sensor nodes. In this
proposed technique, the IoT device filters out the duplicated data before sending
it to the end-user via a cloud infrastructure. The end-user, however, predicts
the duplicated data which was eliminated by IoT device and then stores it and
plots it in real-time communication. In addition to this, the end-user assesses the
entire system by monitoring the status of the IoT application. This work aims to
reduce the volume of data transmissions which, in turn, will reduce the process
of scheduling and routing data on each device on the network, as a result reduces
the energy consumption and success the IoT technology.
2.6 Research Methodology
The main concern of this thesis is the energy consumption of WSN-enabled IoT net-
works. Energy is definitely one of the most important issues of these networks. The
sensing field may require a number of sensor nodes to sense the data and transmit it to
the ultimate receiver. However, these nodes are restricted by limited battery power and
the battery life is a major constraint on the sensing field. Therefore, the thesis proposes
different methods that can reduce energy consumption and extend the network lifetime.
In order to achieve the proposed methods, we need some minimum software specifi-
cations and necessary simulators to simulate the results which are discussed below.
• It is assumed that sensor nodes are employed randomly in a large geographic area
to collect the data from the environment and transmit it to the ultimate receiver.
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The sensing field is divided into sub-clusters and each cluster has a different
number of sensor nodes and a single CH node. Each sensor node can monitor
the environment and directly send the data to the CH node with a single hop
or via intermediate nodes. Sensor nodes forward the data to the next-hop node
with least transmission distance and least number of neighbour nodes. The CH
node then compresses the data and forwards them to the BS. The selection of
the CH node is based on the shortest transmission distance to the BS. The CH
nodes may be overloaded, and the probability of packet drops increases, with
consequent retransmission of packets. Thus, we propose a new method that
assigns high priority to packets that consume more energy so they are served first
at the CH nodes in order to reduce the energy consumed by the retransmission
process. The BS acts as a gateway between the sensor nodes and the end-user.
Matlab software version R2015a uses to demonstrate the performance of the
given network and evaluate the results. We use different numbers of nodes and
sensing areas for simulating the WSNs. The proposed model depends on some
mathematical equations and implements in the Matlab environment in order to
calculate energy consumption and the network lifetime.
• Aggregation and transmission of data are considered as the main reasons for
energy consumption by WSNs and IoT devices. In order to reduce energy
consumption, the hardware presents means to eliminate redundant data and
consequently reduce the number of data transmissions. A distributed software
and hardware system are developed that can sense the analogue data via six
sensors (pressure transmitter (Type 663)) from the blade of the gas turbine engine
and forward it to a Raspberry Pi 3 model B (RasPi) through a Custard Pi 3A (CPi).
The sensors are interfaced and powered by the CPi. They are placed in different
positions in the test section to sense and forward the data to the RasPi via the CPi.
The CPi is linked to and powered by the RasPi. The RasPi is used to process and
forward the data to the monitoring server via the cloud infrastructure. Raspbian
is used as the operating system for the RasPi. However, Windows 10 is used as
the operating system for the monitoring server. Python language version 2.7 is
installed in both devices; RasPi and the monitoring server which helps to read
the sensor values, process and forward the data to the monitoring server. It also
assists in receiving, plotting and storing these data sets on the monitoring server
database. The study also provides a remote monitoring system for the end-user
that can check and track the performance of these sensors/IoT devices during
real-time communication.
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2.7 Summary
WSNs play an important role in IoT technology which is necessary to provide sensing
services and to monitor environmental conditions. Most of these devices run on batteries
or by energy harvesting, which has a limited shelf life. Energy-saving becomes one
of the most essential aspects of WSNs and IoT networks to lengthen network lifetime.
Therefore, this chapter first explained the main components of sensor nodes and how
WSNs work. Then, the chapter focused on energy consumption and explains the main
reasons for energy waste in WSNs. The chapter critically reviews related literature on
energy efficiency solutions in sensor-enabled wireless network environments. Gaps in
the research are identified and discussed.
Following these, the co-operation between energy-oriented path selection and a
message scheduling framework for a sensor-enabled wireless network environment
is presented in the next chapter. The proposed technique reduces the overall energy
consumption and prolongs the working life of the network.
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Energy Oriented Path and Message
Scheduling
Routing and scheduling algorithms play a very important role in terms of energy
efficiency for the wireless sensor networks (WSNs) that enable the Internet of Things.
Suitable techniques can reduce energy consumption and extend network lifetime. In this
chapter, a new routing algorithm is proposed that forwards the data to the next-hop node
with least transmission distance and least number of forwarding nodes. The chapter
also introduces a new scheduling algorithm that assigns high priority to packets that
consume more energy so they are served first at the cluster head nodes in order to reduce
the energy consumed by the retransmission process.
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3.1 Introduction
SENSOR nodes are usually configured in a mesh network and send their data tothe base station (BS) through intermediate nodes and cluster head (CH) nodes
[83]. The intermediate nodes are responsible for sensing the nearby environment and
forwarding packets received from other nodes towards the BS. These nodes consume
most energy during the receiving, processing and forwarding of packets from other
nodes [54]. However, these nodes are restricted by limited battery power, processing
ability, memory, and radio communication [85]. Intermediate nodes that receive and
forward data from a greater number of forwarding nodes consume more energy than
those nodes that receive and forward data from fewer forwarding nodes (see Figure
3.1). Nodes A and B have a different number of forwarding nodes associated with
them. However, Node B has a higher number of forwarding nodes. This means that
Node B consumes more energy than Node A receiving, processing and transmitting
packets from its forwarding nodes. To minimise energy consumption, a suitable routing
strategy needs to be adopted, one that takes into account the number of forwarding
nodes associated with each node on the path.
Figure 3.1 Intermediate nodes, forwarding nodes and neighbour nodes.
In WSNs, the sensing field is divided into sub-clusters and each cluster has some
sensor nodes and a CH node. The sensor nodes will be located at different positions,
some further, some closer to the CH. Some of these nodes send their packets to the CH
node in a single-hop over a short distance. However, some will send their packets over a
longer distance and may access many intermediate nodes in order to reach the CH node.
When a particular event occurs in the sensing field, sensor nodes transmit a large
volume of data to the CH node through intermediate nodes. Thus, the CH node
may be overloaded and the probability of packet drops increases, with consequent
retransmission of packets [136]. This process will depend on a number of factors such
as packet arrival rate, the timeout for message expiry, or simply due to the limitations of
the node because of its constrained nature (low processing ability, memory and energy
resources) [137, 138]. Also, if the transmission control protocol/internet protocol
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(TCP/IP) is considered as a connection-oriented protocol in WSNs, that means the
sensor nodes deliver their data in three phases: Request-to-send (RTS), Clear-to-send
(CTS), and then establishing the connection between the source and destination [120]
(see Figure 3.2). This TCP connection requires an extra overhead in the WSN, especially
for the small amount of data transferred in this network.
Figure 3.2 Data transaction and aggregation over TCP/IP protocol.
In the case of packet retransmissions, each retransmission requires a TCP header
together with the packet. However, the retransmission packets of further nodes require
to travel through all the intermediate nodes to reach the target. This can significantly
impact the system performance particularly if the retransmission is not optimised
correctly. It adds additional load to the already constrained network and contributes to
the power depletion of the entire network. In order to minimise energy consumption
and extend network life, the priority at the CH nodes should be given to those packets
that consume more energy during the transmitting, receiving and processing.
This chapter proposes an energy-oriented path selection and message scheduling
framework for sensor-enabled wireless network environments. The energy-oriented
path selection scheme differentiates between nodes on the path towards the CH and
chooses the node that has fewer forwarding nodes to be the next-hop node. The chapter
also proposes a new scheduling algorithm called long hop (LH) that operates at the
CH nodes. The LH algorithm assigns high priority for packets coming with more hops
and further distances to be routed first to the final destination in order to prevent these
packets being retransmitted. The proposed schemes balance the load on each node in
the network and minimises the total number of packet retransmissions and, therefore,
reduces the overall energy used in the network.
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3.2 System Model
We consider a system composed of a number of sensor nodes which are deployed
randomly in a large geographic area to monitor and record the physical conditions of
the environment. These nodes are connected in a mesh network where the distances
(di, j) between any two nodes is based on Euclidean geometry [139]:
di, j =
√
((xi − x j)+(yi − y j))2, i, j = 1,2,3, ...,N (3.1)
Where N is the number of sensor nodes in the system model, and (xi,yi) is the
location of each node in the given sensing field.
The sensing field is divided into subgroups using tree-based clustering, and each
group has a different number of sensor nodes that connect to the CH node. The
communication between the nodes in each cluster is based on a tree routing structure.
All nodes have the same communication range and initial energy level. Each sensor
nodes collects data from the environment and sends it to its CH node with a single
hop or via intermediate nodes. The CH node then compresses the data and forwards
them to the BS, as in most WSN-assisted IoT applications. The BS is fully powered
and placed in the centre of the sensing field and acts as a gateway between the sensor
nodes and the end-user, see Figure 3.3. Matlab simulation was used to demonstrate the
performance of the given network and Tables 3.1 [86], 3.2 [92] and 3.3 [54] show the
initial parameters of the WSNs for simulating different numbers of nodes and sensing
areas based on Table 3.4 scenarios.
Figure 3.3 Typical WSN system architecture.
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3.3 Proposed Power Saving Scheme
The aim of the proposed power-saving scheme is to balance the load on each node on
the transmission path and optimise the retransmission packets to maximise network
lifetime. The proposed scheme is divided into two main methods which are: shortest
path fewest links (SPFL) algorithm and long hop (LH) scheduling algorithm. The
number of sensor nodes, sensing field and other parameters for both schemes is based
on the parameters shown in Tables 3.1 [86], 3.2 [92] and 3.3 [54], and scenarios shown
in Table 3.4, see below.
3.3.1 Shortest Path Fewest Links (SPFL) Protocol
The aim of the proposed scheme is to reduce transmission distances and balance the
power usage among the nodes, and thus increase the network lifetime of WSNs. The
proposed scheme assumes that all sensor nodes have the same capabilities such as
energy, processing, memory, global positioning system (GPS) tracker, etc. [140]. The
connections of the tree routing structure are based on the distance between the nodes and
their BS, and the number of forwarding nodes to each node on the path. The operation
of the proposed scheme is composed of two major phases: set-up phase and steady-state
phase.
• Set-up phase: after the sensor nodes are deployed in the sensing field and
assigned with the unique ID numbers. The BS sends hello message to discover all
nodes that are located in the sensing field. Sensor nodes receive the BS message
and send a response message back to the BS. The message contains a unique
ID number and positional information of each node. The BS gets the sensor
nodes information and broadcasts the routing information table to all nodes in the
sensing field that are related to it and then, the tree-based clustering is created.
Based on the received information from the BS, each node knows the length of
the path and the number of hops to the BS through the assigned CH node. Based
on these steps, the nodes and BS can communicate and share the data with each
other, as shown in Algorithm 3.1, lines 1-11.
• Steady-state phase: the performance of any transmission is negatively affected
by the transmission distance. Therefore, the shorter the transmission distance,
the lower the energy consumption. In this respect, the proposed scheme selects
the next-hop node according to the shortest transmission distance. In the case
of a node with two neighbour nodes at the same distance in the direction of the
BS, the SPFL selects the next-hop node which has fewest number of forwarding
nodes, see lines (15-22) in Algorithm 3.1.
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A brief example of the proposed algorithm incorporating the above steps is shown
in Figure 3.4. Each node is connected directly to the neighbour nodes located within
the transmission range. The tree-cluster routing structure is established to enable the
communication between the nodes and their BS. Node A forwards its data to the BS
through the intermediate nodes. The packet follows the shortest transmission distance
to connect with the next-hop node. However, Node C is located on the path, it has
two next-hop nodes with the same transmission distances to which it could deliver the
Node A packet. In this case, Node C takes the decision based on the SPFL policy, to
transmit to the node that has fewest forwarding nodes connected to it as indicated by the
red arrow. The proposed protocol aims to reduce the transmission distance and avoid
forwarding data to a node that is overloaded with many forwarding nodes. This means
that the proposed protocol balances the load traffic between the nodes in the sensing
field and improves the network lifetime. Figure 3.5 shows the proposed algorithm with
the aid of a flowchart.
Figure 3.4 Routing structure of SPFL.
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Figure 3.5 Flow-chart of SPFL algorithm.
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Algorithm 3.1 : Pseudo-code of SPFL algorithm.
Set N = number of sensor nodes
Input: = N, M, locations of N, number of forwarding nodes
Output: A tree-cluster routing structure
1: procedure BROADCASTING ROUTING INFORMATION
2: BS broadcasts routing information to the N
3: for all N do
4: (i= 1; i <= N; i++)
5: Calculate d(i,BS) and number of hops
6: if N ∈ network then
7: N get routing information from the BS
8: else





14: for all N ∈ neighbours do
15: if distance(i) ≤ threshold then
16: Send to target node
17: if (N) has two minimum distances equal and linked
with two different next-hop nodes then
18: if forwarding nodes of N1 < N2 then





24: Send packet to the target node
25: end procedure
3.3.2 Long Hop (LH) Scheduling Strategy
In the sensing field, sensor nodes rely on intermediate nodes to communicate with
other nodes located out of transmission range. As previously mentioned, some of the
sensor nodes send their packets with a single hop, however, some of them send their
packets with multiple intermediate nodes to reach the target. By considering the energy
consumed in each node on a path during the transmitting, processing and receiving of a
packet, it is obvious that packets coming from further away, that access a higher number
of intermediate nodes before reaching the BS, consume more energy and memory than
packets from close by, which access fewer intermediate nodes.
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Figure 3.6 gives an example of energy consumption for a different number of nodes
in a sensing field, each node was located in a different location and used a different
number of intermediate nodes to forward its packet to the BS. The figure was generated
randomly by picking sixteen nodes from the sensing field, based on parameters listed
in Table 3.3 and Table 3.4 (scenario 4), On page 78. The total energy consumption for
each node was calculated for the first transmission only. It is equal to the summation of
energy consumed in the transmitting, processing and receiving data in each intermediate
node on the path. The calculation is done based on Equations 3.7, 3.8 and 3.13.
Figure 3.6 Energy consumption vs number of hops and distances.
It appears from the figure, generally, that data which accesses a higher number
of intermediate nodes and travels a greater distance consumes more energy than data
travelling a shorter distance and requiring fewer intermediate nodes. For example, the
energy consumption for data requiring 14 hops and travelling 800 meters (0.0028 joule),
is higher than for data with 3 hops and travelling 250 meters (0.00042 joule). It is
obvious from Figure 3.6 that Nodes A and B use the same number of nodes to forward
their data (i.e., 11 nodes). However, Node B consumes more energy (0.0018 joule)
than Node A (0.0015 joule) as it is located further from the BS. This is because the
power required for transmission increases rapidly with distance (see Equation 3.7). We
conclude that to reduce energy consumption, it is crucial, at overloaded nodes, to give
higher priority to packets arriving with more hops from a greater distance to prevent
retransmission of these packets and so extend network lifetime.
Thus, the LH algorithm is implemented at the CH nodes to give higher priority to
the packets that consume more energy during the transmitting and receiving process in
order to prevent these packets from retransmission. However, the proposed algorithm
is divided into two main steps which are: the activation process and the selection and
forwarding process.
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− The Activation Process
Due to the limited resources of the CH nodes, they cannot process all of the
arriving packets simultaneously and they can become overloaded. The packets
line up in a queue and wait until being transmitted to the final destination. The
higher the packet arrival rate (queue length), the greater the packet discard rate
will be [141].
We use M/M/1 queue to model the arrival and service rate for all packets arriving
at each CH node, where the arrival rate of data packets is λ packets/s and is
determined by a Poisson distribution, and service rate is µ packets/s which has
an exponential distribution [142, 143]. We calculate the traffic intensity (P) of

















Each packet has a successful time of request Ttrans and request time period Trequest
[142]. Based on these equations, the total traffic intensity for the overall system














Where 0 ≤ P < 1, the queue performs reasonably and the CH node can handle
more packets. However, if P is ≥ 1, this means that the CH node is busy and the
arrival rate equals or exceeds the transmission bit rate. Thus, the probability of
packet drop increases, caused by queue overflow [144]. In such a case, the LH
algorithm is activated and the scheduling policy starts to rearrange the forwarding
of the packets.
− The Selection and Forwarding Process
Based on the SPFL scheme, each CH node knows the length and the number
of hops for every node that is assigned to it. In order to reduce the energy
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consumption, the CH node selects the packets that come with a higher number of
hops to be the first forwarded packets to the BS. These packets consume more
energy due to their reception, processing and transmission at each node along
their path.
When two or more packets in the queue have been subject to the same number
of hops, the proposed algorithm takes into consideration a second parameter, the
distance travelled, to select a packet for forwarding. The packet coming from the
furthest distance is served and forwarded first to the BS.
These steps are presented in Algorithm 3.2 in lines 12-17. Figure 3.7 introduces
the proposed algorithm with the aid of a flowchart.
Figure 3.7 Flow-chart of LH procedure.
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Algorithm 3.2 : Pseudo-code for LH message scheduling algorithm at CH nodes.
Initialization
Set Nhops = number of hops from each node to the BS.
Set d = the distance from each node to the BS.
Set P = traffic intensity
1: procedure SCHEDULING PROCESS
2: For all sensor nodes send data to the BS.
3: λ = 1/Trequest
4: µ = 1/Ttrans
5: Each packet has (Trequest ,Ttrans)
6: for all CHs ∈ network do
7: P = λ/µ
8: if P < 1 then
9: Forward all packets to the BS
10: else
11: Sort the packets in terms of hops and distances in descending order
12: Forward packets with higher Nhops to the BS
13: if Two or more packets have Nhops = Nhops then
14: Select the packet comes from longer d, as the first forwarded





Figure 3.8 and 3.9 show an example of the LH algorithm and how it works at the
CH nodes. We assume that sensor nodes are randomly distributed in the sensing field
and they send their packets to the respective CH node through other intermediate nodes.
Based on node locations, each packet accesses a different number of hops and distance
to reach the assigned CH node. When the packet arrival rate is greater than the CH
node service rate (P > 1), the length of the queue increases, the CH node becomes
overloaded and drops any extra packets from the queue (i.e., pink and orange packets).
In such a case, the LH algorithm rearranges the packets according to the packets with
the higher number of hops and longer distance to be forwarded first to the BS (i.e., the
blue packet). However, there are two packets in the queue having the same number of
hops (i.e., yellow and purple packets), in this case, the proposed algorithm takes the
packet that has travelled the longer distance (i.e., the purple packet) to be served first to
the BS.
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Figure 3.8 An example of LH scheduling algorithm.
Figure 3.9 Data processing model for the LH scheduling algorithm priority.
3.3.3 Network Buffer Sizing
Sensor nodes have a very low storage capacity which often limits storing to only a
few kilobytes [145]. These nodes use this memory during receiving, processing, and
transmitting to the target. All of these nodes send their data to their respective CH node
which can become overloaded as the CH node memory is not enough to handle all of
the packets received. Thus, the probability of packets drop increases due to excessive
incoming traffic to the CH nodes.
The rule-of-thumb and Standford rule are the most important rules for dimensioning
network queues [146, 147]. Rule-of-thumb states that each link requires a buffer of size
B = RT T ×C, where C is the bottleneck capacity and RT T is the average round-trip
time of the flow passing across the link. This rule is often applied at the edge or cluster
devices of the network when the bandwidth capacity and a number of flows are small.
The Stanford rule is used for a large number of TCP flows and higher speed links.
The recommended router requires a buffer of size (RT T ×C)/
√
n, where n is the
number of TCP flows sharing the bottleneck link [146]. Here the flows at each CH is
relatively small, so the rule-of-thumb is assumed for this study.
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3.4 Energy Consumption Model
In WSNs, most of the energy is dissipated in the process of data transmission [148].
The total energy consumption of a network consists of the energy consumed by non-CH,
intermediate and CH nodes for data aggregation and transmission. Figure 3.10 shows
the radio energy dissipation model for WSNs [149, 150]. It is a simple model for radio
hardware energy dissipation, where the transceiver dissipates energy to run the radio
electronics and the power amplifier.
Figure 3.10 The wireless communication power model.
The energy consumed in the model is given as follows [142, 54]:
- To transmit k bits:
ET x(k,d) = k(Eelec + εamp ∗d2) (3.7)
- To receive k bits:
ERx(k) = k(Eda +Eelec) (3.8)
Where ET x(k,d) is the energy used to transmit k bits from the source node to the
next-hop node, where d is the distance between the sender and receiver nodes. ERx(k)
is the energy depleted to receive k bits, Eda is the energy used for data aggregation and
compression. Eelec is the energy needed to run the receiver and transmitter circuitry,
which depends on factors such as modulation, digital coding, filtering, and spreading of
the signal.
εamp is the energy consumption of the power amplifier per bit, and can be calculated
using Equation 3.9:
εamp =
ε f s ∗d2 d ≤ d0εmp ∗d4 d > d0 (3.9)
Where ε f s and εmp are the free space propagation (d2 power loss) and the multi-
path fading (d4 power loss) channel models, respectively. These values depend on
the distance between transmitter and receiver, d0 is a threshold value which can be
calculated by using Equation 3.10 [151]:
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Energy consumption of the sensor nodes in the sensing field is classified into three
types [54]:
(i) Non-CH nodes: gather, k-bits of data from the environment and transmit them
to a next-hop node or direct to the CH node. The energy dispatched by a non-CH
node (Enon−CH) can be calculated as:
Enon−CH = ET x(k,di)+EGPS (3.11)
Where EGPS and di are the power dissipations in the global positioning system
and distance between non-CH node and its CH node, respectively.
(ii) CH nodes: collect and compress the data that comes from the non-CH nodes,
and then forwards them to the BS. Hence, the total energy consumed by each
CH node can be calculated using Equation 3.12, where M is the total number of
sensor nodes that send their packets to the given CH node and di is the distance
between the CH node and the BS:
ECH = M(ERx(k)+ET x(k,di))+EGPS (3.12)
(iii) A hop node (intermediate node): consumed its energy while receiving, pro-
cessing and transmitting of packets from other nodes. A hop node transmits and
receives the information for L number of non-CH nodes. The energy consumption
by a hop node Ehop can be calculated as:
Ehop = L(ERx(k)+ET x(k,dhop,CH))+EGPS (3.13)
We can conclude that energy consumption for transmission is proportional to the
square of the distance. Therefore, the aim of the proposed scheme is to reduce the
transmission distance between nodes in the sensing field and thus extend the network
lifetime.
3.5 Computational Complexity Analysis
The complexity of the proposed algorithms can be analysed in terms of storage and
computational complexity. Sensor nodes are restricted to the memory capacity of the
processing unit [59]. It is important to reduce the burden on this processor unit to
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prevent the errors caused by data processing. The time complexity is measured by
counting the number of operations performed in the proposed algorithms. We use the
Big-O notation to classify the proposed schemes based on their running time [152]. The
time complexity of the SPFL routing protocol is (3n2 +n), where n is the number of
active nodes in the sensing field. While the time complexity of the LH algorithm is
(n2 +8n). The combination of both complexities is (4n2 +9n). An algorithm will be
efficient when this function value is small. Therefore, the time complexity is obtained
as O(n2), which is similar or better than other protocols which have complexity O(n2)
and O(n3), respectively.
3.6 Results and Discussion
This section presents the results obtained from the proposed routing and message
scheduling algorithms, and compared to those from state-of-the-art algorithms. Note,
all the simulations were repeated 20 times using Matlab for different network topologies
with the sensor nodes distributed randomly at the start of each simulation. The averages
of these simulations were computed and the obtained results are shown in each section
below.
3.6.1 Energy Oriented Path Algorithm
In this section, the proposed scheme (SPFL) is compared to the Energy-Aware Multi-
hop Routing (EAMR) [86] and Cluster Heads-Enhanced Hybrid, Energy-Efficient
Distributed (E-HEED) protocol [92].
The EAMR scheme is one of the LEACH protocols which divides the sensing field
into a number of fixed sub-clusters. Each cluster has a number of sensor nodes and a
single CH node. The mechanism of selection of the CH nodes is similar to the LEACH
protocol, however, a new CH node is only implemented when the current CH node is
dead. Multi-hop routing is used as communication between the nodes.
The E-HEED is one of the HEED modification protocols. In this protocol, the
selection of the CH node is based on the HEED protocol. The CH nodes located far
from the BS forward their data to another CH node to reach the BS. More details about
the proposed EAMR and E-HEED protocols are given in Section 2.4.2.1.
− The proposed scheme VS EAMR
The comparison is based on the parameters shown in Table 3.1 [86].
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Table 3.1 Parameters used in the simulation.
Parameter Value
Electronics energy (Eelec ) 50 nJ/bit
Initial energy of node (Einit) 2 J
Energy for GPS receiver (EGPS) 20 nJ/bit/signal
Energy for data aggregation (Eda) 5 nJ/bit/signal
Communication energy (εmp) 0.0013 pJ/bit/m4
Communication energy (ε f s) 10 pJ/bit/m2
Threshold value of distance (d0) 87 m
Packet size 6400 bits
Packet size for control info 200 bits
Threshold value 0.05 J
Number of nodes (N) 100, 200
Sensing field area 100 m2
To start with, Figure 3.11 shows the total residual energy in the network after
each round when the sensing field had an area of 100 m2 with 100 nodes. The
energy was calculated for each node by including the energy used for collecting,
transmitting and receiving packets. However, the energy required for the initial
gathering of sensor and node data to enable setting up the protocol to work has
not been taken into the calculations of the energy consumed. It appears that
EAMR and the proposed scheme consume much the same amount energy till
round number 2500. However, from this round, the EAMR outperforms the
proposed scheme. This is because all nodes in the proposed scheme send their
data to the BS via one or two hops to the BS. This increases the transmission
distances which in turn reduces the network lifetime.
Figure 3.11 Total residual network energy (100 m2 and 100 nodes).
Figure 3.12 shows the number of nodes remaining alive after a given number of
rounds for EAMR and the proposed scheme. It is seen from the figure that the
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EAMR achieves a longer network lifetime with 100 nodes and 100 m2 sensing
area compared to the proposed scheme.
Figure 3.12 Nodes remaining active after each round (100 m2 and 100 nodes).
Figure 3.13 and 3.14 illustrate the simulation results for 200 nodes and same
sensing area 100 m2.
When the number of nodes within the same sensing area increases, it is expected
that the mean distance between nodes decreases. As a result, this reduced energy
consumption and extended the lifetime of the nodes. Each node has a different
number of forwarding nodes. The proposed protocol balances the load traffic
between the non-overloaded and overloaded nodes on each path. This helps
to reduce energy consumption and prolong the network’s lifetime. We see the
proposed scheme has a longer network lifetime compared to the EAMR (see
Figure 3.13).
Figure 3.13 Nodes remaining active after each round (100 m2 and 200 nodes).
Figure 3.14 shows in which round the fist, half and last nodes die. It appears that
the first and the half nodes die at the same round for both protocols. However, the
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last node of the proposed scheme expires after last node of the EAMR. Therefore,
the proposed scheme has longer network lifetime as the last node stays active
approximately 5 % longer than the EAMR.
Figure 3.14 First, half and last node death (100 m2 and 200 nodes).
− The proposed scheme VS E-HEED
The comparison is based on the parameters shown in Table 3.2 [92].
Table 3.2 Parameters used in the simulation.
Parameter Value
Electronics energy (Eelec ) 50 nJ/bit
Initial energy of node (Einit) 0.5 J
Energy for GPS receiver (EGPS) 20 nJ/bit/signal
Energy for data aggregation (Eda) 5 nJ/bit/signal
Communication energy (εmp) 0.0013 pJ/bit/m4
Communication energy (ε f s) 10 pJ/bit/m2
Threshold value of distance (d0) 87 m
Packet size 3000 bits
Number of nodes (N) 300
Sensing field area 300 m2
Figure 3.15 demonstrates the total energy remaining in the network after each
round. The energy was calculated for each node by including the energy used for
collecting, transmitting and receiving packets. However, the energy required for the
initial gathering of sensor and node data to enable setting up the protocol to work has
not been taken into the calculations of the energy consumed. The figure shows that
the proposed scheme achieves better energy saving than the E-HEED by 30 %. This is
because the proposed protocol takes a decision to balance the traffic load, shifting the
traffic away from the node that has higher number of forwarding nodes, and thereby
reduce the energy consumption in the overall network.
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Figure 3.15 Total residual network energy (100 m2 and 100 nodes).
Figure 3.16 presents the number of alive nodes remaining after a given number of
rounds for each protocol. It is clear that, for both protocols, all nodes remain alive until
round 400. However, from round number 400 to almost 800, the E-HEED has greater
number of alive nodes. From round 800, the proposed scheme has more live nodes than
E-HEED. This is because the proposed scheme preserves network energy by balancing
the load traffic on each path, transferring from overloaded nodes to others. Thus, the
proposed scheme achieves a longer network life than the E-HEED.
Figure 3.16 Nodes remaining active after each round (100 m2 and 200 nodes).
Figure 3.17 shows the number of rounds at which the first, half and last nodes die.
It appears that the rounds for the proposed scheme are higher than that for the E-HEED
protocol. According to the Figure 3.17, the proposed scheme improves the network
lifetime over E-HEED by 30 %. However, the first node of the proposed algorithm dies
before the first node of the E-HEED, while the half nodes of the proposed algorithm
stay alive longer than that of the E-HEED.
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Figure 3.17 First, half and last node death (100 m2 and 200 nodes).
3.6.2 Message Scheduling Approach
This section presents the results obtained from the LH scheduling algorithm, bench-
marked against algorithms widely used today: Earliest Deadline First (EDF) [124],
Tree-Based Mobile Sink (TBMS) [54], Multi-core Processor Technique [126].
The EDF is a scheduling mechanism which is used to manage the real-time tasks in
the queues for WSNs. This method assigns high priority for packets which are nearly
expired. On the other hand, the TBMS protocol creates a tree-cluster routing structure
with a mobile sink to collect the data from the sensor nodes in the sensing field. The
TBMS aims to minimise the transmission distances between sensor nodes and thereby
extend network lifetime. However, this protocol ignores the retransmission of packets
caused by the limited resources of the CH nodes.
The third method is the multi-core processor technique. This method carries out
multiple tasks at the same time and thus prevents the retransmission of packets. In this
study, the sensor nodes in the LH, EDF and multi-core protocols followed the SPFL
routing algorithm to forward their data to the BS. Further details about the EDF, TBMS
and multi-core processor technique are given in Section 2.4.2.1.
All parameters which are used in the simulation of this subsection are listed in Ta-
ble 3.3 [54, 143]. Additionally, we considered four different scenarios for the validation
of the effectiveness of the proposed scheme, see Table 3.4.
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Table 3.3 Parameters used in the simulation
Parameter Value
Electronics energy (Eelec ) 50 nJ/bit
Initial energy of node (Einit) 0.25 J
Energy for GPS receiver (EGPS) 20 nJ/bit/signal
Energy for data aggregation (Eda) 5 nJ/bit/signal
Communication energy (εmp) 0.0013 pJ/bit/m4
Communication energy (ε f s) 10 pJ/bit/m2
Threshold value of distance (d0) 87 m
Arrival rate per sensor node 0 to 0.1 sec.
Service rate 0.5 sec.
Buffer size 202 bytes
Packet size 2000 bits
Retransmission overhead size 200 bits
Number of nodes (N) 100, 300, 500
Sensing field area 200 , 500, and 1000 m2
Table 3.4 Different scenarios used in the simulation
Scenarios No. of nodes Sensing area
1 100 200 m2
2 100 500 m2
3 300 500 m2
4 500 1000 m2
Figure 3.18 shows the total residual energy after each round when the sensing area
is 200 m2 with 100 nodes. The total residual energy is the sum of the remaining energy
at all sensor nodes after each round in the network. In this figure, when the number
of rounds was less than 300, it is clear that all methods have the same total residual
energy. However, for a greater number of rounds, the TBMS has slightly higher residual
energy than the other two techniques. This is because the mobile sink covers all the
sensing area and thus, reduces the transmission distances between nodes, reducing the
transmission power of the sensor nodes.
Figure 3.18 Total residual energy (200 m2 sensing field and 100 nodes).
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The sensing area and number of nodes were extended as in Table 3.4 in order to
prove that the proposed scheme is better suited for large-scale networks. It is obvious
from Figures 3.19 to 3.21 that the proposed method achieves better energy saving
than EDF and TBMS algorithm, by as much as 1 % and 2 %, respectively, when the
number of nodes is 100 and the sensing area is 500 m2. However, for higher number
of nodes and larger sensing area (i.e., 500 nodes and 1000 m2), it achieves 8 % and
29 % energy saving compared to EDF and TBMS, respectively. This is because the
SPFL protocol balances the load traffic between the nodes on the path. Furthermore,
the LH algorithm gives higher priority for packets that consume more energy so there is
no need for retransmission. As a result, the proposed algorithm extends the network
lifetime. The other observation is that the multi-core technique is superior to the other
methods. However, the proposed protocol has almost the same energy performance
when the number of rounds is relatively high.
Figure 3.19 Total residual energy (500 m2 sensing field and 100 nodes).
Figure 3.20 Total residual energy (500 m2 sensing field and 300 nodes).
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Figure 3.21 Total residual energy (1000 m2 sensing field and 500 nodes).
Figure 3.22 shows the average transmission distances (including the distances for
retransmission packets) for the four algorithms based on the scenarios presented in Table
3.4; where the average transmission distance is the total transmission distances form all
nodes to the BS divided by the number of sensor nodes. As previously mentioned, the
protocols with lower transmission distance are more energy efficient than the ones with
greater transmission distance. It is clear from the figure that the average transmission
distance of the proposed scheme is less than for the EDF and TBMS for all of the
considered scenarios. However, it is also noticeable for all scenarios, the SPFL-LH and
multi-core protocols have almost the same average transmission distances.
Figure 3.22 Average transmission distance (m).
Figure 3.23 shows the average number of hops (including the hops of retransmission
packets) for each of the four schemes based on scenarios shown in Table 3.4. The
average number of hops is the summation of the number of hops between the sensor
nodes and the BS divided by the total number of nodes in the sensing field. For the
first scenario, it is clear that the average number of hops in the TBMS protocol is less
than that in the proposed and EDF algorithms. This means the TBMS is more energy
efficient. However, for the other three scenarios, the proposed algorithm is superior to
the EDF and TBMS methods. It is also obvious the multi-core and the proposed scheme
have almost the same average number of hops for all of the scenarios considered.
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Figure 3.23 Average number of hops.
Figure 3.24 shows the average energy consumption for the first transmission for
the four schemes based on the scenarios of Table 3.4. It is obvious that the average
energy consumption for all four algorithms increased when the number of nodes and
sensing area increased. However, in accordance with second, third and four scenarios of
Figures 3.22 and 3.23, the proposed scheme has lower transmission distance and smaller
number of hops than EDF and TBMS which leads to lower energy consumption. For
example, for the fourth scenario, the proposed scheme achieves 26% and 50% energy
saving compared to the EDF and TBMS algorithms, respectively.
Figure 3.24 Average energy consumption for first transmission (J).
The last sets of results shows a comparison between the proposed scheme and the
other protocols in terms of the first node death (FND), half nodes death (HND), last
node death (LND), transmission time, number of transmitting and receiving packets
and throughput based on Table 3.4 scenario 4.
Figure 3.25 shows the rounds at which FND, HND and LND occur for the four
schemes. When a node dies due to energy depletion, it becomes a non-connected
node. Thus, some sensor nodes transfer their data through a longer distance and hence,
increase energy consumption. From these figures, it is obvious that the FND, HND, and
LND of the proposed scheme occur after that in EDF and TBMS methods which means
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the proposed scheme is more energy efficient and thus prolongs the network lifetime.
However, the HND and LND for the multi-core and the proposed algorithm happen
almost the same round.
Figure 3.25 First, half and last node death for each of the four algorithms (TBMS, EDF,
Multi-core and the one being proposed here).
Figure 3.26 shows the average transmission time for the all the algorithms con-
sidered. The transmission time is the time taken by the packet to travel through the
communication medium from the source node to the ultimate receiver. During the multi-
hop transmission process, each sensor requires the processing time to send and receive
data. The simulation setting adopted was based on [54, 154], which took 2 ms for a
sensor node to make a transmission. All sensor nodes updated their information each
interval period. The length of an interval for update packets is 200 ms. The propagation
delay is calculated by: (transmission distance / speed o f light). Therefore, the total
transmission time is: (propagation delay + processing time f or each transmission).
It appears from this figure that the average transmission time of the proposed scheme is
less than that of the TBMS and EDF. This is because the proposed scheme has lower
transmission distances compared to these two protocols.
Figure 3.26 Average transmission time (s) for each of the four algorithms (TBMS, EDF,
Multi-core and the one being proposed here).
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Figure 3.27 presents the average number of receiving and transmitting packets of
each protocol. As previously mentioned, the intermediate nodes consume most of their
energy during the receiving, processing and transmitting process. Thus, reducing the
number of hops minimises the number of transmitting and receiving packets in each
node on the path. This minimises the total energy consumption of the network and
thereby increases its life. The proposed protocol has a lower average number of received
and transmitted packets compared to that of EDF and TBMS, but slightly more than the
multi-core.
Figure 3.27 Average transmitting and receiving packets for each of the four algorithms
(TBMS, EDF, Multi-core and the one being proposed here).
Figure 3.28 reveals the throughput of the proposed algorithm compared to the three
alternatives, where the throughput is the percentage of successfully delivered packets
sent from the sensor nodes to the BS each round. As can be seen from this figure that
the TBMS has the worst throughput, while the multi-core technique has the best. The
multi-core protocol is superior to the other protocols, but requires extra memory to
handle the packets during processing. Additionally, overheating due to the use of two
processors can cause the damage to the device [127].
Figure 3.28 Throughput (%) for each of the four algorithms (TBMS, EDF, Multi-core
and the one being proposed here).
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3.7 Summary and Contributions to Knowledge
Energy-saving is one of the most essential requirements for WSNs and IoT networks,
as batteries are usually the main source of power for these networks. This chapter has
presented a new routing protocol and a novel scheduling algorithm to minimise energy
consumption and prolong network life. The SPFL protocol balances the network load
between the nodes on the forward path by intelligently selecting the next-hop node with
least transmission distance and a smallest number of forwarding nodes to the BS. While
the LH scheduling algorithm assigned high priority to messages coming from nodes
that are located farther away and have accessed a higher number of hops, to be served
first at CH nodes in order to prevent these messages from being retransmitted.
The performance of the SPFL protocol was evaluated in terms of power consumption
and network lifetime. The proposed protocol achieved improvements of 30 % and 5 %
in energy conservation compared to E-HEED and EAMR protocols, respectively. When
tested under the conditions specified in Table 3.4, scenario 4, the SPFL-LH algorithm
achieved 29 % and 8 % improvements in energy conservation compared to TBMS and
EDF algorithms, and also reduced the average energy consumption each round by 50 %
and 26 % compared to the TBMS and EDF protocols.
A comparisons between the SPFL-LH algorithm and the multi-core technique were
also provided in this chapter. It was shown that the performance of the multi-core
protocol is slightly better than the proposed algorithm for all the considered scenarios.
This is because there is no retransmissions of packets in this protocol. However, the
problem with the multi-core processor system is that it requires a large memory to
hold the packets during processing. Additionally, overheating due to the use of two
processors can cause device damage.
The major contributions of this chapter are summarised as:
• Multi-hop communication reduces the transmission distances between the nodes
and thus extends the network lifetime.
• An energy oriented path selection strategy is proposed which selects the next-hop
node as the one with least transmission distance and fewer forwarding nodes in
order to balance network traffic and prolong network lifetime.
• A simulation study of location of sensor nodes and number of hops, and their
relationship with energy consumption was carried out. It revealed that packets
sent from nodes located furthest from the BS and accessing a higher number of
hops consume more energy during the transmitting and receiving process.
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• A new scheduling algorithm is introduced which assigns high priority for packets
that consume more energy to be served first at the CH nodes and this prevents
these packets from being retransmitted.
In the next chapter, a new routing strategy is introduced that take into consideration
the number of neighbour nodes around each node on the forward path when selecting
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Increasing the number of neighbour nodes around a node has a negative impact on the
network lifetime of WSNs. This is due to the adverse effects caused by the overhearing.
This chapter introduces an algorithm which combines a new routing technique and a
distributed clustering formation to help overcome this problem. The algorithm also
addresses the interference due to overhearing, reduces energy consumption and thus
extends the network lifetime.
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4.1 Introduction
IN dense WSN deployment, each node can have a different number of neighbour nodeslocated within its transmission range (T R), the maximum distance that a node can
communicate its data to other nodes. A transmission from a source node is potentially
overheard by all other neighbour nodes located within its T R, even if these nodes are
not the intended destination [66, 67]. Of course, neighbour nodes can be at different
transmission distances from each other in the sensing field.
A source node also receives data from surrounding nodes when they transmit their
data. However, a node with more neighbour nodes, especially when these neighbours
are located at longer distances, and require a greater value of T R will consumes more
energy than a source node with smaller neighbour nodes and within a shorter distance.
This is because increasing the transmission distances between a node and its neighbour
nodes will consume more energy, so the power required for transmission increases
rapidly with distance (see Figure 4.1). Nodes A and B have a different number of
neighbour nodes located within different transmission distances. However, Node A has
a higher number of neighbour nodes that are located at further distances. This increases
the required transmission power of Node A, which leads to more energy consumption
at this node compared to Node B.
Figure 4.1 Neighbour nodes and transmission distance.
These nodes usually use the unlicensed frequency band 2.4 GHz to communicate
with each other [155]. This particular band will often suffer from interference generated
by other nearby networks working in the same frequency range, with a level of interfer-
ence that increases with increase in the number of neighbour nodes [70]. Because the
2.4 GHz frequency band is overcrowded and limited in capacity this will increase the
probability of packet collision which leads to more packet losses and thus increased
number of retransmissions [156]. Retransmission increases the complexity and number
of overhead transmissions for the network, and thus increases energy consumption [157].
Therefore, a more suitable routing strategy needs to be adopted for disseminating the
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data via a suitable node/path which balances the load within the network by considering
the number and locations of the neighbour nodes around each node [158].
The selection of cluster head (CH) nodes, and their locations, are very important
for node management, to minimise energy consumption, improve load balancing and
thereby lengthen the network lifetime [56]. The choice of the CH nodes should, ideally,
be based on the shortest transmission distances between the node and the BS which
reduces energy consumption.
In the previous chapter, the routing technique differentiated between the nodes on
the path, and balanced the network load by selecting the next-hop node with fewest
forwarding nodes. However, in this chapter, a more advanced energy and geo-location
based modelling of route selection is proposed. This scheme considers the transmission
distances from a node to all neighbour nodes that are within its T R. The interference
measurement approach is adopted to select the next-hop node, and CH node selection
is based on the transmission distances to the BS. The nearest node to the BS in a
sub-cluster is elected as CH node for that sub-cluster. By doing this, the proposed
scheme reduces the transmission distances from a CH node to the BS and thus helps
maximise the network lifetime. The proposed scheme finds an efficient path by which
to forward the data to the BS which, in turn, helps minimise the energy consumption of
the entire network.
4.2 Impact of Interference and Packet Error Rate on
the Energy Consumption
In the following subsections, we first give and evaluate the relation between interference
and energy consumption, as it affects the lifetime of the network. Then, we discuss the
effect of packet error rate on the WSNs communication.
4.2.1 Interference Estimation
In WSNs, the T R has a directly proportional relationship to energy consumption. All
neighbour nodes, within T R of a source node, apart from the destination node see the
transmission of the source node as interference [159]. It is possible that the wireless
transmission from one device can affect the reception of surrounding devices that are
located within its transmission distance [160]. The overall effect of the interference
depends on the number of neighbour nodes within the T R of the source node, as well
as the locations of those nodes around the source node. A node with a larger number
of neighbour nodes can overhear the transmissions from a higher number of nodes,
and this causes greater interference [67]. Also, the greater transmission distance, not
only will more transmission power be required [161] but more nodes will become
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neighbour nodes which raises the possibility of increasing the interference effect. This
will result in degrading the communication quality, increasing data transmission failure
and decreasing the network lifetime.
To correctly estimate interference I(i) which is generated in a node and caused by its
neighbour nodes, the power from each neighbour node received at this node should be








Where N(P) is the number of neighbour nodes which are reachable within the
normal transmit power P. N(Pmax) is the largest neighborhood, for example, all nodes
reachable with the maximum power level Pmax. β is a dimensionless correction factor
which is required to distinguish nodes which utilise maximum transmission power but
have a different number of neighbour nodes. The optimum value of this factor is ≥ 1.
In multi-hop communication, a source node depends on other intermediate nodes to
forward its packets to the destination which is located outside its T R. These intermediate
nodes act as relays for packet retransmissions. Each relay node has number of neighbour
nodes connected to it. Increasing the number of neighbour nodes in each relay on a
path leads to an increase in the collisions between wireless transmission signals in this
particular path. Thus, it increases packet drops and increases both energy consumption





Where Ii, j is the estimated interference that is caused by the transmission from node
i to node j in a path.
Based on Equations 4.1 and 4.2, the number of neighbour nodes and transmit power
levels are the main parameters that affect the interference. A formal assessment of these
properties are:
• The lower the power (P) used to transmit a packet from node i to j, the less
interference is produced. Assuming that the number of neighbour nodes N(P)
is the same for each node involved in the transmission path, the node with less
transmission power P produces less interference Ii.
• The node which is surrounded by fewer neighbour nodes experiences less inter-
ference than nodes that have more neighbour nodes. Assuming that the transmit
power P is the same for each node involved in the transmission path, the node
89
Chapter 4 Energy and Geo-location Based Modelling
with higher number of neighbour nodes N(P) experiences greater interference, Ii,
than nodes with fewer neighbour nodes.
Figures 4.2 and 4.3 show the simulated interference produced at a node, and energy
consumed for different transmission paths. Both figures were generated based on
parameters listed in Table 4.1 [54] and Table 4.2 (scenario 4).
Table 4.1 Parameters used in the simulation.
Parameter Value
Initial energy of node (Einit) 0.25 J
Electronic energy (Eelec ) 50 nJ/bit
Energy for GPS (EGPS) 20 nJ/bit/signal
Energy of data aggregation (Eda) 5 nJ/bit/signal
Communication energy (εmp) 0.0013 pJ/bit/m4
Communication energy (ε f s) 10 pJ/bit/m2
Threshold value of distance (d0) 87 m
Packet size 4000 bits
Advertise message size 200 bits
Number of nodes (N) 100, 300, and 400
Sensing field area 200, 300, and 800 m2
Table 4.2 Different scenarios used in the simulation.
Scenario No. of Nodes Sensing Area
1 100 200 m2
2 100 300 m2
3 300 300 m2
4 400 800 m2
Figure 4.2 shows the estimated interference, based on Equation 4.1, for an individual
node that has a number of surrounding nodes. The figure was generated by randomly
picking ten nodes from the sensing field and giving each node a different number
of surrounding nodes. From this figure, we see that a node with a higher number
of neighbour nodes consumes a larger amount of energy, as explained above, and
experiences higher interference levels. On the other hands, a node with fewer neighbour
nodes consumes a smaller amount of energy and has less interference. This is clearly
seen when comparing the results for 20 and 3 neighbour nodes in Figure 4.2.
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Figure 4.2 Estimated interference vs no. of neighbour nodes and energy consumed.
Based on Equation 4.2, we give an example of the estimated interference for different
paths in a sensing field, with each path having a different number of hops and neighbour
nodes. We see from Figure 4.3 that, generally, a path with a higher number of neighbour
nodes has greater interference than a path with fewer neighbour nodes. For example,
the estimated interference value for the path with 2 hops and 123 neighbour nodes
(0.0595 joule), is higher than for the path with 3 hops and 113 neighbour nodes (0.049
joule). This is because in the former case, the node is surrounded by a greater number
of neighbour nodes than the latter. We conclude that to reduce interference, it is crucial
to use an optimum routing technique that takes into account the minimum number of
neighbour nodes during the next-hop node selection process.
Figure 4.3 Estimated interference for different paths (hops) and number of neighbour
nodes encountered.
4.2.2 Packet Error Rate (PER)
In multi-hop communication, the PER increases with the increase in the distance
between the transmitter and receiver [163], so a a link with a lower PER generates a
lower number of retransmission packets and thus consumes less energy [162].
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The expected cost of energy E(c) used for the transmission to succeed is given in
Equation 4.3 [164], when a number of hops (N) is equal to 1:




Eh is the transmit power which is calculated based on the equation in Section 3.4, ri
is the PER from source node ni to the target node ni+1, i ∈ (1,I) where I is the total
number of nodes.
The probability of packet loss increases with increased number of hops and distance,
which leads to a decrease in the number of packets that reach their target. Therefore,
when the number of hops is 1 ≤ N < I −1, Equation 4.4 shows the PER along the path
over each transmission link i, j as:
PER(path) = 1− ∏
∀(i, j)∈path
(1−PER(i, j)) (4.4)
Where PER(i, j) is the packet error rate when sending packets from source node i
to the target j belong to the same path(i, j). We can conclude that the expected cost of












A simple example is shown in Figure 4.4 to demonstrate the increase in average
expected route cost with the transmission distances, in terms of the number of hops
on the path. The plot was generated by randomly picking six paths from parameters
shown in Table 4.1 and Table 4.2 (scenario 4). Each path uses a different number
of intermediate nodes and distance when forwarding the data from the source to the
ultimate receiver. We assumed that the PER is fixed in each hop, so that the expected
route cost consumes more energy when the transmission distance and PER increase. As
a result, we see that shorting the transmission distances between the nodes on the path
increased network lifetime. The evolution results are based on Equations 4.5.
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Figure 4.4 Average expected route cost (J) with increased number of hops and
distance (m).
4.3 System Model
Here we consider a system composed of a number of sensor nodes which are distributed
randomly in the sensing field and clustered into subgroups not necessarily of equal
numbers. Each group of nodes has a CH node. All nodes have the same T R and same
initial energy level. Each node gathers information from the environment and sends it to
their respective CH node. The task of the CH node is to collect, compress, and forward
the information to the base station (BS), as in most IoT-enabled WSN application
scenarios. The BS acts as the gateway between the sensor nodes and end-users. It is
fully powered and placed in the centre of the sensing field as shown in Figure 4.5. The
distance (di) between two nodes is given by Euclidean geometry (see Equation 3.1).
Matlab software was used to simulate the proposed network and Table 4.1 shows the
initial parameters of the WSNs for simulating a different number of nodes and sensing
areas based on Table 4.2 scenarios [54], On page 90.
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Figure 4.5 Typical WSNs architecture.
4.3.1 Proposed Algorithm
The primary goal of the proposed energy and geo-location algorithm is to reduce
transmission distances and balance the power usage among the nodes, and thus increase
the network lifetime of WSNs. The proposed scheme is divided into two main phases,
but note that neighbour nodes in this algorithm are nodes which are located within the
T R of a node and connected to it by a single-hop.
• Phase 1: we assume that each node has sufficient initial power to communicate
with the others. Sensor nodes are required to exchange a Hello message before
the actual data communication begins. The proposed protocol is designed so that
sensors establish communication and negotiate the parameters of the network
before transmitting data such as sensor location, number of neighbour nodes, and
other important details. Thus, a sensor node sends a synchronised packet (SY NC)
over the network to discover all neighbour nodes. Sensor nodes not located within
the T R of a source node will be in sleep mode. The neighbour nodes respond
to the SY NC packet and store a sensor node information, they then return a
confirmation receipt synchronise − acknowledgement (SY NC/ACK), back to the
source node. Upon completion of this process, connection has been established
between the nodes in the sensing field. The nodes and BS can communicate with
each other based on these steps, as shown in Algorithm 4.1, lines 1-12.
The T R of the nodes and sensing field are based on the parameters shown in
Table 4.1, and scenarios shown in Table 4.2.
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• Phase 2: the three main parameters considered in this phase: transmission dis-
tance from the source node to the next hop; transmission distances between each
node and their neighbour nodes; and the estimated interference. However, during
the path selection, the proposed algorithm gives priority to the path with least
transmission distance. In the case where two paths have the same transmission
distances, the path selection gives priority to the lower transmission distances
between each node and its neighbour nodes. The estimated interference is the last
parameter to be considered in the path selection process. The steps of the path
selection process are described as follows:
(1) In multi-hop transmission, nodes use intermediate nodes to forward their
packets. The proposed protocol determines the least average hop length to





Where dis(i, j) represents the total transmission distances from the source
node i to the final destination j and S(i, j) is the total number of nodes on the
path, see lines (14-15) in Algorithm 4.1.
Figure 4.6 Two paths with same overall distance but different hops.
Consider the simplified scenario shown in Figure 4.6. The source nodes
Nodes A and B forward their data to the ultimate receiver via two different
paths. The total transmission distance for each path is 250 meters. However,
the number of intermediate nodes in these paths are not the same. Node A
sends its data to the BS via four hops while Node B sends its data via three
hops.
For path1, according to the Equation 4.6, the average hop length is 62.5 m.
For path2, the average hop length is 83.3 m. Using the equations described
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in Section 3.4 and parameters given in Table 4.1, we find that the total energy
consumed for Paths 1 and 2 is 0.00142 and 0.00143 Joule, respectively. Path
1 is the best way to transmit the data packets. This is supported by the study
[165] which showed that the shorter the average hop length, the less energy
consumed and the longer network lifetime.
In case where a source node has two neighbour nodes with the same trans-
mission distances towards the BS, the selection process is more complicated.
In this case, a different next-hop selection policy and procedure should be
implemented.
We see that the proposed method takes into consideration the transmission
distances between a node and its neighbour nodes.
(2) In a such case, the proposed algorithm first calculates the transmission cost







Where di is the sum of transmission distances between the node and its N
neighbour nodes.
Secondly, the proposed method chooses the next-hop node with the lowest
T ci. This selection process is shown in lines 23-24 of Algorithm 4.1.
Because of the high density of sensor nodes in the sensing field, in some
cases, different nodes can have same T ci. In this case, estimated interference
is considered by the algorithm for the next-hop selection.
(3) In this step, the proposed scheme calculates the estimated interference of
nodes that have the same transmission distances and T ci. The node that
has least estimated interference is selected as the next-hop node based on
Equation 4.1. This step is presented in Algorithm 4.1 in lines from 26-30.
When a new node joins the network, it starts by sending a message advertising
its presence to its neighbour nodes to establish a connection with them. As
soon as, it establishes the connection, it will be considered by the proposed
algorithm for minimising transmission distance from the source node to the
next hop, between each node and their neighbour nodes, and the estimated
interference.
A brief example of the proposed algorithm incorporating the above steps is shown in
Figure 4.7. Sensor nodes are distributed randomly in the sensing field. Node A forwards
its data to the BS through intermediate nodes. Node B and C are the two nodes to be
selected as the next-hop node for Node A. However, these two nodes are located with
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the same transmission distance from Node A and they have the same T ci. However,
the estimated interference of Node C is less than that of Node B. This is because the
former has fewer neighbour nodes than the latter. Therefore, Node C is selected as the
next-hop node to receive the data from Node A. Then, Node C selects the next-hop
node based on the above criteria and so on until the data reaches the BS.
Figure 4.7 Typical WSNs clustering formation.
4.3.2 Clustering Formation
Clustering and selection of CH nodes as a strategy to minimise energy consumption for
WSNs have been widely reported in the literature [166]. The CH node of a cluster acts
as a coordinator within the substructure and plays a crucial role in transmitting packets.
Selecting a specific node as a CH is not arbitrary. It depends on different factors and
parameters, such as hop length to the BS, location of the node, its energy level, etc.
Therefore, the proposed algorithm introduces a new CH selection procedure, based on
tree-based clustering technique, that can reduce energy consumption.
Here, tree-based clustering uses fixed clusters to provide communication between
nodes and the BS. It divides the sensing field into sub-clusters and each cluster has
some number of nodes. These nodes are connected with each other using tree-based
routing concepts. When a node is allocated within a cluster, it remains a member of that
cluster for the entire life of the network. Thus, it eliminates the energy consumption
overhead needed to select new clusters at every transmission round which is a common
approach for most WSNs methods.
Shorting transmission distance between the nodes and the BS is the most energy-
efficient way to deliver the data. Therefore, the proposed algorithm selects the node
which has the shortest transmission distance to the BS as the CH node for its cluster.
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In other words, those nodes a single hop away from the BS have higher priority when
selecting the head node of a cluster. These steps are shown in Algorithm 4.1, lines
16-20.
For instance, as shown in Figure 4.7, the nodes are distributed randomly in the
sensing field and they send their data to the BS through intermediate nodes. Node 1 is
deployed as the CH node for its sub-group as it is located at the shortest distance from
the BS. The nodes collect data and deliver it via intermediate nodes to this CH, and it is
then forwarded to the BS. However, the amount of energy available at each node is not
infinite. Therefore, when the power of Node 1 is exhausted, it fails to operate and is
"out of service". The failure of this node should not affect the overall operation of the
network, and alive node must be selected as the new CH node, based on the proposed
algorithm. Thus, in the case of Node 1 running out of energy, the priority is given to
Node 2, which is selected as cluster head of the sub-group, provided it has sufficient
energy. Node 2 is selected because it is closest to the BS compared to other nodes in
its sub-group. After Node 2 has depleted its power, Node 3 will become the CH of
its cluster, and so on. Figure 4.8 summarises the proposed algorithm with the aid of a
flowchart.
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Figure 4.8 Flow-chart of the proposed algorithm.
99
Chapter 4 Energy and Geo-location Based Modelling
Algorithm 4.1 :Pseudo-code for the proposed algorithm.
Initialization
Set Nn(p) = neighbour nodes (N1(p),N2(p), ....,etc.)
Set SNs = sensor nodes
Set CH = cluster head
Set d(i,BS) = the distance between the source to the BS
Set min.dis = minimum distance to next hop
Set Avg.dis.neig = average distance to neighbour nodes
Set In = the amount of interference for each node
1: procedure Phase1 : ROUTE DISCOVERY
2: for all SNs do
3: if SN ∈ Nn(p) then
4: SN send SY N packets
5: else
6: SN out of coverage area (in sleeping mode)
7: end if
8: end for
9: for all Nn(p) ∈ SNs do
10: Nn(p) send SY N/ACK packets to SN
11: end for
12: end procedure
13: procedure Phase2 : ENERGY & GEO-LOCATION ROUTE
14: Calculate d(i,BS)
15: Find min.dis f rom (i,BS)
16: if (1−hop) away from the BS then
17: A node becomes a hopping cluster member and executes ClusterFormation
18: else
19: Sensors gather the data and forward it to the next hop
20: end if
21: for all SNs ∈ Nn(p) do
22: Find min.dis to next hop (T ci)
23: if Avg.dis.neig1 < Avg.dis.neig2 then
24: Select Avg.dis.neig1 as the next hop
25: else if Avg.dis.neig1 == Avg.dis.neig2 then
26: if In(1) < In(2) then
27: Select In(1) as the f orwarder path
28: else
29: In(2) is the next path
30: end if
31: else
32: Select Avg.dis.neig2 as the next hop
33: end if
34: end for
35: Forward packets to the target node
36: end procedure
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4.3.3 Energy Consumption Model
A common power model [15] is assumed for this study and used to calculate the
expected energy cost during the transmission and reception of data packets. It is a
simple model of energy dissipation in radio hardware, where the transceiver dissipates
energy to run the radio electronics and the power amplifier. The radio energy dissipation
model is shown in Section 3.4, and Figure 3.10, and the total energy consumption is
calculated using the equations in the same section.
4.4 Results and Discussion
This section presents the results obtained from the proposed algorithm and benchmarked
against algorithms widely used today: Energy-Aware Multi-hop Multi-path Hierarchy
protocol (EAMMH) [153], Power-Efficient GAthering in Sensor Information Systems
(PEGASIS) [82], Tree-Based Mobile Sink (TBMS) [54].
The EAMMH scheme is one of the LEACH modification protocols which shows a
new routing technique and clustering formation to deliver the data from sensor nodes
to the BS. EAMMH partitions the sensing field into sub-clusters and each sub-cluster
has a main-CH and number of child-CH nodes. The main-CH should be an optimum
distance from these child-CH nodes. In this way, the EAMMH reduces the transmission
distances between sensor nodes and the CH nodes to extend network lifetime.
PEGASIS forms chain-like links between sensor nodes to transmit the data. Each
node receives the data from, and transmits it to, a close neighbour. Two nodes at the
end of the chain routing structure will send the data through intermediate nodes to the
leader node and then the leader transmits it to the BS. The main purpose of PEGASIS is
to shorten the transmission distances between nodes, and thus the energy consumption
of each node is minimised.
The TBMS technique adopts a dynamic sorting algorithm to create a tree-cluster
routing structure and a mobile sink to collect the data from the sensor nodes in the
sensing field. The idea of TBMS is to reduce the hop distances between nodes and
thereby extend network lifetime. Further details about the EAMMH, PEGASIS and
TBMS protocols are given in Section 2.4.2.1.
All the simulations were repeated 20 times using Matlab for different network
topologies with the sensor nodes distributed randomly at the start of each simulation.
The averages of these simulations were computed and the obtained results are shown
below. All the parameters used in the simulations are listed in Table 4.1 [54]. Addition-
ally, we considered four different scenarios for the validation of the effectiveness of the
proposed scheme, see Table 4.2.
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Figure 4.9 shows the average transmission distances for the four schemes based on
the scenarios presented in Table 4.2; where the average transmission distance is the total
transmission distances for all sensor nodes divided by the number of sensor nodes. We
see the lower transmission distances are best for more efficient data dissemination. It is
obvious from Figure 4.9 that the proposed algorithm gave lower transmission distances
than other three for all scenarios considered.
Figure 4.9 Avg. transmission distance (m).
Figure 4.10 presents the average number of hops for each of the four algorithms
based on the scenarios shown in Table 4.2. The average number of hops is the summation
of data relays in multi-hop communication to reach the BS, divided by the number
of nodes in each scenario. Clearly, the EAMMH protocol has fewer hops than the
other algorithms. This is because of the multi-hop transmission behaviour used in this
approach; the node sends its data in one or two long hops to the BS. Conversely, the
PEGASIS protocol has a highest number of hops, which reduces end-to-end reliability
and the lifetime of the network. However, the optimal number of hops is achieved by
both proposed protocol and TBMS technique.
Figure 4.10 Avg. number of hops.
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Figure 4.11 demonstrates the average energy consumption for the first transmission
for the four algorithms based on scenarios of Table 4.2. The energy was calculated for
each node by including the energy used for collecting, transmitting, advertising and
receiving packets. It is clear that the average energy consumption for all four algorithms
increases when the number of nodes and sensing area increased. Clearly, in accordance
with Figure 4.9, the proposed scheme has lowest transmission distance, and this leads
to lower energy consumption than the EAMMH, PEGASIS and TBMS algorithms by
64%, 62%, and 29%, respectively, in the case of the largest number of nodes (400) and
the greatest area (800 m2) covered.
Figure 4.11 Avg. energy consumption for first transmissions (J).
Table 4.3 shows the simulated network lifetime for the four protocols, as determined
by the death of the last node. The results reveal that the proposed scheme has the longest
lifespan for all the scenarios considered. This is consistent with the results presented in
Figures 4.9 and 4.11.
Table 4.3 Network lifetime till the last node dies.
Nodes and sensing area Proposed TBMS PEGASIS EAMMH
100 nodes, 200 m2 594 594 396 262
100 nodes, 300 m2 562 533 317 241
300 nodes, 300 m2 605 417 392 263
400 nodes, 800 m2 447 313 247 161
Figure 4.12 shows total energy remaining in the network after each round when
the sensing field had an area of 200 m2 with 100 nodes. It appears that TBMS and the
proposed protocol give almost the same values. This means that a random mobility
pattern is suitable for fewer nodes and smaller area (100 nodes and 200 m2). The TBMS
scheme and the proposed method outperform other protocols.
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Figure 4.12 Total remaining network energy (200 m2 sensing area and 100 nodes).
To prove that our protocol was well-designed, the sensing area and number of nodes
were extended as in Table 4.2. It appears from Figures 4.13 to 4.15 that the proposed
technique achieves better energy savings than the EAMMH, PEGASIS and TBMS
algorithms, by as much as 177%, 80% and 42% respectively in the case of the largest
number of nodes (400) and the greatest area (800 m2) covered.
The current protocol performs better as the number of nodes and sensing area
increase. This is because the proposed protocol takes a smart decision to balance the
traffic load; it shifts the traffic from overloaded nodes to other nodes with less traffic,
and thereby reduces the network congestion. This leads to an increase in the lifespan
of the nodes. Figures 4.13 to 4.15, show that the proposed algorithm significantly
improved network lifetime compared to EAMMH, PEGASIS and TBMS methods.
Figure 4.13 Total remaining network energy (300 m2 sensing area and 100 nodes)
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Figure 4.14 Total remaining network energy (300 m2 sensing area and 300 nodes)
Figure 4.15 Total remaining network energy (800 m2 sensing area and 400 nodes)
The simulation results shown in Figures 4.12 to 4.15 are summarised in Table 4.4,
together with results obtained for the other scenarios shown in Table 4.2 which shows
that the proposed algorithm outperformed the other three. This is because the proposed
algorithm finds a better load balance between the nodes in the sensing field and thus
extends network lifetime.
Table 4.4 Relative improvement in network lifetime obtained with proposed algorithm
compared to EAMMH, PEGASIS, and TBMS.
Nodes and sensing area TBMS PEGASIS EAMMH
100 nodes, 200 m2 0% 50% 126%
100 nodes, 300 m2 5.4% 77% 133%
300 nodes, 300 m2 45% 54% 130%
400 nodes, 800 m2 42% 80% 177%
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The sets of results below show how the proposed algorithm compared to the other
three in terms of nodes remaining active, delay time, the number of retransmissions
per each message (RPEM), transmission overhead and throughput based on Table 4.2
scenario 4.
Figure 4.16 reveals the number of alive nodes remaining after a given number of
rounds for each of the four algorithms. It is seen from the figure that the proposed
scheme achieves a longer network life than the others. The proposed algorithm extends
the network lifetime compared to EAMMH, PEGASIS and TBMS by 177%, 80% and
42% respectively.
Figure 4.16 Nodes remaining active after each round for each of the four algorithms
(EAMMH, PEGASIS, TBMS and the one being proposed here).
Figure 4.17 depicts the average transmission time for the all the algorithms con-
sidered based on Table 4.2 (scenario 4). The transmission time is the time taken by
the packet to travel through the communication medium from the source node to the
ultimate receiver. During the multi-hop transmission process, each sensor requires the
processing time to send and receive data. The simulation setting adopted was based on
[54, 154], which took 2 ms for a sensor node to make a transmission. All sensor nodes
updated their information each interval period. The length of an interval for update
packets is 200 ms. The propagation delay is calculated by: (transmission distance
/ speed o f light). Therefore, the total transmission time is: (propagation delay +
processing time f or each transmission). It appears from this figure that the average
delay time for the proposed scheme is lower than for EAMMH, PEGASIS and TBMS.
This is a clear trend of decreasing transmission distances by the proposed algorithm.
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Figure 4.17 Average transmission time (s) for each of the four algorithms (EAMMH,
PEGASIS, TBMS and the one being proposed here).
When a hop node or CH dies due to energy exhaustion, this means a packet is
retransmitted and requires the sensor nodes to send data to the BS through the hop node
or the CH node. Figure 4.18 depicts the RPEM for the four algorithms, for 400 nodes
and a sensing area of 800 m2. It is clear that the proposed scheme has a lower number
of RPEM than the others. This means that most messages can be delivered successfully
per round. In other words, the throughput is higher than for the other three schemes.
It reflects that the proposed algorithm brings a lower transmission overhead for each
round as can be seen in Figure 4.19.
Figure 4.18 Number of RPEM for each of the four algorithms (EAMMH, PEGASIS,
TBMS and the one being proposed here).
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Figure 4.19 Transmission overhead (%) for each of the four algorithms (EAMMH,
PEGASIS, TBMS and the one being proposed here).
Figure 4.20 shows the throughput of the proposed algorithm compared to the three
alternatives, where the throughput is the percentage of successfully delivered packets
sent from sensor nodes to the BS each round. As can be seen from the figure, the
proposed scheme has higher throughput because of the optimal number of hops and low
RPEM during the data transmission process.
Figure 4.20 Throughput (%) for each of the four algorithms (EAMMH, PEGASIS,
TBMS and the one being proposed here).
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4.5 Summary and Contributions to Knowledge
In order to minimise energy consumption and enhance WSN lifetime, a new routing
strategy and distributed clustering formation have been presented in this chapter. It has
been demonstrated that larger numbers neighbour nodes has a negative impact on the
overall network in terms of energy consumption and communication traffic. This inves-
tigation demonstrated that the transmission overhead and energy consumption increased
when the number of neighbour nodes increased. To minimise energy consumption
and extend network lifetime, the proposed method of CH node selection is founded
on tree-based clustering and a low transmission distance between the CH node and
the BS. The performance of the proposed algorithm was evaluated in terms of power
consumption, end-to-end delay and transmission distances, and then compared with
EAMMH, PEGASIS and TBMS. Detailed analysis showed that the proposed scheme
achieved improvements of 64%, 62%, and 29% in energy conservation as compared
to EAMMH, PEGASIS and TBMS protocols, respectively. The proposed scheme
also extended the network lifetime by 177%, 80% and 42%, respectively relative to
EAMMH, PEGASIS, and TBMS.
The major contributions of this chapter are summarised as:
• Some mathematical equations of interference and number of neighbour nodes,
and their relationship with transmitting power has been developed. It shows
that increasing the number of neighbour nodes increases interference, and the
transmission power.
• Based on the number of neighbour nodes, the estimated interference for each
sensor node and less transmission distances, the proposed algorithm makes
intelligent decisions to forward the data to the next-hop node when determining
routing.
• An important feature of the proposed technique is well-balanced network traffic
minimising the probability of packet collisions and so increasing the performance
of the overall network.
• A new clustering architecture using the multi-hop concept and which reduces
transmission distances has been adopted to reduce the energy consumed by each
node and so extend the network lifetime.
• The proposed protocol combined energy considerations with geo-location routing
to select a path with less interference.
The next chapter focus on an efficient data transmission and a real-time remote
monitoring system that reduce the energy consumption for WSNs and IoT devices.
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Efficient Data Transmission and
Remote Monitoring System for IoT
Application
Aggregation and transmission of data are considered as the main reasons for energy
consumption by WSNs and IoT devices. These devices waste some of their energy in
processing and transmitting redundant and unnecessary data. Therefore, this chapter
presents means to eliminate redundant data and consequently reduce the number of data
transmissions. As a result, energy consumption of the IoT device is reduced. The study
also provides a remote monitoring system for the end-user that can check and track the
performance of these sensors/IoT devices during real-time communication.
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5.1 Introduction
AS explained earlier the uses of IoT and WSNs often require a dense deploymentof sensor nodes over the area to be monitored [46]. Dense deployment will
often produce highly related and redundant data which need to be processed for redun-
dancy checks and routed appropriately in a single or multi-hop manner to the ultimate
receiver [72].
Sensor nodes normally rely on limited battery power and each sensor is composed
of three main parts, sensing unit, computing unit and communication unit [129]. All
three units require power for operation. According to an investigation by [13], the
communication unit uses 60% of the energy available, and the sensing unit consumes
30%. As a result, transmitting multiple copies of the same packet consumes proportion-
ally more energy and leads to reduced the network lifetime. Thus, adopting a suitable
aggregation method that allows the connected devices to sense useful data and share
only these data when required is highly recommended.
In this chapter, as an example of the many industries that use real-time networks
to promote the operation of manufacturing processes [167]. We choose a gas turbine
engine blade as an applications of the IoT to sense, forward and monitor data over the
internet, based on the cloud infrastructure. The objective of this chapter is to filter and
eliminate redundant data, reduce the number of packets transmitted, and decrease the
amount of data transmitted over the network. This should improve energy efficiency and
performance of the entire system. It also proposes a real-time monitoring system that
allows the end-user to interrogate the transmitted data and quickly check the machine’s
condition in real-time.
In the previous chapters, the study focused on scheduling and routing algorithms for
WSNs that reduced energy consumption and extended network life. The algorithms were
developed for a futuristic IoT paradigm where a large number of nodes are distributed
over a large geographical area. In this chapter, we show a real-time application of a
smaller scale use of IoT on an industrial setup. We focus on the different but equally
important problem of data redundancy which increases energy consumption. The aim
of this chapter is not to validate the algorithms from previous chapters on a hardware
platform, but to demonstrate a real application of how data should be handled by
constrained IoT devices and transmitted from these to the ultimate receiver over the
internet. This leads to a reduced volume of data transmissions and thereby reduces the
process of scheduling and routing data on each device in the network. As a result, this
also acts to reduce energy consumption and foster the success of IoT technology.
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5.2 Network Configuration
This section provides a description of a suitable aggregation technique to reduce the data
redundancy of a typical IoT monitoring system. A distributed software and hardware
system are developed that can sense the analogue data via sensors from the blade of the
gas turbine engine and forward it to a Raspberry Pi (RasPi) through a Custard Pi (CPi).
The RasPi is one of the key learning platforms for IoT. It provides a complete operating
systems (i.e., Raspbian Linux, Windows, Android, , IoT Core, etc.) in a tiny platform
for a very low cost [168], and was used as an IoT device for this study.
However, RasPi does not have any analogue input to read the data from sensors
[169] and the CPi was used to convert the data from analogue to digital. After that, the
RasPi processed and filtered data redundancy and then forwarded digital information
to the end-user via a cloud infrastructure over an IP network. The use of the RasPi
should, in effect, reduce the overall usage of resources and improve the efficiency of the
network. The functions of the various components and software are explained below
and shown in Figure 5.1.
Figure 5.1 Overview of system architecture.
The overall system is divided into two main parts. The first part is located at the
University of Manchester (UoM). It includes the test section (water rig) which simulates
the blade of a gas turbine engine. The reason for using water as the working fluid is
that due to the lower kinematic viscosity of water compared to air, high Reynolds and
rotation numbers can be achieved at lower velocities [170]. The test section had six
sensors positioned randomly in different locations of the test section to detect the flow
rate of the water, and provide data to the publisher device (RasPi) through the CPi
board. The RasPi collects and processes these data based on the energy-efficient data
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forward (EEDF) policy and then transmits to the hosted message broker (MQTT) over
the internet.
The second part of the system is located at the monitoring site and contains the
subscriber device (monitoring server) and database to receive the data that comes from
the MQTT broker, and to store it on the monitoring server database using the predictive
non-dispatch data (PNDD) algorithm. The PNDD protocol also provides a real-time
plotting system to the end-user on the monitoring server.
Figure 5.2 shows the data flow direction in each part of the system. The proposed
system consists of several subsystems and protocols that manipulate the data to share
and communicate with each other, each will be explained in detail below.
Figure 5.2 Schematic diagram of the proposed system.
5.2.1 Message Queuing Telemetry Transport (MQTT) protocol
MQTT is one of the most commonly used protocols in IoT applications. [32]. It was
originally created and developed by the IBM company [171]. It is an ISO standard
based on the publish/subscribe (pub/sub) communication pattern [172]. MQTT works
on the top of the TCP/IP protocol which can carry a sequence of nearly 256 megabytes
of data, usually adding a fixed header of two bytes to most payloads [135]. The
main purpose of this protocol is to reduce the burden of IoT constrained devices
for sending/receiving messages. These devices usually have limited memory, power,
bandwidth and processing unit.
There are three kinds of actors in the pub/sub architecture system; publisher, broker
and subscriber [173]. A publisher device sends the messages identified by a specific
topic to the broker. Then, the broker forwards these messages to every subscriber device
interested in that topic. A broker handles all messages passing from the publisher to
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subscriber devices. There are no standard topics for the MQTT protocol. The publisher
can define any topic with one or more subscribers.
Figure 5.3 An example of MQTT protocol use-case with different topics and clients.
MQTT protocol supports a hierarchical topic name-space [12]. The subscription
topics consists of one or more topic levels. Each level is separated by a forward slash
”/” as shown below:
Two wild cards characters are supported for subscriptions to hierarchical topics as
described below [174]:
− Single Level Wild-card (+): presents one topic level of the hierarchy and uses
the character ”+ ” between delimiters, for instance:
− Multi-Level Wild-card (#): covers many topic levels. The character # represents
the multi-level wild card in the topic. It must be placed as the last character in the
topic and is preceded by the character ”/”.
The MQTT protocol supports three possible quality of service (QoS) values con-
cerning the guarantee of delivering a message between publisher and subscriber devices.
The QoS level implementations for the MQTT protocol are [174]:
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• QoS (0), at most once: is the simplest, fastest mode method of transfer with
lowest overhead. The sender simply publishes the message to the broker, there are
no acknowledgement packets between the publisher and the broker. Therefore,
there is no guarantee of message delivery.
Figure 5.4 Quality of Service (0) of MQTT.
• QoS (1), at least once: delivers the messages at least once to the receiver. The
sender forwards the message and waits for an acknowledgement (PUBACK)
packet from the broker. This level guarantees that the message will be forwarded
successfully to the broker. However, the message may reach the broker more than
once.
Figure 5.5 Quality of Service (1) of MQTT.
• QoS (2), exactly once: is the highest level of MQTT services. This level guaran-
tees that the message will be received once by the broker. There is a sequence
of four messages (a four-part handshake) between the sender and MQTT broker.
When the handshake messages have been completed, both the sender and receiver
have confirmed that the data was sent exactly once.
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Figure 5.6 Quality of Service (2) of MQTT.
Because the MQTT protocol consumes less power and is faster than the HTTP, many
systems use the MQTT instead of the HTTP protocol as the core of data transportation
[175]. Therefore, in this study, the MQTT protocol has been selected to control the
IoT device (RasPi) through the internet. Furthermore, the experiment results in [172]
showed that the QoS (2) has a lower packets loss rate than QoS (0) and QoS (1).
Therefore, the QoS (2) was selected for this study in order to receive the data exactly
once.
Most MQTT brokers do not have any built-in technique to store MQTT client data
permanently into the database. If the connection between sender and broker is QoS (0)
then the data does not need to be stored, and the messages are delivered to only the
currently active and connected subscribers [176]. When the connection is QoS (1), the
messages often have to be stored temporarily on the broker if the subscriber is online.
However, the message is stored for longer if the subscriber is offline or the retain flag is
on the message [177]. However, if QoS (2) is selected then the messages are stored in
the broker for a period of time until the transaction is fully committed [177]. For these
reasons, a database must be installed on the monitoring server to store the data sent by
the publisher device.
5.2.2 Embedded Database SQLite
SQLite is an open-source and extremely lightweight relational database considered
the most widely used of all database engines [178]. It was written by D. Richard in
2000 using C-language [179]. SQLite is used by several web browsers in common use
(e.g., Safari), in embedded systems (e.g., mobile phones), and operating systems (e.g.,
Windows 10). It is faster than other popular client/server SQL database engines such as
MySQL, Oracle, etc. for most common operations [180]. SQLite is a zero-configuration
which means no complex setup or administration is needed and it supports terabyte-size
databases [181]. Therefore, it was selected as an embedded database for monitoring
server storage.
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5.2.3 Eclipse Paho Library
"Paho project was created to provide scalable open-source client implementations of
open and standard message protocols aimed at new, existing, and emerging applications
for IoT [182]". Paho initially started with MQTT publish/subscribe client implemen-
tations for use on embedded platforms. Paho client libraries are available on various
platforms and programming languages such as Python, Java, C, C++, etc. [182]. For
this study, Paho client programming is performed in Python.
5.2.4 Raspberry Pi Single Board Computer
RasPi is a tiny and affordable microcomputer based on the Raspbian Linux operating
system [133]. It comes in different models ranging from RasPi1 A (first produced in
2013) to RasPi4 B (first produced in 2019). This study used model RasPi3 B because
it is cheaper than other models and still suitable for our purpose. It includes 512
megabytes of RAM and an ARM1176JZF-S 700 MHz processor [168].
Figure 5.7 shows the RasPi board. The board does not include a built-in hard disk
and so relies on a micro secure digital (SD) card for booting and long-term storage. It
also uses a 5 Volt power supply with recommended input current of 700 mA. The unit
offers less complexity and better solutions than other IoT platforms for monitoring IoT
devices [183]. In this research, the RasPi is used as an example of an IoT device to
collect the data from six sensors deployed in the test section, then to process the data,
and send the data to the end-user (monitoring server).
The output of these sensors are voltages, and the RasPi converts the output data
into pressure using the digital manometer and Equation 5.1. For a given voltage (V ,
milli-volts), the pressure (p, mbar) is given by:
Pressure(P) = (261.95∗V )−129.96 (5.1)
Where V is the aggregated data from a single sensor. The RasPi was integrated
with Wi-Fi, ethernet port and Adafruit IO as an IoT platform. It also included USB
ports, general purpose input/output (GPIO) pins to interface with LEDs, high definition
multimedia interface (HDMI) port, and others. The digital manometer device includes
calibration facilities and can be used to measure low-pressures [184].
117
Chapter 5 Efficient Data Transmission and Remote Monitoring System for IoT
Application
Figure 5.7 Raspberry Pi board (model RasPi B).
5.2.5 Custard Pi Add-on Board
The CPi board is a range of cards that connect to the GPIO pins of the RasPi to provide
a variety of options [185]. The RasPi GPIO does not support any analogue inputs and
thus, CPi was added. The CPi has 8 analogue channels with 12-bit analogue-to-digital
(ADC). The CPi 1 and 2 use non-stackable connectors. Hence, once the board is fitted
into the RasPi, nothing else can be plugged into the GPIO connectors. However, the
CPi3, 4 and 5 does use stackable connectors which means that other boards can access
the GPIO pins if required. CPi 6 uses a ribbon cable to transfer the data and is too large
to plug into the RasPi [185]. The current study used CPi 3A. The board simply plugs
into the 26-way (RasPi B) GPIO connector. The LED is fitted on the board and supplied
with the 3.3 V to confirm correct plug-in. The RasPi is protected from accidental
connection of a high voltage by the use of an analogue to digital chip connected to the
SPI bus using MCP3208 IC. Each analogue input is 2.5 V per channel in single-ended
mode. Easy to connect crew terminals are supplied for the 8 channels for the external
sensors. The CPi3A unit is shown below:
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Figure 5.8 Custard Pi 3A.
5.2.6 Pressure Transmitter (Type 663)
The Huba Control Type 663 pressure level transmitter, see Figure 5.9, has calibrated
and temperature compensated sensor signals output as a voltage [186]. Sensor sensitiv-
ity/accuracy is largely unaffected by temperature, because each sensor automatically
compensates for surrounding temperatures in range -20 to 70 °C [186]. The pre-
amplified linear voltage output signal can be connected directly into an electronic
control system. This study used six pressure transmitter sensors to collect data from
the test section. Each sensor is positioned in a different place in the test section and
connected to an individual channel via the CPi board. The pressure transmitters read
the pressure values and forwards them to the RasPi via the CPi.
Figure 5.9 Huba type 663 differential pressure transmitter.
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5.3 Data Filtering and Predicting Processes
This study aims to reduce redundant data transmissions and thus help minimise energy
consumption of the IoT device (RasPi), to help minimises transmission delay, amount of
data and bandwidth used over the entire network (i.e., from publisher to the subscriber
device). The study also provides a real-time monitoring system to the end-user that
allows checking and tracking of the status of the device/sensors. In such a study, the
data aggregation is generally divided into two stages. The first stage is called the
energy-efficient data forward (EEDF) algorithm. While the second stage is called the
predicted non-dispatch data (PNDD) algorithm. The EEDF protocol senses, filters and
forwards the data by RasPi to the MQTT broker. However, the PNDD protocol predicts
and receives the data from the MQTT broker and then stores and plots these data on
the monitoring server. The EEDF and PNDD algorithms were written in Python and
implemented in the RasPi and monitoring server, respectively.
In the following sub-sections, further details about the proposed algorithms are
described by highlighting their techniques and strategies.
5.3.1 Filtering Process
The first purpose of the EEDF algorithm is to sense the analogue data from the six
sensors connected to the RasPi via the CPi. The RasPi is required to establish a
connection with the MQTT broker before the actual data communication begins. Any
device that is connected to the network and exchanges application messages through the
MQTT broker requires an MQTT client. Therefore, an MQTT client is installed on both
publisher (RasPi) and subscriber devices (monitoring server) to connect, disconnect,
publish and subscribe data. The RasPi must specify a topic to publish data to the MQTT
broker, and only the device that is subscribing to the same specified topic can receive
that data from the MQTT broker. By establishing connections between the RasPi and
the MQTT broker based on MQTT QoS (2), the important decisions taken are based on
the EEDF algorithm.
Each sensor senses 7 bytes of data, obtained by sensing events from the test section.
Thus, the total data gathered by all sensors is 42 bytes. It is now proposed that the EEDF
algorithm also checks and compares simultaneously collected data with the previous
record for each sensor individually. If the collected data in each sensor is not equal to
the previous record, then it is sent to the broker via the internet. Otherwise, the EEDF
protocol detects no change in the data and then filters the duplicated data out and thus
this data is not sent to the broker. As a result, the RasPi antenna goes into sleep mode.
Of course, in the first round, all the collected data is sent to the broker because there is
no previous data record for comparison. As a result, the proposed scheme minimises the
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processing and transmission time for the RasPi. This, in turn, helps minimise the energy
consumption of the RasPi. It also reduces the delay time and bandwidth used over the
entire path of the network and improves the performance of the end-to-end system.
The flowchart of the proposed algorithm to sense and forward the data is presented in
Figure 5.10.
Figure 5.10 Flow chart of the publisher algorithm.
5.3.2 Predicting Process
The first concern of the PNDD protocol is to establish the connection between the mon-
itoring server and MQTT broker based on MQTT QoS (2). When the QoS (2) process
is complete, the connection is created and the monitoring server can communicate with
the MQTT broker and receive messages. However, the PNDD algorithm requires a
database to store the data that comes from the MQTT broker. Therefore, SQLite was
installed on the monitoring server to store, analyse and plot the data.
After that, the PNDD protocol listens to the MQTT broker and gets a copy of the
data forwarded by RasPi. The transmitted data could be a number of bytes or an empty
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row based on the EEDF publisher policy. The PNDD algorithm receives and stores the
empty row of data when there is a connection between monitoring server and RasPi
through the MQTT broker, but no data is received (data filtered by EEDF algorithm).
Otherwise, the PNDD algorithm stores the transmitted data (payload) in the monitoring
server database.
Real-time plotting plays a significant role in the diagnostics of any remote monitor-
ing system. Thus, the PNDD protocol provides the end-user with a real-time plotting
system for further processing and diagnosing the information. The PNDD algorithm
predicts and retrieves data when it is required. If the collected data in the database is
not equal to the empty row data, then it plots the current data. Otherwise, it plots the
previous record as the new data. As a result, the PNDD protocol reduces the capacity
required to store data. The flowchart of the PNDD algorithm is shown in Figure 5.11.
Figure 5.11 Flow chart of the subscriber algorithm.
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5.3.3 Remote Monitoring Systems
IoT has gained considerable popularity and is widely applied in many fields, but different
devices using various sensors are utilised for monitoring activities [3]. These sensors
collect data and use that data to trigger automatic alerts and actions such as maintenance
requests, remote diagnostics and other optional processes [187].
Thus, this chapter, in addition to a filtering mechanism also proposes a remote
monitoring system for a gas turbine engine in an IoT environment. The system aims to
monitor and diagnose the condition of the gas turbine engine, sensors and IoT device
(RasPi). Here, the RasPi acts as the gateway, connecting the sensors to the internet.
The data is gathered by the six sensors and forwarded to the RasPi which uses its WiFi
connectivity to establish the connection and disseminate the data to the monitoring
server (end-user) based on the MQTT broker.
On the monitoring side, each item of data that is sent by each sensor requires
the plotting of an individual sub-figure. Therefore, the end-user has a dashboard for
displaying and analysing the data for each sensor (see Figures 5.14 to 5.19). Based
on these figures, the end-user can check the system status, sensors or RasPi for errors
during real-time communication. For instance, the end-user checks the engine condition
based on the x- and y-axes of the sub-figures. Should the RasPi experience connectivity
issues or sensor stop sending data to the end-user, the sub-figure stops plotting the data.
Thus, the end-user can see which sensor is faulty. Figure 5.12 shows the architecture
of the proposed system which consists of four main parts: engine, sensors, gateway
(RasPi) and end-user.
Figure 5.12 Remote monitoring system for gas turbine engine using IoT.
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5.4 Experimental Setup
This section presents the experimental setup to evaluate the performance of the proposed
algorithms for an IoT application. The hardware is shown in Figure 5.13. Water is used
as the working medium and pumped into the test section from the tank. Measurement of
the volume flow rate of the water is carried out by six transmitter sensors. The sensors
are interfaced and powered by the CPi. They are placed in different positions in the
test section to sense and forward the data to the RasPi via the CPi. The CPi is linked to
and powered by the RasPi. The RasPi is used to process and forward the data to the
monitoring server via the cloud. The data is dispatched by the RasPi every 15 second.
The network was tested for twenty-five minutes. The parameters and protocols used
in the setup are shown in Table 5.1. Here the RasPi is mains powered, but in a real
situation, it will most certainly be battery powered, i.e., resource-limited. To validate
the reduced energy consumption, the measurements were made using a USB 3.0 LCD
voltmeter ammeter voltage multimeter tester.
Figure 5.13 The experimental setup.
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Table 5.1 Parameters used in this study.
Parameter Value
Type of IP IPv4
Header Size + Payload 27 bytes
Type of MQTT-QoS used 2
RasPi B power 5-volt, 700 mA
RasPi to access point link Wireless
Monitoring server to access point link Wireless
Monitoring server operating system Windows 8.1
RasPi B operating System Raspbian
5.4.1 Implementation Using Python
After the hardware was connected and seen to be working correctly, the Python script
file was constructed on the RasPi and monitoring server to read and receive the sensor
values, respectively. The collected data was then forwarded to the MQTT broker via the
internet. On the other hand, the monitoring server received and saved the transmitted
data into the database table. In order to implement the proposed system, there are
several requirements to be met:
5.4.1.1 Prerequisites
The inherent requirements of the proposed protocol are listed below:
• Python 2.7: is installed in both devices; RasPi and the monitoring server which
helps to read the sensor values, process and forward the data to the monitoring
server. It also assisted in receiving, plotting and storing these data sets on the
monitoring server database.
• SQLite3 database: is used to save the data in the monitoring server database.
SQLite3 is integrated with Python using a Sqlite3 module. Thus, it did not require
any further installation.
• Python pip: is a package management system which was used to install and
manage software packages that were written in Python.
• Paho MQTT Client: is a lightweight publish and subscribe system that allows
publishing and receiving messages as a client. It was installed in both RasPi and
the monitoring server.
• MQTT Broker: helps to establish the connection and exchange information
between the publisher and subscriber devices. The open service MQTT broker
(iot.eclipse.org) was used in this study.
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• Python matplotlib: is a Python library that draws graphs and plots the data
during real-time communication. It was installed on the monitoring server.
5.4.2 Monitoring Data
Matplotlib is a plotting library for the Python programming language and was used to
plot the collected data during the real-time communication on the monitoring server.
The Python script ran for twenty-five minutes on the monitoring server to plot figures in
real-time.
Figures 5.14 to 5.19 show the graphic display of the data received from the six
sensors. Each figure presents the data from a particular sensor, and each has three panels.
In each case, the uppermost panel, labelled (a), presents the actual data gathered by the
sensor. Because the sensors were deployed in different locations in the test section, each
sensor measured a slightly different pressure than the other sensors. The middle panel,
labelled (b), presents the data published, transmitted from the RasPi to the monitoring
server based on EEDF policy. The EEDF protocol eliminated the continuous reading of
similar data and drops these data before published it to the MQTT broker. The bottom
panel, labelled (c), shows typical data received from the MQTT broker and retrieved to
the original data collected, based on the PNDD algorithm.
To assess how accurately, reliably and economically the PNDD algorithm repro-
duced the original date we compare, for each sensor, panels (a) and (c) in Figures 5.14
to 5.19.
Figure 5.14 Data from Sensor 1.
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Figure 5.15 Data from Sensor 2.
Figure 5.16 Data from Sensor 3.
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Figure 5.17 Data from Sensor 4.
Figure 5.18 Data from Sensor 5.
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Figure 5.19 Data from Sensor 6.
5.4.3 Experimental Results
In this sub-section, we present the experimental results obtained by using the proposed
algorithms. This section is divided into two sub-sections. In the first, we explain the
outcomes of the proposed scheme for IoT device, and in the second, we introduce the
outcomes for a traditional network.
5.4.3.1 IoT Device Results
It is clear from the Figures 5.14 to 5.19 that use of the energy-efficient data forward
(EEDF) and the predicted non-dispatch data (PNDD) algorithms reduced data redun-
dancy which reduced the number of data transmissions. This had a positive impact on
the overall energy consumption of the publisher device, (RasPi) as shown in Figure 5.20.
It is obvious from this figure, when the proposed EEDF algorithm is implemented, that
the energy consumed by each sensor is far less than without algorithm. However, with
the algorithm in use we see that each sensor consumes a different amount energy. This
is because of the data redundancy is different for each node. It is also shown, without
the algorithm that not only was the energy usage higher but it was higher for every
sensor node. This was because the RasPi sent all the data gathered without any filtering.
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Figure 5.20 Total energy consumed by each sensor with and without the proposed
algorithm.
The total network energy is defined as the summation of energy used by each sensor
for each transmission, see Figure 5.21. This figure presents a comparison between using
the EEDF algorithm and no-algorithm scenarios in terms of total energy consumption.
We see a 3.5% reduction in total energy consumption with the addition of the proposed
algorithm which would lead to prolong network lifetime.
Figure 5.21 The overall energy consumption in the system with and without the proposed
algorithm.
In Figure 5.22, the no-algorithm scenario, the transmitted packets by RasPi require
27 bytes. This includes the IPv4 header which is 20 bytes plus the payload of each
sensor (7 bytes). By calculating the overall value for six sensors for 25 minutes, the
RasPi transmitted 16,200 bytes of data. However, when the proposed algorithm was
implemented the number of bytes sent by the RasPi could be calculated based on
the redundant data gathered by each sensor that would be removed by the proposed
algorithm. The proposed technique significantly reduces the total data transmitted by
up to 76%, and correspondingly reduces the volume of data traffic on the network.
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Furthermore, Figure 5.23 shows that the proposed scheme also reduces data storage in
both the cloud and monitoring server. It is seen from this figure that the data storage is
reduced by 80% when the proposed new forms of the EEDF and PNDD algorithms are
implemented.
Figure 5.22 Total bytes transmitted by RasPi with and without the proposed algorithms.
Figure 5.23 Data storage with and without the proposed algorithm.
5.4.3.2 Traditional Network Results
The literature review revealed that IoT devices substantially increase the volume of
data transmitted over the internet [22]. These data are routed via the existing traditional
network infrastructure, and it is important to minimise network traffic load, bandwidth
and storage on the traditional networks to meet the requirements for the expected
growth in IoT devices. This study proposes reducing data transmissions which could
lead to significantly reducing the processing time and bandwidth used in the overall
network (i.e., from publisher to subscriber device via MQTT broker). In this chapter,
the traceroute command is applied in the RasPi and monitoring server using traceroute
and tracert commands, respectively (see Figures 5.24 and 5.25). This command is used
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to determine the number of intermediate routers which are involved in the transmission
process from the source to the destination.
Figure 5.24 Traceroute command in Linux.
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Figure 5.25 Traceroute command in Windows.
Figure 5.26 shows the difference between the total number of transmitted bytes with
and without implementing the proposed algorithms. The calculation of the number of
devices was achieved in two stages: the first stage was from the RasPi to the MQTT
broker, and the second stage was from the monitoring server to the MQTT broker,
and was based on Figures 5.24 and 5.25. The summation of both stages gives the
total number of devices which took part in the communication between the RasPi and
the monitoring server. The total transmitted bytes was calculated as the total number
o f devices × total number o f transmitted bytes o f each sensor. Figure 5.26 shows
that the total number of transmitted bytes falls by approximately two-third with the
implementation of the proposed EEDF and PNDD algorithms. This would be a means
that using the proposed development would substantially reduce the amount of data,
bandwidth used, processing time in each device on the transmission path over the entire
network.
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Figure 5.26 Total number of transmitted bytes from the RasPi to the monitoring server
with and without the proposed algorithms.
5.5 Summary
Energy-saving has become one of the most pressing needs of WSNs and loT networks.
Redundant data increases the unnecessary/unwanted processing and transmission of data
which consumes energy and reduces network lifetime. Here a proposed method for more
efficient data transmission has been presented for IoT-based real-time monitoring and
communication networks. The proposed method removes redundant data transmission
and reduces the communication costs related to sending unnecessary data.
The test system was divided into two phases: Phase 1 involves six sensors to gather
the data from the test section and forward it to the RasPi B. The RasPi filtered and
performed data redundancy checks before sending the data to the end-user via the
MQTT broker. It only sends data acquired from the sensors after removing redundant
data. Phase 2 listens to the data that comes from the RasPi via the MQTT broker and
predicts the data which was eliminated by the RasPi. Simulation results confirmed that
the proposed scheme outperformed the no-algorithm protocol, minimising the energy
consumption, database storage, and total bytes transmitted by approximately 3.5%,
80% and 76%, respectively. The proposed system also provided the end-user with a
remote monitoring system that can periodically check and track the performance of the
sensors/IoT device based on published and subscribed data.
The EEDF and PNDD protocols developed here have been successfully demon-
strated using RasPi B device in a controlled environment. It is judged that the proposed
technique would be valuable if implemented in a remote monitoring scenario for




Conclusions and Suggested Future
Work
This thesis has presented a state-of-the-art technological development for wireless
sensor networks (WSNs) that, if widely implemented, could greatly enhance the Internet
of Things (IoT) in terms of reducing energy consumption of sensor nodes and thus
extending network lifetimes. In this chapter, the contribution to the knowledge of the
research is highlighted and potential future directions presented.
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6.1 Conclusions
WIRELESS sensor networks (WSNs) are a key enabling technology for the internetof things (IoT). Sensor nodes capable of detecting the required information,
performing some processing and communicating with other connected nodes are the
main component of these networks. However, the life of these nodes is often restricted
by being powered by a battery with a limited life, constraining processing ability,
memory, and radio communications. Energy efficiency is one of the most crucial issues
for WSNs; it is not rational to waste energy on protocol overheads, the transmission of
unneeded data or non-optimised transmission of data packets, especially retransmissions,
due to inefficient scheduling and routing algorithms. The main goal of this thesis has
been to identify and introduce measures to correct the corresponding energy wastages
in order to prolong the network lifetime.
This thesis began with the question of which strategies have been used for WSN-
assisted IoT applications in order to find a suitable approach that would reduce energy
drainage from the sensor nodes and improve network performance.
The major contributions of this thesis are summarised as:
• It is shown that it is important to balance the load traffic between the nodes on
the forward path. A node that receives and forwards data using fewer forwarding
nodes consumes less energy than a node which receives and forwards data using
a greater number of forwarding nodes.
• Data packets that come from further away require access to a greater number of
intermediate nodes, and thus consume disproportionately more energy. We show
that giving data packets from the farthest nodes higher priority over data packets
from nearby nodes will reduce retransmissions and save this energy.
• Increasing the transmission distances between a node and its neighbour nodes,
and the cluster head (CH) nodes and the base station (BS) increases the energy
consumption of these nodes. This is because the power required for transmission
increases rapidly with the distance between nodes.
• We show that interference increases with an increase in the number of neighbour-
ing nodes and that can cause an increase in the number of retransmissions. We
propose an algorithm for avoiding higher node interference to help minimise the
overall energy consumption of the network.
• We also confirm that an increase in the number of neighbour nodes around a
node has a negative impact on the network lifetime of WSNs due to overhearing.
Overhearing can be a significant problem when node density is high and the traffic
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load is heavy. The algorithm we propose for avoiding higher node interference
will also reduce overhearing.
• Redundant data increases energy consumption during data processing and trans-
mitting. Therefore, the energy consumption can be minimised by avoiding
unnecessary operations of a node.
• A remote monitoring system for the end-user that checks and tracks the per-
formance of sensors/IoT devices during real-time communication could reduce
production and maintenance costs and improve the entire IoT system.
6.2 Future Work
It is considered there were some limitations to the work carried out and reported here that
could be improved. Following are possible future directions that could be considered to
improve these research findings:
• This study has proposed a scheduling algorithm that assigns a high priority for
packets that come from greater distances and access a higher number of nodes,
these should be the first to be routed to the ultimate receiver in order to conserve
energy. However, some sensor nodes need to deliver their packets within a certain
time. Thus, research needs to be undertaken to improve the performance of
the proposed algorithm by including the mission-critical of IoT sensors in the
scheduling classification in order to improve the quality of service system.
• In this research, the proposed algorithms fall under homogeneous WSNs. How-
ever, IoT-based WSNs include a variety of sensors and networks that can connect
and communicate with each other. The proposed solutions proposed for homo-
geneous networks would not be suitable for heterogeneous networks. Therefore,
the concept of heterogeneous networks needs to be considered.
• Using mobile nodes to collect the data from the sensing field was not considered
in this research. The BS could be a mobile node moving in the sensing field to
collect data from sensor nodes/CH nodes. The routing and clustering strategy
followed for a fixed BS should be redesigned to suit a mobile BS.
• One of the main issues of IoT applications is to develop a security-aware packet
scheduling algorithm that can effectively and efficiently improve security while
dispatching the data through the internet links.
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