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Abstract ————————————————————————————————————
In epidemiological surveillance it is important that any unusual increase of reported cases be
detected as rapidly as possible. Reliable forecasting based on a suitable time series model for an
epidemiological indicator is necessary for estimating the expected non-epidemic indicator and
to elaborate an alert threshold. Time series analysis of acute diseases often use Gaussian au-
toregressive integrated moving average models. However, these approaches could be adversely
aﬀected by departures from the true underlying distribution. The objective of this paper is to
introduce a bootstrap procedure for obtaining prediction intervals in linear models in order to
avoid the normality assumption. We present a Monte Carlo study comparing the ﬁnite sample
properties of the bootstrap prediction intervals with those of alternative methods. Finally, we
illustrate the performance of the proposed method with a meningococcal disease incidence se-
ries. —————————————————————————————————————————
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Epidemiological surveillance is an important component for the public health system because
it provides useful information about the course of diseases and other health events that may
lead to corrective actions from the health sector. Epidemiological surveillance consists of
three interrelated components: continuous systematic data collection, use of models to make
inference from data, and rapid dissemination of ﬁndings to help the public health decision-
making process [1, 2].
One important task for surveillance systems is accurate forecasting of the case occurrence
of health events and detection of abnormal values in case occurrence. A typical approach used
to investigate this problem is based on using time series models for speciﬁc health variables
[2, 3, 4, 5, 6, 8]. In particular, the seasonal autoregressive integrated moving average models
ARIMA (also known as Box-Jenkins models [7]) are used with success in diﬀerent situations
[3, 4, 5, 6, 8].
The Box-Jenkins approach assume that series {Xt}t∈Z follows a linear ﬁnite dimensional
model with a known error distribution. Usually it assumes a Gaussian seasonal autoregressive-
moving average model ARIMA(p,d,q)(P,D,Q)s:
φ φ φ(B)Φ Φ Φ(B)(1 − B)d(1 − Bs)DXt = θ θ θ(B)Θ Θ Θ(B)εt, (1)
where φ φ φ(B) = 1−φ1B −···−φpBp and Φ Φ Φ(B) = 1−Φ1Bs −···−ΦPBsP are the regular and
seasonal autoregressive polynomials, θ θ θ(B) = 1 − θ1B − ··· − θqBq and Θ Θ Θ(B) = 1 − Θ1Bs −
···−ΘQBsQ are the regular and seasonal moving average polynomials, B is the backward shift
operator such that BXt = Xt−1 and BsXt = Xt−s, and the variables {εt}t∈Z are independent
and identically distributed random variables with ε ∼ N(0,σ2
ε). In such a case, if the orders
are known, a maximum likelihood procedure could be employed for estimating the parameters.
The maximum likelihood estimates could then be plugged into the prediction intervals:
b E[XT+h|X X XT










where b E[XT+h|X X XT
1 ] is the linear predictor obtained using model (1), and the b ψj are the esti-
mated coeﬃcients of the moving average representation (see Section 9.2 in [7]).
However, these prediction intervals could be adversely aﬀected by departures from the true
underlying distribution. Using a Monte Carlo study, it was shown that the standard (Gaussian)
Box Jenkins method performs poorly given a skewed error distribution [9]. Also notice that
prediction intervals (2) do not incorporate the uncertainty due to parameter estimation. The
eﬀects of parameter estimation are particularly important for small sample sizes and when the
error distribution is not Gaussian [10].
A bootstrap method [9] has been proposed for estimating prediction intervals of an AR(p)
process when p is known. This method uses ﬁrst a backward and then forward bootstrap that
makes the procedure computationally expensive. Cao et al. [11] study an alternative condi-
tional bootstrap method, which is computationally much faster. This conditional bootstrap
has been generalized to ARIMA(p,d,q) processes with known p,d and q [10] and it also in-
cludes the parameter estimation variability. But, those bootstrap proposals assume that the
2orders of regular and seasonal polynomials are known. Alonso et al. [12] show that the
AR(∞)-sieve bootstrap provides consistent prediction intervals for a general class of linear
models that includes stationary and invertible ARMA processes. This sieve bootstrap has a
nice nonparametric property, being model-free within the considered class of linear processes.
Thus, the proposed bootstrap prediction intervals could be applied to a more general class of
linear models without specifying a ﬁnite dimensional model as in previous bootstrap proposals.
In this paper, we extend the sieve bootstrap prediction method [12] to linear processes






ΦjBsjYt = εt, (3)





j=0 satisfy, for some r > 2, that
P+∞
j=0 jr|φj| < ∞ and
P+∞
j=0 jr|Φj| < ∞,
respectively. Notice that the above conditions are satisﬁed by models (1) since they have an




j=0 in their AR(∞) representation.
The remaining of this paper is organized as follows. Section 2 introduces the sieve bootstrap
for estimating forecast intervals. Section 3 presents a Monte Carlo study comparing the ﬁnite
sample properties of the sieve bootstrap with the Gaussian Box-Jenkins approach. Finally, in
Section 4 the performance of the proposed method is illustrated with a real data example.
2 Sieve bootstrap prediction intervals
Let {Xt}t∈Z be a real valued process that admits an AR(∞) representation as in (3). The
method proceeds as follows:
1. Given a sample (X1,X2,...,XT), obtain the diﬀerentiated series Yt = (1 − B)d(1 −
Bs)DXt with t = d + sD + 1,d + sD + 2,...,T.
2. Given (Yd+sD+1,Yd+sD+2,...,YT) select the order p = p(T) and P = P(T) of the
regular and seasonal autoregressive approximation by the AICC criterion: AICC =
−T log(σ2) + 2(p + P + 1)T/(T − p − P − 2) with 0 ≤ p ≤ pmax and 0 ≤ P ≤ Pmax.
The AICC criterion [14] is a bias-corrected version of AIC and it has a more extreme
penalty for large-order models which counteracts the overﬁtting nature of AIC. Also, the
AICC is less aﬀected than AIC or BIC by changes in the value of the maximum order pmax
considered [14].
3. Construct the least square estimators of the autoregressive coeﬃcients: b φ φ φp = (b φ1, b φ2,..., b φp)0
and b Φ Φ ΦP = (b Φ1, b Φ2,..., b ΦP)0, i.e. b φ φ φp and b Φ Φ ΦP are the solutions of:
min



























b ΦjBsjYt; b φ0 = 1, b Φ0 = 1, t ∈ (d + s(D + P) + p + 1,...,T). (4)
5. Deﬁne the empirical distribution function of the centred residuals:
b Fe ε(x) = (T − (d + s(D + P) + p))−1 XT
t=d+s(D+P)+p+1 I {e εt ≤ x}, (5)
where ˜ εt = b εt − b ε(·) and b ε(·) = (T − (d + s(D + P) + p))−1 PT
t=d+s(D+P)+p+1 b εt.
6. Draw a resample ε∗
t of i.i.d. observations from b Fe ε.
7. Deﬁne X∗






b ΦjBsj(1 − B)d(1 − Bs)DX∗
t = ε∗
t, (6)




with equal probability from all the T−(d+s(D+P)+p+1) possible blocks of consecutive
observations of the original series.
In practice we generate an ARIMA(p,d,0)(P,D,0)s resample using (6) with sample size
equal to T +100+10s and then discard the ﬁrst 100+10s observations in order to minimize
the eﬀect of starting values.
In the next step we estimate the parameters of the bootstrap series generated in step










and compute the estimation of the autoregressive coeﬃ-
cients b φ φ φ
∗
p = (b φ∗
1, b φ∗
2,..., b φ∗
p)0 and b Φ Φ Φ
∗
P = (b Φ∗
1, b Φ∗
2,..., b Φ∗
P)0, as in step 3.
Steps 1 to 8 are not eﬀective for bootstrap prediction, because the algorithm does not
replicate the conditional distribution of XT+h given the observed data. But, if we ﬁx the













j Bsj(1 − B)d(1 − Bs)DX∗
t = ε∗
t; for t = T + 1,T + 2,...,T + h, (7)
where h > 0, and X∗
t = Xt, for t ≤ T.
4As an illustration of the above step, we consider that the selected model in step 1-2 is an
ARIMA(1,1,0)(1,1,0)12:
(1 − φB)(1 − ΦB12)(1 − B)(1 − B12)Xt = εt. (8)
Once the parameters φ and Φ of model (8) have been estimated and the bootstrap replicate
of the series has been constructed by (6), we obtain the bootstrap estimates b φ∗ and b Φ∗. Then,
using (7), we generate the future bootstrap observations as follows:
X∗
T+1 = (1 + b φ∗)XT − b φ∗XT−1 + (1 + b Φ∗)XT−11 − (1 + b φ∗ + b Φ∗ + b φ∗b Φ∗)XT−12+
+(b φ∗ + b φ∗b Φ∗)XT−13 − b Φ∗XT−23 + (b Φ∗ + b φ∗b Φ∗)XT−24 − b φ∗b Φ∗XT−25 + ε∗
T+1
X∗
T+2 = (1 + b φ∗)X∗
T+1 − b φ∗XT + (1 + b Φ∗)XT−10 − (1 + b φ∗ + b Φ∗ + b φ∗b Φ∗)XT−11+







T+h = (1 +b φ∗)X∗
T+h−1− b φ∗X∗
T+h−2+ (1 +b Φ∗)X∗
T+h−12− (1 +b φ∗ +b Φ∗ +b φ∗b Φ∗)X∗
T+h−13+
+(b φ∗+ b φ∗b Φ∗)X∗
T+h−14− b Φ∗X∗
T+h−24+(b Φ∗ +b φ∗b Φ∗)X∗




Notice that, in the recursions above, (XT,XT−1,...,XT−25) are kept ﬁxed in the diﬀerent







one replication to another.
Finally, the bootstrap distribution F∗
X∗
T+h of X∗
T+h is used to approximate the unknown
distribution of XT+h given the observed sample. A Monte Carlo estimate b F ∗
X∗
T+h is obtained
by repeating the steps 6 to 9 B times. The estimated (1 − α)% prediction interval for XT+h
is given by [Q∗(α/2),Q∗(1 − α/2)], where Q∗(·) = b F ∗−1
X∗
T+h(·) are the quantiles of the estimated
bootstrap distribution.
3 Simulation study
In this section, we present the results of several Monte Carlo studies comparing the sieve
bootstrap approach (S) with the standard Gaussian forecast intervals (BJ). The Monte Carlo
studies include four models based on actual epidemiological surveillance data [16, 5, 6, 17].
First, we consider a stationary AR(5) process without seasonal pattern. Then, we compare the
two prediction methods in multiplicative seasonal ARIMA processes for quarterly, monthly
and weekly data.
Model 1: Autoregressive model ﬁtted by Cardinal et al. [16] to meningoccocal
infection series for period 1986-1993:
Xt − 0.010Xt−1 + 0.113Xt−2 − 0.024Xt−3 − 0.020Xt−4 − 0.241Xt−5 = εt, (10)
where E[εt] = 0 and E[ε2
t] = σ2
ε = 1.948.
5Model 2: Seasonal ARIMA model ﬁtted by Zaidi et al. [5] to primary and
secondary syphilis cases (Zt) in women for period 1966-1987 (quarterly data):
(1 − B)(1 − B4)Xt = (1 − 0.755B4)εt, (11)
where Xt = log(Zt), E[εt] = 0 and E[ε2
t] = σ2
ε = 0.004.
Model 3: Seasonal ARIMA model ﬁtted by Watier et al. [6] to Salmonella infec-
tions report series (Zt) for period 1978-1988 (monthly data):
(1 − 0.347B)(1 − B12)Xt = (1 − 0.707B12)εt, (12)
where E[εt] = 0 and E[ε2
t] = σ2
ε = 118.81.
Model 4: Seasonal ARIMA model ﬁtted by Williamson and Hudson [17] to hep-
atitis type A report series (Zt) for period 1980-1988 (weekly data):
(1 − 0.22B52)(1 − B)(1 − B52)Xt = (1 − 0.90B)(1 − 0.82B52)εt, (13)
where Xt =
√
Zt, E[εt] = 0 and E[ε2
t] = σ2
ε = 2.948.
For each model considered, we generate series with several choices of error distribution, in
particular, Gaussian N(0,σ2
ε), exponential Exp(σε), and reversed exponential −Exp(σε). In
all cases, we have centered the errors to have zero mean and variance equal to E[ε2
t].
To compare the diﬀerent prediction intervals, we use their mean coverage and length, and
the proportions of observations lying out to the left and to the right of the interval. These
quantities are estimated as follows:
1. For a combination of model, sample size and error distribution, simulate a series, and
generate R = 1000 future values XT+h, where lead times are h = 1, 2, and 3.
2. For each procedure obtain the (1 − α)% prediction interval

QM(α/2), QM(1 − α/2)

based on B = 1000 bootstrap resamples for M = S, and based on Gaussian distribution
for M = BJ.
3. The coverage for each method is estimated as CM = #{QM(α/2) ≤ Xr
T+h ≤ QM(1 −
α/2)}/R, where Xr
T+h with r = 1,...,R, being the R future values generated in the
ﬁrst step.





T+h , and LM = QM(1−α/2)−QM(α/2). Finally, steps 1 to 3 are repeated
S = 200 times to obtain CM,i, LM,i with i = 1,...,S, and we calculate the estimates:
¯ CM = S−1 P
CM,i
SE( ¯ CM) =

S−1(S − 1)−1 P
(CM,i − ¯ CM)2
1/2




S−1(S − 1)−1 P




6where ¯ LT = S−1 P
LT,i is the estimated “true” mean interval length, and ¯ CT = (1 − α)% is
the nominal coverage.
The results for Model 1 are presented in Tables 1-3, using two sample sizes n = 70 and
130 and the three error distributions, nominal coverage 95%, and lead times h = 1, 2 and
3. Comparing BJ and S intervals for the Gaussian innovation distribution (Table 1) the BJ
method obtains coverage closer to the nominal values. Notice that BJ intervals are built
assuming the correct error distribution and also assuming the true generating model.
Table 2 (3) reports the Monte Carlo results for the same model but with innovations
generated by a positively (negatively) skewed distribution. It is observed that the BJ intervals
exhibit an asymmetric proportions of under and over coverage. In Figure 1, we present the
empirical, BJ and S densities estimates for one-step ahead predictions of one series generated
by Model 1 with exponential innovations and sample size n = 130. It can be seen that the BJ
method is not able to handle the asymmetry of the error distribution.









Empirical      
Box Jenkins    
Sieve Bootstrap
Figure 1: Kernel densities estimates of one-step ahead predictions of one series generated by
Model 1.
The results for Models 2, 3 and 4 are presented in Tables 4-6, 7-9 and 10-12, using two
sample sizes n = 80 and 160, n = 120 and 240, and n = 260 and 520, respectively. In all cases
we consider the three error distributions, nominal coverage 95%, and lead times h = 1, 2 and
3. As in Model 1, sieve bootstrap method perform reasonably well. Notice that in these cases,
the sieve approach never uses the correct model since the generating models include some MA
components.
4 Real data example
In this section, we study the meningococcal disease incidence time series from Montr´ eal-
Centre region during the period January 1986 - December 1993. This incidence time series
was previously modeled by a Gaussian AR(5) model and by an integer-valued autoregressive
model [16]. For the sake of comparison, we will use p(T) = 5 in sieve bootstrap prediction
7intervals.
In Figure 2, we present the one-step ahead prediction intervals for the last 13 available
observations as in [16]. An upward shift of the sieve bootstrap limits can be observed, revealing
the asymmetric distribution of the residuals.










Observed       
Box Jenkins    
Sieve Bootstrap
Figure 2: Forecasts and 95% one-step ahead forecast interval limits for meningococcal infection
incidence during the year 1993.
A kernel density estimate for one-step ahead sieve bootstrap prediction at time T = 92
together with the corresponding Gaussian prediction density is presented in Figure 3. It is clear
that density estimate obtained using the sieve bootstrap procedure captures the asymmetry
observed in the residual distribution. In [16], it was shown that the residuals from the real-
valued autoregressive model exhibit positive asymmetry (see their Figures 1(d) and 1(e)).









Box Jenkins    
Sieve Bootstrap
Figure 3: Kernel density estimate of one-step ahead predictions for meningococcal incidence
series.
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6 Conclusions
In this paper we have proposed a bootstrap method to estimate prediction density and predic-
tion intervals for a general class of linear models including seasonal ARIMA(p,d,q)(P,D,Q)s
models. This prediction resampling procedure does not require us to specify a ﬁnite dimen-
sional models as in previous bootstrap and standard Gaussian approaches. As in [9] and [10],
we have illustrated that Box-Jenkins intervals are adversely aﬀected by departures from nor-
mality assumption. Monte Carlo simulations have shown that the proposed method performs
well given normality and given asymmetric distributions.
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10Table 1: Simulation results for Model 1, with Gaussian residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 5.47
1 70 BJ 93.23 (0.12) 3.39 / 3.38 5.45 (0.02)
S 91.78 (0.16) 4.07 / 4.15 5.37 (0.02)
h n Theoretical 95% 2.50%/2.50% 5.48
2 70 BJ 93.71 (0.10) 3.11 / 3.18 5.50 (0.02)
S 92.36 (0.13) 3.75 / 3.88 5.40 (0.02)
h n Theoretical 95% 2.50%/2.50% 5.50
3 70 BJ 94.15 (0.10) 2.87 / 2.98 5.59 (0.02)
S 92.85 (0.12) 3.42 / 3.73 5.47 (0.02)
h n Theoretical 95% 2.50%/2.50% 5.47
1 130 BJ 93.93 (0.07) 3.02 / 3.05 5.43 (0.01)
S 92.69 (0.11) 3.71 / 3.60 5.33 (0.02)
h n Theoretical 95% 2.50%/2.50% 5.48
2 130 BJ 94.16 (0.07) 2.86 / 2.98 5.45 (0.01)
S 92.98 (0.10) 3.43 / 3.59 5.34 (0.02)
h n Theoretical 95% 2.50%/2.50% 5.50
3 130 BJ 94.35 (0.06) 2.74 / 2.92 5.51 (0.01)
S 93.26 (0.10) 3.27 / 3.47 5.40 (0.01)
Table 2: Simulation results for Model 1, with exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 5.09
1 70 BJ 93.63 (0.14) 0.29 / 6.08 5.42 (0.03)
S 91.51 (0.33) 4.72 / 3.77 5.28 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.08
2 70 BJ 94.00 (0.11) 0.13 / 5.87 5.47 (0.03)
S 92.96 (0.27) 3.37 / 3.67 5.32 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.20
3 70 BJ 94.11 (0.13) 0.18 / 5.71 5.55 (0.03)
S 93.72 (0.23) 2.81 / 3.46 5.43 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.09
1 130 BJ 94.34 (0.07) 0.03 / 5.63 5.44 (0.02)
S 92.29 (0.28) 4.47 / 3.25 5.21 (0.03)
h n Theoretical 95% 2.50%/2.50% 5.08
2 130 BJ 94.40 (0.07) 0.04 / 5.56 5.46 (0.02)
S 93.84 (0.23) 2.91 / 3.25 5.23 (0.03)
h n Theoretical 95% 2.50%/2.50% 5.20
3 130 BJ 94.49 (0.06) 0.01 / 5.50 5.53 (0.02)
S 94.35 (0.17) 2.44 / 3.22 5.33 (0.03)
11Table 3: Simulation results for Model 1, with -exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 5.14
1 70 BJ 93.97 (0.10) 5.91 / 0.12 5.41 (0.03)
S 91.79 (0.30) 3.62 / 4.58 5.30 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.15
2 70 BJ 93.99 (0.12) 5.85 / 0.16 5.44 (0.03)
S 92.37 (0.28) 3.56 / 4.07 5.30 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.26
3 70 BJ 94.31 (0.09) 5.64 / 0.05 5.53 (0.03)
S 94.02 (0.18) 3.56 / 2.42 5.43 (0.04)
h n Theoretical 95% 2.50%/2.50% 5.14
1 130 BJ 94.33 (0.07) 5.67 / 0.00 5.42 (0.02)
S 92.71 (0.25) 3.32 / 3.98 5.20 (0.03)
h n Theoretical 95% 2.50%/2.50% 5.15
2 130 BJ 94.42 (0.07) 5.58 / 0.00 5.43 (0.02)
S 93.85 (0.21) 3.29 / 2.87 5.22 (0.03)
h n Theoretical 95% 2.50%/2.50% 5.26
3 130 BJ 94.58 (0.06) 5.40 / 0.02 5.51 (0.02)
S 94.27 (0.17) 3.30 / 2.43 5.31 (0.03)
Table 4: Simulation results for Model 2, with Gaussian residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 0.25
1 80 BJ 94.13 (0.08) 2.89 / 2.98 0.25 (0.00)
S 91.55 (0.19) 4.15 / 4.31 0.25 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.35
2 80 BJ 94.15 (0.08) 2.88 / 2.97 0.35 (0.00)
S 91.98 (0.17) 3.96 / 4.06 0.35 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.43
3 80 BJ 94.14 (0.08) 2.91 / 2.95 0.43 (0.00)
S 92.05 (0.17) 3.93 / 4.01 0.43 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.25
1 160 BJ 94.65 (0.06) 2.61 / 2.74 0.25 (0.00)
S 92.80 (0.12) 3.61 / 3.58 0.25 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.35
2 160 BJ 94.66 (0.05) 2.60 / 2.74 0.35 (0.00)
S 92.97 (0.11) 3.61 / 3.42 0.35 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.43
3 160 BJ 94.59 (0.06) 2.63 / 2.78 0.43 (0.00)
S 92.90 (0.12) 3.71 / 3.39 0.43 (0.00)
12Table 5: Simulation results for Model 2, with exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 0.23
1 80 BJ 94.15 (0.09) 0.10 / 5.75 0.24 (0.00)
S 91.84 (0.39) 4.38 / 3.77 0.26 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.34
2 80 BJ 94.36 (0.08) 0.12 / 5.51 0.34 (0.00)
S 91.86 (0.32) 4.11 / 4.03 0.36 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.42
3 80 BJ 94.35 (0.09) 0.32 / 5.34 0.42 (0.00)
S 91.60 (0.29) 4.20 / 4.20 0.43 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.23
1 160 BJ 94.68 (0.05) 0.00 / 5.32 0.25 (0.00)
S 92.37 (0.37) 4.31 / 3.32 0.25 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.34
2 160 BJ 94.89 (0.05) 0.01 / 5.10 0.35 (0.00)
S 92.42 (0.28) 4.17 / 3.41 0.35 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.42
3 160 BJ 95.04 (0.05) 0.08 / 4.88 0.43 (0.00)
S 92.78 (0.22) 3.79 / 3.42 0.43 (0.00)
Table 6: Simulation results for Model 2, with -exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 0.23
1 80 BJ 94.50 (0.07) 5.44 / 0.05 0.25 (0.00)
S 92.03 (0.38) 3.54 / 4.42 0.26 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.34
2 80 BJ 94.58 (0.08) 5.30 / 0.11 0.35 (0.00)
S 92.18 (0.31) 3.72 / 4.11 0.36 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.42
3 80 BJ 94.60 (0.08) 5.11 / 0.28 0.43 (0.00)
S 91.67 (0.29) 3.95 / 4.37 0.44 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.23
1 160 BJ 94.58 (0.05) 5.40 / 0.02 0.25 (0.00)
S 92.32 (0.37) 3.29 / 4.38 0.25 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.34
2 160 BJ 94.86 (0.05) 5.11 / 0.02 0.35 (0.00)
S 92.57 (0.29) 3.36 / 4.07 0.35 (0.00)
h n Theoretical 95% 2.50%/2.50% 0.42
3 160 BJ 95.07 (0.05) 4.87 / 0.06 0.43 (0.00)
S 92.62 (0.25) 3.42 / 3.96 0.43 (0.00)
13Table 7: Simulation results for Model 3, with Gaussian residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 42.65
1 120 BJ 94.12 (0.08) 2.87 / 3.01 42.28 (0.11)
S 93.24 (0.16) 3.13 / 3.63 44.28 (0.15)
h n Theoretical 95% 2.50%/2.50% 45.25
2 120 BJ 94.16 (0.07) 2.83 / 3.01 44.81 (0.12)
S 93.50 (0.14) 3.23 / 3.27 46.92 (0.14)
h n Theoretical 95% 2.50%/2.50% 45.56
3 120 BJ 94.26 (0.07) 2.78 / 2.97 45.21 (0.12)
S 93.57 (0.14) 3.32 / 3.11 47.33 (0.14)
h n Theoretical 95% 2.50%/2.50% 42.65
1 240 BJ 94.72 (0.05) 2.59 / 2.68 42.68 (0.07)
S 93.57 (0.11) 3.20 / 3.23 43.50 (0.11)
h n Theoretical 95% 2.50%/2.50% 45.25
2 240 BJ 94.66 (0.05) 2.61 / 2.73 45.16 (0.08)
S 93.79 (0.10) 3.00 / 3.21 46.03 (0.10)
h n Theoretical 95% 2.50%/2.50% 45.56
3 240 BJ 94.76 (0.05) 2.56 / 2.68 45.60 (0.09)
S 93.78 (0.10) 3.03 / 3.19 46.39 (0.10)
Table 8: Simulation results for Model 3, with exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 39.84
1 120 BJ 94.38 (0.06) 0.02 / 5.61 42.01 (0.18)
S 94.08 (0.30) 2.61 / 3.32 44.86 (0.25)
h n Theoretical 95% 2.50%/2.50% 42.98
2 120 BJ 94.54 (0.07) 0.07 / 5.39 44.62 (0.20)
S 93.66 (0.26) 3.06 / 3.28 47.11 (0.24)
h n Theoretical 95% 2.50%/2.50% 43.74
3 120 BJ 94.53 (0.06) 0.04 / 5.44 44.96 (0.20)
S 93.88 (0.26) 2.77 / 3.35 47.48 (0.24)
h n Theoretical 95% 2.50%/2.50% 39.84
1 240 BJ 94.60 (0.04) 0.00 / 5.40 42.56 (0.13)
S 94.03 (0.27) 2.87 / 3.10 43.47 (0.18)
h n Theoretical 95% 2.50%/2.50% 43.09
2 240 BJ 94.83 (0.04) 0.00 / 5.17 45.16 (0.14)
S 93.75 (0.25) 3.21 / 3.03 46.05 (0.17)
h n Theoretical 95% 2.50%/2.50% 43.55
3 240 BJ 94.82 (0.04) 0.00 / 5.18 45.47 (0.14)
S 94.11 (0.24) 2.92 / 2.97 46.51 (0.17)
14Table 9: Simulation results for Model 3, with -exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 40.07
1 120 BJ 94.45 (0.06) 5.55 / 0.00 41.93 (0.18)
S 94.13 (0.28) 3.30 / 2.57 44.97 (0.25)
h n Theoretical 95% 2.50%/2.50% 43.37
2 120 BJ 94.56 (0.06) 5.43 / 0.01 44.38 (0.19)
S 93.62 (0.29) 3.18 / 3.20 47.48 (0.24)
h n Theoretical 95% 2.50%/2.50% 43.94
3 120 BJ 94.56 (0.08) 5.36 / 0.08 44.83 (0.19)
S 93.76 (0.27) 3.21 / 3.03 47.78 (0.24)
h n Theoretical 95% 2.50%/2.50% 40.07
1 240 BJ 94.67 (0.04) 5.33 / 0.00 42.43 (0.13)
S 93.67 (0.30) 2.97 / 3.36 43.82 (0.18)
h n Theoretical 95% 2.50%/2.50% 43.37
2 240 BJ 94.90 (0.04) 5.10 / 0.00 45.01 (0.14)
S 93.59 (0.27) 2.99 / 3.43 46.17 (0.17)
h n Theoretical 95% 2.50%/2.50% 43.94
3 240 BJ 94.89 (0.04) 5.11 / 0.00 45.38 (0.14)
S 93.95 (0.25) 2.93 / 3.12 46.73 (0.18)
Table 10: Simulation results for Model 4, with Gaussian residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 6.71
1 260 BJ 93.61 (0.07) 3.09 / 3.29 6.63 (0.01)
S 93.13 (0.18) 3.56 / 3.32 7.28 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.77
2 260 BJ 93.70 (0.07) 3.11 / 3.19 6.66 (0.01)
S 93.42 (0.17) 3.37 / 3.22 7.36 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.79
3 260 BJ 93.69 (0.07) 3.09 / 3.22 6.69 (0.01)
S 93.73 (0.14) 3.32 / 2.95 7.44 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.71
1 520 BJ 94.51 (0.04) 2.64 / 2.85 6.66 (0.01)
S 94.18 (0.10) 2.71 / 3.10 7.10 (0.01)
h n Theoretical 95% 2.50%/2.50% 6.77
2 520 BJ 94.42 (0.05) 2.74 / 2.84 6.69 (0.01)
S 94.10 (0.10) 2.83 / 3.06 7.14 (0.01)
h n Theoretical 95% 2.50%/2.50% 6.79
3 520 BJ 94.51 (0.05) 2.64 / 2.85 6.74 (0.01)
S 94.39 (0.09) 2.80 / 2.81 7.20 (0.01)
15Table 11: Simulation results for Model 4, with exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 6.26
1 260 BJ 94.18 (0.07) 0.04 / 5.78 6.59 (0.02)
S 93.56 (0.36) 3.19 / 3.25 7.57 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.32
2 260 BJ 94.24 (0.07) 0.08 / 5.68 6.63 (0.02)
S 94.24 (0.30) 2.37 / 3.39 7.62 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.42
3 260 BJ 94.27 (0.07) 0.04 / 5.69 6.66 (0.02)
S 93.84 (0.35) 2.85 / 3.31 7.70 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.26
1 520 BJ 94.58 (0.04) 0.00 / 5.42 6.64 (0.01)
S 94.44 (0.29) 2.58 / 2.98 7.18 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.32
2 520 BJ 94.63 (0.04) 0.00 / 5.37 6.67 (0.02)
S 94.59 (0.28) 2.46 / 2.95 7.24 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.42
3 520 BJ 94.64 (0.04) 0.01 / 5.35 6.70 (0.02)
S 94.80 (0.24) 2.24 / 2.96 7.29 (0.02)
Table 12: Simulation results for Model 4, with -exponential residuals.
Lag Sample size Method ¯ CM (se) Cov. (i./s.) ¯ LM (se)
h n Theoretical 95% 2.50%/2.50% 6.33
1 260 BJ 94.28 (0.07) 5.62 / 0.10 6.59 (0.02)
S 93.87 (0.35) 3.09 / 3.04 7.62 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.43
2 260 BJ 94.23 (0.08) 5.60 / 0.17 6.62 (0.02)
S 93.87 (0.34) 3.08 / 3.05 7.64 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.48
3 260 BJ 94.26 (0.07) 5.66 / 0.08 6.65 (0.02)
S 94.35 (0.29) 3.11 / 2.55 7.73 (0.03)
h n Theoretical 95% 2.50%/2.50% 6.33
1 520 BJ 94.61 (0.04) 5.37 / 0.02 6.65 (0.02)
S 94.32 (0.28) 2.83 / 2.86 7.24 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.43
2 520 BJ 94.66 (0.04) 5.34 / 0.00 6.68 (0.02)
S 94.58 (0.29) 2.78 / 2.64 7.29 (0.02)
h n Theoretical 95% 2.50%/2.50% 6.48
3 520 BJ 94.64 (0.04) 5.36 / 0.00 6.71 (0.02)
S 94.75 (0.28) 2.84 / 2.41 7.32 (0.02)
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