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1. INTRODUCTION
Let R be a noetherian integral domain. Then every nonzero nonunit
a ∈ R is a product of irreducible elements (atoms) of R. We call
LRa = n ∈   a = q1 · · · qn with atoms qi of R
the set of lengths of a. It is well known that LRa is a ﬁnite nonempty set
(see [AAZ], Proposition 2.2).
Krull domains and one-dimensional noetherian domains R whose integral
closure 	R is a ﬁnite R-module are surely the best investigated domains
concerning the structure of their sets of lengths at the moment. For survey
articles on this topic see [Ge1, GeC, HK].
In this paper we study arithmetical properties of one-dimensional local
domains R whose integral closure 	R fails to be a ﬁnite R-module (see also
[H]). It turns out that the structure Theorem 2.8 for the set of lengths which
holds if 	R is a ﬁnite R-module is also true in this case (see Theorem 3.5).
However, the methods which are used for the proof are different from the
ﬁnite case. The key point is to show that for every nonzero nonunit q ∈ R,
all powers qn have short factorizations (see Theorem 3.3). If 	R is not local,
this can be shown by a purely multiplicative argument. If, however, 	R is
local and not a ﬁnite R-module, we have to use an analytical argument in
the completion R̂ of R.
In Section 2 we give a short introduction into the language of monoids,
which is very convenient in factorization theory and which was already used
in several other papers. Moreover, notations and terminology are consistent
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with those in [Ge]. After these monoid-theoretical preparations, Section 3 is
dedicated to the investigation of the domains mentioned above. In Section 4
we determine upper bounds for arithmetical invariants of nonunique fac-
torization in several classes of one-dimensional, analytically ramiﬁed local
domains, which are known from the literature.
2. MONOIDS
Throughout this paper, a monoid H is assumed to be a commutative and
cancellative semigroup with neutral element. Unless otherwise stated, we
write H multiplicatively and denote by 1 ∈ H its neutral element. Let H
and D be monoids. A map ϕ 
 H → D is called a monoid homomorphism
if ϕab = ϕaϕb holds for all a, b ∈ H. H× denotes the group of units
of H, Hred = H/H× the reduced monoid, H the set of atoms of H,
H the set of prime elements of H, and H the quotient group of
H. For a subset E ⊂ H, we denote by E the submonoid of H, which is
generated by E. H is called atomic if H = H ∪H×. Let H be atomic.
The free (abelian) monoid
H =  Hred
with basis Hred is called the factorization monoid of H and
π = πH 
 H → Hred
denotes the canonical homomorphism. For an element a ∈ H the elements
of a = Ha = π−1aH× ⊂ H are called factorizations of a. For
z = ∏
q∈Hred
qnq ∈ H
with nq ∈ 0 and nq = 0 for almost all q let
σz = ∑
q∈Hred
nq
denote the length of z. The distance function d 
 H × H → 0 is
deﬁned by
dz z′ = max
{
σ
(
z
gcdz z′
)
 σ
(
z′
gcdz z′
)}

For a ∈ H\H× let La = LHa = σz  z ∈ a denote the set
of lengths of a and set H = La  a ∈ H\H×. The elasticity of
a ∈ H\H× is deﬁned by
ρa = supLa
minLa ∈ ≥1 ∪ ∞
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and ρH = supρa  a ∈ H\H× ∈ 	≥1 ∪ ∞ is called the elasticity of
H. A monoid H is called a BF-monoid if it is atomic and if every L ∈ H
is a ﬁnite set.
Deﬁnition 2.1. Let H be a monoid. H is called strongly primary if

 = H\H× =  and if for every a ∈ 
 there exists some N ∈  such that

N ⊂ aH. We denote by a = Ha the smallest such N .
Lemma 2.2. Let H be a strongly primary monoid with maximal ideal 
 =
H\H×.
(i) H is a BF-monoid and if a ∈ 
, then maxLa ≤ a.
(ii) There exists some C ∈  such that 
C ∩ H = .
(iii) For all a ∈ H and C1 ∈  there exists some C2 ∈  such that
aH\
C1 ⊂ H\
C2 .
Proof. (i) Let a ∈ 
. If a = b1 · · · bn with nonunits bi of H we obtain
n ≤ a, since H is strongly primary. This shows that H is atomic and
maxLa ≤ a.
(ii) Let a ∈ 
\H. Then 
a ∩ H =  because a  q for all
q ∈ 
a. Thus q is not contained in H.
(iii) We assume that the assertion is not true. Then there exists some
a ∈ 
, C1 ∈  and some sequence xn ∈ H\
C1 such that axn ∈ 
n for all
n ∈ . If n is large enough, we have 
n ⊂ aC1+1H. Thus we obtain
aC1+1  axn and aC1  xn. Now the contradiction xn ∈ aC1H ⊂ 
C1
follows.
We now recall the deﬁnitions of the arithmetical invariants which are
important for the description of the structure of the sets of lengths.
Deﬁnition 2.3. Let H be an atomic monoid and H ′ ⊂ H a subset.
(i) The tame degree tH ′X = tHH ′X of H ′ with respect to a
set X ⊂ H is the minimum of all N ∈ 0 ∪ ∞ having the following
property: if a ∈ H ′, z ∈ a, and x ∈ X is a factorization of a divisor of a,
then there exists a factorization z′ ∈ a with x H z′ and dz z′ ≤ N .
(ii) H ′ is called locally tame if tH ′a <∞ for all a ∈ H.
(iii) (a) Let E ⊂ H ′ be a subset. E is called a generating system of
H ′ if H ′ ⊂ EH.
(b) A generating system E of H ′ is called a tame generating sys-
tem for H ′ with bound N ∈ 0, if for every a ∈ H ′ there exists some e ∈ E
dividing a such that tae ≤ N .
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Deﬁnition 2.4. Let H be an atomic monoid.
(i) Let a ∈ H, z, z′ ∈ a, and N ∈ 0 ∪ ∞. An N-chain of
factorizations from z to z′ is a ﬁnite sequence zi0≤i≤k of factorizations
zi ∈ a such that z = z0, z′ = zk, and dzi−1 zi ≤ N for all 1 ≤ i ≤ k.
(ii) The catenary degree cH ′ ∈ 0 ∪ ∞ of a subset H ′ of H is the
minimal N ∈ 0 ∪ ∞ such that for all a ∈ H and any two factorizations
z, z′ ∈ a there is an N-chain of factorizations from z to z′.
Deﬁnition 2.5. (i) Let T = t1     tk ⊂  with t1 < · · · < tk be a
ﬁnite set of integers. Then we call
T  = ti − ti−1  2 ≤ i ≤ k
the set of differences of T . (Observe that T  =  if T  ≤ 1).
(ii) For a subset H ′ of a BF-monoid H we call
H ′ = HH ′ =
⋃
a∈H ′
LHa
the set of differences of H ′.
As an easy consequence of these deﬁnitions we get
max H ′ ≤ cH ′ − 2
for a subset H ′ of a BF-monoid.
Deﬁnition 2.6. A ﬁnite subset L ⊂  is called an
(i) arithmetical multiprogression (of period  = δ1     δµ with
0 = δ0 < δ1 < · · · < δµ = d, distance d ∈ , and period length µ ∈ ) if
L =
µ−1⋃
i=0
m+ δi + kd  k ∈ 0m+ δi + kd ≤ maxL
where m = minL.
(ii) almost arithmetical multiprogression (of period ) bounded by
M ∈  if L = L1 ∪ L∗ ∪ L2, where L∗ is an arithmetical multiprogression,
maxL1 < minL∗, maxL∗ < minL2, L1 ≤M , and L2 ≤M .
Deﬁnition 2.7. Let H be a BF-monoid with ﬁnite, nonempty set of
differences H. Let r ≥ 1 and d = d1     dr ∈ Hr .
(i) Set
$dH = a ∈ H  there exist m0    mr ∈  with mi −mi−1 = di
for 1 ≤ i ≤ d such that m0    mr ⊂ La
( = $dH is an ideal of H.)
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(ii) For a ∈ $dH let ϕda ∈ 0 be deﬁned as the minimum of all
N ∈ 0 such that there exists some a∗ ∈ $dH with a = a∗b satisfying
maxLa∗b −minLa∗ −maxLb ≤ N
and
minLb +maxLa∗ −minLa∗b ≤ N
(iii) Further, set
ϕdH = supϕda  a ∈ $dH ∈ 0 ∪ ∞
and
ϕH = max
{
ϕdH  1 ≤ r ≤ 2
max H
minH  d ∈ H
r
}

The main theorem of [Ge] now reads as follows.
Theorem 2.8 (Structure theorem for sets of lengths). Let H be a BF-
monoid with ﬁnite, nonempty set H and with ϕH <∞. Then for every
a ∈ H\H×, La is an almost arithmetical multiprogression of distance d ∈
H bounded by ϕH.
Proof. See [Ge, Theorem 3.2].
From the next three propositions we obtain sufﬁcient conditions for the
ﬁniteness of the invariants deﬁned above.
Proposition 2.9. Let H be a strongly primary monoid, a ∈ 
 = H\H×,
and K = supminLak  k ∈  ∈  ∪ ∞.
(i) minLh ≤ K +a − 1 for all h ∈ 
.
(ii) tHa ≤ minmaxLa +K +a − 1 ρHa.
(iii) If either K <∞ or ρH <∞, then H is locally tame.
Proof. (i) Let h ∈ H. Then there exists some l ∈ 0 such that h = alc
with c ∈H and a  c, sinceH is a BF-monoid. Thus minLh≤K+a− 1.
(ii) Let b ∈ H be an element with a  b and let z ∈ b and x ∈
a.
Case 1: σz ≤ a. We can write b = alc with l ∈  such
that a  c. Let v ∈ al−1 be with σv ≤ K and let w be an arbitrary
factorization of c. If we set z′ = xvw, we get z′ ∈ b and dz z′ ≤
maxσz σz′ ≤ maxamaxLa + K +a − 1 = maxLa +
K + a − 1. On the other hand let w ∈  b
a
 and set z′ = xw ∈ b.
Then dz z′ ≤ maxσz σz′ ≤ ρHσz ≤ ρHa.
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Case 2: σz > a. Then we can write z = z1    zau with
zi ∈ Hred and u ∈ H. If we apply case 1 to b˜ = πz1    za ∈
Hred and z˜ = z1    za, we obtain some z˜′ ∈ b˜ with x H z˜′ and
dz˜ z˜′ ≤ L = minmaxLa + K +a − 1, ρHa. Now z′ = z˜′u
is a factorization of b and dz z′ = dz˜ z˜′ ≤ L.
(iii) If ρH <∞ the assertion directly follows from (ii). Let K <∞
and set K′ = K +a − 1. Then from (i) we get supminLh  h ∈ 
 ≤
K′ <∞ for all h ∈ 
. Thus we obtain tHh ≤ minmaxLh +K′ +
h − 1, ρHh <∞ for all h ∈ 
 from (ii).
Proposition 2.10. Let H be a locally tame, strongly primary monoid and
u ∈ H. Then cH ≤ maxtHuu − 1.
Proof. See [Ge, Proposition 7.3].
Proposition 2.11. Let H be a locally tame, strongly primary monoid with
nonempty set of differences H. (Then H is ﬁnite, since cH < ∞ by
Proposition 2.10.)
(i) Let 1 ≤ r ≤ 2max HminH and d = d1     dr ∈ Hr . Then for
every a ∈ $dH we have
ϕdH ≤ maxtHaa − 1
In particular ϕH <∞.
(ii) If b ∈ H is an element with 1 ∈ Lb we have
ϕH ≤ maxtHcc − 1
where c = b2max H2 .
Proof. (i) By [Ge, Proposition 5.4], for every d the set $dH is tamely
generated with bound maxtHaa − 1. By the proof of [Ge,
Proposition 4.8] it follows that ϕdH ≤ maxtHaa − 1.
(ii) Let r and d be as in (i) and consider the element
ad = b
∑r
j=1 dj 
Let x, y ∈ b be with σx + 1 = σy. For 0 ≤ i ≤ r, we set
zi = x
∑r
j=i+1 dj y
∑i
j=1 dj
and mi = σzi. Then mi −mi−1 = di, m0    mr ⊂ Lad and therefore
ad ∈ $dH. From 1 ≤ r ≤ 2max H and 1 ≤ dj ≤ max H we obtain
the estimate
r∑
j=1
dj ≤ 2max H2
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Hence the element
c = b2max H2
lies in all sets $dH for d ∈ Hr and 1 ≤ r ≤ 2max HminH and the assertion
follows by (i).
3. LOCAL DOMAINS
For an integral domain R we denote by 	R its integral closure. For a local
ring R
 (i.e., R is noetherian and possesses exactly one maximal ideal

) we denote by R̂ the
-adic completion of R. Let R be a one-dimensional
local domain. Then 	R is a semilocal PID by the theorem of Krull–Akizuki
and we deﬁne the rank of R to be the number of maximal ideals of 	R.
By [N, Theorem 32.2 and Exercise 33.1] the following holds for a one-
dimensional local domain: 	R is a ﬁnite R-module if and only if R is analyt-
ically unramiﬁed (i.e., R̂ has no nontrivial nilpotent elements). In this case,
the number of minimal prime ideals of R̂ is equal to the rank of R.
We now show that the multiplicative monoid R• = R\0 of a one-
dimensional local domain R is a locally tame, strongly primary monoid.
By [Ge, Lemmas 5.3 and 9.2] it remains to show local tameness if R is
analytically ramiﬁed.
Deﬁnition 3.1. Let R
 be a one-dimensional local domain. Set
ωR 

{
R −→ 0 ∪ ∞
r → supl ∈ 0  r ∈ 
l
Lemma 3.2. Let R
 be a one-dimensional local domain. Let v ∈ R•
and z ∈ 	R\	R× be elements with vz ∈ R and v−2z2 ∈ R. Then we have
(i) v1−z ∈ R.
(ii) ωRvz < ωRv implies ωR v1−z  = ωRvz.
Proof. If z = 0 the assertions are obviously true. If z = 0 and v ∈ R×
then z ∈ R\R× = 
 and 1− z ∈ R× and the assertions are again true. Thus
let z = 0 and v ∈ 
\0. Then z is contained in the Jacobson radical of 	R
since v−2z2 ∈ R and thus 1− z is a unit of 	R. We now consider the series
φN =
N∑
i=0
vzi
for N ∈ 0. The ith term of the sum can be written as
vzi =
{
v−2z2 i2 vi+1 if i is even,
v−2z2 i−12 vzvi−1 if i is odd.
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We now see that vzi lies in R for every i and for i ≥ 2; we moreover have
vzi ∈ v2R (i.e., v−1zi ∈ R). Thus φN ∈ R. The above decomposition also
shows that vzi → 0 (in R) and thus φN is a Cauchy sequence in R. Let φ
denote its limit in R̂. From φN1 − zv = v21 − zN+1 = v2 − v2zN+1 we
get φ1− zv = v2. Thus φ is contained in R ∩ R̂, which is equal to R,
by [N, Theorem 18.4]. If we deﬁne rN by
φN = v + vz + v2rN
we have rN ∈ R, since v−1zi ∈ R for all i ≥ 2. The same argument as above
yields the equation
φ = v + vz + v2r
with r = lim rN ∈ R. Now (ii) follows immediately.
Theorem 3.3. Let R
 be a one-dimensional, analytically ramiﬁed
local domain and let 0 = q ∈ R\R× be an arbitrary element. Then there exists
some C ∈  with the following properties.
(i) For every n ∈  there exists a decomposition qn = anbn with an,
bn ∈ R\
C .
(ii) min LRqn ≤ C for every n ∈ .
Proof. Let 0 = xˆ ∈ R̂ be an element with xˆ2 = 0 and let xn ∈ R be a
sequence which converges to xˆ. Then there exists some K ∈  with xn ∈
R\
K , since xn is a Cauchy sequence and xn 0.
We now choose for every k ∈  some nk ∈  with
q4k R x2nk and q−kxnk ∈ 	R\	R×
(This is possible because x2nk is a zero sequence and thus the π-valuation
of xnk tends to inﬁnity for every prime element π ∈ 	R.)
Then we obtain
yk =
qk
1− xnkq−k
∈ R
by Lemma 3.2. Moreover, if k ≥ K
ωRq we get ωRq
k ≥ K > K − 1 ≥
ωRxnk and thus ωRyk = ωRxnk ≤ K − 1. For wk = qk1− xnkq−k =
qk − xnk ∈R we also have ωRwk=ωRxnk≤K − 1 if k≥ KωRq .
From this, we obtain the estimates maxLRyk ≤ K − 1, maxLRwk ≤
K − 1, and minLRq2k ≤ 2K − 2 if k ≥ KωRq , since ykwk = q
2k. This
proves the theorem for even n. If n is odd, we have qn = qn−1q = an−1bn−1q
from the even case, where an−1, bn−1 ∈ R\
C . By Lemma 2.2(iii) there
exists some C1 ≥ C with qR\
C ⊂ R\
C1 . Hence an = an−1 and bn =
bn−1q are contained in R\
C1 and minLRqn ≤ 2C1 − 2 for all n.
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Remark 3.4. Let the notation be as in the proof of Theorem 3.3. If
q ∈ R, we have
minLRqn ≤ 2K − 1
for all n ∈ .
To see this, we consider the inequality
minLRq2k ≤ 2K − 2
for all k ≥ K
ωRq .
If k< K
ωRq and ωRq = 1, we get k < K and thus 2k ≤ 2K − 2. If
k < K
ωRq and ωRq > 1 we have 2k < K and 2k ≤ K − 1. This shows
that
minLRq2k ≤ 2K − 2
holds for all k, since q is an atom. Now
minLRqn ≤ 2K − 1
follows immediately for all n ∈ .
Theorem 3.5. Let R
 be a one-dimensional, analytically ramiﬁed
local domain. Then R• is a locally tame, strongly primary monoid with
bounded set minLRq  q ∈ R•\R× ⊂ . Thus the structure theorem for
sets of lengths 2.8 holds for R•.
Proof. By Proposition 2.9 and Theorem 3.3, R• is locally tame with
bounded set minLRq  q ∈ R•\R× and from Proposition 2.11 we get
ϕR <∞.
There is still another proof for Theorem 3.3(ii) if R has rank larger than
one.
Lemma 3.6. Let R
 be a one-dimensional local domain and π1    
πr a system of representatives of prime elements of 	R.
(i) There exist elements α1     αr ∈  with πα11 · · ·παrr ∈ R.
(ii) There exists some f ∈  such that πα11 · · ·παrr ∈ R, whenever
minα1     αr ≥ f .
(iii) Let a be contained in the Jacobson radical of 	R. Then for every
r ∈ R there exists some n0 ∈  such that ran ∈ R for every n ≥ n0.
Proof. (i) Let 0 = y = επβ11 · · ·πβrr ∈ R\R× be an element, where
ε ∈ 	R×, βi ∈ . Since Rε−1 is a ﬁnite R-module, the ideal  = R 

Rε−1 ⊂ R is nonzero. Thus it is 
-primary if ε /∈ R and we have yk ∈ 
for some k ∈ . Now ykε−k = πkβ11 · · ·πkβrr ∈ R shows assertion (i).
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(ii) Let 0 = y = επβ11 · · ·πβrr ∈ R 
 Rπ1     πr, where ε ∈ 	R×,
βi ∈ , and choose an element x = πα11 · · ·παrr ∈ R with αi ∈ . Then there
exists some k ∈  with ε−1xk ∈ R, because we can write ε−1 = a1/a2 with
ai ∈ R\0 and x is a nonunit. Now yε−1xk = πβ1+kα11 · · ·πβr+kαrr ∈ R 

Rπ1     πr and assertion (ii) is proved.
(iii) Let 0 = a = ηπξ11    πξrr be contained in the Jacobson radical of	R, where η ∈ 	R× and ξi ∈ . Let x = πα11    πα1r ∈ R, where αi ∈ . Then
we have xk ∈ R 
 Rη for some k and al = ηlxkπlξ1−kα11    πlξr−kαrr for
all l ∈ . By part (ii) of the lemma we see that there exists some l0 such
that πlξ1−kα11    π
lξr−kαr
r is contained in R for every l ≥ l0. Thus al ∈ R for
such an l. If we write r = r1/r2 with ri ∈ R we see that ral0m ∈ R for some
m and thus ral0m+l ∈ R for all l ≥ l0.
We are now ready to give a new proof for Theorem 3.3(ii) if R has rank
larger than one. Let R be a one-dimensional, local domain (not necessarily
analytically ramiﬁed) with rank larger than one. Let π1     πr (where
r ≥ 2) be a system of representatives of prime elements of 	R. By the lemma
there exists some f ∈  with xπ1     πr ⊂ R, where x = π1 · · ·πrf ∈R.
Let n ≥ 2 and set
an = πf1
r∏
i=2
π
fn−f
i and bn = πfn−f1
r∏
i=2
π
f
i 
Then an, bn ∈ R, maxLRan ≤ f , and maxLRbn ≤ f . Thus minLRxn ≤
2f for all n. Proposition 2.9 now shows that R• is locally tame with bounded
set minLRq  0 = q ∈ R\R×.
Corollary 3.7. For a one-dimensional local domain R we have ρR =
∞ if and only if minLRq  0 = q ∈ R\R× is bounded.
Proof. By [AA, Theorem 2.12], ρR is ﬁnite if and only if the rank of
R equals one and R is analytically unramiﬁed. Hence Theorem 3.5 together
with the above consideration proves the assertion.
If R is analytically ramiﬁed of rank one, then ρR = ∞ (see [AA,
Theorem 2.12]) and hence the set of values of atoms of R is inﬁnite. The
next theorem gives a more precise description of this set.
Theorem 3.8. Let R
 be a one-dimensional, analytically ramiﬁed
local domain whose rank equals one. Let v denote the normalized valuation
of 	R. Then the set \V R, where V R = vq  q ∈ R ⊂ , is ﬁnite.
Proof. Let π be a prime element of 	R. By Krull’s intersection theorem,
R• is the disjoint union of the sets
Ui = 
i\
i+1
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For k ∈ , we set
Wk = vq  q ∈ Uk ∩ R ⊂ 
and show that if Wk is unbounded, then \Wk is either ﬁnite or there
exists some l < k such that Wl is unbounded. Then the theorem follows,
since V R is unbounded and R ∩
C =  for some C, by Lemma 2.2.
Now let Wk be unbounded and let qm ∈ Uk be a sequence of atoms of R
with
vqm+1 > vqm > m
Set rm = qm + πm. For large m we then have πm ∈ 
k+1 by Lemma 3.6
and thus rm ∈ Uk with valuation vrm = m.
If almost all rm are atoms of R, the set \Wk is ﬁnite. We thus assume
that rmj is a subsequence with rmj /∈ R. Let
rmj = qj 1    qj sj
be factorizations with atoms qj i of R and with vqj 1 ≥ · · · ≥ vqj sj for
all j ∈ . Since rmj ∈ Uk we get
2 ≤ sj ≤ k
and hence qj 1 /∈ 
k and vqj 1 ≥ mjk for all j ∈ . Since
qj 1 ∈ U1 ∪ · · · ∪Uk−1
there exists some l < k such that Wl ⊂  is unbounded. This proves the
theorem.
4. EXAMPLES
In this section we give estimates for the invariants which we considered
in Section 1 for two classes of one-dimensional, analytically ramiﬁed local
domains, which are known from the literature.
Example 4.1 (see [N, (E3.1)]). Let K be a ﬁeld of characteristic p = 0
with K 
 Kp = ∞. Let b1 b2    be a sequence of p-independent ele-
ments of K and let X be an indeterminate.
Then R = KpXKc, where
c =
∞∑
i=1
biX
i ∈ XKX
is a one-dimensional, analytically ramiﬁed local domain with cR ≤ 3p− 1,
max R ≤ 3p− 3, and ϕR ≤ 2pp+ 1p2 + 13p− 32 + 2p− 2.
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Proof. We set V = KpXK, which is a discrete valuation ring with
prime element X. Since V c/V  is a purely inseparable extension of
degree p, an element
z =
p−1∑
i=0
zic
i ∈ R
with zi ∈ V  lies in R if and only if all coefﬁcients zi lie in V . Let 

denote the maximal ideal of R. Then 
 = RX c. From X R cp we get

p ⊂ RX and RX ≤ p.
Our next aim is to give an upper bound for cR using Propositions 2.9
and 2.10. To do this, we determine some C ∈  with minLRXk ≤ C for
all k. Let vX denote the X-valuation of KX.
Claim 1.
(i) y + c ∈ R for all y ∈ XV .
(ii) vXq  q ∈ R =  (which strengthens Theorem 3.8 in this
case).
(iii) minLRXk ≤ 2p− 1 for all k ∈ .
Proof. (i) Let y ∈ XV and assume that we have a decomposition
y + c =
(p−1∑
i=0
vic
i
)(p−1∑
i=0
wic
i
)
(1)
with vi, wi ∈ V . If we calculate the coefﬁcient of c on the right-hand side
of (1), we obtain the equation
1 = v0w1 + v1w0 +
(p−1∑
k=2
vp+1−kwk
)
cp (2)
If v0 and w0 both were nonunits of V , then the right-hand side of (2) would
be a nonunit, which is a contradiction. Thus either v0 or w0 is a unit of V ,
and therefore either
∑p−1
i=0 vic
i of
∑p−1
i=0 wic
i is a unit of R. Since y + c is a
nonunit of R it thus lies in R.
(ii) This is an immediate consequence of (i) since every initial part
of the power series c can be changed in an arbitrary way by adding some
y ∈ XKX ⊂ XV .
(iii) Let k ∈  and let r, s be nonnegative integers with k = pr + s
and 0 ≤ s < p. Let q be an atom of R with vXq = r. Then qpXs is
associated to Xk (in R) and thus we have
minLRXk ≤ p+ s ≤ 2p− 1
(Claim 1)
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From Propositions 2.9 and 2.10 we now obtain
cR ≤ maxtRXRX − 1 ≤ 1+ 2p− 1+RX − 1 ≤ 3p− 1
and
max R ≤ cR − 2 ≤ 3p− 3
Now we pass to the estimation of ϕR. First we determine some b ∈ R with
1 ∈ LRb (the existence of such an element is by no means obvious).
Set
cn =
n∑
i=1
biX
i
for all n and let
a = c − cp−1p−1c − cp
Then c − cn is an atom of R by Claim 1 (i).
Claim 2.
(i) Xp R a and Xp+1 R a. Moreover, a/Xp is a nonunit of R and
LRa/Xp ⊂ 1     p− 1.
(ii) p     kp ⊂ LRXkp for all k ∈ .
(iii) 1 ∈ LRb, where b = ap.
Proof. (i) By calculating the power c − cp−1p−1 we obtain
a =
p−1∑
i=0
aic
i = cp − −cp−1p−1cp
+
p−1∑
k=1
[(
p− 1
k− 1
)
−cp−1p−k −
(
p− 1
k
)
−cp−1p−k−1cp
]
ck
with coefﬁcients ai ∈ V .
For 1 ≤ k ≤ p− 1 we have
ak = −−cp−1p−k−1
((
p− 1
k− 1
)
cp−1 +
(
p− 1
k
)
cp
)
and p  ((p−1
k−1
)+ (p−1
k
))
implies
vX
((
p− 1
k− 1
)
cp−1 +
(
p− 1
k
)
cp
)
≥ p
Thus vXak ≥ p− k− 1+ p ≥ p. If k = p− 1 we see that vXap−1 = p
since
ap−1 = −p− 1cp−1 + cp = −bpXp
and bp = 0.
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In the case k = 0 we have vXa0 ≥ p + 1. From this we get Xp R a
and Xp+1 R a, since vXap−1 = p. In particular vXa0 ≥ p + 1 implies
a/Xp ∈ 
 and thus a/Xp ∈ 
\
p, because X R a/Xp and RX ≤ p.
(ii) We show the assertion by induction. The case k = 1 is clear since
X ∈ R. Let k > 1. From Xkp = Xk−1pXp we get 2p 3p     kp ⊂
LRXkp by assumption. Let q ∈ R be with vXq = k. Then p ∈
LRXkp since qp ∼R Xkp.
(iii) Let v ∈ R aXp . Set x = c − cp−1p−1c − cp ∈ Ra and
y = Xpv ∈ Ra. We then have σx = p and σy = β with p  β. Let
zl = xp−lyl ∈ Rb for 0 ≤ l ≤ p − 1. Since σzl = βl + pp − 1 ∈
LRb and p  β, there exists some l ∈ 0     p − 1 such that σzl ≡ 1
mod p. The assertion now follows from (ii). (Claim 2)
Let again be b = ap. We now have
tRRb2max R
2 ≤ maxLRb2max R
2
+ 2p− 1+Rb2max R
2 − 1
by Proposition 2.9 and Claim 1(iii). With vXa = p − 1p + p + 1 =
p2 + 1 and vXb = pp2 + 1 we get for the terms of the sum
maxLRb2max R
2 ≤ pp2 + 12max R2
≤ 2pp2 + 13p− 32
and
Rb2max R
2 ≤ p2p2 + 12max R2 ≤ 2p2p2 + 13p− 32
Thus the estimate
ϕR ≤ 2pp2 + 13p− 32 + 2p− 1+ 2p2p2 + 13p− 32 − 1
= 2pp+ 1p2 + 13p− 32 + 2p− 2
now follows from Proposition 2.11.
Example 4.2 (see [A, Sect. 3]). Let p = 2 be a prime number and let
α = a1p+ a2p3 + · · · + arp2
r−1 +    
where ai ∈ 1     p − 1 is a p-adic integer such that α is algebraically
independent over . We set
θ1 =
α
p
 θ2 =
θ1 − a1
p2
     θr+1 =
θr − ar
p2
r    
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θi ∈ ×p and deﬁne
ιi = θi − ai2
Let T = α ι1 ι2    ⊂ p and  = T pα. Then  is a maximal ideal
of T with T/ ∼= /p (see [A, Eq. (11)]). If we set R = T and 
 = ,
R
 is a one-dimensional, analytically ramiﬁed local domain of rank one
with cR ≤ 5, max R ≤ 3 and ϕR ≤ 255.
Proof. By [A], R is a one-dimensional, analytically ramiﬁed local domain
with rank one and characteristic zero. Moreover, 	R ⊂ p, p is a prime
element of 	R and 	R× = 	R ∩ ×p .
From 
2 = p
 ⊂ pR (see [A, Eq. (12)]) it follows that R = 
\
2
and all q ∈ 
 with p R q are atoms of R. Since p R α, all elements α+ h
with some h ∈ p are atoms of R.
If we deﬁne
αr = α− a1p+ · · · + arp2
r−1 ∈ R
we have limr→∞ α2r = 0 (see [A], Eq. (14)). If we set K = 2, we obtain
minLRpn ≤ 2K − 1 = 3 for all n ∈  from Remark 3.4.
Since Rp = 2, we get
tRRp ≤ 1+ 3+ 2 − 1 = 5
by Proposition 2.9 and cR ≤ 5 by Proposition 2.10. This yields
max R ≤ 3. To estimate ϕR, we set a = qq′, where q = α − a1p ∈
R and q′ = α− a1p+ a2p2 ∈ R. Next we consider the equation
qq′ = α− a1pα− a1p+ a2p2 = pθ1 − a1pθ1 − a1 + a2p
= p2ι1 + a1α1
Since ι1 ∈ 
2 (see [A, Eq. (7)]) and a1α ∈ 
\
2 we have ι1 + a1α ∈

\
2 = R. Thus 2 3 ⊂ LRa and 1 ∈ LRa.
If we set q′′ = ι1 + a1α we have
q′′ = ι1 + a1α1 = p4a22 + ι2 + 2a2pα2 + a1α2 + a2p3
= p3ε+ α2η
with ε = pa22 + pι2 + a1a2 ∈ R× and η = 2a1p+ a1 ∈ R×. Thus
q′′ ∼R p3β+ α2
where β ∈ R×.
Let α¯2 = α2 − 2a3p7 (see [A, Eq. (15)]). From
p3β+ α2−p3β+ α¯2 = −p6β2 − p3βα2 + p3βα2 − 2a3p7 + p14εr
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with εr ∈ R× (see [A, Eq. (15)]) the equation
q′′−p3β+ α¯2 ∼R −p6β2 − 2a3p7 + εrp14 ∼R p6
follows. Thus we have p6 ∈ q′′R and p8 ∈ aR. Since 
l ⊂ pl−1R we get

9 ⊂ aR and Ra ≤ 9. This shows the inequality
Ral ≤ 9l
for all l ∈ .
From vpa = 5 we get maxLRal ≤ 5l for all l ∈ , and minLRpl ≤ 3
for all l ∈  implies minLRal ≤ 4 for all l ∈ . Thus we have
tRRal ≤ 5l + 4+ 9l − 1 = 14l + 3
by Proposition 2.9. Finally, the estimate
ϕR ≤ 142 · 32 + 3 = 255
follows from Proposition 2.11.
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