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Abstract
Given two measurable functions V (r) ≥ 0 and K (r) > 0, r > 0, we define the
weighted spaces
H1V =
{
u ∈ D1,2(RN ) :
∫
RN
V (|x|)u2dx <∞
}
, L
q
K = L
q(RN ,K (|x|) dx)
and study the compact embeddings of the radial subspace of H1V into L
q1
K + L
q2
K ,
and thus into LqK (= LqK + LqK) as a particular case. Both super- and sub-quadratic
exponents q1, q2 and q are considered. Our results do not require any compatibility
between how the potentials V and K behave at the origin and at infinity, and es-
sentially rely on power type estimates of their relative growth, not of the potentials
separately. Applications to existence results for nonlinear elliptic problems like
−△u+ V (|x|)u = f (|x| , u) in RN , u ∈ H1V ,
will be given in a forthcoming paper.
Keywords. Weighted Sobolev spaces, compact embeddings, unbounded or decaying
potentials
MSC (2010): Primary 46E35; Secondary 46E30, 35J60, 35J20, 35J05
1 Introduction
Consider the nonlinear elliptic radial equation
−△u+ V (|x|) u = K (|x|) f (u) in RN , (1.1)
∗Partially supported by the PRIN2009 grant “Critical Point Theory and Perturbative Methods for Non-
linear Differential Equations”
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2where N ≥ 3, f : R → R is a continuous nonlinearity satisfying f (0) = 0 and V ≥
0, K > 0 are given potentials. The motivation of this paper is concerned with the problem
of the existence of non-zero non-negative solutions to equation (1.1) in the following weak
sense: we say that u ∈ H1V is a weak solution to (1.1) if∫
RN
∇u · ∇h dx+
∫
RN
V (|x|)uh dx =
∫
RN
K (|x|) f (u)h dx for all h ∈ H1V , (1.2)
where
H1V := H
1
V
(
R
N
)
:=
{
u ∈ D1,2 (RN) : ∫
RN
V (|x|) u2dx <∞
}
(1.3)
is the energy space associated to the linear part of the equation, which is a Hilbert space
with respect to the following inner product and related norm:
(u | v) :=
∫
RN
(∇u · ∇v + V (|x|)uv) dx, ‖u‖2 :=
∫
RN
(|∇u|2 + V (|x|) u2) dx.
By well known arguments, such solutions lead to special solutions (solitary waves and
solitons) for several nonlinear classical field theories, such as Schro¨dinger and Klein-
Gordon equations (see e.g. [11, 27, 4]). In this respect, since the early studies of [15, 23,
18, 22], equation (1.1) has been massively addressed in the mathematical literature, re-
cently focusing on the case of V possibly vanishing at infinity, i.e., lim inf |x|→∞ V (|x|) =
0 (some first results on such a case can be found in [2, 9, 13, 14]; for more recent refer-
ences, see e.g. the bibliography of [1, 24]).
The natural approach in studying equation (1.1) is variational, since its weak solutions
are (at least formally) critical points of the Euler functional
I (u) :=
1
2
‖u‖2 −
∫
RN
K (|x|)F (u) dx, (1.4)
where F (t) :=
∫ t
0
f (s) ds. Then the problem of existence is easily solved if V does
not vanish at infinity and K is bounded. Indeed, in this case, introducing the weighted
Lebesgue space
LqK := L
q
K
(
R
N
)
:= Lq
(
R
N , K (|x|) dx) , (1.5)
one easily sees that the embeddings H1V →֒ H1(RN) and Lq(RN) →֒ LqK are continuous,
so that, by the well known theory of H1(RN ), the embedding
H1V
(
R
N
) →֒ LqK (RN) , 2 < q < 2∗ := 2NN − 2 ,
is continuous and becomes compact if restricted to the radial subspace of H1V , namely
H1V,r := H
1
V,r
(
R
N
)
:=
{
u ∈ C∞c,rad (RN) :
∫
RN
V (|x|) u2dx <∞
} H1V (RN )
. (1.6)
3Therefore, assuming that f grows as a super-linear and subcritical power, the functional
I is of class C1 on H1V (because its non-quadratic part is of class C1 on LqK) and, under
some additional conditions on the nonlinearity, by-now almost standard in the literature,
the restriction of I to H1V,r has a mountain-pass geometry and satifies the Palais-Smale
condition, so that it has a non-zero critical point by the Mountain-Pass Theorem [3]. Such
a critical point is actually a critical point of I , i.e., a weak solution of (1.1) in the sense of
(1.2), thanks to the Palais’ Principle of Symmetric Criticality [21], which applies since I
is rotationally invariant and of class C1 on H1V .
If V vanishes at infinity, the space H1V is no more necessarily contained in L2(RN) and
thus the embedding properties of H1(RN) become useless, so that the above scheme fails
in essentially two points: the compactness properties of the radial subspace of H1(RN)
are no more avaliable and a growth condition of the form |F (u)| ≤ (const.) |u|q, q 6= 2∗,
does not ensure the differentiability, not even the finiteness, of I on H1V . A possible way
of saving the scheme, then, is to face and solve the following problems:
(i) find a compact embedding of H1V,r into a space X where the non-quadratic part of
I is of class C1;
(ii) prove a simmetric criticality type result, ensuring that the critical points of I|H1V,r are
weak solutions of equation (1.1) in the sense of definition (1.2).
Problem (i) has been largely investigated in the literature for X = LqK and, as far as we
know, the more general results in this direction are the ones recently obtained by Su, Wang
and Willem [26], Su and Tian [24], and Bonheure and Mercuri [16] (for older results, see
the references in [26, 24]; for related results without symmetry assumptions, see [1, 17]
and the references therein). In particular, [26], [24] and [16] respectively concern the
cases q ≥ 2, 1 < q < 2 and q > 2. We also observe that [26, 24] actually deal with the
more general case of Banach energy spaces W 1,pV,r , 1 < p < N , which we do not study
here. The spirit of the results of [26, 24] (for p = 2) is essentially the following: assuming
that V,K are continuous and satisfy power type estimates of the form:
lim inf
r→0+
V (r)
ra0
> 0, lim inf
r→+∞
V (r)
ra
> 0, lim sup
r→0+
K (r)
rb0
<∞, lim sup
r→+∞
K (r)
rb
<∞,
(1.7)
the authors find two limit exponents q = q (a, b) and q = q (a0, b0) such that the embed-
ding H1V,r →֒ LqK is compact if q < q < q. The exponent q is always defined, while
q exists provided that suitable compatibility conditions between a0 and b0 occur. More-
over, the condition q < q < q also asks for q < q, which is a further assumption: a
compatibility is also required between the behaviours of the potentials at zero and at in-
finity. These results are extended in [16] by replacing (1.7) with estimates on V and K in
terms of a much wider class of comparison functions than the powers of r (the so-called
4Hardy-Dieudonne´ comparison class). A price to pay for such a generality is that the com-
pact embedding H1V,r →֒ LqK is no more ensured for a range of exponents q, but under
assumptions which join q and the comparison functions together.
Motivated by a wide recent use of the sum of weighted Lebesgue spaces in dealing
with nonlinear problems (see the references in [8]), the case X = Lq1K + Lq2K has been
considered in [8], generalizing a result of [12] and studying the compactness of the em-
bedding of H1V,r (and of W 1,pV,r , 1 < p < N) into Lq1K + Lq2K for V = 0 and K satisfying
power type estimates from above at zero and infinity (see Example 3.2 below).
Here we investigate problem (i) for X = Lq1K + Lq2K with q1 and q2 not necessarily
different, and thus for X = LqK (= LqK + LqK) as a particular case. Some properties of
the Lq1K + L
q2
K spaces will be recalled in Section 4. We consider q1, q2 ∈ (1,+∞), so
that both super- and sub-quadratic cases are covered. Our embedding results are given
by the combination of Theorem 2.1 with Theorems 2.2, 2.3, 2.5 and 2.7, which give
sufficient conditions in order to apply Theorem 2.1. The spirit of the results is essentially
the following: assuming that the relative growth of the potentials satisfies power type
estimates of the form
ess sup
r≪1
K (r)
rα0V (r)β0
< +∞, ess sup
r≫1
K (r)
rα∞V (r)β∞
< +∞, β0, β∞ ∈ [0, 1] ,
we find two open intervals, say I1 = I1 (α0, β0) and I2 = I2 (α∞, β∞), the one depend-
ing on the behaviour of V and K at the origin, the other on their behaviour at infinity,
such that the embedding of H1V,r into L
q1
K +L
q2
K is compact for q1 ∈ I1 and q2 ∈ I2. These
intervals are independent from one another and may not intersect; if they do, a compact
embedding of H1V,r into L
q
K ensues, by taking q1 = q2 = q.
The compactness results we present here generalize the ones of [26, 24, 8] (for p = 2)
and are complementary to the ones of [16]. The main novelties concern the decaying rates
allowed for the potentials and the independence between their behaviours at the origin and
at infinity.
As to the first issue, we do not require separate estimates on V and K, but only on
their relative growth, so that potentials which do not exhibit a power like behaviour, as
prescribed in [26, 24], are permitted (see Examples 3.3 and 3.4). Moreover, unlike in
[26, 24, 16], we also allow that V vanishes identically in a neighbourhood of zero, or
of infinity, or both (see Remark 2.4.1 and Examples 3.2 and 3.4). On the other hand,
many of the potentials considered in [16] do not fall into the class studied here, since
they give rise to a ratio K/V β which behaves as a general Hardy-Dieudonne´ function and
therefore cannot be estimated by a power of r. However, we think that our arguments can
be extended in order to estimate K/V β by means of a wider class of functions than the
powers of r, such as, indeed, the Hardy-Dieudonne´ comparison functions.
As far as the second issue is concerned, we avoid any compatibility requirement be-
5tween how the potentials behave at the origin and at infinity, since the use of Lq1K + L
q2
K
spaces, not simply of LqK , leads to the already mentioned independent intervals I1, I2 for
the exponents q1, q2. This also provides new compact embeddings for potentials which be-
long to the classes considered in [26, 24, 16] but escape their results, for instance because
q ≥ q (see Examples 3.5, 3.1 and 3.3).
Besides these general considerations, it is worth observing that we also improve the
compact embeddings of [24] (for p = 2), i.e., H1V,r →֒ LqK for q sub-quadratic, in three
further respects: for potentials satisfying the same assumptions of [24], we find that the
embedding is compact for a wider interval of exponents than the range q < q < q obtained
in [24], as well as for cases in which q and q are not defined, or are such that q ≥ q. This
is thoroughly highlighted in Example 3.5, even though in a particular case.
A precise comparison with the compactness result of [8] (for p = 2) will be given in
Example 3.2.
As to problem (ii), it has been recently treated in [10] and [8] for particular poten-
tials, respectively concerning nonlinearities satisfying a single-power and a double-power
growth condition (see also [5] for a related cylindrical case). We will study the problem
in the forthcoming paper [7], where we will prove a simmetric criticality type result that
contains the ones of [8, 10] and, as announced in [6], it also completes the existence re-
sults of other papers (e.g. [24, 25, 26]), where a solution is found as a critical point of the
restriction I|H1V,r only.
The forthcoming paper [7] will be also (and mainly) devoted to applications of our
embedding results to nonlinear elliptic problems like (1.1). Further applications will be
given in [19], where the problem of existence without the Ambrosetti-Rabinowitz growth
condition is faced.
This paper is organized as follows. In Section 2 we state our main results: a general
result concerning the embedding properties of H1V,r into L
q1
K + L
q2
K (Theorem 2.1) and
some explicit conditions ensuring that the embedding is compact (Theorems 2.2, 2.3, 2.5
and 2.7). The general result is proved in Section 4, the explicit conditions in Section 5.
In Section 3 we apply our results to some examples, with a view to both illustrate how to
use them in concrete cases and to compare them with the literature mentioned above. The
Appendix is devoted to some detailed computations, displaced from Section 5 for sake of
clarity.
Notations. We end this introductory section by collecting some notations used in the
paper.
• For every R > 0, we set BR :=
{
x ∈ RN : |x| < r}.
• For any subset A ⊆ RN , we denote Ac := RN \ A. If A is Lebesgue measurable, |A|
stands for its measure.
• O (N) is the orthogonal group of RN .
6• By → and ⇀ we respectively mean strong and weak convergence.
• →֒ denotes continuous embeddings.
• C∞c (Ω) is the space of the infinitely differentiable real functions with compact support
in the open set Ω ⊆ Rd; C∞c,rad(RN) is the radial subspace of C∞c (RN ).
• If 1 ≤ p ≤ ∞ then Lp(A) and Lploc(A) are the usual real Lebesgue spaces (for any mea-
surable set A ⊆ Rd). If ρ : A → (0,+∞) is a measurable function, then Lp(A, ρ (z) dz)
is the real Lebesgue space with respect to the measure ρ (z) dz (dz stands for the Lebesgue
measure on Rd).
• p′ := p/(p− 1) is the Ho¨lder-conjugate exponent of p.
• D1,2(RN) = {u ∈ L2∗(RN ) : ∇u ∈ L2(RN)}, N ≥ 3, is the usual Sobolev space,
which identifies with the completion of C∞c (RN ) with respect to the norm of the gradi-
ent; D1,2rad(R
N) is the radial subspace of D1,2(RN ); D1,20 (BR) is closure of C∞c (BR) in
D1,2(RN).
• 2∗ := 2N/ (N − 2) is the critical exponent for the Sobolev embedding in dimension
N ≥ 3.
2 Main results
Assume N ≥ 3 and recall the definitions (1.3), (1.6) and (1.5) of the spaces H1V , H1V,r
and LqK . We will always require that the potentials V and K satisfy the following basic
assumptions:
(V) V : (0,+∞) → [0,+∞] is a measurable function such that V ∈ L1 ((r1, r2)) for
some r2 > r1 > 0;
(K) K : (0,+∞) → (0,+∞) is a measurable function such that K ∈ Lsloc ((0,+∞))
for some s > 2N
N+2
.
Assumption (V) implies that the spaces H1V and H1V,r are nontrivial, while hypothesis (K)
ensures that H1V,r is compactly embedded into the weighted Lebesgue space L
q
K(BR \Br)
for every 1 < q < ∞ and R > r > 0 (cf. Lemma 4.1 below). In what follows, the
summability assumptions in (V) and (K) will not play any other role than this.
Given V and K, we define the following functions of R > 0 and q > 1:
S0 (q, R) := sup
u∈H1V,r, ‖u‖=1
∫
BR
K (|x|) |u|q dx, (2.1)
S∞ (q, R) := sup
u∈H1V,r, ‖u‖=1
∫
RN\BR
K (|x|) |u|q dx. (2.2)
Clearly S0 (q, ·) is nondecreasing, S∞ (q, ·) is nonincreasing and both of them can be
infinite at some R.
7Our first result concerns the embedding properties of H1V,r into L
q1
K + L
q2
K and relies
on assumptions which are quite general, sometimes also sharp (see claim (iii)), but not
so easy to check. More handy conditions ensuring these general assumptions will be
provided by the next results. Some recallings on the space Lq1K + L
q2
K will be given in
Section 4.
Theorem 2.1. Let N ≥ 3, let V , K be as in (V), (K) and let q1, q2 > 1.
(i) If
S0 (q1, R1) <∞ and S∞ (q2, R2) <∞ for some R1, R2 > 0,
(S ′q1,q2)
then H1V,r(RN) is continuously embedded into L
q1
K(R
N) + Lq2K(R
N).
(ii) If
lim
R→0+
S0 (q1, R) = lim
R→+∞
S∞ (q2, R) = 0,
(S ′′q1,q2)
then H1V,r(RN) is compactly embedded into L
q1
K (R
N) + Lq2K(R
N ).
(iii) If K (|·|) ∈ L1(B1) and q1 ≤ q2, then conditions
(S ′q1,q2) and (S ′′q1,q2) are also
necessary to the above embeddings.
Observe that, of course, (S ′′q1,q2) implies (S ′q1,q2). Moreover, these assumptions can
hold with q1 = q2 = q and therefore Theorem 2.1 also concerns the embedding properties
of H1V,r into L
q
K , 1 < q <∞.
We now look for explicit conditions on V and K implying (S ′′q1,q2) for some q1 and q2.
More precisely, we will ensure (S ′′q1,q2) through a more stringent condition involving the
following functions of R > 0 and q > 1:
R0 (q, R) := sup
u∈H1V,r, h∈H
1
V , ‖u‖=‖h‖=1
∫
BR
K (|x|) |u|q−1 |h| dx, (2.3)
R∞ (q, R) := sup
u∈H1V,r, h∈H
1
V , ‖u‖=‖h‖=1
∫
RN\BR
K (|x|) |u|q−1 |h| dx. (2.4)
Note that R0 (q, ·) is nondecreasing, R∞ (q, ·) is nonincreasing and both can be infinite
at some R. Moreover, for every (q, R) one has S0 (q, R) ≤ R0 (q, R) and S∞ (q, R) ≤
R∞ (q, R), so that (S ′′q1,q2) is a consequence of the following, stronger condition:
lim
R→0+
R0 (q1, R) = lim
R→+∞
R∞ (q2, R) = 0.
(R′′q1,q2)
In Theorems 2.2 and 2.7 we will find ranges of exponents q1 such that limR→0+ R0 (q1, R)
= 0, while in Theorems 2.3 and 2.5 we will do the same for exponents q2 such that
8limR→+∞R∞ (q2, R) = 0. Condition (R′′q1,q2) then follows by joining Theorem 2.2 or
2.7 with Theorem 2.3 or 2.5.
The reason why we introduce the functions R0 and R∞ is just a matter of future
convenience: some of the results of [7] will need assumption (R′′q1,q2) and therefore we
provide, already at this stage, sufficient conditions in order that (R′′q1,q2) holds. This does
not affect our compactness results, since such sufficient conditions are exactly the same
under which our arguments ensure (S ′′q1,q2).
The fact that Theorem 2.1 allows the case of V (r) = +∞ on a positive measure set
is for future convenience as well, since it will be used in [7] to easily deduce existence
results on bounded or exterior radial domains. Such a generality for V is not so relevant
in the next results, so we will assume hereafter that V is finite almost everywhere.
For α ∈ R and β ∈ [0, 1], we define two functions α∗ (β) and q∗ (α, β) by setting
α∗ (β) := max
{
2β − 1− N
2
,− (1− β)N
}
=
{
2β − 1− N
2
if 0 ≤ β ≤ 1
2
− (1− β)N if 1
2
≤ β ≤ 1
and
q∗ (α, β) := 2
α− 2β +N
N − 2 .
Note that α∗ (β) ≤ 0 and α∗ (β) = 0 if and only if β = 1.
The following Theorems 2.2 and 2.3 only rely on a power type estimate of the relative
growth of the potentials and do not require any other separate assumption on V and K
than (V) and (K), including the case V (r) ≡ 0 (see Remark 2.4.1).
Theorem 2.2. Let N ≥ 3 and let V , K be as in (V), (K) with V (r) < +∞. Assume
that there exists R1 > 0 such that
ess sup
r∈(0,R1)
K (r)
rα0V (r)β0
< +∞ for some 0 ≤ β0 ≤ 1 and α0 > α∗ (β0) . (2.5)
Then lim
R→0+
R0 (q1, R) = 0 for every q1 ∈ R such that
max {1, 2β0} < q1 < q∗ (α0, β0) . (2.6)
Theorem 2.3. Let N ≥ 3 and let V , K be as in (V), (K) with V (r) < +∞. Assume
that there exists R2 > 0 such that
ess sup
r>R2
K (r)
rα∞V (r)β∞
< +∞ for some 0 ≤ β∞ ≤ 1 and α∞ ∈ R. (2.7)
Then lim
R→+∞
R∞ (q2, R) = 0 for every q2 ∈ R such that
q2 > max {1, 2β∞, q∗ (α∞, β∞)} . (2.8)
9We observe explicitly that for every (α, β) ∈ R× [0, 1] one has
max {1, 2β, q∗ (α, β)} =
{
q∗ (α, β) if α ≥ α∗ (β)
max {1, 2β} if α ≤ α∗ (β) .
Remark 2.4.
1. We mean V (r)0 = 1 for every r (even if V (r) = 0). In particular, if V (r) = 0 for
almost every r > R2, then Theorem 2.3 can be applied with β∞ = 0 and assumption
(2.7) means
ess sup
r>R2
K (r)
rα∞
< +∞ for some α∞ ∈ R.
Similarly for Theorem 2.2 and assumption (2.5), if V (r) = 0 for almost every
r ∈ (0, R1).
2. The inequality max {1, 2β0} < q∗ (α0, β0) is equivalent to α0 > α∗ (β0). Then, in
(2.6), such inequality is automatically true and does not ask for further conditions
on α0 and β0.
3. The assumptions of Theorems 2.2 and 2.3 may hold for different pairs (α0, β0),
(α∞, β∞). In this case, of course, one chooses them in order to get the ranges for
q1, q2 as large as possible. For instance, if V is not singular at the origin, i.e., V is es-
sentially bounded in a neighbourhood of 0, and condition (2.5) holds true for a pair
(α0, β0), then (2.5) also holds for all pairs (α′0, β ′0) such that α′0 < α0 and β ′0 < β0.
Therefore, since max {1, 2β} is increasing in β and q∗ (α, β) is increasing in α and
decreasing in β, it is convenient to choose β0 = 0 and the best interval where one
can take q1 is 1 < q1 < q∗ (α, 0) with α := sup
{
α0 : ess supr∈(0,R1)
K(r)
rα0
< +∞
}
(we mean q∗ (+∞, 0) = +∞).
For any α ∈ R, β ≤ 1 and γ ∈ R, define
q∗ (α, β, γ) := 2
α− γβ +N
N − γ and q∗∗ (α, β, γ) := 2
2α + (1− 2β) γ + 2 (N − 1)
2 (N − 1)− γ .
(2.9)
Of course q∗ and q∗∗ are undefined if γ = N and γ = 2 (N − 1), respectively.
The next Theorems 2.5 and 2.7 improve the results of Theorems 2.2 and 2.3 by ex-
ploiting further informations on the growth of V (see Remarks 2.6.2 and 2.8.3).
Theorem 2.5. Let N ≥ 3 and let V , K be as in (V), (K) with V (r) < +∞. Assume
that there exists R2 > 0 such that
ess sup
r>R2
K (r)
rα∞V (r)β∞
< +∞ for some 0 ≤ β∞ ≤ 1 and α∞ ∈ R (2.10)
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and
ess inf
r>R2
rγ∞V (r) > 0 for some γ∞ ≤ 2. (2.11)
Then lim
R→+∞
R∞ (q2, R) = 0 for every q2 ∈ R such that
q2 > max {1, 2β∞, q∗, q∗∗} , (2.12)
where q∗ = q∗ (α∞, β∞, γ∞) and q∗∗ = q∗∗ (α∞, β∞, γ∞) .
For future convenience, we define three functions α1 := α1 (β, γ), α2 := α2 (β) and
α3 := α3 (β, γ) by setting
α1 := − (1− β) γ, α2 := − (1− β)N, α3 := −N + (1− 2β)γ
2
. (2.13)
Then an explicit description of max {1, 2β, q∗, q∗∗} is the following: for every (α, β, γ) ∈
R× (−∞, 1]× (−∞, 2] we have
max {1, 2β, q∗, q∗∗} =


q∗∗ (α, β, γ) if α ≥ α1
q∗ (α, β, γ) if max {α2, α3} ≤ α ≤ α1
max {1, 2β} if α ≤ max {α2, α3}
, (2.14)
where max {α2, α3} < α1 for every β < 1 and max {α2, α3} = α1 = 0 if β = 1.
Remark 2.6.
1. The proof of Theorem 2.5 does not require β∞ ≥ 0, but this condition is not a
restriction of generality in stating the theorem. Indeed, under assumption (2.11),
if (2.10) holds with β∞ < 0, then it also holds with α∞ and β∞ replaced by
α∞ − β∞γ∞ and 0 respectively, and this does not change the thesis (2.12), be-
cause q∗ (α∞ − β∞γ∞, 0, γ∞) = q∗ (α∞, β∞, γ∞) and q∗∗ (α∞ − β∞γ∞, 0, γ∞) =
q∗∗ (α∞, β∞, γ∞).
2. Denote q∗ = q∗ (α∞, β∞) for brevity. If γ∞ < 2, then one has
max {1, 2β∞, q∗} =
{
max {1, 2β∞} = max {1, 2β∞, q∗, q∗∗} if α∞ ≤ α∗ (β∞)
q∗ > max {1, 2β∞, q∗, q∗∗} if α∞ > α∗ (β∞)
,
so that, under assumption (2.11), Theorem 2.5 improves Theorem 2.3. Otherwise,
if γ∞ = 2, we have q∗ = q∗∗ = q∗ and Theorems 2.5 and 2.3 give the same result.
This is not surprising, since, by Hardy inequality, the space H1V coincides with
D1,2(RN) if V (r) = r−2 and thus, for γ∞ = 2, we cannot expect a better result
than the one of Theorem 2.3, which covers the case of V (r) ≡ 0, i.e., of D1,2(RN ).
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3. Description (2.14) shows that q∗ and q∗∗ are relevant in inequality (2.12) only for
α∞ > α2 (β∞). In this case, both q∗ and q∗∗ turn out to be increasing in γ and hence
it is convenient to apply Theorem 2.5 with the smallest γ∞ for which (2.11) holds.
This is consistent with the fact that, if (2.11) holds with γ∞, then it also holds with
every γ′∞ such that γ∞ ≤ γ′∞ ≤ 2.
In order to state our last result, we introduce, by the following definitions, an open
region Aβ,γ of the αq-plane, depending on β ≤ 1 and γ ≥ 2. Recall the definitions (2.9)
of the functions q∗ = q∗ (α, β, γ) and q∗∗ = q∗∗ (α, β, γ). We set
Aβ,γ := {(α, q) : max {1, 2β} < q < min {q∗, q∗∗}} if 2 ≤ γ < N,
Aβ,γ := {(α, q) : max {1, 2β} < q < q∗∗, α > − (1− β)N} if γ = N,
Aβ,γ := {(α, q) : max {1, 2β, q∗} < q < q∗∗} if N < γ < 2N − 2,
Aβ,γ := {(α, q) : max {1, 2β, q∗} < q, α > − (1− β) γ} if γ = 2N − 2,
Aβ,γ := {(α, q) : max {1, 2β, q∗, q∗∗} < q} if γ > 2N − 2.
(2.15)
For more clarity, Aβ,γ is sketched in the following five pictures, according to the five
cases above. Recall the definitions (2.13) of the functions α1 = α1 (β, γ), α2 = α2 (β)
and α3 = α3 (β, γ).
Fig.1: Aβ,γ for β ≤ 1
and 2 ≤ γ < N .
• If γ = 2, the two
straight lines above are
the same.
• If β < 1 we have
max {α2, α3} < α1 < 0;
if β = 1 we have
max {α2, α3} = α1 = 0
and A1,γ reduces to the
angle 2 < q < q∗∗.
Fig.2: Aβ,γ for β ≤ 1
and γ = N .
• If β < 1 we have
α1 = α2 = α3 < 0;
if β = 1 we have
α1 = α2 = α3 = 0
and A1,γ reduces to the
angle 2 < q < q∗∗.
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Fig.3: Aβ,γ for β ≤ 1
and N < γ < 2N − 2.
• If β < 1 we have
α1 < min {α2, α3} < 0;
if β = 1 we have
α1 = min {α2, α3} = 0
and A1,γ reduces to the
angle 2 < q < q∗∗.
Fig.4: Aβ,γ for β ≤ 1
and γ = 2N − 2.
• If β < 1 we have
α1 < min {α2, α3} < 0;
if β = 1 we have
α1 = min {α2, α3} = 0
and A1,γ reduces to the
angle α > 0, q > 2.
Fig.5: Aβ,γ for β ≤ 1
and γ > 2N − 2.
• If β < 1 we have
α1 < min {α2, α3} < 0;
if β = 1 we have
α1 = min {α2, α3} = 0
and A1,γ reduces to the
angle q > max {2, q∗∗}.
Theorem 2.7. Let N ≥ 3 and let V , K be as in (V), (K) with V (r) < +∞. Assume
that there exists R1 > 0 such that
ess sup
r∈(0,R1)
K (r)
rα0V (r)β0
< +∞ for some 0 ≤ β0 ≤ 1 and α0 ∈ R (2.16)
and
ess inf
r∈(0,R1)
rγ0V (r) > 0 for some γ0 ≥ 2. (2.17)
Then lim
R→0+
R0 (q1, R) = 0 for every q1 ∈ R such that
(α0, q1) ∈ Aβ0,γ0. (2.18)
Remark 2.8.
1. Condition (2.18) also asks for a lower bound on α0, except for the case γ0 > 2N−2,
as it is clear from Figures 1-5.
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2. The proof of Theorem 2.7 does not require β0 ≥ 0, but this is not a restriction of
generality in stating the theorem (cf. Remark 2.6.1). Indeed, under assumption
(2.17), if (2.16) holds with β0 < 0, then it also holds with α0 and β0 replaced by
α0 − β0γ0 and 0 respectively, and one has that (α0, q1) ∈ Aβ0,γ0 if and only if
(α0 − β0γ0, q1) ∈ A0,γ0 .
3. If (2.17) holds with γ0 > 2, then Theorem 2.7 improves Theorem 2.2. Otherwise, if
γ0 = 2, then one has max {α2, α3} = α∗ (β0) and (α0, q1) ∈ Aβ0,γ0 is equivalent to
max {1, 2β0} < q1 < q∗ (α0, β0), i.e., Theorems 2.7 and 2.2 give the same result,
which is consistent with Hardy inequality (cf. Remark 2.6.2).
4. Given β ≤ 1, one can check that Aβ,γ1 ⊆ Aβ,γ2 for every 2 ≤ γ1 < γ2, so that,
in applying Theorem 2.7, it is convenient to choose the largest γ0 for which (2.17)
holds. This is consistent with the fact that, if (2.17) holds with γ0, then it also holds
with every γ′0 such that 2 ≤ γ′0 ≤ γ0.
3 Examples
In this section we give some examples which might clarify how to use our results and
compare them with the ones of [26, 24, 16, 8], cited in the Introduction. It will be always
understood that N ≥ 3.
Example 3.1. Consider the potentials
V (r) =
1
ra
, K (r) =
1
ra−1
, a ≤ 2.
Since V satisfies (2.11) with γ∞ = a (cf. Remark 2.6.3 for the best choice of γ∞), we
apply Theorem 2.1 together with Theorems 2.2 and 2.5. Assumptions (2.5) and (2.10)
hold if and only if α0 ≤ aβ0 − a + 1 and α∞ ≥ aβ∞ − a + 1. According to (2.6) and
(2.12), it is convenient to choose α0 as large as possible and α∞ as small as possible, so
we take
α0 = aβ0 − a+ 1, α∞ = aβ∞ − a + 1.
Then q∗ = q∗ (α0, β0), q∗ = q∗ (α∞, β∞, a) and q∗∗ = q∗∗ (α∞, β∞, a) are given by
q∗ = 2
N − a+ 1− (2− a) β0
N − 2 , q∗ = 2
N − a+ 1
N − a and q∗∗ = 2
2N − a
2N − a− 2 ,(3.1)
where a ≤ 2 implies q∗ ≤ q∗∗. Note that α0 > α∗ (β0) for every β0. Since q∗ is decreasing
in β0 and q∗∗ is independent of β∞, it is convient to choose β0 = β∞ = 0, so that Theorems
2.2 and 2.5 yield to exponents q1, q2 such that
1 < q1 < q
∗ = 2
N − a + 1
N − 2 , q2 > q∗∗ = 2
2N − a
2N − a− 2 .
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If a < 2, then one has q∗∗ < q∗ and therefore we get the compact embedding
H1V,r →֒ LqK for 2
2N − a
2N − a− 2 < q < 2
N − a + 1
N − 2 . (3.2)
If a = 2, then q∗∗ = q∗ = 2 (N − 1) / (N − 2) and we have the compact embedding
H1V,r →֒ Lq1K + Lq2K for 1 < q1 < 2
N − 1
N − 2 < q2.
Since V and K are power potentials, one can also apply the results of [26] (or equivalently
of [16], which are the same for power potentials), finding two limit exponents q and q
such that the embedding H1V,r →֒ LqK is compact if q < q < q. These exponents q and
q are exactly exponents q∗∗ and q∗ of (3.1) respectively, so that one obtains (3.2) again,
provided that a < 2 (which implies q < q). If a = 2, instead, one gets q = q and no result
is avaliable in [26] (nor in [16]). The results of [24] do not apply to V and K, since the
top and bottom exponents of [24] turn out to be equal to one another for every a ≤ 2.
Example 3.2. Taking V (r) ≡ 0, K as in (K) and β0 = β∞ = 0, from Theorems 2.2, 2.3
and 2.1 (see also Remark 2.4.1) we get the compact embedding D1,2rad(RN ) →֒ Lq1K + Lq2K
for
1 < q1 < 2
α0 +N
N − 2 and q2 > max
{
1, 2
α∞ +N
N − 2
}
, (3.3)
provided that ∃R1, R2 > 0 such that
ess sup
r>R2
K (r)
rα∞
< +∞ and ess sup
r∈(0,R1)
K (r)
rα0
< +∞ with α0 > −N + 2
2
. (3.4)
This result has already been proved in [8, Theorem 4.1], assuming K ∈ L∞loc((0,+∞)).
Of course, according to (3.3), in (3.4) it is convenient to choose α0 as large as possible
and α∞ as small as possible. For instance, if K (r) = rd with d > − (N + 2) /2, we
choose α0 = α∞ = d and obtain the compact embedding
D1,2rad(R
N) →֒ Lq1K + Lq2K for 1 < q1 < 2
d+N
N − 2 < q2.
Observe that 2(d+N)/(N − 2) is the “critical exponent” found by Ni [20] for the Henon
equation. We also observe that, if (3.4) holds for some α0 > α∞, then we can take q1 = q2
in (3.3) and we get the compact embedding
D1,2rad(R
N) →֒ LqK for max
{
1, 2
α∞ +N
N − 2
}
< q < 2
α0 +N
N − 2
(cf. [8, Corollary 4.6]).
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Example 3.3. Essentially the same result of Example 3.2 holds if V is not singular at
the origin and, roughly speaking, decays at infinity much faster than K (or is compactly
supported). The result becomes different (and better) if K decays at infinity similarly to
V , or much faster. For example, consider the potentials
V (r) = e−ar, K1 (r) = r
d, K2 (r) = r
de−br, a, b > 0, d > −N + 2
2
.
Since V does not satisfy (2.17) or (2.11), we study the embedding properties of H1V,r by
Theorems 2.2, 2.3 and 2.1. According to Remark 2.4.3, both for K = K1 and K = K2,
Theorem 2.2 leads to take
1 < q1 < 2
d+N
N − 2 .
If K = K1, the ratio in (2.7) is bounded only if β∞ = 0 and the best α∞ we can take is
α∞ = d, which yields q2 > 2d+NN−2 . Then we get the compact embedding
H1V,r →֒ Lq1K1 + Lq2K1 for 1 < q1 < 2
d+N
N − 2 < q2.
If K = K2, instead, assumption (2.7) holds with β∞ = 0 and α∞ ∈ R arbitrary, so that
we can take q2 > 1 arbitrary. Picking q2 = q1, we get the compact embedding
H1V,r →֒ LqK2 for 1 < q < 2
d+N
N − 2 .
A similar but weaker result follows from the theorems of [16], which yield the compact
embedding
H1V,r →֒ LqK2 for 2 < q < 2
d+N
N − 2 .
Note that this requires the restriction d > −2. Even though they belong to the Hardy-
Dieudonne´ comparison class, no result is avaliable in [16] for the potentials V and K1,
due to a lack of compatibility between their behaviours at zero and at infinity.
Example 3.4. Consider the potentials
V (r) = e
1
r , K (r) = e
b
r , 0 < b ≤ 1.
Since V satisfies (2.17), we apply Theorem 2.1 together with Theorems 2.3 and 2.7.
Assumption (2.7) holds for α∞ ≥ 0 and 0 ≤ β∞ ≤ 1, so that the best choice for α∞,
which is α∞ = 0, gives
max {1, 2β∞, q∗ (0, β∞)} = 2N − 2β∞
N − 2 .
Now we then take β∞ = 1, so that Theorem 2.3 gives q2 > 2. Observe that the same result
ensues by applying Theorem 2.5 with γ∞ = 0 in assumption (2.11). As to Theorem 2.7,
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hypothesis (2.17) holds with γ0 ≥ 2 arbitrary and therefore the most convenient choice is
to assume γ0 > 2N − 2 (see Remark 2.8.4). On the other hand, we have
K (r)
rα0V (r)β0
=
e
b−β0
r
rα0
and thus hypothesis (2.16) holds for some α0 ∈ R if and only if b ≤ β0 ≤ 1. We now
distinguish two cases. If b < 1, we can take β0 > b and thus (2.16) holds for every
α0 ∈ R, so that Theorem 2.7 gives q1 > max {1, 2β0} (see Fig.5), i.e., q1 > max {1, 2b}.
If b = 1, then we need to take β0 = 1 and thus (2.16) holds for α0 ≤ 0. Since γ0 > 2N−2
implies
A1,γ0 =
{
(α, q) ∈ R2 : q > max {2, q∗∗ (α, 1, γ0)}
}
=
{
(α, q) ∈ R2 : q > max
{
2, 2− 4α
γ0 − 2 (N − 1)
}}
,
the best choice for α0 ≤ 0 is α0 = 0 and we get that (0, q1) ∈ A1,γ0 if and only if
q1 > 2. Hence Theorem 2.7 gives q1 > max {1, 2b} again. As a conclusion, recalling the
condition q2 > 2 and observing that 0 < b ≤ 1 implies max {1, 2b} ≤ 2, we obtain the
compact embedding
H1V,r →֒ LqK for q > 2.
If we now modify V by taking a compactly supported potential V1 such that V1 (r) ∼
V (r) as r → 0+, everything works as above in applying Theorem 2.7, but we now need
to take β∞ = 0 and α∞ ≥ 0 in Theorem 2.3. This gives
max {1, 2β∞, q∗ (α∞, β∞)} = 2α∞ +N
N − 2
and thus, choosing α∞ = 0, we get the compact embedding
H1V1,r →֒ LqK for q > 2∗.
Similarly, if we modify V by taking a potential V2 such that V2 (r) ∼ V (r) as r → 0+ and
V2 (r) ∼ rN as r → +∞, Theorem 2.7 yields q1 > max {1, 2b} as above and Theorem
2.3 gives q2 > 1 (apply it for instance with α∞ = −N/2 and β∞ = 1/2), so that we get
the compact embedding
H1V2,r →֒ LqK for q > max {1, 2b} .
The compact embeddings H1V,r →֒ LqK and H1V2,r →֒ LqK also follow from the results
of [16], but for q > 2 in both cases. No result is avaliable in [16] for the embedding
H1V1,r →֒ LqK , since V1 has compact support.
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Example 3.5. Consider the potential
V (r) = ra, −2 (N − 1) < a < −N, (3.5)
and let K be as in (K) and such that
K (r) = O
(
rb0
)
r→0+
, K (r) = O
(
rb
)
r→+∞
, b0 > a, b ∈ R. (3.6)
Since V satisfies (2.17) with γ0 = −a (cf. Remark 2.8.4 for the best choice of γ0), we
apply Theorem 2.1 together with Theorems 2.3 and 2.7, where assumptions (2.7) and
(2.16) hold for α∞ ≥ b− aβ∞ and α0 ≤ b0− aβ0 with 0 ≤ β∞ ≤ 1 and β0 ≤ 1 arbitrary.
Note that N < γ0 < 2N − 2. According to (2.8) and (2.18) (see in particular Fig.3), it is
convenient to choose α∞ as small as possible and α0 as large as possible, so we take
α∞ = b− aβ∞, α0 = b0 − aβ0. (3.7)
Then q∗ = q∗ (α∞, β∞), q∗ = q∗ (α0, β0,−a) and q∗∗ = q∗∗ (α0, β0,−a) are given by
q∗ = 2
N + b− (a + 2)β∞
N − 2 , q∗ = 2
N + b0
N + a
and q∗∗ = 2
2N − 2 + 2b0 − a
2N − 2 + a .
Since a+2 < 2−N < 0, the exponent q∗ is increasing in β∞ and thus, according to (2.8)
again, the best choice for β∞ is β∞ = 0. This yields
q2 > max
{
1, 2
N + b
N − 2
}
. (3.8)
As to Theorem 2.7, we observe that, thanks to the choice of α0, the exponents q∗ and q∗∗
are independent of β0, so that we can choose β0 = 0 in order to get the region Aβ0,−a as
large as possible (cf. Fig.3 or the third definition in (2.15)). Then we get α0 = b0 > a =
α1 (recall (3.7) and the definition (2.13) of α1), so that (α0, q1) ∈ A0,−a if and only if
max
{
1, 2
N + b0
N + a
}
< q1 < 2
2N − 2 + 2b0 − a
2N − 2 + a . (3.9)
As a conclusion, we obtain the compact embedding
H1V,r →֒ Lq1K + Lq2K for every q1, q2 satisfying (3.8) and (3.9).
If furthermore a, b, b0 are such that
N + b
N − 2 <
2N − 2 + 2b0 − a
2N − 2 + a , (3.10)
then we can take q1 = q2 and we get the compact embedding
H1V,r →֒ LqK for max
{
1, 2
N + b0
N + a
, 2
N + b
N − 2
}
< q < 2
2N − 2 + 2b0 − a
2N − 2 + a .
(3.11)
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Observe that the potentials V and K behave as a power and thus they fall into the classes
considered in [26, 24, 16]. In particular, the results of [26] and [16] (which are the same
for V,K as in (3.5), (3.6)) provide the compact embedding
H1V,r →֒ LqK for max
{
2, 2
N + b
N − 2
}
=: q < q < q := 2
2N − 2 + 2b0 − a
2N − 2 + a .
(3.12)
This requires condition (3.10), which amounts to q < q, and no compact embedding is
found in [26, 16] if (3.10) fails. Moreover, our result improves (3.12) even if (3.10) holds.
Indeed, b0 > a and N + a < 0 imply N+b0N+a < 1 and thus one has
q =
{
2N+b
N−2
= max
{
1, 2N+b
N−2
, 2N+b0
N+a
}
if b ≥ −2
2 > max
{
1, 2N+b
N−2
, 2N+b0
N+a
}
if b < −2 ,
so that (3.11) is exactly (3.12) if b ≥ −2 and it is better if b < −2. This last case actually
concerns sub-quadratic exponents, so it should be also compared with the results of [24],
where, setting
b1 :=
a− 2− 2N
4
, b2 :=
a− 2
2
, b3 := −N + 2
2
(notice that −N < b1 < b2 < b3 < −2 for a as in (3.5)) and
q′ :=
{
2N+b
N−2
if b ∈ [b3,−2)
4 N+b
2N−2+a
if b ∈ [b1, b2)
, q′ :=
{
2N+b0
N−2
if b0 ∈ (b3,−2]
4 N+b0
2N−2+a
if b0 ∈ (b1, b2]
, (3.13)
the authors find the compact embedding
H1V,r →֒ LqK for q′ < q < q′. (3.14)
Our result (3.11)-(3.10) extends (3.14) in three directions. First, (3.14) requires that q′
and q′ are defined, i.e., b and b0 lie in the intervals considered in (3.13), while (3.11) and
(3.10) do not need such a restriction, also covering cases of b ∈ (−∞, b1) ∪ [b2, b3) or
b0 ∈ (a, b1] ∪ (b2, b3] (take for instance b0 > a arbitrary and b small enough to satisfy
(3.10)). Moreover, (3.14) asks for the further condition q′ < q′, which can be false even if
q′ and q′ are defined (take for instance b3 < b = b0 < −2 or b1 < b = b0 < b2, which give
q′ = q′), while condition (3.10) does not. Indeed, as soon as q′ and q′ are defined, one has
b < −2 and b0 > −N , which imply
N + b
N − 2 −
2N − 2 + 2b0 − a
2N − 2 + a < 1 +
2 + a
2N − 2 + a = 2
N + a
2N − 2 + a < 0.
Finally, setting
q′′ := max
{
1, 2
N + b0
N + a
, 2
N + b
N − 2
}
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for brevity, some computations (which we leave to the reader) show that, whenever q′ and
q′ are defined, one has
q′ =


2N+b
N−2
= q′′ if b ∈ [b3,−2)
4 N+b
2N−2+a
= 1 = q′′ if b = b1
4 N+b
2N−2+a
> 1 = q′′ if b ∈ (b1, b2)
and q′ < 22N − 2 + 2b0 − a
2N − 2 + a .
This shows that (3.11) always gives a wider range of exponents q than (3.14).
4 Proof of Theorem 2.1
Assume N ≥ 3 and let V and K be as in (V) and (K).
Recall the definitions (1.3) and (1.6) of the Hilbert spaces H1V and H1V,r and fix two
constants SN > 0 and CN > 0, only dependent on N , such that
∀u ∈ H1V
(
R
N
)
, ‖u‖L2∗(RN ) ≤ SN ‖u‖ (4.1)
and
∀u ∈ H1V,r
(
R
N
)
, |u (x)| ≤ CN ‖u‖ 1|x|N−22
almost everywhere on RN . (4.2)
The first constant SN exists by Sobolev inequality and the continuous embedding H1V →֒
D1,2(RN). The second constant CN does exist by Ni’s inequality [20] (see also [26,
Lemma 1]) and the continuous embedding H1V,r →֒ D1,2rad(RN).
Recall from assumption (K) that K ∈ Lsloc ((0,+∞)) for some s > 2NN+2 (= 2
∗
2∗−1
).
Lemma 4.1. Let R > r > 0 and 1 < q <∞. Then there exists C˜ = C˜ (N, r, R, q, s) > 0
such that ∀u ∈ H1V,r and ∀h ∈ H1V one has
∫
BR\Br
K (|x|) |u|q−1 |h| dx
C˜ ‖K (|·|)‖Ls(BR\Br)
≤


(∫
BR\Br
|u|2 dx
) q−1
2 ‖h‖ if q ≤ q˜
(∫
BR\Br
|u|2 dx
) q˜−1
2 ‖u‖q−q˜ ‖h‖ if q > q˜
where q˜ := 2
(
1 + 1
N
− 1
s
) (note that s > 2N
N+2
implies q˜ > 1).
Proof. For simplicity, we denote by σ the Ho¨lder-conjugate exponent of 2∗, i.e., σ :=
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2N/ (N + 2). By Ho¨lder inequality (note that s
σ
> 1), we have∫
BR\Br
K (|x|) |u|q−1 |h| dx
≤
(∫
BR\Br
K (|x|)σ |u|(q−1)σ dx
) 1
σ
(∫
BR\Br
|h|2∗ dx
) 1
2∗
≤
((∫
BR\Br
K (|x|)s dx
)σ
s
(∫
BR\Br
|u|(q−1)σ( sσ)
′
dx
) 1
( sσ )
′
) 1
σ
SN ‖h‖
≤ SN ‖K (|·|)‖Ls(BR\Br) ‖h‖
(∫
BR\Br
|u|2 q−1q˜−1 dx
) q˜−1
2
,
where we computed σ
(
s
σ
)′
= 2Ns
(N+2)s−2N
= 2
q˜−1
. If q ≤ q˜, then we get
∫
BR\Br
K (|x|) |u|q−1 |h| dx
≤ SN ‖K (|·|)‖Ls(BR\Br) ‖h‖
(
|BR \Br|1−
q−1
q˜−1
(∫
BR\Br
|u|2 dx
) q−1
q˜−1
) q˜−1
2
= SN ‖K (|·|)‖Ls(BR\Br) ‖h‖ |BR \Br|
q˜−q
2
(∫
BR\Br
|u|2 dx
) q−1
2
.
Otherwise, if q > q˜, then by (4.2) we obtain∫
BR\Br
K (|x|) |u|q−1 |h| dx
≤ SN ‖K (|·|)‖Ls(BR\Br) ‖h‖
(∫
BR\Br
|u|2 q−1q˜−1−2 |u|2 dx
) q˜−1
2
≤ SN ‖K (|·|)‖Ls(BR\Br) ‖h‖
((
CN ‖u‖
r
N−2
2
)2 q−q˜
q˜−1
∫
BR\Br
|u|2 dx
) q˜−1
2
= SN ‖K (|·|)‖Ls(BR\Br) ‖h‖
(
CN ‖u‖
r
N−2
2
)q−q˜ (∫
BR\Br
|u|2 dx
) q˜−1
2
.
This concludes the proof.
For future reference, we recall here some results from [8] concerning the sum space
Lp1K + L
p2
K := L
p1
K
(
R
N
)
+ Lp2K
(
R
N
)
:=
{
u1 + u2 : u1 ∈ Lp1K
(
R
N
)
, u2 ∈ Lp2K
(
R
N
)}
,
where we assume 1 < p1 ≤ p2 < ∞. Such a space can be characterized as the set of
the measurable mappings u : RN → R for which there exists a measurable set E ⊆ RN
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such that u ∈ Lp1K (E) ∩ Lp2K (Ec) (of course Lp1K (E) := Lp1(E,K (|x|) dx), and so for
Lp2K (E
c)). It is a Banach space with respect to the norm
‖u‖Lp1K +Lp2K := infu1+u2=umax
{
‖u1‖Lp1K , ‖u2‖Lp2K
}
and the continuous embedding LpK →֒ Lp1K + Lp2K holds for all p ∈ [p1, p2].
Proposition 4.2 (see [8, Proposition 2.7]). Let {un} ⊆ Lp1K +Lp2K be a sequence such that
∀ε > 0 there exist nε > 0 and a sequence of measurable sets Eε,n ⊆ RN satisfying
∀n > nε,
∫
Eε,n
K (|x|) |un|p1 dx+
∫
Ecε,n
K (|x|) |un|p2 dx < ε. (4.3)
Then un → 0 in Lp1K + Lp2K .
Proposition 4.3 ([8, Propositions 2.17 and 2.14, Corollary 2.19]). Let E ⊆ RN be a
measurable set.
(i) If ∫
E
K (|x|) dx <∞, then Lp1K + Lp2K is continuously embedded into Lp1K (E).
(ii) Every u ∈ (Lp1K + Lp2K ) ∩ L∞ (E) satisfies
‖u‖p2/p1
L
p2
K (E)
≤
(
‖u‖p2/p1−1L∞(E) + ‖u‖p2/p1−1Lp2K (E)
)
‖u‖Lp1K +Lp2K . (4.4)
If moreover ‖u‖L∞(E) ≤ 1, then
‖u‖Lp2K (E) ≤ 2 ‖u‖Lp1K +Lp2K + 1. (4.5)
Recall the definitions (2.1)-(2.2) of the functions S0 and S∞.
Proof of Theorem 2.1. We prove each part of the theorem separately.
(i) By the monotonicity of S0 and S∞, it is not restrictive to assumeR1 < R2 in hypothesis(S ′q1,q2). In order to prove the continuous embedding, let u ∈ H1V,r, u 6= 0. Then we have∫
BR1
K (|x|) |u|q1 dx = ‖u‖q1
∫
BR1
K (|x|) |u|
q1
‖u‖q1 dx ≤ ‖u‖
q1 S0 (q1, R1) (4.6)
and, similarly, ∫
BcR2
K (|x|) |u|q2 dx ≤ ‖u‖q2 S∞ (q2, R2) . (4.7)
On the other hand, by Lemma 4.1 and the continuous embeddingD1,2rad(RN) →֒ L2loc(RN ),
we deduce that there exists a constant C1 > 0, independent from u, such that∫
BR2\BR1
K (|x|) |u|q1 dx ≤ C1 ‖u‖q1 . (4.8)
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Hence u ∈ Lq1K (BR2) ∩ Lq2K (BcR2) and thus u ∈ Lq1K + Lq2K . Moreover, if un → 0 in H1V,r,
then, using (4.6), (4.7) and (4.8), we get∫
BR2
K (|x|) |un|q1 dx+
∫
BcR2
K (|x|) |un|q2 dx = o (1)n→∞ ,
which means un → 0 in Lq1K + Lq2K by Proposition 4.2.
(ii) Assume hypothesis (S ′′q1,q2). Let ε > 0 and let un ⇀ 0 in H1V,r. Then {‖un‖} is
bounded and, arguing as for (4.6) and (4.7), we can take rε > 0 and Rε > rε such that for
all n one has∫
Brε
K (|x|) |un|q1 dx ≤ ‖un‖q1 S0 (q1, rε) ≤ sup
n
‖un‖q1 S0 (q1, rε) < ε
3
and ∫
BcRε
K (|x|) |un|q2 dx ≤ sup
n
‖un‖q2 S∞ (q2, Rε) < ε
3
.
Using Lemma 4.1 and the boundedness of {‖un‖} again, we infer that there exist two
constants C2, l > 0, independent from n, such that
∫
BRε\Brε
K (|x|) |un|q1 dx ≤ C2
(∫
BRε\Brε
|un|2 dx
)l
,
where ∫
BRε\Brε
|un|2 dx→ 0 as n→∞ (ε fixed)
thanks to the compactness of the embeddingD1,2rad(RN) →֒ L2loc(RN). Therefore we obtain∫
BRε
K (|x|) |un|q1 dx+
∫
BcRε
K (|x|) |un|q2 dx < ε
for all n sufficiently large, which means un → 0 in Lq1K + Lq2K (Proposition 4.2). This
concludes the proof of part (ii).
(iii) First we observe thatK (|·|) ∈ L1(B1) and assumption (K) implyK (|·|) ∈ L1loc(RN).
Assume H1V,r →֒ Lq1K + Lq2K with q1 ≤ q2. Fix R1 > 0. Then, by (i) of Proposition 4.3,
there exist two constants c1, c2 > 0 such that ∀u ∈ H1V,r we have∫
BR1
K (|x|) |u|q1 dx ≤ c1 ‖u‖q1Lq1K+Lq2K ≤ c2 ‖u‖
q1 ,
which implies S0 (q1, R1) ≤ c2. By (4.2), fix R2 > 0 such that every u ∈ H1V,r with
‖u‖ = 1 satisfies |u (x)| ≤ 1 almost everywhere on BcR2 . Then, by (4.5), we have∫
BcR2
K (|x|) |u|q2 dx ≤
(
2 ‖u‖Lq1K+Lq2K + 1
)q2 ≤ (c3 ‖u‖+ 1)q2 = (c3 + 1)q2
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for some constant c3 > 0. This gives S∞ (q2, R2) <∞ and thus
(S ′q1,q2) holds (withR1 >
0 arbitrary and R2 large enough). Now assume that the embedding H1V,r →֒ Lq1K + Lq2K
is compact and, by contradiction, that limR→0+ S0 (q1, R) > ε1 > 0 (the limit exists by
monotonicity). Then for every n ∈ N \ {0} we have S0 (q1, 1/n) > ε1 and thus there
exists un ∈ H1V,r such that ‖un‖ = 1 and∫
B1/n
K (|x|) |un|q1 dx > ε1.
Since {un} is bounded in H1V,r, by the compactness assumption together with the contin-
uous embedding Lq1K + L
q2
K →֒ Lq1K(B1) ((i) of Proposition 4.3), we get that there exists
u ∈ H1V,r such that, up to a subsequence, un → u in Lq1K (B1). This implies∫
B1/n
K (|x|) |un|q1 dx→ 0 as n→∞,
which is a contradiction. Similarly, if limR→+∞ S∞ (q2, R) > ε2 > 0, then there exists a
sequence {un} ⊂ H1V,r such that ‖un‖ = 1 and∫
Bcn
K (|x|) |un|q2 dx > ε2. (4.9)
Moreover, we can assume that ∃u ∈ H1V,r such that un ⇀ u in H1V,r, un → u in Lq1K + Lq2K
and
‖un − u‖ ≤ ‖un‖+ ‖u‖ ≤ 1 + lim inf
n→∞
‖un‖ = 2. (4.10)
Now, by (4.10) and (4.2), fix R2 > 0 such that |un (x)− u (x)| ≤ 1 almost everywhere
on BcR2 . Then {un − u} is bounded in Lq2K (BcR2) by (4.5) and therefore (4.4) gives∫
BcR2
K (|x|) |un − u|q2 dx ≤ c4
(
‖un − u‖Lq1K+Lq2K
)q1 → 0 as n→∞
for some constant c4 > 0. Since u ∈ Lq2K (BcR2) by (4.2) and (4.4), this implies∫
Bcn
K (|x|) |un|q2 dx→ 0 as n→∞,
which contradicts (4.9). Hence we conclude limR→0+ S0 (q1, R) = limR→+∞ S∞ (q2, R)
= 0, which completes the proof.
5 Proof of Theorems 2.2 - 2.7
Assume N ≥ 3 and let V and K be as in (V) and (K) with V (r) < +∞. As in the
previous section, we fix a constant SN > 0 such that (4.1) holds.
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Lemma 5.1. Let Ω ⊆ RN be a nonempty measurable set and assume that
Λ := ess sup
x∈Ω
K (|x|)
|x|α V (|x|)β < +∞ for some 0 ≤ β ≤ 1 and α ∈ R.
Let u ∈ H1V and assume that there exist ν ∈ R and m > 0 such that
|u (x)| ≤ m|x|ν almost everywhere on Ω.
Then ∀h ∈ H1V and ∀q > max {1, 2β}, one has∫
Ω
K (|x|) |u|q−1 |h| dx
≤


Λmq−1S1−2βN
(∫
Ω
|x| α−ν(q−1)N+2(1−2β)2N dx
)N+2(1−2β)
2N ‖h‖ if 0 ≤ β ≤ 1
2
Λmq−2β
(∫
Ω
|x|α−ν(q−2β)1−β dx
)1−β
‖u‖2β−1 ‖h‖ if 1
2
< β < 1
Λmq−2
(∫
Ω
|x|2α−2ν(q−2) V (|x|) |u|2 dx
) 1
2 ‖h‖ if β = 1.
Proof. We distinguish several cases, where we will use Ho¨lder inequality many times,
without explicitly noting it.
Case β = 0.
We have
1
Λ
∫
Ω
K (|x|) |u|q−1 |h| dx ≤
∫
Ω
|x|α |u|q−1 |h| dx
≤
(∫
Ω
(|x|α |u|q−1) 2NN+2 dx)N+22N (∫
Ω
|h|2∗ dx
) 1
2∗
≤ mq−1SN
(∫
Ω
|x|α−ν(q−1)N+2 2N dx
)N+2
2N
‖h‖ .
Case 0 < β < 1/2.
One has 1
β
> 1 and 1−β
1−2β
2∗ > 1, with Ho¨lder conjugate exponents
(
1
β
)′
= 1
1−β
and(
1−β
1−2β
2∗
)′
= 2N(1−β)
N+2(1−2β)
. Then we get
1
Λ
∫
Ω
K (|x|) |u|q−1 |h| dx
≤
∫
Ω
|x|α V (|x|)β |u|q−1 |h| dx =
∫
Ω
|x|α |u|q−1 |h|1−2β V (|x|)β |h|2β dx
≤
(∫
Ω
(
|x|α |u|q−1 |h|1−2β
) 1
1−β
dx
)1−β (∫
Ω
V (|x|) |h|2 dx
)β
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≤
(∫
Ω
(
|x|α |u|q−1 |h|1−2β
) 1
1−β
dx
)1−β
‖h‖2β
≤


(∫
Ω
(
|x| α1−β |u| q−11−β
)( 1−β1−2β 2∗)′
dx
) 1
( 1−β1−2β 2∗)
′ (∫
Ω
|h|2∗ dx
) 1−2β
(1−β)2∗


1−β
‖h‖2β
≤ mq−1


(∫
Ω
(
|x| α1−β−ν q−11−β
)( 1−β1−2β 2∗)′
dx
) 1
( 1−β1−2β 2∗)
′
S
1−2β
1−β
N ‖h‖
1−2β
1−β


1−β
‖h‖2β
= mq−1
(∫
Ω
|x| α−ν(q−1)N+2(1−2β) 2N dx
)N+2(1−2β)
2N
S1−2βN ‖h‖ .
Case β = 1
2
.
We have
1
Λ
∫
Ω
K (|x|) |u|q−1 |h| dx ≤
∫
Ω
|x|α |u|q−1 V (|x|) 12 |h| dx
≤
(∫
Ω
|x|2α |u|2(q−1) dx
) 1
2
(∫
Ω
V (|x|) |h|2 dx
) 1
2
≤ mq−1
(∫
Ω
|x|2α−2ν(q−1) dx
) 1
2
‖h‖ .
Case 1/2 < β < 1.
One has 1
2β−1
> 1, with Ho¨lder conjugate exponent
(
1
2β−1
)′
= 1
2(1−β)
. Then
1
Λ
∫
Ω
K (|x|) |u|q−1 |h| dx
≤
∫
Ω
|x|α V (|x|)β |u|q−1 |h| dx =
∫
Ω
|x|α V (|x|) 2β−12 |u|q−1 V (|x|) 12 |h| dx
≤
(∫
Ω
|x|2α V (|x|)2β−1 |u|2(q−1) dx
) 1
2
(∫
Ω
V (|x|) |h|2 dx
) 1
2
≤
(∫
Ω
|x|2α |u|2(q−2β) V (|x|)2β−1 |u|2(2β−1) dx
) 1
2
‖h‖
≤
((∫
Ω
|x| α1−β |u| q−2β1−β dx
)2(1−β)(∫
Ω
V (|x|) |u|2 dx
)2β−1) 12
‖h‖
≤ mq−2β
((∫
Ω
|x| α1−β−ν q−2β1−β dx
)2(1−β)(∫
Ω
V (|x|) |u|2 dx
)2β−1) 12
‖h‖
= mq−2β
(∫
Ω
|x|α−ν(q−2β)1−β dx
)1−β (∫
Ω
V (|x|) |u|2 dx
) 2β−1
2
‖h‖
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≤ mq−2β
(∫
Ω
|x|α−ν(q−2β)1−β dx
)1−β
‖u‖2β−1 ‖h‖ .
Case β = 1.
Assumption q > max {1, 2β}means q > 2 and thus we have
1
Λ
∫
Ω
K (|x|) |u|q−1 |h| dx ≤
∫
Ω
|x|α V (|x|) |u|q−1 |h| dx
=
∫
Ω
|x|α V (|x|) 12 |u|q−1 V (|x|) 12 |h| dx
≤
(∫
Ω
|x|2α V (|x|) |u|2(q−1) dx
) 1
2
(∫
Ω
V (|x|) |h|2 dx
) 1
2
≤
(∫
Ω
|x|2α |u|2(q−2) V (|x|) |u|2 dx
) 1
2
‖h‖
≤ mq−2
(∫
Ω
|x|2α−2ν(q−2) V (|x|) |u|2 dx
) 1
2
‖h‖ .
As in the previous section, we fix a constant CN > 0 such that (4.2) holds. Recall the
definitions (2.3)-(2.4) of the functions R0 and R∞.
Proof of Theorem 2.2. Assume the hypotheses of the theorem and let u ∈ H1V,r and h ∈
H1V be such that ‖u‖ = ‖h‖ = 1. Let 0 < R ≤ R1. We will denote by C any positive
constant which does not depend on u, h and R.
By (4.2) and the fact that
ess sup
x∈BR
K (|x|)
|x|α0 V (|x|)β0 ≤ ess supr∈(0,R1)
K (r)
rα0V (r)β0
< +∞,
we can apply Lemma 5.1 with Ω = BR, α = α0, β = β0, m = CN ‖u‖ = CN and
ν = N−2
2
. If 0 ≤ β0 ≤ 1/2 we get
∫
BR
K (|x|) |u|q1−1 |h| dx ≤ C
(∫
BR
|x|
α0−
N−2
2 (q1−1)
N+2(1−2β0)
2N
dx
)N+2(1−2β0)
2N
≤ C
(∫ R
0
r
2α0−(N−2)(q1−1)
N+2(1−2β0)
N+N−1
dr
)N+2(1−2β0)
2N
= C
(
R
2α0−4β0+2N−(N−2)q1
N+2(1−2β0)
N
)N+2(1−2β0)
2N
,
since
2α0 − 4β0 + 2N − (N − 2) q1 = (N − 2) (q∗ (α0, β0)− q1) > 0.
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On the other hand, if 1/2 < β0 < 1 we have∫
BR
K (|x|) |u|q1−1 |h| dx ≤ C
(∫
BR
|x|
α0−
N−2
2 (q1−2β0)
1−β0 dx
)1−β0
≤ C
(∫ R
0
r
α0−
N−2
2 (q1−2β0)
1−β0
+N−1
dr
)1−β0
= C
(
R
2α0−(N−2)(q1−2β0)
2(1−β0)
+N
)1−β0
,
since
2α0 − (N − 2) (q1 − 2β0)
2 (1− β0) +N =
N − 2
2 (1− β0) (q
∗ (α0, β0)− q1) > 0.
Finally, if β0 = 1, we obtain∫
BR
K (|x|) |u|q1−1 |h| dx ≤ C
(∫
BR
|x|2α0−(N−2)(q1−2) V (|x|) |u|2 dx
) 1
2
≤ C
(
R2α0−(N−2)(q1−2)
∫
BR
V (|x|) |u|2 dx
) 1
2
≤ CR 2α0−(N−2)(q1−2)2 ,
since
2α0 − (N − 2) (q1 − 2) = (N − 2) (q∗ (α0, 1)− q1) > 0.
So, in any case, we deduceR0 (q1, R) ≤ CRδ for some δ = δ (N,α0, β0, q1) > 0 and this
concludes the proof.
Proof of Theorem 2.3. Assume the hypotheses of the theorem and let u ∈ H1V,r and h ∈
H1V be such that ‖u‖ = ‖h‖ = 1. Let R ≥ R2. We will denote by C any positive constant
which does not depend on u, h and R.
By (4.2) and the fact that
ess sup
x∈BcR
K (|x|)
|x|α∞ V (|x|)β∞ ≤ ess supr>R2
K (r)
rα∞V (r)β∞
< +∞,
we can apply Lemma 5.1 with Ω = BcR, α = α∞, β = β∞, m = CN ‖u‖ = CN and
ν = N−2
2
. If 0 ≤ β∞ ≤ 1/2 we get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|
α∞−
N−2
2 (q2−1)
N+2(1−2β∞)
2N
dx
)N+2(1−2β∞)
2N
≤ C
(∫ +∞
R
r
2α∞−(N−2)(q2−1)
N+2(1−2β∞)
N+N−1dr
)N+2(1−2β∞)
2N
= C
(
R
2α∞−4β∞+2N−(N−2)q2
N+2(1−2β∞)
N
)N+2(1−2β∞)
2N
,
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since
2α∞ − 4β∞ + 2N − (N − 2) q2 = (N − 2) (q∗ (α∞, β∞)− q2) < 0.
On the other hand, if 1/2 < β∞ < 1 we have
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|
α∞−
N−2
2 (q2−2β∞)
1−β∞ dx
)1−β∞
≤ C
(∫ +∞
R
r
α∞−
N−2
2 (q2−2β∞)
1−β∞
+N−1dr
)1−β∞
= C
(
R
2α∞−(N−2)(q2−2β∞)
2(1−β∞)
+N
)1−β∞
,
since
2α∞ − (N − 2) (q2 − 2β∞)
2 (1− β∞) +N =
N − 2
2 (1− β
∞
)
(q∗ (α
∞
, β
∞
)− q2) < 0.
Finally, if β∞ = 1, we obtain
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|2α∞−(N−2)(q2−2) V (|x|) |u|2 dx
) 1
2
≤ C
(
R2α∞−(N−2)(q2−2)
∫
BcR
V (|x|) |u|2 dx
) 1
2
≤ CR 2α∞−(N−2)(q2−2)2 ,
since
2α∞ − (N − 2) (q2 − 2) = (N − 2) (q∗ (α∞, 1)− q2) < 0.
This completes the proof, since in any case we get R∞ (q2, R) ≤ CRδ for some δ =
δ (N,α∞, β∞, q2) < 0.
In proving Theorem 2.5, we will need the following lemma.
Lemma 5.2. Assume that there exists R2 > 0 such that
λ∞ := ess inf
r>R2
rγ∞V (r) > 0 for some γ∞ ≤ 2.
Then there exists a constant c∞ > 0, only dependent on N and γ∞, such that
∀u ∈ H1V,r
(
R
N
)
, |u (x)| ≤ c∞λ−
1
4
∞ ‖u‖ |x|−
2(N−1)−γ∞
4 almost everywhere in BcR2 .
(5.1)
Proof. The lemma is proved in [26, Lemma 4] with a global assumption on V , but, check-
ing the proof, we see that the result actually holds in the form given here.
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Observe that 2(N − 1)− γ∞ > 0 in (5.1), since γ∞ ≤ 2 and N ≥ 3.
Proof of Theorem 2.5. Assume the hypotheses of the theorem and denote
Λ∞ := ess sup
r>R2
K (r)
rα∞V (r)β∞
and λ∞ := ess inf
r>R2
rγ∞V (r) .
Let u ∈ H1V,r and h ∈ H1V be such that ‖u‖ = ‖h‖ = 1. Let R ≥ R2 and observe that
∀ξ ≥ 0 one has
ess sup
r>R
K (r)
rα∞+ξγ∞V (r)β∞+ξ
≤ ess sup
r>R2
K (r)
rα∞V (r)β∞ (rγ∞V (r))ξ
≤ Λ∞
λξ∞
< +∞. (5.2)
We will denote by C any positive constant which does not depend on u, h or R (such as
Λ∞/λ
ξ
∞ if ξ does not depend on u, h or R).
Denoting α1 = α1 (β∞, γ∞), α2 = α2 (β∞) and α3 = α3 (β∞, γ∞), as defined in
(2.13), we will distinguish several cases, according to the description (2.14). In each of
such cases, we will choose a suitable ξ ≥ 0 and, thanks to (5.2) and (5.1), we will apply
Lemma 5.1 with Ω = BcR, α = α∞ + ξγ∞, β = β∞ + ξ (whence Λ will be given by the
left hand side of (5.2)), m = c∞λ−
1
4
∞ ‖u‖ = c∞λ−
1
4
∞ and ν = 2(N−1)−γ∞4 . We will obtain
that ∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ CRδ
for some δ < 0, not dependent on R, so that the result follows.
Case α∞ ≥ α1.
We take ξ = 1 − β∞ and apply Lemma 5.1 with β = β∞ + ξ = 1 and α = α∞ + ξγ∞ =
α∞ + (1− β∞) γ∞. We get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|2α−2ν(q2−2) V (|x|) |u|2 dx
) 1
2
≤ C
(
R2α−2ν(q2−2)
∫
BcR
V (|x|) |u|2 dx
) 1
2
≤ CRα−ν(q2−2),
since
α− ν (q2 − 2) = α∞ + (1− β∞) γ∞ − 2(N − 1)− γ∞
4
(q2 − 2)
=
2(N − 1)− γ∞
4
(q∗∗ − q2) < 0.
Case max {α2, α3} < α∞ < α1.
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Take ξ = α∞+(1−β∞)N
N−γ∞
> 0 and apply Lemma 5.1 with β = β∞ + ξ and α = α∞ + ξγ∞.
For doing this, observe that α3 < α∞ < α1 implies
β = β∞ + ξ =
α∞ − γ∞β∞ +N
N − γ∞ ∈
(
1
2
, 1
)
.
We get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|α−ν(q2−2β)1−β dx
)1−β
≤ C
(
R
α−ν(q2−2β)
1−β
+N
)1−β
,
since
α− ν (q2 − 2β)
1− β +N =
ν
1− β
(
2
α∞ − β∞γ∞ +N
N − γ∞ − q2
)
=
ν
1− β (q∗ − q2) < 0.
Case β∞ = 1 and α∞ ≤ 0 = α2 (= max {α2, α3}).
Take ξ = 0 and apply Lemma 5.1 with β = β∞ + ξ = 1 and α = α∞ + ξγ∞ = α∞. We
get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|2α∞−2ν(q2−2) V (|x|) |u|2 dx
) 1
2
≤ CRα∞−ν(q2−2),
since α∞ − ν (q2 − 2) ≤ −ν (q2 − 2) < 0.
Case 1
2
< β∞ < 1 and α∞ ≤ α2 (= max {α2, α3}).
Take ξ = 0 again and apply Lemma 5.1 with β = β∞ ∈
(
1
2
, 1
)
and α = α∞. We get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|α∞−ν(q2−2β∞)1−β∞ dx
)1−β∞
≤ C
(
R
α∞−ν(q2−2β∞)
1−β∞
+N
)1−β∞
,
since
α∞ − ν (q2 − 2β∞)
1− β∞ +N =
α∞ − α2 − ν (q2 − 2β∞)
1− β∞ < 0
Case β∞ ≤ 12 and α∞ ≤ α3 (= max {α2, α3}).
Take ξ = 1−2β∞
2
≥ 0, we can apply Lemma 5.1 with β = β∞+ξ = 12 and α = α∞+ξγ∞.
We get
∫
BcR
K (|x|) |u|q2−1 |h| dx ≤ C
(∫
BcR
|x|2α−2ν(q2−1) dx
) 1
2
≤ CRα−ν(q2−1)+N2 ,
since
α−ν (q2 − 1)+ N
2
= α∞+
1− 2β∞
2
γ∞+
N
2
−ν (q2 − 1) = α∞−α3−ν (q2 − 1) < 0.
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The proof of Theorem 2.7 will be achieved by several lemmas.
Lemma 5.3. Assume that there exists R > 0 such that
λ (R) := ess inf
r∈(0,R)
rγ0V (r) > 0 for some γ0 ≥ 2.
Then there exists a constant c0 > 0, only dependent on N and γ0, such that ∀u ∈ H1V,r ∩
D1,20 (BR) one has
|u (x)| ≤ c0
(
1√
λ (R)
+
R
γ0−2
2
λ (R)
) 1
2
‖u‖ |x|− 2N−2−γ04 almost everywhere in BR. (5.3)
Proof. The lemma is proved in [26, Lemma 5] with a global assumption on V , but, check-
ing the proof, we see that the result actually holds in the form given here.
Lemma 5.4. Assume that there exists R > 0 such that
Λα,β (R) := ess sup
r∈(0,R)
K (r)
rαV (r)β
< +∞ for some 1
2
≤ β ≤ 1 and α ∈ R (5.4)
and
λ (R) := ess inf
r∈(0,R)
rγ0V (r) > 0 for some γ0 > 2.
Assume also that there exists q > 2β such that
(2N − 2− γ0) q < 4α + 4N − 2 (γ0 + 2) β.
Then ∀u ∈ H1V,r ∩D1,20 (BR) and ∀h ∈ H1V one has∫
BR
K (|x|) |u|q−1 |h| dx ≤ cq−2β0 a (R)R
4α+4N−2(γ0+2)β−(2N−2−γ0)q
4 ‖u‖q−1 ‖h‖ ,
where c0 is the constant of Lemma 5.3 and a (R) := Λα,β (R)
(
1√
λ(R)
+ R
γ0−2
2
λ(R)
) q−2β
2
.
Proof. Let u ∈ H1V,r ∩D1,20 (BR) and h ∈ H1V . By assumption (5.4) and Lemma 5.3, we
can apply Lemma 5.1 with Ω = BR, Λ = Λα,β (R), ν = 2N−2−γ04 and
m = c0
(
1√
λ (R)
+
R
γ0−2
2
λ (R)
) 1
2
‖u‖ .
If 1
2
≤ β < 1, we get∫
BR
K (|x|) |u|q−1 |h| dx ≤ Λmq−2β
(∫
Ω
|x|α−ν(q−2β)1−β dx
)1−β
‖u‖2β−1 ‖h‖
= cq−2β0 a (R)
(∫
BR
|x|
4α−(2N−2−γ0)(q−2β)
4(1−β) dx
)1−β
‖u‖q−1 ‖h‖
≤ cq−2β0 a (R)
(
R
4α−(2N−2−γ0)(q−2β)
4(1−β)
+N
)1−β
‖u‖q−1 ‖h‖ ,
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since
4α− (2N − 2− γ0) (q − 2β)
4 (1− β) +N =
4α + 4N − 2 (γ0 + 2) β − (2N − 2− γ0) q
4 (1− β) > 0.
If instead we have β = 1, we get∫
BR
K (|x|) |u|q−1 |h| dx
≤ Λmq−2
(∫
Ω
|x|2α−2ν(q−2) V (|x|) |u|2 dx
) 1
2
‖h‖
= cq−20 a (R)
(∫
BR
|x| 4α−(2N−2−γ0)(q−2)2 V (|x|) |u|2 dx
) 1
2
‖u‖q−2 ‖h‖
≤ cq−20 a (R)
(
R
4α−(2N−2−γ0)(q−2)
2
∫
BR
V (|x|) |u|2 dx
) 1
2
‖u‖q−2 ‖h‖
≤ cq−20 a (R)R
4α−(2N−2−γ0)(q−2)
4 ‖u‖q−1 ‖h‖ ,
since
4α− (2N − 2− γ0) (q − 2) = 4α + 4N − 2 (γ0 + 2)− (2N − 2− γ0) q > 0.
Lemma 5.5. Assume that there existsR1 > 0 such that (2.16) and (2.17) hold with γ0 > 2
and let q1 ∈ R be such that (α0, q1) ∈ Aβ0,γ0 . Then for every 0 < R ≤ R1 there exists
b (R) > 0 such that b (R)→ 0 as R→ 0+ and∫
BR
K (|x|) |u|q1−1 |h| dx ≤ b (R) ‖u‖q1−1 ‖h‖ , ∀u ∈ H1V,r ∩D1,20 (BR) , ∀h ∈ H1V .
Proof. Denote
Λ0 := ess sup
r∈(0,R1)
K (r)
rα0V (r)β0
and λ0 := ess inf
r∈(0,R1)
rγ0V (r)
and let 0 < R ≤ R1. Then
λ (R) := ess inf
r∈(0,R)
rγ0V (r) ≥ λ0 > 0 (5.5)
and for every ξ ≥ 0 we have
Λα0+ξγ0,β0+ξ (R) := ess sup
r∈(0,R)
K (r)
rα0+ξγ0V (r)β0+ξ
≤ ess sup
r∈(0,R1)
K (r)
rα0V (r)β0 (rγ0V (r))ξ
≤ Λ0
λξ0
< +∞. (5.6)
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Denoting α1 = α1 (β0, γ0), α2 = α2 (β0) and α3 = α3 (β0, γ0), as defined in (2.13), we
will now distinguish five cases, which reflect the five definitions (2.15) of the set Aβ0,γ0 .
For the sake of clarity, some computations will be displaced in the Appendix.
Case 2 < γ0 < N .
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > max {α2, α3} and
max {1, 2β0} < q1 < min
{
2
α0 − β0γ0 +N
N − γ0 , 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
}
and these conditions ensure that we can fix ξ ≥ 0, independent of R (and u and h), in
such a way that α = α0 + ξγ0 and β = β0 + ξ satisfy
1
2
≤ β ≤ 1 and 2β < q1 < 4α + 4N − 2 (γ0 + 2)β
2N − 2− γ0 (5.7)
(see Appendix). Hence, by (5.6) and (5.5), we can apply Lemma 5.4 (with q = q1), so
that ∀u ∈ H1V,r ∩D1,20 (BR) and ∀h ∈ H1V we get∫
BR
K (|x|) |u|q1−1 |h| dx ≤ cq1−2β0 a (R)R
4α+4N−2(γ0+2)β−(2N−2−γ0)q1
4 ‖u‖q1−1 ‖h‖ .
This gives the result, since R4α+4N−2(γ0+2)β−(2N−2−γ0)q1 → 0 as R→ 0+ and
a (R) = Λα0+ξγ0,β0+ξ (R)
(
1√
λ (R)
+
R
γ0−2
2
λ (R)
) q1−2β
2
≤ Λ0
λξ0

 1√
λ0
+
R
γ0−2
2
1
λ0


q1−2β
2
.
Case γ0 = N .
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 (= α2 = α3) and max {1, 2β0} < q1 < 22α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
and these conditions still ensure that we can fix ξ ≥ 0 in such a way that α = α0 + ξγ0
and β = β0 + ξ satisfy (5.7) (see Appendix), so that the result ensues again by Lemma
5.4.
Case N < γ0 < 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 and
max
{
1, 2β0, 2
α0 − β0γ0 +N
N − γ0
}
< q1 < 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
and the conclusion then follows as in the former cases (see Appendix).
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Case γ0 = 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 and max
{
1, 2β0, 2
α0 − β0γ0 +N
N − γ0
}
< q1
and these conditions ensure that we can fix ξ ≥ 0 in such a way that α = α0 + ξγ0 and
β = β0 + ξ satisfy
1
2
≤ β ≤ 1, q1 > 2β and 0 < 2α + 2N − (γ0 + 2)β
(see Appendix). The result then follows again from Lemma 5.4.
Case γ0 > 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
q1 > max
{
1, 2β0, 2
α0 − β0γ0 +N
N − γ0 , 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
}
and this condition ensures that we can fix ξ ≥ 0 in such a way that α = α0 + ξγ0 and
β = β0 + ξ satisfy
1
2
≤ β ≤ 1 and q1 > max
{
2β, 2
2α+ 2N − (γ0 + 2)β
2N − 2− γ0
}
(see Appendix). The result still follows from Lemma 5.4.
Proof of Theorem 2.7. Assume the hypotheses of the theorem and denote
λ0 := ess inf
r∈(0,R1)
rγ0V (r) .
If γ0 = 2 the thesis of the theorem is true by Theorem 2.2 (see Remark 2.8.3), whence
we can assume γ0 > 2 without restriction. Let u ∈ H1V,r and h ∈ H1V be such that
‖u‖ = ‖h‖ = 1. Let R ≤ R1 and observe that ∀x ∈ BR we have
1 ≤ 1
λ0
|x|γ0 V (|x|) ≤ R
γ0
λ0
V (|x|) . (5.8)
Take a function ϕ ∈ C∞ (R) such that 0 ≤ ϕ ≤ 1 on R, ϕ (r) = 1 for r ≤ 1 and
ϕ (r) = 0 for r ≥ 2. Define M := maxR |ϕ′| and φR (x) := ϕ (2 |x| /R), in such a way
that |∇φR| ≤ 2M/R on RN . Then φRu ∈ H1V,r ∩D1,20 (BR) and
‖φRu‖2 =
∫
BR
(|∇ (φRu)|2 + V (|x|) |φRu|2) dx
≤
∫
BR
(
2 |∇u|2 + 2 |∇φR|2 |u|2 + V (|x|) |u|2
)
dx
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≤ 2
∫
BR
(
|∇u|2 + 4M
2
R2
|u|2 + V (|x|) |u|2
)
dx
≤ 2
∫
BR
(
|∇u|2 + 4M2R
γ0−2
λ0
V (|x|) |u|2 + V (|x|) |u|2
)
dx
≤ 2
(
1 + 4M2
Rγ0−21
λ0
)
,
where (5.8) has been used. Hence, by Lemma 5.5, we get∫
BR/2
K (|x|) |u|q1−1 |h| dx ≤
∫
BR
K (|x|) |φRu|q1−1 |h| dx ≤ b (R) ‖φRu‖q1−1
≤ b (R)
(
2 + 8M2
Rγ0−21
λ0
)
where b (R) → 0 as R → 0+. We thus conclude that lim
R→0+
R0
(
q1,
R
2
)
= 0, which is
equivalent to the thesis of the theorem.
6 Appendix
This Appendix is devoted to complete the computations of the proof of Lemma 5.5. We
still distinguish the same cases considered there.
Case 2 < γ0 < N .
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > max {α2, α3} and
max {1, 2β0} < q1 < min
{
2
α0 − β0γ0 +N
N − γ0 , 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
}
.
This ensures that we can find ξ ≥ 0 such that
1
2
≤ β0 + ξ ≤ 1 and 2 (β0 + ξ) < q1 < 4 (α0 + ξγ0) + 4N − 2 (γ0 + 2) (β0 + ξ)
2N − 2− γ0 ,
i.e.,
1
2
−β0 ≤ ξ ≤ 1−β0 and 2β0+2ξ < q1 < 2 γ0 − 2
2N − 2− γ0 ξ+
4α0 + 4N − 2 (γ0 + 2)β0
2N − 2− γ0 .
Indeed, this amounts to find ξ such that

max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
ξ < q1−2β0
2
q1 − 4α0+4N−2(γ0+2)β02N−2−γ0 < 2
γ0−2
2N−2−γ0
ξ,
36
which, since γ0−2
2N−2−γ0
> 0, is equivalent to{
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< ξ < q1−2β0
2
.
Since 1
2
− β0 ≤ 1− β0 is obvious and 1− β0 ≥ 0 holds by assumption, such a system has
a solution ξ if and only if

1−2β0
2
< q1−2β0
2
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< 1− β0
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< q1−2β0
2
q1−2β0
2
> 0,
which is equivalent to 

1 < q1
q1 < 2
2α0+2N+(1−2β0)γ0−2
2N−2−γ0
q1
2
< α0+N−γ0β0
N−γ0
q1 > 2β0.
Case γ0 = N .
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 (= α2 = α3) and
max {1, 2β0} < q1 < 22α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0 = 2
2α0 + 3N − 2β0N − 2
N − 2
and this ensures that we can find ξ ≥ 0 such that
1
2
≤ β0 + ξ ≤ 1 and 2 (β0 + ξ) < q1 < 4 (α0 + ξγ0) + 4N − 2 (γ0 + 2) (β0 + ξ)
2N − 2− γ0 ,
i.e.,
1
2
− β0 ≤ ξ ≤ 1− β0 and 2β0 + 2ξ < q1 < 2ξ + 4α0 + 4N − 2 (N + 2)β0
N − 2 .
Indeed, this amounts to find ξ such that{
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
q1
2
− 2α0+2N−(N+2)β0
N−2
< ξ < q1−2β0
2
,
which has a solution ξ if and only if

1−2β0
2
< q1−2β0
2
q1
2
− 2α0+2N−(N+2)β0
N−2
< 1− β0
q1
2
− 2α0+2N−(N+2)β0
N−2
< q1−2β0
2
0 < q1−2β0
2
.
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These conditions are equivalent to

1 < q1
q1
2
< 2α0+3N−2−2β0N
N−2
0 < 2α0+2N−(N+2)β0
N−2
− β0 = 2α0+N(1−β0)N−2 = 2α0−α1N−2
2β0 < q1.
Case N < γ0 < 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 and
max
{
1, 2β0, 2
α0 − β0γ0 +N
N − γ0
}
< q1 < 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
and these conditions ensure that we can find ξ ≥ 0 such that
1
2
≤ β0 + ξ ≤ 1 and 2 (β0 + ξ) < q1 < 4 (α0 + ξγ0) + 4N − 2 (γ0 + 2) (β0 + ξ)
2N − 2− γ0 ,
i.e.,
1
2
−β0 ≤ ξ ≤ 1−β0 and 2β0+2ξ < q1 < 2 γ0 − 2
2N − 2− γ0 ξ+
4α0 + 4N − 2 (γ0 + 2)β0
2N − 2− γ0 .
Indeed, this is equivalent to find ξ such that

max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
ξ < q1−2β0
2
q1 − 4α0+4N−2(γ0+2)β02N−2−γ0 < 2
γ0−2
2N−2−γ0
ξ,
which, since γ0−2
2N−2−γ0
> 0, amounts to


max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
ξ < q1−2β0
2
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< ξ.
Such a system has a solution ξ if and only if


0 < q1−2β0
2
1−2β0
2
< q1−2β0
2
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< 1− β0
q1
2N−2−γ0
2(γ0−2)
− 2α0+2N−(γ0+2)β0
γ0−2
< q1−2β0
2
,
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which is equivalent to 

q1 > 2β0
q1 > 1
q1 < 2
2α0+2N−2β0γ0+γ0−2
2N−2−γ0
−2α0+N−β0γ0
γ0−2
< q1
γ0−N
γ0−2
.
Case γ0 = 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
α0 > α1 and q1 > max
{
1, 2β0,−2α0 − 2 (N − 1)β0 +N
N − 2
}
.
This ensures that we can find ξ ≥ 0 such that
1
2
≤ β0 + ξ ≤ 1, q1 > 2 (β0 + ξ) and 2 (α0 + ξγ0) + 2N − (γ0 + 2) (β0 + ξ) > 0,
i.e.,
1
2
− β0 ≤ ξ ≤ 1− β0, q1 > 2β0 + 2ξ and α0 +N (1− β0) + (N − 2) ξ > 0.
Indeed, this amounts to find ξ such that{
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
−α0+N(1−β0)
N−2
< ξ < q1−2β0
2
and such a system has a solution ξ if and only if

1−2β0
2
< q1−2β0
2
−α0+N(1−β0)
N−2
< 1− β0
−α0+N(1−β0)
N−2
< q1−2β0
2
0 < q1−2β0
2
,
which means 

1 < q1
α0 > − (2N − 2) (1− β0) = α1
q1
2
> β0 − α0+N(1−β0)N−2 = −α0+N−2(N−1)β0N−2
2β0 < q1.
Case γ0 > 2N − 2.
In this case, (α0, q1) ∈ Aβ0,γ0 means
q1 > max
{
1, 2β0, 2
α0 − β0γ0 +N
N − γ0 , 2
2α0 + (1− 2β0) γ0 + 2N − 2
2N − 2− γ0
}
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and this condition ensures that we can find ξ ≥ 0 such that
1
2
≤ β0+ ξ ≤ 1 and q1 > 2max
{
β0 + ξ,
2 (α0 + ξγ0) + 2N − (γ0 + 2) (β0 + ξ)
2N − 2− γ0
}
,
which amounts to find ξ such that

max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
q1
2
> max
{
β0 + ξ,
γ0−2
2N−2−γ0
ξ + 2α0+2N−(γ0+2)β0
2N−2−γ0
}
.
(6.1)
In order to check this, we take into account that γ0 > 2N−2 implies γ0 > N , and observe
that
β0 + ξ =
γ0 − 2
2N − 2− γ0 ξ +
2α0 + 2N − (γ0 + 2) β0
2N − 2− γ0 ⇐⇒ ξ =
α0 + (1− β0)N
N − γ0 .
Accordingly, we distinguish three subcases:
(I) α0+(1−β0)N
N−γ0
≥ 1− β0, i.e., α0 ≤ −γ0 (1− β0) = α1;
(II) α0+(1−β0)N
N−γ0
≤ max{0, 1−2β0
2
}
, i.e.,
α0 + (1− β0)N ≥ (N − γ0)max
{
0,
1− 2β0
2
}
= min
{
0, (N − γ0) 1− 2β0
2
}
,
i.e.,
α0 ≥ min
{
0, (N − γ0) 1− 2β0
2
}
− (1− β0)N = min {α2, α3} ;
(III) max{0, 1−2β0
2
}
< α0+(1−β0)N
N−γ0
< 1− β0, i.e., α1 < α0 < min {α2, α3} .
Subcase (I).
Since ξ ≤ 1 − β0 implies max
{
β0 + ξ,
γ0−2
2N−2−γ0
ξ + 2α0+2N−(γ0+2)β0
2N−2−γ0
}
= γ0−2
2N−2−γ0
ξ +
2α0+2N−(γ0+2)β0
2N−2−γ0
, the inequalities (6.1) become
{
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
q1
2
> γ0−2
2N−2−γ0
ξ + 2α0+2N−(γ0+2)β0
2N−2−γ0
,
i.e., {
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
q1
2N−2−γ0
2(γ0−2)
− 4α0+4N−2(γ0+2)β0
2(γ0−2)
< ξ,
which, since max
{
0, 1−2β0
2
} ≤ 1− β0 is clearly true, has a solution ξ if and only if
q1
2N − 2− γ0
2 (γ0 − 2) −
4α0 + 4N − 2 (γ0 + 2)β0
2 (γ0 − 2) < 1− β0,
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i.e.,
q1 >
4α0 + 4N − 2 (γ0 + 2)β0 + 2 (γ0 − 2) (1− β0)
2N − 2− γ0 = 2
2α0 + 2N − 2 + γ0 (1− 2β0)
2N − 2− γ0 .
Subcase (II).
Since ξ ≥ max {0, 1−2β0
2
}
implies max
{
β0 + ξ,
γ0−2
2N−2−γ0
ξ + 2α0+2N−(γ0+2)β0
2N−2−γ0
}
= β0+ξ,
the inequalities (6.1) become{
max
{
0, 1−2β0
2
} ≤ ξ ≤ 1− β0
ξ < q1
2
− β0,
which has a solution ξ if and only if max
{
0, 1−2β0
2
} ≤ q1
2
− β0, i.e., q1 > max {1, 2β0}.
Subcase (III).
We take ξ = α0+(1−β0)N
N−γ0
and thus the inequalities (6.1) are equivalent just to
q1
2
> β0 +
α0 + (1− β0)N
N − γ0 =
α0 +N − γ0β0
N − γ0 .
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