Erosion of permafrost coasts has received increasing scientific attention since 1990s because of rapid land loss and the mobilisation potential of old organic carbon. The majority of permafrost coastal erosion studies are limited to time periods from a few years to decades. Most of these studies emphasize the spatial variability of coastal erosion, but the intensity of inter-annual variations, including intermediate coastal aggradation, remains poorly documented. We used repeat airborne Light Detection And Ranging (LiDAR) elevation data from 2012 and 2013 with 1 m horizontal resolution to study coastal erosion and accompanying mass-wasting processes in the hinterland. Study sites were selected to include different morphologies along the coast of the Yukon Coastal Plain and on Herschel Island. We studied elevation and volume changes and coastline movement and compared the results between geomorphic units. Results showed simple uniform coastal erosion from low coasts (up to 10 m height) and a highly diverse erosion pattern along coasts with higher backshore elevation. This variability was particularly pronounced in the case of active retrogressive thaw slumps, which can decrease coastal erosion or even cause temporary progradation by sediment release. Most of the extremes were recorded in study sites with active slumping (e.g. 22 m of coastline retreat and 42 m of coastline progradation). Coastline progradation also resulted from the accumulation of slope collapse material. These occasional events can significantly affect the coastline position on a specific date and can affect coastal retreat rates as estimated in long term by coastline digitalisation from air photos and satellite imagery. These deficiencies can be overcome by short-term airborne LiDAR measurements, which provide detailed and high-resolution information about quickly changing elevations in coastal areas.
Introduction
About 34% of the Earth's coasts are affected by permafrost; 35% of these coasts in the Arctic are lithified, while 65% are unlithified and particularly vulnerable to coastal erosion. Where excess ground ice is present, coastal erosion is especially efficient because of the thermal impact of sea water and the loss of volume upon thaw. Permafrost coastal erosion is limited to the ice-free summer season and is during this period comparable to rates of rapidly eroding non-Arctic coasts (Are, 1988 ). An average Arctic coastal erosion rate is 0.5 m a −1 ; 3% of the Arctic coastline is retreating faster than 3 m a −1 . . Jones et al. (2009) reported an extreme 25 m erosion event that occurred during one year at Drew Point, a particularly ice-rich site on the Alaskan Beaufort Sea coast. Permafrost coastal erosion has attracted much scientific attention because of the large amounts of sediment released to the Arctic Ocean (Rachold et al., 2000) , the mobilisation of old organic carbon (Vonk et al., 2012) , and the release of nutrients which affects elemental budgets and biogeochemical cycles in the coastal zones of the Arctic Ocean (Ping et al., 2011) .
High erosion rates can occur within a short time period at specific locations (Dallimore et al., 1996; Barnhart et al., 2014a) , while average erosion rates for longer coastal segments or long observation periods are generally much lower (Solomon, 2005) . This spatial and temporal variability is caused by a wide spectrum of factors acting at different spatio-temporal scales. Regional factors acting on a larger scale are storminess, waves and storm surges, ice-free season duration, sea level, and summertime sea surface temperature. Local factors controlling erosion are sediment properties (cohesiveness and grain size), cryostratigraphy (amount, type, and distribution of ground ice), and geomorphology (cliff height and slope, exposure, underwater shore slope, presence of barrier islands and spits, littoral sediment supply, and coastal hinterland topography) (Héquette and Barnes, 1990; Solomon, 2005; Jones et al., 2009) . Dallimore et al. (1996) emphasised the importance of storm events in connection with ground ice contents in the onshore sediments for coastal erosion in the Canadian Beaufort Sea. Barnhart et al. (2014a) indicated the importance of the sea-icefree season, wave exposure, and sea water temperature in the Alaskan Beaufort Sea, while Günther et al. (2015) demonstrated the importance of the temporal concurrence of open water with warm summer air temperatures in the southern Laptev Sea.
Arctic coastal erosion studies commonly use historic and current satellite imagery or aerial photographs to define coastlines position based on ocean-land interface. This approach provides horizontal measures of coastal retreat. Timespans between different datasets using this method usually ranged from 50 to 10 years, the shortest being 5 years in Jones et al. (2009) . Studies that attempted to quantify volumetric change used digital elevation models (DEMs) derived from tacheometric surveys (on shorter timespans) and stereophotogrammetry (on longer timespans) (Lantuit and Pollard, 2005; Leibman et al., 2008; Günther et al., 2012 Günther et al., , 2015 . In contrast to the methods used in these studies, airborne Light Detection And Ranging (LiDAR) scanning enables short term mapping of small objects and surfaces with very little texture and contrast and offers new applications for coastal erosion studies. White and Wang (2003) and Young and Ashford (2006) used repeat airborne LiDAR data to estimate volumetric erosion and sediment pathways of non-permafrost coasts. Jones et al. (2013) demonstrated suitability of airborne LIDAR data for landscape changes of arctic coastal lowlands, including volumetric changes due to coastal erosion.
Most existing studies on permafrost coastal erosion estimate the erosion rates over time periods from a few years to decades. Many of the factors influencing coastal erosion are discrete events in time and space and can significantly vary between years. Examples are different mass-wasting processes such as retrogressive thaw slumping, activelayer detachments and block failures, which are typical for ice-rich and unconsolidated coasts. Retrogressive thaw slumping is a very rapid mass wasting formed by thaw of ice-rich ground (Lantz and Kokelj, 2008) . Retreat of exposed massive ice on sloping terrain leads to the formation of C-shaped depressions surrounded by a headwall (Burn and Lewkowicz, 1990; Lantuit and Pollard, 2008) . Retrogressive thaw slumps (RTSs) can transport considerable amounts of sediments in form of earth falls and mudflows (Lantuit and Pollard, 2005) . Active-layer detachment (ALD) is a translational landslide with a shallow failure plane that occurs on very gentle to moderate slopes in summer-thawed material overlying permafrost (Lewkowicz and Harris, 2005) . Block failure is a very rapid form of mass wasting along permafrost coasts, which involves the collapse of large blocks that detach from cliffs under the influence of gravity. The collapsed blocks have to be first removed before coastal erosion can proceed (Hoque and Pollard, 2009 ). These geomorphic processes cannot be recorded by long-term datasets, because the evidence of their occurrence is lost due to other processes acting on the coast. For this reason the influence of mass-wasting processes and consequent sediment release on the erosion of unconsolidated permafrost coasts remains poorly and partially understood.
The aim of this study is to characterise short-term coastal erosion and relate it to geomorphic processes in the immediate coastal hinterland based on repeat LiDAR DEM datasets from 2012 to 2013 for various segments of the Canadian Beaufort Sea coast. Our objectives are to (1) quantify the magnitude and spatial patterns of coastal erosion and volumetric changes for a one-year period, (2) explore the coastal change in different geomorphic units and relate it to mass-wasting associated geomorphic processes.
Study area
The Yukon Coastal Plain (Canada) is characterised by active coastal erosion and an abundance of mass wasting processes. It is situated between the Mackenzie Delta to the east and the Alaskan border to the west, and extends north of the British and Richardson mountains towards the Beaufort Sea. Its coastline is approximately 280 km long.
East of the Firth River the area was glaciated from an east by an extension of the Laurentide Ice Sheet (Fig. 1) (Mackay, 1959; Hughes, 1972) . Much of the area within the maximum glacial limit is covered by moraines. Herschel Island was formed as an ice-thrust moraine (Mackay, 1959) . Glacial sediments were reworked by thermokarst processes and other surficial sediments are of lacustrine, fluvial, or glaciofluvial origin (Rampton, 1982) . The sediment composition ranges from organic fine-grained mixtures of clay, silt, and sand in lacustrine deposits to fine-grained marine deposits and tills with pebbles and cobbles in moraines (Bouchard, 1974; Rampton, 1982; Fritz et al., 2012) . These sediments are commonly unconsolidated with considerable amounts of ground ice ranging from 30 to 60 volume percent (Couture, 2010) . Ice wedges, segregated ice, and massive ice are common and lead to the occurrence of thermokarst landforms. Where massive ground ice occurs along the coast, retrogressive thaw slumps (RTSs) actively develop (Lantuit and Pollard, 2005) .
The backshore elevations range from a few meters to 30 m and do not exceed 50 m except at Kay point, where the elevation reaches 80 m, and on Herschel Island where it exceeds 100 m. The coast is mostly erosional, with steep bluffs, except where it is protected by barrier islands, spits, and beaches; these landforms mostly occur where there is riverine material supply or strong longshore drift, as is the case between Catton Point and Komakuk Beach (Fig. 1) . Mass wasting can be locally very active and RTSs, ALDs and block failures can occur on the same site.
The polar climate of Yukon Coast has a pronounced continental character in winter and maritime influences in summer during the open-water season (Wahl et al., 1987) . The mean annual air temperature (1971-2000) is − 11.0°C at Komakuk Beach, the closest weather station~40 km west of Herschel Island, with an average July maximum of 7.8°C (Environment Canada, 2015) . Mean annual precipitation is between 161 mm a − 1 at Komakuk Beach and 254 mm a − 1 at Shingle Point (~100 km southeast of Herschel Island) and is almost equally apportioned between rain and snow (Environment Canada, 2015) . Storms, which are frequent in late August and September, come predominantly out of the west and northwest, with a secondary mode from the east to the southeast (Hudak and Young, 2002; Solomon, 2005) .
Winds blowing over open waters can generate significant wave heights of 4 m or more (Pinchin et al., 1985) . The coastal areas of the Beaufort Sea are ice-covered for 8-9 months of the year, with complete sea-ice cover from mid-October through June (Solomon, 2005) . The recent trend of open water season lengthening around Herschel Island is 1.5 day a −1 (Barnhart et al., 2014b) . Sea ice is usually shorefast to depths b2 m (Solomon et al., 1994) . Coastal erosion is particularly active during the storms that occur in the ice-free season Atkinson (2005) . The study area was, according to MODIS imagery (NASA EOSDIS, 2015) , land-fast ice free between June 28 and October 31 in 2012 and the land-fast ice breakup in 2013 was on June 21. Between ice breakup in 2012 and the second data acquisition (see next section), there were 10 storm events (wind speeds exceeded 10 ms − 1 for at least 6 h) recorded (Environment Canada, 2015) . All storms generated north-westerly winds (between 300 and 340°direction) and the majority of the storms occurred in September and October. Consequently, the north and west coasts of Herschel Island were the most exposed to storm waves.
Methods

Airborne LiDAR data
LiDAR scanning of the Yukon Coast and Herschel Island took place during the AIRMETH (AIRborne studies of METHane emissions from Arctic wetlands) campaigns (Kohnert et al., 2014) Raw laser data were calibrated, combined with the post-processed GPS trajectory, corrected for altitude, and referenced to the EGM (Earth Gravitational Model) 2008 geoid (Pavlis et al., 2008) . The final georeferenced point cloud data accuracy was determined to be better than 0.15 ± 0.1 m. The loss of accuracy varied along the flight track because of the vertical accuracy of the post-processed GPS trajectory. The GPS data were acquired in 50 Hz resolution with a Novatel OEM4 receiver on board POLAR-5. The GPS trajectory was post-processed using precise ephemerides and the commercial software package Waypoint 8.5 (PPP [precise point positioning] processing). For the interpolation to the final DEM an inverse distance weighting (IDW) algorithm was applied using all cloud points within a 10 m radius of each point. Finally, the DEMs from the different acquisition years were interpolated to raster grids of 1 m horizontal resolution in NAD83 UTM zone 7 coordinate system (Fig. 2) .
To quantify vertical change that is significant at the 99% confidence interval, we used three times RMS error procedure by Jaw (2001) . A threshold that describes elevation change between both datasets was calculated using the equation:
Vertical accuracies for both datasets were estimated to be 0.15 m, which results in the threshold of 0.64 m for significant vertical elevation change.
The accuracy of the datasets was additionally tested at locations characterised by the presence of anthropogenic features that presumably remain stable and are not affected by vertical movements because of artificial embankments underneath them (Fig. 3) . The first feature was a gravel road near an oil tank facility at Shingle Point. The second feature was an airstrip at Stokes Point on beach accumulation features which are unlikely to be underlain by near-surface ice-rich permafrost (Smith et al., 1989) . The differences between both DEM datasets were assessed along profiles and were within the previously-stated 0.15 m uncertainty. (See Fig. 4 .) 
Study sites selection and classification
Study sites were chosen along the Yukon Coast and Herschel Island so that all major geomorphologic coastal types were represented. Different mass-wasting processes frequently occur together in our study area and for this reason we use the term slumping for all mass wasting, ranging from very-small-scale mass movement features as ALDs to major RTSs and rapid slope collapses. Typical block failures as reported by Hoque and Pollard (2009) were not observed during our study period. Only small turf collapses were observed in low bluffs. We defined stabilised slumps where there was an evidence of past but currently inactive slumping. Slumping, bluff height, and presence of beach were the main criteria for classification. To include all prevalent geomorphic processes we classified sites as low bluffs, active slumps, stabilised slumps, high bluffs with no slumping, or beach-protected coasts (Table 1) . A beach was defined according to Bird (2011) as "an accumulation on the shore of generally loose and unconsolidated sediment" that we observed from elevation data. There was little or no evidence of slumping on bluffs lower than 10 m so only coastal bluffs higher than 10 m were classified as active or stabilised slumps. Altogether, 23 coastal sections from 200 to 500 m length and 200-250 m width were chosen as study sites (Table 2 , Fig. 1 ). Barrier islands, spits, and other depositional features were not included in the study because annual change rate was usually too low to be observed by our dataset.
Quantification of erosion rates and volume change
We created metrics of coastal dynamics using the elevation models derived from the LiDAR data. These indicators included elevation change, volume change, coastline movement, and hinterland erosion length. We then distinguished between erosion and progradation change for the first three indicators. For erosion, changes were termed elevation decrease, volume decrease, and coastline retreat. For progradation, changes were termed elevation increase, volume increase, and coastline progradation (for details see next paragraph). We also report an area over which elevation increase and decrease occurred in each study site. The 2012 elevation dataset was subtracted from the 2013 dataset to calculate the elevation difference. The observation period was one year and 12 days; thus, the values presented in this paper overestimate yearly rates by 3%. Only elevation changes greater than the uncertainty threshold (0.64 m) were included in the analyses. All elevation changes that were caused by changes in water surfaces (e.g. sea waves) between the two data acquisitions were excluded from further analyses. Indicators were separately calculated for each study site and for each geomorphic unit using the raw data of all sites in the unit (Table 2, Fig. 5 ).
Descriptive statistics on elevation change and volume change were calculated from pixels within the extent of the study site. Values were calculated separately for elevation decrease and elevation increase with ArcGIS 10.1. We calculated volume decrease in 3 as the sum of elevation decrease of pixels within the extent of the study site. The same procedure was separately applied for volume increase. Volume change was then normalised to 100 m of coast to allow comparison among the sites and with other studies. The exact extent of RTSs was digitised in the Roland Bay 2, Kay Point 2, Sabine Point 3, and Shingle Point 1 units. Volume change properties were calculated separately for these RTSs to highlight their volume change characteristics. Coastline movements and hinterland erosion length were calculated using parallel transects with 10 m spacing stretching across the entire study site perpendicular to the coast. Every pixel of the DEM difference raster was analysed along these transects. Values along each transect were extracted in ArcGIS 10.1 from the elevation difference dataset and from both the 2012 and 2013 elevation datasets, and then analysed using R software (version 3.0.1). The coastline was defined according to Bird (2011) as "the edge of the land at the limit of normal high spring tides". Reported high spring tide range in our area (Tuktuyaktuk station) is no more than 0.5 m (Canadian Hydrographic Service, 2015). To take into account both tidal range and dataset uncertainty, we defined coastline as the 1 m contour of the DEM. Coastline movement along transects was calculated as the distance between the coastline positions in 2012 and 2013. Hinterland erosion indicates how far inland the effect of coastal erosion stretched. This parameter is meant to encompass the erosional processes acting upon the lower part of the cliff and the mass-wasting processes acting on its upper part. We defined hinterland erosion as the maximum continuous length along a transect that underwent elevation decrease during the study period.
Results
We analysed coastline and backshore areas over a total coast length of 10.2 km (out of 96 km of suitable data) and classified the coast into five geomorphic units. Among them, 33% belonged to the unit of active slumps, 23% to low bluffs, 19% to stabilised slumps, 13% were high bluffs with no slumping, and 12% belonged to the unit of beach-protected coasts. The percentage of coastline length (percentage of transects) affected by coastal erosion was 78%. The studied coastal site areas were mostly affected by elevation decrease (76%), while a smaller portion was affected by elevation increase (24%). The most extensive elevation decrease occurred in the active-slumps geomorphic unit (13.2% of coastal area). The elevation of beach-protected coasts was relatively stable; only small areas were affected by elevation decrease (1.5%) or increase (5.1%).
Elevation and volume changes
The maximum elevation decrease was recorded in an active-slumps unit (18.6 m, Sabine Point 3) but this coastal type also showed strong elevation increase (9.1 m, Bell Bluff 1) where the eroded material was re-deposited from slope collapse (Tables 3 and 4) . A high mean elevation decrease was recorded in the active-slumps and high-bluffs units (3.1 and 3.0 m, respectively). Mean elevation decrease was lower in the three other units (1.1-1.8 m). The highest volume decreases were observed in the active-slumps unit, followed by low bluff, high bluff with no slumping, stabilised slumps, and beach-protected coast. The volume decrease in active slumps was two times larger than in the low-bluff unit and three times larger than in stabilised slumps. The largest positive volume changes (i.e. volume increase) were observed in beach-protected coasts and stabilised slumps followed by active slumps, while low bluffs underwent the lowest volume accumulation. The only unit where volume increase was greater than decrease was beach-protected coasts. The distribution of elevation change varies greatly between the sites (Figs. 6, 7, 8, and 9) . Strict areas of RTSs alone (delineated with dark blue line on Figs. 7 and 8) were characterised by a volume decrease of 117 554 m 3 and a volume increase of 6480 m 3 , meaning that 5.5% of mobilised material reaccumulated.
Coastline movements
Both coastline retreat and progradation occurred along the studied transects regardless of geomorphic unit (Tables 5 and 6 ). Mean coastline movement was 0.1 ± 9.0 m, while the median exhibits no net coastline movement. Coastal retreat was prevalent along low bluffs and stabilised slumps with a mean retreat of 4.5 m and 2.6 m, respectively. Progradation was observed along beach-protected coasts (5.2 m), active slumps (2.2 m), and high bluffs with no slumping (1.7 m). The mean progradation for the active-slumps unit was greatly affected by the values from the Sabine Point 3 site. Mean retreat of 0.8 m was observed for the other six active-slump sites. Relatively high standard deviations (Table 6 ) and non-normal distribution of variables (Fig. 10) show that extreme values significantly influenced the averages. The maximum coastline retreat and progradation occurred in the active-slumps unit (22 m and 42 m, respectively). High maximum retreat rates occurred in the low-bluff unit (21 m) and along coasts with stabilised slumps (17 m). The second highest progradation was recorded in the beach- protected coast unit. Hinterland erosion was greater in active slumps, low bluffs, and stabilised slumps (hinterland erosion length was around or above 20 m) and less in high bluffs with no slumping and beachprotected coasts. The effects of coastal erosion stretched 15.8 ± 15.8 m inland, on average, across all sites.
Discussion
This study provides insights into the spatial erosion variability related to geomorphic processes in the Canadian Beaufort Sea on the temporal scale of 1 year. High variability of coastal erosion intensity between different geomorphic units and also within study sites suggests that, even at a local scale, coastal erosion processes were highly heterogeneous. We attribute some of the variability to different mass-wasting processes in the hinterland along the coast.
Coastal erosion and its variability
The maximum coastline retreat rate of 22 m that was recorded on Herschel Island is in the range of extreme erosion rates that were reported in unconsolidated and ice-rich coasts from other investigations in the Canadian and Alaskan Beaufort Sea and from the Laptev Sea Fig. 6 . Examples of study sites from low bluff geomorphic unit. Study sites are shown as shaded relief and delineated with rectangles. Red colour shows elevation decrease and blue elevation increase. Graphs above study sites show changes in coastline location relative to a coast-perpendicular baseline. Graphs below indicate cell counts of elevation change. Dashed lines in the graph show mean and non-dashed show median values. Area that underwent the elevation decrease and increase is indicated by the percentage number. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) region (Solomon, 2005; Jones et al., 2009; Günther et al., 2013) . Maximum coastline progradation was 42 m and was a consequence of beach progradation by the material delivered from an RTS (Fig. 8 Our results show (Table 6 , Fig. 5 ) that not only coastline movements but also volume changes are very spatially heterogeneous. High volume losses do not always coincide with coastline retreat. Considerable volume losses occurred at the Shingle Point 1 and Sabine Point 3 sites despite high coastline progradation. Elevation decreases of more than 10 m were recorded at sites with active erosion and mass-wasting processes at high backshore elevations. High variability of hinterland erosion (15.8 ± 15.8 m) shows the uneven spatial distribution of geomorphic processes on the coast and in the backshore area.
Elevation decrease, volume change, and coastal retreat are variable within geomorphic units and across them (Tables 4 and 6 and Figs. 6-10). Regardless of geomorphic unit (except for beach-protected coast) sites underwent all; coastal erosion, inactivity or coastline progradation. The variability in the active-slumps unit can be explained by the different intensity of mass wasting processes. The highest elevation changes in this unit occurred at the site with an actively evolving RTS (Fig. 8 , Sabine Point 3) and at the NE side of Herschel Island, which was the most exposed to waves and storm surges and consequent material removal (Fig. 6 , Herschel Island -Bell Bluff 1). High variability within the lowbluffs unit occurred because it includes inactive bluffs and bluffs eroding by up to 20 m per year (Fig. 6, Stokes Point 2 ). This variability in sites unaffected by mass wasting is likely due to episodicity and high spatial and temporal variability of arctic coastal erosion (Are, 1988 .
Coastal erosion in different geomorphic units
Coasts with low backshore elevations (b10 m) showed simple and uniform coastal retreat, while many coasts with high backshore elevations showed more diverse coastal dynamics. Mean coastline retreat was the highest and volume decrease was second-to-greatest within the low-bluff unit. High coastline retreat indicates that coastal erosion is efficient enough to remove all material transported to the coastline by mass-wasting processes. To the contrary, mean coastline progradation on three active-slumps unit sites along the Yukon Coast, which have undergone the highest volume decrease, indicates that coastal erosion was not efficient enough to remove all of the material within the one year observation period. This suggests intermediate accumulation of eroded material after mobilisation, as shown by elevation increase in differenced DEMs. Sites from the same unit on the western and northern part of Herschel Island have conversely undergone considerable coastline retreat (on average 1.9-5.9 m at different sites) despite high volume decreases, because of more exposure to storm waves and surges. The stabilised slumps, where slumping was temporarily not active, showed the second highest coastal retreat and moderate volume loss.
The high bluffs with no slumping showed average erosional inactivity in the hinterland and average coastal progradation. However, all three high bluffs with no slumping sites showed different coastal dynamics. Shingle Point 3 was relatively stable, Kay Point 3 experienced beach accumulation, while Sabine Point 2 site showed volume loss on bluffs but no significant coastline retreat. This volume loss was of the same order as in the low-bluff unit at Stokes Point 2 site, which underwent up to 20 m of coastline retreat. This is indicating the importance of bluff height for coastal erosion although Héquette and Barnes (1990) indicated that erosion rates are insignificantly correlated to bluff height. The diversity of mass-wasting processes often present on bluffs higher than 10 m could be the reason for this insignificance. The elevation decrease frequencies (Figs. 6-9 ) generally peaked towards 0 m in the most of the geomorphic units, which is because of slight subsidence recorded in the hinterland and beach erosion. Sites from the low bluff unit that underwent considerable coastal retreat (e.g. Komakuk Beach 2, Stokes point 2 and Sabine point 2) showed a bi-modal elevation decrease distribution with a second peak at the bluff height. Elevation change frequencies in the active slumps unit were very diverse (Fig. 11) , which is indicating the variety of masswasting processes occurring along with coastal erosion.
Factors influencing coastal erosion
Role of slumping
Slumping can greatly impact patterns of erosion and deposition at a site or in the direction of longshore drift. Slumping was very common on the Yukon Coast and Herschel Island and occurred where the bluffs were higher than 10 m. Sites with active slumping included most of the extreme values of erosion, accumulation, and coastline movements among the geomorphic units (Fig. 5) . High average volume changes and coastline movements were also related to slumping events (Table 3 and Fig. 7) . This indicates the importance of slumping, especially within RTSs, for altering the uniform coastal retreat. The effect of RTSs is evident at the Sabine Point 1 and 2 sites. The first site is located west of an active RTS and has experienced a strong sediment accumulation regime, whereas the second site, east of an RTS, has undergone strong erosion. The occurrence of slumping can hinder or temporarily stop coastal erosion on the coasts adjacent to RTSs because of the sediment supply to the shore. Lantuit and Pollard (2008) and Leibman et al. (2008) suggested that RTS activity amplifies coastal erosion, because of massive ice presence and ground settlement. Our results show that short-term coastline retreat rates are lower in the units of active and stabilised slumps than in the low-bluff unit. The occurrences of RTSs can even result in short-term high coastline progradation rates, because of beach accumulation by sediment released from RTSs. However, this material, transported to the coastline by mass wasting, can again be removed within a few days during strong wave activity and within a few weeks during lower wave activity as observed by Leibman et al. (2008) on the Yugorsky Peninsula. Our LiDAR acquisitions, therefore, represent snapshots of the geomorphological state of the coast on the acquisition day, which could result in a recording of elevation increase and coastal progradation due to the presence of Fig. 11 . Cumulative elevation decrease and increase frequencies for study sites grouped by geomorphic units. Table 1 Classification of study sites according to prevailing geomorphic processes and morphology. Beach-protected coast coast with well-expressed protecting beach beach accumulation and lack of geomorphic processes in the hinterland Table 2 Study sites on Herschel Island and the Yukon Coast (see also Fig. 1 ). Sites were selected to include all operative geomorphic processes. Volumetric percentages of excess ice were taken from Couture (2010) short-lived mass wasting depositional features. High progradation rates were also observed because of material accumulated from rapid slope collapse (Bell Bluff 1 site), where the material persisted for a longer time because it was less reworked. Small thermo-erosional niches were observed in bluffs with low backshore elevations, which are more similar to parts of the Beaufort Sea where they were observed by Kobayashi (1985) and Barnhart et al. (2014a) . Thermo-erosional niches and related block failures were absent in bluffs with high backshore elevations, presumably because of very active slumping, which is transporting material to the shore.
Volume increase that was recorded inside RTS areas (limited to RTS extent inside study sites shown in Figs. 7 and 8 ) over the study period accounted for 5.5% of the volume decrease, meaning that at least 5.5% of the material that has been activated is temporarily stored inside RTSs and not directly transported to the sea. The excess ice percentage at our slump sites was zero or negligible (Couture, 2010) , so the same volume which has been eroded can potentially be accumulated. Activated material can be slowly moved towards the RTS outlet without observed volume increases. For this reason the percentage of temporarily accumulated sediment can be higher than we recorded. The fraction that stayed within the slump during one year is relevant for the quantification of carbon output from RTSs, because material that is not directly transported to the sea is exposed to aerobic processes and therefore increased microbial activity (Pautler et al., 2010) . This can decrease the amount of stored carbon and increase direct CO 2 emissions from RTSs to the atmosphere (Vonk et al., 2012) .
Role of beaches and accumulation
Coasts protected by beaches show relative stability or even accumulation. This unit has undergone the lowest erosion, but significant material accumulation and coastline progradation of up to 20 m occurred (Tables 3, 4 and Fig. 9 ). The volume decrease made up only 8% of the volume increase in this unit, meaning that accumulated material doesn't originate from hinterland but is transported by longshore drift from elsewhere. Rampton (1982) associated beaches with coarse-grain sediments, because silty sediment is easily suspended in the water, transported offshore, and therefore unlikely to accumulate on the beach (Are, 1988) . To relate occurrence of beaches to grain size in our study area, detailed mapping of sediments would be required. Sediment transported by longshore drift can originate from mass wasting, coastal erosion, or distributary streams. Lantuit and Pollard (2008) reported that bluffs on SE Herschel Island are affected by beach armouring because of distributary streams. When the sediment supply ceases, the accumulated beach can undergo high coastline retreat rates, since unconsolidated beach sediment can be rapidly eroded (e. g. Shingle Point 2 site).
Suitability of the airborne LiDAR dataset for coastal erosion studies
Airborne LiDAR datasets provide highly accurate information about coastline variations along rapidly evolving ice-rich Arctic coasts. The coastline has often been defined as the land-ocean interface (Solomon, Lantuit and Pollard, 2008; Jones et al., 2009 ). According to this definition, the coastline also includes beaches, which in our study showed considerable variations in the vicinity of RTSs (up to 40 m of prograded coast). The collapsed material and material that was moved by mass wasting sometimes resulted in progradation of the coastline to a distance of up to 20 m. These occasional events can significantly affect the coastline digitalisations and can present a source of variations in the estimations of retreat rates. Thus the digitalisation of cliff bottom line (as done by Günther et al., 2013) might be more suitable for the estimation of coastal retreat rates in permafrost regions. Use of airborne LiDAR datasets is limited in the case of overhangs, because the volume underneath cannot be recorded. These overhangs were present in some low-bluff coastal study sites (e.g. Stokes Point 2), but did not exceed 1 m in width. Assuming that overhangs are continuously developing, the volume calculation uncertainty originating from their presence in our datasets can be neglected because it is similar in both datasets.
We discussed the influence of mass-wasting processes on permafrost coastal erosion. A possible perspective on detecting short-term and inter-annual changes is to relate observed changes also to other local and regional factors. This can improve our understanding of processes, modelling accuracies, and subsequent prediction of the future development of Arctic coastal erosion under increasing air temperatures and lengthening open-water season duration (Barnhart et al., 2014b) . The major advantage of repeat airborne LiDAR elevation data compared to stereophotogrammetry is the unique high accuracy and the possibility of multiple short observation periods.
Conclusion
Our study indicates considerable spatial variability in short-term coastline erosion and progradation, which cannot be resolved by longterm observation. This variability is significantly related to a wide spectrum of mass-wasting processes acting on permafrost coasts. Comparison between geomorphic units revealed that erosion behaviour is simple and relatively uniform at low-elevation coasts and becomes diverse at higher-elevation coasts, where mass-wasting processes are more active. Among these processes, retrogressive thaw slumping is particularly important. RTS occurrence affects not only the coastal processes at slump outlet, but also nearby coasts with sediment input and accumulation. Most of the erosion and deposition extremes were recorded at sites with slumping activity. On average at least 5.5% of the eroded material was temporarily accumulated again inside RTSs, meaning that material was exposed to aerobic conditions which could activate stored organic carbon before material is transported to the sea. Our study also showed that short-term coastline movements, such as beach progradation or block failures, can be intensive but, as indicated by other studies, can be generally short-lived features along permafrost coasts. These variations must be considered when digitising coastlines from air photos or satellite imagery as a land-ocean interface. Our short-term study demonstrated the effect of mass wasting on coastal dynamics and can serve as a baseline for coastal erosion modelling.
Further short-term studies can reveal the exact relationships between other factors controlling erosion along permafrost coasts. 
