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HeatmapsDiscrete multi-criteria decision problems with numerous Pareto-efﬁcient solution candidates place a signiﬁcant
cognitive burdenon the decisionmaker. An interactive, aspiration-based search process that iteratively progresses
toward themost preferred solution can alleviate this task. In this paper, we study threeways of representing such
problems in a DSS, and compare them in a laboratory experiment using subjective and objective measures of the
decision process as well as solution quality and problem understanding. In addition to an immediate user evalu-
ation, we performed a re-evaluation severalweeks later. Furthermore,we consider several levels of problem com-
plexity and user characteristics. Results indicate that different problem representations have a considerable
inﬂuence on search behavior, although long-term consistency appears to remain unaffected.We also found inter-
esting discrepancies between subjective evaluations and objective measures. Conclusions from our experiments
can help designers of DSS for large multi-criteria decision problems to ﬁt problem representations to the goals
of their system and the speciﬁc task at hand.
© 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Many decision problems involve multiple, conﬂicting, and incom-
mensurate criteria. Methods of multi-criteria decision analysis aim at
supporting decision makers (DMs) in such tasks. In discrete decision
problems the number of solutions is ﬁnite, but may comprise hundreds,
if not thousands of alternatives. Portfolio selection problems, in which
collections of items (e.g., projects) are evaluated according to several
properties, may serve as a prominent example. They can be tackled by
a two phase-process: In the ﬁrst phase, (an approximation of) the set
of efﬁcient alternatives is determined. In the secondphase, DMs interac-
tively explore this set in order to identify their most preferred solution.
(For alternative approaches that avoid the task of initially generating all
the efﬁcient solutions cf., e.g., [29,69].) Various interactive procedures
may be used for this purpose. In particular, aspiration-based approaches
have turned out to be useful tools. Applications have been reported
from various ﬁelds such as information technology management [45],
research and development management [54], radiation therapy treat-
ment planning [20], strategic technology planning in hospital manage-
ment [21], and municipal wastewater treatment [23].ce Fund (FWF) — P21062-G14.
inistration,University of Vienna,




-NC-ND license.Recently, advances in the development of algorithms and increased
computing power have led to considerable improvements concerning
the ﬁrst phase. Heuristic solution procedures can generate adequate ap-
proximations of the set of efﬁcient solutions to complex problems in
reasonable time. In contrast, DMs' interactive search processes and
their support through suitable problem representations are still poorly
understood. So far, only few studies have examined user behavior dur-
ing interactive, aspiration-based search [9,10,63]. These studies mainly
focused on the process itself and the impact of different interactive
methods. In this paper, we aim to link the behavioral and the technical
aspects of supporting DMs and study the impact of three problem rep-
resentations on the interactive search process. Although the importance
of using an appropriate problem representation has been clearly identi-
ﬁed in the literature [19,25], andmany visualizationmethods have been
proposed for multi-criteria problems [30], this topic has not yet re-
ceived sufﬁcient attention [64].
We conducted a series of laboratory experiments, in which we stud-
ied the impact of problem representation on awide range of outcome di-
mensions, encompassing subjective as well as objective measures of the
decision process and solution quality. Measuring solution quality of
multi-criteria decision methods is a difﬁcult issue. The attempt to verify
it in an objective way leads to a paradox: The solution to a multi-criteria
problem is by deﬁnition subjective, since it is based on the DM's prefer-
ences. Therefore, any evaluation of solution qualitymust involve the DM.
However, DMs need decision support exactly because it is difﬁcult for
them to evaluate alternatives directly. Consequently, many empirical
studies (e.g., [51]) use criteria such as conﬁdence or perceived quality
of a solution. We complement an immediate subjective evaluation
977J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985with a two-stage approach, inwhichwe asked subjects to re-evaluate al-
ternatives several weeks after the original experiment. Although in real-
ity a decision would be made immediately after using the system,
consistency between the original decision and the ex-post test can be
considered as an additional indicator that the original evaluation has
reﬂected the subject's preferences. Similar retest methods are quite
often used to evaluate preference elicitation methods [22,24].
The present study compares two visual representations, parallel co-
ordinate plots and heatmaps, to numerical tables using a wide range of
output dimensions. It builds upon and extends a previous study [28], in
which we only focused on the graphical problem representations and a
few immediate output dimensions.
The remainder of this paper is organized as follows: Section 2 de-
scribes the problem representations used in the experiments. Research
questions are then presented in Section 3, followed by a description of
the experimental design in Section 4. Section 5 explains the measure-
ment methods, and the results are presented and discussed in
Sections 6 and 7. The paper concludes in Section 8 with a summary
and an outlook on further research.2. Problem representations
The decision procedure applied in our experiments follows an a
posteriori preference approach. Preferences are only implicitly articu-
lated in the free search process by setting threshold levels for criteria,
which deﬁne the set of admissible solutions (following the seminal
work by [57]). During this search process, the problem representation
must support a two-way interaction between user and system. The
system conveys information about the entire range of efﬁcient solu-
tions and their criteria values. Using the same representation, the
user speciﬁes and later on modiﬁes the threshold levels for each cri-
terion. The system then should provide immediate feedback on the
effect of such ﬁltering steps by indicating which solution candidates
remain admissible.
In this paper, we focus on three possible problem representations:
(i) tables, (ii) heatmaps, and (iii) parallel coordinate plots (PCP). TheyFig. 1. Table representatiare representative of many other options (for a similar research ap-
proach cf. [31]).
2.1. Tables
Tables are the only non-graphical representation used in our exper-
iments. In our implementation, criteria are assigned to columns and al-
ternatives to rows. DMs can specify upper and/or lower bounds for
criteria by right-clicking on a cell and selecting the appropriate action
from the context menu. Note that the entire row will be highlighted,
but nonetheless the constraints are determined only by the value in
that particular cell. Constraints can bemodiﬁed or completely removed
in later stages. Furthermore, alternatives can be sorted by ascending or
descending criterion values. Fig. 1 illustrates this representation as used
in the actual experiment.
2.2. Heatmaps
Heatmaps represent an innovative variation of traditional tables;
they are structurally similar to tables, but provide a more holistic per-
spective. This could be particularly helpful in problems involving nu-
merous alternatives. In essence, heatmaps are matrices in which the
cells are colored according to their values [15]. The high information
density of this representation facilitates the identiﬁcation of patterns
such as correlations and trade-offs between criteria.
The use of (clustered) heatmaps for visualization originated in data
mining, particularly in molecular biology and clinical applications
(e.g., [67]). More recently their use as ameans for visualizing the Pareto
frontier was proposed by Pyrke et al. [47] and Lotov andMiettinen [38].
In our implementation, each column represents a criterion and each
row represents an alternative. Cell colors refer to the relative value of a
criterion for a particular solution. An example is provided in Fig. 2. We
used a trichromatic mapping in which poor criterion values are repre-
sented by shades of red,mediumvalues by shades of yellow, and premi-
umvalues by shades of green. Thismapping corresponds to the intuitive
“stop light” color scheme that should be easy to grasp for users.on (screen capture).
Fig. 2. Heatmap visualization (screen capture).
978 J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985The interactionmechanismworks similar to the one for tables. Again,
users can impose bounds to reduce the set of admissible solutions, reset
these bounds, and sort alternatives via a context menu.
2.3. Parallel coordinate plots
Parallel coordinate plots [26] have been chosen as a fundamentally
different third problem presentation because they can display several
criteria without drastically increasing the complexity of the display or
the cognitive burden on the DM. Furthermore, they allow for the im-
plementation of user-friendly mechanisms for manipulating aspira-
tion levels. In PCP, criteria values are displayed on separate axes laid
out in parallel. Alternatives are depicted as proﬁle lines that connect
points on the respective axes. The proﬁle lines of all admissible solu-
tions are superimposed. This representation can be easily interpreted
geometrically and provides a good overview of the distribution of
values. Patterns such as positive or negative correlations can easily
be identiﬁed in criteria laid out next to each other.
To set thresholds for criteria, users drag bars to mark the desired
intervals. During dragging, the system indicates which solution candi-
dates will be eliminated, thus providing the DMwith immediate visu-
al feedback. For an example see Fig. 3.
3. Research questions
Cognitiveﬁt theory postulates that amatch of task and problempre-
sentation improves decision performance in terms of time and/or accu-
racy [59,62]. The best performance is reached when symbolic tasks are
supported by symbolic representation formats and when spatial tasks
are supported by spatial representation formats. Symbolic tasks typical-
ly require the handling of precise data values, such as extracting and
acting on values. In contrast, spatial tasks require a holistic assessment
of the problem such as making associations, perceiving relationships,
or interpolating values.
Graphical representations are spatial in nature and facilitate the
acquisition of information in two ways. Firstly, they focus on single
elements and secondly, they establish associations among values[59,60,62]. The sequential structure of PCP supports a large number
of perceptual inferences at very low cognitive costs [7,33]. Moreover,
the immediate feedback as well as the easy modiﬁcation of thresh-
olds should facilitate an exploratory approach when investigating
the solution space. In contrast, tables are symbolic representations
and present data in separable items and convey single point values
more accurately than other formats [4,5,17,50]. This should support
DMs particularly in the ﬁnal steps of the decision making process,
when the last remaining alternatives are to be compared. Heatmaps
exhibit both characteristics by enabling the visualization of high
density information and providing exact data values in the cells.
Research has shown that expertise with the support provided leads
to a reduction in decision time [14,34,43]. Aswe expect DMs to be famil-
iar with tables and PCP but not with heatmaps, the use of heatmaps
should result in longer decision time. Furthermore, the holistic nature
of visual representations is expected to inﬂuence the structure of the
decision process. We expect DMs provided with either heatmaps or
PCP to strongly oscillate the number of admissible portfolios over time
by performing more ﬁltering steps reducing as well as increasing the
number of admissible portfolios. Therefore, in total, the use of heatmaps
or PCP is expected to lead to a more explorative search behavior. These
propositions result in our ﬁrst research question:
Research Question RQ1: How do the different problem representa-
tions, i.e., heatmaps, PCP, or tables, inﬂuence the duration and the
structure of multi-criteria decision processes?
Users of information technology search for a cognitive trade-off be-
tween the perceived effort of using a technology and its perceived use-
fulness and accuracy [16,61]. Prior experience enablesDMs to use stable
heuristics that require less effort [40,62]. DMs that experience more ef-
fort perceive the results as less accurate [1]. Accuracy of decisions is
strongly related to decision quality that is typically linked to conﬁdence
in the decision [27,51,58].
At the very beginning of the selection process, DMs face a vast num-
ber of efﬁcient alternatives and need to limit their effort by using non-
compensatory strategies such as elimination-by-aspect, lexicographic
rules, or conjunctive strategies [13,31,32]. In a later stage of the process,
Fig. 3. Parallel coordinate plot (screen capture).
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and explicit trade-offs. The latter task was shown to increase decisional
conﬂict and lower post-decisional conﬁdence [1,32].
Due to their characteristics, heatmaps should provide the best
support for non-compensatory strategies. Compensatory strategies
are explicitly supported by PCP via their geometric interpretability
[7,33]. In contrast, DMs supported by tables and heatmaps have to en-
gage explicitly in trade-off tasks. We therefore expect DMs provided
with either PCP or tables to perceive the ﬁnal solution as more accu-
rate and the representation as more user-friendly. Furthermore, we
expect DMs provided with PCP to perceive less decisional conﬂict
and effort. These assumptions lead to the second research question:
Research Question RQ2: How do the different problem representa-
tions, i.e., heatmaps, PCP, or tables, inﬂuence users' perception of
the quality and effort of the multi-criteria decision process?
Task complexity is deﬁned as the cognitive burden placed on theDM
and results from the number of criteria and alternatives involved
[11,68]. A higher level of task complexity requires more effort from
the DM and results in an increase in decision time and/or a decrease
in decision quality. This in turn leads to lower conﬁdence in the solution
[8,41,55]. Moreover, decisional conﬂict and perceived effort are nega-
tively related to users' attitudes toward the system [1,12]. However, ef-
fort is also positively related to decision quality, which increases
decision conﬁdence and consequently perceived usefulness of the sys-
tem [27].
In PCP, all alternatives are visualized in a display of ﬁxed size.
Therefore, an increase in the number of alternatives leads to an in-
crease in information density and visual complexity. This makes it
more difﬁcult for the DM to observe individual values and detect re-
lationships in the data. In contrast, tabular representations can be ex-
tended by adding more rows. However, due to the fact that subjects
have to scroll more to observe all alternatives when using tables, we
expect them to need more time in more complex tasks. These differ-
ences should be reﬂected in subjective as well as objective measures
(as deﬁned in Section 5) of the process, especially for DMs provided
with PCP compared to heatmaps or tables:Research Question RQ3: How does the level of problem complexity
inﬂuence subjective and objective measures of the multi-criteria
decision process and the outcome for the different problem
representations?
In addition to the task-technology ﬁt, recent research highlights the
importance of DMs' cognitive characteristics [36]. Decision-making style
refers to theway individuals process information in order to solve prob-
lems. It is deﬁned as a stable learned habitual response pattern based on
cognitive abilities used in decision situations [49,56]. Scott and Bruce
[49] deﬁne ﬁve behavioral dimensions based on DMs' self-evaluation:
(i) a rational, (ii) an intuitive, (iii) a dependent, (iv) an avoidant, and
(v) a spontaneous style. Studies have shown that even though an indi-
vidual may have a predominant style, decision styles are not mutually
exclusive [37,53,56].
Empirical research contends that gender has no inﬂuence on the
preferred decision making style [37,53]. Similarly, recent research in-
dicates that gender differences in adoption and use of technology do
not exist anymore for younger subjects [44]. Therefore, we expect
the decision making style to have an impact on subjective as well as
on objective outcome dimensions, while we do not expect gender to
have an impact on either dimension:
Research Question RQ4: How do individual characteristics of a DM
such as decision making style or gender inﬂuence subjective and
objective measures of the multi-criteria decision process and
outcome?
Understanding of concepts consists of three components: DMs ﬁrst
have to develop connections between internal mental structures (build-
ing), then reach the state of having these connections available at a
given time (having), and ﬁnally to use the connections to solve a prob-
lem or construct a response to a question (enacting) [18]. A DM under-
standing a concept should be able to see its deeper characteristics, look
for speciﬁc information more quickly, draw analogies, or put it in sim-
pler terms [3,46].
Empirical research has shown that the sequential structure of spatial
information presentation makes it easier for DMs to “get the message”
980 J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985when large amounts of quantitative information are presented [17,50].
In contrast, tables support comprehension of discrete values, while
heatmaps again take an intermediate position.
Research Question RQ5: How do the three problem representations,
i.e., heatmaps, PCP, or tables, inﬂuence users' understanding of the
decision problem?
In one of the earliest studies about the impact of information repre-
sentation on ex-post tests, tableswere found to provide best support for
the recall of speciﬁc values [42,65]. In contrast, Umanath and Scamell
[58] report that using graphs provides better support than tables for re-
call tasks that involve pattern recognition. However, they do not ﬁnd
any differences in recall performance for factual information due to
the presentation format.
Watson and Driver [66] examined the impact of three-dimensional
graphics and tables on subjects' performance in immediate and
ex-post evaluation. Subjects performed a ranking task – similar to the
task used in the present paper – directly after receiving the information
and four weeks later. While neither representation format provided su-
perior support, re-evaluation performance drastically decreased over
time.
Research Question RQ6: How do the three problem representa-
tions, i.e., heatmaps, PCP, or tables, inﬂuence users' performance
in ex-post tests?
4. Experimental design
We conducted a controlled experiment that adopted a between sub-
ject approach. Treatments consisted of different problem representa-
tions (tables, heatmaps, PCP) and problem complexity levels (simple
vs. complex), which affected the number of criteria aswell as of efﬁcient
solutions. To provide a realistic background for our experiment, we
used a portfolio-type problem with which student subjects could read-
ily identify. At Austrian universities, students are not provided with a
ready-made schedule, but are free to set it up individually. The selection
of courses for a semester is a multi-criteria portfolio problem. By using
this familiar task, we achieved a high level of identiﬁcation with the
problem.
4.1. Problem setting
In the “simple problem” treatment, three criteria were used: Total
number of ECTS (European Credit Transfer System) points obtained
(maximize), total remaining spare time per week (maximize), and aver-
age evaluation of the courses by students in previous semesters (maxi-
mize). In the “complex problem” treatment, four more criteria were
added: Average evaluation score of lecturers by students in previous se-
mesters (maximize), percentage of students who passed the course hav-
ing the lowest pass rate in the selected course schedule (maximize),
prospective average number of students in class (minimize), and average
grade obtained by students in past courses. Since grades in the Austrian
system are represented by numbers, one representing the best grade,
this criterion was also minimized.
Sets of efﬁcient course packages for both problem instances were
calculated using actual data on 31 Bachelor-level courses offered at
the University of Vienna. Efﬁcient alternatives were identiﬁed by
completely enumerating all 231>2⋅109 combinations, eliminating in-
feasible combinations and conducting pairwise dominance checks.
In total, there are 331 efﬁcient solutions in the simple problem
and 2614 efﬁcient solutions in the complex problem. While the com-
plete set was used for the simple problem, only 999 randomly select-
ed alternatives were used in the complex problem, since using all
solutions would have slightly degraded the responsiveness of the
system.All problem representations were implemented in C# on Win-
dows. The program automatically recorded and time-stamped each
action performed by subjects. During experiments, the program was
simultaneously run on 15 identical computers in a computer lab.
4.2. Procedure
Themain part of our experiment consisted of a scripted verbal intro-
duction, a training session, a scripted explanation of the problem set-
ting, the actual course selection exercise, and an online survey. Total
time for a complete session was about 45 min. Three weeks after the
main experiment, an ex-post evaluation task was performed.
At the beginning of a session, the scripted verbal introduction
brieﬂy demonstrated the problem representation used in the respec-
tive treatment. Then, a training session that used a simple, generic
problem instance involving 15 randomly generated efﬁcient alterna-
tives and the same number of criteria as the actual treatment was
completed by each participant.
Next, the class schedule selection taskwas explained to participants.
In order to ensure uniformity and control across groups, questionswere
generally not entertained. However, a written summary was available
to all subjects during the experiment. In the exercise, subjects had to
narrow down the set of admissible alternatives and ﬁnally indicate
their most preferred option. They could then terminate the process
and proceed to the survey. A maximum time limit of 15 min was
allowed for the task and shown as a countdown on screen. Finally, a
ten-page online survey was used to collect demographic information,
elicit subjective outcome measures, and test problem understanding.
We conducted a thorough pre-test of the whole setup that involved
ﬁve subjects.
The ex-post test took place three weeks after completion of each
experimental session. Subjects were e-mailed a link to a web-based
questionnaire that presented descriptions (criteria values) of ﬁve al-
ternatives. These alternatives were selected individually for each sub-
ject to make sure that they represented a range of class schedules
eliminated during different stages of the main experiment. Subjects
had to rank these alternatives according to their preferences.
4.3. Participants
Subjects were recruited from various classes in the undergraduate
and graduate business administration programs at the University of
Vienna, Austria. As an incentive for participation, a lottery was held
in which twelve brand name MP3 music players were distributed
among subjects. The 148 subjects were assigned to one of 21 groups.
All subjects in a group solved the same problem under the same treat-
ment conditions. Table 1 provides an overview of the sample compo-
sition and the distribution across treatments.
All subjects were proﬁcient in the use of personal computers. The
mean age of subjects was 24.13 years (SD=2.32). Participation in the
experiment was voluntary. It was pointed out to subjects that the
“diligent execution” of all tasks was a necessary requirement for en-
tering the lottery drawings.
5. Measurement of variables
Our research questions relate the factors problem representation,
problem complexity, and user characteristics to process characteris-
tics, subjective evaluations, problem understanding, and consistency
in the ex-post test. The two factors problem representation and prob-
lem complexity are deﬁned by our experimental procedure. Since the
subject population was quite homogeneous, we used gender as the
only demographic variable, and considered decision styles as the
most important user characteristic. Decision styles were measured
via the instrument developed by Scott and Bruce [49].
Table 1
Sample composition and treatments.
Problem Simple Complex
Mode\Participants Male Female Total Male Female Total
Table 11 14 25 10 15 25
Heatmap 9 14 23 13 16 29
PCP 10 12 22 10 14 24
1 Detailed results of all analyses are available upon request from the authors.
981J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985The ﬁrst two process measures refer to effort, measured by the total
time spent and the number of ﬁltering steps (i.e., changes in aspiration
levels) performed by subjects. The latter measure more closely reﬂects
the activities of subjects. However, large time intervals between actions
could also indicate that subjects extensively deliberated each step.
Using both measures in parallel provides a comprehensive picture of
the effort objectively involved in the task.
The third processmeasure captures the “smoothness” of the process.
In setting the thresholds, subjects could progressively “zoom in” toward
the most preferred region in criteria space, or backtrack frequently to
explore different regions. In the latter case, the number of admissible al-
ternatives strongly oscillates over time. If a ﬁltering step leads to an in-
crease, rather than a decrease, in the number of admissible solutions,
we label it as a “reversal” of the search process. The number of reversals
is an indicator of explorative, backtracking behavior.
Even if the number of admissible alternatives decreases monotoni-
cally, subjects might follow very different convergence paths. They
could ﬁrst tighten the bounds rather cautiously, and converge to their
most preferred solution only at the end. Alternatively, they could quite
rapidly focus on an interesting region, and then spend more time in
local search. To capture these differences, we calculated the average
number of admissible solutions (standardized by thenumber of efﬁcient
alternatives) in the ﬁrst and last third of the process. The resultingmea-
sures are denoted average 1 and average 3.
Subjective measures represent evaluations of the decision process,
its outcomes, and the system in general [63]. We used two measures
developed by Aloysius et al. [1] for subjective evaluation of the pro-
cess: Perceived effort and decisional conﬂict. Perceived effort is the sub-
jective counterpart of the objective measures of effort, and decisional
conﬂict measures the emotional burden, stress, and anxiety involved
in decision making. To evaluate the subjective quality of the solution,
we used the construct perceived accuracy, also developed by Aloysius
et al. [1], which measures the conﬁdence of users in having achieved
the best solution.
Finally, subjects also provided a general evaluation of the system.
Since the underlying method was the same in all treatments, differ-
ences directly relate to the problem representations. For this evalua-
tion, we used the well-established Technology Acceptance Model
(TAM) by Davis [16], which explains attitudes toward an information
system via the constructs perceived usefulness and perceived ease of
use. For both constructs, the original scales developed by Davis [16]
were used.
In order to test subjects' understanding of the problem, they had to
provide estimates of three average values of criteria across all alterna-
tives, and estimates of three correlations between criteria. Averages
were provided as numerical values, correlations on a seven point scale
ranging from “It was very difﬁcult to obtain good values in both criteria”
to “… very easy…”, recoded to values between−1 and +1. For both
types of questions, relative deviations from true values were calculated
and averaged across questions of the same type. Since the correlation
questions in the simple and complex treatment involved different
criteria, we also computed deviations only for the ﬁrst correlation ques-
tion, which was identical in both treatments.
In the ex-post test, rankings of ﬁve selected class schedules elicited
three weeks after the experiment were compared to the ranking of the
same class schedules during the experiment. Since the experiment did
not directly generate a ranking, we inferred it from the process.Assuming that alternatives are roughly eliminated according to prefer-
ence, we used the number of the last step in which the class schedule
was admissible for this purpose. Two measures were used to compare
the two rankings. The ﬁrst is the ex-post evaluation rank of the alterna-
tive selected in the experiment. The secondmeasure is the sum of abso-
lute differences in the ranks of all ﬁve class schedules and therefore
checks consistency across the entire range of solutions. However, the
measurementmay have been distorted to somedegree by unforeseeable
factors such as subjects having changed their mind in the meantime.6. Results
We ﬁrst performed conﬁrmatory factor analyses for decision
styles and multi-item subjective evaluation variables to test the valid-
ity of constructs used in our research.1 These analyses mostly con-
ﬁrmed the theoretical assignment of items to constructs. Concerning
decision styles, the only deviation from theoretical assignments was
that one item of the spontaneous style exhibited a loading >0.4 on
a factor related to the intuitive style. The analysis of subjective evalu-
ation constructs indicated that one item intended for perceived effort
instead loaded on the factor related to decisional conﬂict. However,
given the theoretical foundation of both scales, as well as the sufﬁ-
ciently high values of Cronbach's alpha for all constructs in question
(0.855 for spontaneous and 0.814 for intuitive decision styles, 0.761
for decisional conﬂict, and 0.683 for perceived effort), we decided to
retain the original assignment of items to constructs.
Although subjects were recruited from a quite homogeneous pop-
ulation of students, they are still quite different in terms of their deci-
sion styles. Fig. 4 shows the distribution of the ﬁve dimensions of
decision styles used in our analysis. All styles exhibit a considerable
range of values. This makes it possible to use decision styles as inde-
pendent variables in the following analyses.
To analyze the research questions formulated in Section 3, we
performed several regression analyses of the relevant outcome dimen-
sions (process, subjective evaluation, problem understanding, and the
ex-post test) on experimental factors, user characteristics, and their in-
teractions. Regression results are summarized in Table 2. In all regres-
sions, problem representations were coded using tables as reference
categories. Table 2 thus shows coefﬁcients indicating the difference of
heatmaps and PCP in comparison to tables.
Problem representations, in particular PCP, exhibit a consistent and
signiﬁcant effect on process variables. Users of PCP performed signiﬁ-
cantly more ﬁltering steps (i.e., changes in aspiration levels) and
backtracked signiﬁcantly more often, but nevertheless managed to
have fewer admissible solutions throughout the process. While total
time is also reduced by the use of PCP, this effect is not reﬂected in a sta-
tistically signiﬁcant coefﬁcient. As Fig. 5 shows, the difference between
heatmaps and PCP is even larger than the one between tables and PCP.
In Figs. 5 and 6, treatment groups are identiﬁed by problem representa-
tion and complexity level, e.g. “Table/3” indicates the treatment group
using tables and solving the three criteria (low complexity) problem.
A regression analysis using heatmaps as reference category indicates
that this difference is indeed signiﬁcant (t=4.038,pb0.001).
We observed only few signiﬁcant effects of our experimental factors
on subjective evaluations. Subjects found heatmaps to be signiﬁcantly
less user-friendly than tables. Users of PCP experienced less decisional
conﬂict and lower effort. In contrast to problem representation, decision
making styles had some highly signiﬁcant effects. Users who scored
high on the rational dimension of their decision making style perceived
the system both easier to use and more useful. This effect occurred re-
gardless of the problem representation. Subjects who scored high on
the dependent dimension experienced signiﬁcantly more decisional









Fig. 4. Distribution of scores in the ﬁve dimensions of decision styles.










Fig. 5. Boxplot of total time for different treatment groups.
982 J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985conﬂict. Subjects with an avoiding decision style perceived the effort to
be higher.
All problem representations lead to similar results in our measures
of understanding. Since our regression analysis also did not indicate
any signiﬁcant impact of user characteristics, we do not report de-
tailed results in the interest of brevity. As Fig. 6 shows, this lack of sta-
tistically signiﬁcant results is indeed caused by very similar results for
all treatment groups, rather than by excessive variance within groups.
Most subjects in all treatment groups provided quite reasonable esti-
mates of attribute means with a relative error of less than 50%.
Problem complexity had a strong effect on performance in the
ex-post test, where subjects had to rank ﬁve (efﬁcient) class schedules
according to their preferences three weeks after completion of the ex-
perimental session. In the simple problems, the alternative which wasTable 2
Regression results.
Process measures Subjecti






(Intercept) β 11.20 * 345.67 3.29 *** 0.56 0.14 0.97
t 0.67 2.52 0.84 4.36 1.30 0.22
Heatmap β 1.48 65.35 2.40 0.01 0.05 0.01
t 0.20 1.09 1.40 0.25 1.18 0.01
PCP β *** 37.03 −66.06 *** 9.48 *** −0.23 ** −0.13 2.60
t 5.01 −1.09 5.46 −4.04 −2.89 1.31
Complex β −6.18 28.78 −0.89 0.04 −0.03 2.54
t −0.85 0.48 −0.52 0.75 −0.58 1.29
Female β 1.43 ∘ 58.77 0.89 −0.02 0.01 −0.48
t 0.34 1.70 0.90 −0.82 0.34 −0.42
Rational DS β 0.07 4.34 0.01 0.00 0.00 *** 0.54
t 0.16 1.29 0.10 0.08 0.90 4.92
Intuitive DS β 0.42 ∘ 6.46 0.08 −0.00 0.00 0.12
t 0.99 1.87 0.81 −1.09 0.68 1.03
Dependent DS β −0.41 ∘−5.12 ∘−0.14 0.00 −0.00 ∘ 0.16
t −1.17 −1.79 −1.77 1.59 −0.99 1.69
Avoiding DS β 0.43 4.03 0.06 −0.00 −0.00 0.01
t 1.31 1.48 0.82 −1.39 −0.97 0.06
Spontaneous DS β −0.47 −4.92 −0.10 0.00 0.00 0.06
t −1.01 −1.30 −0.93 0.83 0.29 0.49
Heatmap×Complex β 10.18 94.81 0.57 *−0.18 −0.03 −2.87
t 0.99 1.13 0.24 −2.33 −0.48 −1.04
PCP × β * 21.72 87.64 −0.26 −0.06 −0.01 ∘−4.94
Complex t 2.04 1.00 −0.10 −0.70 −0.19 −1.72
R2 0.46 0.17 0.35 0.30 0.24 0.26
Adj. R2 0.42 0.10 0.29 0.24 0.18 0.20
Signiﬁcance levels: ∘: pb10%, *: pb5%, **: pb1%, ***: pb0.1%.ranked best in the original experiment received a median rank of one
among the ﬁve alternatives presented in the ex-post test from users of
tables and PCP. This indicates that more than half of these subjects
(64% for tables and 62% for PCP) were consistent in their choice. The
median rank for heatmap users was two; nevertheless, about 45% of
heatmap users also ranked it ﬁrst. However, in the complex problem,
most users deviated considerably from their original ranking. Themedi-
an rankwas only three for users of tables and PCPwith only 20% of table
users and 24% of PCP having remained consistent. For heatmap users,
this rate drops to about 4% and the median rank is four.
This strong inﬂuence of problem complexity is also visible in the re-
gression results shown in the last two columns of Table 2. Problem com-
plexity has a signiﬁcant effect in the ex-post test on the rank of the best















8.45 *** 10.39 *** 8.05 ** 9.39 0.99 0.47
1.34 3.83 4.23 3.29 1.14 0.24
*−6.24 1.48 −0.28 −1.00 0.40 1.13
−2.27 1.24 −0.34 −0.80 1.13 1.36
0.49 *−2.52 *−2.09 −0.39 0.26 −0.20
0.17 −2.10 −2.48 −0.31 0.72 −0.24
1.80 −1.42 −1.34 0.33 *** 1.74 *** 4.68
0.66 −1.20 −1.61 0.27 4.75 5.53
−2.60 0.18 −0.35 −1.17 −0.34 −0.43
−1.63 0.27 −0.72 −1.63 −1.57 −0.88
*** 0.69 *−0.16 −0.04 0.09 0.00 ∘ 0.09
4.46 −2.39 −0.93 1.32 0.00 1.83
0.25 −0.07 0.01 −0.02 0.01 0.06
1.56 −0.95 0.27 −0.27 0.60 1.11
0.07 ** 0.17 0.01 0.06 0.02 0.01
0.55 2.94 0.42 1.00 0.87 0.31
−0.14 0.02 * 0.08 −0.05 *−0.04 0.03
−1.12 0.44 2.11 −0.91 −2.12 0.79
0.13 0.07 −0.05 0.08 0.04 −0.01
0.73 0.87 −0.90 1.06 1.50 −0.23
1.04 −0.81 0.94 0.34 0.06 −0.86
0.27 −0.48 0.80 0.19 0.11 −0.73
−3.24 * 4.28 ∘ 2.32 −1.02 −0.27 −0.00
−0.81 2.48 1.92 −0.56 −0.50 −0.00
0.30 0.23 0.12 0.07 0.40 0.43
0.24 0.16 0.04 −0.01 0.34 0.38









Relative error in estimating averages
Fig. 6. Boxplot of errors in estimating attribute averages.
983J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985heatmaps nor PCP led to a signiﬁcant impact when contrasted with ta-
bles. For this analysis, we treated the rank as ametric variable. However,
a logistic regression in which reaching the correct (ﬁrst) rank was used
as dependent variable, led to identical results.7. Discussion
The main goal of our paper was to study the impact of different
problem representations on the solution process of multi-criteria deci-
sion problems. In line with prior research [39,52], we ﬁnd no method
to be universally superior. Outcomes depend on characteristics of the
user and the problem.
Table 3 summarizes our results according to the factors we studied.
Different problem representations mainly have short term effects. They
lead to different decision processes and subjective evaluations, but the
ex-post test showed that differences disappear over time. This ﬁnding
is in line with prior empirical research [58,66] ﬁnding no long-term im-
pact of representation formats on symbolic recall tasks.
Heatmaps are perhaps the least familiar problem representation
which we tested. This is reﬂected in subjective evaluations, in which
heatmaps performed signiﬁcantly weaker in terms of perceived ease of
use. Heatmap users spent signiﬁcantly more time than users of PCP on
the decision task, nevertheless, they performed worse in the ex-post
test, although this effect was statistically not signiﬁcant. Both effects
can be attributed to a lack of familiarity with heatmaps.
PCP perhapsweremore familiar to our subjects than heatmaps. Con-
sequently, the subjective evaluation is quite similar to that of tables,
which are probably the most familiar representation. The strongest im-
pact of PCP is in terms of the decision process. The use of PCP led towhat
can be called a more explorative behavior of subjects: On the one hand,Table 3
Strength of effects.
Duration Process structure
Problem representation RQ1 RQ1
Strong
Complexity RQ3 RQ3
User characteristics RQ4 RQ4
Complexity×Representation RQ3 RQ3
Weakthey performed considerablymoreﬁltering steps and also reversed their
settings more often. On the other hand, the process converged more
quickly to only few admissible alternatives. Taken together, these two
effects indicate a process which jumps between narrowly deﬁned re-
gions. In contrast, the other two methods lead to a broader approach.
However, in terms of problem understanding and long term recall,
both processes seem to be about equally effective.
While tables are more similar to PCP in terms of subjective criteria,
the search process they induce is more similar to heatmaps. This is
not surprising, since the structure of heatmaps is very similar to that
of tables, and interaction also basically works in the same way. The as-
sumed impact of familiarity is also supported by the fact that even
though DMs using PCP performed most steps, they expressed the low-
est perceived effort. This may be due to the exploratory approach they
used.
The effects of problem representations are moderated by problem
complexity. Several regression analyses shown in Table 2 exhibit signif-
icant interaction terms between the two factors. In less complex prob-
lems, decisional conﬂict is perceived to be highest by heatmap users
and lowest by users of PCP, while in high complexity problems, it is
highest for users of PCP. A similar, although not signiﬁcant effect can
be observed for perceived usefulness, for which the relative position
of PCP drops from ﬁrst to second. These results conﬁrm our expectation
that an increase in complexity has a major impact on the decisionmak-
ing process.
Apart from this moderating effect, complexity has a strong direct
effect on long term performance. For more complex problems, both
measures indicate signiﬁcantly lower correspondence between the
original solution and the ex-post test. A similar, although statistically
insigniﬁcant, effect can also be observed for understanding in Fig. 6.
User characteristics form the third group of factors. Since our sub-
ject population is quite homogeneous, the only demographic variable
we considered was gender. In line with recent research showing that
there are no gender differences regarding perception and decision
about technology adoption within younger subjects [44], we did not
ﬁnd signiﬁcant impact.
In contrast, decision making styles have a strong impact on subjec-
tive evaluation. The kind of decision support we studied here seems
to be particularly useful for subjects having a rational style. Additional
regression analyses which we performed did not indicate any signiﬁ-
cant interactions between problem representation and decision style.
We also noted a weakly signiﬁcant effect of decision making style on
the performance in the ex-post test: Subjects having a high score in
the avoiding style performed signiﬁcantly worse, perhaps indicating
that they did not identify as strongly with the solutions obtained dur-
ing the experiments as other subjects.8. Conclusions and future research
We have studied the impact of problem representations, problem









984 J. Gettinger et al. / Decision Support Systems 54 (2013) 976–985dimensions including subjective and objective measures, and short as
well as long term effects. This breadth of dependent variables allowed
us to provide a more differentiated view on the impact of our factors
than was possible in previous research.
Two main conclusions can be drawn from the results summarized
in Table 3. First, although different problem representations induce
differences in the decision making process, these differences do not
seem to have long term effects on either problem understanding or
performance in an ex-post test. Second, there is a considerable differ-
ence between objective characteristics of the decision process and its
subjective evaluation by participants. A comprehensive picture can
thus only be obtained by considering both objective and subjective
measures.
For the designers of DSS for multi-criteria decision problems, this
means that user satisfaction requires the system to be adaptable to
users' particular decision making styles, although the objective im-
pact of the system is driven by other factors. While our research
thus has immediate implications, it should be noted that it also has
some limitations, which need to be addressed in future studies.
Our experiments were performed using one task and a quite ho-
mogeneous population of student subjects. While the use of student
subjects limits the generalizability of our results, business students
represent future managers, who will probably use similar DSS in the
future. Moreover, we have taken into account several factors regard-
ing the external validity of our results [35]. To avoid self-selection,
subjects were also actively recruited from classrooms and assigned
randomly to one of the treatments. Furthermore, anonymity of sub-
jects was fully preserved to prevent approval effects. In addition, sub-
jects were provided with proper motivation (MP3 music players) to
take the experimental tasks seriously.
The task we used for our experiments was a portfolio selection
problem. While the underlying portfolio structure was not directly
visible in the problem representations, the choice of this particular
task still might have had some inﬂuence on the choice process.
From a more general perspective, we can characterize the decision
problem in terms of the number of criteria, the number of alterna-
tives, as well as the particular structure of attribute values. Although
our simple and complex treatments differed in the number of attri-
butes and alternatives, we still were comparing only problems with
three and seven attributes, and several hundred alternatives. The rep-
resentations we studied here probably are not adequate for problems
of far larger size. To our knowledge, there are no studies indicating
that patterns of attribute values, in particular correlations among at-
tributes, are systematically different between portfolio problems
and other multi-criteria decision problems. Still, the problem we
used in our experiment involved a certain pattern of correlations be-
tween attributes, which could have inﬂuenced outcome dimensions
like decisional conﬂict. Generalizing our results to other tasks and
other user groups thus requires additional experiments.
Another important factor, which we did not consider in our experi-
ment, is time pressure. Although we imposed a time limit of just
15 min, many subjects completed their task before the deadline. Time
pressure, therefore, seems to have played no role in our experiments.
While the time of 15 min seems to be short for solving a complex prob-
lem, it should be kept inmind that our experiment covered only the last
stage in a multi-stage decision process. Before efﬁcient alternatives can
be compared in an interactive process, they must be generated using an
adequate model. However, prior research has shown that time pressure
in this interactive phase is indeed an important factor for assessing dif-
ferent representation formats [6] as well as decision making strategies
[2,48], and therefore could also make a difference compared to the set-
ting studied here.
Combining the wide range of outcome measures applied in this
study with a wider range of experimental factors like different levels
of time pressure, different decision problems, or different subject
populations could create a research program that eventually leads toimproved problem representations and better decisions in discrete
multi-criteria problems.
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