The objective of this paper is to investigate the effect of prey-taxis on predator-prey models with Paramecium aurelia as the prey and Didinium nasutum as its predator. The logistic Lotka-Volterra predator-prey models with prey-taxis are solved numerically with four different response functions, two initial conditions and one data set. Routh-Hurwitz's stability conditions are used to obtain the bifurcation values of the taxis coefficients for each model. We show that both response functions and initial conditions play important roles in the pattern formation. When the value of the taxis coefficient becomes considerably higher than the bifurcation value, chaotic dynamics develop. As diffusion in predator velocity is incorporated into the system, the system returns to a cyclic pattern.
Introduction
The word taxis originates from the Greek word taxis, which means to arrange. Taxis results when individuals change their pattern of movement, or kinesis, in response to a stimulus. According to Othmer et al. [22] , "It may be characterized as positive or negative, depending on whether it is toward or away from the external stimulus that affects the pattern of movement". Hence taxis can be said to be a directionally biased random motion and kinesis as a spatially biased random motion. According to Othmer et al. [22] , "The purposes of taxis range from movement toward food and avoidance of noxious substances to large-scale aggregations for survival". Prey-taxis is thus defined as the movement of predators as controlled by prey density.
A laboratory experiment has been conducted by Braucker et al. [2] with Paramecium caudatum as prey and Didinium nasutum as its predator, where the graviresponses of P. caudatum and D. nasutum have been examined under varied hypergravity conditions. The effects of the integration of gravikinesis and graviorientation on the position of cell populations of Paramecium and Didinium have been evaluated, using the taxis coefficient for quantification. This experiment has confirmed the persistence of neutral gravitaxis, even under hypergravity. Taxis, in fact, is defined as the stimulus-induced movement of animal, and gravitaxis means the movement of any animal as controlled by acceleration due to gravity. Both Paramecium and Didinium are commonly known as protozoa. Protozoa are singlecelled animals and are the smallest of all animals. Protozoa are further classified according to how they move, and there are four types or phyla. Both Paramecium and Didinium belong to the same phylum, Ciliophora, and hence are called ciliates.
This predator-prey system has aroused the interest of many scientists. Gause [9] first conducted a laboratory experiment with P. caudatum as prey and D. nasutum as its predator. Following him, many experiments have been performed by scientists to observe the dynamic nature of this predator-prey system. One among them is Luckinbill [15] , who conducted a laboratory experiment with Paramecium aurelia as prey and D. nasutum as its predator in 6 ml of half-strength cerophyl medium thickened with methyl cellulose.
Luckinbill's [15] experiment was mathematically modeled by Harrison [12] using logistic Lotka-Volterra predator-prey equations with various functional responses. Kozlova et al. [14] investigated the outcomes with three data sets of estimated parameters and four response functions from Harrison's models, and examined the results of interaction of every data set with each of four response functions.
In the prey-taxis models used by Czárán [4] , Grünbaum [11] and Turchin [26] , the directed movement of predator density is due to the advective velocity, which is assumed to be proportional to the gradient of prey density. According to Sapoukhina et al. [23] , "There are also many observations where the velocity variation or individual acceleration is dependent on the stimulus gradient". For example, Okubo and Chiang [20] and Okubo et al. [21] analyzed the trajectories of swarming midges. They showed that individual acceleration is zero at the center of the swarm, where the density of midges is at its maximum and the density gradient is zero by definition, and increases with distance from the center, reaching its maximum on the edge where the density is minimum and the gradient is maximum. Schooling fish demonstrate a similar response to their own density gradients. Observing another group of schooling fish, Flierl et al. [6] concluded that the probability of a change in the direction of individual movement, that is velocity variation, depends on the difference between the preferred and ambient temperatures. In the conventional predator-prey models, equations of a reaction-diffusion-advection type have also been used by various authors (Okubo [19] , Mimura and Yamaguti [17] , Edelstein-Keshet [5] , Murray [18] , Czárán [4] , Grünbaum [11] , Turchin [26] , Sapoukhina et al. [23] ) to produce pattern formations.
Sapoukhina et al. [23] have, however, used a different approach based on their assumption about taxis. They have assumed that the directed movement of predator density is determined by the velocity variation, i.e., acceleration, that is proportional to the prey density gradient, or in general, to the gradient of some stimulus. Equations of the reaction-diffusion-advection type have been used to obtain solutions of these prey-taxis models [10, 1] . According to Sapoukhina et al. [23] , "Considering the phenomenon of accelerated predator movement along the prey density gradient at the individual level, we have assumed that this phenomenon also takes place at the level of population density. Modeling prey taxis by the acceleration considers both the dependence of taxis velocity on the prey density gradient and the inertial component of the directional movement".
Using Sapoukhina et al.'s [23] approach for taxis, we further extend Kozlova et al.'s [14] models by introducing prey-taxis in the Lotka-Volterra logistic predator-prey equations. The bifurcation values of the taxis coefficient, which introduce a change in the oscillatory behavior of predator-prey cycles are obtained for all the models using the Routh-Hurwitz conditions [23] . The logistic Lotka-Volterra predator-prey-taxis equations are solved numerically by using four different response functions and two initial conditions, as used by Singh et al. [24, 25] , Kozlova [13] , Kozlova et al. [14] . The solutions are obtained both with and without prey-taxis. The relevant time-dependent graphs along with phase-plane graphs are then produced.
In order to observe the development of chaotic dynamics, a value of the taxis coefficient greater than its bifurcation value for each model is chosen. The stability of the points of equilibrium for each model under such chaotic dynamics are then examined. The effect of d 3 , the diffusivity constant of predator velocity on chaotic situation is also investigated in each case.
Mathematical model
Let u(x, t) be the population density (number per cubic centimeter) of the prey P. aurelia, v(x, t) be the population density (number per cubic centimeter) of its predator D. nasutum, and w(x, t) be the velocity of the predators.
Following Arditi et al. [1] , it is assumed that the variation of the predator velocity is determined by the prey density gradient. This gives:
where T is used as the non-negative taxis coefficient throughout this study. According to Arditi et al. [1] , interactions like intraspecific competition for space equalize the velocities of neighbouring predators. Thus, introducing diffusion in the predator velocity equation, Eq. (1) becomes
where d 3 is the non-negative diffusivity constant of the predator velocity. For simplicity, it is assumed [1] that the velocity, or its gradient, is sufficiently small, thus neglecting w.∇w, and then the predator velocity Eq. (2) becomes
In one-dimensional form, the predator-prey equations with prey-taxis [1, 8, 12, 14, 23] can be written as:
where ρ is the specific growth rate of the prey in the absence of predators, K is the carrying capacity of the environment, γ is the mortality rate of the predators in the absence of prey, e is the maximum number of prey eaten by a predator per unit time, σ/e is the conversion efficiency for each predator, d 1 and d 2 are the non-negative diffusivity constants of the prey and predator, respectively. Following Sapoukhina et al. [23] , we choose the directed component of the predator movement according to the prey-taxis assumption: the acceleration is proportional to the gradient of the prey density. Here the taxis coefficient, T , represents the sensitivity of the predators to the heterogeneous density distribution of prey. The diffusion term d 3 is interpreted as an effect of social behaviour [6, 23] . According to Sapoukhina et al. [23] "Since w is the instantaneous velocity of the predator density movement defined at each spatial coordinate, Eq. (6) is used to describe the gradual speeding up of the directed movement when a prey aggregate is being approached".
All computations are carried out in the domain [−1, 1] so that the effect of diffusion and taxis can be observed. The boundary conditions of zero flux are applied for this domain. Also it is assumed that the velocity of predator density movement on the boundary is zero.
Response functions
The response functions used [12] [13] [14] in Eqs. (4) and (5) are:
where φ is the half-saturation constant, i.e. the level of prey at which half of the maximum consumption rate occurs, β is the predator interference constant, and µ is a constant.
The response function parameters µ = 0.107, β = 0.00728, carrying capacity parameter K = 898, and diffusion parameters d 1 = 0.2, d 2 = 0.1 remain the same throughout this study [14] . Different non-negative values of the taxis coefficient, T , and diffusivity constant of predator velocity, d 3 , are used in order to investigate the influence of taxis on the predator-prey population. The remaining five parameters [12, 14] are chosen here as ρ = 1.90, φ = 3.44, σ = 3.72, e = 5.74, γ = 2.27.
Initial conditions
The initial conditions used [13, 14] to solve Eqs. (4)- (6) are
(ii)
Numerical scheme
The reaction-diffusion-advection equations (4)- (6) are solved numerically using the operator splitting method and both forward and central difference schemes [16, 24, 25, 13, 14, 3] .
In every case, the increment value x = 0.1 cm and time step t = 0.00005 days are used after a preliminary convergence study.
Stability of equilibria without taxis
Different types of steady state solution occur for different data sets. In order to examine the stability of different steady states, a variational matrix criterion is used [7, 8] .
The right-hand sides of Eqs. (4) and (5), in the absence of any diffusion and prey-taxis terms, can be written as
At the point of equilibrium (u * , v * ), the variational matrix J * is given by,
Stability of equilibria with taxis
In order to derive the conditions for stability of the point of equilibrium with prey-taxis, first of all the predator-prey-taxis Eqs. (4)- (6) are linearized. To linearize Eqs. (4)- (6) about the point of equilibrium E * = (u * , v * , 0), small perturbations U (x, t), V (x, t) and W (x, t) are chosen.
Hence Eqs. (4)- (6) are reduced to the linear form [23] ∂U ∂t
where a 11 , a 12 etc are the elements of the Jacobian matrix J * at the point of equilibrium (u * , v * ).
Assume a Fourier series solution exists [23] of Eqs. (7)- (9), of the form:
where k = nπ/2, (n = 1, 2, 3, . . .) is the wave number for the mode n. The Eqs. (10)- (12) satisfy the given boundary conditions. With the substitution of U (x, t), V (x, t) and W (x, t) into Eqs. (7)- (9), the equations are transformed into
Routh-Hurwitz conditions for stability
The variational matrix M * for the Eqs. (13)- (15) is given by
The characteristic equation for the variational matrix M * is
Here c 1 and c 2 are given by
The Routh-Hurwitz conditions for the stability of the point of equilibrium are of the form [23] 
Eq. (18) is used to obtain an inequality for the taxis coefficient in order to find its bifurcation value, which introduces a change in oscillatory the behavior of the predator-prey cycles:
After some simplifications, the above inequality gives
Thus, the Routh-Hurwitz conditions (18) for the stability of the point of equilibrium can be expressed as:
where T is the taxis coefficient and k = nπ/2. The point of equilibrium goes from a stable to an unstable equilibrium as the taxis coefficient T * changes in value from less than to greater than the function f (k). Thus T * = f (k) gives the bifurcation value of the taxis coefficient for which the equilibrium becomes destabilized.
Stability of the points of equilibrium
The equilibria corresponding to each response function are obtained by solving the prey-predator Eqs. (4) and (5) in their steady state forms, and in the absence of diffusion and advection. The Routh-Hurwitz stability conditions are used to obtain the first excited mode of oscillations indicating a bifurcation behavior for each of the four response functions. This leads to the corresponding bifurcation values of the taxis coefficient.
Excited mode and taxis coefficient
In this section, the first excited mode of oscillations of the predator-prey cycles are obtained for each response function in order to obtain the bifurcation values of the taxis coefficients for each model considered.
First of all, the function f (k) is expressed as a function of a single variable φ, representing the number of prey eaten by a predator per unit time. The function f (k) could have been expressed in terms of any other parameter such as e as well. Here the other parameters such as ρ, e, σ , γ , µ, β, K , d 1 , d 2 and d 3 are treated as constants.
(i) Response function (a)
Now for response function (a), f (k) from Eq. (19) can be expressed as g(φ). Hence,
where n is the mode for the wave number k. The graph in Fig. 1(a) has been drawn between φ and g(φ) for n = 2 and 3, since only the non-negative values of the taxis coefficient, T , are considered in this study. In the case of n = 1, we obtain negative values of T , and so n = 1 is ignored. The first mode of excitation is given by the curve g(φ) that is closest to the φ-axis. In this case, the closest curve of g(φ) to the φ-axis is for n = 2. Thus n = 2 is the first mode of excitation, and the corresponding value of the taxis coefficient, T , obtained from Eq. where A = √ 22909.9 + φ. The graph in Fig. 1(b) has been drawn between φ and g(φ) for n = 2 and 3. Here also the closest curve of g(φ) to the φ-axis is for n = 2. Thus n = 2 is the first mode of excitation, and the corresponding value of the taxis coefficient, T , obtained from Eq. (19) , is 0.0451.
(iii) Response function (c)
In this case, φ is not chosen to be a variable, in order to find the solution of Eqs. (4) and (5) without diffusion and taxis. In terms of variable φ, it becomes difficult to manage the sizes of coefficients a 11 , a 12 etc., and thus of the In order to maintain continuity, the same notation g(φ) is used to express f (k) for n = 1, 2 and 3, as in the case of earlier response functions. For n = 1, 2 and 3, f (k) = 0.0098, 0.0148 and 0.0351 respectively. The graph in Fig. 1(c) is drawn between φ and g(φ) for n = 1, 2 and 3. Here n = 1 is the first mode of excitation, and the corresponding value of the taxis coefficient is T = 0.0098.
(iv) Response function (d)
In this case, once again φ is not chosen to be a variable in order to find the solution of Eqs. (4) and (5) without diffusion and taxis.
Thus, in this case also,
In order to maintain continuity, the same notation g(φ) is used to express f (k) for n = 1, 2 and 3, as in the case of the earlier response functions. For n = 1, 2 and 3, f (k) = 0.0194, 0.0358 and 0.0899 respectively. The graph in Fig. 1(d) is drawn between φ and g(φ) for n = 1, 2 and 3. Here again n = 1 is the first mode of excitation, and the corresponding value of the taxis coefficient is T = 0.0194.
The Routh-Hurwitz conditions in Eqs. (16)- (18) are calculated for the bifurcation value of the taxis coefficient as well as for some higher values of the taxis coefficient corresponding to each model as shown in Table 1 . All bifurcation values of the taxis coefficient are marked by asterisks (*).
Numerical solutions with the taxis bifurcation value
Solutions are obtained and graphed for two initial conditions (i) and (ii) without taxis, with taxis and with a value slightly higher than the bifurcation value, T * for the taxis. In all the cases, the time sequences for the population Table 1 Bifurcation value, T * , of the taxis coefficient for response functions (a)- (d) Resp. func. densities u and v are chosen at the position x = −0.9, i.e., next to the left boundary, and the time sequences continue for 25 days.
Point of equilibrium
Results are given for the four response functions and each of the given two initial conditions (i) and (ii). It should be noted that the bifurcation value of the taxis coefficient of response function (b) is the same as that of response function (a), as shown in Table 1 . Also the time-dependent graphs produced for response function (b) are quite similar to those produced for response function (a). This is probably because of the very small value of β chosen in this study. Hence we will discuss the outputs for response function (a) only.
Response function (a)
Figs. 2 and 3 show the outputs for response function (a) with initial conditions (i) and (ii), and different values of the taxis coefficient, T .
In the case of initial condition (i) as shown in Fig. 2 , the numbers of pulses of both u and v are increased to three and five respectively as T is increased from 0 to the bifurcation value 0.0451. At T = 0.0451, the maximum amplitude of u suddenly drops down from the first to the second pulse, and rises again considerably at the third pulse. The third pulse of u is very wide, with the maximum amplitude near 800. In the case of initial condition (ii) as shown in Fig. 3 , the number of pulses of both u and v is increased as T is increased from 0 to the bifurcation value 0.0451. At T = 0.0451, the maximum amplitudes of both u and v are increased a little from the first pulse to the second one.
When the value of the taxis coefficient is increased from the bifurcation value 0.0451 to the slightly higher value 0.0452, there is no change in the predator-prey dynamics in the cases of initial conditions (i) and (ii). Thus, the graphs at T = 0.0452 are not shown here.
Response function (c)
Figs. 4 and 5 show the outputs for response function (c) with initial conditions (i) and (ii) and different values of T . In initial condition (i) as shown in Fig. 4 , there are small fluctuations in the predator density, v, at T = 0.0098, as shown in the phase-plane graph. In this case, the predator population shows minimal fluctuation while tending to be stable.
In initial condition (ii) as shown in Fig. 5 , at the bifurcation value of the taxis coefficient T = 0.0098, both prey and predator populations start oscillating, while at T = 0, there are no oscillations. Also, the maximum value of v has increased to 115 from 85 at T = 0.0098.
When the value of the taxis coefficient is increased from the bifurcation value 0.0098 to the slightly higher value 0.0099, there is again no change in the predator-prey dynamics in the cases of initial conditions (i) and (ii). Thus the graphs at T = 0.0099 are not shown here.
Response function (d)
Figs. 6 and 7 show the outputs for response function (d) with initial conditions (i) and (ii), and different values of the taxis coefficient.
In the case of initial condition (i) as shown in Fig. 6 , as T is increased from 0 to the bifurcation value 0.0194, the number of pulses of both u and v decreases. At T = 0.0194, the maximum amplitude of the pulses of u first decreases and then increases. The amplitude of the first pulse of v is more than that of u. After that, it gradually decreases. Here, the predator-prey dynamics show unusual behavior. When the value of T is increased to 0.0195, the first two pulses of u have the same amplitude. The amplitude for the third pulse increases slightly. In the case of v, the maximum value is less than for T = 0.0195 when compared to the case for T = 0.0194.
In the case of initial condition (ii) as shown in Fig. 7 , the predator-prey dynamics again show some unusual behavior at T = 0.0194. This may appear to be chaotic. As the value of the taxis coefficient is increased from the bifurcation value 0.0194 to a slightly higher value at 0.0195, there is a small change in the predator-prey dynamics, as is evident from the corresponding phase-plane graph.
Numerical solutions leading to chaos
In the previous section, an unusual behavior of some of the Solutions, such as in the case of response function (d), with initial conditions (i) and (ii) in Figs. 6 and 7 is observed. The solutions seem to be leading to chaotic behavior. In this section, the solutions obtained in the previous section are further investigated for higher values of the taxis coefficient, T . It is observed that the introduction of non-zero values of d 3 , the diffusivity constant of predator velocity, has brought the chaotic solutions back to the normal cyclic behavior. Table 2 Chaotic solutions for response functions (a) and (b) All values of the taxis coefficient, T , chosen for numerical simulation along with the values of diffusion, d 3 , of the predator velocity corresponding to each response function and initial condition, are shown in Tables 2 and 3 . The Routh-Hurwitz conditions described in Eqs. (16)- (18) for the stability of the equilibria are also given in Tables 2 and 3 .
Response function (a)
Figs. 8 and 9 show the outputs for response function (a). In the case of initial condition (i) as shown in Fig. 8 , chaotic dynamics develop at T = 0.06 in the absence of d 3 . The predator population density, v, shows non-cyclic behavior, and thus chaotic dynamics develop, after about 4 days. When the diffusion value d 3 = 0.6 is included in the system, it becomes cyclic. In the case of initial condition (ii) as shown Fig. 9 , chaotic dynamics develop at T = 0.058 in the absence of d 3 . The predator population density, v, shows non-cyclic behavior, and thus chaotic dynamics develop, after about 5 days. When the diffusion value d 3 = 0.5 is included in the system, it becomes cyclic.
Response function (c)
Figs. 10 and 11 show the outputs for response function (c).
In the case of initial condition (i) as shown in Fig. 10 , v shows semi-cyclic behavior after 8 days. In this case also, irregular oscillations occur until around 6 days. After that, regular oscillations are produced. When the diffusion value of d 3 = 0.9 is included, the system becomes stable. In the case of initial condition (ii) as shown in Fig. 11 , non-cyclic dynamics develop at T = 0.027 in the absence of d 3 . After about 5 days, irregular oscillations of both u and v are produced. When the diffusion value of d 3 = 0.7 is included, the system becomes stable after a while.
Response function (d)
Figs. 12 and 13 show the outputs for response function (d).
In the case of initial condition (i) as shown in Fig. 12 , chaotic dynamics develop at T = 0.022 in the absence of d 3 . v shows non-cyclic behavior and thus the development of chaotic dynamics occurs after 6 days. When a diffusion value of d 3 = 0.7 is included in the system, it becomes cyclic again. In the case of initial condition (ii) as shown in Fig. 13 , chaotic dynamics develop at T = 0.02 in the absence of d 3 . v shows non-cyclic behavior, and thus the development of chaotic dynamics occurs after about 5 days. When diffusion d 3 = 0.6 is included, the system becomes cyclic again.
Discussion and conclusions
In this study, we investigated the effect of prey-taxis along with diffusion in a predator-prey model based on Luckinbill's laboratory experiment with P. aurelia as the prey and D. nasutum as its predator. The logistic Lotka-Volterra predator-prey-taxis equations have been solved numerically for a single data set corresponding to four response functions.
We have obtained the first excited mode of oscillations of the predator-prey cycles for each of the four response functions in order to obtain the bifurcation values of the taxis coefficients. We have seen that for response functions (a) and (b), the first excited mode n is 2, and for response functions (c) and (d), is 1, as shown in Fig. 1 . Thus different response functions give rise to different excited modes of oscillation. As a particular mode of oscillation gets excited, the half-period for the predator-prey dynamics become L/n, where L is the length of the domain.
