We propose an invasive brain-machine interface (BMI) that decodes the orientation of a visual grating from spike train recordings made with a 96 microelectrodes array chronically implanted into the prelunate gyrus (area V4) of a rhesus monkey. The orientation is decoded irrespective of the grating's spatial frequency. Since pyramidal cells are less prominent in visual areas, compared to (pre)motor areas, the recordings contain spikes with smaller amplitudes, compared to the noise level. Hence, rather than performing spike decoding, feature selection algorithms are applied to extract the required information for the decoder. Two types of feature selection procedures are compared, filter and wrapper. The wrapper is combined with a linear discriminant analysis classifier, and the filter is followed by a radial-basis function support vector machine classifier. In addition, since we have a multiclass classification problen, different methods for combining pairwise classifiers are compared.
Introduction
In the last decade, invasive brain-machine interfaces (BMIs or neural prostheses) for the (pre-)motor cortex went through a tremendous development. Their aim is to restore the lost motor abilities of patients suffering from neurological diseases such as multiple sclerosis and amyotrophic lateral sclerosis. But, actually, only very few attempts were made with implants in humans 1 : BMI research is primarily developed and tested in animals, such as rhesus monkeys. Regressors and classifiers are used for decoding and tracking the arm (or hand) position and for controlling prosthetic devices. [2] [3] [4] Implanting BMIs in the visual cortex has received much less attention. It is commonly assumed that the visual perception of objects starts with the detection of low-level features such as color, orientation, curvature, and so on. Orientation plays a particularly important role, since it allows the extraction of the contour and 2D shape of visual objects. There is a wealth of evidence that the visual cortex consists of orientation selective neurons, [5] [6] [7] [8] and this evidence served as the basis for population codes for representing sensory as well as motor parameters in the brain.
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In this article, we focus on the decoding of the grating orientation ( Fig. 1 left-and central panels) and of a noise stimulus (classifying the stimuli into one of nine possible classes: 8 grating orientations, irrespective of their spatial frequency content, and one noise stimulus) from recordings made in the monkey visual cortical area V4 with a 10 × 10 microelectrodes Utah array. Given the presence of orientation-selective neurons in V4, 12 the classification of grating orientation should be feasible. The monkey was trained to fixate when the oriented grating stimuli were presented foveally. Multiple single-and multi-unit spike trains were recorded extracellularly with the Utah array. Normally, the presence of action potentials should be detected (spike detection) and assigned to a specific neuron (spike sorting), based on the action potential's shape characteristics. This procedure may incur errors, for example, when the spike detection algorithm erronously takes a noise transient for an action potential. This is the case with our data, since we have small action potentials embedded in noise (see Fig. 2 ). An alternative is to use low error rate spike detection and sorting techniques, 13, 14 but they require a considerable amount of computational time for preprocessing the recordings. Furthermore, the performance of such a detection and sorting algorithm may not be satisfactory for decoding purposes. 14 Another strategy is to construct a decoder that employs feature selection techniques, to extract the information required for the decoding, even in the presence of high error rates in spike detection. This article is organized as follows. We start with the details of the experiment, the implantation of the microelectrode array, and the signal preprocessing. Then, we describe the feature selection algorithms used for optimizing the feature set for spike trains, and the different methods for combining pairwise classifiers. Finally, we summarize and discuss our results.
Experiment
A rhesus monkey was implanted with a Utah array into the prelunate gyrus (area V4). The array measures 4×4 mm and consists of 10×10 electrodes (but 4 of them are not connected) that are 80 micron in diameter, 1 mm long, and with tips that are metalized with platinum. Recordings were made with a Bionic Cerebrus system. Spike detection was done by thresholding the raw recorded signal (the threshold was adjusted to the signal-to-noise ratio) after it was filtered above 500 Hz. The filtered neural signal from each electrode was digitized at a 16-bit resolution of 0.25 µV per bit, and sampled at a rate of 30 kHz. The detected spike events was then stored with a precision of 1 ms (time stamp). The monkey's eye movement were monitored using a non-invasive infrared eye tracking device (Iscan, Burlington, MA). The sampling rate of the eye movement was 60 Hz, which was later resampled to 1 kHz.
The stimuli were obliquely oriented Gabor gratings (with diameter 2
• of visual angle) of 8 ori- Fig. 1 left and central panels), and one noise stimulus ( Fig. 1 right panel) . The stimuli were presented foveally on a gray background. Each stimulus (presented for 300 ms) was preceded by a 500 ms fixation interval. A trial was considered successful, if the monkey was able to fixate during stimuli presentation and 200 ms after it. In this case, the monkey received a fluid reward. For our analysis, we looked at the 500 ms period after stimulus onset (which includes 300 ms of stimulus presentation followed by another 200 ms of fixation). Only those trials were considered for which the monkey did not fail to fixate (thus, only the rewarded ones).
At first, we look at the brief signal tracks ("snippets"), in which a spike is (assumed to be) present, for each one of the 96 electrodes in the array. As can be seen in Fig. 2(a) , we have a low signal-tonoise ratio. When performing spike sorting based on Principal Component Analysis (PCA) decomposition, 80% of the energy of the snippet is expected to be present in the first two principal components. 15 However, in our case, there is not much to separate because of the high degree of noise (see, for example, Fig. 2(b) , where there is only one cluster in the plane formed by the first two principal components). Based on this, we decided to use multi-unit activity as our input to the decoding algorithm.
Analyzing the peristimulus time histograms (PSTH) a , we could find neurons that respond to oriented gratings (see Fig. 3 for example), to stimulus onset (see Fig. 4 for example), to the noise stimulus (see Fig. 5 for example). But, also, there are neurons that do not respond to any of these. For constructing the PSTH, we took bins of size ∆ = 10 ms, and a The PSTH shows the rate and timing of neuronal spike discharges in relation to the stimulus onset. estimated the bar height according to ki n∆ , where k i is the number of spikes that fall into bin i in n recordings of the same stimulus. Nevertheless, a visual inspection of the PSTHs did not reveal much in terms of differences between the stimulus responses: some neurons did not respond to any stimulus presented in the experiment, and many neurons did not seem to possess any orientation tuning properties. This is obvious since, contrary to acute recordings, the microelectrode array was implanted chronically without the experimenter having the possibility to select neurons that have their receptive fields overlap with the foveally presented stimuli.
Since, from a visual inspection, it is not obvious which electrode and timing interval (after stimuli onset) to consider for decoding, we applied a feature selection procedure. The aim of it is two-fold. Firstly, we need to select those features that are helpful in distinguishing grating orientations and that, secondly, and at the same time, show some similarity between the three spatial frequencies of a given grating orientation. Hence, we need to perform a feature selection that clusters spatial frequencies within one grating orientation and that distinguishes between grating orientations.
Feature Selection
In this experiment, we dispose of a large set of spike trains, in response to the different stimuli presented, and recorded from the 96 electrodes. This leads to a large amount of features (1920 features, as explained later), but only a limited amount of trials (training samples) are available for training the classifiers (on the order of 20 trials for each stimulus). Hence, we need to select a small subset of features, relevant for decoding. This subset should consist of only those features that result in both a maximally accurate and a compact classifier. Since visual inspection did not provide much clues which electrodes and spike timings to choose for decoding, we relied on feature selection techniques. Another way of reducing the dimensionality of the classifier's input space is to perform feature extraction, whose aim is to find, through a (non)linear combination of inputs, those features that are relevant for decoding. In this article, we focus on feature selection techniques, since they also lead to a meaningful biological interpretation. The objective of feature selection is three-fold: (1) to improve the prediction performance of the classifier, (2) to provide low computationally complex classifiers that are also more cost-effective, and (3) to yield a better understanding of the underlying process that generated the data. 16 Although kernelbased classifiers (such as, for example, kernel support vector machines) are known to be less sensitive to the high dimentionality of the input space, at least in some aplication domains, feature selection may futher improve the accuracy of the classifiers.
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In the last few years, a lot of attention was given to the development of feature selection algorithms when dealing with huge and/or high dimensional datasets (for example in medical imaging, 18 gene expression 19 and text classification problems 20 ).
Several reviews were published on feature selection. 16, 21, 22 Basically three groups of algorithms can be distinguished. The first group consists of filter methods, which rank features based on their usability for classification, independently from the type of classifier used. As filtering methods the Fisher discriminant criteria, t -test criteria, the KruskalWallis test, the correlation coefficient or the mutual information between training examples and labels have been considered, among others. 16, [21] [22] [23] [24] The majority of these filter techniques, for estimating the quality of features, assume conditional independence between features. The ReliefF algorithm, 25 which is used in this study, does not make this assumption. In addition to the assumed independence, another weak point of many filter techniques is that they ignore the influence of the classifier. To overcome this drawback, wrapper methods were introduced, which assess subset of features according to their usefulness for a given classifier. Each feature subset, constructed by forward, backward, or stepwise selection, among other techniques, is evaluated with the use of n-fold or leave-one-out cross-validation on the training set. 16, 22 Because it takes the interactions between classifier and the training set into consideration, wrapper techniques yield better accuracy compared to filter techniques. 22 A third group of feature selection methods is composed of embedded methods, which integrate the selection procedure directly into classifier learning.
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In this article, we consider two approaches: (1 linear discriminant analysis (LDA) as a classifier. As an input space, binned spike trains were considered. We divided the 500 ms time interval after the stimuli onset from each electrode into 20 equidistant intervals, and estimated the number of spikes within each one of them (firing rates). These 96 × 20 = 1920 variables were considered as feature vectors. Within each bin, between 0 to 8 spikes were present. In our opinion, since there are only a few spikes per bin, there is no need to reduce the bin size. On the other hand, larger bins can be considered during classification, as a linear combination of smaller bins, in the LDA classifier. But, nevertheless, the question about the optimal bin size remains open.
ReliefF
The ReliefF (or Relief-F) algorithm 25 is an extended version of the Relief algorithm. 28 Compared to the latter, it is not limited to the two class problem, it is more robust, and it can deal with incomplete and noisy data. This algorithm searches for the k nearest neighbors from the same class (nearest hits H j , j = 1, . . . , k) and for the k nearest neighbors from each one of the other classes (nearest misses M j (C),
where m is the number of iterations of the algorithm). Based on the selected points, the quality estimator of every feature W (a) (a = 1, . . . , N, where N is the dimension of the feature space) is updated according to
starting from W (a) = 0 for every a = 1, . . . , N before the first iteration. P (C) is the prior probability of class C (estimated by taking the mean of all points in the training set) and d a (I, J) = |Ia−Ja| max(a)−min(a) (I a indicates a's coordinate value of the point (instance) I in the feature space, max(a) and min(a) are the maximal and minimal values of a's coordinate among all points in the training set). After applying this algorithm, one will obtain a vector W of estimates of the features' quality. The reasoning behind this algorithm is as follows: if instances R i and H j have different values of feature a, then feature a separates the two instances from the same class, which is not desirable, which is why it decreases the quality estimator W (a). On the other hand, if instances R i and M j (C) from different classes are well separable, the quality estimator W (a) increases.
GMDH
In order to optimally select a subset of features, we use a wrapper, called the Group Method of Data Handling (GMDH), 27 which is a breadth-first search algorithm that minimizes the hold-out error. This algorithm constructs, for each iteration i, the set S i with cardinality n of the best subsets C ij (where j = 1, . . . , n). This means that . From all n(N − i) subsets obtained in this way, the best n subsets are chosen based on some external criterion on the training set (in our case the leave-one-out performance of LDA), to generate a new set S i+1 . As a stopping criterion, we verify the absence of an increase in performance in subsequent d iterations, and take the best subset in the latter d iterations.
Multiclass Classification
Multiclass classification techniques can be roughly divided into two groups. 29 The first group consists of binary (i.e., two-class) algorithms, such as discriminant analysis, regression or decision trees, which can be naturally extended to multiclass problems. The second group consist of algorithms that decompose the multiclass problem into multiple binary ones. Among the last group, we have the one-versus-all method 30 (which, for a k class problem, constructs k classifiers for separating each class from the rest), pairwise comparison 31 (which constructs k · (k − 1)/2 pairwise classifiers between each possible combination of two classes) or error-correcting output coding 32 (which, for example, constructs 2 k−1 classifiers for assessing a codeword).
There is probably no multiclass method that outperforms all others in all circumstances. 33 Hence, the choice of the method depends on the problem, on the computational constraint set by the training time, and so on. In our study, we chose a method from the class that decomposes a multiclass problem into a set of binary ones, since it also allows us to monitor the discriminability between individual classes. Since for one-versus-all methods, with a simple voting scheme, the situation could arise that, for some samples, there exists no class assignment, and since it involves solving a potentially asymmetric problems (non-balanced data set) with the use of an inherently symmetrical approach, 33 we did not consider such methods for the present study. For methods that construct codewords, we would have to train, for our case, 2 9−1 = 256 classifiers, which is too time consuming. Hence, we also did not consider the codeword construction method. The best suited method for our problem seems to be a pairwise comparison, since we only need to train 36 classifiers, and we are able to assess the decoding performance in terms of single grating orientations.
As a classifier connected to the wrapper technique, linear discriminant analysis (LDA) is used. Assuming that the conditional probability density functions of both classes are Gaussian, with identical class covariances, LDA is a natural way to estimate the posterior probabilities r ij and r ji (where r ij + r ji = 1) of a new sample to belong to class i or j, respectively. The class with the largest probability is taken as the result of the classification.
After applying ReliefF as a filter, we used a support vector machine (SVM) with the radial-basis function 
where A and B are estimated by minimizing
and t i = Several algorithms were proposed in the literature that derive the classification result based on a combination of outputs from pairwise classifiers. The simplest one is voting, 36 which selects the resulting class as the one with the largest number of winning two-class decisions. Other algorithms, also considered in this paper, derive the class probabilities p i = P (y = i|x), i = 1, . . . , k (for k class problem) based on the estimated posterior probabilities r ij . Also for a voting method, a simple estimate of the resulting class probabilities can be calculated as
where I is the indicator function: I {x} = 1 if x is true, and 0 otherwise. Other approaches are:
Method by price and co-workers
Price and co-workers 37 proposed an estimator of the class probabilities in the following form
To fulfill the k i=1 p i = 1 requirement, using the previous equation, the values need to be normalized. This approach is very simple, and easy to implement, but, normally, it does not give a better performance compared to the next techniques.
Method by Hastie and Tibshirani

Hastie and Tibshirani
38 proposed an algorithm that minimizes the Kullback-Leibler distance between the estimated posterior probabilities r ij and µ ij = p i /(p i + p j ). This is done through an iterative procedure:
for every class i = 1, . . . , k until convergence, where n ij is a sum of the number of data points in classes i and j, and µ ij is re-estimated after each iteration, according to the equation mentioned above. Compared to other methods, this algorithm takes more time because it is an iterative procedure.
First method by Wu and co-workers
For estimating p i , Wu and co-workers 39 proposed to solve a set of equations
∀i. This set can be rewritten as Qp = p, where
Compared to the previous method, it does not require an iterative procedure, since it only relies on solving a set of linear equations. On the other hand, this method is based on the assumption that the number of samples within every class is equal.
Second method by Wu and co-workers
In their second approach, Wu and co-workers 39 suggested to solve an optimization problem min p 
where e is the k × 1 vector of all ones, 0 is the k × 1 vector of all zeros, b is the Lagrangian multiplier of the equality constraint
Building and Evaluating the Decoder
For decoding the grating orientation, we used, as a feature vector, the number of spikes in 20 bins with length 25 ms from all 96 electrodes (1920 features in total), where the first bin was taken starting from the time of stimulus onset. The data set from each available day of recordings was randomly split into two non-overlapping subsets: training-(2/3 of the whole set) and testing subset (1/3 of the whole set). In all, we made 50 of such divisions in a stratified way. Both described techniques (wrapper feature selection with LDA and filter feature selection with SVM) were trained on the first subset (training part). For GMDH feature selection a leave-one-out cross-validation was performed for each of k(k − 1)/2 = 36 pairwise classifiers, followed by a retraining of all classifiers on the whole training subset with the selected features as variables. For the SVM classifier, a search through pairs (C, γ) (where C is the regularization parameter and γ is the kernel parameter) was performed using leave-one-out cross-validation on the grid (C, γ) :
] for the feature subset preselected by ReliefF. The accuracy of the trained classifiers was estimated on the test set. Using the aforementioned combination methods of pairwise classifier results, the resulting class label was estimated as arg max i [p i ].
To evaluate the different decoding methods, we used three performance measures: (1) accuracy averaged over all classes, (2) confusion matrix and (3) Brier score. The Brier score 40 is estimated as
2 , where S is the number of cases in the test set, k the number of classes, p j i the predicted probability of class i for the case j, and t j i is equal to one if the true class is i in the case j and zero otherwise.
To check if the differences in performance of the different techniques are statistically significant, we used the Friedman statistical test.
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The results for the average accuracy and the average Brier score, obtained for the 50 times stratified random sampling, for the combination of GMDH with LDA and for the combination of ReliefF with SVM, and for the different techniques of combining pairwise classifiers, are summarized in Table 1 . For the method of Hastie and Tibshirani, 38 we have iterated until the maximal difference between two consequent estimations of the probabilities was smaller than 10 −5 .
From this Table 1 we can see that the best result was obtained with the combination of the wrapper with a non-linear one (SVM). It is possible that the result can be further improved by combining a wrapper with a nonlinear classifier or even with a linear SVM (but in this case, training will take more time, since we need to find the regularization parameter through a linear (gid) search). On the other hand, wrapper techniques need more time for finding the proper subset of features, which is not desireable for an on-line application (experiment). Confusion matrices for the above methods and combinations are shown in Fig. 8 . It can be seen that, compared to the wrapper with LDA, the filter technique with SVM always correctly classifies the noise stimulus. This, possibly, can be explained in the following way. Since we only have a small amount of training data (around 20 trials for each class), we had to limit the amount of selected features with the wrapper technique combined with LDA. On the other hand, SVM techniques can handle small datasets that are high dimensional. To explore this, we have used features with weight above 0 after ReliefF filtering (or to limit them to the 150 best features) and applied them to the SVM classifier. As can be seen from Figs. 5(a) and 5(b), there are neurons that only respond to the noise stimulus. And, as can be seen from Fig. 5(c) , even if we take the sum of the number of spikes after stimulus onset (sum of the number of spikes in all 20 intervals after stimulus onset, which we had used as a feature vector), this can be appropriate for decoding. Hence, a larger amount of features, for distinguishing between the noise stimulus and the other stimuli, can be helpful in discrimination. Figure 6 shows the average accuracy on the test set of all 36 pairwise classifiers. It can be seen that the decoding of the noise stimulus from the other stimuli based on the SVM with ReliefF is almost always 100% (classifiers number 8, 15, 21, 26, 30, 33, 35 and 36) , and that the performance for noise stimulus decoding is slightly better than for GMDH with LDA. This also illustrates what was discussed earlier.
If we collect the outcomes of all other pairwise classifiers (which correspond to grating decoding), and estimate the average accuracy as a function of the angle between the orientation of the grating being presented, we obtain we can see that, when the orientation difference increases (with larger difference angle), the classification accuracy increases. This can be because of the neuron's orientation tuning properties. As we can see in Fig. 3 , orientation-tuned neurons respond strongly to a preferred orientation (Fig. 3(a) ), and for neighboring orientations we also have responses, 
Discussion
We have shown that spike activity recorded with a microelectrodes array in area V4 of the monkey's visual cortex can be used for decoding the orientation of grating stimuli. In spite of erroneous spike detection (because of the low signal-to-noise ratio), feature selection algorithms were shown to be able to extract the required information for the decoder. We also needed to consider combinations of features:
If an individual feature is relevant, it does not mean that it will be included in the optimal set, since a combination of features might be more relevant; conversely, if an individual feature is irrelevant, it can sometimes appear in the optimal subset for the same reason. 18 A small subset of features was selected, which allowed us to achieve a slightly better performance with a linear classifier than with a non-linear one. In addition, the selection of the relevant features can also improve the classifier.
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It has been established experimentally 12 that a predominant part of V4 neurons are orientationtuned, and this finding was used for developing our BMI. But, unlike many electrophysiological studies, we were able to construct a decoder from recordings made with a chronically implanted microelectrode array, not from acute single cell recordings. Based on accounts on the orientation selectivity of the macaque visual cortex, 8 we can hypothesize that the proposed decoding procedure can yield even better results in more early visual areas, such as V1 and V2. The dependency of the decoding accuracy on the orientation difference we have observed for electrophysiological recordings is also consistent with a similar finding based on fMRI analysis 42 of an early visual area. We also tried to predict the orientation of the gratings shown in one day based on classifiers trained in the previous day. But we did not obtain any satisfactory results. After comparing the PSTHs of the same electrodes of two consequent days, we found that the recordings are always different. For some electrodes, we even observed that the spiking activity completely disappeared, or vice versa. This can be because the microelectrode array is slightly moving with respect to the brain tissue, as a consequence of the monkey's movements (during the experiment, the monkey's head was fixed to avoid any relative movements). This observation is consistent with that of invasive BMI implants in the motor cortex, 3 where regressors of hand position and velocity from spiking activity need to be retrained on a daily basis exactly because of the aforementioned reason. Hence, in a similar vein, we can suggest that the proposed classifier should also be retrained regularly. Contrary to motor BMIs, where recordings are made from the motor-or premotor cortices, and where pyramidal cells are plentiful, yielding strong spiking activity, in our experiments, pyramidal cells are less prominent. We expect, therefore, an inferior decoding performance compared to the former case. In addition, not all neurons in V4 are orientationselective, and even when we record from those neurons, we cannot guarantee that the foveally presented stimulus falls in their receptive fields. This implies that, contrary to motor recordings, the number of neurons relevant for decoding will be much smaller. This again distinguishes our case from that of motoror premotor BMIs.
