Abstract-This short correspondence is a reply to a recently published paper by Verlinde et al. in which the authors empirically compared fuzzy and nonfuzzy association analysis and, on the basis of their results, questioned the usefulness of a fuzzy approach. Although we highly welcome the critical examination of the topic and definitely agree that fuzzy extensions of existing methods call for a thorough justification, the empirical comparison presented in the aforementioned paper is in our opinion not objective and extensive enough to fully warrant the conclusions drawn from the results. Apart from some general comments on the claims raised in their paper, we present empirical results based on an alternative experimental setup that lead to different conclusions.
I. INTRODUCTION
Association analysis is a widely applied data mining technique that has been studied intensively in recent years [4] . The goal in association analysis is to find "interesting" associations in a data set, that is, dependences between so-called item sets A and B expressed in terms of rules of the form A B. To illustrate, consider the well-known example where items are products and a data record (transaction) I is a shopping basket, such as {butter, milk, bread}. The intended meaning of an association A B is that, if A is present in a transaction, then B is likely to be present as well. A standard problem in association analysis is to find all rules A B, the support (relative frequency of transactions I with A ∪ B ⊆ I) and confidence (relative frequency of transactions I with B ⊆ I among those with A ⊆ I) of which reach user-defined thresholds minsupp and minconf, respectively.
In the aforementioned setting, a single item can be represented in terms of a binary (0/1-valued) attribute reflecting the presence or absence of the item. To make association analysis applicable to data sets involving numerical attributes, such attributes are typically discretized into intervals, and each interval is considered as a new binary attribute. For example, the attribute temperature might be replaced by two binary attributes cold and warm, where cold = 1 (warm = 0) if the temperature is below 10
• and warm = 1 (cold = 0) otherwise. A further extension is to use fuzzy sets (fuzzy partitions) instead of intervals (interval partitions), and corresponding approaches to fuzzy association analysis have been proposed by several authors (see, e.g., [2] and [3] for recent overviews). There are different motivations for a fuzzy approach to association rule mining, notably the following. First, by allowing for "soft" rather than crisp boundaries of intervals, fuzzy sets can avoid certain undesirable threshold or "boundary effects" [9] . Such effects are well known, for instance, from histograms in statistics: a slight variation of the boundary points of the intervals can have a considerable effect on the histogram induced by a number of observations (it may even lead to qualitative changes, i.e., changes of the shape of the histogram) [8] . Likewise, the variation of a partition can strongly influence the evaluation of association rules [7] . Second, fuzzy association rules are very appealing from a knowledge representational point of view: the very idea of fuzzy sets is to act as an interface between a numerical scale and a symbolic scale, which is usually composed of linguistic terms. Thus, the rules discovered in a database might be presented in a linguistic and, hence, comprehensible and user-friendly way.
II. GENERAL COMMENTS
In their paper [10] , Verlinde et al. raise the question of whether or not a fuzzy extension of association analysis is actually useful. To this end, they compare the results produced by fuzzy and nonfuzzy rule mining for three different data sets. Since the results obtained appear to be quite similar, they conclude that "in real applications the net difference is very likely to be too small to really justify the fuzzy approach." Restrictively, they add that their comparison is a purely data-driven one that ignores semantical issues and aspects like linguistic interpretability, which, as aforementioned, might be cited as arguments in favor of a fuzzy approach.
We highly welcome a critical examination and discussion as initiated by Verlinde et al. In fact, it seems that, not only in data mining but also in many other fields, the "fuzzification" of existing methods is sometimes regarded as an end in itself, without critically investigating the need for an extension and, hence, complication of that kind. In the particular case of association rule mining, however, we believe that a fuzzy extension is legitimate. Moreover, despite the importance of the authors' contribution, we think that their experimental investigation is not extensive enough to warrant the conclusions drawn from the results.
A first critical remark concerns the decision to employ (fuzzy c-means) clustering for the purpose of discretizing numerical data. Apart from the fact that many alternative partitioning methods are conceivable (see, e.g., [6] ), one may wonder whether clustering is really advisable in this context. Verlinde et al. correctly point out that in many papers, artificial examples are constructed in such a way as to enforce the aforementioned boundary effect. On the other hand, by partitioning the data using a clustering approach, a possible boundary effect is automatically suppressed since the data regions of high density will usually be located in the middle of an interval (a quite obvious observation, the authors seem to be well aware of). In our opinion, the second approach is hence hardly less biased than the first one. We shall come back to this point in Section III-C.
A second point concerns the significance of the experimental results. In their experiments, Verlinde et al. restrict themselves to the simplest type of association, namely rules with a single antecedent and a single consequent. Although we agree that overly complex rules will hardly be understandable by a user, a restriction to antecedents of length 1 appears to be too restrictive. In our opinion, rules with antecedents of length 2 or even 3, such as {bread, cheese, butter} {wine}, are still understandable.
To quantify the difference between fuzzy and nonfuzzy association analysis, Verlinde et al. first order the complete set of potential association rules according to a quality measure (either support or confidence); considering the complete set of rules is possible because, by restricting the analysis to rules involving only two items and data sets with at most six attributes, the overall number of candidate rules is quite limited. Then, they compare the two rankings in terms of the Spearman rank correlation. For reasons to be detailed in Section III-D, we do not find this measure fully suitable in this context.
A related point concerns the small number of attributes in the data sets used for experimentation: For every data set, Verlinde et al.
1083-4419/$25.00 © 2007 IEEE selected a subset of five or six attributes, which is a relatively small number in light of the existence of data sets involving up to hundreds of attributes. In fact, one should note that the number of potential rules critically depends on the number of attributes. Furthermore, one might speculate that, the higher the number of potential rules, the more strongly the rank of a rule might be affected by a small variation of the quality measure and, hence, the smaller the similarity between fuzzy and nonfuzzy mining might become.
III. EXPERIMENTAL SETUP
In this section, we describe our experimental setup, in particular the differences between our setting and the one used in [10] .
A. Data Sets
To make the results comparable, we used the same three data sets as in [10] : FAM95 (63 756 data records, 23 attributes), 1 HEMAT (42 915 records, 11 attributes), 2 and the ENTRY data from the STULONG project (1417 records, 64 attributes). 3 Moreover, we reduced these data sets to the same subsets of (numerical) attributes (FAM95: number of persons in the family, number of children, family income, age of head of the family, educational level of head, and head's personal income; HEMAT: white blood cells count, hemoglobin count, hematocrit count, mean corpuscular volume, mean corpuscular hemoglobin, and mean corpuscular hemoglobin concentration; ENTRY: height, weight, systolic blood pressure, diastolic blood pressure, and cholesterol level), except for the experiments in Section IV-D. See [10] for a more detailed description of the data sets.
B. Fuzzy Logical Operators
In fuzzy association analysis (see [4] for a systematic exposition), generalized operators have to be defined for set intersection and cardinality. Again, to assure comparability, we used the same operators as in [10] , namely the min-operator as a generalized conjunction and the sum of membership degrees ("sigma-count") for set cardinality. In fact, these operators are frequently used by other authors as well.
C. Discretization
In [10] , Verlinde et al. use fuzzy c-means clustering [1] with c = 3 (and a fuzzifier m = 3) to obtain a fuzzy partition for each attribute. That is, every cluster defines a (discretized) fuzzy attribute value. Moreover, a crisp partition is derived from the fuzzy one by assigning every data point to the nearest center of the fuzzy clusters.
As mentioned before, one might call the choice of a clustering method for the purpose of discretization into question, first, because it is biased toward the "no effect by fuzzification" hypothesis and, second, because it is not even the simplest approach. In fact, the arguably simplest (nonfuzzy) discretization methods are the wellknown equiwidth and equifrequency partitioning. Correspondingly, since the simplest type of one-dimensional fuzzy set is a triangular membership function, one can argue that the simplest fuzzy version of these discretization methods is to replace the respective intervals by (overlapping) triangles or, in other words, crisp boundaries by soft boundaries with linear transition. More specifically, if a, b, and c denote, respectively, the midpoints of the three intervals obtained by equiwidth (equifrequency) partitioning, , b), (a, c), and (b, +∞) , respectively, and a linear transition between core and support (that is, a left trapezoid, a triangle in the middle, and a right trapezoid; see Fig. 1 ).
D. Similarity Measures
To quantify the similarity between two lists (rankings) of association rules A and B, Verlinde et al. employ the well-known Spearman rank correlation measure, which is a linear transformation of the sum of squared rank distances to the interval [−1, +1]. The latter is in turn given by
where N is the total number of rules, r A (ı) denotes the rank of the ıth rule in list A, and, likewise, r B (ı) is the corresponding position in list B.
We do not find the aforementioned measure very suitable in this context, mainly because it gives the same weight to every position. Thus, erroneously ranking the top rule on position 51 is as bad as ranking a rule on position 111 instead of 161 (the rank distance is 50 in both cases). This is not very reasonable in association analysis, where the higher ranks are definitely more important than the lower ones; in fact, a user will typically only look at the top rules and ignore the rest. For a similar reason, measuring the similarity between the complete sets of association rules can be criticized. As Verlinde et al. only consider associations with an antecedent part of length 1, the number N of potential rules is quite limited (180, 270, and 270 for the three data sets). In real applications, however, where this restriction is not made, the number of potential rules will be huge.
There are two possibilities to put more weight on higher ranked rules: Either one restricts the lists A and B to the top-K rules, for a suitable K, or one weighs the positions, putting higher weight on higher positions (strictly speaking, the former can be seen as a special case of the latter). The question of how to define a distance between top-K lists in a reasonable way has recently been addressed in [5] . Among the measures proposed in this correspondence, we selected a modified version of the Spearman footrule, which fulfills the properties of a metric. Spearman's footrule is similar to his rank correlation, except that the squared rank differences (r A (ı) − r B (ı)) 2 are replaced by the absolute differences r A (ı) − r B (ı) . The idea of the modification, which is suitable for measuring the distance between top-K lists, is to "lift" elements (rules) with a low rank to a fixed position , which effectively means reducing their distance to the top elements and even ignoring their distance to other elements with a low rank. More specifically, consider a top-K list r A (·), which is a ranking of a set A of elements (rules). Likewise, let r B (·) be a ranking of a set B. To compare r A (·) and r B (·), these lists are first transformed into extended lists r A (·) and r B (·), which are both rankings of A ∪ B. For every ı ∈ A ∪ B, r A (ı) = r A (ı) if ı ∈ A and r A (ı) = 
The constant must of course fulfill > K; a natural choice, which we used in our experiments, is = K + 1. Furthermore, to guarantee comparability of results from different experiments, we normalized the measure (1) 
IV. RESULTS

A. Effect of Partitioning
In a first study, we exactly replicated the experiments in [10] , except for using alternative (additional) partitioning methods and trying partition sizes of c = 3 and c = 4 instead of only c = 3. More specifically, we employed the following methods.
• Fuzzy c-means and the related crisp (k-means) partition, using a fuzzifier of m = 2 (FCM2, KM2) and m = 3 (FCM3, KM3). The latter methods (FCM3, KM3) are those used in [10] .
• Equiwidth partitioning (EW) and its fuzzy variant (FEW) as outlined in Section III-C.
• Equifrequency partitioning (EF) and its fuzzy variant (FEF) as outlined in Section III-C.
The results are summarized in Tables I and II . Each entry in a table corresponds to the distance between the rule lists obtained by the nonfuzzy partitioning method associated with the respective column and its fuzzy variant.
A first interesting finding is that the distance between FCM2 and KM2 is always smaller than the distance between FCM3 and KM3. This can be taken as a first indication that fuzzification does indeed have an influence on the data mining results: The higher the fuzzifier m, the more fuzzy the partitions become, the greater the difference between fuzzy and nonfuzzy rule mining.
Another important observation concerns the effect of the partitioning method: The distances for the fuzzy and the nonfuzzy version of equiwidth partitioning (EW) are still comparable to those for clustering (KM3), and often, the former are even slightly smaller than the latter. As opposed to this, the distances become significantly larger for equifrequency partitioning (EF). In fact, in the latter case, the distance values indicate that the rankings obtained for fuzzy and nonfuzzy mining, respectively, are far from similar, showing that the partitioning method definitely has an influence on the effect of fuzzification.
To give a possible explanation for these results, recall our hypothesis that the effect of fuzzification strongly depends on the density of the data around the interval boundaries. This hypothesis makes it quite plausible to obtain the highest distances for EF: While EW determines the interval boundaries without looking at the data and, hence, still has a good chance to hit a region of low density, EF will very likely place the boundaries in highly populated regions (the probability of passing a frequency threshold in a certain region increases with the density in that region).
The fact that the distances for EW are on average even slightly smaller than for KM3 may appear unexpected at first sight since, as we already mentioned earlier, a clustering approach tends to put the interval centers in data regions of high density. The critical point to observe, however, is that this does not automatically imply that the interval boundaries are located in regions of low density. Actually, this effect only occurs if the distribution of the data is multimodal (and the number of modes is not smaller than the number of clusters). In the case of unimodal data, however, all interval centers, and consequently the transitions between them, will be located in high-density regions; Fig. 2 shows a typical example for the first attribute of the ENTRY data. In such cases, there is obviously a high chance to have a lower density around the boundaries in EW.
Apart from that, however, it turned out that the results are also strongly influenced by other factors. For example, we derived the same distance measures for two variants of equiwidth partitioning: In the first variant, which is called random width (RW), the interval boundaries are chosen at random (and results are averaged over 100 experiments). In the second variant, called EWG, we used Gaussianlike membership functions instead of trapezoidal ones to fuzzify the equiwidth partition; more specifically, these membership functions are of the form where G i (·) are Gaussian membership functions chosen such that the transition regions coincide with those in the case of EW (see Fig. 1 ). As can be seen in Table I , both variants lead to significantly higher distance values.
Regarding the size of the partition, the results for c = 3 and c = 4 are quite comparable and do not provide evidence for a possible influence of this factor.
B. Effect of Rule Length
In a second experiment, we investigated the effect of extending the length of association rules. More specifically, we considered rules of length l = 3 (two items in the antecedent part, one in the consequent part) and l = 4 (three items in the antecedent part). Since the total number of such rules now becomes exorbitantly large, we only mined rules exceeding a minimum support threshold of 0.1. Then, we sorted the rules according to confidence, derived the top-K rules (for K = 50, 100), and referred to (1) for measuring the distance between the different partitioning methods.
Although there are a few exceptions, the results in Tables III-VIII clearly show that by increasing the rule length, the distance between the rankings of rules becomes significantly larger. In fact, the rankings are quite dissimilar on average. Just to give an extreme example, the top-50 rules produced by FCM3 and KM3 on the ENTRY data do not have a single rule of length 4 in common. Besides, as already observed in the previous experiment, FCM2 and KM2 are always higher correlated than FCM3 and KM3. 
C. Effect of Focusing on Top Rules
As mentioned earlier, considering a complete list of potential association rules does not appear very reasonable. When focusing on the top-K rules, the intuitive expectation is that the average distance between two mining results (fuzzy and nonfuzzy) will be higher for smaller K (imagine the extreme case K = 1, where the distance will almost always be 1). This expectation is confirmed by our results. In fact, the effect is quite obvious when passing from the complete lists to the top-100 lists. Although the picture is not as clear when comparing the cases K = 100 and K = 50, the distance is larger for K = 50 in most of the time.
D. Effect of the Number of Attributes
In a final experiment, we investigated the influence of the number of attributes involved in the data set. To this end, we included all of the 11 numerical attributes of the FAM95 data instead of selecting only six of them as done by Verlinde et al. Likewise, we included all of the eight (instead of only five) numerical attributes in ENTRY and HEMAT.
The results are shown in Tables IX-XII. Comparing these results with the previous ones, no clear tendency can be spotted, and more often than not, the distance values are not changed very much. Thus, in contrast to our expectation, the number of attributes does not seem to be a determining factor for the similarity between fuzzy and nonfuzzy mining. Restrictively, however, one has to consider that even the extended attribute sets are still quite small for the three data sets in this correspondence. V. CONCLUSION Using a quite particular experimental setting, Verlinde et al. [10] found that fuzzy and nonfuzzy rule mining produce very similar results. Although these results are not incorrect, they have to be interpreted with much caution. In fact, our findings in this correspondence show that, by using alternative partitioning methods, considering more complex association rules, and focusing on the top rules, the similarity between fuzzy and nonfuzzy rule mining becomes much smaller and, in some cases, completely disappears. Although we do not regard these findings as a proof of the usefulness of fuzzy association analysis, we consider them as an invalidation of the opposite claim raised in [10] .
