Abstract-We consider the problem of estimating the geographic locations of nodes in a wireless sensor network where most sensors are without an effective self-positioning functionality. A solution to this localization problem is proposed, which uses Support Vector Machines (SVM) and mere connectivity information only. We investigate two versions of this solution, each employing a different multi-class SVM strategy. They are shown to perform well in various aspects such as localization error, processing efficiency, and effectiveness in addressing the border issue.
I. INTRODUCTION
Wireless sensor networks are typically consisted of inexpensive sensing devices with limited resources. In most cases, sensors are not equipped with any GPS-like receiver, or when such an unit is installed it does not function due to environmental difficulties. On the other hand, knowing the geographic locations of the sensor nodes is critical to many tasks of a sensor network such as network management, event detection, geography-based query processing, and routing. Therefore, an important problem is to devise an accurate, efficient, and fastconverging technique for estimating the sensor locations given that the true location information is minimally or un-known.
To this problem, we explore the applicability of Support Vector Machines (SVM). SVM is a classification method with two main components: a kernel function and a set of support vectors. The support vectors are obtained via the training phase given the training data. New data is classified using a simple computation involving the kernel function and support vectors only. For sensor localization, we define a set of geographical regions in the sensor field and classify each sensor node into these regions. Then its location can be estimated inside the intersection of the containing regions. The training data is the set of beacons, and the kernel function is defined based on hop counts only.
A. Existing Work
There are many dimensions to categorize existing techniques, such as centralized vs. decentralized, beacons vs.
beacon-less, and ranging vs. ranging-free.
In the centralized approach [1] , [2] , the information (e.g., connectivity, pair-wise distance measure) about the entire network into one place, where the collected information is
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Examples of distributed techniques are the relaxation-based techniques ( [3] , [4] ) and coordinate-system stitching techniques ( [5] - [8] ). Some other distributed techniques (e.g., [8] - [16] ) assume the existence of nodes with known location, called the beacons, and extrapolate unknown locations from the beacon locations.
Most current techniques assume that the distance between two neighbor nodes can be measured via a ranging process. This process is subject to noise and incurs complexity/cost increasing with accuracy requirement. For a large sensor network with low-end sensors, it is often not affordable to equip them all with ranging capability. Few range-free techniques [6] , [9] , [16] - [19] have been proposed for this type of networks.
B. Our contribution
Our approach only assumes that beacon nodes exist and only connectivity information may be used for location estimation. It does not require a sensor to be able to hear directly from any beacon node. Compared to the existing ranging-free techniques, none (except one) satisfies all these assumptions. In [16] , [19] , a node must be able to hear directly from a large number (or all) of beacons; we relax this requirement. [17] , [18] require specialized assisting moving subjects such as an aerial vehicle to generate light onto the sensor field or a mobile node to assist pair-wise distance measurements; we do not require any such additional devices.
The approach that shares the same requirements with our work is Diffusion [6] , [9] , where each node is repeatedly positioned as the centroid of its neighbors until convergence. Figure 1 illustrates two main problems of this approach: the convergence problem (i.e., many averaging loops result in long localization time and significant bandwidth consumption), and the border problem (i.e., nodes near the edge of the sensor field are poorly positioned). The latter also occurs in many existing techniques. Our technique is fast to converge and we will show in our performance study that it almost eliminates the border problem.
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x-coordinate (m) [20] is an efficient method to solve this problem. For the case of finite data space (e.g., location data of nodes in a sensor network), the steps typically taken in SVM are as follows:
* Define a kernel function K: X x X -> . This function must be symmetric and the k x k matrix [K (xi, jx )] k must be positive semi-definite (i.e., has non-negative eigenvalues) * Maximize
Suppose that {ca*, 2, ..., a} is the solution to this optimization problem. We choose b such that yihK (Xi) 1 for all i with 0 < c* < C. The training points corresponding to such (i, a*)'s are called the support vectors. The decision i-1k, xi is a support vector According to Mercer's theorem [20] , there exists a feature space X where the kernel K defined above serves as the inner product of X (i.e., K(x, z) = <SC Z> for every x, z C X). The function hK (.) represents the hyperplane in X that maximally separates the training points in X (G points in the positive side of the plane, -iG points in the negative side). It Many existing localization techniques require that each node be within the communication range of some (or all) beacon nodes (e.g., [17] , [19] ). We relax these strict requirements by only assuming that each node is able to reach to a beacon node. Therefore, our proposed technique, LSVM, is applicable to more types of sensor networks.
B. SVM model
Let (x(Si), y(Si)) denote the true (to be found) coordinates of node Si's location, and h(Si, Sj) the hop-count length of the shortest path between nodes Si and Sj. Each 
as the estimated position of node S. The parameter M (or m) controls how close we want to localize a sensor. If the above prediction is indeed correct, the location error for node S is at most D/(M 2). However, every SVM is subject to some classification error, and so we should maximize the probability that S is classified into its true cell, and, in case of misclassification, minimize the localization error.
C. Classification Strategies
A component of SVM is to define the target classes for classification. We propose two strategies for this purpose: the multi-class strategy (MCS) and the decision-tree strategy (DTS). They are presented in the following subsections.
1) Multi-class strategy (MTS): We define the following 2M classes:
. M classes for the x dimension {cx0,cx1,...,CXM_J}: M -1 classes for the y dimension {cy1, cy2, CYM_1i}: Each class cyi contains nodes with the y-coordinate greater or equal to iD/M. Firstly, we train on these 2M -2 classes separately based on binary SVM classification. Then, we organize the classifiers for each dimension into a binary decision tree. Let us focus on the x-dimension, whose decision tree is illustrated in Figure  2 . Each tree node is an x-class and the two outgoing links represent the outcomes (0: "not belong", 1: "belong") of classification on this class. The classes are assigned to the tree nodes such that if we traverse the tree in the order {leftchild > parrent -> rightchild}, the result is the ordered list cx1 > cX2 -> ...-> CxM. Given this decision tree, each sensor S can estimate its x-coordinate using the following algorithm: The estimated location for node S, consequently, is (x'(S), y'(S)). Using these algorithms, localization of a node requires visiting log2M classifiers of each decision tree, after each visit the geographic range that contains node S downsizing by a half. Table I provides a comparison between the multi-class and decision tree strategies in terms of the number of binary classifications involved in the training phase, testing phase, and the amount of SVM model information (counted for both x-and y-dimensions). D. Network protocols
We recall that the information that a node S needs to localize itself is consisted of the following (according to Formula 4): * The support vectors {S,:(i, yi, a*)} and b for each class * The hop-count distance from each beacon node to S, so that the kernel function (see Formula 5) can be computed Who computes those values and how are they communicated to node S? We divide the entire process into 3 phases: training phase, advertisement phase, and localization phase.
1) Training Phase: We assume that a beacon is selected as the head beacon. The head beacon will later run the SVM training algorithm and therefore should be the most resourceful node. This is a feasible assumption because the head node can be a base station or sink node of the sensor network. The training phase is conducted among the beacon nodes. Firstly, each beacon node sends a HELLO message to every other beacon node. After this round, a beacon knows its hop-count distance from each other beacon node. Next, each beacon node sends an INFO message to the head beacon, containing the location of the sending node and its pairwise hop-count distances from the other beacon nodes. After this round, the head beacon knows the location of every beacon and hopcount distance between every two beacons. The head beacon then runs the SVM training procedure using either the multiclass strategy or the decision-tree strategy. As a result, we obtain the SVM model information that will be disseminated to every node in the network.
2) Advertisement Phase: The head beacon broadcasts the SVM model information to all the sensors in the network. Therefore, each node S possesses all the information needed to compute hK(S) in Formula 4, except for the hop-count distance h(S, Si) to each beacon node Si. For this purpose, each beacon node, except for the head beacon, broadcasts a HELLO message to the entire network, so that upon receipt of this HELLO message, each node can obtain the hop-count distance to the beacon.
3) Localization Phase: After receiving the SVM model information from the advertisement phase, each non-beacon node follows the x-dimension localization and y-dimension localization algorithms (see Algorithm 3.1) to estimate its location (x'(S), y'(S)).
IV. SIMULATION STUDY
We conducted a simulation study to assess the location accuracy of our approach. A network of 1000 sensors located in a 100m x 100m 2-D area was simulated, where uniform random distribution is used for generating sensor locations and the beacon sensors. We compared the multi-class strategy (MCS) and decision-tree strategy (DTS) together under the effects of beacon population, network density, and the border problem. We considered two levels of network density, 7m and 1 Om communication ranges, summarized in Table II , and three different beacon populations: 50 of the network size (k = 50 beacons), 15% (k = 150 beacons), and 25% (k = 250 beacons). We used the libsvm [21] software for SVM classification. For the multi-class strategy, we employ the one vs. one method as recommended by [21] , [22] . The a parameter in Equation 5 and C parameter in Inequality 3 were automatically determined by the mechanisms of libsvm. We set m = 7 (i.e., M = 128) throughout the study. Figures 3 and 4 Regarding the beacon population size, it is understandable that when this population is larger, the localization gets more accurate. Both strategies provide good results when 25% of the network serve as beacons, in which case the error is about 2-3m and no more than 15m. The standard deviation is also small (about 2m), which implies that most sensors' locations are very well estimated.
Often occurring in many existing localization techniques is the border problem, in which border sensors are usually positioned with larger error than sensors inside the field. Figure  5 plots the location errors of all sensors in the network sorted in the order of sensors close to the center of the field first and sensors near the edge last. If the border problem exists, we should see an up-hill curve pattern from the left to the right side of the graph. However, this pattern is rarely seen in this figure; the majority of errors have similar values, implying that the border problem is well-addressed in our proposed approach. This desirable property is understandable. Because the location of each sensor is estimated only based on distances to the beacons and independently of other sensors, whether a sensor is near the border of lies inside should not have a big impact on the location error.
V. CONCLUSION
We have presented an approach based on the concept of SVM to localize nodes in a large-scale sensor networks. In our SVM model, the beacon nodes serve as the training points and the kernel function uses only mere connectivity information. Therefore, the proposed approach can be used for networks that do not require expensive ranging and specialized (and/or mobile) devices. It can be realized using two alternative strategies: the multi-class strategy (MCS) and the decision-tree strategy (DTS). Our that both MCS and DTS provide good localization accuracy and alleviate the border problem effectively. We, however, recommend DTS because of his superior performance over MCS. Our future research includes a comparison between DTS with other existing localization techniques as well as its performance in networks with coverage holes. We also plan a prototype implementation of DTS.
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