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CHAPTER 1
Introduction and thesis outline
Chapter 1
1
A self-fabricating bag of stuff
Viewed as a sum of its elements, a cell is just a bag of stuff. A bag made of
lipids, containing thousands of kinds of molecules that randomly collide, stick
together or repel each other. This bag of stuff has nearly magical properties,
most importantly: it fabricates new, identical bags of stuff. To show how magical
this is I will sketch a picture of the microscopic chaos in this strange production
machine.
Small nutrient molecules bump into the bag, and sometimes hit a large
molecule that is woven into its fabric. If the large and small molecule fit each
other particularly well, the small molecule will start a journey. It is moved into
the bag and starts a very bumpy ride through the very crowded bag. It can go
many ways for the small molecule, it is all a matter of chance encounters. It
might bump into large molecules that take it apart, drain it of its energy, and
then leave it behind. Or, it could bump into a large molecule that has bigger
plans for the small one. In the latter case, it is put together with other small
ones to grow, energy of less fortunate ones is added, and the small molecule
grows and grows, still following a random path, until it is itself a large molecule.
Now it awaits the encounter with a small one that fits particularly well to give
it a push in some random direction, so that more large molecules are made.
There are many large molecules in thousands of different shapes. Some shapes
are represented more often than others, and somehow more small molecules
change into these over-represented shapes. It seems as if some process-supervisor
makes sure that the average distribution of large shapes does not change much.
However, no supervisor is apparent, and still the stuff in the bag is creating
similar stuff and incidentally drops it off in a similar bag. Cells creating similar
cells, a process that could last forever, as long as there are enough small nutrient
molecules bumping into the bag.
The bag of stuff shows another magical property when the environment of
the bag changes: the bag adapts to the change by modifying its interior. Say,
for example, that the trickle of small molecules on the bag’s cover increases to a
downright pouring rain. The stream of small molecules into the bag increases, so
much even that there are not enough big molecules around to take care of them.
The small ones start to overcrowd the complete bag. Then, a new kind of large
molecule appears, one that scoops all small molecules that it encounters out of
the bag. Some small molecules avoid being scooped out, but these now sometimes
become a large scooping molecule themselves. The bag of stuff has changed, the
bag that could make new bags of stuff in the trickle of small molecules, changed
itself into a bag of slightly different stuff that also makes bags of slightly different
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stuff, but then in a steady pouring rain of small ones.
What I have just tried to describe from a microscopic perspective is the cell’s
wondrous capability of self-fabrication and self-adaptation. Looking at it from
this perspective always makes me wonder how the orderly behaviour of a cell
emerges from such chaos. It makes me suspect that there must be simplifying
principles that facilitate the creation of order.
A very efficient and flexible self-fabricating bag of stuff
As if this is not impressive enough, cells are not merely capable of self-fabrication
and self-adaptation, they are extremely flexible, efficient and fast in doing so.
Bacteria like Escherichia coli are able to grow on hundreds of different nutrients
[1]. To grow on different nutrients, the correct genes need to be expressed
such that enzymes (the large molecules from above) are produced that catalyse
a growth-supporting set of chemical reactions. These growth-supporting sets
typically comprise hundreds of different chemical reactions, and many alternative
sets exist that only lead to no, or to very slow growth [2]. Still, microbes are
incredibly good at finding the combination of reactions [3], [4].
In addition, not only do microbes produce the right enzymes, the rate of
production also seems optimized to ensure fast growth [5]–[12]. I know from
personal experience that, even with a computer at hand, determining the optimal
concentration of an enzyme is very complex. How then, do microbes solve this
task? The task is complex because the concentration of an enzyme affects the
rate of the catalysed reaction, and thereby also influences the concentrations of
many metabolites (the small molecules). This in turn affects the effectiveness of
all other enzymes, so that optimizing the concentration of one enzyme, changes
the optimal concentrations of others. Still, microbes are often capable of finding
these optimal concentrations [5]–[12].
Despite the complexity of these tasks, experimental measurements of microbes
point towards simplicity. To be specific, many different microorganisms show
simple linear relations between their growth rate, enzyme concentrations and
chemical reaction rates [13]–[15]. This suggests that the microbes have found
a way to solve their adaptation tasks while using only few regulatory degrees
of freedom. Yet it is unclear to us, mere humans, how this is possible. We





How complex is it to organise a self-fabricating, adapting cell?
When I started my PhD-research, I thought of cells as relatively simple objects.
Maybe it was my background as a mathematical physicist that made me naively
convinced that all the biological wonder should adhere to some minimal theory.
However, learning about the schism separating the complex order of life and the
microscopic randomness, gave me pause.
The organisation and efficiency of a cell seem more likely to come from a well-
supervised factory than from a randomly colliding bag of molecules. However, I
have not seen, nor can I imagine, a human-made factory that builds identical
factories, one that in addition changes its interior when the supply of raw material
changes, and even changes the produced factories to mimic this change of interior.
I’m still convinced that the biological wonder can be explained by governing
principles, but increasing knowledge taught me that these principles might not
be straightforward to find. The principles that enable a bag of stuff to become a
self-fabricating factory must be absolute wonders. I hope that this thesis is a
small contribution to uncovering these wonders. I hope it answers a small part
of the question how rate-maximizing, self-fabricating cells emerge from basic
biochemical building blocks.
Using molecular-, systems- and evolutionary biology to move from
genotype to phenotype
To truly understand how life arises from basic biochemistry, one will need to
combine several disciplines of biology. Microbiology teaches us about the different
molecular building blocks of cells, and about the basic limits that constrain
them. Systems biology focuses on how these molecular parts work together
to give rise to functions of the cell that none of its parts have on their own.
Evolutionary biology is concerned with how these functions influence the survival
and propagation of the cell. Together these fields might someday provide a map
that starts with a genotype and an environment, and predicts the phenotype
that will emerge.
Many important questions have been addressed by combining these fields.
The approaches can be coarsely split in two categories: the first approach starts
from the parts and tries to infer system properties, the second approach starts
from a system functionality, either measured or desired, and tries to reconstruct
parts that could give rise to it. Using the first approach, one can for example
ask how the function of a metabolic pathway (a connected sequence of chemical
reactions) arises from the chemical properties of the catalysing enzymes [16].
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One then starts from knowledge of the dependence of individual reaction rates
on the concentrations of enzymes and metabolites, and tries to infer how these
affect the biological function of the pathway. On a larger scale, we could ask
how the survival or thriving of a microbial population depends on the sets of
chemical reactions that are catalysed in the individual cells [17].
Beautiful examples of the second approach are the prediction of molecular
mechanisms that aid a cell in keeping some concentration fixed [18], [19], in
detecting fold changes of concentrations in the environment [20], in maximizing a
certain reaction rate [21], or in maximising the growth rate by adapting ribosome
concentrations [22]. In this thesis, we will often combine these two approaches.
The first step that we will take in predicting phenotypic properties from a
genotype is often provided by metabolic reconstruction algorithms [23]–[25].
These algorithms start with a genome sequence and determine which enzymes
can be expressed by the cell. This information can be combined with knowledge
of what reaction is catalysed by each enzyme. Together this enables the recon-
struction of a metabolic network: a complete set of all chemical reactions that
can take place in the cell.
These networks typically contain thousands of reactions, but not all of these
reactions have to be used to sustain a self-fabricating cell. A cell therefore
expresses certain enzymes and suppresses others, so that some reactions are
catalysed and others are shut down. The question which of the enzymes are
expressed and why, has given rise to numerous investigations (see [26] and [27]
for reviews on the two dominant approaches). These approaches often try to
predict the rates of the reactions and compare them to experimental data.
One of the most successful approaches has been constraint based modelling
(CBM). This approach starts from the following ingredients
1. a metabolic network. The information about this network of chemical reac-
tions is stored in a stoichiometric matrix which captures what metabolites
are used and produced in each reaction. A typical microbial metabolic
network comprises thousands of reactions and metabolites.
2. a steady-state assumption. Metabolism is often investigated in steady-
state, which means that all metabolite concentrations are constant in
time. This constrains the possible reaction rates through the metabolic
network because the production and consumption of metabolites should
be balanced. Reaction rates in steady state are also called fluxes. This
assumption poorly reflects the state of a cell at any given time, but it often




3. constraints. A cell’s metabolism is limited by biochemical constraints. For
example, there might be a maximum to the cellular density, so that the
summed concentrations of metabolites and enzymes must be limited. As a
consequence, the expression of one enzyme comes at the expense of another.
This leads to a resource-allocation problem. It is widely accepted that
these constraints are important determinants of microbial behaviour, but
the precise nature of the constraints is still subject to debate. For example,
in Chapter 4 we show that the phenomenon of ‘overflow metabolism’ has
been modelled by different authors using flux constraints [29]–[31], a limit
on energy dissipation [32], a limit on the sum of enzyme concentrations
[33]–[35], a maximal macromolecular cell density [36]–[40], and a limited
membrane occupancy [39], [41], [42].
4. enzyme costs (optional). It is often assumed that each reaction has a
catalysing enzyme. The reaction rate generally depends linearly on the
enzyme concentration and nonlinearly on the metabolite concentrations
[43]. Information about enzyme costs is only needed when one of the
constraints involves enzyme concentrations.
5. an objective function. Microorganisms that synthesise more viable offspring
than their competitors increase their abundance [44]. Therefore, the rate
of offspring-cell synthesis per cell, often called the (specific) growth rate, is
an important determinant of microbial fitness. Many modelling approaches
therefore attempt to describe microbial metabolism by assuming that it
was tuned to maximize the growth rate. This is modelled by maximising
an objective function that reflects the long-term growth rate. Because it is
hard to model this long-term growth rate, it is often approximated. For
example, some modellers maximise a virtual biomass reaction: a reaction
that takes up all cellular components in proportions that mimic the average
cellular composition [45]. More recent models [39], [46], [47] can explicitly
maximize the instantaneous) specific growth rate because they model the
dilution of cellular components by growth. These differences are more
elaborately described in Chapters 3 and 4.
Next to Constraint Based Modelling, an often-used approach is Elementary
Mode Analysis, first introduced by Schuster and Hilgetag [48]. This approach
does also start from a metabolic network and a steady-state assumption, but
does not necessarily impose constraints, nor does it assume an objective function.
The goal is not to predict the fluxes in a specific case, but rather to uncover the
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full solution space: which fluxes can be used to support growth, and in what
ratios should they be combined?
In this thesis, we will often combine these approaches. First we use Elementary
Modes to capture the possibilities, then we use constraints and an objective
function to predict what type of possibility will be exploited by fast growing
cells. In this thesis we will use Elementary Flux Modes (EFMs) (Chapter 2) [48],
[49], define Elementary Growth Modes (EGMs) (Chapter 3) [50], and enumerate
Elementary Conversion Modes(ECMs) (Chapter 5 [51], [52].
A very general approach to find general principles
In our search for principles that govern microbial metabolism, we have taken a
very general approach. Inspired by a paper by Wortel et al. [53], we will often
only specify that the cell that we investigate has some metabolic network, is in
steady-state, faces some constraints, uses costly enzymes, and optimises some
function. So, we will assume that our system has instances of the five ingredients
for Constraint Based Modelling, but we will not specify them. We will look for
rules and principles that govern the functioning of a general metabolic network,
and we will ignore quirks or artefacts that specific networks might have. This
approach often decreases the direct applicability to solve a specific problem,
but eventually allows to gather more general understanding of a large class of
microbes. When we derive a principle that holds for one microorganism, and when
we can use this principle to qualitatively capture its behaviour without tailoring
our model to this microorganism, then this knowledge allows for extrapolation.
Since the model is not tailored, it should be able to describe other microbes as
well, and in different environments.
In this thesis you will not find large and explicit models. We describe large
models mathematically and use them to search for rules and laws that govern
microbial life, but nowhere do we compute numbers. Exceptions are small toy
models. These toy models, due to their simplicity, often reveal more of the
intrinsic truths than large complex models. This is for example shown by the
paper by Molenaar et al. [38], where a very simple toy model of a self-fabricating
cell is analysed. In the end, this paper forms the inspiration and basis for the
theory of self-fabrication that we present in Chapter 3.
Mostly, we are searching for an answer to the Why-question. Answering the
Why-question, even more than the What- and How-questions, provides a true
understanding of a system. If one knows what happens in a certain organism in
a certain situation, one does not know anything about what will happen in a




in that same situation, this knowledge might enable extrapolation to a different
situation.
Goal of the thesis: prove that self-fabrication is not as hard as it looks
In this thesis, I thus present our small contribution to the understanding of how
ordered and efficient self-fabrication arises from microscopic biochemical chaos.
I do so by presenting papers in which my supervisors, colleagues and I, have
used mathematics to search for simplifying laws. We search for principles that
stem from statistics, biochemistry or physics, that make the chaotic colliding of
molecules organise itself into well-ordered self-fabrication. I am convinced that
efficient self-fabrication cannot be as hard as it looks, although I must admit
that this conviction still stems more from belief and a sense of beauty than from
scientific evidence.
One argument that supports my conviction is that the first self-fabricating,
adapting cell, in other words: the first life form, has originated at some point.
How was this event possible if living is not relatively easy, if it is not unavoidable?
One could of course argue that living is in fact hard, but that many different
combinations of molecules have just been tried, until one was found that produced
life. After this first life form was found, natural selection could start to work:
trying many different options, selecting only the most efficient. I agree that
the combination of random tries and natural selection is a source of order, but
would all life around us really be put together purely by chance? I agree with
Stuart Kaufmann when he writes: "Evolution is not just "chance caught on the
wing". It is not just a tinkering of the ad hoc, of bricolage, of contraption. It
is emergent order honored and honed by selection." [54]. I believe that natural
selection works, but only when it is aided by mechanisms that make living easy.
Outline of the thesis: the microbial tricks that we discovered
The first simplifying principle that we found is described in Chapter 2. We
show that a cell that is optimized for efficient production of cellular components,
should minimize the complexity of its interior. I will make this slightly more
precise. I already mentioned that a cell can contain a few thousand proteins, but
that not all are present at all times. There are minimal subsets (the Elementary
Flux Modes [48]) of these proteins that support life, which typically only use a
few hundred proteins. We found that a cell that maximises the production rate
of cellular components uses only a few of these minimal sets. How many of these
elementary modes should be used exactly is determined by the number of basic
16
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cellular constraints that a cell encounters, such as a limited volume or a limited
surface area. So, to achieve fast reproduction, cells should actually become as
simple as possible.
Although this result provided some interesting insights, we had to admit
that we simplified our investigations in Chapter 2: we viewed the cell as a
production line of cellular components, not necessarily of its own components.
So, although we described the perfect production line, it does not fabricate
identical production lines. This is an approximation that is done often in the
field, but which was never properly tested. In Chapter 3 we describe true self-
fabrication, which is way more complex in principle. We could again discover
minimal life-supporting sets of proteins, which we named Elementary Growth
Modes. However, and I still find this surprising, this additional complexity does
not have large biological consequences: Elementary Growth Modes are very well
approximated by Elementary Flux Modes. Although the involved mathemat-
ics changes from relatively easy linear optimizations into a headache-inducing
nonlinear mess, the biological predictions seem unchanged. Approximating a
self-fabricating cell as a production line therefore seems reasonable. Even better,
we identified which conditions are met by living cells that make sure that this
approximation holds. For example, one of these conditions is met because the
thousands of different proteins in a cell are made out of a small number of small
building blocks (amino acids). This seemingly trivial fact turns out to make
self-fabrication much simpler than expected.
In Chapter 4 we apply the theory that we developed in the preceding chapters
to review all theoretical explanations of a very interesting phenomenon: cells
seem to ‘overflow’ at times. In certain environments, mostly when cells grow very
fast, cells start to secrete semi-degraded nutrients. This seems wasteful, since
the energy in these nutrients could have been used to fuel the cell’s processes.
Still, the phenomenon is common across many different species: E. coli produces
acetate, mammalian cells produce lactate; we can use yeast cells to make wine
because they produce ethanol. In this review we show that all different theoretical
explanations of this phenomenon in fact come down to the same message: cells
secrete overflow products because two cellular constraints are hit. What the
authors of the different papers are in fact arguing about, is which two constraints
cause the behaviour: is it the limited internal space in the cell, the limited
surface area of the cell, or may the oxygen-supply be limiting? We don’t know,
we merely clarify where the different explanations agree and disagree, so that the
disagreements can be more purposefully tested in the future. Within the scope
of this thesis, overflow metabolism is also quite interesting because it agrees with




The gradual switch from using all nutrients as efficiently as possible to making
overflow products indicates that cells first use one Elementary Mode, and then
two, in accordance with the prediction that cells are as ‘simple’ as allowed by
their basic cellular constraints.
While investigating cellular metabolism and the elementary modes that form
its basis, one issue always severely limited the analysis: the Elementary Flux
Modes and Elementary Growth Modes cannot be enumerated for any real cell.
There certainly are enumeration algorithms that can in principle do it, but the
number of different elementary modes in a real cell is simply too large to list.
Struggling with this fact, I stumbled upon a paper by Robert Urbanczik in which
a new kind of building block was defined: Elementary Conversion Modes [52].
Where Elementary Flux Modes describe all different minimal sets of enzymes
that support a steady metabolism, Elementary Conversion Modes describe all
different ‘overall conversions’ that a cell can perform. So, instead of focussing on
which chemical reactions exactly take place in a cell, we now focus only on their
net effect: what comes in, and what goes out. Since there are many different
ways for achieving the same effect, there are far less Elementary Conversion
Modes than Elementary Flux Modes, so that these might be enumerable.
Since the original paper stated that it was possible to enumerate these
elementary modes, I had high hopes that many new directions of research would
open up. The set of ECMs for instance describes the influence that a cell might
have on its environment, or in which circumstances the cell is able to reproduce.
Tom Clement, a very talented master student, was happy to help me with getting
the enumeration running. However, we could not get the programme provided
by Urbanczik to work, we discovered that Urbanczik had died a very early death,
and found that his co-authors had moved out of science. There was no other
option than to create a computational tool ourselves: in Chapter 5 we describe
our own ecmtool, which has become a beautiful and reliable tool that I am very
proud of.
The future will tell if ecmtool is indeed as applicable to real-life problems as
I think, but the first signs are good: it has been used already in a study of the
metabolism of rhizobia [55]: bacteria that can live in the roots of legumes and act
as a natural fertilizer by fixing atmospheric nitrogen into ammonia. Rhizobia are
hard to study experimentally because in the plant roots they differentiate in a
form that does not divide and is very fragile. Gathering physiological information
through experiments is therefore hard, and typical optimisation methods are
unfavourable because it is unclear what the objective for a non-dividing microbe
is. With ecmtool we could uncover all metabolic capabilities and incapabilities
of the rhizobia, without the need for experimental data and without using
18
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an objective function. This aided in uncovering how the plant controls the
metabolism of the bacteria that live in its roots. For example, there is now a
clear hypothesis on why the plant supplies mostly malate as a carbon source
to the rhizobia instead of the more easily available sucrose: it turns out that
this feeding strategy forces the bacteria to produce ammonia which is needed by
the plant. For me personally, this was a real breakthrough project: I already
knew that our theoretical approach could aid the fundamental understanding of
microbial metabolism, but it was new to me that it could actually improve our
grasp on microorganisms that may be very important in building a sustainable
future world.
In Chapter 6, I present what I think is the most enticing topic in this thesis.
While I found the investigations described in chapters 2 to 5 challenging and
interesting, there has always been a large knowledge gap that was left untouched.
In these chapters I describe what cellular metabolism looks like when it is highly
efficient, and, as mentioned, it turns out that optimal cells should minimize
their metabolism by selecting few out of billions of billions of elementary modes.
Although this is useful information, the question that remains is: How does a
bag of chaotically moving stuff select these optimal modes? Might there be an
elementary way of finding the correct elementary modes? With Age Tjalma,
another extremely talented master student, I started a one year project that
took on a very philosophical question: What does the simplest cell look like that
can still optimize its metabolism, i.e. that can still select the right proteins and
synthesize them in the right proportions?
Although this question is nowhere near answered, we found a simple mechan-
ism that uses biochemical noise to make cells ‘self-organize’. As described above,
the processes in cells are extremely stochastic. This causes the concentrations of
cellular compounds to always fluctuate. We propose that the fluctuations in cells
might be controlled by the growth rate. We show that cells are automatically
driven in the direction of their optimal state if fluctuations are high when cells
grow slow and inefficient, while the fluctuations are low when the cells thrive.
The average cell in a population will steer towards the optimum, while not
one cell actually has information of where that optimum is. To our surprise,
this relation between growth rates and noise has been experimentally observed,
showing that the advantage that we found is actually exploited. All in all, this
again supports my belief that cells that seem to solve very complex tasks might
in fact just use some very clever tricks: organising life might be simpler than
expected.
In Chapter 7, I shortly describe the papers that I contributed to, but of




exactly fit the storyline of the rest of this thesis, it is nice to shortly mention
these works because it showcases a little bit of the insight that can emerge from
biologists and mathematicians standing in front of a whiteboard together.
Lastly, in Chapter 8 I will conclude this thesis with a discussion, in which
I hope to show how much is not yet understood of the life around us, and the
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2
Abstract Growth rate is a near-universal selective pressure across microbial
species. High growth rates require hundreds of metabolic enzymes, each with
different nonlinear kinetics, to be precisely tuned within the bounds set by
physicochemical constraints. Yet, the metabolic behaviour of many species
is characterized by simple relations between growth rate, enzyme expression
levels and metabolic rates. We asked if this simplicity could be the outcome of
optimisation by evolution. Indeed, when the growth rate is maximized –in a
static environment under mass-conservation and enzyme expression constraints–
we prove mathematically that the resulting optimal metabolic flux distribution
is described by a limited number of subnetworks, known as Elementary Flux
Modes (EFMs). We show that, because EFMs are the minimal subnetworks
leading to growth, a small active number automatically leads to the simple
relations that are measured. We find that the maximal number of flux-carrying
EFMs is determined only by the number of imposed constraints on enzyme
expression, not by the size, kinetics or topology of the network. This minimal-
EFM extremum principle is illustrated in a graphical framework, which explains
qualitative changes in microbial behaviours, such as overflow metabolism and co-
consumption, and provides a method for identification of the enzyme expression
constraints that limit growth under the prevalent conditions. The extremum
principle applies to all microorganisms that are selected for maximal growth
rates under protein concentration constraints, for example the solvent capacities
of cytosol, membrane or periplasmic space.
Introduction
Fitter microorganisms drive competitors to extinction by synthesising more viable
offspring [44], [56]. The rate of offspring-cell synthesis per cell, i.e., the specific
growth rate, is a common determinant of evolutionary success across microbial
species [44]. A high growth rate requires high metabolic rates, which in turn
require high enzyme concentrations [43]. Due to limited biosynthetic resources,
such as ribosomes, polymerases, energy and nutrients, the expression of any
enzyme is at the expense of others [34], [38]. Consequently, the selective pressure
towards maximal growth rate requires the benefits and costs of all enzymes to




The number of EFMs is bounded by the number of constraints
Summary for everyone. The microbial genome encodes
for a large network of enzyme-catalyzed reactions. The reaction rates
depend on concentrations of enzymes and metabolites, which in turn
depend on those rates. Cells face a number of biophysical constraints
on enzyme expression, for example due to a limited membrane area
or cytosolic volume. Considering this complexity and nonlinearity of
metabolism, how is it possible, that experimental data can often be
described by simple linear models? We show that it is evolution itself
that selects for simplicity. When reproductive rate is maximised, the
number of active independent metabolic pathways is bounded by the
number of growth-limiting enzyme constraints, which is typically small.
A small number of pathways automatically generates the measured simple
relations. We identify the importance of growth-limiting constraints in
shaping microbial behaviour, by focussing on their mechanistic nature.
We demonstrate that overflow metabolism – an important phenomenon
in bacteria, yeasts, and cancer cells – is caused by two constraints on
enzyme expression. We derive experimental guidelines for constraint
identification in microorganisms. Knowing these constraints leads to
increased understanding of metabolism, and thereby to better predictions
and more effective manipulations.
Tuning all enzyme expression levels appears to be a highly complex task.
First, the genome of a microorganism encodes for thousands of reactions with
associated enzymes. Second, a change in expression level of one enzyme not only
affects the rate of its associated reaction, but also changes intracellular metabolite
concentrations. These metabolite concentrations influence the activities of many
other enzymes in a nonlinear fashion. In mathematical terms, microorganisms
thus have to solve a high-dimensional nonlinear optimization problem.
Surprisingly, experiments on many different microorganisms often show simple
linear relations between growth rate, enzyme expression levels and metabolic
rates [13]–[15], and the data can often be described by coarse-grained linear
models. This suggests that microorganisms in fact only use few regulatory
degrees of freedom for tuning metabolic flux and protein expression. It is
currently unclear why this simple, low-dimensional behaviour results from the a
priori enormously complicated tuning task. Given that the tendency towards




a general –evolutionary– principle.
We found an evolutionary extremum principle: growth-rate maximization
drives microorganisms to minimal metabolic complexity. We provide the math-
ematical proof of this principle in the Methods section. It is derived from basic
principles, more specifically from (i) mass conservation, i.e., steady-state reaction-
stoichiometry relations, and (ii) enzyme biochemistry, i.e., the linear dependence
of enzyme activity on the amount of enzyme and its nonlinear dependence on
substrate and product concentrations. Our results provide a novel perspective
on metabolic regulation, one in which the complexity is not determined by the
size of the network or the rate equations, but by the constraints acting on the
enzyme concentrations.
Methods
In this section we will introduce the class of models that we studied, and
mathematically prove our main result: the extremum principle. Readers that
would like to skip the mathematical proof are strongly suggested to read the
biological summary of the results at the end of the section.
The model: Evolutionary rate maximization can only be
studied in a kinetic model of metabolism with constraints
on enzyme concentrations
The structure of any metabolic network can be given by a stoichiometric matrix
N , indicating which metabolites (rows) are consumed or produced in each
reaction (columns). Because we can split reversible reactions in two irreversible
reactions [59], we will from now on assume that all reactions are irreversible.
A steady-state flux distribution is then given by a vector of reaction rates v
such that there is no accumulation or depletion of metabolites, and such that all
irreversibility constraints are satisfied. The solutions together form a flux cone:
P = {v ∈ Rr | N · v = 0, vi ≥ 0}, (2.1)
where r is the number of reactions. In steady state, we maximize the objective
flux, which is a (linear combination of) component(s) of this flux vector. Often,
the objective is chosen to be the overall cell-synthesis reaction, also called
the biomass reaction vBM, which makes all cellular components in the right
proportions according to the biomass composition [45].
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To understand the resource allocation associated with a particular metabolic
activity, we need to know the relation between the rates of enzyme-catalyzed
reactions and enzyme concentrations. At constant metabolite concentrations,
these are in general proportional [43] as captured by the rate equation:
vi = eikcat,ifi(x), (2.2)
where ei is the concentration of the enzyme catalyzing this reaction, kcat,i is
its maximal catalytic rate and fi(x) is the ‘saturation function’ of the enzyme,
which is dependent on metabolite concentrations x. This function, fi(x), is
often nonlinear, includes the thermodynamic driving force, (allosteric) activation
or inhibition, and other enzyme-specific effects.
To model the maximization of the cell-synthesis flux we have to account for
bounds on enzyme concentrations, originating for example from limited solvent
capacities of cellular compartments, or from a limited ribosomal protein synthesis
capacity. We model these biophysical limits by imposing K constraints, each















i ei ≤ 1.
These constraints correspond to limited enzyme pools. Overexpression of one
enzyme is therefore at the expense of others that are subject to the same
biophysical constraint. The weights, w(j)i , determine the fraction that one
mole/liter of the ith enzyme uses up from the jth constrained enzyme pool. For
example, for a constraint describing the limited solvent capacity of the membrane,
the weight of an enzyme is the fraction of the available membrane area that is
used up by this enzyme; this weight is thus nonzero only for membrane proteins.
We call a constraint ‘active’ when it limits the cell in increasing its growth rate,
indicating that the corresponding enzyme pool is fully used. One enzyme can
belong to one, several or none of these limited pools.
Note that these constraints on enzyme concentrations are different from the
constraints on reaction rates that are often used in stoichiometric methods (e.g.,
through Flux Balance Analysis). For these linear models, it is known -similar
to what we will derive in the general, nonlinear case in this work- that few
minimal pathways constitute the optimal solutions in such models [60]. However,
constraints on reaction rates do not reflect the ability of microorganisms to
adjust their enzyme content: any reaction rate constraint could in principle
be overcome by an increase of the corresponding enzyme’s concentration. The




be alleviated by metabolic regulation. These must thus be investigated to study
the evolution of metabolism, although this forces us to include the complicated
(and often unknown) enzyme saturation functions, fi(x), in our theory.
The number of constraints and the exact value of the weights may vary per
organism. In general we expect this number to be low, and indeed not many dif-
ferent enzyme expression constraints have been proposed in the literature. Many
aspects of microbial growth have been successfully described using constraints
that are (or can be reformulated as) enzyme expression constraints, like limited
reaction rates and limited solvent capacities within cellular compartments [13],
[34], [36], [38], [41], [61]–[63].
The introduction of enzyme kinetics in Equation (2.2) allows us to rewrite














vi ≤ 1. (2.3)
We note that, although written in terms of the fluxes, these constraints are not
equivalent to the normal flux constraints used in FBA, since the weighted sums
now depend on metabolite concentrations. To maximize the cell-synthesis flux,
not only the enzyme concentrations should be optimized, but also the intracellular
metabolite concentrations. Due to the necessary inclusion of enzyme kinetics,
flux maximization is turned into a complicated nonlinear problem. This is the
problem we have investigated. Remarkably, we will prove below that the solution
still uses only a few minimal metabolic pathways.
The minimal building blocks: Elementary Flux Modes
A minimal metabolic pathway is called an ‘Elementary Flux Mode’ (EFM).
In words, EFMs are support-minimal subnetworks that can sustain a steady
state [64]. The ‘support’ of a flux vector is the set of participating reactions:
R(v) = {j : vj 6= 0}. That an EFM, EFM , is support-minimal means that if
there is another flux vector, v′ ∈ P , such that R(v′) ⊆ R(EFM) then we must
have v′ = αEFM for some α ≥ 0. Another way of phrasing this is that none of
the used reactions can be set to zero in the EFM without violating the steady state
condition. These metabolic subnetworks turn out to be determined completely
by reaction stoichiometry, and thus for their identification no kinetic information
is needed. However, because of the many combinations of parallel, alternative
metabolic routes in metabolic networks, it is currently computationally infeasible
to find the complete set of EFMs in a genome-scale network [2], [65].
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We exploit EFMs because any steady state flux distribution can be decom-
posed into positive linear combinations of EFMs. Indeed, Gagneur and Klamt
showed that in any metabolic network in which reversible reactions are split
in two irreversible reactions, the EFMs coincide with the extreme rays of the
pointed polyhedral cone P [59]. We can thus write:
v = λ1EFM1 + . . .+ λFEFMF , where λi ≥ 0, (2.4)
where the multiplication factors λi denote how much the ith EFM is used and F
denotes the total number of EFMs in the network. Equation (2.4) shows that
EFMs are the basic building blocks of steady state metabolism. Note that, al-
though the Elementary Flux Modes are constant vectors defined by stoichiometry,
the λi-factors are variable and dependent on metabolite concentrations. We will
make this dependence more precise in the Supporting Information Section 5.
EFMs are defined up to a constant: if v is an EFM, then so is αv for any
α ∈ R≥0. This has two important consequences. First, the ratio between flux
entries in an EFM are fixed, and second, we may scale one entry of an EFM
to 1. We will consider optimisation of some objective flux vr at steady state.
Therefore, we only need to consider those EFMs which have a nonzero rth flux
value, because we assume that all EFMs (even the ones that do not produce
objective flux) will use up some of one of the limited enzyme pools. We will
thus not consider the pathological case in which there is an EFM that does not
produce objective flux but also does not bring any costs, since this EFM can
always be added to an optimal solution. Without loss of generality, we make the
objective flux the last entry in the flux vector, and we will always scale this entry
to 1. The ith EFM can thus be denoted by EFM i = (V i1 , . . . , V ir−1, 1)T ∈ Rr,
with all V ij uniquely determined by stoichiometry. The λi factor in (2.4) can
now be reinterpreted as the flux that EFM i contributes to the objective flux.
Using EFMs, we can unambiguously quantify metabolic complexity as the
number of flux-carrying Elementary Flux Modes. We call an EFM a minimal
unit of metabolic complexity because the flux values through its participating
reactions can only scale with one overall factor. A flux distribution that is a
sum of K EFMs thus has K flux degrees of freedom. A small number of degrees
of freedom gives rise to metabolic behaviour with simple relations between the
growth rate and flux values.
The cost vectors: a low-dimensional view at metabolism
Given K constraints, we can, for each EFM, calculate the cost per constraint for




information for growth rate optimisation. Therefore, we will here define the cost
vectors that have these costs as their entries. We will use the cost vectors to
study metabolism in low-dimensional constraint space throughout this paper.
As discussed above, we can rescale each EFM such that it is a vector of the
form EFM i = (V i1 , . . . , V ir−1, 1)T ∈ Rr. To produce one unit objective flux, we






where eij denotes the necessary concentration of enzyme j for one unit objective
flux through EFM i. We can then define the cost vector di(x) for the ith EFM,


















Because enzyme kinetics determine the enzyme concentrations and thereby the
enzymatic costs, it is unlikely that several EFMs have exactly the same costs.
Different EFMs use at least one different enzyme, and it is highly improbable that
the necessary concentrations of these different enzymes are exactly the same real
number. If one of these non-overlapping enzymes is part of a constrained pool,
the EFMs will thus have different costs. If, however, none of the non-overlapping
enzymes are part of the constrained pools, several EFMs can indeed have the
same costs. To deal with this case we introduce the notion of equivalent EFMs.
In modelling methods that do not include kinetic information, such as FBA,
having equivalent EFMs is much more probable, such that the solution spaces
are often multi-dimensional subspaces.
Definition 1. Given a set of constraints, C(1)Σ , . . . , C
(K)
Σ , two EFMs, EFM1,
EFM2, are called equivalent with respect to the constraints if their associated
cost vectors are equal: d1(x) = d2(x).
Because the cost vectors play a central role in the whole paper, we illustrated




The number of EFMs is bounded by the number of constraints
The extremum principle: the number of active EFMs is
determined by the number of constraints on enzyme ex-
pression
We here prove the main result of this study, the extremum principle. For a
general metabolic model, as introduced above, it states a necessary condition for
a flux vector v ∈ P to be a maximizer of the objective flux.
Theorem 1. Consider a metabolic network characterized by the stoichiometric
matrix N . Let vr be an objective flux, which is to be maximized at steady state,








j ej ≤ 1 for k ∈ {1, . . . ,K}.
Then, at most K non-equivalent Elementary Flux Modes are used in the optimal
solution.
Proof. We assumed that vj ≥ 0 for all reactions in the network because, without
loss of generality, we split all reversible reactions into a forward and a backward
reaction [59]. Let us for now also assume that none of the EFMs are equivalent
(where equivalence is defined according to Definition 1) we will handle the case
with equivalent EFMs at the end of the proof.
According to Equation (2.4), the optimal solution can always be expressed
as a conical combination of EFMs. As before, we rescale every EFM such that it
is a vector of the form EFM i = (V i1 , . . . , V ir−1, 1)T ∈ Rr. The objective flux for




1 + . . .+ λMEFMM
)
r
= λ1 + λ2 + . . .+ λM , where λi ≥ 0,
(2.6)
where M is the number of EFMs containing a nonzero vr. Since the EFMs are
















Figure 2.1: The cost vector formalism shows what determines the number
of EFMs in the optimal solution. We here consider a simplified model with
2 EFMs (blue and orange), and 2 constraints. In reality, the costs of many more
EFMs have to be compared, and potentially also of more constraints. The cost vector
di(x) = [di1(x), di2(x)]T of the ith EFM denotes the fractions of the first and second
constrained enzyme pool that this EFM uses when producing one unit of objective flux.
The cell-synthesis flux produced by EFM i is denoted by λi, and the corresponding
enzyme costs are λidi(x). The cost of mixing EFMs 1 and 2 corresponds to the
weighted sum of the cost vectors: λ1d1(x) + λ2d2(x). The mixture is feasible as long
as none of the constraints is exceeded: λ1d1(x) + λ2d2(x) ≤ 1. The objective value,
λ1 + λ2, is maximized by fitting a vector sum of as many vectors as possible in the
constraint box. This solution is shown by the dashed vectors. The pure usage of one
EFM with off-diagonal cost vector leads to underuse of one constraint, while diagonal
cost vectors can exhaust both constrained pools. A mixture of EFMs will always
be a combination of an above-diagonal and a below-diagonal vector. All EFMs and
mixtures thereof, can be ranked by a dot on the diagonal that denotes the average
cost per unit cell-synthesis flux (see Lemma 5 in the SI for a proof). Pure usage of
above-diagonal cost vectors is ranked by projecting the cost vector horizontally to the
diagonal, while pure usage of below-diagonal vectors is ranked by vertical projection.
Mixtures are ranked by placing a dot at the intersection of the diagonal with the
line between the two cost vectors. The (mixture of) EFM(s) with the lowest average
cost (i.e., with the dot closest to the origin) leads to the highest growth rate (the
mathematical proof is included in the Supporting Information). The enzymatic costs
of an EFM depend on the intracellular metabolite concentrations, i.e., the saturation
of enzymes. The shaded regions indicate alternative positions for the cost vectors at
different intracellular metabolite concentrations, two of them are shown. The blue
and orange cost vectors lead to the highest growth rate when using only that EFM.
We see that in the left figure the orange EFM gives rise to a higher growth rate.
Upon a change of environmental conditions, the cost vectors can change, and the
mixture of EFMs can become better than either single EFM (right figure). A change
like this would lead to a change in metabolic behaviour.
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In the last step, we recognized the cost vector components defined in Equation
(2.5).
The kth entry of cost vector i denotes the cost for the enzymes in constraint
k (the k-enzymes) to obtain one unit of objective flux through EFM i (and
therefore also the enzymatic cost to increase this flux by some factor). We can
rewrite our optimization problem in terms of these cost vectors. We will hereby
designate each metabolite concentration as either external, xE , or internal, xI ,
such that: x = (xE ,xI). This distinction is important, because the external
concentrations are given by the environment and therefore part of the parmeters
of the optimisation problem, while the internal concentrations can be tuned by





∣∣∣ v ∈ P, C(k)Σ ≤ 1 for 1 ≤ k ≤ K} , (2.8)





∣∣∣ λi ≥ 0, D(x) · λ ≤ 1} , (2.9)
where D =
[
d1(x) · · · dr(x)
]
is the cost vector matrix. The relation D(x) ·
λ ≤ 1 shows that the optimal λ vector indeed depends on the metabolite
concentrations x, as was indicated below equation (2.4).
Largely following Wortel et al. [53], we now use a subtle mathematical
argument. We fix x = x0, so that the enzyme saturations fj(x0) are constant.




problem is then visualized in Figure 2.1, where cost vectors of some EFMs are
plotted in a box of constraints. Finding the optimal solution is equivalent to
finding a sum of scalar multiples of the cost vectors without leaving the box of
constraints while maximizing the sum of these multiplicities. The example in
Figure 2.1 shows only 2 constraints, but in general we would have M vectors in
a K-dimensional cube.
In the general case, it might seem intuitive that K constraints lead to the
usage of at most K EFMs since all K linearly-independent vectors form a basis of
a K-dimensional space. We can thus always take a combination of K vectors to
reach the point where all constraints are met with equality. However, we should
be careful because we could end up with negative λ’s for some of the EFMs. We
continue with the proof by rewriting the problem in a Linear Programming (LP)
form,















The solutions of this linear programming problem form a polytope in RM ,
bounded by the hypersurfaces given by the constraints. The most important
theorem of LP teaches us that an optimal solution is found among the vertices of
this polytope. The dimension of such vertices is zero, which means that optimal
solutions satisfy at least M of the K+M constraints with equality. Therefore at
most (K+M)−M = K constraints can be satisfied with strict inequality. These
K inequalities could be concentrated in the λi ≥ 0 part, which means that the
corresponding K Elementary Flux Modes are used. Thus, an optimal solution
can use no more EFMs than there are active constraints in the system, thereby
proving the theorem for any arbitrary vector of metabolite concentrations x.
There is one possible exception to the above reasoning. Let’s say that K
EFMs are used in the optimum: vopt =
∑K
i=1 λiEFMi. If one EFM, say
EFMK , has an equivalent EFM, say EFMK+1, then we can replace the usage
of EFM K by any convex combination of EFMs K and K + 1 and the solution
will still be optimal. So, in the case that the costs of several EFMs are the
same, the optimal flux vector could consist of more EFMs than the number
of constraints. That’s why the theorem only tells us that no more than K
non-equivalent EFMs are used in the optimal solution.
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Finally, it follows that, since the theorem is true for any set of metabolite
concentrations x, it is of course also true for the optimal set, xopt = (xE ,xIopt).
We note that the optimal internal concentrations, the choice of EFMs,
and thereby the optimal enzyme concentrations, all depend on the external
concentrations xE . Which specific EFMs are the optimal ones, thus does not
follow directly from the theorem.
We think that the case where several EFMs are equivalent is not very common
in biology. First, the constraints on enzyme expression are due to biophysical
limits and we expect these to act on many enzymes together. This reduces the
chance of having several EFMs that use exactly the same enzymes within the
constrained pool of enzymes. Second, even if several EFMs would use the same
enzymes, then the enzyme costs depend on the enzyme saturations, and these
depend on the optimal metabolite concentrations. These optimal concentrations
depend on the rest of metabolism, such that the non-overlapping part of the
EFMs can still influence the enzyme costs. For these two reasons, we will assume
in the rest of this work that EFMs are generally not equivalent.
The previously published theorem that maximal specific flux, vBMetot , is attained
in an EFM [53], [66] is a special case of Theorem 1. In the cost vector formalism
that we described in Figure 2.1, it is visualized by cost vectors on a line rather
than in a box, because there is only one enzymatic constraint (total enzyme
concentration is bounded). In this case, there is indeed a shortest cost vector for
all but a negligible subset of situations (as discussed in the proof).
The following corollary can be used to find out how many constraints are
active when we observe a certain number of active EFMs. It is the contrapositive
of Theorem 1 and therefore mathematically equivalent. The reason that it is
stated separately is the difference in biological applicability: the theorem is a
predictive statement while the corollary is descriptive. As we will see in the
Results section, the theorem tells us that metabolic complexity is low because
the number of enzymatic constraints is typically low. The corollary however,
enables us to infer from experimental data how many constraints must be active,
and thus gives us physiological insight from population-level data.
Corollary 2. If a flux vr is optimized and K non-equivalent Elementary Flux
Modes are used, then at least K linear enzymatic constraints must be active.
EFMs are not the only set of building blocks that we could have used. In the
context of Flux Balance Analysis, constraint-based rate maximization can be




minimal pathways that generate all flux distributions that satisfy not only the
steady-state assumption, but also the additional constraints. Therefore, for fixed
enzyme saturations and constraints, EFVs provide a set of feasible building blocks
of which convex combinations automatically satisfy all constraints. However,
since every EFV is a conical combination of EFMs, and since we wanted to study
evolutionary growth-rate maximization, we preferred to do our analysis on the
set of EFMs. This is because the EFMs provide a set of invariant (at least on
timescales on which stoichiometry is not evolved) objects for which regulatory
circuits can be evolved. In principle, the extremum principle can also be written
in terms of EFVs. We can show, in a similar manner as in the proof above, that
rate-maximal solutions will use only one EFV, which is a convex combination of
at most K EFMs.
Biological summary of the extremum principle and its proof
The extremum principle, stated in Theorem 1, is a statement about all metabolic
networks, independent of the network size, topology, or the specific enzyme
kinetics. All microorganisms are subjected to a small number of enzymatic
constraints, and all metabolic networks have Elementary Flux Modes as their
building blocks: minimal pathways that make all cellular components from
external sources. The fluxes through the participating reactions in an EFM
can only be rescaled with one overall factor. We concluded that the use of an
additional EFM thus only adds one flux degree of freedom, so that experimental
data will show low complexity if few EFMs are used. We then proved the
extremum principle, stating that the number of flux-carrying EFMs in the
maximal growth rate solution is always bounded by the number of constraints
on enzyme expression. As a whole, this leads to the prediction that microbial
behaviour will show low complexity.
In the proof, we compared the costs and benefits of the different EFMs. To
be precise, we rescaled the EFMs such that the benefit of each EFM was equal:
they all give one unit of objective flux. If we have K constraints, we also have
K different costs for which we need to compare the different EFMs. We showed
that the optimal solution is a combination of up to K of these EFMs. This is in
accordance with the intuition that one EFM can be selected for each constraint
because it has a low cost with respect to this constraint.
To find the proof, we developed a framework using cost vectors. In Figure
2.1 we summarize how this framework allows us to study high-dimensional
metabolism in the few dimensions that actually matter: we can compare the
enzyme costs of all EFMs in the low-dimensional ‘constraint space’ defined by
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the limited enzyme pools. This perspective enables us to design experiments
that characterize the active biophysical constraints, as we will discuss in the
Results section.
Results
The metabolic complexity is typically very low
We called an EFM a minimal unit of metabolic complexity because the ratios
between the fluxes through all participating reactions are fixed, and none of its
reactions can be removed. Consequently, a microorganism that uses one EFM
can only change all reaction rates with the same factor. In other words, there is
only one regulatory degree of freedom, instead of many if all reaction rates could
have been tuned separately. In this case, flux values can be described by only
one straight line. This becomes more complex when the number of flux-carrying
(active) EFMs increases. Using this knowledge, the number of active EFMs can
be estimated from flux measurements.
We re-analysed data from carbon-limited chemostats and indeed observed
that uptake rates of glucose and oxygen could be described by a straight line
for a large range of growth rates, testimony of single EFM usage (Figure 2.2,
and SI Section 8 for more information). A possibility that we cannot exclude,
however, is that many EFMs are used, but that these EFMs all have the same
relation between growth rate, glucose uptake and oxygen uptake. On the other
hand, the experimentally measured linear growth laws between cellular building
blocks and growth [14], [15], [63], and the success of coarse-grained models [34],
[38], do provide some additional indications of the usage of a small number
of EFMs. A more definite proof could be found in two ways. First, if many
different reaction rates are measured in balanced growth across slightly different
environments, or second, if all internal fluxes in the cell are measured, and
complete knowledge of the stoichiometric network is available. However, to our
knowledge, currently available fluxome datasets were collected across mutants,
or across very different growth environments, making them unsuitable for our
purposes. For now, based on the available data, we cautiously argue that the
number of simultaneously active EFMs is typically very low, in the order of
1 to 3. That microorganisms would choose only a handful of EFMs out of
billions of alternatives is in accordance to our extremum principle, Theorem 1.
These alternatives are apparently not evolutionarily equivalent, and only a small




Figure 2.2: Proportionality of reaction rates and growth rates, shown by
many microorganisms, is an indication of low metabolic complexity. Meas-
ured uptake rates [69]–[74] were gathered from experiments in which growth rate was
varied in carbon-limited chemostats. For each species we normalized the measured
growth rate to the so-called critical growth rate: the growth rate at which the pro-
duction of overflow products starts. Uptake rates were normalized relative to the
uptake rate of the species at the critical growth rate. Up to the critical growth rate,
all microorganisms show a simple proportional relation between the growth rate and
uptake rates of glucose and oxygen. In Section 8 we explain why this proportionality
is an indication of the usage of only one EFM. After the critical growth rate, the
reaction rates are no longer proportional, a phenomenon called overflow metabolism.
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The extremum principle: the low number of biophysical
constraints causes low metabolic complexity
The extremum principle states: when the rate of a particular reaction in a meta-
bolic network is maximized, the number of flux-carrying EFMs is at most equal
to the number of constraints on enzyme concentrations that limit the objective
flux. In particular, the principle holds for the cell-synthesis reaction. Therefore,
if the number of active constraints is low, so is the number of active EFMs at
maximal growth rate. This is the basis of our finding that maximal growth rate
requires minimal metabolic complexity, and this extends the result that rates
are maximized by one EFM under a total protein constraint [53], [66]. This
earlier result could not explain –from a resource allocation perspective– datasets
in which several metabolic pathways are used, such as overflow metabolism,
metabolic switches, and the expression of unutilized proteins.
The extremum principle holds regardless of the complexity of the metabolic
network, i.e., of its kinetics and its structure. The metabolic complexity is
only determined by the number of active constraints; the kinetics and structure
subsequently determine which EFMs are optimal and selected by evolution -
as illustrated by in silico evolution of metabolic regulation towards only one
active EFM [75]. For this reason, also genome-scale metabolic models, which
contain all the annotated metabolic reactions that a microorganism’s genome
encodes [76], and even the ones that have been studied with different additional
resource constraints [39], [40], behave qualitatively similar to simplified core
models. Coarse-grained models can thus be used without loss of generality, which
greatly facilitates our understanding of metabolic behaviour.
Using the cost vector formalism that we used in the proof of Theorem 1, we
can study metabolism in the low-dimensional constraint space, instead of in the
high-dimensional flux space (see Figure 2.3). In the case of two constraints (also
illustrated in Figure 2.1), the extremum principle states that both constrained
enzyme pools can always be fully used with two cost vectors (EFMs), not more.
However, an EFM with a diagonal cost vector can make full use of both pools
on its own: hence, the number of EFMs that maximize flux can also be less
than the number of active constraints. Another instance in which only one
EFM is optimal, is when all cost vectors lie above or below the diagonal. In
this case, there is only one active constraint; the other pool does not limit the
total possible flux of the system under these conditions. We have derived the
necessary and sufficient conditions under which it is optimal to use EFMs in
mixtures (SI Section 5). Plotting the cost vectors for different internal metabolite




Figure 2.3: Illustration of the extremum principle. The extremum principle
states that the dimensionality of the solution space is determined by the number of
enzyme-expression constraints, rather than by the dimensionality of the metabolic
network. The constraints result from biophysical limits, e.g., limited solvent capacities
within cellular compartments. Our cost vector formalism, explained in Figure 2.1,
enables us to analyze metabolism in the low-dimensional constraint space, instead of
in the high-dimensional flux space that is normally used.
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affected by metabolite concentrations via enzyme kinetics (depicted by the
shaded areas in Figure 2.1). We show in Section 5 of the Supporting Information
that this metabolite-dependency makes it much more probable that less than K
EFMs are used in a system with K constraints, because internal concentrations
can be changed to make cost vectors diagonal.
The number of enzymatic constraints can be inferred from
experimental data: the extremum principle applied to over-
flow metabolism
A well-known phenomenon observed across microbes is overflow metabolism: the
apparently wasteful excretion of products. Examples are the aerobic production
of ethanol by yeasts (Crabtree effect), lactate by cancer cells (Warburg) or
acetate by Escherichia coli [34], [77], [78]. The onset of overflow metabolism
is generally studied as a function of growth rate (e.g., in chemostats where the
growth rate is set by the dilution rate of the culture). Before some critical growth
rate, cells fully respire, but when the growth rate is increased above some critical
value, respiratory flux decreases and the flux of overflow metabolism emerges.
According to our theory, an additional enzymatic constraint must have
become active at the critical growth rate (see Figure 2.2). Below the critical
growth rate, the respiratory flux is proportional to the growth rate, which is a
characteristic of single EFM usage (see SI Section 8). Above the critical growth
rate however, the decreasing respiratory flux and increasing overflow flux indicate
that at least two EFMs and therefore two constraints must be active. Indeed,
current models of overflow metabolism all use such an additional constraint,
but the biophysical nature of the first constraint (mostly an uptake constraint)
is often kept implicit. Many explanations of overflow metabolism therefore
appeared to have only one constraint, for example linked to total protein [34], or
membrane protein [42], but within our theory an optimal flux distribution with
two EFMs is only possible with at least two constraints.
We can gain more insight on overflow metabolism by applying the cost
vector formalism on a coarse-grained model (Figure 2.4 and SI Section 9). Note
however, that this model has an illustrative purpose only, to show that overflow
metabolism can be easily explained with two enzyme expression constraints.
We do not claim that the imposed constraints are the real constraints; for this,
experiments are needed, as we will explain later. The model includes a respiration
pathway and an acetate overflow branch. All steps include enzyme kinetics,




Figure 2.4: The cost vector formalism provides insight in how growth rate
maximization leads to overflow metabolism. a) A core model with two EFMs
that individually lead to cell synthesis (orange: respiration and blue: acetate overflow).
All considered reactions have an associated enzyme, whose activity depends on kinetic
parameters and the metabolite concentrations. We varied growth rate by changing the
external substrate concentration. Given this external condition, the growth rate was
optimized under two enzymatic constraints (limited cytosolic enzyme Σ ei,cyto ≤ 1
and limited membrane area etransport ≤ 0.3). b) The predicted substrate uptake
fluxes directed towards respiration and overflow are in qualitative agreement with the
experimental data (shown before in Figure 2.2) of several microorganisms scaled with
respect to the growth rate (µcrit) and uptake rate (qcrit) at the onset of overflow [34],
[77], [78]. c) The cost vectors (solid arrows) of the two EFMs before (left) and after
(right) the respirofermentative switch. The x-coordinate of the cost vectors denote
the fraction of the cytosolic volume that is needed to produce one unit objective flux
with the corresponding EFM. The y-coordinate shows the necessary fraction of the
available mebrane area. The position of the cost vectors are shown for the optimized
metabolite concentrations; the shaded regions show alternative positions of the cost
vectors at different enzyme and metabolite concentrations. The dashed vectors show
the usage of the EFMs in the optimal solution.
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total membrane protein. We model overflow metabolism as a function of the
glucose concentration, because even though experimentally the growth rate is
set by the dilution rate of the glucose-limited chemostat, growth rate always
correlates with the available glucose concentration. At low extracelullar glucose
concentrations, all cost vectors have high membrane costs and lie above or at best
at the diagonal (as the membrane constraint is on the y-axis): the membrane
pool limits substrate uptake and therefore favours efficient use of glucose via
respiration. Our core model predicts that, as extracellular glucose concentrations
increase, so does the saturation level of the glycolytic enzymes such that flux
can increase without a change in protein level. Consequently, across a large
range of external substrate concentrations pure respiration leads to maximal
growth rate by fully exploiting the two available enzyme pools. The membrane
constraint is however more growth-limiting, i.e., loosening this constraint will
give a larger growth rate benefit. At high glucose concentrations, transporters
are more saturated (cost vectors become shorter in the membrane direction)
and the respiration cost vector becomes below-diagonal: pure respiration will
leave the membrane protein pool underused, while the cytosolic pool limits
respiration. A better strategy is to respire less and make some of the cytosolic
pool available for another EFM that can exploit the underused membrane pool.
The net outcome is that a mixture of EFMs attains a higher growth rate than
either of the two EFMs alone.
We think that many published explanations of overflow metabolism are
unified by the extremum principle. The added value is not that it gives yet
another model that qualitatively captures overflow metabolism, but rather that
it explains why published models are successful by offering an overarching
theory. Indeed, we show in the SI Section 4 and, more elaborately, in Chapter 4
that explanations for overflow metabolism offered by other modeling methods,
imposing different constraints, such as coarse-grained whole cell models [34], [38]
and constraint-based genome-scale M-models [35]–[37], [79] are mathematically
all instances (or simplifications) of the exact same constrained optimization
problem that we study here. Their maximizers thus all follow the extremum
principle, and overflow metabolism must be the result of a second constraint that
becomes active. So-called ME-models [40] fall under a slightly different class of
mathematical problems, but the onset of overflow metabolism is still caused by an
additional active constraint. However, since the above explanations all capture
the phenomenon with different constraints and solve the same mathematical




The identity of the enzymatic constraints can be revealed
by experimental perturbations
We can predict the effect of experimental perturbations on metabolism with the
cost vector formalism. Examples of such perturbations are the expression of
non-functional proteins or the inhibition of enzymes, which can respectively be
interpreted as reducing a limited enzyme pool, or lengthening the cost vectors.
The effect of such perturbations on growth, when two EFMs are expressed, was
analysed in the cost vector formalism (see SI Sections 6 and 7 for the analysis).
In Figure 2.5a-d we predict the (qualitative) effect of reducing the accessible area
in constraint space for two cases (i) reduction of both enzyme pools by the same
amount; or (ii) reduction of only the first constrained pool. We subsequently
compare these predictions with the perturbation experiments carried out by
Basan et al. [34] (see SI for a mathematical analysis).
With this analysis, we suggest a broadly-applicable experimental approach for
validating likely growth-limiting constraints. Given a candidate constraint, the
theory suggests a perturbation of the size of the corresponding limited enzyme
pool, e.g., by the expression of a nonfunctional protein in this pool. Then, the
effect of this perturbation on the flux through the active EFMs can be compared
with the predictions, as in Figure 2.5. Now, we can validate or falsify whether
certain limited enzyme pools are truly growth-limiting. Alternatively, a specific
enzyme could be inhibited; this however introduces the risk of inhibiting some
EFMs more than others, leaving the results potentially uninterpretable.
The perturbation predictions can also be used to re-interpret published
experiments. For example, the overexpression of the unused protein LacZ
coincides with our predicted effect of an equal reduction of two enzyme pools
(Figure 2.5e). The cost of making the cytosolic protein LacZ thus takes up
an equal fraction of both constraints. We think this can be explained because
LacZ can be considered an average protein in terms of resource requirements.
Since metabolism was already tuned to optimally use both limited enzyme pools,
all EFMs will now require more of both limited enzyme pools to maintain the
growth rate (the cost vectors are lengthened). Therefore, the additional synthesis
costs reduce both constrained pools to a similar extent. As a consequence, this
analysis cannot decide on the biological interpretation of the constraints.
The addition of chloramphenicol is an example where our analysis does
indicate that one enzymatic pool is affected more than the other (Figure 2.5f)).
Chloramphenicol inhibits translation and the cell therefore needs a larger number
of ribosomes per unit flux. This again adds a cost for protein synthesis, thereby
reducing both pools. The dataset however shows that chloramphenicol has a
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Figure 2.5: Predictions and experimental results of the perturbation of the
size of limited enzyme pools during growth using a mixture of EFMs. In
the cost vector plots, panels a) and b), the red vector denotes the optimal solution
in the unperturbed organism. Upon experimental perturbation, the available area in
constraint space can change, indicated by the shaded grey areas. The green, blue, and
grey vectors show the new optimal solutions under increasingly strong perturbations.
The predicted effect on the flux through the acetate branch is shown in panels c and
d). a,c) Analysis of perturbations that tighten both protein pools with the same
amount shows that flux and growth rate will decrease proportionally, as observed
experimentally (e)) for the overexpression of LacZ on different carbon sources (data
from Basan et al. [34]). b,d) Perturbations that tighten an enzyme pool that is
mostly used by one EFM (here denoted by CO2) initially cause an increase in flux
through the other EFM in the mixture(Ac). Eventually, at stronger limitations, this
flux also decreases. f) This behaviour is observed, a.o., for translation inhibitor




more dominant effect on the first pool (x-axis) than on the second pool (y-axis).
Technically, this is because the inhibition of translation lengthens the cost vectors
of all EFMs in the x-direction to different extents. We study this case in SI
Section 7 and show that the effects are equivalent to the effects of resizing the
first enzyme pool. This means that the increased number of ribosomes has
an additional effect on the first pool, which could well be related to the large
cytosolic volume that the ribosomes take up. This suggests that one of the
constrained pools is the sum of cytosolic proteins.
Our kinetic, constraint-based approach provides novel bio-
logical insight
Under-utilization of enzymes appears to be in conflict with optimal resource
allocation. For example, Goel et al. [80] studied the switch of L. lactis from
mixed-acid fermentation to homolactic fermentation. Since they found constant
protein expression as a function of growth rate, they concluded that this metabolic
switch cannot be explained from protein cost considerations. However, in Figure
2.6a) we show that a kinetic model that incorporates different strengths of
product inhibition of ATP onto the fermentation pathways can lead to the
experimentally observed behaviour when protein allocation is optimized. In our
model, the saturation of homolactic fermentation enzymes rapidly increases with
growth rate, while the saturation of mixed acid fermentation enzymes decreases
slightly due to the increased product inhibition of ATP. As such, metabolic
flux can be reallocated without a change in protein allocation (we provide the
details in SI Section 10). Another example is the expression of large fractions
of under-utilized proteins by E. coli at low growth rates [81]. This is also in
agreement with optimal resource allocation when one considers the kinetics of
enzymes, such that their saturation with reactants is variable. In these two
examples, the underutilization of proteins is thus used as an indication that
microorganisms do not optimally allocate their resources. We here showed
that these supposed counterexamples can in fact be in agreement with optimal
resource allocation when one considers a kinetic model, thus including variable
metabolite concentrations and enzyme saturations.
In the presence of multiple carbon sources, microorganisms might consume
them simultaneously [82]–[84]. We confirmed experimentally that E. coli only
co-consumes carbon sources when this increases its growth rate (SI Section 12).
However, it is yet unclear why co-consumption can be favourable. Optimization
models have been made that show simultaneous substrate uptake [83], [84],
but the approach of Hermsen et al. [83] is mechanistic and does not provide a
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fundamental cause, and Beg et al. [84] state that “cells preferentially using the
more efficient carbon source would outgrow those that allow the simultaneous
utilization of other carbon sources”. Aidelberg et al. [82] state that single
objective optimization approaches cannot explain co-consumption. However,
we show that co-consuming EFMs (SI Section 11) exist that reduce resource
costs per unit growth rate, hence leading to higher growth rates. These new
EFMs exist when each substrate makes a different set of precursors (see Figure
2.6b) for an illustration). Consequently, co-consumption can become favourable
when reactions connecting a carbon source to a distant precursor are no longer
essential. Following this reasoning, one would expect the largest growth benefit
if substrates are co-consumed that enter the metabolic network far from each
other. Indeed we, as well as others [83], observed the largest growth benefit
when lower-glycolytic substrates are combined with upper-glycolytic substrates.
Some microbial strategies are seemingly growth rate reducing, such as the
anticipatory expression of stress proteins [78] and alternative nutrient transporters
[85], and the overcapacity of ribosomes [86]. That these strategies were still
selected by evolution is often ascribed to fitness benefits in dynamic conditions.
However, in our constraint-based approach these types of behaviours do not
have to be growth rate reducing. Some of the protein pools might not be
completely exploited, and the expression of proteins might then bring little or no
costs. For example, our analysis of overflow metabolism shows that one of the
constrained enzyme pools is underused at low growth rates. This underused pool
can accommodate proteins that might be favourable for future conditions. For
example, say that a microorganism faces a cytosolic and a membrane constraint,
but suppose that only the membrane constraint is active at low growth rates.
The unused cytosolic capacity can then be exploited for other purposes. The
sole activity of a membrane constraint at low growth rates indeed explains why
O’Brien et al. observed E. coli to have a ‘nutrient-limited’ [40] growth region at
slow growth.
Discussion
The extremum principle that we derived and illustrated in this work predicts the
evolutionary direction on a short timescale, dictating optimal enzyme expression
levels. At a given time, the extremum principle predicts that resources are
reallocated to the most efficient enzymes at the expense of others that are less
active per unit enzyme: evolution reduces the number of active EFMs. On




Figure 2.6: Under-utilization of enzymes and co-consumption can be under-
stood with our kinetic, constrained-based approach. a) Model simulations
of the metabolic switch of L. lactis are shown (dashed lines), along with experimental
data from [80]. The flux predictions for both pathways are expressed as a fraction
of the total flux through both pathways. Enzyme concentrations are normalized to
the concentrations at a growth rate of 0.15 and then log-scaled. The model repro-
duces the switch from mixed-acid to homolactic fermentation at constant enzyme
concentrations, because of its consideration of enzyme kinetics. Details of this model
are described in SI Section 10. To obtain a perfect fit with the data, a larger model
should be invoked, but this is beyond the scope of this paper. We emphasize that
protein concentrations can remain constant while pathway usage changes. b) An
example is shown of a metabolic network with EFMs that use either succinate or
xylose (orange and blue circles respectively), and an EFM (green circles) that uses
two carbon sources. Grey squares denote products that are essential for cell growth.
The co-consumption EFM can synthesize one cell component with succinate, and
the other with xylose. The reaction that connects the upper and lower parts of the
network therefore becomes inessential. This leads to a possible reduction in protein
costs and therefore to a growth rate advantage. We indeed measured a growth rate
increase by the co-consumption of succinate and xylose, as shown in the inset in
which different biological replicates are indicated with different points. Results of the
other combinations that were tested can be found in SI Section 12.
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thereby changing the phenotypic potential: evolution modifies the cost vectors.
In this new setting, the extremum principle will again predict minimal complexity,
although the EFMs that are selected and the flux through these EFMs may
have changed. Our theory predicts that a microorganism selected for maximal
growth rate will, in static conditions, only express a small number of EFMs
and therefore its metabolism is low-dimensional. This could very well be the
explanation of the simple linear relations that many experimentally measured
relations show [13]–[15]. This simplicity may also provide an explanation how
only a few number of metabolites or proteins ("master regulators" such as CcpA
or Crp) seem to regulate (central) metabolism [87].
The insight that the dimensionality of metabolism is bounded by the number
of active constraints is applicable to earlier modelling approaches that have used
resource allocation principles. Furthermore, we show that the same principles also
hold for nonlinear models that include enzyme kinetics and thereby metabolite
dependencies. The kinetic self-replicator model presented by Molenaar et al.
[38] for example, does not show mixed strategies, but an abrupt switch between
respiration and fermentation, testimony of a single active constraint. Indeed,
although a membrane protein constraint was included, the size of cells could be
freely adjusted to alleviate this constraint. In many studies with genome-scale
stoichiometric models, mixed strategies do occur. In all these studies the glucose
uptake flux was constrained (first constraint), in combination with some linear
combination of fluxes that reflects the (second) constraint that was the focus
of the study (solvent capacity, osmotic pressure [36], [88], proteome limits [34],
[35], membrane [41], [42]). Also in so-called ME (Metabolism and Expression)
models [40] and variants thereof [89], growth rate is fixed and nutrient uptake
is minimized. Again, overflow is observed in these models when an additional
constraint (total proteome) is hit.
Even though growth-rate maximization at constant conditions might at
times be a rather crude approximation of the selective pressure, we expect the
extremum principle to provide an ‘evolutionary arrow of time’. When conditions
change frequently, other aspects might come into play and fitness will be captured
by the mean growth rate over environments, i.e., the geometric growth rate [44].
Whether extremum principles hold for the maximization of geometric growth
rate is an open problem for future theoretical work.
Even in static conditions, our theory is based on the assumption that a
metabolic rate is maximized. In principle, this rate does not have to be the
cell-synthesis rate, but could be another metabolic reaction. This might for
example occur in case of specialization in multicellular organisms. However, we




this rate. Moreover, even microorganisms are not always optimally tuned, as
it was shown that titration of ArcA could increase the growth rate of E. coli
on glycolytic substrates significantly [90]. Indeed, the extremum principle does
not describe metabolism if no rate is maximized, and our theory thus does not
describe all suboptimal points in the fitness landscape. However, a principle that
characterizes the peaks and shows the direction of increase at every point in a
landscape, can still be of great guidance.
The success of constraint-based modeling methods suggests that indeed bio-
physical constraints shape microbial metabolism. However, most constraints
used in the literature are postulated and remain unvalidated. Also, the im-
posed constraints can often not be directly deduced from the physiology of the
microorganisms. Our theory suggests a mechanistic way forward for future
constraint-based modeling methods. Our theory suggests that a constraint
should be imposed for each cellular compartment with a limited solvent capacity
for proteins. Since the number of compartments in prokaryotes is generally
less than in eukaryotes, because they lack organelles, metabolic behaviour of
prokaryotes is generally simpler.
Large-scale kinetic models are not yet used to study optimal metabolism.
Growth rate maximization in such models quickly becomes computationally
infeasible, because all metabolite and enzyme concentrations have to be tuned.
Our results can offer some guidance in these large, nonlinear optimization
problems. Say there are K constraints in the model, the extremum principle
ensures that the optimum has to be found among conical combinations of K
EFMs. This fact was already exploited in the case of one constraint in a medium-
scale network [91]: EFMs could be optimized separately (which is a strictly
convex problem [21]) and the one with the highest growth rate was picked.
However, it is doubtful if this computational feasibility can be extended to
models with more constraints. With two constraints all pairs of EFMs should
already be considered and rate maximization in two EFMs under two constraints
is not convex anymore.
The extremum principle is a null hypothesis about the course of a particular
evolutionary process [92]. It has direct operational implications for evolutionary
engineering strategies, when increasing or decreasing the complexity of microbial
metabolism might be desired, for example in industrial biotechnology when
co-consumption of different sugars from biomass-hydrolysates is pursued, or if
prevention of overflow metabolism during heterologous protein production is
attempted. Perhaps, when the growth-limiting constraints for the microorganism
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Conclusion
Our theory suggests that metabolism has only a few operational degrees of
freedom. By shifting perspective on rate maximization from the entire metabolic
network to its representation in the cost vector formalism, we have reduced the
problem to its essential dimensions, equal to the number of growth-limiting bio-
physical constraints. Together with the extremum principle, this work provides a





SI: Theoretical derivations, mathematical proofs,
core models, and a co-consumption experiment
In this document all mathematical results are grouped and extensively described. In order to
provide a document that can be read and understood on its own, we will not only describe our
own results, but we will also describe and explain some of the prerequisite theory. This is also
the reason that some of the theory below appears both in the main text and in this appendix.
1 Elementary Flux Modes, enzymatic constraints, and cost
vectors
The structure of a metabolic network can be denoted by its stoichiometric matrix N . Each
column of this matrix denotes which metabolites are used (negative entries) and produced
(positive entries) in one reaction. In a metabolic network with m metabolites and r reactions
this results in an m×r-matrix. A steady-state flux vector v ∈ Rr must then be in the nullspace
of this matrix, and thus satisfy N · v = 0. Some reactions are reversible, but others are
modelled as irreversible, vj ≥ 0. However, by splitting all reversible reactions into a forward
and a backward reaction, we can consider networks with only irreversible reactions. From now
on, we will thus only consider irreversible reactions. This causes the feasible flux vectors to
form a polyhedral cone P (rather than a linear subspace) in so-called flux space [59].
For a flux vector, v ∈ Rr , its ‘support’ is the set of participating reactions R(v) = {j : vj 6=
0}. An elementary flux mode EFM = (V1, . . . Vr)T ∈ P minimizes the number of elements
in R(EFM). In other words, if there is a v′ ∈ P such that R(v′) ⊆ R(EFM) then we must
have v′ = αEFM for some α 6= 0. Another way of phrasing this is that none of the used
reactions can be set to zero in the EFM without violating the steady state condition.
Gagneur and Klamt showed that in any metabolic network, these EFMs coincide with the
extreme rays of the pointed polyhedral cone P [59]. This implies that in a metabolic network
every steady state flux vector v can be written as a conical combination of the EFMs [59]:
v = λ1EFM1 + . . .+ λFEFMF , where λi ≥ 0, (2.10)
where the multiplication factors λi denote how much the ith EFM is used and F denotes
the total number of EFMs in the network. Note that, although the Elementary Flux Modes
are constant vectors defined by stoichiometry, the λi-factors are variable and dependent on
metabolite concentrations. We will make this dependence more precise in 5. Equation (2.10)
shows that EFMs are the basic building blocks of steady state metabolism.
EFMs are defined up to a constant: if v is an EFM, than so is αv for any α ∈ R. This
has two important consequences. First, the ratio between flux entries in an EFM are fixed,
and second, we may scale one entry of an EFM to 1. We will consider optimisation of some
objective flux vr at steady state. Therefore, we only need to consider those EFMs which have
a nonzero rth flux value. Without loss of generality, we can make this the last entry in the
vector, and will scale the objective flux to 1 throughout this work, and will denote the ith
EFM by EFM i = (V i1 , . . . , V ir−1, 1)T ∈ Rr , with all V ij uniquely determined by stoichiometry.
Since the V ir factors are all equal to one, the λi factors in (2.10) may now be reinterpreted as
the objective flux that EFM i is contributing.
Individual metabolic reactions in the network are assumed to be catalyzed by enzymes,
and reaction rates generally are well described by vj = kcat,jejfj(x), where ej denotes the
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Figure S2.1: Cost vectors in the space of constraints. A cost vector denotes the
fractions of the two limited enzyme pools that are needed to produce one unit of
objective flux through this EFM. The objective flux is optimized by taking a sum
of multiples λ1d1 + · · · + λmdM without leaving the box of constraints and while
maximizing the sum of these multiples λ1 + · · ·+ λm. The optimal use of the EFMs
is here indicated by the dashed lines.
concentration of enzyme j, and fj(x) denotes the reaction kinetics [43]. We will assume this
type of dependence throughout the SI, and assume that each enzyme catalyzes one reaction.
In some situations, we will distinguish between external concentrations xE (which are assumed
to be parameters), and internal concentrations xI (which may be varied, for instance to obtain
a maximal objective flux).
As we argued in the main text, the expression of enzymes will be subject to biophysical








j ej ≤ 1 for k ∈ {1, . . . ,K}.
The cost vectors: a low-dimensional view at metabolism
Given K constraints, we can, for each EFM, calculate the cost per constraint for making one
unit objective flux. These K costs turn out to comprise all relevant information for growth
rate optimisation. Therefore, we will here define the cost vectors that have these costs as their
entries. We will use the cost vectors to study metabolism in low-dimensional constraint space
throughout this paper.
As discussed above, we can rescale each EFM such that it is a vector of the form EFM i =
(V i1 , . . . , V ir−1, 1)T ∈ Rr . To produce one unit objective flux, we thus need a flux of V ij through








where eij denotes the necessary concentration of enzyme j for one unit objective flux through
EFM i. We can then define the cost vector di(x) for the ith EFM, with components given by


















Because enzyme kinetics determine the enzyme concentrations and thereby the enzymatic
costs, it is unlikely that several EFMs have exactly the same costs. Different EFMs use at least
one different enzyme, and it is highly improbable that the necessary concentrations of these
different enzymes are exactly the same real number. If one of these non-overlapping enzymes
is part of a constrained pool, the EFMs will thus have different costs.1 If, however, none of
the non-overlapping enzymes are part of the constrained pools, several EFMs can indeed have
the same costs. To deal with this case we introduce the notion of equivalent EFMs.
Definition 2. Given a set of constraints, C(1)Σ , . . . , C
(K)
Σ , two EFMs, EFM
1,EFM2, are
called equivalent with respect to the constraints if their associated cost vectors are equal:
d1(x) = d2(x).
The definition of the cost vectors is illustrated in Figure S2.1.
2 Elementary Flux Modes are the optimal building blocks
of metabolism
We here state the main result of this study, the extremum principle. Let us consider a metabolic
network characterized by stoichiometry matrix N . We ask which vector v in the steady state
flux cone P maximizes a given objective flux vr under a given set of K enzymatic constraints.
Theorem 3. Consider a metabolic network characterized by N . Let vr be an objective flux,








j ej ≤ 1 for k ∈ {1, . . . ,K}.
Then, at most K non-equivalent Elementary Flux Modes are used in the optimal solution.
Proof. The proof is shown in the main text.
We think that the case where several EFMs are equivalent is not very common in biology.
First, the constraints on enzyme expression are due to biophysical limits and we expect these
1In modelling methods that do not include kinetic information, such as FBA, it is quite
likely for two EFMs to have the same costs. The optimal solutions in these modelling methods
are therefore often multi-dimensional subspaces.
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to act on many enzymes together. This reduces the chance of having several EFMs that use
exactly the same enzymes within the constrained pool of enzymes. Second, even if several
EFMs would use the same enzymes, then the enzyme costs depend on the enzyme saturations,
and these depend on the optimal metabolite concentrations. These optimal concentrations
depend on the rest of metabolism, such that the non-overlapping part of the EFMs can still
influence the enzyme costs. For these two reasons, we will assume in the rest of this work that
EFMs are generally not equivalent.
The following corollary can be used to find out how many constraints are active when we
observe a certain number of active EFMs. It is the contrapositive of Theorem 3 and therefore
mathematically equivalent. The reason that it is stated separately is the difference in biological
applicability: the theorem is a predictive statement while the corollary is descriptive.
Corollary 4. If a flux vr is optimized and M elementary flux modes are used, then at least
M linear enzymatic constraints must be active.
3 The generality of enzyme constraints
Recall that we model growth optimisation as the maximisation of the cell synthesis flux
(vr). We assume that all reactions are catalyzed by an enzyme and that the reaction rate is
proportional to the enzyme concentration (as long as the metabolite concentrations in the
cell are kept constant), i.e. vi = kcat,ieifi(x). Let us now pick a certain steady state flux
distribution that leads to cell growth: (v1, . . . , vr). If the growth rate is limited, this means
that there is a maximal value for vr. However, without enzyme-concentration constraints, we
could always increase the flux by adding enzymes in the right proportions: ( v1
f1(x)
, . . . , vr
fr(x)
).
The fact that the growth rate is not infinite therefore either shows that enzyme constraints
must be active, or that we are in some limit where vi = kcat,ieifi(x) is no longer true. This
last possibility cannot be excluded, but we expect the enzyme constraints to have a more
dominant effect.
Other growth-limiting constraints that have been studied, such as a limited solvent capacity
of the (mitochondrial) membrane or the cytosol can generally be viewed as protein-concentration
constraints. A limited membrane area results in a constrained pool of membrane proteins:∑
i|ei=membrane
wiei ≤ C,
where wi is the needed membrane area for one mol of the ith membrane protein and C is the
membrane area per cell volume.
Cytosolic volume can be written as∑
i|ei=cytosol
wiei ≤ C,





4 Most models of mixed behaviour are instances of the
extremum principle
In this section we show that most existing modeling methods can be seen as an instance of the
optimization problem that we studied here. We later elaborated on this conclusion in a review
paper, see Chapter 4. This means that the optimal solutions are described by the extremum
principle: the number of flux-carrying EFMs is bounded by the number of active constraints.
We here divide the existing models into the following classes:
1. Genome-scale, classical FBA-models with only fluxes as variables and flux
constraints. These models omit enzyme kinetics and metabolite concentrations. When
all reversible reactions are split into two irreversible reactions (as we have done before,
2), the steady-state assumption leads to a flux cone. This cone has extreme rays which
are the Elementary Flux Modes of the metabolic network [59]. Under one flux constraint,
this cone can become a bounded polyhedron. It follows from linear programming that
an objective, which in this context is a weighted sum of fluxes, will be maximised in a
vertex of the polyhedron, i.e. the flux is maximised in an EFM [53]. The addition of a
new constraint will intersect the polyhedron to create a new polyhedron, with a new
set of vertices. This set will contain some of the old vertices, as well as new vertices
which are convex combinations of the old vertices. These new vertices are thus convex
combinations of two EFMs. If the objective flux is maximal in such a new vertex, then
two constraints are active. If however, the objective is optimised in an old vertex, then
only one constraint is active and one EFM will be used. In any case, the number of
active EFMs is bounded by the number of active constraints.
2. Genome-scale and coarse-grained FBA-models with fluxes as variables and
enzyme-concentration constraints [34], [36], [37], [79]. The enzyme-concentration
constraints can, at fixed metabolite concentrations and under the assumption that
vi = kcat,ieifi(x), be transformed into linear flux constraints. Then we can treat this
class of models similar to the models in class 1.
3. Coarse-grained kinetic models [38]. These models obey the extremum principle,
provided that, when we set the metabolite concentrations to their optimal values, the
resulting optimisation problem (either in flux or enzyme space) is a linear program.
4. ME-models with enzyme concentrations as variables and enzyme concentra-
tion constraints. Strictly speaking, ME-models do not fall under the class of models
that obey the extremum principle. However, a similar principle exists for flux modes
associated with ME-models, an unpublished finding by ourselves.
5 ‘Unfixing’ the metabolite concentrations
Fixing the metabolite concentrations to an arbitrary x0 is a subtle step in the proof, since
the outcome of the optimisation procedure depends on the choice of x0. Because of the
fixed concentrations, the only quantities that influence the cell’s metabolism are the enzyme
concentrations. These can then be easily optimized. Although considering fixed concentrations
helps in the proof, in biological applications we would often like to know how changing a
specific external concentration influences a cell’s optimal choice. For example, in a yeast cell
growing on glucose we know that the cell has different strategies corresponding to different
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external glucose concentrations. It will use the efficient respiration strategy at low glucose
levels, while it uses a combination of respiration and fermentation at higher levels.
As was argued in the proof of Theorem 3, we may rewrite the optimisation problem so










This means that the general picture will always be as in S2.1, but that the cost vectors can be
adjusted by the metabolite concentrations x, see the shaded areas in S2.2. It is important to
note that x consists of the concentrations of all metabolites that affect the metabolism in the
network. As mentioned before, these can be divided into two groups: an external metabolite
group xE which can not be controlled by the cell and an internal metabolite group xI which
can be adjusted. The external concentrations are part of the optimization problem, while xI
is part of the solution.
Using the cost vector formalism, we can provide some insight into how the metabolite
concentrations affect the arrows. Recall that maximizing the objective flux is equivalent to
fitting the largest sum of multiples of cost vectors in the box of constraints. An important
point to note is that a solution using K elementary flux modes in the case of K constraints is
not as probable as one might suspect. There are two reasons for this.
First, internal metabolite concentrations xI may be adjusted to use one EFM which
satisfies more than one constraint simultaneously. In S2.1 this means that the cost vector of
one EFM is pointed exactly diagonally, such as the red arrow. In the overflow metabolism
examples, the diagonal arrow is the respiration cost vector. To what extent cost vectors can
be adjusted by internal concentrations to become diagonal is largely dependent on the enzyme
kinetics of the network.
Second, it could be suboptimal or not feasible to satisfy some constraint with equality. In
this case there are K − 1 active constraints and a maximum of K − 1 Elementary Flux Modes
will thus be chosen for any internal metabolite concentration. A cell will only start using
an extra EFM when this new EFM can provide more flux by hitting the currently inactive
constraint. This means that the enzyme usage of the currently active constraints per unit flux
must be lower for the new EFM than for the current combination of EFMs. Otherwise, it is
better not to hit the last constraint at all and keep using the K − 1 EFMs.
What should be clear from the above discussion is that a mixed strategy is a very
special situation in metabolism. The observation of a mixed strategy therefore provides much
information about the number of constraints that act on the system. In the case of 2 EFMs we
can summarize this in the following conditions, which we prove to be necessary and sufficient
in Theorem 8. The conditions are illustrated in S2.2.
A cell that optimizes an objective flux uses a mixture of EFMs if and only if
1) there are at least two enzymatic constraints,
2) EFMs with off-diagonal cost vectors exist in the direction of both constraints,
3) each constraint has a different EFM that uses the smallest fraction of the corres-
ponding enzyme pool,
4) it is not feasible to hit both constraints with a diagonal EFM for which the cost
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Neither of the EFMs has








































Figure S2.2: We distinguish four necessary and sufficient conditions for a mixture of
EFMs to be optimal. The black line and blue shaded region in the left upper plot
indicates the feasible cost vector positions at different internal concentrations. These
positions were left out for the other cost vectors for simplicity, only the optimal cost
vectors are shown there.
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Before we prove this in a theorem we need some preparation in the form of a definition
and two lemmas.
Definition 3. Let two cost vectors d1 and d2 satisfy d11 ≤ d12, and d21 ≥ d22. They are said to
be in a mixable position if d11 > d21 and d12 < d12.
In many of the results that follow, the optimisation problem as phrased in the previous
theorem, but now involving only two cost vectors, will be studied. For future reference, we











is the cost vector matrix.
Lemma 5. Consider two cost vectors d1(x), d2(x) in mixable position, and consider Problem
(2.12). Then the optimal solution will satisfy D · λ = [1, 1]ᵀ.
Proof. Let us say, for a contradiction that this is not true. Assume without loss of generality
that D · λopt = [1, 1− c]ᵀ. But then there is only one active constraint so only one EFM will
be used in the optimal solution, let us say λopt1 d1 = [1, 1− c]ᵀ. This means that d11 > d12 and
since the vectors are in mixable position we know that d21 ≤ d22, d21 < d11, d22 > d12.
We can now find a better solution by combining the cost vectors. Choose ε = c2(d22−d12)
.
Then consider the combination (λopt1 − ε)d1 + εd2. We have
(λopt1 − ε)d
1
























We thus hit none of the constraints while we obtain the same objective value (λopt1 − ε) + ε =
λopt1 . Therefore we can increase either λ1 or λ2 which will give a higher objective value, in
contradiction with the assumption that λopt1 was the maximum.
Lemma 6. Consider Problem (2.12), and choose metabolite concentrations x. Assume that





, where β is the

















for suitable t, β. (2.13)
Proof. We suppress the dependence on x in the notation, as x is fixed throughout. Because
the vectors are in mixable position, D is invertible, and Lemma 5 tells us that the optimal
λ for these metabolite concentrations satisfies D · λopt = [d1,d2] · λopt = [1, 1]ᵀ. Let t
and β be chosen such that the convex combination of d1 and d2 lies on the diagonal, i.e.,

































This Lemma gives a very useful way to compare different pairs of EFMs in the constraint
box. For each pair in mixable position, we determine the point where the convex combination
of the pair intersects the diagonal. The pair of vectors whose intersection point lies closest to
the origin has highest sum of λ’s, and gives rise to the highest flux.
Corollary 7. A diagonal cost vector will give rise to a higher objective flux than a combination
of two off-diagonal cost vectors if and only if the diagonal cost vector is contained in the
triangle spanned by the off-diagonal vectors.
Theorem 8. Consider Problem (2.12) for any number of cost vectors. The global maximum
will have at least two nonzero λ’s, say λ1, λ2 > 0, if and only if




j ej ≤ 1 and∑r
j=1 C
(2)
j ej ≤ 1, where the vectors C(1) and C(2) are linearly independent,




3. each constraint has a different EFM with the smallest component in the direction of







4. we can not find an EFM with a diagonal cost vector dp such that dp = λidi + λjdj ,
with λi + λj ≤ 1.
Proof. We can prove the ‘only if’ part of this theorem by its contrapositive. Let us for each
condition assume that it is not satisfied and show that this will result in the usage of fewer
than 2 EFMs.
1. If there are no two constraints, Theorem 3 tells us that at most one EFM will be used,
so only one λ will be nonzero.
2. A combination of two EFMs will give a total objective flux of λi + λj , while it should
satisfy λidi1 + λjd
j
1 ≤ 1 and λidi2 + λjd
j
2 ≤ 1. Let us say, without loss of generality,
that there is no off-diagonal cost vector for the first constraint, which means that for all
EFMs we have di1 ≥ di2. If both vectors are diagonal, the global maximum will only use
the shortest vector (except for the negligible situation in which both diagonal vectors
have the same length). So, let us assume that one of the vectors is off-diagonal di1 < di2,
because two diagonal vectors will never partake in a mixture of EFMs. Then the second










But then there is in fact only one active constraint and Theorem 3 thus tells us that
only one EFM will be used.
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3. Let us say, without loss of generality, that EFM i has the off-diagonal cost vector for
















for both constraints. The feasible flux by using only EFM i can therefore be larger
than λi + λj and only λi will be greater than zero in the optimum.
4. If there was a diagonal cost vector in the triangle spanned by the off-diagonal cost vectors
then the corresponding EFM would give rise to a higher flux than the combination of
the off-diagonals by Lemma 6.
The ‘if’-part of the theory remains. Assume for a contradiction that a pure EFM, EFMp is
used in the optimal solution. We know that there are two constraints, so this EFM could either
hit both of these constraints or only hit one. In the first case, this EFM has a diagonal cost
vector, but by conditions 2 and 4 there are then also two off-diagonal cost vectors that span
a triangle which does not contain the diagonal cost vector. By Lemma 6, we know that this
combination could then produce a higher flux than the pure EFM. In the case that the EFM
hits only one constraint, say the first, the EFM has an off-diagonal cost vector, i.e. dp1 > d
p
2.
Pure usage of this EFM will not hit the second constraint, λpdp2 < 1. Conditions 2 and 3
imply that there is another EFM, EFM i in mixable position with EFMp. Pure usage of this
ith EFM will not hit the first constraint, but Lemma 5 states that the maximum with these
cost vectors will hit both constraints. Therefore, the maximum must have λi, λp > 0. This
completes the proof.
6 The effect of tightening the constraints
An experimental perturbation can often be explained as affecting the constrained enzyme
pools. Either one of the constrained enzyme pools is tightened, or the cost with respect to
one of the enzyme pools for an EFM to make one unit flux is increased. These two types
of perturbations are mathematically equivalent, so that from now on we will focus on the
tightening of constraints. The situation in which the costs for one EFM is increased more than
the cost for the other EFM will be discussed in 7. Here we show how different perturbations
affect the gradual transition from usage of one EFM to a combination of two EFMs (as in
overflow metabolism).
First we define the exact point of transition between one and two EFMs in the optimum.
Definition 4. Consider Problem (2.12) and call the optimal flux solutions at certain envir-
onmental conditions λopt(xE). The critical conditions are external environmental conditions
xEcr ∈ Re, for which there is a continuous map p(τ) : [−1, 1]→ Re with p(0) = xEcr and such
that
λopt2 (p(τ)) = 0 for τ ≤ 0,
λopt1 (p(τ)), λ
opt
2 (p(τ)) > 0 for τ > 0.
Moreover, we define gradual critical conditions if λopt(p(τ)) depend continuously on τ .
Tightening the constraint that limits the active EFM (let us call it the first constraint)




This is proven in full generality for any flux-maximising metabolic network in Subsection 6
below. Tightening the other constraint will, however, delay the switch. In many experiments
these ‘critical conditions’ correspond to a concentration of a growth-limiting substrate. This
critical concentration at the switch will decrease (resp. increase) if the first (resp. second)
constraint is tightened. Therefore this is the first quantitative marker that can be used to
determine which enzyme pool is affected most by the perturbation.
At non-critical environmental conditions we can still draw some conclusions. If both
constrained enzyme pools are tightened equally by the experimental perturbation, we know
exactly what happens to points on the flux-versus-growth rate plot. A growth-maximising
micro-organism will keep the same ratio of its fluxes versus its growth rate, although both
decrease due to the perturbation, see Theorem 13.
It is more difficult to understand fully what happens when we are at non-critical conditions
and the perturbation affects one pool more than the other. However, note that biological data
is often well-described by models in which enzyme saturations are kept fixed. This is equivalent
to the assumption that internal metabolite concentrations vary only mildly over different
growth conditions. Fixing these saturations would for example give rise to straight acetate
excretion lines in overflow metabolism, exactly as found in the literature [34]. We therefore
use this assumption to make a qualitative prediction of how experimental perturbations affect
points on the fermentation flux curve, while further environmental conditions are kept fixed.
Tightening the constraint that bounds respiration most (the first constraint) will decrease the
growth rate more than it will decrease the fermentation flux. Tightening the other constraint
will decrease fermentation more than the growth rate, and tightening both constraints equally
will decrease fermentation and growth rate proportionally. We give the details in Subsection 6.
The critical substrate concentrations are affected differently for tight-
ening the different constraints
In the next Theorem we will focus on the metabolic switch from a pure strategy to a mixed
strategy. We pick the exact environmental conditions at which the microorganism switches
from one to two EFMs, see Definition 4, and then tighten one of the constraints. Tightening
the constraint that bounds the active EFM more than the inactive EFM (in the overflow
metabolism examples this is the first constraint) will force the organism to choose the mixed
strategy already at these conditions. Tightening the other constraint will postpone the mixing
of EFMs.












d1(xE ,xI), d2(xE ,xI)
]
is the cost vector matrix. Assume that the cost vectors
are in mixable position, that xE is such that the global maximum has λ2 = 0 and additionally










with ν > 0 has a global maximum at λ2 > 0.
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Proof. For given external conditions xE we have a set of optimal internal concentrations xI
and an optimal set of fluxes λ. Let us call the initial external concentrations xE0 and the
corresponding optima xI0 and λ(x0). We will keep xE0 fixed throughout, and are interested in





= 0 for i ∈ I.
To exploit our knowledge about this zero derivative, we must use that the two-component
cost vectors d1,d2 depend smoothly on all internal metabolite concentrations (x1, . . . xn) in a
neighbourhood of xI0. The dependence on x in the cost vectors appears in the rate kinetics
functions fj(x). Since these depend smoothly on x, so do the cost vectors.









Using that d1 is a diagonal vector, we find for i ∈ I that
0 = d
dxi





























for a suitable nonzero c ∈ R. We conclude therefore that the derivative of the first cost vector
with respect to all possible changes in the internal metabolite concentrations points in the
direction of the second cost vector, see S2.3.
Expanding d11 around x0,
d11(x) = d11(x0) +
[




(x− x0) · (H(d11)(x0) · (x− x0))
]


















Using (2.16), and setting x = x0 + δx, with δxE = 0 (i.e, we only vary the internal concentra-
tions), we get








δx · (H(d1)(x0) · δx)
]
+ · · · , (2.19)




















Equation (2.19) describes the feasible positions of the first cost vector under different internal
metabolite concentrations.
Let us now consider the new maximisation problem, given by Equation (2.15). This gives
a new diagonal for the constraint box s[1− ν, 1]T with s ∈ [0, 1]. Note that the generalisations
of Definition 3 and Lemmas 5 and 6 remain valid, because we can simply rescale the new
constraints and cost vectors to get the unit box again. There are now two options for the
new maximum of λ1 + λ2, either λ2 = 0 or λ2 > 0. According to Theorem 8 the first option
(λ2 = 0) will only be optimal if there is a new set of metabolite concentrations for which d1
is on the new diagonal. Therefore we distinguish two strategies to find a global optimum: 1)
adjust the metabolite concentrations such that the first cost vector will be on the new diagonal
and 2) take a combination of the cost vectors to end up on the new diagonal. For option 2) we
at least know one feasible combination of cost vector positions, which are the old positions
d1(x0) and d2(x0). The intersection of this combination of two cost vectors with the new
diagonal will be along the line
d1(x0) +m(d2(x0)− d1(x0)) m ∈ [0, 1]. (2.20)
Option 1) is a little bit more complicated because it involves the Hessian H(d1). It was recently





are strictly convex in the
optimum [21]. The cost vectors d1(x) and d2(x) have exactly this form. Therefore, for each
component of the cost vector, the Hessian is strictly positive definite: δx · (H(d1k)(x0) · δx) > 0.
We will now use this result to prove that the intersection obtained by option 1) is always
further from the origin than the intersection obtained by option 2), thereby proving that the
new global maximum will have λ2 > 0. In order to do this we define a linear map ω that
assigns a real number to the cost vector d1(x). This number is equal to the length of the




























for which it is only important that v and w are positive. This is true because the vectors are
in mixable position. This linear map is equal-valued for all the points on the line between the















= vd11(x0) + wd12(x0). (2.22)












δx · (H(d1)(x0) · δx)
]
+ · · · ,
= vd11(x0) + wd12(x0) +
[
δx · (H(vd11 + wd12)(x0) · δx)
]
+ · · · .
Since v, w > 0, the function vd11(x) + wd12(x) is still strictly convex near its optimum and it
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This strict convexity means that the extra term (δx · (H(vd11 + wd12)(x0) · δx)) is positive, so











To be able to determine which of the two strategies, with λ2 = 0 or λ2 > 0 yields higher fitness,
we invoke Corollary 7 and study the points of intersection with the new diagonal [1− ν, 1]ᵀ.
The strategy with intersection closest to the origin then yields highest flux. The intersection
point of a strategy with value λ2 = λ∗2 is s[1 − ν, 1]ᵀ for a suitable s > 0, and the s-value
indicated by sλ2=λ∗2 .
We can now easily show that sλ2>0 > sλ2=0, so that we will have λ2 > 0 in the global
maximum for the new maximisation problem. This follows from
















= sλ2>0 ((1− ν)v + w) ,
so that sλ2=0 > sλ2>0. Combined with Lemma 6 this implies that tightening the first
constraint will lead to a combination at environmental conditions where a pure strategy was
first used.
Corollary 10. Assume that we choose the gradual critical environmental conditions (following
Definition 4). Experimentally tightening the constraint that limits the active EFM will force
the microorganism to mix EFMs already at these conditions.
Proof. According to the proof of Theorem 3, a growth maximising wildtype microorganism












d1(xE ,xI) d2(xE ,xI)
]
is the cost vector matrix. The definition of gradual
critical conditions (Definition 4) states that there is a path p(τ) with p(0) = xEcr that leads
from pure EFM usage λ2 = 0 to mixed EFM usage λ2 > 0. We will here prove that we are
then in the situation to which Theorem 9 applies.
We start by showing that the optimal internal concentration xI for vectors in mixable


































Figure S2.3: A visualisation of the proof of Theorem 9. At the critical environmental
conditions, the derivative of cost vector d1(x) with respect to the metabolite con-
centrations is in the direction of d2(x). Moreover, the curve of feasible positions
for d1(x) lies completely outside the triangle spanned by the two cost vectors. This
means that upon tightening of the first constraint, and thereby changing the diagonal
of the constraint box, a mixture of EFMs will give rise to a higher flux than pure use
of the red EFM.
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these optima are calculated by setting the derivatives to zero of the objective function λ1 + λ2
with respect to all internal concentrations. By Lemma 6 we know that this is equivalent to
setting the derivatives of β(xE ,xI) to zero, where β is determined by t(xE ,xI)d1(xE ,xI) +
(1− t(xE ,xI))d2(xE ,xI) = [β(xE ,xI), β(xE ,xI)]T . In the optimum we have
∇xIβ(x
E ,xI) = 0. (2.25)
We can now apply the Implicit Function Theorem (IFT) if the Hessian H(td1 + (1− t))d2)
is invertible. Since the Hessian is positive definite [21], it is also invertible. The IFT then
states that there are continuous differentiable functions around the optimum that describe the
optimal internal concentrations as a function of the external concentrations, xI(xE).
Since the cost vectors are smooth functions of the internal and external concentrations, we
may define a continuously differentiable map d̄ of τ by setting
d̄(τ) := d(p(τ),xI(p(τ))).
We also know that for all τ > 0 we have a mixed strategy, i.e. λ2 > 0, λ1 > 0. This will
only be optimal when the vectors are in mixable position (Theorem 8). Since the vectors in
mixable position form a set in R2. Since the continuous map d̄(τ) maps the open interval
(0, 1) in this closed set, we know that it will map the limit point τ = 0 into this set or its
boundary. The boundary of the set consists of those combinations of vectors for which d11 = d21
or d12 = d22. In that case, there will be no global optimum, so that the assumption of gradual
critical environmental conditions would be violated. Hence, the vectors at τ = 0 must still be
in mixable position.
Since the objective function λ1 + λ2 is also a continuous differentiable function of the
concentrations, these will also vary smoothly with xE . This gives us a continuous differentiable
map (λ1 + λ2)(p(τ)) from the path p.
For all τ > 0 we know that (λ1+λ2)(p(τ)) is the optimal flux value, and ∇xI (λ1 + λ2)|τ>0 =
0. So, the continuous map ∇xI (λ1 + λ2)(τ) = 0 is zero throughout the open interval (0, 1),
but therefore also has to be zero on the limit point.
We conclude that at τ = 0, the cost vectors are in mixable position, λ2 = 0 is a global
optimum (by definition of critical), and ∇xI (λ1 + λ2)|τ=0 = 0. We therefore are in the exact
situation to which Theorem 9 applies. Experimentally tightening the constraint that inhibits
the active EFM λ1 most is now equivalent to changing the constraint in the maximisation





. The theorem now tells us that the new global optimum
will have λ2 > 0 and therefore the microorganism will mix EFMs already at these, formerly
critical, conditions.
The effect of perturbations on points in the flux versus growth rate
plane
Theorem 11. Consider the maximisation problem as in Equation (2.14) at fixed external
xE0 and internal xI0 metabolite concentrations and assume that we have two cost vectors in
mixable position. We consider the situation in which we tighten the first constraint, i.e. we













for ν ∈ [0, 1]. Then the flux through the second EFM versus growth rate (µ = λ1 + λ2) at

































Proof. We have two vectors in mixable position, so Lemma 5 states that the flux λ is described



























−d12 + d11 + νd12
]
Note that we must have nonnegative fluxes λi > 0. This constrains the values of ν in which a
combination of the EFMs will be chosen:


















the vectors are not in mixable position anymore, so that the optimal solution





































The following theorem is proved in an identical fashion.
Theorem 12. Consider the maximisation problem as in Equation (2.14) at fixed external
xE0 and internal xI0 metabolite concentrations and assume that we have two cost vectors in
mixable position. We consider the situation in which we tighten the second constraint, i.e. we










for ν ∈ [0, 1]. Then the flux through the second EFM versus growth rate (µ = λ1 + λ2) at
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Theorem 13. Consider the maximisation problem as in Equation (2.14) at fixed external xE0
but arbitrary internal xI metabolite concentrations and assume that we have two cost vectors
in mixable position. We consider the situation in which we tighten both constraints, i.e. we










for different values of ν ∈ [0, 1]. Then the flux through the second EFM versus growth rate




((d11−d12 +d22−d21)(1−ν), (d11−d12)(1−ν)) for 0 ≤ ν ≤ 1. (2.29)
Proof. Note that we can not just copy the proof of Theorem 11 because this theorem makes a
stronger statement. The internal concentrations are not fixed, such that the cost vectors can,
in principle, adapt to the experimental perturbations. We will show however, that the optimal
solutions at all ν will have the same internal concentrations.
We have two vectors in mixable position, so Lemma 5 states that the flux λ is described























(d22 − d21)(1− ν)
(d11 − d12)(1− ν)
]
, (2.30)
but note that the cost vector components dji are still dependent on the internal metabolite
concentrations xI . We therefore want to maximize the sum of fluxes
O(x) = λ1 + λ2 =
1
det(D)
(d11(x)− d12(x) + d22(x)− d21(x))(1− ν)
over all x. In the optimum all derivatives of this objective function with respect to xI must be
zero, but it is easy to see that this is independent of the value of ν:




d11(x)− d12(x) + d22(x)− d21(x)
))
= 0.
Therefore, the vector of internal concentrations xI0 that was optimal at ν = 0 will also be the
maximum for all other values of ν. The cost vector components will therefore not change and
Equation (2.30) shows us that all fluxes, and therefore also µ, scale with 1− ν.
The results from Theorem 11, 12 and 13 are summarized in S2.4. The following corollary
is a biological interpretation of these Theorems, and is summarized in S2.5.
Corollary 14. Consider a growth maximising wildtype microorganism that shows a metabolic
shift from one EFM to two EFMs when the growth rate is increased. The biomass flux through
the added EFM can be plotted against the growth rate. A point on this line (µWT , λ2,WT ) is
associated to a vector of metabolite concentrations x. If these metabolite concentrations are
kept fixed while the constrained enzyme pools are experimentally tightened, this will affect the
coordinates of the point in the following way.
1. tightening the first constraint will increase the ratio (λ2
µ





























Figure S2.4: Illustration of the conclusions from Theorems 11, 12 and 13. Tightening
different constraints will have different effects on the growth rate µ and the flux
through one of the EFMs, such that we could in principle infer from data which
constraint was affected most.
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2. tightening the second constraint will decrease the ratio (λ2
µ
) to zero
3. tightening both constraints proportionally will keep the ratio (λ2
µ
) constant while the
growth rate is decreased to zero
Proof. According to the proof of Theorem 3 a growth maximising microorganism will solve the
maximisation problem of Equation (2.12). After the metabolic shift to two EFMs Theorem 8
states that the cost vectors must be in mixable positions. We can then plot the flux through
the second EFM λ2 versus the growth rate which is proportional to the total biomass flux
λ1 + λ2. This brings us in the situation in which the Theorems 11, 12 and 13 apply.
Theorem 11 states that tightening the first constraint will move points on the (µ, λ2)-line



































is obviously 1 in the second part of this path. In the first part of the path we
see that µ decreases since (d12 − d22) < 0 because the vectors are in mixable position, and λ2
increases. Therefore the ratio λ2
µ
increases.
Theorem 12 states that tightening the second constraint will move points on the (µ, λ2)-line



















































































































































































Theorem 13 states that tightening both constraints will move points on the (µ, λ2)-line































is of course constant.
Remark:
We have not yet addressed the situation in which one constraint is tightened more than the










with ν1 6= ν2. To find out what will happen to the ratio λ2µ we can just combine two of
the situations in Corollary 14. We take the smallest of ν1 and ν2, let us say ν1 < ν2. If we





, the ratio of λ2 and µ will remain
constant. Subsequently we tighten the second constraint further until it is at 1 − ν2, i.e.





. This will decrease the ratio. Overall we will thus see an increase
of λ2
µ
. In this manner all experimental perturbations that tighten the constraints can be
analysed.
7 The effect on overflow metabolism of a non-lethal dose
of chloramphenicol
In the previous section we have focused on experimental perturbations that result in a tightening
of a constraint (
∑
i
wiei ≤ C). These perturbations either affect the right side of the constraint,
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0 0.5 1 1.5 0 0.5 1 1.5
Figure S2.5: a) We used our core model of overflow metabolism to find out the effect
of tightening only the first (purple), only the second (orange) or both constraints
(green). b) The black triangle indicates the optimal growth rate and fermentation flux
predicted by the unperturbed model at certain environmental conditions. Tightening
of the constraints will force the fermentation flux over growth rate ratio to increase
(first constraint), to decrease (second) or to remain constant (both). c) We did
the same analysis for three different environmental conditions. Solid (green, purple,




e.g. by taking up a volume in the cytosol when the constraint is a limited cytosolic volume, or
by affecting all enzymatic costs on the left side by the same factor, e.g. by the synthesis of an
‘average’ dummy protein. There are however also perturbations that have a kinetic effect on
one specific enzyme, e.g. by reducing the maximal catalytic rate kcat. In this section we show
that for chloramphenicol the results in 6 are still valid. Other kinetic inhibitions should be
treated on a case by case basis.










We model the effect of chloramphenicol by a inhibition of the ribosome, say er, which will
result in the multiplication of its activity by a number α < 1, i.e. fr(x)→ αfr(x). Note that
we model the ribosome as an enzyme that catalyses the synthesis of proteins. We need to
prove a new theorem for this situation.












d1(xE ,xI), d2(xE ,xI)
]
is the cost vector matrix. Assume that the cost vectors
are in mixable position, that xE is such that the global maximum has λ2 = 0 and additionally
















1(xE ,xI) + w
(1)
r ρ̃
d12(xE ,xI) d22(xE ,xI)
]
has a global maximum at λ2 > 0.
Proof. The beginning of the proof of Theorem 9 can be applied here, such that we end up
with an equation for the feasible positions of d1:








δx · (H(d1)(x0) · δx)
]
+ · · · . (2.36)
In the new maximisation problem of Equation (2.35) both cost vectors will be shifted. For
these new cost vectors we have two options for the maximum of λ1 + λ2: λ2 = 0 or λ2 > 0,
again leading to the strategies 1) adjust the metabolite concentrations such that the first cost
vectors will be on the diagonal, and 2) take a combination of the new cost vectors to end up
on the diagonal. For option 2) we have at least one feasible combination, i.e. using the old
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= v(d11(x0) + w
(1)
r ρ̃) + wd12(x0),























δx · (H(d1)(x0) · δx)
]









δx · (H(vd11 + wd12)(x0) · δx)
]
+ · · · .
for the first strategy (pure solution). We can, as we did in Theorem 9, use the convexity of the





















The intersection of a strategy with the diagonal can be paramaterized by suitable positive













+m(d2(x0)− d1(x0)). It is now easy to see that






























= sλ2>0 (v + w) ,
so that sλ2=0 > sλ2>0. Combined with Lemma 6 this implies that the new maximisation
problem will lead to a combination at environmental conditions where a pure strategy was
first used.
The following corollary and theorem show how the addition of chloramphenicol affects
overflow metabolism.
Corollary 16. Assume that we choose the gradual critical environmental conditions (following
Definition 4). We experimentally inhibit an enzyme that is part of the pool that inhibits the
active EFM most, but which is used in both EFMs in the same amount. Say that the enzyme
is inhibited in a linear fashion fi(x) → αfi(x). This will force the microorganism to start




Proof. The multiplicative inhibition will increase the enzymatic cost for this reaction and












































where ρ = β1−β =
1−α
α
. In the case of the ribosome we can make a simplifying assumption.
The synthesis of proteins is essential for cell growth and will therefore be present in every EFM
that leads to cell synthesis. Moreover, we normalized the cost vector such that it show the
costs to produce one unit cell synthesis flux; therefore, the flux through the protein synthesis














The costs of both EFMs will thus increase with the same amount in the direction of both
constraints. This is exactly the situation in which Theorem 15 applies.
It can be shown that the other conditions necessary for Theorem 15 are also satisfied using
the same proof as for Corollary 10
We can also prove statements analogous to Corollary 14 in the case of chloramphenicol
addition.
Theorem 17. Consider a growth maximising wildtype microorganism that shows a metabolic
shift from one EFM to two EFMs when the growth rate is increased. The cell synthesis
flux through the added EFM can be plotted against the growth rate. A point on this line
(µWT , λ2,WT ) is associated to a vector of metabolite concentrations x. If, at those metabolite
concentrations, an enzyme is inhibited in a linear fashion fi(x) → αfi(x) for some α > 0,
this will affect the coordinates of the point in the following way:
1. inhibiting an enzyme in the first constrained pool will increase the ratio (λ2
µ
) until 1,
which corresponds with the usage of one EFM
2. inhibiting an enzyme in the second constrained pool will decrease the ratio (λ2
µ
) to zero
3. inhibiting an enzyme which forms an equal part of both constraints will keep the ratio
(λ2
µ
) constant while the growth rate is decreased to zero
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The cost vectors however change as described above (recall the monotonous relation between ρ̃
















Note that these expressions for λi are only valid when the cost vectors are in mixable position.





















In the regime where the cost vectors are in mixable position, the denominator is positive
and the derivatives with respect to ρ̃ can be calculated from Equation (2.37). Because of the
monotonous relation between ρ̃ and the perturbation 1− α, we indeed see that the fraction
λ2
µ
increases, decreases or is stable when the inhibited enzyme is in the first, second or both
constrained pools respectively.
Eventually the cost vectors will however not be in mixable position anymore. When the
inhibited enzyme is part of the first constrained pool, then d2(x) will become lower-diagonal.
In that case λ2
µ
becomes one. The inhibition of an enzyme of the second pool forces d1(x) to
become above-diagonal, in which case only d1(x) will be used and λ2
µ
= 0. When the enzyme
is an equal part of both constrained pools, we can mimic the proof of Theorem 13 to show
that the fraction will remain constant.
8 Experimental evidence of a small number of EFMs
We here reinterpret two sets of experimental data that indicate the usage of only a small
number of EFMs. Firstly, we show that the substrate uptake fluxes increase proportionally to
the growth rate over a large range of environmental conditions for many organisms, Figure 2.2
in main text. We will explain below that this is a strong indication that there is only 1 active
EFM in that range of conditions.
Secondly, Stosch et al [93] performed a variance analysis on measured flux data of S.
cerevisiae and P. pastoris. They could explain 90 percent of the S. cerevisiae data by using
only 10 EFMs and 99 percent of the P. pastoris data with only 6 EFMs. Note that this analysis
was performed on a dataset compiled out of different experiments, using several strains and
different conditions. That the major part of variance across these conditions can be explained
from only 6-10 EFMs provides an upper bound on the number of active EFMs at the separate
conditions.
Combining these two analyses, we estimate the number of simultaneously active EFMs to
be in the order of 1 to 3.
Constant growth rate over flux ratios indicate the use of only one
EFM
In a metabolic network with a substrate uptake flux v1 and a flux of interest vr we define the
substrate r-yield as the ratio Y r = vr/v1. Within the ith EFM, this value Y i is fixed, since




A combination of EFMs, as in Equation (2.10), will lead to a yield that combines the
yields of the pure EFMs:
Y = λ1Y
1 + · · ·+ λFY F
λ1 + · · ·+ λF
, where λi ≥ 0. (2.38)
The λi factors are dependent on metabolite concentrations and will therefore vary between
different experiments. A cell that uses a combination of EFMs is thus expected to show
different yields at different conditions.
We observe a constant ratio of growth rate over substrate uptake fluxes (glucose and
oxygen) in a large range of environmental conditions, see data in the main text. The growth
rate µ is proportional to the cell synthesis flux, which is now the flux of interest vr. The most
straightforward explanation of the experimental data is that only one EFM is used in this
range of conditions (only one nonzero λi in (2.10)). Within one EFM, the flux through the
EFM can change, but the ratio between fluxes remain constant, leading to the straight line
before the critical growth rate.
After the critical growth rate, an additional EFM is clearly used, since the ratio of growth
rate over uptake flux changes. Note that the glucose yield decreases rapidly after this critical
growth rate, which can be expected because of the onset of overflow metabolism.
An alternative hypothesis is that a combination of EFMs is used in exactly the same
proportion in the full range of growth rates below the critical growth rate. This however seems
rather unlikely because metabolite concentrations will influence the λ-factors, thereby changing
the relative use of active EFMs which would lead to changed growth rate over flux ratios.
A more probable alternative is the use of a combination in which one EFM is very dominant.
Fluctuations in the use of the other EFMs could then become smaller than the experimental
noise, hence showing constant yields. A last alternative could be the simultaneous use of a
combination of EFMs with exactly the same flux ratios. In that case, a combination would not
give rise to a changing yield. We however see that both the glucose and the oxygen yield are
very constant. Therefore, both of these yields should be the same in the separate EFMs. These
last two alternatives cannot be completely excluded, but will only result in small deviations
from our theory.
9 Core model of overflow metabolism
The core model of overflow metabolism which was referred to in the main text was made using
Matlab (Matlab-files are supplemented). In this model we picked an objective reaction: the
reaction towards biomass. The flux through the objective reaction was fixed and we minimized
the substrate concentration, which is analogous to the actual selective pressure in a chemostat.
The Matlab programs (which are attached to the SI) return the optimal concentrations of all
metabolites and enzymes.
The cost vectors that were shown in the main text in 2.4 were calculated at the optimal
metabolite concentrations. We calculated the necessary fractions of the constrained enzyme
pools to obtain one unit of enzyme flux, according to the definition of a cost vector given in
Equation (2.33). The alternative positions of the cost vectors are obtained by starting from
the optimal concentrations and then vary one of the intracellular metabolite concentrations.
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Overflow metabolism
The rate equations used were all of the form vi = kcat,ieifi(x). In the overflow metabolism
model we used a transporter (vtr) reaction, a respiration (vr) and a fermentation (vf ) reaction
and a biomass vBM reaction. More detailed results of this model can be found in S2.6.
A remarkable aspect of this simulation is that the flux through respiration is before
the critical growth rate not proportional to the concentration of respiration proteins. This
behaviour is found in various experiments [80], [94] and cannot be explained by current models
that fix enzyme saturations. In fact, the presence of two separate enzyme constraints causes
this behaviour: the respiration proteins (which are part of the first constrained pool) are
expressed at low growth rates to reduce the cost of the EFM for the transporter pool by





























































Figure S2.6: Additional model results from our core model of overflow metabolism.
The flux through respiration increases proportionally to the growth rate until the
critical growth rate µcrit, after which respiratory flux decreases and fermentation flux
increases. In our model, the membrane constraint is always saturated, indicated by a
constant level of transporters. Respiratory proteins do increase slightly with growth
rate, but not with the same factor as respiratory flux, indicating an increase in their
activity: indeed, internal glucose levels increase up to the critical growth rate.
Source code
Code for running kinetic model of overflow metabolism The Matlab-code
used for modeling overflow metabolism is available as an online supplement. We have also
added a text-file with instructions.
10 Core model of L. lactis switch
The core model of the metabolic switch by L. lactis which was referred to in the main text
was also made using Matlab (Matlab-files are supplemented). In this model we picked the




under enzyme constraints (a membrane and a cytosolic constraint), and given glucose and
pyruvate concentrations. Here, we make the assumption that the pyruvate concentration is
not only determined by glycolysis, but also by other cellular processes. To model this more
accurately, these cellular processes should be included, but this is beyond the scope of the
paper. This model was merely made to emphasize that protein concentrations can remain
constant while pathway usage changes. The Matlab programs (which are attached to the SI)
return the optimal concentrations of ATP and all enzymes, and an estimated growth rate.
As in our model of overflow metabolism, we used a membrane and a cytosolic protein
pool constraint, but L. lactis differs from for example E. coli in that it takes up amino acids
instead of synthesizing them. We therefore hypothesized that in a glucose-limited chemostat,
L. lactis would be energy-limited rather than carbon-limited. We implemented this in our
model by considering a biomass reaction of which the rate was determined solely by the ATP-
concentration and the corresponding enzyme concentration. Both mixed-acid fermentation and
homolactic fermentation generate ATP, but the amount of product inhibition by ATP differs.
At low growth rates, the membrane constraint is the most dominant constraint, and L.
lactis will therefore maximize ATP-production no matter the cytosolic protein costs involved.
Therefore, only the mixed-acid fermentation pathway is used. At higher growth rates (and thus
increasing saturation of the glucose transporter) the cytosolic protein pool becomes limiting too.
To use the biomass-producing proteins as efficiently as possible, the ATP-concentration must
rise, inducing strong product inhibition on the mixed-acid fermentation pathway. This causes a
switch from mixed-acid fermentation to homolactic fermentation, and resources are re-allocated
from one pathway to another. As a consequence, one could expect enzyme concentrations in
the homolactic pathway to rise. However, since at the same time resources are re-allocated
within the pathways, the enzyme concentrations can remain constant, see S2.7.
Source code
Code for running kinetic model of L. lactis The Matlab-code used for the
kinetic model of L. lactis is available online. We have also added a text-file with instructions.
11 Finding EFMs that co-consume carbon sources
We showed that the number of active EFMs in a growth-maximising micro-organism is bounded
by the number of active enzymatic constraints. Since the number of these constraints seems to
be low in many experiments, we asked if it could be optimal to co-consume multiple carbon
sources given this small number of constraints. We therefore investigated if there is an EFM
that by itself consumes two or even three carbon sources and found EFMs for all combinations
that we have tested.
The Python- and Matlab-program that we used to find these EFMs is attached to the SI.
It works by first performing a Flux Balance Analysis on a genome-scale metabolic network. We
have used the E. coli model: iECSE_1348 [95]. In this FBA, the exchange reactions that are
set reversible are either essential (trace elements, oxygen, ammonium) or the carbon sources
of interested. This makes sure that the optimal solution of this FBA will use these carbon
sources. Subsequently, the inactive reactions in the optimal solution are deleted from the
network. The resulting smaller network is loaded into Matlab, where a package is used [96] to
enumerate the EFMs. These EFMs are checked for co-consumption of the carbon sources.
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Model predic�on cellular components synthesis
Model predic�on homolac�c fermenta�on
EFMs mixed-acid/homolac�c fermenta�on
Model predic�on transporter
Model predic�on mixed-acid fermenta�on
Experimental data Goel et al. (2015)
Standard devia�on biological replicates
a) b)
c) d)
Figure S2.7: a) Core model of energy-limited L. lactis-metabolism. ATP can be
generated with mixed-acid fermentation (yielding a total of 3 ATP/glucose) and
homolactic fermentation (2ATP/glucose). We assume that the cell synthesis reaction
is limited only by ATP-concentration. b-c) Model predictions and data of the fer-
mentation fluxes and enzyme concentrations. d) The change of enzyme saturations
as a function of growth rate. The growth rate increases mainly because transporter
saturation increases, such that more intracellular metabolite (we will call this pyruvate
from now on) becomes available. At first, both mixed-acid and homolactic ferment-
ation proteins become saturated, although saturation of homolactic fermentation
goes faster because of the different kinetic properties. Since this makes homolactic
fermentation more favourable, this induces a switch from mixed-acid to homolactic
fermentation. Then, it becomes important that product inhibition by ATP is less
for homolactic fermentation. The higher the fraction of fermentation flux through
homolactic fermentation becomes, the more favourable it becomes to have higher
ATP-concentrations. High ATP-concentrations lead to a more saturated cell syn-
thesis reaction. As a consequence of this adapting ATP-concentration, saturation of
homolactic fermentation is faster than linear with growth rate, while the saturation of
mixed-acid fermentation decreases. During this switch, proteins are re-allocated from
mixed-acid fermentation to homolactic fermentation. However, because proteins are
re-allocated within these pathways too (from the homolactic acid reaction to the cell
synthesis reaction, and from the cell synthesis reaction to mixed acid fermentation),




Note that we find only if there is an EFM that co-consumes the carbon sources of interest,
not how many EFMs exist that do this.
Source code
Code for finding coconsumption EFMs The Python and Matlab-code used





All experiments were performed with E. coli strain MG1655.
Growth conditions
The medium employed was the N- C- minimal medium from Gutnick et al. [97], which contains
(per liter): K2SO4 (1 g), K2HPO4 (13.5 g), KH2PO4 (4.7 g), MgSO4·7H2O (0.1 g) and NaCl
(2.5 g), supplemented with 20 mM NH4Cl and thiamine (1mg). After adding saturating
amounts of either a single carbon substrate or a combination of multiple (see Table S2.1), the
pH was set to 7.1 using KOH.
Table S2.1: Carbon mixtures that have been used in combination with the N- C-
minimal medium.
Glucose Mannose Maltose Succinate Xylose Abbr











x x x SLX
x x x SLM
Cells were seeded from a frozen glycerol stock into 5 ml liquid N-C- minimal medium
+glucose and cultured in 30x115 mm conical tubes, shaking with 220 rpm at 37oC. During the
subsequent 12 hours they were sequentially diluted into tubes with the desired medium, to
achieve exponential growth and removal of undesired carbon. Then, depending on the specific
growth rate in each condition, cells of the various cultures were diluted to different densities
and 200 µl of each was transferred to a Greiner 96-well, flat bottom plate. The plate was
kept shaking at 37oC and densities were measured at 600 nm using a Spectramax 384 plus
(Molecular Devices). Cell densities were chosen such that 8 doublings could take place before
growth in the plate could be detected. Every condition was represented by 10 micro-wells (i.e.
technical replicates) during each experiment, to make sure enough volume was available for
sampling. Samples were taken during growth, filtrated and stored at -20oC for further analysis.
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This experiment was performed in triplo, meaning that three biological replicates were done
on separate days.
Carbon substrate uptake measurements
50µl of undiluted samples were analysed on their mannose, maltose, succinate and xylose
content using HPLC (Shimadzo, LC-20AT) at a flow rate of 0.5 mL/min. Calibration samples
were made for individual- and triple carbon sources in N-C- minimal medium, to determine
the concentrations and validate good separation. Compounds were separated on an ROA-
Organic Acid H+ column (Phenomenex, Rezex) and detected using refractive index (Shimadzu,
RID-10A) and UV-Vis (Shimadzu, SPD-20A).
Acetate concentrations were measured using an enzyme essay described by Smith et al.
[98]. Samples were diluted either 10 or 100 times to stay in the linear range of NADH detection.
The essay was conducted in a 96-well, flat bottom plate at 37oC and NADH oxidation was
measured at 340 nm using a Spectramax 384 plus (Molecular Devices).
Data analysis
The three plate-reader experiments resulted in two types of data: OD measurements and
HPLC (High Performance Liquid Chromatography) analyses of growth medium samples. The
OD measurements were taken every 5 minutes during the full growth experiment and in total
104 growth medium samples were taken at different ODs for all conditions.
The OD measurements were analysed using Matlab. Background OD was subtracted
and time windows of at least two hours were selected in which the natural logarithm of the




dt ) was calculated and the maximum is reported below.
The HPLC analyses were normalized using a peak in the chromatogram that corresponded
to a constant compound (phosphate) in the medium. Compound concentrations were calculated
using a linear calibration curve that was made for all compounds. Since we were interested in the
decrease of substrate concentration, rather than in the absolute value of these concentrations,
the concentrations were normalized such that the t0-concentration is equal to the intended
initial concentration for that compound, thereby correcting for small pipetting errors.
Results
The calculated growth rates for all 12 conditions are summarized in S2.8. Data can be found
in the online supplements. In almost all cases the growth rate increases or remains equal when
an extra compound is added: only the combination of mannose and maltose leads to a lower
growth rate than on maltose alone. The addition of succinate to the medium always leads to
an increase in growth rate.
We determined for all conditions the mean specific uptake rate for all the compounds. The
resulting data is shown in Table S2.2 and the standard errors of the means are shown in Table
S2.3. This data can be found in SI_q_S_comp_cond.xlsx.
In Figure S2.9 we plot, for all conditions except for glucose, the relation between the optical
density of cells in the sample and the concentrations of the compounds succinate, maltose,
mannose and xylose. The dataset can be found in the file SI_OD_conc_per_cond.xlsx.
Additional datasets

























Figure S2.8: Growth rates were measured for E. coli on media with combinations of
glucose, maltose, mannose, succinate or xylose. Data from three biological replicates






















































































Figure S2.9: During the growth experiments, the concentration of carbon sources was
measured. The letters that indicate the conditions denote the available carbon sources
in the medium: S=Succinate, L=maLtose, M=Mannose, X=Xylose, G=Glucose. We
here show the decrease in these concentrations as the OD (Optical Density) of the
culture increases. Data from three biological replicates was normalized for initial
concentration and then shown together. The best linear approximation was calculated
and shown by a dashed line.
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Table S2.2: Mean specific uptake rate for the 12 conditions and 4 compounds in
units: mmolOD600·hour . The letters that indicate the conditions denote the available
carbon sources in the medium: S=Succinate, L=maLtose, M=Mannose, X=Xylose,
G=Glucose. The uptake rates were estimated from the fitted lines in S2.9.
S SL M ML L XL G XS X SLX SM SLM
Succinate 80.5 51.0 0.0 0.0 0.0 0.0 0.0 70.0 0.0 46.9 57.0 51.9
Maltose 0.0 59.2 0.0 32.5 71.5 42.0 0.0 0.0 0.0 35.8 0.0 30.2
Xylose 0.0 0.0 0.0 0.0 0.0 31.3 0.0 58.0 64.8 26.9 0.0 0.0
Mannose 0.0 0.0 33.1 27.8 0.0 0.0 0.0 0.0 0.0 0.0 19.0 25.3
Table S2.3: Standard errors of the mean of specific uptake rate for the 12 conditions
and 4 compounds in units: mmolOD600·hour . The letters that indicate the conditions denote
the available carbon sources in the medium: S=Succinate, L=maLtose, M=Mannose,
X=Xylose, G=Glucose. Standard errors of the mean were calculated from the three
biological replicates.
S SL M ML L XL G XS X SLX SM SLM
Succinate 8.6 4.1 0.0 0.0 0.0 0.0 0.0 10.1 0.0 6.6 9.5 7.0
Maltose 0.0 2.1 0.0 1.8 4.0 4.6 0.0 0.0 0.0 2.1 0.0 2.1
Xylose 0.0 0.0 0.0 0.0 0.0 1.8 0.0 2.9 1.9 2.2 0.0 0.0
Mannose 0.0 0.0 1.0 2.4 0.0 0.0 0.0 0.0 0.0 0.0 1.4 3.4
Source Code All raw data and the Matlab-code used for data analysis.
Dataset 1. SI_growth_rates.txt Estimated growth rates from separate biological replic-
ates.
Dataset 2. SI_OD_conc_per_cond.xlsx For all different growth media, we include an
excel-sheet. Shown are the measured concentrations of carbon sources (normalized for initial
concentration), with the corresponding Optical Density (OD). The letters that indicate the
conditions denote the available carbon sources in the medium: S=Succinate, L=maLtose,
M=Mannose, X=Xylose, G=Glucose.
Dataset 3. SI_q_S_comp_cond.xlsx Shown are the estimated uptake rates (mean and
standard deviation) of different carbon sources (normalized for initial concentration) on the
different growth media. The letters that indicate the conditions denote the available carbon
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Abstract In this paper we try to describe all possible molecular states
(phenotypes) for a cell that fabricates itself at a constant rate, given its enzyme
kinetics and the stoichiometry of all reactions. For this, we must understand
the process of cellular growth: steady-state self-fabrication requires a cell to
synthesize all of its components, including metabolites, enzymes and ribosomes, in
proportions that match its own composition. Simultaneously, the concentrations
of these components affect the rates of metabolism and biosynthesis, and hence
the growth rate. We here derive a theory that describes all phenotypes that
solve this circular problem. All phenotypes can be described as a combination
of minimal building blocks, which we call Elementary Growth Modes (EGMs).
EGMs can be used as the theoretical basis for all models that explicitly model
self-fabrication, such as the currently popular Metabolism and Expression models.
We then use our theory to make concrete biological predictions. We find that
natural selection for maximal growth rate drives microorganisms to states of
minimal phenotypic complexity: only one EGM will be active when growth rate
is maximised. The phenotype of a cell is only extended with one more EGM
whenever growth becomes limited by an additional biophysical constraint, such
as a limited solvent capacity of a cellular compartment. The theory presented
here extends recent results on Elementary Flux Modes: the minimal building
blocks of cellular growth models that lack the self-fabrication aspect. Our theory
starts from basic biochemical and evolutionary considerations, and describes
unicellular life, both in growth-promoting and in stress-inducing environments,
in terms of EGMs.
Introduction
One of the defining aspects of living cells is that they fabricate themselves
from simple chemical compounds, a process often referred to as cell growth or
replication. Microorganisms can do this in a multitude of different environments,
using various food sources and while facing various stresses. Understanding the
molecular players and mechanisms of self-fabrication is the realm of (molecular)
microbiology; understanding the design principles underneath the regulatory
adaptation processes, and how phenotype emerges from the molecular level,
is the key question in systems biology. In evolutionary biology, the impact
of phenotypic strategies on fitness is evaluated. Connecting these fields, and
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Summary for everyone. A factory that produces identical
factories with all of its machinery in the right proportions would be a
wondrous thing. This is exactly what growing cells do: they self-fabricate
their constituents (metabolites, enzymes, lipids, DNA) to form new cells.
The production of these compounds leads to the expansion of cellular
volume, and gives rise to a growth rate. To self-fabricate sustainably, also
called “balanced growth”, all compounds should be produced at exactly
this growth rate. How to design such a cellular factory, given a list of all
machines (enzymes encoded on the genome) and their properties (enzyme
kinetics)? This is a difficult circular problem, since the expressed enzymes
both determine what is produced (because they catalyse the production),
and what should be produced (since all expressed enzymes should be
produced to fabricate an identical cell). Using a mathematical approach,
we identified the minimal enzyme expression patterns needed for cellular
growth: Elementary Growth Modes (EGMs). The EGMs form the basic
units of all sustainable phenotypes, and we prove that usually only one
of them will be selected by evolution in static conditions. Our theory
of self-replication therefore forms a quantitative, biochemically-rooted,
basis of cellular growth phenotypes in all unicellular life forms.
providing what is sometimes called the genotype-to-phenotype map, is a grand
challenge in biology.
The aim of this paper is to make a start with just that: we provide a
theory to predict the molecular mechanistic description of how a cell maintains
itself and how it grows, in terms of all its biosynthetic processes and stress-
managing systems. This may seem an impossible task, but when we restrict
ourselves to steady state exponential, or balanced, growth [99], this becomes
a feasible endeavour, as we will show. In such a balanced growth state, all
intrinsic properties of a population of cells, such as distributions of molecule
concentrations and reaction rates, are time-invariant. Under these circumstances,
a molecular mechanistic description of a cellular phenotype amounts to listing
all reaction rates and all the concentrations of cellular components. The theory
we develop allows us to make concrete predictions of such phenotypes, on the
basis of the chemical properties of the compounds (metabolites, enzymes, etc.)
involved.




is their growth rate, since it directly determines the number of offspring cells
synthesised per unit time. In growth-promoting conditions, the vast majority of a
cell’s metabolic energy and resources is invested into growth and the production
of new cells. There is also a direct evolutionary premium on fast growth: under
constant conditions, specific growth rate is the direct determinant of fitness. We
are therefore interested in understanding how a certain cellular phenotype gives
rise to its steady state exponential growth rate.
To attain higher growth rates, the rates of enzyme synthesis need to be
higher, both to achieve higher enzyme concentrations and thus higher reaction
rates, but also to counter higher dilution rates by cell volume growth. Higher
enzyme synthesis rates require higher numbers of ribosomes [63], but since
the ribosomes also produce these additional ribosomes, even more ribosomes
are needed. The relative abundance of ribosomes and enzymes will therefore
inevitably change with increasing growth rate [63], turning cellular growth into
a nonlinear phenomenon. Since it is the ribosome that is responsible for the
synthesis of protein, including ribosomes, the “control space” of the cell can
ultimately be viewed as a ribosomal allocation space, with different fractions of
the ribosome allocated to synthesise the different enzymes [38]. These fractions
might be determined by passive competition for mRNA molecules produced by
gene expression. The aim of this paper is to classify all possible balanced growth
states of a cell in terms of those ribosomal fraction variables.
There is a long tradition in trying to model growth of (microbial) cells, but in
particular genome-scale metabolic network models have come close to providing
a comprehensive molecular description of cellular phenotypes [76]. Such models
neglect enzyme kinetics and the synthesis of enzymes and ribosomes, which
greatly facilitates the analysis.
In order to predict growth phenotypes in such models, growth rate is assumed
to be proportional to the rate of a so-called biomass reaction: a virtual reaction
with fixed stoichiometry that is used to model the average demand for biomass
components. This biomass reaction rate is being maximised at steady state
under governing constraints on fluxes—usually input fluxes. This constitutes a
linear optimisation problem with the individual fluxes as the optimisation (or
control) variables, and is well known as Flux Balance Analysis (FBA; [100]). We
understand the solution space of an FBA problem very well from a mathematical
point of view [59], [60], [64]. This understanding was facilitated by the identific-
ation of a set of invariant building blocks of the solution space: the Elementary
Flux Modes (EFMs) [48], [101].
In recent years, cellular resource management has become an important
concept with which to improve our understanding of cellular physiology [34], [38],
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[61], [63], even hinting at true ‘bacterial growth laws’ [102]. The additional insight
offered by cellular resource management has been driving the field from classical
FBA to “resource"-FBA type approaches [35], [103], [104]. In these approaches
a virtual biomass reaction is still optimized, but by introducing enzyme kinetics
(either by introducing the full nonlinear enzyme saturation function, or by
introducing only a maximal rate (kcat) per enzyme) the constraints now act on
the enzyme concentrations, instead of on the fluxes. This creates an optimisation
problem with the enzyme concentrations as the optimisation variables, a problem
that is nonlinear when nonlinear enzyme kinetics were introduced. The solution
space, and the optimal solutions, can still be understood in terms of EFMs [49],
[53], [66].
The concepts of cellular resource management have been further exploited in
a number of modelling approaches in which metabolic flux is explicitly coupled
to the synthesis of enzyme, which in turn is coupled to the presence of ribosomes
and its required substrates (amino acids and a source of free energy). In these
approaches the demand for biomass components is a variable that is calculated
in the model, rather than a fixed biomass reaction. So far, such models, be it
core models that include kinetics [38], [61], or augmented genome-scale metabolic
and expression (ME) models [47], [81], [105], have been used for simulation
studies and produce biologically relevant regulatory behaviours, such as overflow
metabolism [38] or catabolite repression [106]. However, they differ in the nature
of the imposed constraints, and still ignore (different) parts of the self-fabrication
process. More importantly perhaps, there is a lack of understanding of the
mathematical structure of the solutions to all these optimal-resource allocation
problems—understanding we do have for FBA-type problems.
In this paper, we develop theory for this next generation of growth models.
Our theory identifies a set of invariant building blocks for the steady-state
solution space of a self-fabricating biochemical system, including all metabolites,
enzymes, ribosomes, and their synthesis rates. We have called them Elementary
Growth Modes, as they play a similar—but not exactly the same—role as EFMs
in the metabolic network optimisation problem.
The structure of this paper is as follows. After introducing the relevant
notation, we focus on a population of growing cells in balanced growth, and start
by giving a definition of the growth rate in terms of metabolic rates inside these
cells. Then we introduce the class of whole-cell models studied in this paper,
and derive a set of relations that have to hold in balanced growth and which
feature the control variables of the cell most transparently. The main remaining
aim of the paper is then to study the solution space of these relations in terms




We first introduce Elementary Growth States (EGSs) and show that all
balanced growth states, at a given growth rate and a fixed set of metabolite
concentrations, can be formed by taking suitable convex combinations of such
states. EGSs with the same participating reactions, but at different growth rates
and metabolite concentrations, may be identified with each other, and such a
class of EGSs is termed an Elementary Growth Mode (EGM). We then show
that, if no additional biophysical constraints are introduced, balanced growth
rate is maximised in exactly one such EGM. If multiple biophysical constraints
are active, a mixture of EGSs may arise as the growth-rate maximiser.
Finally, it is a natural question to ask how the new EGSs and EGMs relate
to the older EFMs. We show that under one additional biological assumption,
each EGM can be mapped to a unique growth-sustaining EFM. We indicate
using experimental data that this biological assumption is indeed borne out.
At the end of each section, we give a brief description of the biological inter-
pretation and consequences of the results derived. We have tried to keep these
separate from the mathematical theory, to aid both the more mathematically
and the more biologically inclined reader. A fully worked out example of the
theory may be found in the Supporting Information.
Methods
Notation Vectors are denoted by boldface, e.g., v. The vector uj denotes the
j-th elementary vector, filled with zeros except for the j-th element, which is 1.
The dot product between vectors v and w is denoted by v ·w, and |v| denotes∑
i |vi|, which in this paper always simplifies to
∑
i vi because the vectors in
question have positive entries. Time derivatives are denoted by overdots, e.g.,
v̇. The inequality v ≥ 0 should be interpreted as vj ≥ 0 for all j. Modelling
assumptions are labelled as A1, A2, etc. An overview of all variables and
parameters used in this paper can be found in Table S3.1 in the Supporting
Information.
Linking metabolic activity to the growth rate
The following is closely related, and in part identical, to the exposition in [107].
Let n(t) = (n1(t), . . . , nK(t)) be the vector of copy numbers (in moles) of
K compounds in a population of cells with total volume V (t) at time t. The
concentration of compound k is defined as ck(t) := nk(t)/V (t). The modelling
assumption is that changes in copy numbers of the compounds are due to chemical
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reactions which take place in a well-stirred cell [108],
(A1) ṅk := V
∑
j
Nkjvj(c) for all k. (3.1)
Here N denotes the stoichiometry matrix, and vj(c) is the j-th reaction rate, as
a function of concentrations c. Since nk = V ck, we have
V̇ ck + V ċk = V
∑
j
Nkjvj(c) for all k. (3.2)







Nkjvj(c) for all k. (3.3)
To relate the growth rate of the volume of a cell to all the metabolic reactions
making new cell material, we have to relate cell volume to the molecule copy
number. We consider experimental conditions such that the volume is a function
of all the copy numbers only, V (t) = V (n(t)). In particular, we assume (see SI
for justification and detail) that V only depends linearly on copy numbers,




which is equivalent to ∑
j
ρjcj = 1. (3.5)
The (instantaneous) growth rate is now defined as
µ(t) := V̇ (t)
V (t) . (3.6)
It directly follows (see SI) that at balanced growth







(This derivation differs only from [107] in the exact form of the “constant density”
assumption (A2). In our case, each type of molecule contributes its own specific




explained in the SI, (A2) is not directly based on data, but on the requirement
that the steady state equations (3.3) have solutions at all.)
Since ρl equals the molar volume of molecule l, relation (3.7) simply states
that the growth rate of a cell equals the total volume synthesis rate of all its
reactions per unit volume. This total volume synthesis rate is calculated by
summing the volumes of all synthesized metabolites in all reactions per unit
time.











Nkjvj(c)− µck for all k, using (3.6), (3.8)
which is the familiar form showing reactions and dilution [38], [107]. If we





















vj(c), for all k. (3.9)
This equation shows that at steady-state, the net production of molecule k (first
term) should balance the dilution of molecule k by cellular growth, growth that
is due to the volume contribution of all produced molecules in the cell (second
term). We could not analyse these equations further to understand the structure
of steady state solutions, without additional mathematical assumptions.
Biological interpretation and consequences We related the growth
rate of a population of cells to the volume changes due to the activities of
metabolic reactions. As such, we showed that growth is due to the production
of cell components, such as DNA, RNA, lipids and proteins, from extracellular
nutrients. Our definition of growth rate is closely related to how growth rate is
measured, using for instance optical density measurements.
In our derivation, we assumed that V (t) = V (n(t)), which means that the
contents of a cell is approximated by an ideal solution [110]. We realise that
this is likely an oversimplifying assumption [111], [112]), but one that underlies
many models of cell growth [107], [109]. We note in the SI that balanced growth
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becomes much harder to rationalise when the assumption V (t) =
∑
k ρknk(t) is
invalid, since then the balanced growth equations generally have no solutions.
The theory so far concerns the descriptions of the copy number and volume
changes in a population of cells that grows balanced, i.e., at a fixed growth rate,
and such that all extrinsic properties increase exponentially and all intensive
properties are constant [109]. The relation between the properties of a population
of cells to those of its individual cell members can be found in [113].
Introducing a whole-cell model of self-fabricating cells
To obtain a better understanding of how the molecular state of a cell, its
‘phenotype’, relates to its growth rate, we have to add more biological information
to the general model.
We distinguish concentrations of metabolites x, enzymes e and ribosomes
r. We ignore several biological entities, especially mRNA and genes. Genes are
implicitly defined by the reaction stoichiometries occurring in the stoichiometric
matrix; they are not synthesized nor degraded. DNA itself may be synthesized
as a macromolecule in our description. Messenger RNA is not synthesized in
our model, but it does play a role as will become clear later. We note that the
model can be extended with mRNA, without qualitative changes. We left it out
for simplicity and because, in terms of volume, it is a minor cellular component,
in contrast to rRNA, which can be considered as a regular macromolecule.
We note that in all population perspectives on cell growth, including ours, the
division and birth process is generally not incorporated as a molecular process.
All cells are growing and dividing asynchronously, but in the model description
they are considered in the same state of producing cell components. At each
moment in time, a fixed fraction of cells is dividing in a population of cells
at balanced growth [113]; considering their activities would require a different
modelling formalism than the one pursued in this paper. We have chosen this
formalism because it is the overarching description of all genome-scale modelling
formalisms [76], [81] that are currently in use in systems biology.
The dynamical system for all concentrations c = (x, e, r) is still given by
(3.8). We subdivide the stoichiometric matrix N into parts, corresponding to the







Here P is an m × n-matrix (the usual stoichiometric matrix in a metabolic




of metabolites needed for the synthesis of each enzyme is recorded in M , an
m × (n + 1)-matrix with mostly positive (or zero) entries. The only negative
entries in M correspond to metabolites that are produced when enzymes are
synthesized, such as ADP. The (n+ 1)× (n+ 1) identity matrix, I, denotes that
each enzyme is made by one enzyme synthesis reaction. The vector of reaction
rates is also split, into metabolic rates v = (v1, . . . , vn), and synthesis reactions
w, consisting of n enzyme synthesis rates (w1, . . . wn) and a ribosome synthesis
rate wn+1.
The assumptions underlying (3.10) are that each individual metabolic reaction
vj(c) has a unique enzyme associated to it. Since enzyme j catalyses metabolic
reaction j, we assume, in agreement with basic enzyme kinetics [43], that
(A4) vj = ejfj(x), j = 1, . . . , n. (3.11)
The ribosome catalyses synthesis of all enzymes and itself, and amino acids
(which form part of the metabolites x) are consumed in the process. We therefore
choose
(A5) wj = rαjgj(x), j = 1, . . . , n+ 1. (3.12)
The rate laws fj(x) are assumed to be known nonlinear functions, and contain
the catalytic rate parameter kcat,j for the enzyme ej in this notation; moreover,
they incorporate the thermodynamic constraints imposed by the substrates and
products of each enzyme. Also the gj(x) are assumed to be known and contain
kcat,r. The linear dependence of the metabolic rates vj on enzyme concentration
ej follows generally from quasi-steady-state type derivations of rate laws [43],
and are a good approximation when enzymes are at concentrations that are
much lower than the substrate or product concentrations. The linear dependence
of enzyme and ribosome synthesis rates on ribosome level in (3.12) is assumed
for the same reason. Both linear dependencies are crucial for the development of
the theory.
The coefficient αj is the fraction of the total ribosome pool that is allocated to
produce enzyme j, and are the result of gene expression. A possible mechanism
is that the different mRNA molecules passively compete to be translated by the
ribosome. The fraction of the ribosome allocated to produce enzyme j is then
assumed to be proportional to the fraction of mRNAj over total mRNA (but
not necessarily equal to it, since a certain fraction of the ribosome may not be
allocated to anything, in principle). Our theory does not depend on the specific
mechanism that is used in cells, but is based solely on the assumption that the
αj-factors can be influenced by gene expression. We have
(A6) αj ≥ 0, α1 + · · ·+ αn + αn+1 ≤ λ ≤ 1, (3.13)
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where λ signifies the fraction of all the ribosomes that are actively involved in
synthesis of new protein and ribosomes. We emphasise that the αj ’s are the
main control parameters of the cell in the perspective taken in this paper. By
changing them, the cell changes phenotype.
Let us lastly introduce the molar volume parameters for the compounds. We
denote these by ρ1, . . . , ρm for the m metabolites, σ1, . . . , σn for the n enzymes,






σkek + σn+1r = 1. (3.14)








Mkjrαjgj(x)− µxk, k = 1, . . . ,m,
ėj = rαjgj(x)− µej , j = 1, . . . , n,




















External environmental concentrations, such as nutrients, are incorporated as
parameters in the relevant fj(x). An overview of the main ingredients of the
model is given in Fig 3.1.
Biological interpretation and consequences The growth rate given in
(3.15) has a natural biological interpretation. The overall growth rate of cells is
a sum of the net relative volume increases due to metabolic reactions (includ-
ing transport reactions, and internal reactions in which volumes of substrate
molecules are replaced by volumes of product molecules), and the net volume
change as the result of the conversion of metabolites into proteins and ribosomes.
Since for many reactions the summed volume of the products will be approxim-
ately equal to the summed volume of the substrates, the extracellular exchange
reactions will be the main driver of volume change (see also the worked-out
example in Section 4 of the SI). The quantity
∑m
k=1 ρkPkj is the net change in
volume due to the conversion of substrates into products in metabolic reaction
j, and σj −
∑m




Figure 3.1: Illustration of our formalism describing self-fabrication, with
three layers of nonlinearity. The top figure shows how the synthesis of cellular
building blocks leads to cell growth, with rate µ. In a balanced growth state, all
currently present cellular building blocks (denoted by the coloured shapes on the
left side) should be synthesized in the right proportions (depicted on the right side).
Our theory is as general as possible: it identifies all cellular make-ups that could
give rise to a balanced growth state, the specific coloured shapes are for illustration
purposes only. The bottom part shows three layers of nonlinearity that have to be
incorporated in a self-fabrication model. 1) The rate of a reaction depends nonlinearly
on the concentrations of substrates, products, and often on different compounds via
(allosteric) regulation. 2) The dilution by growth of each compound is proportional
to its concentration and to the growth rate. Since the growth rate depends on the
synthesis rate of volume, this again depends on the concentrations of compounds
that contribute to volume synthesis, such as the ribosome. Thus, the dilution of
such compounds depends nonlinearly on their own concentrations. 3) Self -fabrication
brings an inherent nonlinearity: the cellular composition should be tuned to produce
the exact demand for precursors, but the demand for precursors is again determined
by the cellular composition.
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one mole of enzyme j from the relevant amino acids. These quantities will be
called aj and bj below. For different choices of α, different sets of enzymes are
synthesised resulting in different growth rates.
Note that the dependence of µ on the concentrations (x, e, r) forms an
important aspect of our theory. If only the first three equations of (3.15) were
to be solved, then we would model the behaviour of a set of concentrations in
an exponentially growing volume. The expression for µ however indicates that
the growth rate of this volume is dependent on this same set of concentrations.
Cellular growth is thus really coupled to the chemical reactions in the cell.
Results
The balanced growth equations
















We now derive a set of identities that need to hold at balanced growth, i.e., when
ċ = 0. The aim is that they are written in such a way that the variables under
control of the cell, the ribosomal allocation parameters αj , stand out.
Since ėj = 0, µej = rαjgj(x), and the definition of µ in (3.16) may be











αjgj(x) + bn+1αn+1gn+1(x), (3.17)


























With Equations (3.17) and (3.19), we now have two different expressions of µr



















for k = 1, . . . ,m, which are m equations for x and µ only.
Lastly, we still need to require ṙ = 0, which yields
αn+1gn+1(x) = µ. (3.21)
It is tempting to use this relation straight away in (3.20), but it is much better
not to submit to this temptation as it would destroy the geometric structure of
the solution space in the remaining fractions α1, . . . , αn. This is a vital ingredient
later in the construction of Elementary Growth States and Modes.
For future reference, we collect the pertinent equations (3.20), (3.21), together
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Note that when a specific ribosome allocation is chosen (by fixing α), we get
m+ 1 equations that should be met. In principle, this is enough to fix the m
metabolite concentrations and the growth rate, µ. Subsequently, the enzyme and
ribosome concentrations, e, r, can also be calculated. The αj-factors can thus
be seen as controlling all other variable quantities in the model. However, not
all choices for α will yield a solvable system of equations, and not all ribosome
allocations will thus lead to balanced growth.
Biological interpretation and consequences The phenotypic space of
cells growing at a steady state rate consists of all possible sets of molecule
concentrations that admit balanced growth. Each environmental condition,
together with a particular ribosome allocation that allows growth, yields one
phenotypic state. The complete phenotypic space is typically very large: many
cells are able to attain balanced growth in many different conditions, often
using different metabolic subnetworks [2]. Even on the same food substrates,
metabolism may change when the concentrations of these substrates change, e.g.,
from pure respiration to respirofermentation. The cells can adapt to conditions
by changing enzyme concentrations through gene expression control.
The control space of the cell is thus in terms of the proteins that are being
expressed; these are the variables that allow phenotypic changes, and the ones
that need to be tuned to maximise fitness. We have rewritten the steady-state
equations of the whole-cell model to allow an investigation of the solution space
in terms of these control variables, the α’s. In other words, we can now start to
explore the possible phenotypes a cell may express in terms of the biochemical
properties (encoded in rate laws fj and gj) of the catalysing molecules, the
enzymes and ribosomes, and the extracellular nutrient concentrations.
Definition of Elementary Growth States (EGSs)
The balanced growth equations (3.22) may be succinctly written as
A(x, µ)α = 0, (3.23)
where
A(x, µ) =
A11 · · · A1n A1(n+1)... . . . ...
Am1 · · · Amn Am(n+1)





















This is a system of linear equations in α. Because the equation (3.22b) is also
linear in αn+1, we can incorporate it in the system by introducing a new matrix,
B(x, µ) =





Am1 · · · Amn Am(n+1)
0 · · · 0 gn+1(x)
 . (3.26)
With these definitions, the balanced growth equations (3.22) read
B(x, µ)α = µum+1, α ≥ 0, |α| ≤ λ, (3.27)
where um+1 is the unit vector: [0, . . . , 0, 1]T .
Remark. The rank of the matrix B(x, µ) may in principle depend on the choice of
x and µ. Certainly, rows corresponding to a metabolite with zero concentration,
xk = 0, are no valid constraints. If these rows are left out, it is clear, considering
the definition of the elements of B(x, µ) in (3.25), that the set of x and µ for
which B(x, µ) does not have full rank has measure zero, i.e., represents negligible
exceptions—even if the original stoichiometry matrices may have lower rank. We
therefore from now on assume, that the rank does not depend on the choice of x
and µ. Most arguments that follow are for fixed x, and so we will require that
the rank does not depend on µ.
To introduce Elementary Growth States, we fix x and µ, and ignore the
ribosome allocation inequality |α| ≤ λ for now. Denote the row vectors of
B = B(x, µ) by BTk , k = 1, . . . ,m+ 1. The set formed by all positive solutions
to the first m equations,
Cx,µ = {α ∈ Rn+1 | BTk α = 0, 1 ≤ k ≤ m, α ≥ 0}
is a pointed polyhedral cone. The cone becomes a convex polytope if we restrict
to those vectors α in Cx,µ such that αn+1gn+1(x) = µ. Fig 3.2a gives the reader
a sketch of this construction. Let us define
Px,µ = {α ∈ Cx,µ ⊂ Rn+1| αn+1gn+1(x) = µ}
= {α ∈ Rn+1 | B(x, µ)α = µum+1, α ≥ 0}. (3.28)
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Definition 1. For a given set of metabolite concentrations x and growth rate µ,
let Px,µ ⊂ Rn+1 be the corresponding convex polytope defined by (3.28). Then
the Elementary Growth States with metabolite concentrations x and growth
rate µ are the vertices of this polytope.
Each EGS α ∈ Rn+1 is thus a vertex of Px,µ and therefore a basic feasible
solution of the Linear Program (3.27). It has a corresponding feasible basis D
such that BD(x, µ)αD = µum+1 and αj = 0 for all j /∈ D. Moreover, for each
D, BD(x, µ) is square (after restricting to a set of linearly independent rows)
and nonsingular. The support suppα for an EGS satisfies suppα ⊆ D.
EGSs are quintessentially objects that depend on the chosen metabolite
concentration vector x and growth rate µ. For each choice, the polytope Px,µ
will be different, with different vertices. This is because the constraint equations
that define this polytope include the stoichiometry, the kinetics of enzymatic
reactions, and the metabolite concentrations of the cell.
With the definition of EGSs, we immediately have the following fundamental
result.
Theorem 1. Any balanced growth solution with growth rate µ is a convex combin-
ation of EGSs with the same growth rate and the same metabolite concentrations.
Proof. For fixed x and growth rate µ, any balanced growth solution satisfies
B(x, µ)α = µum+1 and α ≥ 0. The vectors that satisfy these relations form
precisely the polytope Px,µ. This polytope is the convex hull of its vertices, the
EGSs.
A convex combination of EGSs with different growth rates does not automat-
ically satisfy the balanced growth equations, i.e., if α1,α2 are two EGSs with
growth rates µ1 and µ2, then the convex combination tα1 + (1− t)α2 does not
necessarily satisfy
B(x, tµ1 + (1− t)µ2)(tα1 + (1− t)α2) = (tµ1 + (1− t)µ2)um+1.
The main reason is that B(x, µ) changes with µ. For fixed x, each µ defines a
different polytope Px,µ, see Figure 3.2b
We may assume without loss of generality that B(x, µ) has maximal rank
m + 1. If not, we can, without consequence, delete rows from B that are
linearly dependent. This would mean that in balanced growth, not all metabolic




classical stoichiometric fashion. There is always dilution by growth. When
selecting a feasible basis D, the last column in B should always be kept, since
it enforces αn+1gn+1(x) = µ, and ensures that the ribosome is made; without
ribosomes, there are no enzymes.
Theorem 2. If a vector α is an EGS, then its support suppα corresponds to
a subnetwork that has a number of metabolic reactions that is less or equal to
the number of independent metabolites. Each set D that is a feasible basis for
an EGS, and for which D is also its support, has exactly as many metabolic
reactions as independent metabolites.
Proof. We fix x and µ throughout, and thereby also the polytope P = Px,µ.
The EGSs are the vertices of P, and equivalently the basic feasible solutions of
the LP. (A standard LP has an objective function, but that does not concern us
here. For now, we only need to focus on the basic feasible solutions.)
Each basic feasible solution has a corresponding feasible basis D, so that
BD(x, µ) is square and invertible. Note that |D| must therefore be equal to the
number of independent rows of B. Independent rows are given by the Balanced
Growth equations of independent metabolites with non-zero concentrations. The
vector αD = B−1D (x, µ)µum+1 has length |D|. For all j /∈ D we have αj = 0,
but even for j ∈ D we can have αj = 0, so that we have at most D non-zero αj ’s.
Certainly n + 1 ∈ D, because it corresponds to the ribosome, without which
enzymes cannot be synthesised. That leaves |D| − 1 elements j ∈ D\{n + 1},
each of which corresponds to a unique αj , and thus to a unique enzyme. The
number of active reactions, corresponding to non-zero αj ’s, is thus less or equal
to the number of independent metabolites (in the sense described above) with
non-zero concentrations.
If D is also the support of α, then the number of non-zero αj ’s is equal to
|D|, so that the number of active reactions is exactly equal to the number of
independent metabolites with non-zero concentration.
Biological interpretation and consequences Not all protein expression
profiles lead to balanced growth: at least the essential enzymes needed for growth
on a set of nutrients need to be made. There exist also protein profiles in which
the same metabolites are being produced in multiple different ways, or in which
different modes of metabolism are active at the same time, such as with overflow
metabolism. Such networks show redundancy.
We have identified Elementary Growth States as the simplest, non-decomposable,
cellular states that allow balanced growth. Any balanced growth state may
be decomposed into EGSs that share the same growth rate and metabolite
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concentrations, but have different ribosomal allocations and use a different set
of reactions. EGSs, as the simplest cellular phenotypes that include the con-
centrations and synthesis rates of all cellular components, are therefore the
fundamental building blocks of balanced cellular growth.
Note that this set of building blocks is not yet invariant. For example, changes
in the growth rate, the metabolite concentrations, or the kinetic parameters will
change the EGSs. Since a set of invariant building blocks has proven very useful
in FBA-theory (EFMs), we will now define Elementary Growth Modes that will
indeed be invariant.
Elementary Growth Modes are equivalence classes of Ele-
mentary Growth States
The support of an EGS, defined as the set of nonzero αj , induces a natural
equivalence class of EGSs which all share the same support and hence constitute
steady state networks with the same enzymes. This equivalence class does not
depend on the µ and x for which the individual EGSs were calculated.
Definition 2. Two EGSs, α1(x1, µ1) and α2(x2, µ2), are said to be equivalent
if they have the same support. The equivalence class to which α1 belongs is
denoted by [α1(x, µ)], and is called an Elementary Growth Mode.
The set of EGMs,
E = {[α1], . . . , [αK ]}.
contains all essentially different minimal networks that can sustain balanced
growth, each with its unique set of participating reactions. In mathematical
terms, the set of all EGMs, E , is the quotient set of all EGSs under identification
of EGSs with the same support.
Note that for each x and µ individually, a representative EGS for each
EGM equivalence class can be calculated using standard algorithms. It is just a
matter of finding the vertices of the polytope Px,µ defined in (3.28), a task for
which computational algorithms are already available. These representatives will
change with x and µ, but their support (and thus the EGM that they belong
to) will not. It is however possible that an EGM has a feasible representative at
some set of metabolite concentrations and growth rate, but not for another set.
We here prove that an EGS can be continuously extended both in an open
neighbourhood around µ and in a neighbourhood around x. This shows that
if the whole-cell model allows a steady state at some fixed x and µ, then




concentrations and growth rates close to the fixed values, see Figure 3.2c. In
other words, given a representative of an EGM, this EGM also has a feasible
representative in a small neighbourhood.
Theorem 3. For a given growth rate µ0 and set of metabolite concentrations
x0, there exists an open neighbourhood U such that for all (x, µ) ∈ U , each EGS
with support equal to its feasible basis, α(x0, µ0), can be continuously extended
to a vector α(x, µ) that solves the balanced growth equations and belongs to the
same EGM.
Proof. Choose an arbitrary EGS: α0 ∈ Rn+1. We know that it solves
B(x0, µ0)α0 = µ0um+1, α0 ≥ 0.
The EGS has a feasible basis D, and without loss of generality we restrict
B(x0, µ0) to the columns indexed in D. As discussed before, we can select a set
of rows corresponding to independent metabolites with non-zero concentrations
such that the resulting matrix is square and invertible. We may therefore choose
n = m and the dimension of B to be (m+ 1)× (m+ 1).
We would like to apply the Implicit Function Theorem to see that there
are continuously differentiable functions α̂j(x, µ), j = 1, . . . ,m + 1, such that
in an open environment of (x0, µ0), the Balanced Growth Equations are still
met: B(x, µ)α̂ = µum+1. Since the α̂j(x, µ) are continuous, and since no
αj(x0, µ0) is equal to zero by the assumption in the Theorem, we can then also
choose a neighbourhood in which α̂(x, µ) ≥ 0. This α̂(µ) would thus indeed
be a continuous extension of the EGS that belongs to the same EGM, since its
support does not change.
Let s be the number of components in x. For the Implicit Function Theorem
we need a function F : Rm+1 × Rs+1 → Rm+1 that is zero at (α0,x0, µ0). For
this function, we can use the Balanced Growth equations as components: the













αm+1gm+1(x) = 0, (3.29)
where k = 1, . . . ,m. The last component is given by
Fm+1(α,x, µ) := αm+1gm+1(x)− µ = 0. (3.30)
Let us check the conditions for the Implicit Function Theorem:
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• The function F : Rm+1 × Rs+1 → Rm+1 with components given by (3.29)
and (3.30) is continuously differentiable in α, x, and µ in a neighbourhood
of (α0,x0, µ0).
• By assumption, (α0,x0, µ0) is a solution of the balanced growth equations:
F (α0,x0, µ0) = 0.
• The entries of the Jacobian of F at (α0,x0, µ0) with respect to α are, for












and the last row of the Jacobian is zero except for the last entry, which is
gm+1(x). Note that this Jacobian is exactly the matrix B(x0, µ0), which
was invertible by construction.
The IFT may therefore be invoked, which shows that for each EGS at (x0, µ0),
with support equal to its feasible basis, there is an open neighbourhood around
(x0, µ0) such that the EGS can be continuously extended. By taking the inter-
section of these neighbourhoods we can indeed find a neighbourhood in which
all of the EGSs can be extended.
The previous theorem shows that the set of EGMs is largely conserved when
the growth rate or the metabolite concentrations are changed. Indeed, the
functions α̂(x, µ) that were found in the previous proof in principle give rise to
balanced growth vectors at a wide range of growth rates µ and concentrations
x. However, these vectors are not necessarily all EGSs, because the positivity
constraint α ≥ 0 may be broken. If one of the components α̂j(x, µ) becomes
smaller than zero, then the corresponding EGM ceases to exist. We will use this
fact in Theorem 4.
Biological interpretation and consequences If a cell is able to sustain
itself at particular fixed metabolite concentrations and at a certain growth rate,
then it is still able to maintain itself at slightly perturbed concentrations or a
different growth rate, using the same enzymes and hence the same metabolic
network. This network structure is defined to be the Elementary Growth Mode.
These EGMs therefore form the set of invariant building blocks that we were
after, analogous to the EFMs in FBA-models.
Indeed, the EGM may be used at different metabolite concentrations and
balanced growth rates as long as none of the constraints is violated. These




rate may either require a ribosomal fraction to become negative (which is
physically impossible), or it may become too large, and violate |α| ≤ λ.
Maximal growth rate is attained in EGMs
We now prove that maximal growth rate is attained in an EGS, and hence in an
EGM. Until now we have ignored the upper bound on the ribosome allocation,
expressed in
|α| ≤ λ ≤ 1.
From now on, we will consider this bound, and study the optimisation problem




{µ | B(x, µ)α = µum+1, |α| ≤ λ, α ≥ 0} .
Since µ is part of the construction of the solution polytope Px,µ, we formulate a
different optimisation problem, in which the metabolite concentrations are fixed,
and we do not maximise the growth rate but we minimise the total fraction of
the ribosome necessary to attain a given growth rate,
(P2) min
α
{|α| | B(x, µ)α = µum+1, α ≥ 0} .
Problem (P2) should be considered for growth rates µ that are relevant for (P1);
for instance, for the growth rate µmax that maximises (P1). Also note that (P2)




Figure 3.3 gives some intuition behind the proof of the following theorem.
Theorem 4. For each choice of λ, (P1) is maximised in an Elementary Growth
State.
Proof. Let us consider the maximisation problem for an arbitrary fixed set of
metabolite concentrations x (inspired by the proofs from [49], [53]). For this fixed
x we will prove that the problem is always maximised in an EGS. This is enough
to prove the theorem because this means that the growth rate is also maximised
in an EGS if we would have picked the optimal metabolite concentrations x.
We only need to consider those x for which (P1) has a nonempty set over
which to maximise. The guiding insight for this proof is that, for each fixed
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Figure 3.2: Construction of Elementary Growth States and Elementary Growth
Modes. a) For fixed metabolite concentrations x and growth rate µ1, the balanced
growth equations (3.22a) and (3.22c) define a cone Cx,µ1 . Intersecting this cone with
(3.22b) defines a polytope Px,µ1 containing all balanced growth solutions. Its vertices
are the EGSs at this growth rate and metabolite concentrations. b) Changing the
growth rate from µ1 to µ2 changes the cone to Cx,µ2 and the polytope to Px,µ2 ,
because (3.22a) depends on µ. (A similar change would be seen if x had been
changed.) c) The EGSs change continuously with µ (and also with x, not shown),
but their support does not. The green lines, connecting the vertices in the different
polytopes, together form the EGMs.
Figure 3.3: Intuition behind the proof of Theorem 4. As µ is increased, the polytope
Px,µ cuts through the ribosome allocation constraint |α| =
∑n+1
i=1 αi ≤ λ, with
|α| = λ shown in blue. Exactly at the maximal growth rate, the intersection of the




value of µ such that the polytope Px,µ is nonempty, the minimum of (P2) is
attained in a vertex of this polytope, i.e., in an EGS with growth rate µ. (This
is true for any linear objective function of α).
Let µmax be the value of the growth rate that maximises (P1), with maximiser
αmax, and |αmax| =: λmax ≤ λ. It is clear that αmax ∈ Px,µmax . For µ > µmax,
Px,µ is either empty, or it is not, so we distinguish two cases.
Case 1: If Px,µ is not empty for some µ > µmax, then |α| > λ for all α ∈ Px,µ;
if not, those vectors would satisfy all the constraints of (P1), so µmax could
not have been maximal. Moreover, vertices of Px,µmax change continuously as
a function of µ in a neighbourhood of µmax (Theorem 3), and since αmax is
a convex combination of those vertices, αmax itself also changes continuously.
Finally, because |α| is a continuous function of α, the change in |αmax| will also
be continuous. Adding this to the observation that |α| > λ for all α ∈ Px,µ,
µ > µmax, we can conclude that |α| ≥ λ for all α ∈ Px,µmax .
Since also |αmax| ≤ λ, we must have |αmax| = λ, and αmax is thus a
minimiser of (P2) for µ = µmax. The minimum of (P2) is attained in a vertex of
the polytope, so we can choose αmax such that it is an EGS.
Case 2: If Px,µ is empty for all µ > µmax, then all α that solve B(x, µ)α =
µum+1 for µ > µmax, must have at least one index j such that αj < 0. However,
we also know that the polytope was nonempty for µ = µmax, and a nonempty
polytope must have at least one vertex. We can thus choose αmax to be such a
vertex, and the maximal growth rate is thus indeed maximised in an EGS.
Note that in both cases there could, in principle, be more than one choice for
αmax: in Case 1 there could be an entire edge of the polytope that minimises
(P2) for µ = µmax, and in Case 2 the polytope at µ = µmax could have more than
one vertex. This however does not contradict the theorem since the theorem does
not state that (P1) is only maximised in an EGS, but rather that it is maximised
in some EGS. This is of course a standard situation in Linear Programming
theory.
The proof shows that there are two situations in which the growth rate is
maximised. Either the constraint |α| ≤ λ is hit, or one of the αj = 0 and becomes
negative at larger growth rates, causing the network to lose an enzymatic reaction
and thereby ‘disintegrate’ (it cannot support balanced growth anymore).
We noted that the maximiser of (P1) does not have to be unique. It is
however very unlikely to be non-unique if enough information about the enzyme
saturation functions, fj(x), and the volumetric parameters, ρk, σj , is provided.
Having a non-unique maximiser means that there are at least two EGMs, α1,α2
that have exactly the same maximal growth rate, thus these EGMs either both
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have |α1| = |α2| = λ or both become infeasible, at µ = µmax. However, the
two EGMs must by definition have a different support, such that there is at
least one reaction j that is only used in the first EGM, and a reaction j′ that
is only used in the second. The Balanced Growth equations for an EGM, and
thus the maximal growth rate for that EGM, depend on the parameters of all
participating reactions. The different parameters (e.g., different stoichiometry,
volumetric constants, and enzymatic parameters) for the reactions j and j′,
will thus influence the maximal growth rate, making it very unlikely that the
maximal growth rates for the two EGMs are exactly the same.
We also remark that (P1) is a problem for all metabolite concentrations
and all ribosome allocations, whereas (P2) is a problem only for the ribosome
allocation. We can also consider an optimisation problem for the metabolite
concentrations alone: if we pick an EGM we can maximise the growth rate in
that EGM by varying x. In this stage we do not know whether this optimum is
unique, or what the convexity properties are of this problem.
The proof of Theorem 4 also shows that increasing λ must coincide with
increased maximal growth rate.
Corollary 5. Consider (P1) for two values of λ, 0 < λ1 ≤ λ2, and denote µimax
the maximal growth rate attained with λ = λi, i = 1, 2. Then µ1max ≤ µ2max.
The converse of this corollary does not necessarily hold: if µ1 ≤ µ2 and
αi ∈ Px,µi for i = 1, 2, it does not follow that |α1| ≤ |α2|.
Adding additional linear enzymatic constraints results in minimal con-
vex combinations of EGMs
In a cell, protein concentrations are bounded. This is the direct consequence
of cells having membranes with finite areas, compartments with finite volumes
and proteins occupying volume and space. Accordingly, each membrane and
compartment in a cell has a finite capacity to contain proteins, effectively setting
constraints to the protein concentrations in cells. These protein constraints are
often modelled as upper bounds to weighted sums of enzyme (and ribosome)
concentrations:
∑n+1
j=1 wjej ≤ C. To include these bounds in the optimisation
problem, we need to find expressions for the enzyme concentrations ei in terms
of the αj ’s.
The steady state value of the enzyme concentrations is ej = rαjgj(x)µ (note
that in steady state, this identity also holds for the ribosome concentration,























We can use this to rewrite a linear constraint on the enzyme concentrations into
a linear constraint on the αj ’s, by rewriting
∑n+1











These are inequalities with the same type of dependency on α as before, and may
be added to the optimisation problem. In a similar way, a linear combination of
enzymes and the ribosome will produce inequalities with αj of the same type.





w1jαj ≤ C1, . . . ,ΣK :=
n+1∑
j=1
wKj αj ≤ CK
has a solution that is a convex combination of at most K + 1 Elementary Growth
States.
Proof. In the proof of Theorem 4 we showed that the maximal growth rate µ
will be attained by a vertex of the polytope Px,µmax . Here we show that this
proof can still be used for a slightly different polytope, defined by
Px,µ,C :=
{
α ∈ Px,µ| wj ·α ≤ Cj , j = 1, . . . ,K
}
. (3.31)
Following the proof of Theorem 4 we can separate two cases: in Case 1 there is
a µ > µmax for which the polytope is nonempty, and in Case 2 the polytope is
empty for all µ > µmax. The two cases can be handled exactly as in the proof of
Theorem 4 so that we know that the maximal growth rate under the additional
constraints will be attained in a vertex of Px,µ,C . Therefore, if we can describe
the vertices of the new polytope, we are done.
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Vertices are 0-dimensional faces of the polytope. In an n + 1-dimensional
space, the vertices should therefore, just as before, satisfy n+ 1 equalities. Of
these equalities, K could come from the newly added constraints. That means
that a vertex of the new polytope should satisfy at least n+ 1−K equalities in
the old polytope Px,µmax . In other words, the vertex was part of a K-dimensional
face of the old polytope and therefore it is a convex combination of at most
K + 1 of the 0-dimensional EGSs.
Biological interpretation and consequences EGMs are the self-fabricating
networks that maximise balanced growth rate. By minimising the number of
enzymatic reactions, the investment in each of the remaining reactions may be
maximised, leading to the highest possible overall synthesis rates, and thus the
maximal growth rate. While maximising the growth rate, biophysical constraints
may be hit. Such constraints may often be formulated as linear combinations of
enzyme concentrations, such as the total enzyme concentration in the cytosol,
total enzyme concentration in the membrane, and so on. When constraints are
hit, the maximiser is not necessarily an EGM, but possibly becomes a convex
combination of EGMs. The number of such EGMs found in the optimum is less
or equal to the number of constraints. Constant average density, assumed in
(3.14), is the first constraint. Since the number of possible physical constraints is
limited, the theory predicts that optimal steady state behaviour is simple, with
a small number of EGMs active at any time.
The relation between EFMs and EGMs
Elementary Flux Modes (EFMs) are the fundamental building blocks of genome-
scale stoichiometric models [64]. EFMs are minimal in the sense that all the
reactions in an EFM are essential for a steady state flux. The EFMs can be
found as the extreme rays of the flux cone (see Figure 3.4), if reversible reactions
are split in two separate irreversible reactions. The set of all feasible flux vectors,
given the reaction stoichiometry, can then be described as the set of all convex
combinations of EFMs.
To relate EFM theory to EGM theory, we start with stoichiometric matrices
P andM of the whole-cell model (3.15). Choosing an EGS requires first choosing
metabolite concentrations x and a growth rate µ, and then choosing a feasible
basis D which gives rise to a square invertible matrix BD, corresponding to a
vertex of the polytope Px,µ. We may therefore also restrict the stoichiometry




Figure 3.4: Comparison between EFMs and EGSs/EGMs for a simple metabolic
network (a) with one metabolite M, and three reactions, and the corresponding
self-replicating network (b) with two enzymes E1 and E2 and the ribosome R. In
case (a) the cone of possible steady state flux solutions is a plane through the origin,
bounded by v1 ≥ 0 and v2 ≥ 0. Restricting to solutions with those with a prescribed
biomass flux vBM (orange horizontal plane) gives a line segment bordered by two
EFM vertices. In EFM1, reaction v1 participates; in EFM2, reaction v2. In (b) for
given metabolite concentration x and growth rate µ1, the balanced growth solutions
for the corresponding self-replicating network also form a line segment of a cone,
again spanned by two vertices, the EGSs at these fixed values of x and µ. Only this
line segment contains balanced growth solutions, the rest of the cone does not. In
EGS1 only enzyme 1 and the ribosome are expressed, while in EGS2, enzyme 2 and
the ribosome are expressed.
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In genome-scale metabolic networks that only model the metabolic part
and not the enzymatic and ribosomal part of self-fabrication, a virtual biomass
reaction is added. This reaction consumes all components necessary for cell
synthesis in (approximately) the right proportions. The growth rate is assumed
to be proportional to the rate of the biomass reaction. In the following theorem
we find, for each EGS, a suitable biomass reaction, such that the metabolic part
of the network (PD) appended with this virtual reaction has one EFM. The flux
values of this EFM approximate the flux values of the EGS. The correction is
of order µ, which is usually several orders of magnitude smaller than the flux
values.
Theorem 7. Let α be an EGS for metabolite concentrations x and growth rate µ,
with feasible basis D. Let v ∈ Rn be the corresponding flux vector and w ∈ Rn+1
the corresponding enzyme/ribosome synthesis flux vector. Let φ = Mw, where
M is the enzyme synthesis stoichiometry matrix, and assume that [PD −φ] has
full rank. Then we may write












Proof. Let P = PD. At balanced growth, the flux vectors v and w satisfy
















These vectors satisfy the steady state equations ẋ = 0, i.e.,
Pv −Mw = µx.











We analyse this problem for fixed x and φ, which must have solutions, since
v is already one such solution. We call u ∈ Rn+1 a solution to Pφu = µx.
Since we have assumed that Pφ has full rank, we know that there must be a
one-dimensional solution space. We further exploit that Pφ has full rank by
using row-reduction to write [P − φ| µx] ∼ [I − φ̂| µx̂]. Row-reduction does









= µx if and only if it also solves un−φ̂un+1 = µx̂.





, so the first must be too, such that this gives
us a particular solution. The one-dimensional solution space is then found by
















+ t∗u∗. (This is always possible, since we already have a
solution v.) Setting Vn = (t∗u∗1, . . . , t∗u∗n), we deduce
v − Vn = µx̂.
The theorem states that [PD −Mw] should have maximal rank. This requires
at least that rankPD ≥ m− 1. This does not follow directly from the fact that
BD(x, µ) has full rank; one can easily make a counterexample. We do expect
that PD has full rank in many cases.
The approximating EFM is constant if the precursor consumption
rates change proportionally
The relevant EFM for an EGS is thus the vector V spanning the null space of the
matrix Pφ, excluding the last element Vn+1. The total precursor consumption
rate, φ = Mw, is part of the EGS solution and is therefore not known a priori.
In this section, however, we assume that the relative precursor consumption
rates are constant, making φ a fixed vector, up to a proportionality constant.
We show that under this assumption, the EGS is approximated by the same
EFM for all metabolite concentrations and growth rates.
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Theorem 8. Let α0 be an EGS for metabolite concentrations x0 and growth
rate µ0, with feasible basis D. Let v0 ∈ Rn be the corresponding flux vector and
w0 ∈ Rn+1 the corresponding enzyme synthesis flux vector. Let φ0 = Mw, where
M is the enzyme synthesis stoichiometry matrix, and assume that [PD −φ0] has
full rank. Let Vn be the EFM that approximates the flux values of α0, according
to Theorem 7. Moreover, assume that φ(x, µ) = h(x, µ)φ0 with h some scalar
function. Then, for all µ and x such that D is a feasible basis, the flux values
v(x, µ) are approximated by the same EFM:
v(x, µ) = h(x, µ)Vn +O(µ). (3.34)
Proof. Following the proof of Theorem 7 we know that the flux values of an
EGS are approximated by the first n coordinates of a vector that is in the





∈ Null(Pφ0), we can set
Vφ(x,µ) := (h(x, µ)V1, . . . , h(x, µ)Vn, Vn+1)T . We have







Note that the first n entries of V are all multiplied by the same scalar. So, the
ratios of all metabolic reaction rates (not including the virtual biomass reaction)
are constant.
In Figure 3.5 we provide evidence that the amino acid composition of cells
growing in different media are practically equal.. With the above theorem, this
indicates that flux values of EFMs likely closely resemble those of EGSs, provided
that these EFMs were calculated for an accurately estimated biomass reaction.
The dependence of EGSs on growth rate
The constant approximation of EGS flux values up to a correction of order µ by
an EFM can be used to investigate the dependence of an EGS, α, on the growth
rate. If we make the additional assumption that the dilution of metabolites is
negligible, we can even make the µ-dependence explicit.
Theorem 9. Let α0 be an EGS for metabolite concentrations x0 and growth




Figure 3.5: Side-by-side comparisons of relative amino acid frequencies in growing
cells, in minimal and rich media. Bar plots give relative amino acid frequencies in
minimal (left column) and rich medium (middle column). Right column illustrates the
cumulative frequency distributions used in the Kolmogorov-Smirnov (KS) test. KS
statistic values (which measure the maximal difference between these two cumulative
distributions) for the three studies are 3.5 · 10−4, 3.6 · 10−3 and 9.3 · 10−3, indicating
that these distributions can hardly be distinguished (as is evident from the plots).
Data (available at proteomaps.net) from [114] (top row; E. coli) [115] (middle row;
S. cerevisae) and [116] (bottom row; E. coli). See [117] for another experimental
example from Lactobacillus plantarum.
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approximates the flux values of α0, according to Theorem 7. Moreover, assume
that φ(x, µ) = h(x, µ)φ0 with h some scalar function, and that the dilution of
metabolites is negligible compared to metabolic fluxes, µxk = 0. Then, there is
an upper bound for the growth rate attained in this subnetwork, µub, and the
dependence of the EGS α on µ ∈ [0, µub] is given by
αj = H(x, µ)
Vj
fj(x)gj(x)

















Proof. According to Theorem 8, the reaction rates are given by v(x, µ) =
(h(x, µ)V1, . . . , h(x, µ)Vn)T . Consequently, the enzyme concentrations can be
calculated by ej = vjfj(x) =
h(x,µ)Vj
fj(x) , and also by ej =
rαjgj(x)
µ . If we isolate αj






= H(x, µ) Vj
fj(x)gj(x)
, αn+1gn+1(x) = µ.
(3.36)
Note that the µ-dependent part of this expression is equal for all metabolic
reactions j ≤ n. This shows that the first n coordinates of the EGSs change
proportionally when the growth rate changes at fixed metabolite concentrations.
Given this information we can make the µ-dependence even more explicit,
by reconsidering the balanced growth equations given in (3.24) and (3.25). Let
us start from an EGS: α0(x0, µ0). We know that the EGS satisfies
A(x0, µ0)α0(x0, µ0) = 0.
For general µ these equations, under the assumption that the dilution of meta-























A metabolite for which Mk(n+1) = 0 yields no information on H(x0, µ), but we
know that there is at least one k such that Mk(n+1) > 0, because the synthesis





























Note that H(x0, µ) is an increasing function of the growth rate, with a
vertical asymptote at µ = µub. We thus see that under the assumptions that
metabolite dilution is negligible and that the biomass composition remains
relatively constant, the specific index set D gives rise to a valid EGS for the
range [0, µub]. However, the ribosome allocation constraint |α| ≤ 1 will already
constrain growth before µub is approached. For each EGS we thus get an upper
bound on, but not an accurate estimation of, the maximum achievable growth
rate.
This upper bound is due to the following mechanism: the expression of an
enzyme at a higher concentration leads both to a higher demand for its building
blocks (because more enzyme is diluted per unit time), and to a higher supply
of these building blocks (since the enzymes catalyse the production of building





µ, while the supply,
∑n
j=1 Pkjfj(x0)α0j , does not. The upper bound, µub, on
the growth rate is given by that growth rate at which the expression of more







j=1 Pkjfj(x0)α0j . The building
blocks can thus no longer be kept in steady-state.
Biological interpretation and consequences The results in this section
have several important implications. First of all, we can finally understand more
deeply why Flux Balance Analysis has been such a good predictor of microbial
metabolism. The main reason is that, when relative amino acid usage (so the
relative rates of amino acid consumption for enzyme and ribosome synthesis) is
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constant across conditions, much of the nonlinearity in self-fabrication disappears.
A linear model that disregards enzyme synthesis, but that replaces this by an
accurately estimated biomass reaction, will predict flux values that are indeed
close to flux values in the corresponding nonlinear model in which enzyme and
ribosome synthesis are included.
Second, these constant relative amino acid consumption rates indicate why
growth regulation in microbes is regulated at the amino acid level. The cell must
maintain constant amino acid consumption rates, and has immediate end-product
inhibitions in place in which an overabundance of a particular amino acid causes
a shutdown of the synthesis of that amino acid by allosteric inhibition.
Third, we have shown that under this ‘amino-acid-assumption’, all the enzyme
allocation fractions α1, . . . , αn change with the same factor if the growth rate
and metabolite concentrations are changed. In other words, not only the EGM
is kept the same (the cell keeps using the same reactions), but the relative
investments in the different enzymatic reactions also remains the same! This
could explain why microbes such as E. coli have the alarmone ppGpp which
signals the depletion of amino acids, and causes a change in allocation from
enzyme synthesis (i.e., having more ribosomes) to metabolism (by creating more
enzymes) [13], [22]. Since the relative enzyme synthesis rates do not change
with growth rate, the cell needs only to control αn+1 versus the rest. This
dramatically simplifies the overall optimisation problem.
Fourth, under the additional assumption that the dilution rates of metabolites
are negligible compared to their metabolic production and consumption rates,
we identified an upper bound on the growth rate. When this upper bound
is approximated, the ribosomal allocation fractions αj increase asymptotically.
Therefore, the upper bound will in reality never be reached because the ribosomal
allocation constraint |α| ≤ 1 will be limiting first. However, the upper bound
still shows that the costs of growth increase nonlinearly with the growth rate,
and it shows that there is a fundamental limit to self-fabrication rates.
Discussion
A biochemical theory of balanced, unicellular self-fabrication. Self-
fabrication, self-repair and phenotypic adaption to new environments are defining
characteristics of autonomously living organisms. Understanding them in terms
of the underlying biochemistry is a key challenge in cell biology. In this work, we
focused on the average cell in a population that is growing balanced (arguably




defined the phenotype of such an average cell as the complete set of concentrations
of all biochemical components, and all rates of chemical reactions. An expression
for cellular growth was derived in terms of the production rates of cellular
components. We then asked which phenotypes could give rise to steady state
balanced growth.
To get a mechanistic understanding of how these different phenotypes can be
sustained by a cell, we have derived a theory in which the quantities that are
directly controlled by gene expression—the allocation fractions of the ribosome—
are the free variables (inspired by [38]). We ignored the precise mechanism how
gene expression gives rise to these allocation fractions, but this does not influence
the main findings of our theory. In currently used modelling approaches, the
free variables are often only indirectly controllable, e.g., the reaction rates or
the enzyme concentrations. By taking this new perspective, we can get a full
description of the problem that needs to be solved by cells by means of gene
expression, instead of only getting a description of the possible solutions of this
problem.
EGMs: the minimal phenotypes that lead to balanced growth. The key
modelling assumption that turns the inaccessible balanced growth system (3.9)
for general chemical systems into one with sufficient structure (3.22a)–(3.22d) for
biological systems is the fact that enzymes and ribosomes catalyse reactions in a
linear fashion. Doubling the concentration of these catalysts leads to a doubling
in reaction rates. This introduces just enough linearity into the balanced growth
equations to make linear programming techniques accessible.
To describe all balanced growth phenotypes, we identified EGMs: the minimal
modes of gene expression that lead to balanced growth; all possible phenotypes
are convex combinations of these minimal modes. The EGMs can thus be seen
as the regulatory degrees of freedom of the cell. In contrast, one could suggest to
view the expression of single enzymes as the most important degrees of freedom,
but an enzyme alone can never lead to a self-fabricating system. Even an
entire pathway that carries a steady-state flux does not lead to a self-fabricating
system, unless it synthesises all cellular building blocks that are needed for the
enzymes catalysing this pathway. Regulation should therefore not involve making
numerous decisions about independent enzyme expression levels: the decision
should rather be how and when to express one or a few EGMs.
In one specific environment, we can calculate all minimal growth-supporting
enzyme expression states, which we called Elementary Growth States. However,
when the environment changes the EGSs change with it, i.e., the specific allocation
fractions of the ribosome change: changing nutrient levels cause changes in
enzyme saturation and reaction rates, leading to new enzyme concentrations and
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a new growth rate. Since we wanted to find the regulatory degrees of freedom for
the cell, the EGSs were not very useful: biological environments are noisy which
means that these degrees of freedom would fluctuate constantly. That is why
we defined the Elementary Growth Modes as equivalence classes of Elementary
Growth States: two EGSs with the same set of expressed enzymes belong to
the same EGM. Under small fluctuations in the environment, the EGSs change,
but the set of EGMs is constant. The set of growth-supporting EGMs can
change due to a larger change in the environment, e.g., due to the depletion or
appearance of nutrients.
The EGMs are analogous to EFMs, objects defined in models where no explicit
synthesis of enzymes and the ribosome is considered. The EFMs are defined
as the minimal (i.e., non-decomposable) combinations of reaction rates that
support a steady-state flux [48]. So, where the EGMs are the minimal building
blocks of balanced growth, the EFMs are the building blocks of metabolism.
While EGMs are defined as equivalence classes of EGSs, the EFMs are defined
up to a normalization factor, and are therefore also equivalence classes of
steady-state flux vectors. Moreover, we showed that, as long as dependent
metabolites (for example due to so-called moieties) are removed, an EGM will
have exactly as many active metabolic reactions as non-zero metabolites; the
ribosome-catalyzed synthesis adds another reaction (Theorem 2). EFMs, also
after removing dependent metabolites, have one active reaction more than the
number of used metabolites. The additional reaction in the EFM is the (virtual)
biomass reaction, thus playing a similar role as the ribosome-catalyzed reaction.
Growth rate is maximised by using a small number of active EGMs.
Evolutionary theory suggests that in stable environments, those microorganisms
are selected that express the phenotype that maximises the growth rate. One of
our aims was therefore to describe, in any given condition, the phenotype with
the maximal growth rate.
We proved in Theorem 4 that the highest possible growth rate in any fixed
environment is attained in an EGM. This makes intuitive sense: by reducing the
number of active reactions, the redundancy in the reaction network is reduced.
When fewer different proteins are used, the remaining ones can be expressed to
a higher level. To maximise the growth rate, the cell should thus express only
the pathways that are most efficient in terms of resources. This ultimately leads
to cellular states in which no redundant reactions are active, i.e., with only one
active EGM, such that none of the reactions can be removed without stopping
growth. Again, EGMs prove to be analogous to EFMs, since it was proven
that the metabolic flux through a proteome-constrained metabolic network is




Because cells and their compartments have a limited size, and because
each molecule takes up a certain volume, molecule concentrations in a cell are
bounded. As a consequence, biochemical constraints arise for weighted sums
of molecule concentrations, in particular on enzyme concentrations since most
cellular biomass consist of protein. These constraints might change the optimal
solution. For example, an EGM that is very efficient in terms of cytosolic volume
might be very inefficient with respect to the limited membrane area. The first
of these constraints was already incorporated when we assumed a constant
average density (Equation (3.4)), but additional constraints may be active and
can be imposed on the model. We proved (Theorem 6) that a small number
of EGMs still constitute the optimal solution when additional constraints are
added. However, maximally one EGM might be added for each constraint that is
imposed. Given that the constant average density constraint was already active,
the number of active EGMs is thus bounded by the number of constraints on
enzyme expression. We hereby generalized yet another existing result [49] for
EFMs to their self-fabricating counterparts.
Evolution of metabolism proceeds via mutations, either affecting the kinetics
of enzymes, to increase the activity per unit enzyme, or affecting the regulation
of protein expression. The first type of evolution will change the properties of
the EGMs, while the second type will change the number or identity of EGMs
that is expressed. The above theorems involve the second type of evolution;
they predict that – no matter the environment, nor the specific properties of the
growth-supporting EGMs – only a small number of EGMs should eventually be
selected. How close microorganisms currently are to this optimal state is unclear,
and awaiting experimental investigation, although indirect evidence is mounting
that cells are very good indeed [12], [21], [49].
EGMs are the basic building blocks of cellular growth models. In
order to fully describe the phenotypes that can sustain balanced growth, we
needed to incorporate 1) a direct coupling between reaction rates and growth
rate, 2) explicit synthesis of enzymes and the ribosome, and 3) nonlinear and
metabolite-dependent enzyme kinetics. All three aspects added nonlinearity
to our theory; the first makes it impossible to prescribe the growth rate and
solve for all remaining variables in steady state, the second makes the solutions
depend nonlinearly on the growth rate, and the third introduces a nonlinear
dependence on metabolite concentrations. In the resulting theory, all phenotypes
and their corresponding growth rates can in principle be calculated, but these
computations are currently not feasible for a genome-scale model. We thus
developed a quantitative framework that led to general theoretical results, but
no quantitative predictions can be made for a specific organism at present.
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Fortunately, our theory can be simplified in various ways, resulting in com-
putationally feasible models (see [107] for a more extensive review of different
modelling approaches). Elementary Growth Modes are still the minimal building
blocks, and the above-mentioned maximiser theorems still hold. A commonly
used simplification is to consider a small coarse-grained whole-cell model [38],
[61], [102], [107]. These models become computationally feasible because of their
small size, such that no further simplifications have to be made; EGM-theory is
directly applicable to this type of models. Another popular modelling approach
ignores the explicit synthesis of enzymes and the ribosome, replacing it by a
constant biomass reaction as a sink for cell components. These approaches either
consider medium-scale models with nonlinear enzyme kinetics [91], [119], or
genome-scale models without metabolite concentrations and only a maximal
catalytic rate (kcat) as enzyme kinetics [84], or genome-scale models without en-
zyme kinetics (FBA [100]). In all these approaches, the solutions can be written
as convex combinations of EFMs, which can be seen as the linear approximations
of EGMs (Theorem 7). The recently developed Metabolism and Expression (ME)
models currently make the least simplifying assumptions in modelling cellular
growth [40], [81], [105]: enzyme and ribosome synthesis are explicitly modelled,
but enzyme kinetics are replaced by a single catalytic rate. The minimal building
blocks of these models are thus EGMs where the saturation function is replaced
by a constant and the dilution of metabolites is ignored. Very recently, theory
was also developed for kinetic models with explicit synthesis of one type of
protein [120]. This approach replaces the constant density assumption by an
upper bound on this density, and assumes that the ribosome (i.e., the one protein)
is always fully occupied. This enabled the authors to further analyse the optimal
growth state, which was indeed an EGM.
A constant amino acid composition greatly simplifies self-fabrication.
Experimental data suggests that the amino acid composition of cells is constant
across different growth conditions (Figure 3.5). This can only be maintained when
amino acids are consumed at rates with constant ratios. Under that assumption,
EGMs simplify considerably, and become much more “linear” objects: the flux
values of the EGM can be approximated by an EFM. Under the additional
assumption that the dilution of metabolites is negligible, and within one EGM
at fixed metabolite concentrations, the fractions of the ribosome allocated to
producing enzymes, the αj ’s, all have the same dependence on the growth
rate (Theorem 9). In other words, the relative allocation of these enzymatic
αj ’s remains equal. The ribosomal fraction allocated to producing ribosomes,
αn+1, does scale differently: this fraction changes linearly with the growth rate.




synthesis the cell should only tune two different variables: the overall fraction
of the ribosome allocated to making enzymes, and the fraction of the ribosome
allocated to ribosome production. The ppGpp-mechanism in E. coli, which acts
on amino acid abundances and controls the balance between metabolism and
ribosome synthesis, fits perfectly with this structure [13], [22].
Stresses and non-enzymatic reactions can be considered in terms of
EGMs. Although the theory is presented for whole-cell models that are geared
solely towards growth and self-fabrication, it does not preclude non-enzymatic
(i.e., diffusive) reactions, stress responses, and maintenance or homeostasis
activities. Processes that are not directly related to growth, such as heat shock
responses or the removal of toxins, may all be incorporated. As long as the
proteins involved in those processes act linearly on the reaction rates, growth
rate maximisers will again be EGMs of the corresponding model. In Figure 3.6
(code is available in the online SI to this publication) we provide an example
of a situation where it is optimal to invest in a stress response, in this case the
removal of a toxin. The effect of the toxin was modelled by adding an inhibitory
effect of the toxin on all metabolic enzymes.
Open problems and outlook. Clearly, many open theoretical problems
remain. For example, we have described the (optimal) phenotypes that lead
to steady-state self-fabrication in static environments, but we do not know
if the same phenotypes are evolutionary favourable in dynamic environments.
Moreover, even if we know that the optimum is attained in one, or a combination
of a few, EGMs, we do not know how a cell should find these optimal protein
expression states with its regulatory circuitry. Further, it is unclear to us if more
existing results for EFMs can be generalised to EGM theory. It is known, for
example, that finding the metabolite concentrations that maximise the specific
flux in an EFM is a strictly convex optimisation problem [21], [121], but we do
not know if an analogous result for EGMs can be proved.
We believe that a sound fundamental theory of microbial growth could
help to better understand the common denominators underlying qualitatively
similar physiological behaviours of evolutionary distinct microorganisms. Systems
biology is, however, remarkably short of experimentally testable theories, in
contrast to other systems sciences, such as statistical physics and population
genetics. This is somewhat surprising since it is apparent, even from the history of
microbiology itself, that abstract theory can aid in the understanding of concrete
phenomena. The understanding of single-cell physiology has profited greatly, for
instance, from theories on stochastic fluctuations in molecular circuits, and the
introduction of enzyme kinetics theories revolutionised enzyme biochemistry.
The EGM theory presented here should allow at least to improve our under-
126
3
EGMs provide a molecular description of cellular self-fabrication
Figure 3.6: Illustration of investment in toxin removal while maximising growth
rate. (A) The example network contains five metabolites; x1 to x4 are precursor
molecules and x3 and x4 play the role of amino acids. An external toxin can diffuse
over the membrane and, when inside the cell, inhibits the catalytic activity of all
proteins. A fifth protein, in purple, destroys the toxin. (B) Without toxin present,
investment is divided over the four proteins and the ribosome to maximise steady
state growth rate. With toxin present, the toxin-degrading protein is also expressed,
even though it does not directly contribute to growth. However, without expressing
this stress protein, the maximal growth rate would have been lower. (C) Investment
in proteins and ribosomes to attain maximal balanced growth rate as a function of
toxin concentration. Note that in this example, a switch is observed, from an EGM




standing of the biomass composition of cells, the relation between growth rate
and reaction rates, better prediction of proteome constraints that limit growth
rate, and prediction of transcription and hence also enzyme levels.
We hope that this paper contributes to a growing body of ‘biomathematical’
theories that eventually provide basic answers to the molecular basis of life
– firstly of microorganisms. We are convinced that such a theory is within
reach. The next frontier we foresee is understanding metabolic behaviour of
microorganisms in terms of growth rate maximisation and constrained protein
expression – a general biomathematical theory that merges enzyme biochemistry,
metabolic network reconstructions and evolutionary theory.
128
3
SI: EGMs provide a molecular description of cellular self-fabrication
SI: Theoretical derivations, mathematical proofs
and a core model
In this document all mathematical results are grouped and extensively described. In order to
provide a document that can be read and understood on its own, we will not only describe our
own results, but we will also describe and explain some of the prerequisite theory. This is also
the reason that some of the theory below appears both in the main text and in this appendix.
1 A list of all variables and parameters
Table S3.1: Overview of all variables and parameters used in this paper.
Variable/ Description Unit
parameter
n copy number of cellular compounds mol
c concentration of cellular compounds molL−1
x concentration of metabolites molL−1
e concentration of enzymes molL−1
r concentration of ribosome molL−1
αj ribosomal fraction allocated to produce enzyme/ribosome n.a.
N overall stoichiometric matrix n.a.
P metabolic stoichiometric matrix n.a.
M metabolite-to-enzyme stoichiometric matrix n.a.
I identity matrix n.a.
µ growth rate s−1
ρk volumetric parameter for metabolic compound k mol−1L
σk volumetric parameter for enzymes and ribosome mol−1L
fj enzymatic rate law s−1
gj enzyme synthesis rate law s−1
vj metabolic rate molL−1s−1
wj enzyme synthesis rate molL−1s−1
aj net contribution to growth rate by metabolic reaction j mol−1L
bj net contribution to growth rate by enzyme/ribosome synthesis reaction j mol−1L
Cx,µ cone corresponding to metabolite concentration x n.a.
and growth rate µ
Px,µ polytope corresponding to metabolite concentration x n.a.
and growth rate µ
uj j-th elementary unit vector n.a.
2 A detailed derivation of the growth rate in terms of
reaction rates, at balanced growth
We start with
(A1) ṅk := V
∑
j




Here N denotes the stoichiometry matrix, and vj(c) is the j-th reaction rate, as a function of
concentrations c. Since nk = V ck, we have
V̇ ck + V ċk = V
∑
j
Nkjvj(c) for all k. (3.38)






Nkjvj(c) for all k. (3.39)



















Nkjvj(c) for all k. (3.41)
The steady-state assumption ensures that the concentrations c, and therefore also the reaction
rates vj(c) are constant in time. Therefore, the complete right-hand side of (3.41) is constant
in time, and thus the left-hand side must be as well. This strongly suggests (but does not
directly imply) that ∂V
∂nl
is independent of time as well.1 Since n does change in time, this
implies that ∂V
∂nl
does not depend explicitly on n, i.e.:
∂V
∂nl
= ρl for all l,
for constants ρl.2 The biophysically reasonable assumption that total volume is the sum of all
the volumes taken up by individual molecules,




is therefore suitable to study balanced growth states. With this definition, we also have








ρlnl = 1 (3.43)
at balanced growth.






, is constant in time
for all chemical reactions j while the ∂V
∂nl
are not. This is unlikely.
2If we assume that the osmotic pressure is kept constant in a cell, the import of a particle
must lead to the import of water. The molar volume parameters, ρl, will therefore not only
comprise the volume of particle l, but also the volume of the water that is needed to keep the
osmotic pressure constant. These parameters thus depend on the osmotic pressure.
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The (instantaneous) growth rate is now defined as
µ(t) := V̇ (t)
V (t)
. (3.44)




















= ρ ·Nv(c)− ρ · (µc)
= ρ ·Nv(c)− µ(ρ · c)
= ρ ·Nv(c)− µ using (3.43).
We conclude that the growth rate of a cell at balanced growth can be expressed in terms of
the catalytic activities of its constituents reactions as,







3 Some basic Linear Programming
We give a short review of some basic Linear Programming (see e.g. [122], [123]) necessary for
the definition of Elementary Growth States and Elementary Growth Modes.
Let A be an m× n matrix, m < n. The linear programs in this paper are all in equational
or standard form
maximize c · x
subject to Ax = b,
x ≥ 0.
We may assume that A has full rank m (if A does not have full rank the matrix may be
reduced to a matrix with fewer rows which does have full rank without changing the solution
space of vectors satisfying Ax = b). A vector x is called a feasible solution if it satisfies all the
constraints, so Ax = b and x ≥ 0.
Let D ⊆ {1, . . . , n} be an index set, and let AD denote the matrix consisting of columns
from A whose indices are in D. We will use similar notation for the restriction of x to the
index set D, xD. A vector x is called a basic feasible solution if x is a feasible solution for
which there exists a set D ⊆ {1, . . . , n} with m distinct elements such that AD is square and
non-singular, x satisfies ADxD = b, and xj = 0 for all j /∈ D. The vector xD is then uniquely
defined, since xD = A−1D b. For any index set D with AD invertible, we can compute xD. If
this solution satisfies xD ≥ 0, then it induces a basic feasible solution x that satisfies xj = 0
for all indices of j /∈ D. D is then called a feasible basis for x. (This parlance is different from




We also recall a few standard concepts from convex geometry. A set X ⊂ Rn is called
convex if for each x,y ∈ X and λ ∈ (0, 1), we have λx+ (1− λ)y ∈ X. A set in Rn is a convex
polyhedron if it is an intersection of finitely many closed half-spaces in Rn. A cone is a set
X ⊂ Rn with the property that x ∈ X implies λx ∈ X for all λ ∈ R and the cone is pointed if
λx ∈ X if and only if λ ≥ 0. A convex polytope is a bounded convex polyhedron.
A vertex of a convex polyhedron P ⊂ Rn is a point x ∈ P such that there exists a vector
c with the property that c · x > c · y for all y ∈ P\{x}. The space of feasible solutions of
a Linear Program form a convex polyhedron. A standard result from Linear Programming
states that the vertices of this polyhedron coincide exactly with the basic feasible solutions of
the LP. Lastly, for a cone defined by
Aα = 0, α ≥ 0
we define its support by
suppα = {j | αj 6= 0}. (3.46)
A standard result from LP is that the spanning rays of such a cone are those vectors in the
cone with minimal support.
4 A single pathway toy model showing the three inherent
nonlinearities of self-fabrication
We here consider the simplest possible model of a self-fabricator, and compare it with a more
conventional model. This will allow us to highlight the inherent nonlinearities of self-fabrication
that can be captured with EGM theory. We will then extend this model with an additional
step so that we create a core model of overflow metabolism, based on a non-self-fabricating
model that we analyzed before [49]. These models are not made with the intention to make the
most realistic model possible. For this, various more extensive models have already been made
by others. See [124] for an overview of all resource-allocation models of overflow metabolism.
Instead, our models are meant to illustrate the differences in the mathematical structure of
models of self-fabrication compared to conventional models.
The Matlab code used to generate the plots in this section can be found in the online
Supporting Information of this publication.
Setting up the stoichiometry and the balanced growth assumption
The first model contains two metabolic reactions: 1) a transporter step that imports the
external nutrient and converts it to a metabolite X, and 2) a reaction that generates ATP using
this metabolite. In addition, the model contains a ribosome that synthesizes itself and the
enzymes needed for the metabolic steps using variable amounts of X and ATP as precursors.
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In non-self-fabricating models the enzyme synthesis is not explicitly modelled. Instead,
the demand for precursors is often modelled by a virtual biomass reaction. This
reaction needs to be imposed on the model and is often based on experimental
data. To compare our self-fabricator model with a non-self-fabricating model, we

















Note that, since we do not keep track of the production of enzymes and ribosomes
anymore, the bottom half of the stoichiometric matrix drops out.
We then add the balanced growth assumption to the model, demanding that all concentrations
of all cellular compounds are constant. The net synthesis and consumption of the compounds
is captured by the stoichiometry, but on top of that, the compounds also dilute by growth.
We thus have
Pv −Mw − µx = 0, and Iw − µe = 0, (3.49)
where v and w are the flux vectors of metabolic reactions (catalyzed by enzymes) and enzyme
synthesis reactions (catalyzed by the ribosome), x is the vector of metabolite concentrations,
and e is the vector of enzyme concentrations, including the ribosome concentration this time
as its last entry.
Linearized models do not include a dilution by growth term. This is probably because
metabolite and enzyme concentrations are not explicitly calculated in these models,
and the dilution rate is therefore unknown. Instead, a steady-state assumption is
used
Pv −Mw = 0, (3.50)
where w is now the biomass reaction rate.
Introducing enzyme/ribosome kinetics
In the model we choose the following rate equations
vtrans = etrans
glcextkcat,trans




x+ kM,resp + atpki,ATP
,
wsynth,trans = rαtransgtrans(atp, x),
wsynth,resp = rαrespgresp(atp, x),
wsynth,rib = rαribgrib(atp, x),
where we have denoted the concentrations of metabolites by using lowercase letters. The
α-variables denote the fractions of the ribosome that are translating the corresponding enzyme.
Although we could have gone for a more general choice, for the current model we choose the
same rate equation for the synthesis of the different enzymes:













Here we encounter another difference between the general self-fabricator setup and
the conventional models. Models with a virtual biomass reaction implicitly assume
that the synthesis of all cellular components is equally fast. In contrast, here we could
have picked different rate equations for the synthesis of the different enzymes. If the
enzyme concentrations would then change because of a different resource allocation,
the average rate of enzyme synthesis by the ribosome would change accordingly.
A definition of the volume and an induced growth rate expression
We argue in the main text, and in SI1, that the cellular volume should be the sum of the
volumes of its components. Dividing the resulting expression for the volume by the volume on
both sides gives:
1 = ρXx+ ρATPatp + σtransetrans + σresperesp + σribr, (3.52)
where the ρ, σ-variables are volumetric parameters. For example, ρX is the volume of a
mole of metabolite X. In the model, we choose: ρX = 0.005, ρATP = 0.0002, and σtrans =
0.6538, σresp = 1.1346, σrib = 1.2231. This choice will be motivated shortly.
Under the balanced growth assumption (Equation (3.49)) the assumption of Equation 3.52
is equivalent to an expression for the growth rate:











We then introduce aj =
∑
k
ρkNkj and bj = σj −
∑
k
Mkjwj , such that the expression for




ajvj + bjwj . (3.54)
This notation shows that all reactions can directly contribute to the growth rate. The
coefficients aj capture the volume added by the reaction itself, and bj denotes the volume
added by the synthesis reaction of the corresponding enzyme. This added volume is equal
to the sum of the volumes of the products minus the sum of the volumes of the substrates.
Based on the assumption that chemical reactions do not drastically change the volume of the
reagents, we have chosen our ρ, σ-parameters such that the coefficients are close to zero:
atrans = 0.005, btrans = −0.0062,
aresp = 0.0002, bresp = −0.0054,
brib = −0.0069
In a typical balanced growth state, the metabolic fluxes (v) are much higher than the enzyme
synthesis fluxes (w), so with Equation (3.54) we can see that the transport reaction will
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In conventional models the growth rate is often assumed to be proportional to the
biomass reaction. In the model of self-fabrication that we consider above, however,
the growth rate seems to be proportional to the transport reaction. More generally,
as long as the assumption holds that the volumes of the products is approximately
equal to the volumes of the substrates for each chemical reaction, the growth rate in
self-fabrication models will always be determined by the exchange reactions. Below,
we will investigate if defining the growth rate as proportional to the biomass reaction
is a good approximation, and when it breaks up.
The complete model
Our model has now become the following set of differential equations:
ẋ = etransftrans (glcext, x) − erespfresp (x, atp) − (100αtrans + 200αresp + 210αrib)rg (x, atp) − µx,
˙atp = 26erespfresp (x, atp) − (800αtrans + 700αresp + 900αrib)rg (x, atp) − µatp,
ėtrans = rαtransg (x, atp) − µetrans,
ėresp = rαrespg (x, atp) − µeresp,
ṙ = rαribg (x, atp) − µr,
µ = atransetransftrans (glcext, x) + aresperespfresp (x, atp)
+ rg (x, atp)
(
btransαtrans + brespαresp + bribαrib
)
.
If we pick the ribosome allocation fractions α and assume that the systems is in a steady-state,
the system has 6 equations for 6 variables: (x, atp, etrans, eresp, r, µ). In the main text we
solve the last four of these equations and insert them in the first two to get our so-called
balanced growth equations. This is however not necessary in order to solve the optimization
problem and, to increase legibility, we will not do this here. Even for a model this small, the
balanced growth equations in full are unwieldy. Instead, we can now use the three α-variables
to maximize the growth rate under the above steady-state conditions and the constraint that




subject to ẋ = ˙atp = ėtrans = ėresp = ṙ = 0,
µ = atransvtrans + arespvresp + btranswtrans + brespwresp + bribwrib,
αtrans + αresp + αrib ≤ 1,
αtrans, αresp, αrib ≥ 0.
Results
We start by doing a full run of two models: a model of self-fabrication and a non self-fabricating
version. For a range of glucose concentrations we find the α’s that maximize the growth rate in
the first model, and the e’s that maximize the biomass production rate in the second model.
We see in Figures S3.1 and S3.2 that the model of self-fabrication is indeed well approximated
by the conventional model. In the following, we will highlight three nonlinearities that are
incorporated in the self-fabrication model. Two of these nonlinearities cannot be seen in the




Figure S3.1: Results for the self-fabricating model. All results reflect optimal
allocation for maximal growth rate.
Figure S3.2: Results for the non self-fabricating model. All results reflect
optimal allocation for maximal biomass production rate
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Enzyme concentrations and fluxes are no longer proportional A first
nonlinearity that is incorporated in both models is due to the nonlinear enzyme kinetics. The
dependency of the enzyme activity on the availability of its substrates and products makes
sure that fluxes and enzyme concentrations are no longer forced to be proportional. In Figure
S3.3 we plotted the enzyme concentrations and the corresponding fluxes that were calculated
by the model. When nonlinear enzyme kinetics are not modelled this would be a straight
diagonal line.
Figure S3.3: Enzyme concentrations and fluxes are no longer always pro-
portional when nonlinear enzyme kinetics are modelled. Values shown
correspond to optimal growth rate solutions of the model.
The biomass composition changes In our model of self-fabrication the synthesis
of the enzymes and ribosomes is modelled explicitly. The demand for precursors might vary
between different enzymes, which is captured in the M-matrix of Equation (3.47). If the
enzyme concentrations change, the precursor demand can change with it: the model thus
calculates the demand for cell synthesis. This effect is visible in our model, although it is a
small effect, see Figure S3.4. In conventional models a virtual biomass reaction is added and
therefore the demand for cell synthesis is imposed on the model. This will therefore always
be constant over the different growth rates. The effect that is shown is small because of the
choice of M-matrix: the synthesis of all enzymes and the ribosome requires more ATP than
X. Therefore, the decrease in the concentration of the transport-enzyme and the increase of
the concentrations of the respiration-enzyme and the ribosome does not change the precursor
demand that much. One could however imagine that, especially in larger models, there could
be precursors for which the demand per enzyme synthesis reaction varies more. The change in
















In Figure S3.5 we indeed see that the effect is now more pronounced.
The growth rate is not always proportional to the biomass production





ajvj + bjwj ,
where aj and bj denote the differences in the summed volume of the products with the summed
volumes of the substrates. In principle, each reaction thus contributes to volume growth and
hence to growth rate. However, there are two assumptions that we can make in which this
simplifies. First, if for each reaction the summed volume of products is approximately the same
as the summed volume of the substrates, then aj and bj will be negligible except for reactions
that transport to or from the cell. Second, if we assume that metabolism is in a steady-state,
all volume contributions of created internal compounds will cancel because these compounds
will also be degraded. In both cases, only the exchange reactions will explicitly contribute to
growth. In a situation where both of these assumptions cannot be made, for example in a
dynamic model in which polymers take up more or less volume than their constituents because
of their folding properties, our definition of the growth rate will clearly deviate from a growth
rate that is defined to be proportional to a biomass reaction.
One could now ask if the rate of the biomass reaction rate is a good approximation of the
cellular growth rate when one or both of the assumptions is met? In our base model, of which
the results were shown in Figure S1, the cellular growth rate is indeed directly proportional
to the total synthesis rate. This is because of the following: in our base model the transport
step is the only exchange reaction and therefore the only reaction that contributes to volume
growth. If the substrate yield (the ratio of the biomass reaction and the transport reaction)
is constant, this implies that the growth rate must be proportional to the biomass reaction
rate. The substrate yield is indeed quite constant because almost all imported nutrients will
be converted to biomass, because the dilution of metabolites is negligible.
The above argumentation immediately indicates that the biomass reaction rate would
not approximate the cellular growth rate if the dilution of metabolites is not negligible. We












We also adjust the volumetric parameters ρk, σj to keep the summed volume of the products




























The results are shown in Figure S3.6. The growth rate and the biomass reaction rate are
indeed no longer proportional. This is caused by the large dilution rate of the metabolites.
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Figure S3.4: The demand for precursors as fractions of the total demand for
biosynthesis. The left figure shows the results for our toy model of self-fabrication,
while the right figure shows the results for the corresponding conventional model.
Figure S3.5: The demand for precursors as fractions of the total demand
for biosynthesis. Compared to the model results presented in Figure S3.4, there is
more variation in the precursor demand for protein and ribosomes. The left figure
shows the results for our toy model of self-fabrication, while the right figure shows




Solutions are not conserved under multiplication Elementary Flux Modes
are defined up to a multiplicative factor. This means that a steady-state flux vector can always
be multiplied by a positive number to give another steady-state flux vector. In conventional
resource-allocation models it is often assumed that vi = eikcat,ifi(x), so that the reaction
rate is proportional to the enzyme concentration when the metabolite concentrations are kept
fixed. This means that a steady-state solution can always be scaled by multiplying all enzyme
concentrations by the same factor. Indeed, scalar multiplication of the enzyme concentrations
leads to the same multiplication of the reaction rates, and this again leads to a steady state by
the aforementioned property of EFMs. For example, assume that (x0, atp0, etrans,0, eresp,0, r0)
corresponds to a steady-state solution. In a conventional model, the steady-state equations
take the form
Nv = 0. (3.58)
If we keep the metabolite concentrations constant, and multiply all enzyme concentrations by







Nijejfj(x) = 0. (3.59)
The above is no longer true in a self-fabrication model. We see in Section 4 that even if we keep
the metabolite concentrations fixed, a solution cannot be easily scaled to another solution. For
example, assume that (x0, atp0, etrans,0, eresp,0, r0, µ0) corresponds to one balanced growth




ajvj + bjwj =
∑
j
ajejfj(x) + bjrαjgj(x). (3.60)






j + bjw′j =
∑
j
ajλejfj(x) + bjλrαjgj(x) = λµ. (3.61)
The differential equation for the ribosome was
ṙ = rαribg(x)− µr = 0, (3.62)
but now becomes
ṙ′ = λrαribg(x)− λ2µr 6= 0. (3.63)
Similarly, the steady-state equations for the enzymes and the metabolite concentrations are no
longer met. Inspection of these equations would suggest multiplying the α-variables by λ too.
However, then the time derivatives of the metabolite concentrations will no longer be zero.
The above shows that, in contrast to conventional models, the reaction rates in self-
fabrication models are not proportional to the growth rate within an Elementary Mode. While
Elementary Flux Modes could thus be defined up to this multiplicative factor, this is no longer
possible for Elementary Growth Modes. This is why the concept of the Elementary Growth
States was introduced.
A two pathway toy model showing overflow metabolism
We now add a fermentation reaction to the model as an alternative for the respiration reaction.
It converts the metabolite X in 12 ATP-molecules, instead of the 26 molecules produced by
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respiration. Furthermore, we set the kcat of the fermentation reaction to be higher than the
respiration reaction. These adaptations are based on the model of overflow metabolism that
we used in [49]. Additionally, we introduce an additional constraint on the concentration of
the membrane protein etrans ≤ 0.2. This gives the results shown in S3.7.
This model illustrates that the co-utilization of two Elementary Modes can still be caused
by growth rate maximization under two constraints. This extends the results found for EFMs
in [49] to EGMs.
Conclusion
By working out this toy model we have illustrated some important differences between models
of self-fabrication and conventional models of metabolism. We have pointed out that 1) enzyme
concentrations and fluxes are not necessarily proportional, 2) the biomass composition can
change, 3) the growth rate is not necessarily proportional to the biomass production rate, 4)
flux ratios in Elementary Modes are not constant over different growth rates and metabolite
concentrations.
Moreover, we have also explored under what assumptions the above nonlinearities are
approximately linear again. This is important because the conventional models were highly
successful in fitting experimental data, but less biologically accurate in terms of their mechanistic
underpinnings. To reproduce the experimental data with a model of self-fabrication we need
some additional assumptions, for example that the biomass composition does not change
drastically over different conditions. This thus indicates the importance of assumptions that
were first taken for granted.
5 Extensions of EGM theory
Including non-enzymatic reactions
The metabolic ODEs are now augmented with non-enzymatic reactions with rate vector u(x),














ρkSkj , the definition of µ may be succinctly phrased as
µ = c · u+ a · v + b ·w.
The steady state equations for x now read




Figure S3.6: The total enzyme synthesis rate is not always proportional to
the growth rate. If the dilution rate of metabolite is no longer negligible compared
to their metabolic turnover, the growth rate can increase without a proportional
increase of the enzyme synthesis.
Figure S3.7: A model of self-fabrication that shows overflow metabolism.
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(Skj − xkcj)uj(x). (3.64)
Note that the ribosome concentration now appears in the equations, since it occurs on the left
hand side, but not on the right due to the nonenzymatic reactions.
Including a positivity constraint for the ribosome concentration
The balanced growth equations were derived by first solving the steady state ribosome and
enzyme equations, and substituting the result into the steady state equations for the metabolites.
Since ṙ = r(αn+1 − µ), one does not get immediate information about r in steady state. Since
r eventually drops out of the balanced growth equations, because it is a factor in all of them,
one needs to derive the steady state ribosome concentration a posteriori. The expression for r






+ σj − bj
)
αj + (σn+1 − bn+1)µ
. (3.65)
Since finding any balanced growth solution generally starts with prescribing some metabolite
concentration vector x, it is not guaranteed that the resulting ribosome concentration is
positive. If it is not, the enzyme concentrations in steady state are all negative as well, since
ej = rαj/µ.
For certain choices of x, and growth rate µ, some vectors in the polytope Px,µ may
correspond to negative ribosome and enzyme concentrations. These should of course be
discarded. One could incorporate an additional constraint into the polytope, requiring that






+ σj − bj
)
αj + (σn+1 − bn+1)µ ≥ 0.
This constraint is again of the same nature as the ones in B(x, µ)α = µum+1 in the definition
of Px,µ. Choosing a metabolite vector x such that this constraint is violated for all α ∈ Px,µ
implies that the polytope to which the ribosomal constraint is added would become empty.
Any biologically reasonable balanced growth solution would have a finite, strictly positive





Investments in stress responses are often viewed as orthogonal to investments in growth.
In EGM theory, this is not necessary. For example, a heat shock response might involve
increased expression of chaperone proteins that accelerate the refolding of denaturated proteins.
Chaperones themselves do not contribute to the catabolic or anabolic parts of metabolism,
and are therefore viewed as not contributing to growth. The chaperones, however, extend the
lifetime of proteins (they lower their natural degradation rate, which we have ignored in the
whole-cell model but can be put in without any modification of the main results). In this
indirect way, chaperones of course increase the growth rate relative to the situation in which
they are absent.
An example implementation would be as follows. First we incorporate degradation rates
of enzymes,
ėj = rαj − µej − dj(T,h)ej
in which dj(T,h) are the degradation rate of enzymes, as a function of temperature (denatura-
tion) and chaperone concentrations h. Next, the chaperones need to be synthesized
ḣk = rαk − µhk,
(here modelled without its own degradation rate, but one could put that in) then one would
obtain a new whole cell model, with extended stoichiometry for all the enzymes and now also
chaperones. The number of αj increases: the ribosome now needs to be allocated not only
over all enzymes and the ribosome, but also over the chaperones.
If the degradation depends linearly on the chaperone concentration, the resulting balanced
growth equations would have the same qualitative properties as before. The polytope Px,µ,T
of all balanced growth solutions at metabolite concentrations x with growth rate µ and
temperature T now has new vertices, which are again called EGMs. Depending on T , the
maximal growth rate solution may have a positive αk for the chaperones. In that case, the
investment of synthesising chaperones leads to a higher growth rate than if this investment
were not made.
Similar implementations may be given for other stress responses. A second example is
cleaning up of toxins (see Fig 3.6 in the main text), either made as an inevitable byproduct of
certain metabolic reactions, or passively diffuse into the cell. Such toxins could for instance
lower the kcat of metabolic reactions, leading to a lower growth rate. As long as cleaning up
such toxins using specific proteins is implemented using kinetics that are linear in those protein
concentrations, the EGM theory applies. If the effect of the toxin is sufficiently detrimental to
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Abstract Living cells can express different metabolic pathways that support
growth. The criteria that determine which pathways are selected in which
environment remain unclear. One recurrent selection is overflow metabolism:
the simultaneous usage of an ATP-efficient and -inefficient pathway, shown for
example in Escherichia coli, Saccharomyces cerevisiae and cancer cells. Many
models, based on different assumptions, can reproduce this observation. There-
fore, they provide no conclusive evidence which mechanism is causing overflow
metabolism. We compare the mathematical structure of these models. Although
ranging from Flux Balance Analyses to self-fabricating Metabolism and Expres-
sion models, we can rewrite all models into one standard form. We conclude that
all models predict overflow metabolism when two, model-specific, growth-limiting
constraints are hit. This is consistent with recent theory. Thus, identifying these
two constraints is essential for understanding overflow metabolism. We list all
imposed constraints by these models, so that they can hopefully be tested in
future experiments.
Introduction
Many cells show overflow metabolism: the simultaneous metabolism of nutri-
ents by an energy-efficient and a less energy-efficient pathway. For example,
Escherichia coli, Saccharomyces cerevisiae and cancer cells fully oxidize carbon
sources to CO2 when growing slowly. Above a species-specific critical growth
rate, a partial oxidation pathway kicks in, resulting in the production of overflow
metabolites: acetate, ethanol and lactate respectively [72], [125], [126]. Lactococ-
cus lactis shows a similar metabolic shift from mixed-acid fermentation (3 ATP
per glucose) to lactic-acid fermentation (2 ATP per glucose) under anaerobic
conditions [127]. Besides overflow metabolism that starts at high growth rates,
Escherichia coli even produces overflow products at low growth rates when
growing in ammonium-limited conditions [128].
Overflow metabolism seems wasteful because two metabolic pathways are
used that independently support growth, and one of them is more efficient (it
has a higher ATP yield per glucose molecule) than the other. Since cells need
energy for growth, efficient usage of nutrients is expected to be favourable. One
would therefore expect that cells using the efficient growth strategy exclusively
would be selected during evolution.
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Summary for everyone. Natural selection has caused many
microbial species to grow as fast as possible. In order to grow, cells
use nutrients from their environment as a source of energy, for which
they can express several metabolic pathways (combinations of chemical
reactions). These pathways differ in their efficiency: some pathways yield
much more energy per nutrient-molecule than others. One could expect
that a fast-growing cell only uses the most efficient pathway, but this
is not always true: often the energy-content of nutrients is only half
used and half-degraded products are excreted. This apparently wasteful
behaviour, called overflow metabolism, is sometimes very useful for us:
that yeast cells produce alcohol is for example the reason that we can
brew beer. Many theoretical biologists have tried to understand this
phenomenon by building computer-models. However, by now there are 15
different models that all explain overflow metabolism in a different way,
so that we still don’t know what truly causes it. In this work, we review
these 15 models and show that, although they are completely different
in their details, the mathematical core is always the same. In all cases,
overflow metabolism emerges when cell growth is limited by two physical
constraints, such as a limited cellular volume or a limited surface area.
Finding out what causes overflow metabolism in a specific microorganism
thus amounts to identifying which constraints are limiting its growth,
which can only be done with purposefully designed experiments. To
facilitate these experiments, we conclude this review with a list of all
candidate-constraints, so that these can hopefully be tested in the future.
The counterintuitive occurrence of overflow metabolism is in many studies
explained using constraint-based optimization approaches. These approaches
assume that cellular growth is constrained by physical and chemical limits, and
that cells are driven towards these limits when evolutionary fitness is maximized.
Accordingly, the behavior of cells results from maximizing their growth rate
given a set of constraints.
Since many models reproduce the experimental data while using different
biological assumptions, it is unclear what exactly causes overflow metabolism.
Therefore, we need a way to analyze and compare these different models to find




Minimal, growth-supporting metabolic modes are characterized mathematically
by identifying the smallest subnetworks of the entire metabolic network that can
support growth. Such subnetworks are called Elementary Flux Modes (EFMs) in
metabolic models [48], and Elementary Growth Modes (EGMs) in self-fabrication
models [50] (see SI1) for a short introduction and comparison of EFMs and
EGMs). The gradual transition from the usage of one metabolic subnetwork to
the mixed usage of two subnetworks that is observed in overflow metabolism
indicates the simultaneous usage of two different Elementary Modes.
In recent theoretical work [49], [50] we derived that cells that maximize their
growth rate will only use two Elementary Modes if they are confronted with
at least two constraints. The identification of these constraints is therefore an
important step towards finding the mechanistic cause of overflow metabolism.
In this review, we use this theory to compare the various models of overflow
metabolism by making the growth-limiting constraints explicit.
Although the models range from relatively simple Flux Balance Analyses to
genome-scale self-fabrication models, we will show that they can all be written
in the same concise standard form. Thus, the models are highly similar: (a
proxy for) the cellular growth rate is maximized subject to two constraints.
However, the biological assumptions underlying the imposed constraints differ
between those models. Hence, the success of these models is dependent on the
existence of two constraints and not on the precise biological interpretation of
those constraints. Finding the causes of overflow metabolism therefore amounts
to identifying the two active growth-limiting constraints and experimentally
testing them. We shall conclude that the models each offer a hypothesis that
needs to be tested in falsification experiments in the future.
A standard form for overflow metabolism models
We will show that, to our knowledge, all existing models that use growth rate
maximization to explain overflow metabolism, can be rewritten in a standard
form.
We will assume that a cell adapts its state to grow as fast as possible whenever
it encounters a new environment. The cellular state is specified by optimization
variables, for example the reaction rates (v) or the enzyme concentrations (e).
We will denote the optimization variables by the vector x, the ith entry of which
is denoted by xi. The growth rate is modeled as a linear function: the objective
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Figure 4.1: A general view on overflow metabolism and how it is modeled.
In general, overflow metabolism is the simultaneous usage of two independent growth-
supporting subnetworks with different substrate yields. In the top left subfigure,
the blue pathway produces more energy equivalents per gram nutrient than the
red pathway. Together with the non-depicted rest of the metabolic network, the
blue and red pathway can separately lead to steady state growth. In the top
right subfigure, we illustrate that imposing homogeneous constraints, in this case a
steady state assumption, gives rise to relations between optimization variables. The
optimization variables can for example be reaction rates or enzyme concentrations,
but for simplicity, we only show one variable here. The model objective is here
visualized along the y-axis, so that the combination of variables that gives the highest
y-coordinate is optimal. In the bottom figures, we add inhomogeneous constraints
on the optimization variables. These affect which combination of variables is optimal.
Under one constraint, exclusive usage of the high-yield pathway is optimal. Adding









where wi is the weighting factor of variable i. The growth rate maximization
of the cell is modeled mathematically by searching for the set of optimization
variables that maximizes the objective function, given constraints to be specified
later. Because the objective function is linear, there is a certain direction in the
space of optimization variables in which the objective always increases. The
optimal solution is the set of optimization variables that is as far in that direction
as possible.
Not all combinations of optimization variables can be chosen due to con-
straints, for example a limited uptake rate, or a limited available area for
membrane proteins. These constraints are formalized by inequalities acting on a




where aj determines the ‘cost’ of increasing the jth variable. In the special case
that aj = 0, xj is not bounded by this constraint. In general, we could have
several, say m, constraints. These constraints can be collected in an m × n
matrix A, where the ith row captures the ith constraint. All constraints can then
be written together as:
A · x ≤ b.
The constraints can be viewed as planes bounding the feasible combinations of
variables (see Figure 4.1). After all constraints have been implemented, we are
left with an angular space called the solution space. Solving the optimization
problem amounts to selecting the point in this space that maximizes the objective
function. It can be shown that there is always a corner point of the solution
space (called vertex) in which this optimum is attained.
In this review, we will use these concepts to extract the mathematical cores
of all overflow metabolism models (that we could find) and rewrite them in the
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subject to A · x ≤ b (4.1)
xi ≥ 0.
The constraints in A can be homogeneous and inhomogeneous, see Figure 4.1
and its caption. A constraint is called homogeneous when the corresponding
weighted sum of the variables equals zero, i.e., b = 0, and inhomogeneous
otherwise. Examples of homogeneous constraints that we will define later in this
review are the steady state constraint and irreversibility constraints. When all
constraints of A are homogeneous, the solution space is unbounded; it can be
visualized as an infinitely stretched angular cone. The optimization problem
will in this case not have a finite maximum. Inhomogeneous constraints can
make the cone bounded; this will be especially important in modeling overflow
metabolism. We will therefore highlight them by presenting them separate from
the rest of the constraints.
Current explanations of mixed behaviour and their
mathematical background
Next, we will discuss published models made to explain overflow metabolism
that use growth rate maximization. We will start with the modeling approaches
that are the easiest to understand, and gradually build up complexity, ending
with self-fabrication models.
Flux Balance Analysis models
Flux Balance Analysis studies the sets of reaction rates (fluxes) through a
metabolic network (say with m metabolites and r reactions) that can reach a
steady state. A steady state is attained when the net rate of production of each
metabolite is equal to the net rate of its consumption. The stoichiometry of
all reactions is described by the stoichiometric matrix, N , which has m rows
1We use a different standard form than the standard form that is used in Linear Programming.





and r columns. Each row corresponds to the mass balance of a metabolite and
contains the stoichiometric coefficients of this metabolite in all reactions. When
N is multiplied by the rate vector, we get the ‘mass-balance constraints’:
N · v = 0.
In this review we will consider all reactions to be irreversible; we can always split
up a reversible reaction into one forward and one backward reaction, resulting
in:
vi ≥ 0.
These steady state and irreversibility constraints are the homogeneous constraints.
As mentioned before, the space of flux vectors that satisfy these constraints is
unbounded.
In addition, flux bounds can be imposed. Upper bounds, denoted ubi, are
for example imposed to model a limited capacity of the cell for the correspond-
ing reaction. Lower bounds, denoted lbi, are for instance used to model the
production of ATP for non-growth associated maintenance. This gives
lbi ≤ vi ≤ ubi.
In FBA, we are mostly interested in those flux vectors, v, that maximize some
proxy for the growth rate. For this, the so-called biomass reaction, vBM [45],
is added to the model: a phenomenological reaction that produces all cellular
compounds in the right proportions, and thereby approximates the demands for
cell synthesis.




subject to N · v = 0 (4.2)
vi ≥ 0
lbi ≤ vi ≤ ubi,
which is equivalent to the standard form that we introduced in Equation (4.1)
(see the Supporting Information for the appropriate choice of w, A,x, b).
FBA models have been used to explain overflow metabolism, mathematically
capturing the reasoning of Andersen and von Meyenburg [129] in 1980: "If,
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however, respiration is limited, by-product formation can lead to extra ATP
production and to faster growth, provided the by-product can be generated
with a net gain of ATP." The imposed flux bounds differ between the models,
although all models consider a limited uptake rate for the carbon source. For
example, Majewski and Domach [29] further propose that E. coli might have
a limited electron transfer capacity, while Varma and Palsson [30] assume that
oxygen uptake is limited, and that a certain amount of ATP should be produced









Carlson and Srienc [31], [130] also model growth rate maximization under glucose-
and oxygen-limitation, but take a different approach. Instead of finding only
the optimal solution, they characterize the whole steady-state solution space
by enumerating the EFMs of a coarse-grained E. coli network (see SI1) for
an explanation about EFMs). Using their acquired knowledge of all possible
solutions, the authors select four Elementary Flux Modes. Under any level of
glucose and oxygen limitation, two of these EFMs together form the optimal
solution. The simultaneous usage of these EFMs leads to overflow metabolism.
FBA models with thermodynamic constraints
FBA models can be refined by adding thermodynamic constraints [131], [132].
The laws of thermodynamics dictate that a chemical reaction can only have a
positive rate if the summed Gibbs free energy of the reaction substrates is higher
than of the reaction products, i.e., if the free energy change due to the reaction
is negative, denoted by: ∆rG′ < 0. By using this, one for example excludes
cycles like A → B → C → A from carrying a positive flux, since such a cycle
has zero thermodynamic driving force [133]. The free energy change due to a
reaction depends on the concentrations of the involved metabolites, but these are
usually not modeled in FBA approaches. Most thermodynamic FBA approaches




∆rG′-values directly. There are also some methods where this estimation step
can be avoided, at the expense of the thermodynamic constraints becoming less
restrictive (see [132] for an overview of thermodynamic FBA methods).
Recently, Niebel et al. combined growth rate maximization and a thermody-
namic constraint to describe overflow metabolism [32]. In their approach, the
metabolite concentrations and the reaction rates are free variables, although the
metabolite concentrations are provided with an upper and lower bound based on
experimental measurements. The authors search for the optimal concentrations
and rates so that the biomass production rate is maximized. This search is
constrained by the second law of thermodynamics, implying that the free energy
change induced by an active reaction should be negative: ∆rG′j(c) < 0 for
reactions with vj > 0. These homogeneous constraints take the place of the
irreversibility constraints that were used in FBA models, where the directionality
is now based on the sign of the Gibbs free energy change.
If we add up all these free energy changes induced by the chemical reactions,
we get the total dissipated Gibbs energy per unit time: gdiss = −
∑
j ∆rG′j(c)vj .
The authors observed in experiments that this dissipation function appears to
have a maximum at the onset of overflow metabolism. Therefore, they propose
that the dissipated energy might be limited by an upper bound,
gdiss ≤ gdisslim . (4.4)
In addition, another constraint is imposed ensuring that the free energy dissipated
by internal reactions equals the free energy that is extracted from external
nutrients. However, after a careful examination of the mathematics used in
[32] (see SI4), we believe that this constraint should be equivalent to the steady
state assumption, so that we could ignore it here. If it turns out that we are
wrong, the constraint can be added to the problem below, without affecting the
conclusions of this review.
This modeling approach is no longer linear in the variables because the
∆rG′j(c)-values can depend nonlinearly on the metabolite concentrations. How-
ever, for any fixed set of metabolite concentrations, c = c0, the model reduces
to a Linear Program that can be written in our standard form (see SI3.2 for the
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subject to N · v = 0 (4.5)
vj ≥ 0





∆rG′j(c)vj ≤ gdisslim .
Resource-allocation models
Reaction rates can almost always be increased by increasing the concentration
of the catalyzing enzyme [43]. A constraint on a reaction rate can therefore
not reflect the mechanistic cause of metabolic phenomena: if a cell would be
confronted with such a constraint, the concentration of the corresponding enzyme
could be increased, unless the enzyme concentration itself is constrained. In
that case however, it is the constraint on enzyme concentrations that is the
mechanistic cause.
In the past decade, many researchers shifted perspective by taking enzyme
concentrations as the optimization variables instead of the reaction rates. These
models are called resource allocation models [13], [33]–[37], [41], [42], [62], [63],
[88], [106].
Resource allocation models also maximize the biomass reaction rate, vBM,
while metabolism is at steady state: N · v = 0. The rate of the objective
reaction can thus only be increased if the rates of all reactions in a complete
growth-supporting subnetwork are increased. Unlike in FBA models however,
each reaction rate is now coupled to the concentration of a catalyzing enzyme,
vi = eikcat,ifi(x), (4.6)
where vi is the ith reaction rate and ei is the concentration of the corresponding
enzyme. The activity of an enzyme is determined by its catalytic rate kcat,i,
and the ’saturation’ of the enzyme fi(x) with its substrates x. This saturation
term is in reality a nonlinear function of the metabolite concentrations x, that
also includes product inhibition. However, we split reversible reactions, product




such that vi = eikcat,i where kcat,i is now an effective rate constant. The only
way to increase the reaction rates is then to increase the enzyme concentrations.
However, resources are limited: various limits on enzyme concentrations exist,
which take the form of (weighted) sums that are bounded:∑
i
ciei ≤ ub, (4.7)
where ci is a weighting factor, and should not be confused with the metabolite
concentrations that were used earlier. All enzymes for which the weighting
factor is nonzero, ci > 0, contribute to the sum. These weighting factors can be
adjusted to capture various constraints. For example, if the membrane area is
constrained, the weight ci would reflect the area taken up by one unit of protein
i, and ci would thus be zero for all non-membrane proteins. Since the sum is
bounded, an increase in the concentration of protein i must be compensated by
a decrease in the concentration of others. The available resources should thus
be carefully allocated in order to maximize the biomass production rate. These
approaches can be written in a form equivalent to our standard form (see SI3.3









c1i ei ≤ ub1
...∑
i
cni ei ≤ ubn.
With the help of Equation (4.6) this problem can be solved with the reaction
rates or with the enzyme concentrations as the optimization variables, as we
show in SI3.3.
Basan et al. [34] made a core model that shows overflow metabolism in E. coli
by dividing the proteome into three fractions: ϕf , ϕr and ϕBM , that thus sum
up to one. These denote the fractions of the proteome catalyzing a fermentation,
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respiration and cell synthesis reaction, respectively, according to the relations:
vf = εfϕf , vr = εrϕr, and vBM = 1b (ϕBM − ϕ0). We will not define all unknown
symbols in these and the following relations, since their interpretation is not
relevant for this review. Note that the relation between the biomass reaction
and the associated proteome fraction is non-standard, to include a non-growth
associated maintenance term. Further, reactions for the uptake of a carbon
source and the excretion of acetate2 are included, but these do not have an
associated proteome fraction. This gives the following steady state assumption
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In addition, the authors set the uptake rate of nutrient: vuptake = cuptake.
Together, this yields a set of equations with only one solution; the variables
(v and φ) can be directly calculated, and no optimization is required. The
uniqueness of the solution is due to the small size of the model and because
the constraints on uptake rate and the total proteome are modeled as equalities
instead of inequalities. We show in SI3.4 that, for the appropriate choice of
w, A,x, b, this is equivalent to our standard form (4.1) in which the biomass




subject to N · v = 0 (4.9)






ϕf + ϕr + ϕBM ≤ 1.
The authors assume that the yield of energy per carbon molecule is higher for
respiration than for fermentation: nr > nf 3, but that fermentation is more
2The acetate excretion reaction was not explicitly mentioned in [34], but must have been
included. We have made it explicit to be able to write a consistent stoichiometry matrix.
3The authors originally used er, ef to denote these stoichiometric fractions, but we have




proteome-efficient: εf > εr. The enzyme cost of a certain reaction is the protein
fraction necessary to attain one unit flux. We thus see that the enzyme costs
of respiration are higher than fermentation: 1εf <
1
εr
. Because of this trade-off
between yield and enzyme costs, it becomes optimal from a certain critical rate of
carbon uptake to use the respiration and fermentation reactions simultaneously,
so that the model shows overflow metabolism.
Vazquez et al. [36] responded to the explanation of Basan et al. by adding
to the model that there is a maximum to the macromolecular density of a
cell. They argue that the enzyme costs, as defined in the previous paragraph,
should be proportional to the enzyme mass divided by its catalytic rate. The
model that is used to explain overflow metabolism is thus the same, but with
a different mechanistic underpinning of the ε-parameters. This reasoning was
implemented earlier by the same authors in a genome-scale formalism called FBA
with Macromolecular Crowding (FBAwMC), with which they already explained
overflow metabolism in E. coli [88]. This formalism was later also used to model
S. cerevisiae [37].
Another hypothesis is offered by Zhuang et al. [41] in which overflow metabol-
ism is explained using a membrane occupancy constraint. The authors introduce
parameters, mi, that capture the membrane area that is occupied per mol/liter
of enzyme i. Assuming that there is only a limited plasma membrane budget,
Bcyt, this introduces the constraint
∑
imiei ≤ Bcyt. Together with the steady










This hypothesis is supported by some quantitative evidence collected by Szenk
et al. [42].
Note that the above resource allocation approaches differ in the mechanistic
nature of the last constraint that is added, but that the optimization function,
the steady state assumption and the limited substrate uptake are all similar.
160
4
Overflow metabolism is caused by two constraints
Shlomi et al. used a similar approach with a total proteome constraint to describe
the Warburg effect in cancer cells [33].
A modeling approach that should be set slightly apart is Constrained Alloca-
tion FBA (CAFBA) [35]. The authors use only a total proteome constraint, and
no direct limit on substrate uptake. Instead, substrate limitation is modeled by
increasing a parameter wC that captures the protein fraction needed for carbon
catabolism to sustain one unit of carbon influx: φC = φC,0 + wCvC . If the
concentration of external nutrient decreases, wC increases, and a larger fraction
of the proteome is thus needed in the carbon catabolic sector. Because the sum
of the proteome fractions needs to be one, this reduces the available proteome
fraction for other sectors. As such, a change in nutrient concentration leads to a
re-allocation of the proteome. The genome-scale model of E. coli can reproduce
a switch from pure respiration to acetate secretion, but it does so with small
discrete jumps. The gradual switch that is usually associated with overflow
metabolism can only be found when the results are averaged over many different
models created by choosing random parameters.
Self-fabrication models
In the previously described modeling approaches, the demand for cell components
was approximated using a virtual biomass reaction. However, this approximation
ignores an important nonlinear aspect of self-fabrication. A self-fabricating cell
should produce two daughters identical to itself. The proportions in which the
cell should produce cellular components thus depend on its own interior. If
the cell reallocates resources to meet this demand for cellular components, its
interior changes and therefore also the demand. The allocation of resources thus
both depends on, and determines, the demand reaction.
Another inherent nonlinearity of cellular growth arises because cellular com-
ponents dilute by growth: if a compound is not produced while the volume
grows, its concentration drops. This dilution rate is equal to the growth rate
of the cellular volume, so in steady state the net synthesis rate of all molecules
should be equal to the growth rate. In turn, the same synthesis rates of all
molecules determine how much volume is produced per unit time, and thus how
fast the cell grows. The synthesis rate thus both depends on, and determines,
the growth rate.
A small number of modeling approaches incorporate these two nonlinearities
[38], [40], [46], [47], [50], [120], [134]. The demand for cell synthesis components is
calculated by the models instead of imposed on the models, and the growth rate




of linear problems in which the growth rate is treated as a parameter, as we will
see. To keep our treatment of these complex models as accessible as possible, we
will first describe the essential ingredients only. Then we will, referring to SI6
for most of the mathematical derivations, derive a set of relations that enables
us to compare these self-fabrication models to the previously described models.
After that, we will shortly discuss the various extensions that describe overflow
metabolism.
The cell is modeled as consisting of three types of compounds: metabolites
(with concentrations x4 and possibly including macromolecules such as lipids
or polynucleotides), enzymes (with concentrations e), and the ribosome (with
concentration r). The enzymes catalyze the conversion of metabolites into other
metabolites. The ribosomes catalyze the synthesis of enzymes and ribosomes
from metabolites. As before, it is assumed that the rates of the conversions scale
proportionally with the concentrations of the catalysts, and kinetic saturation
functions are again assumed constant:
vi = eikcat,i, (4.11)
vsynth,j = rkcat,ribαj , (4.12)
vsynth,rib = rkcat,ribαrib. (4.13)
Here vi is a usual metabolic reaction rate, and vsynth,j denotes the synthesis rate
of enzyme j. The factor αj is the fraction of the ribosome that is allocated to
the synthesis of enzyme j, and since these are fractions we must have
∑
j αj = 1.
It is further assumed that the concentrations of macromolecules add up to a
fixed density5: ∑
j
ρjej + ρribr = 1, (4.14)
where the ρj are volumetric parameters.6 In a cell that is growing exponentially
with rate µ, concentrations dilute with this same rate, see SI5 for a derivation.
For the metabolites, this changes the steady state assumption from N · v = 0
in FBA approaches to N · v = µx. Moreover, if we explicitly model enzyme
synthesis, we should also account for the metabolites that are consumed during
this synthesis. Let M be the matrix that denotes how many metabolites are
4The usage of x here is not related to its usage in our standard form, Equation (4.1)
5In some modeling methods this density is modeled as an upper bound [38], [120], [134]. In
SI7 we explain the advantages and disadvantages of doing this.
6Dependent on the biochemical interpretation of the ρ-parameters, some models include
contributions of the metabolite concentrations ρixi [50], [120].
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vsynth,j = µej , (4.16)
vsynth,rib = µr. (4.17)
Equations (4.11) to (4.17) define the core ingredients of the self-fabrication
models. In Supporting Information 6 we show how this system can be rewritten.
In short: equations (4.11), (4.12) and (4.13) are used to get expressions for the
concentrations e and r in terms of the fluxes, and these expressions are used
in equations (4.14), (4.16) and (4.17) to get four relations between the fluxes
v,vsynth and µ. These relations are linear in the reaction rates, so that the




subject to A(x, µ) ·
 vvsynth
µ
 = 0 (4.18)
vi, vsynth,i ≥ 0.
Although this looks like a Linear Program, it is more difficult since the constraint
matrix is not constant: it depends on the metabolite concentrations, x, and on
the growth rate, µ. The x-dependence is often “solved" by ignoring the dilution
of small metabolites and fixing the concentrations of macromolecules based
on experimental data [40], [134]7. The µ-dependence that makes the problem
nonlinear is overcome by fixing the growth rate in the constraint matrix to a
certain value: A(x, µ) → A(x, µ0), and then add the constraint that the µ in
the optimization variables should equal µ0. Note that, since it is fixed, we can
no longer maximize the growth rate. However, we can check if there is a solution
that solves the system. If there is no solution, then µ0 > µmax; if there is a
solution, we can increase µ0. The maximal growth solution is found by repeating
this procedure until the problem is still feasible for µ0 = µmax, but infeasible for
7One could also solve the problem for fixed metabolite concentrations [50], [120], and then





















vi, vsynth,i ≥ 0.
Using the described mathematical core, Goelzer et al. proposed a formalism that
was named Resource Balance Analysis (RBA), with which they modeled overflow
metabolism in Bacillus subtilis [39]. In addition to the density constraint of
Equation (4.14), the authors used a constraint on the maximal concentration of
macromolecules in the membrane; in our notation:
∑
j σjej ≤ Dmem.
In parallel, Thiele et al. [46] for E. coli, and Lerman et al. [47] for Thermotoga
maritima presented the so-called Metabolism and Expression (ME) models. The
mathematical basis of ME-models is equal to the basis of RBA-models (Equations
(4.11) to (4.17)), but ME-models are even more comprehensive: for example, the
synthesis rates of mRNA, tRNA, and RNA-polymerases are explicitly modeled.
Moreover, some catalytic rates, of the ribosome for example, are no longer
assumed to be independent of the growth rate; their dependence is estimated
from experimental data. These extensions add many variables and constraints
to the model, but we show in SI8 that these additions can still be written as
relations that are linear in the reaction rates and nonlinear in the growth rate.
In short, although the A-matrix of Equation (4.19) gets larger, ME-models
can still be written in this form. O’Brien et al. used an ME-model to model
overflow metabolism in E. coli [40]. The cytosolic density constraint was here
supplemented with an upper bound on the substrate uptake flux.
Molenaar et al. [38] were the first to present a mechanistic model of cellular
self-fabrication, a core model with 5 reactions and 3 metabolites. Because their
model is so small, they could use enzyme kinetics and non-linear optimization to
directly maximize the growth rate. The optimal solutions show a discrete switch
from an efficient pathway to an inefficient pathway. This is different from the
gradual switch that is observed in overflow metabolism, even though, just as in
[134], the authors model an upper bound on the membrane density. However,
this does not effectively constrain the concentrations of membrane proteins, since
the surface-to-volume ratio can be freely adjusted in the model. Therefore, only
the density constraint of Equation (4.14) is effective. In personal correspondence,
the authors confirmed that, in hindsight, it might have been more realistic to
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set a lower bound to the size of the cell. In this case, an additional constraint
would have become active.
Discussion
Commonalities and differences
We reviewed many constrained optimization approaches that describe overflow
metabolism, ranging from relatively simple linear Flux Balance Analysis models
to complicated nonlinear Metabolism and Expression models. Some approaches
use small core models, others use genome-scale networks comprising thousands
of reactions. The imposed constraints are either limits on reaction rates, Gibbs
dissipation limits or limits on enzyme concentrations. Despite all these differences,
we managed to write all these models in a concise standard form by focusing
on their mathematical essence. We conclude from this that these models must
share a feature, one that must be essential for describing overflow metabolism.
In the following, we will compare the models in their standard form using our
recent theoretical work [49], [50] to analyze and explain this feature, using an
extremum principle that governs the solutions of all the reviewed approaches.
A general extremum principle: Overflow metabolism is caused by two
growth-limiting constraints
All reviewed approaches model a growing cell by imposing a set of homogeneous
constraints: a first set that ensures a steady state, and a second set that determ-
ines the feasible direction for irreversible reactions. There are some differences
in how the first set is imposed. FBA and resource allocation approaches model a
system that produces cell components in the proportions captured by a constant
demand reaction, the biomass reaction. The steady state assumption ensures that
no intermediate metabolite accumulates. The self-fabrication models implement
this assumption with a balanced growth assumption: all cellular compounds
should be produced to match the rate of consumption and dilution by growth.
The demand reaction is therefore dependent on the growth rate, which gives rise
to nonlinear relations between the optimization variables and the growth rate.
These differences are illustrated in Figure 4.2.
Despite these seemingly different setups, we can define Elementary Modes
in both cases: growth-supporting subnetworks that form the minimal building




Figure 4.2: FBA models and self-fabrication models lead to a similar math-
ematical problem. In the top figures we illustrate two of the reviewed approaches.
FBA models consider steady state fluxes through networks of metabolic reactions
with constraints on the reaction rates. A virtual biomass reaction is added as a proxy
for the growth rate. Self-fabricator models make the synthesis of enzymes and the
ribosome explicit, and can therefore model the growth rate as the volume increase
due to the production of components. The enzyme concentrations can now be viewed
as the optimization variables, so that protein concentration constraints can also be in-
cluded. In the bottom figures we show a highly simplified illustration of the solution
space of both approaches. In the linear approaches, FBA and proteome-constrained
models, all quantities depend linearly on the growth rate, while there are nonlinear
dependencies in the self-fabricator models. However, we showed that in both cases,
overflow metabolism is caused by two growth-limiting constraints.
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models [48], and Elementary Growth Modes in the self-fabricator models [50],
see SI1 for a short introduction. The defining property of these modes is that all
possible solutions of the growth models can be written as a combination of these
modes. In other words, EFMs are non-decomposable metabolic subnetworks, and
EGMs are non-decomposable self-fabrication subnetworks. Overflow metabolism
is decomposable in an energy-efficient subnetwork, and a less energy-efficient
subnetwork, and is thus a combination of two Elementary Modes.
Using the concept of Elementary Modes we derived an extremum principle
stating that the number of flux-carrying Elementary Modes in the optimal
solution will be smaller or equal than the number of active (i.e. growth-limiting)
constraints. These growth-limiting constraints are the additional constraints
that are imposed after the steady state and irreversibility constraints (this is
illustrated and explained in Figure 4.1). The extremum principle implies that
only one Elementary Mode will be selected by growth rate maximization under
one constraint. For example, in a model in which only one nutrient uptake rate is
constrained, we will never observe a gradual switch from a high-yield metabolic
mode to the combination with a low-yield mode. Overflow metabolism must
thus be a result of two constraints, see Figure 4.2 for an illustration of this result.
The extremum principle suggests that the success of describing overflow
metabolism might not lie in the details of the stoichiometric networks, or the exact
choices of model parameters, but rather in the mere existence of two constraints.
This implies that finding the mechanistic cause of overflow metabolism amounts
to finding which two constraints are actually limiting growth.
Unfortunately, the extremum principle does not predict which constraint
causes overflow metabolism. It states that there should be two constraints,
but does not reveal their identity. Moreover, overflow metabolism in different
species might be due to completely different constraints. Thus, to find out which
constraints cause overflow metabolism, we must test hypothetical constraints.
Specific experiments: the mechanistic cause of overflow metabolism
can be found with falsification experiments
Encouraged by the conclusion that the growth-limiting constraints must be
important in causing overflow metabolism, we have listed all the constraints
that are used in the reviewed models (Table 4.1). We see that almost all models
indeed use two constraints.8 Molenaar et al. [38] and Mori et al. [35] form
exceptions to this rule, using only one effective constraint. Our theory thus
8Only Varma and Palsson use more than two constraints. Their third constraint is a lower




Table 4.1: An overview of the models that try to explain overflow metabol-
ism, including which constraints were used in addition to the steady-state
assumptions.
Paper Type Constraint 1 Constraint 2
Majewski et al. [29] FBA glucose uptake rate electron transfer capacity
Varma et al. [30] FBA glucose uptake rate oxygen uptake rate
Carlson et al. [31] FBA glucose uptake rate oxygen uptake rate
Niebel et al. [32] tFBA glucose uptake rate free energy dissipation
Basan et al. [34] resource glucose uptake rate total proteome
Mori et al. [35] resource total proteome
Vazquez et al. [36],
[88]
resource glucose uptake rate macromolecular density
Van Hoek et al. [37] resource glucose uptake rate macromolecular density
Zhuang et al. [41] resource glucose uptake rate membrane occupancy
Szenk et al. [42] resource glucose uptake rate membrane occupancy
Shlomi et al. [33] resource glucose uptake rate total proteome
Molenaar et al. [38] self-fabr macromolecular density
Goelzer et al. [39] self-fabr membrane density macromolecular density
O’Brien et al. [40] self-fabr glucose uptake rate macromolecular density
implies that only one EFM will be used in the optimal solutions of these models.
Indeed, the models show discrete switches between EFMs when the growth
rate increases. The model from Molenaar et al., containing only two EFMs,
switches at once from respiration to fermentation. The genome-scale model of
Mori et al. contains many different EFMs that form intermediate steps between
full respiration and full fermentation. Their model therefore shows many small
discrete switches, approximating a gradual switch.9 This gives rise to a separate
hypothesis that we cannot fully exclude. However, we find it more probable
that, upon a change in the environment, gene expression continuously tunes the
proportions in which two EFMs are used, than that it repeatedly shuts down
one EFM to upregulate another.
Among the models that use two constraints, there is some variation in the
biological underpinnings of these constraints. The question is how to find the
relevant constraints. The genome-scale approach is to make an extensive model
and try to quantitatively match the experimental data. One risk, however, is
overfitting, because a large enough model could potentially fit any experimental
data. Such an approach should therefore be backed up by independent meas-
9The authors also present a figure showing a gradual switch, but this is the average behaviour
for many models with slightly different parameters. The discontinuities are then averaged out.
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urements of assumed constraints. Still, it is hard to imagine how a model could
distinguish the effects caused by a ’total proteome constraint’ and a ’macro-
molecular density constraint’. For this, we need perturbation experiments. For
example, to artificially perturb the proteome allocation of E. coli, Basan et
al. [34], [135] overexpressed the nonfunctional protein LacZ in one experiment
and added translation inhibitors in another. We have derived a formalism in
which such perturbation experiments can be analyzed [49]. Basan et al. could
provide evidence for their proposed total proteome constraint. In our opinion,
this makes their proposed constraint the best-established mechanistic cause of
overflow metabolism in E. coli up to this point. However, as we now know, there
should be a second growth-limiting constraint. Basan et al. used a limit on
the uptake rate of nutrients, which cannot truly be considered as a mechanistic
cause of overflow metabolism, because, as described by Molenaar et al. in 2009:
"... using an artificial maximal capacity constraint on substrate uptake ignores
the possibility of variable investments made in substrate transport systems."
The identity of the second constraint in E. coli, even though a constraint on
transport of glucose is generally used and thus apparently accepted, remains to
be established.
Towards a complete model of cellular self-fabrication.
We observe two directions of development towards a complete model of cellular
self-fabrication in the models that we have reviewed. Along the first direction
the optimization variables are moved closer to the actual regulatory space of
the cell, and thereby closer to the origin of overflow metabolism. Along the
second direction, more and more of the inherent nonlinearity of self-fabrication
is incorporated in the models.
To explain the first direction of development, we recall that FBA models
use fluxes as variables, which cannot be directly regulated by the cell. Instead,
enzyme concentrations are regulated and these will, together with the metabolite
concentrations, determine the fluxes. The resource allocation models switch
perspective to enzyme concentrations as variables with the major advantage
that constraints on enzyme concentrations can be formulated directly. These
constraints can be related to physically observable quantities, such as the available
membrane area or cytosolic volume, whereas flux constraints cannot. Flux
constraints can only be determined ad hoc using experimental data, which limits
their predictive power.10 One can move even further towards the regulatory
10In fact, many of the resource allocation models still use a flux constraint for the nutrient




space of the cell because the enzyme concentrations are in fact dependent on
the enzyme synthesis rates, and these are regulated by the allocation of the
ribosomes over the different mRNAs. The reviewed self-fabricator models indeed
use as variables the enzyme synthesis rates [39], [40], or the ribosome allocation
fractions [38]. A final step towards the regulatory space of the cell could be to
model the regulation of mRNA synthesis via gene expression directly, but we do
not know of any models that have implemented this.
The second direction of development moves towards incorporating three
nonlinearities that are related to self-fabrication. We already mentioned two of
them: 1) the dependence of the biomass composition on the enzyme allocation,
and 2) the dependence of the demanded enzyme synthesis rates on the growth
rate. The incorporation of these two nonlinearities form the main improvement
of self-fabrication models with respect to FBA type models. Here we want to
raise attention for a third nonlinearity: the kinetic dependence of enzyme and ri-
bosome activities on the metabolite concentrations. If a cell reallocates resources,
metabolite concentrations change as well, causing changes in the saturation
levels of enzymes. Including the metabolite concentrations in the model however,
requires information about the enzyme kinetics of all the different enzymes in
the cell. Moreover, it makes the optimization problem computationally infeasible
because the problem is no longer guaranteed to have only one local optimum.
Therefore, global optimization software has to be used and it is difficult to
ascertain that the found solution is the actual optimum. For these reasons,
enzyme kinetics can so far only be included in core models [38] and theoretical
work [49], [50], [120]. The question is if there are constraints, rules and patterns
in the changes in (optimal) metabolite levels that would allow us to approximate
optimal solutions without global optimisation of the full kinetic model.
Alternatives for growth rate maximization
We have focused on growth rate maximization models, but alternative explana-
tions of overflow metabolism cannot be fully excluded. For example, it might be
that not absolute fitness is maximized, but rather relative fitness compared to
competitors. For example, cells could produce overflow products to intoxicate
their neighbours, or cells could maximize their uptake rate to claim the largest
share of the nutrient pool. These explanations have been reviewed elsewhere
[136], [137].
It might even be that cells are not completely optimized for anything. For
example, it was shown that the overexpression of transcriptional regulator ArcA
could increase the growth rate of E. coli on glycolytic substrates [90]. This shows
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that metabolism was not optimal in the wild type strain within the studied
environmental conditions.
The sub-optimality of a population of microorganisms might be due to
the high regulatory costs that would be required to steer each individual cell
to the optimum. De Martino et al. [138] calculated a possible probability
distribution for the metabolic states of single cells by maximizing the entropy
of this distribution while the average growth rate was fixed to the measured
value. This approach leads to a model of single-cell behaviour in which the least
additional assumptions were made: ‘the probability distribution is as general as
possible’. Their predicted distribution captured the measured fluxes better than
a Flux Balance Analysis approach. Subsequently, they quantified the amount of
regulation that would be needed to get a higher average growth rates, showing
that attaining a maximal average growth rate would bring infinite regulatory
costs.
Conclusion
We reviewed 15 different models of overflow metabolism, ranging from Flux
Balance Analyses, to nonlinear self-fabricator models such as Metabolism and
Expression models. Despite the many differences between the models, we could
rewrite the mathematical cores of each of them into a concise standard form.
This standard form could be analyzed using an extremum principle, stating that
the number of Elementary Modes at maximal growth is less or equal than the
number of growth-limiting constraints. The extremum principle implies that
overflow metabolism is caused by at least two growth-limiting constraints. We
therefore listed all reviewed models with their proposed constraints. We hope





SI: Theoretical background, analyses and consid-
erations
1 A short introduction to Elementary Modes
A growing cell converts nutrients into cellular building blocks via its metabolic networks,
composed of hundreds to thousands of reactions and metabolites. It is often assumed that
the cell grows at a fixed rate while its metabolism is at steady state, which means that the
concentrations of all intracellular metabolites are constant in time. A steady cellular state
can be imagined as a metabolic network through which a constant flux of matter flows from
substrates to products. Not all network reactions need to be active in such a steady state.
An Elementary Flux Mode (EFM) is a minimal subnetwork (a set of reactions and
metabolites) of the cell’s metabolic network that is capable of sustaining a steady state. Thus,
if we would remove all metabolic reactions that are not in the EFM, then there could still be a
steady-state flux though the EFM. The minimality means that if we would delete any reaction
from the EFM, the steady state would be lost: some metabolite would accumulate or deplete.
A genome-scale network, typically containing a few thousand reactions, has an enormous
number of these alternative pathways. There are so many EFMs, that currently available
computational tools can not yet enumerate them all [96], so that we only know that there
must be far more than billions of EFMs. Several EFMs can be active simultaneously, giving
rise to a non-minimal subnetwork. Conversely, it has been shown [48] that any subnetwork
that carries a steady state flux can be decomposed into EFMs. Therefore, the EFMs can be
seen as the minimal building blocks of metabolic networks [48].
Now, let us consider a self-fabrication model: in addition to the metabolic network we also take
into account enzyme synthesis by the ribosome and of the ribosome itself from metabolites.
Again, we can assume a steady state, but now this means that the concentrations of enzymes
and the ribosome should also be constant in time. Because cells grow, enzymes and ribosomes
are diluted, and this dilution should be balanced by production11. This extended version of
the steady state assumption is called the balanced growth assumption.
Balanced growth has an inherent nonlinearity. We can illustrate this with a thought
experiment. Let us start with a set of enzyme and ribosome concentrations. The dilution
rate of a compound is proportional to its concentration, and the concentrations of enzymes
and ribosomes thus determine their own dilution rate. Their production rate should be equal
to this dilution rate, because the concentrations should remain constant according to the
balanced growth assumption. In turn, the metabolic reaction rates should be tuned to supply
enough building blocks to match the production rate. However, the metabolic reaction rates
are tuned by changing the concentrations of enzymes, so that we are back at the beginning of
our thought experiment. Because of this circular problem, it is hard to find analogs of EFMs
in whole cell-models: minimal pathways allowing self-fabrication.
Recently, we published a theory that studies such self-fabricating systems [50]. We identified
minimal self-fabricating pathways, which we called Elementary Growth Modes (EGMs). These
Elementary Modes are in many ways more cumbersome than EFMs, but conceptually they
11The metabolites also dilute by growth, but this is usually ignored since the rates of
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are very similar: in order to sustain balanced growth, no reaction can be removed. Thereby,
any balanced growth state can be written as a sum of EGMs, confirming that EGMs are the
minimal building blocks of self-fabrication models. Moreover, it has been proven that EFMs
are an approximation of EGMs [50].
2 Our standard form is equivalent to the standard Linear
Programming form
In this section we will look into some mathematical details on Linear Programming (LP) that
have been skipped in the main text. Let us start by introducing some notations
• given two column vectors w and x of r components, the scalar product is defined in the
following way




where the row vector wT is the transpose of the column vector w, wi and xi are the ith
components of vectors w and x;
• given an m × r matrix A with elements aij and a column vector x of r components,
the matrix product between the two is defined in the following way
A · x = b





Let us also recall the ingredients of a linear programming optimization problem, as enumerated
in the main text, i.e., we have the optimization variables x, an objective function and constraints.
The form in which those constraints are expressed defines whether the problem is written in
the LP-standard form or not.
In this review we have chosen a form for the constraints (A · x ≤ b) that in our opinion
is more intuitive and suits our framework better compared to the standard form (A · x = b),
even though certain constraints found in literature are expressed in the latter form, e.g., the
steady state constraint. In the following, we will show that these forms are mathematically
equivalent.
Before proceeding: it is customary to write linear programming problems in the form of
minimizing a certain objective function, while sometimes this function is maximized. As
the maximizers of a certain function wT · x are also the minimizers of (−wT ) · x, the two
approaches are equivalent. Because we generally assume that cells are forced to reproduce as
fast as possible to outcompete the rest of the population, we have chosen the approach where




Theorem 1. Let w, x and b be column vectors of respectively r, r and m components and




subject to A · x ≤ b (4.20)
xi ≥ 0




subject to A · ξ = b (4.21)
ξi ≥ 0,
for suitable choices of y, ξ, and A.




subject to A · x ≤ b
xi ≥ 0.
Note that A · x ≤ b can also be expressed as that there is room for a vector with positive
entries that is the difference between b and A · x. We introduce this vector s of m components
that are the slack variables, defined as
s = b−A · x,
so that
A · x+ s = b.




subject to A · x+ s = b
xi ≥ 0
si ≥ 0.
















where y and ξ are column vectors of n + m components, A is an m × (n + m) matrix and




subject to A · ξ = b
ξi ≥ 0.
If we find a solution for this problem, this can be directly mapped to a solution for the problem
in Equation (4.20). So, we have proven that all problems written in our form can be written
in the standard LP-form.
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subject to A · x = b
xi ≥ 0.
Note that the constraint A · x = b is equivalent to demanding that A · x ≤ b and A · x ≥ b. In















subject to A · x ≤ β
xi ≥ 0
With this we have proven that all Linear Programs written in LP-standard form can be
rewritten in our form, completing the proof.
3 The standard form for the different types of models
3.1 The standard form for FBA models




subject to N · v = 0
ubi ≥ vi ≥ lbi ≥ 0.
We can rewrite the above FBA problem to fit our standard form of Equation (4.20), by,












































subject to N · x ≤ β
xi ≥ 0.
3.2 The standard form for the model of Niebel et al.





subject to N · v = 0
vj ≥ 0





∆rG′j(c)vj ≤ gdisslim .
We start by looking at the constraint: ∆rG′j(c) < 0 for all reactions with vj 6= 0. Since linear
programs cannot work with strict inequalities, the authors approximated this constraint by:
∆rG′j(c) ≤ −0.5. This inequality should however only be restrictive if vj is nonzero. We can
incorporate this by multiplying both sides by vj : if vj = 0 then the inequality holds trivially,
while the constraint becomes restrictive if vj 6= 0. Thus we can write ∆rG′j(c)vj ≤ −0.5vj .




















∆rG′1(c) + 0.5 · · · 0... . . . ...
0 · · · ∆rG′r(c) + 0.5




















SI: Overflow metabolism is caused by two constraints




subject to N · x ≤ β
xi ≥ 0.
3.3 The standard form for resource allocation models








c1i ei ≤ ub1
...∑
i
cni ei ≤ ubn.
This model is a resource allocation model, so essentially the enzyme concentrations should
be the optimization variables, since these are the resources that are allocated. In the main
text we however chose to express the steady state condition in terms of the fluxes, since
this is customary in literature. Fortunately, we can rewrite the problem using enzyme
concentrations as optimization variables, by using the relation between enzyme concentrations
and fluxes:vi = eikcat,i. We define a new stoichiometry matrix N̂ as follows:
N̂ =
[
kcat,1N1 . . . kcat,rNr
]
,
where Ni are the columns of the stoichiometry matrix N . Furthermore, the rate of the biomass
reaction is written as vBM = eBMkcat,BM .12 Then, we can rewrite the linear programming
12It depends on the modeling method if the enzyme eBM is considered real or virtual. In
case it is considered virtual, we can still model it in this way but we should add a constraint








subject to N̂ · e = 0∑
i
c1i ei ≤ ub1
...∑
i
cni ei ≤ ubn.
This gives us a formulation with the objective function and all constraints expressed in the
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subject to N · x ≤ β
xi ≥ 0.
3.4 The standard form for the model of Basan et al. [34]
In the main text we derived that Basan et al. [34] solve the following problem:
N · v = 0
vi ≥ 0
vuptake = cuptake
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vf = εfϕf , vr = εrϕr , vBM =
1
b
(ϕBM − ϕ0) . (4.25)
This gives a set of five equalities: three equalities are due to assuming a steady-state, one is
due to setting the uptake rate, and one comes from assuming that the proteome fractions add
up to 1. These five equalities completely determine the five reaction rates. There is therefore
only one solution, which is thus automatically the optimal solution and no further optimization
is required. However, this model can be rewritten as a constraint-based optimization if we view
the constaints on uptake and on the proteome fractions as inequalities. This will not affect the
solutions, since the biomass production rate will only be maximized if these constraints are
maximally exploited: a higher uptake rate and more protein investment will always lead to a




subject to N · v = 0
vi ≥ 0
vuptake ≤ cuptake
ϕf + ϕr + ϕBM ≤ 1.
(4.26)
This model could also be written with the proteome fractions as the optimization variables, but
that would involve introducing proteome fractions corresponding to the uptake and excretion
reactions, which were ignored by the authors. We will therefore keep using fluxes as the







vf + bvBM + φ0 ≤ 1.
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 and β = [b1b2
b3
]




subject to N · x ≤ β
xi ≥ 0.
4 Mass conservation should imply conservation of Gibbs
energy
In the thermodynamic FBA approach by Niebel et al. [32] a constraint is imposed that we
believe is equivalent to the steady state constraint. Therefore, we think that only one of the
two constraints has to be imposed.








where MET is a set of all metabolic processes in the cell, EXG is the set of all exchange
processes, and gi denotes the Gibbs energy exchange rate for i ∈ EXG and the Gibbs energy
dissipation rate for j ∈ MET.
At this point we refer to a review by von Stockar et al. [139]. Equation (3) in this review






µiṅi − µBM ṅBM − T Ṡprod. (4.28)
Here, dG
dt
, denotes the change in Gibbs free energy in the cell. Because the cell is assumed to
be in steady state, this derivative should be zero. The first term on the right hand side, Ẇ , is
the external non-chemical work done on the system. The authors do not mention any possible
sources of such work so that this term should also be zero. The second and third term, are the
exchange rates of Gibbs free energy with the environment in the form of substrates/products
and biomass, respectively. These two terms are equal to
∑
i∈EXG gi in the constraint imposed
by Niebel et al. The fourth therm, T Ṡprod is equal to the Gibbs energy that is dissipated by
the cell’s internal processes. This is equal to the term
∑
j∈MET gj from Equation (4.27).
To satisfy Equation (4.28), we must have that the fourth term is equal to the sum of
the second and third term, as long as no non-chemical work is done. This, however, would
immediately imply that (4.27) holds. We thus see that, the constraint that is imposed by
Niebel et al. is always satisfied by a cell in steady state, as long as no work is done.
We therefore believe that the Gibbs energy balance is always satisfied and thus redundant
in the modeling method.
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4.1 A more detailed investigation
We can also start from the precise definitions of the various parameters in the constraint, as
given by the authors in the Supporting Information. We will expand Equation (4.27) to see if
all terms cancel if we assume a steady state. The Gibbs energy exchange rates are defined by
gi = ∆fG′ivi for i ∈ EXG, (4.29)
gj = ∆rG′jvj for j ∈ MET, (4.30)
where vi denotes a reaction rate, ∆fG′i the Gibbs energy of formation of the exchanged
metabolites, and ∆rG′j the Gibbs energy of reaction j. These are in turn given by
∆fG′i = ∆fG′0i +RT ln ci for i ∈ EXG, (4.31)
∆rG′j = ∆rG′0j + ∆rG′tj +RT
∑
i/∈h+ Sij ln ci for j ∈ MET. (4.32)
Before defining the new variables introduced here, we can fill in the formula for ∆rG′0j , giving





i + ∆rG′tj +RT
∑
i/∈h+ Sij ln ci for j ∈ MET,(4.34)
where ∆fG′0i is the standard Gibbs energy of formation of reactant i, and ∆rG′tj is the Gibbs






ln ch+[in] − ln ch+[out]
)
+ FSQ[in]j∆φj . (4.35)
In addition to these definitions, the authors use the following steady state constraint:∑
j∈MET
Sijvj = vi∈EXG, (4.36)
where vi∈EXG denotes the exchange of metabolite i over the system boundary. This relation is
thus
∑
j∈MET Sijvj = 0 for i an internal metabolite, since exchange over the system boundary
cannot occur from within the cell.
We now put everything back together in Equation (4.27), although we do not expand the
















































Sh+j∆fG′0h+ +RTSh+j ln ch+
)
vj .
We can exchange the order of the sums and move all the terms that are not dependent on j out































































Sh+j∆fG′0h+ +RTSh+j ln ch+
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∆rG′tj vj . (4.37)
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This can be expanded further by using Equation (4.35):∑
j∈MET
(
















Niebel et al. state that the three contributions of the Gibbs energies changes of transport are
due to “(i) the transport of species ι between compartments with different pH values and the
concomitant release or binding of protons caused by the protonation or de-protonation of the
transported species, (ii) the translocations of protons by proton sym-/antiporters or proton
pumps; (iii) the transport of charged metabolites across electrical membrane potentials".
We do not see how this can be simplified any further, but if indeed we are wrong in
believing that the Gibbs energy balance is equivalent to a mass balance, then the difference
should reside in this last equality. Then, the Gibbs energy balance would give an equality
between the Gibbs energy dissipated in reactions involving protons, and the Gibbs energy
involved in transport processes. We do not entirely understand what this means, but we have
contacted the authors to investigate this further.
5 Cellular compounds dilute with rate µ





contains a compound X with copy number nx and concentration x = nxV . We assume that
this compound is not synthesized, so that its copy number is constant in time: dnx
dt
= 0. The



















The concentration of X thus drops with a rate proportional to itself and µ; this is what we
call dilution by growth. This dilution should be matched by a net synthesis of X to maintain
a steady state.
6 Deriving the essential self-fabricator relations
In the main text we introduced the essential ingredients for the self-fabricator models: meta-
bolites (with concentrations x and possibly including macromolecules such as lipids or poly-
nucleotides), enzymes (with concentrations e), and the ribosome (with concentration r). The
following set of relations must hold:
vi = eikcat,i, (4.38)
vsynth,j = rkcat,ribαj , (4.39)
vsynth,rib = rkcat,ribαrib, (4.40)
where vi are the usual metabolic reaction rates, and vsynth,j denotes the synthesis rate of




enzyme j. It is further assumed that the concentrations of macromolecules add up to a fixed
density: ∑
j
ρjej + ρribr = 1, (4.41)
where the ρj are volumetric parameters. This density is sometimes modeled as an upper bound
instead of a strict equality. In SI7 we show that this is mathematically equivalent when growth
is maximized. Imposing the steady state assumption on all metabolites gives a first set of











where Menz and Mrib are the stoichiometric matrices that denote which metabolites are
consumed during the synthesis of enzymes and the ribosome. The steady state assumption for








because we assume that the concentrations of these compounds solely decline by dilution.



































Then, using Equation (4.43) for the last time, we see that in combination with (4.41) it gives
the fourth relation ∑
j
ρjvsynth,j + ρribvsynth,rib = µ. (4.46)
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ρjvsynth,j + ρribvsynth,rib = µ.




























denotes the diagonal matrix for which the jth diagonal element is µ
kcat,j
.
The row vector [ρj ]1×r contains the volumetric constants ρj . We can rewrite these equalities
























This is the form that we proceed with in the main text.
7 Four different ways to deal with an unrealistically low
cell density
We presented the density constraint in self-fabrication models as an equality instead of an
inequality: ∑
j
ρjej + ρribr = 1.
This implies that the maximal density must be met. In [50] we show that this equality is
a consequence of assuming that the volume of a cell, V , is the sum of the volume of its




j and the ribosome, and by ρi, ρj , ρrib the volume occupied by a mole of the corresponding





ρjnj + ρribnr = V,
where the first sum, the volume contribution of metabolites, is often neglected. If we indeed
ignore this contribution, and divide by the volume on both sides, we get∑
j
ρjej + ρribr = 1. (4.50)
The reason that this equality can not be an inequality is thus that the volume would then not
be properly defined anymore.
However, the self-fabrication models that we reviewed all have a constraint which is related
to nutrient uptake: either a limited membrane area [38], [39] or just a limited uptake rate [40].
At so-called nutrient-limited conditions, this constraint causes the slow inflow of nutrients. In
such a situation, one could imagine that the further processing of this inflow of nutrients does
not take up many enzymes. The need for cytosolic enzymes would be less than what fits in
the cytosol, and Equation (4.50) would not be satisfied.
Such an excess of cellular volume gives rise to unrealistic artifacts in optimization models.
For example, if no appropriate measures are taken in [40], the excess volume is filled up with
an unrealistically high fraction of RNA (because this is metabolically cheaper to produce than
excess protein). To prevent this from happening, four different approaches have been used.
In their ME-model, O’Brien et al. [40] model a global saturation factor of enzymes that we
will call f̄ . This saturation factor determines the effective catalytic rate of metabolic enzymes




and thereby forms a zero order approximation to enzyme kinetics. In their optimization
procedure, the authors first assume that all proteins work at their maximal rate. They
maximize the growth rate, while demanding that any excess volume is filled up with a certain
“dummy protein". If at maximal growth rate the dummy protein is indeed produced, they fix
that growth rate and minimize the global saturation factor f̄ . When this saturation factor is
decreased, the need for enzymes is increased, and therefore the excess volume in the cell will
vanish. In other words, the authors assume that the cell will fill up any excess volume with the
same proteins that it is already using, but that these proteins will now be less efficiently used.




ρjej + ρribr ≤ 1. This indeed solves the problem of having excess volume,
but an open question remains: what gave rise to the volume of the cell? These models are
thus based on the assumption that there is some other, non-modeled, cause that determines
the volume of the cell. This volume then gives an upper bound to the cellular content, but the
cell can also be only half-full.
Molenaar et al. [38] took a different approach by modeling a cellular shape factor, with
which the shape and size of cells can be adjusted. As such there will never be excess volume,
since the cell could increase its surface-to-volume ratio by becoming smaller. Hence, the inflow
of nutrients can be balanced to the cytosolic capacity for processing these nutrients. This
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mechanism makes sure that the two constraints always coincide, so that, in accordance with
the described extremum principle [49], [50], the gradual switch of overflow metabolism cannot
be modeled.
As a last alternative, in [50] we assumed that the ribosome is not always fully occupied. In
the main text we introduced the ribosome allocation fractions, αi, that capture which fraction
of the ribosome is currently translating enzyme i. We then stated that these fractions should
sum up to 1. However, during the actual optimization we use∑
j
αj ≤ 1.
We thus essentially assume that the excess volume of the cell is filled up with ribosomes that
are not occupied. This approach is comparable to the approach of [40]: O’Brien et al. model
all metabolic proteins to be unsaturated, while we concentrated this lower saturation on the
ribosome.
As a last comment, the above artifacts of having excess volume will be far more abundant in
non-kinetic models. This is because, through kinetic effects, additional proteins can almost
always be used to get a (small) growth rate benefit. For example, in [50], we include product
inhibition. In nutrient-limited conditions, the optimal solution is to express cytosolic proteins
to a high level. This will keep all metabolite concentrations in the cell low, because the inflow
of nutrients is immediately processed. This will alleviate some of the product inhibition for the
transporters, and will therefore lead to faster growth. See [49] for a more elaborate analysis of
this scenario.
8 Metabolism and Expression models still fit the standard
form

























In Metabolism and Expression models, more cellular components are included. For example, in
O’Brien et al. [40], an RNA-polymerase, mRNAs, and tRNAs are added. To these components
a synthesis and a dilution rate are associated, which should be balanced. The dilution rate is,
as with all cellular compounds, proportional to the growth rate and to the concentration of
the compound. The concentration of the compound can be related to the necessary flux of the
catalyzed reaction via the catalytic rate of the catalyst.
For example, RNA-polymerases catalyze transcription of RNA. It is assumed that the rate
of transcription is proportional to the length of the RNA-molecule, measured by the number
of nucleotides. The total flux that needs to be catalyzed is the sum of the transcription rates








The RNA-polymerases will have a certain catalytic rate, so that
vtotal transcription = kcat,RNAPrnap,






We can now calculate the dilution rate by using this in vdilution,RNAP = µ · rnap. The






vtranscription,RNAi · length(RNAi). (4.52)
This derivation is done in a similar fashion for the synthesis rates of RNAs.
An additional complexity that is added in ME models is that the catalytic rates of some
catalysts, such as the ribosome and RNA-polymerase, are no longer assumed to be constant.
Rather, a nonlinear, growth rate dependent catalytic rate is inferred from experimental data.






vtranscription,RNAi · length(RNAi). (4.53)
This relation is still linear in the reaction rates and nonlinear in the growth rate. Therefore,
we can extend Equation (4.51) to incorporate this constraint:

































Here, we have used q to denote the number of different RNAs that should be produced. The
relations between the synthesis rates of RNAs and the synthesis rates of enzymes can be added







Concluding, the Metabolism and Expression models add variables and constraints as compared
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Abstract The metabolic capabilities of cells determine their biotechnolo-
gical potential, fitness in ecosystems, pathogenic threat levels, and function
in multicellular organisms. Their comprehensive experimental characterisation
is generally not feasible, particularly for unculturable organisms. In principle,
the full range of metabolic capabilities can be computed from an organism’s
annotated genome using metabolic network reconstruction. However, current
computational methods cannot deal with genome-scale metabolic networks. Part
of the problem is that these methods aim to enumerate all metabolic pathways,
while computation of all (elementally balanced) conversions between nutrients
and products would suffice. Indeed, the elementary conversion modes (ECMs,
defined by Urbanczik and Wagner) capture the full metabolic capabilities of a
network, but the use of ECMs has not been accessible, until now. We extend
and explain the theory of ECMs, implement their enumeration in ecmtool, and
illustrate their applicability. This work contributes to the elucidation of the full
metabolic footprint of any cell.
Summary for everyone. Whenever we study a cell, it is
useful to have a full overview of the nutrients that it can use to grow, the
products that it might excrete, and of the ratios in which this consumption
and production is coupled. In other words, it is useful to know the cell’s
metabolic capabilities. It does not matter if the studied cell is the well-
known Escherichia coli, an unknown microbe isolated from an underwater
cave, a dangerous pathogen, or a human cell with some genetic disorder.
For all these cells, the genome can be sequenced, and the network of
all chemical reactions that the cell can catalyse can be reconstructed.
To compute the metabolic capabilities of the cell, we now ask which
overall reactions a cell can catalyse from nutrients to products and cell
growth. All possible overall reactions can be summarised by the set of
Elementary Conversion Modes (ECMs). Here we carefully explain the
concept of ECMs, and present a computational method that enumerates
them: ecmtool. Ecmtool enables the charting of metabolic capabilities
on larger networks than was ever possible before.
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Introduction
Metabolism underlies most cellular behaviours. Which chemical compounds a
microbe can exploit for growth, which products it can make and at which yields,
is essential information for understanding the microbe’s roles in ecosystems,
its responses to varying conditions, and its potentials for biotechnology and
bioremediation. In the case of pathogens, metabolic capabilities are informative
about the niches in which they can thrive. The functioning of multicellular
organisms relies on how the capabilities of different cell types complement each
other. A computational method that can enumerate all metabolic capabilities of
any cell, from its annotated genome sequence, is therefore of key importance.
In the pre-genomic era, a cell’s metabolic capabilities were investigated using
experimental physiological information and elemental balancing of nutrients and
products. Cellular metabolism was seen as a black box: without having know-
ledge of the metabolic details, so-called macrochemical equations were calculated
which specify the stoichiometry of the conversion of nutrients into biomass (cells)
and byproducts [140]–[145]. Precise measurements of heat exchange, nutrient
uptake and product formation could be used to develop thermodynamic theories
of cellular growth [146], which led to the improvement of biotechnological pro-
cesses [144], [147]. These methods could not always be applied: they were not
exhaustive, and required experimental data and basal knowledge of metabolic
pathways. This information is often lacking, in particular for unculturable and
extremophile microorganisms, or for cells that only survive in multi-species
communities or as part of a multicellular organism. In addition, when several
substrates can be consumed or multiple byproducts can be produced, a unique
macrochemical equation can not be derived, and the methods need to be aug-
mented with experimental data [142]. Nowadays, in the post-genomic era, in
which the genome of any organism can be sequenced, the potential exists for
comprehensive and unsupervised enumeration of all macrochemical equations of
any cell. Yet, despite its great benefits, no such method is currently used, par-
tially because most efforts focus on computation of a highly redundant capability
set.
All metabolic reactions that a cell can catalyse can be determined from the
metabolic-gene annotations of its genome. This allows for the reconstruction of
the metabolic network, which can nowadays almost be done purely computa-
tionally [24] (see [25] for a recent review). The resulting genome-scale metabolic
networks, or genome-scale stoichiometric models, have been determined for




determines all possible pathways from substrates to products, which are con-
veniently described by the set of all elementary flux modes (EFMs) [48], [59],
[148]–[151]. The enumeration of all EFMs of large metabolic networks is not
possible, due to a severe combinatorial explosion in their number [152], so that
most research has focused on calculating only subsets of EFMs [153]–[165]. How-
ever, since many EFMs share the same overall substrates-to-products conversion
and, therefore, indicate the same metabolic capability, their enumeration is not
always required. Instead, for many applications it suffices to focus on all possible
overall conversions that a cell can catalyse.
The complete metabolic capabilities of a cell can thus be studied by focussing
on all conversions from substrates to products. An exhaustive list of these is
obtained by enumeration of the Elementary Conversion Modes (ECMs), defined
in 2005 by Urbanczik and Wagner [52]. ECMs are not defined in terms of the
metabolic routes through the network; rather, they are defined in terms of the
end results only: the feasible stoichiometries between substrates and products
– the net conversion (see Box 1 for explanation). Thus, ECMs focus on the
connection of an organism with its environment rather than on the metabolic
pathways with which it achieves this.
ECMs can be seen as analogous objects to EFMs: the ECMs form a minimal
set that generates all steady-state substrate-to-product conversions, i.e., all
macrochemical equations, while the EFMs form the minimal set that generates
all steady-state flux distributions. However, the set of ECMs is much smaller
than the set of EFMs. First, because many different EFMs map to the same
overall conversion. Second, because ECMs are objects in the lower-dimensional
space of external metabolite changes, rather than in the space of reaction rates.
For these reasons, the combinatorial explosion that prohibited the enumeration
of all EFMs on a genome-scale network might disappear when enumerating
ECMs.
Although ECMs were already defined in 2005 [52], and despite their potential
for broad applicability, we could find only one study in which they were used
[166]. This might be because the concept was never made accessible for a broad
audience, even though it was rigorously defined mathematically. Mostly, it might
be due to the absence of a readily usable computational tool that computes
ECMs for general metabolic networks.
In this work, we unlock the potential of ECMs by making the theory accessible
and enumeration possible for any systems biologist. We reformulate and extend
the ECM theory of Urbanczik and Wagner, provide additional explanations in
Boxes 1-3, and supply extensive Supporting Information where all enumeration
steps are explained and mathematically supported. Most importantly, we present
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a Python-based enumeration program: ecmtool. Our software accepts metabolic
models in the SBML-format as input [167], and gives an exhaustive and exact
list of ECMs as output. Ecmtool provides both an indirect and a direct method.
The indirect method is based on the algorithm proposed in [52] and is fast for
small to medium-scale networks; the direct method uses a novel algorithm that
lends itself to massive parallelisation and is therefore scalable to much larger
networks. We validate the correctness of the computed ECMs on the medium-
scale e_coli_core-network [168], and test the scope of ecmtool by enumerating
the ECMs of networks of various sizes and complexity. In addition, we provide
a hide-method that allows focusing on the conversions between a user-defined
subset of the external metabolites. This method enables the enumeration of
ECMs on genome-scale models. Finally, in a collaborative, parallel study on
rhizobial bacteroids, we showed that ECMs can now truly be applied to gain
biological insight [55].
This work contributes to closing the gap between any cell’s genotype and
phenotype. It offers a computational toolkit for the exhaustive determination of
metabolic capabilities, and should be particularly valuable when experimental
characterisation is impossible because cells cannot be cultured in isolation.
Box 1: Definition of ECMs
ECMs are the minimal building blocks of all net conversions by
metabolic networks, and were defined by Urbanczik and Wagner
[52]. To explain their definition, we start with the stoichiometry
matrix N of a metabolic network. Each column of N captures for one
reaction which metabolites are consumed, which are produced, and
in what ratios. To facilitate the exposition, we here assume that all
reversible reactions are split into a forward and backward reaction, so
that all reactions in N are irreversible. Some metabolites are internal
to the cell and some metabolites are external; metabolites that occur
both inside and outside the cell are considered as two metabolites:
one internal and one external. We denote the index set of internal
metabolites by Int. The product of the stoichiometric matrix with the
vector of reaction rates v, gives the rates of change of all metabolite




to be in steady state, so that all internal metabolite concentrations
are constant: ċi = 0 for all i ∈ Int. The space of all steady-state
conversions, and thus of all metabolic capabilities, is given by
C = {ċ = Nv | ċi = 0 if i ∈ Int, vj ≥ 0 for all j} . (5.1)
This space is called the conversion cone, and should not be confused
with the flux cone which comprises all steady-state fluxes. In fact, the
conversion cone is the result of multiplying all points in the flux cone
with the stoichiometric matrix, see SI Section 2 for more explanation.
Definition 1. The set of Elementary Conversion Modes (ECMs)
is the minimal set of conversions {ecm1, . . . , ecmK} such that each
steady-state conversion can be written as a positive sum of ECMs,
without the production of any external metabolite being cancelled in
that sum.
Some readers might note that this definition of ECMs is similar
to the definition of EFMs. This is because both can be defined as
elementary vectors [169], [170]: ECMs are the elementary vectors of
the conversion cone, while EFMs are the elementary vectors of the
flux cone. The values in an ECM indicate the changes of metabolite
concentrations, while the values in an EFM indicate reaction rates.
We will explain the two parts of Definition 1 using the toy network
example of Figure 5.1, in which the external metabolites A,B,BM
are interconverted via internal metabolites C, D, and E.
All steady-state conversions together form the conversion cone,
which is a “convex polyhedral cone’’ (shaded area in 5.1b)). As a
consequence, the steady-state conversions can be fully described by the
extreme rays of this cone (blue and green in the figure). Indeed, any
steady-state conversion can be written as a positive sum of the extreme
rays. By the first part of Definition 1, this means that these extreme
rays are Elementary Conversion Modes. The example therefore has
at least two ECMs: A B (blue) and 2B BM (green).
It is important to note that any positive sum of steady-state conver-
sions is again a steady-state conversion. This makes sense in biological
terms: a conversion lies in the cone if there exists a set of reactions
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that gives rise to the conversion, and satisfies the irreversibility and
steady-state constraints from Equation (5.1). So, if we have several
sets of reactions that correspond to conversions, their sum will cor-
respond to the summed conversion. However, a sum in which some
extreme conversions are added negatively does not necessarily result
in a feasible conversion, because the resulting conversion might not be
feasible without using an irreversible reaction in the negative direction.
Figure 5.1: a) The Elementary Conversion Modes for a small network are shown
in blue, green and red. Notice that the red ECM can be written as a positive
combination of the blue and green ECM, but that this cancels the production of B.
b) The cone of steady-state conversions is shown in gray, and is spanned by the blue
and green ECM. The red ECM lies in the interior of the cone on the intersection
with the Ḃ = 0 -plane.
Now consider the conversion 2A BM (red). This conversion
can be written as a positive sum of the two previously found ECMs:
2(A B) + (2B BM) (2A BM). However, in summing these
ECMs, the metabolite B is cancelled, since it is produced and con-
sumed. Since, the ECMs are intended to capture a complete set of
minimal building blocks of biologically realistic conversions, taking
only the extreme rays does not suffice: we also want to describe the
possibility of producing BM from A without simultaneously excreting
and consuming B. The second part of the ECM-definition therefore
ensures that these conversions are added to the set of ECMs as well:
the ECMs should generate all conversions without cancellation of the
production of any metabolite. If we would take a combination of the




the production of B, since B is produced in the blue conversion and
consumed in the green conversion. Therefore, the red conversion is
also an ECM: since this conversion does not produce or consume
B, a positive combination with the other ECMs does not induce a
cancellation. In total, we thus have three conversions, as listed in
Figure 5.1a).
In mathematical terms, one could obtain the full set of ECMs by
calculating the extreme conversions per orthant, and then taking
the union of all these extreme conversions. The requirement that
no metabolite production is cancelled, implies that all steady-state
conversions can be written as a positive sum of ECMs in which each
metabolite is either produced by all ECMs in the sum, or consumed
by all ECMs in the sum. In this manner, cancellations no longer occur
(see [170]).
Results
Cells have orders of magnitude fewer metabolic capabilities
(ECMs) than flux routes (EFMs)
The number of ECMs increases much slower with metabolic-network size than
the number of Elementary Flux Modes (Figure 5.2). For example, the number of
elementary modes in the e_coli_core model [168] reduces from 100,274 EFMs
to 689 ECMs. The number difference is likely even greater for larger genome-scale
metabolic networks. This makes ECM visualization possible, which facilitates
their exploration and analysis (Figure 5.3). This illustrates that it is more direct
and efficient to enumerate ECMs, which are the metabolic capabilities of a cell,
instead of EFMs, which are flux routes that often have an identical metabolic
capability, i.e. net conversion of cellular nutrients into products (Figure 5.2A).
A major advantage of ECMs is that they can be computed for metabolic
networks for which EFM-enumeration is not possible. For example, we found
874,236 possible ECMs for the pathogen Helicobacter pylori in a minimal medium
(iIT_341 [171] 485 metabolites and 554 reactions), while EFM enumeration ran
into memory errors, most likely due to the enormous number of EFMs in this
model (the full set of ECMs is available as a supplementary file). We note that
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Figure 5.2: The number of ECMs remains orders of magnitude lower than
the number of EFMs. a) Because many different EFMs refer to the same overall
metabolic capability, the number of ECMs is much lower than the number of EFMs.
b) EFM-vs-ECM numbers in the e_coli_core-network. c) Subnetworks of the
e_coli_core-network were selected (see SI 10.1) to illustrate how the number of
ECMs and EFMs scales with network size.
a set of hundreds of thousands of ECMs might appear hard to analyze, but
the user can easily filter out a relevant subset once such a set is obtained (see
Supplemental Figure 1 for an example).
Summarizing, the enumeration of ECMs by ecmtool allows for the determ-
ination of all the metabolic capabilities of metabolic networks for which EFM
enumeration is no longer feasible. We did find that the number of ECMs in the
genome-scale E. coli network iJR904 [172] (761 metabolites, 1075 reactions) is
still too large to be computed by ecmtool. However, even for models of this size
ecmtool still provides useful information. In Box 2 and Figures 5.5 and 5.6, we
show how focussing on essential information allows networks of this size to be
analysed.
Validation of ecmtool for ECM enumeration
We validated the results of ecmtool in several ways. First, we have computed the
ECMs on many small models for which we could still check the correctness and
completeness of the results by hand. Second, we used the e_coli_core-model,
for which we could still use the set of EFMs enumerated by efmtool, to validate
our results. The Matlab-code that we used for this validation is provided as a
supplementary file.
The correct set of ECMs should satisfy three properties: 1) each ECM must
be a steady-state conversion, 2) each ECM must be an elementary vector, and 3)




Figure 5.3: The full metabolic potential of the e_coli_core-model. a) The
ECMs of the full model are shown as the different columns; each row corresponds to a
different external metabolite. The colourscale indicates the stoichiometric coefficient
of the metabolite in the conversion: blue for production, and red for consumption.
The coefficients were log-transformed to allow for visualization of differences in both
large and small coefficients (details and R-code can be found in SI 10.2); small values
are shown in gray, while zero values are white. Of the 689 elementary conversions,
613 lead to the production of biomass. These ECMs were normalised to fix the
biomass production at 1, while the other ECMs were normalised such that the sum
of absolute coefficients is 1. b) If we use the hide-method, explained in Box 2, to
hide the production of metabolites, we get 15 ECMs that span all possible ratios in
which substrates can be converted into biomass. This smaller set of ECMs is easier
to compute and easier to explore, while the steady-state assumption is still satisfied
in the whole network. So, even though the secretion of products is not reported, it
has been implicitly taken into account, so that all relations between substrates shown
in a) are captured in b). c) If we use the tag-method, also explained in Box 2, to
report the activity of the pyruvate-dehydrogenase (PDH) reaction, we find 36 ECMs
that summarize all possibilities. It can be seen that the PDH-reaction is not essential
for growth, but that it seems to be necessary for efficient growth on glucose since the
uptake of glucose is generally lower when PDH is active.
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metabolites being cancelled in the sum.
We confirmed that all computed ECMs are steady-state conversions by
checking that the net production of internal metabolites equals zero, and that
there exists a combination of metabolic reactions that gives rise to the ECM.
Then, according to the definition of ECMs given in Box 1, we proved that each
ECM is elementary by showing that it cannot be written as a positive sum of the
other ECMs without the production of any external metabolite being cancelled.
The third property was harder to validate, because how can we prove for all
steady-state conversions that they can be written as a combination of ECMs? We
chose to use the set of Elementary Flux Modes calculated by efmtool. This set
spans all possible steady-state flux combinations the metabolic network allows.
For each EFM, we then calculated its overall conversion, and tried to write
this conversion as a combination of ECMs. If we allowed for an error of 10−7,
then each conversion could be decomposed into ECMs. This error margin was
necessary because the results from efmtool are affected by round-off errors. The
computed ECMs do not suffer from round-off errors because the computation by
ecmtool uses fractions only. Although this slows down many of the calculations,
this is necessary to maintain the accuracy of the computed ECMs. For example,
for the Double Description method it is known that round-off errors can grow to
a non-negligible size [173].
Above, we explained and validated that ecmtool finds all Elementary Con-
version Modes, given an annotated genome. The annotation is necessary for
the reconstruction of the metabolic network. Strictly speaking, this minimally
requires the annotation of the metabolic genes. Since the annotation of a genome
is not always complete, we cannot guarantee that all metabolic capabilities
encoded on the genome are found. We can guarantee that all conversions are
found of the genome-derived metabolic network.
Box 2: Hiding and tagging enables focusing on the most important
metabolic conversions
In ecmtool, the user can choose to compute only the stoichiometric
relations between a subset of the external metabolites by ‘hiding’ the
other external metabolites. The resulting set of ECMs still gives a
full summary of these relations, and complies with the steady-state




production of the hidden metabolites still occurs, but is not reported.
As a result, the reported ECMs are not necessarily mass-balanced,
which is emphasised by the question marks in Figure 5.4a). An ECM
computed with the hide-method thus gives a ratio in which the non-
hidden metabolites can appear in a conversion, but it does not give
any information about which hidden metabolites are consumed or
produced in such a conversion. In return, the hide-method facilitates
ECM-enumeration on much larger networks, because fewer ECMs are
needed to describe all conversion relations between the smaller set of
non-hidden metabolites. Therefore, ECM-enumeration with hidden
metabolites can take an organism’s full metabolic complexity and
summarize its metabolic capabilities regarding a few variables that
are of interest.
Figure 5.4: a) Information about the production of F can be ignored if F is marked as
internal and a virtual reaction (cyan) is added that converts metabolite F into nothing.
This strategy aids in fast computation, because the resulting set of ECMs is generally
smaller (see also the worked-out example in the Methods-section). b) Information
about the usage of a reaction can be uncovered by coupling the production of a
virtual metabolite (T1, shown in green). The coefficient of T1 in the resulting ECMs
denotes the rate of the reaction of interest.
In Figure 5.4a) we show how metabolite F can be hidden in the
ECM-computation by adding a reaction that converts it into nothing
(sometimes called a demand reaction). In general, a metabolite is
hidden by adding a reaction that creates it from ‘nothing’, turns it
into ‘nothing’, or both, depending on whether the metabolite can
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only be consumed, only produced, or both, respectively. Then, the
metabolite is marked as an internal metabolite, so that the steady-
state assumption is imposed. The added reaction can always make
sure that the net consumption or production of the metabolite is zero.
As a result, the hidden metabolite will vanish from the computations
in an early stage of the enumeration, thereby reducing computation
time. We illustrate this in the worked-out enumeration example in
Box 3.
In the example of Figure 5.4a), we obtain the conversions between
non-hidden metabolites A, B and BM, ignoring the information about
whether F is produced during these conversions or not. If metabolites
are hidden, the computed conversions should be interpreted with
care, acknowledging that the reported conversions are possibly not
elementally balanced (since the hidden metabolites are excluded from
this report). In the example, we emphasize that we do not know
whether F was produced in the conversion by adding question marks
on the right side of the conversion notation. If metabolites that can
be consumed by the cell are also hidden, then question marks should
be placed on the left side as well.
Besides hiding metabolites of minor importance, we can keep
track of reaction rates of major importance. The tag-method,
suggested in [52], adds a virtual external metabolite that is produced
whenever the reaction of interest is used. As a result, one unit of
virtual metabolite is produced when the tagged reaction runs at a
rate of one. Since an ECM reports the stoichiometric coefficients
of all metabolites in the conversion, the coefficient of the virtual
metabolite in the ECM reflects the rate at which the tagged reaction
must run to produce the conversion. This method will show to which
conversions the reaction of interest contributes, possibly providing
valuable information about the essentiality of that reaction. In Figure
5.4b), we show an example of such reaction tagging. One of two
reactions from C to D is extended to produce virtual metabolite T1,
resulting in the reaction C D + T1. Any conversion that uses the
reaction of interest produces T1, and its coefficient in the conversion




In Figure 5.3 we illustrate the hide- and tag-methods in the
e_coli_core model to respectively highlight the different pos-
sible combinations of growth substrates, and the necessity of the
pyruvate-dehydrogenase reaction in these conversions.
Focusing on subsets of metabolites enables genome-scale
calculation of metabolic capabilities
Focusing on the stoichiometric relations between metabolites of major importance
by hiding external metabolites of minor importance is a powerful way to scale up
the size of metabolic networks that can be dealt with in ecmtool. The ECMs that
are obtained now span all possible relations between the non-hidden metabolites,
but no longer give information about what happens to the hidden metabolites
(see Box 2 for a more elaborate explanation). Importantly, the steady-state
assumption remains satisfied and all hidden metabolites can be produced or
consumed, even though this production or consumption is not reported.
To illustrate how the hide-method can help focusing on the most important
metabolic capabilities of a network, we focused on the minimal growth strategies
that the pathogen Helicobacter pylori can employ. We took the iIT341-model for
which we already calculated the full set of ECMs (see Supplemental Figure 1), and
hid all information about product secretion (Figure 5.5). The 3652 ECMs that
were obtained thus span all possible proportions in which the different nutrients
can be consumed. The results show that the only mutual dependency between
the uptake of different nutrients is between D-alanine and L-alanine, one of which
should always be consumed. This independence indicates a modular design of
the nutrient uptake system of H. pylori, which might benefit its flexibility when
living in the human stomach.
If we focus only on the conversion of glucose and oxygen into biomass, we
could even compute the ECMs for a genome-scale model of E. coli: iJR904
[172], containing 761 metabolites, 1075 reactions (Figure 5.6). According to
their definition, the resulting ECMs form a minimal spanning set of all feasible
conversions from glucose and oxygen to biomass. This implies that the set of
ECMs contains the most ‘extreme’ conversions. Therefore, we can use them to
draw the full Pareto front between the biomass yield on glucose and on oxygen,
extending a method used by Carlson and Srienc to genome-scale models [130].
It turns out that this Pareto front is completely determined by 12 ECMs. For
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Figure 5.5: Focusing on substrate uptake shows the minimal needs of Helico-
bacter pylori. We computed the ECMs, shown as different columns, for the iIT341-
model by allowing for the uptake of all metabolites of a supposedly minimal medium
proposed by the developers of the model (MinII from [171]). All output metabolites
were hidden, using the hide-method outlined in Box 2. The uptake of nine substrates
is not shown here because these were equal for all ECMs, indicating that these are
directly coupled to biomass formation. The colourscale indicates the log-transformed
coefficients of the metabolites in the conversion, where metabolite production is
shown in blue and consumption in red (details and R-code can be found in the SI,
Section 10.2). The ECMs are normalised such that biomass production, if nonzero,
is 1, otherwise the sum of the absolute coefficients is fixed to 1. The ECMs were
clustered using hierarchical clustering. The block-like ordering of the ECMs indicates
that substrate usage of H. pylori is largely modular: the uptake of one substrate




Figure 5.6: Few conversions from glucose and oxygen to biomass cover E.
coli’s full flexibility. We calculated the ECMs for the genome-scale E. coli-model
iJR904 [172] by hiding all external metabolites except for glucose, oxygen and biomass.
This gives 12 ECMs that span all possible biomass-yields on glucose and oxygen.
The dots show, for the 10 ECMs that produce biomass, the necessary glucose and
oxygen uptake to produce one unit biomass. The other 2 ECMs give the most
extreme conversions from glucose and oxygen to non-biomass products, consuming
only glucose (red arrow), or consuming the most oxygen per glucose (blue arrow). The
convex combinations of biomass-producing ECMs combined with positive multiples of
the non-biomass-producing ECMs, give all feasible ways to produce one unit biomass
(yellow area).
each of these ECMs, we can find a combination of reaction rates that gives
rise to this conversion. In doing so, we obtain twelve states of metabolism that
fully determine E. coli’s flexibility to optimise its growth rate in glucose- and
oxygen-limited conditions. A Flux Balance Analysis where glucose and oxygen
uptake is constrained and biomass production is maximized, will always result
in a combination of these metabolic states.
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Case study: a metabolic capability study of an unculturable
rhizobia strain with ecmtool
Rhizobia are soil bacteria that can induce formation of nodule structures on
plant roots, in which they differentiate into non-dividing bacteroids. Bacteroids
fix atmospheric nitrogen into ammonia and make this available to the plant in
exchange for carbon in the form of dicarboxylates [174]. Although a metabolic
network was reconstructed, physiological information about rhizobial bacteroids
is lacking, because they are difficult to isolate and extremely fragile [175]. In
addition, analyzing the metabolic network with an optimization approach like
Flux Balance Analysis [100] is unfavourable because it is unclear what the
optimization objective would be. After personal correspondence, ecmtool was
used by Schulte et al. to enumerate the metabolic capabilities of Rhizobium
leguminosarum [55]. This aided in exposing the role of oxygen supply in the
observed amino acid secretion and carbon polymer synthesis by bacteroids, and
in quantitatively reproducing the carbon cost of biological nitrogen fixation.
Discussion
Relevance of ECMs
Our method enumerates and quantifies, for any organism for which a metabolic
reconstruction has been made, all possible stoichiometric relations between
substrates, products and biomass. This method does not rely on any optimality
assumption, nor does it require experimentally obtained physiological information.
It uncovers the full metabolic capability of an organism, and with that the
metabolic footprint that an organism may leave in its environment.
ECM enumeration stands in a long tradition of methods that pursue this
goal [27]. Some of these methods attempt to find an exhaustive list of reaction
pathways that a cell is capable of, for example calculating Extreme Currents [176],
Elementary Flux Modes [48], or Elementary Pathways [177]. These methods all
have in common that scaling to genome-scale metabolic networks is impossible
because of the rapid growth of the number of pathways with network size [152].
Other methods try to view the cell as a black box and focus on what is consumed
and what is produced, leading to the concepts of macrochemical equations [142],
[144], direct overall reactions [141], and eventually to Elementary Conversion
Modes [52]. ECM enumeration is the only method that provides a complete set





Applications of ECM enumeration
The enumeration of ECMs facilitates the exploratory study of metabolic networks:
investigation of the ECMs could spark new hypotheses and show unexpected
connections. It therefore complements optimization approaches like Flux Balance
Analysis [100] that are efficient at answering questions that are known beforehand.
Even in the case that optimization approaches are more efficient, elementary
mode analysis provides additional insight. For example, EFM-analysis was
used to understand an adaptive growth strategy of Lactobacillus plantarum
that was observed experimentally and predicted by Flux Balance Analysis
(FBA) [178]. In this specific case, the analysis could be restricted to primary
metabolism which facilitated the EFM-computation, but this restriction is often
biologically unreasonable. In the future, ECMs could replace EFMs, such that
this approach can be more generally applied. Carlson and Srienc [130] used the
set of Elementary Flux Modes in a relatively small E. coli model to investigate
optimized E. coli growth in carbon- and oxygen-limited conditions. Using this
approach, they could simplify their analysis by selecting four Elementary Flux
Modes that together determined all optimal growth strategies in different glucose-
and oxygen-limited conditions. In Figure 5.6 we showed that with ecmtool this
approach can be generalized to genome-scale models.
Most analyses of metabolic networks require a priori physiological information
that is often not available. For example, it is often required to impose constraints
on exchange fluxes, to choose a reaction rate that needs to be optimized, or
at least to know which metabolites can be produced [142]. This hinders the
investigation of species that are insufficiently characterized and difficult to
culture. Moreover, for many organisms it is doubtful whether reaction rates
are optimized at all, for example for pathogens or the composing cells of higher
eukaryotes. ECMs do not require extensive information, solely a reconstructed
metabolic network. The decisive role that ECM enumeration can play in the
study of unculturable and non-optimized organisms is exemplified by the recent
application of ecmtool to investigate the symbiotic relationship of unculturable
bacteroids with plants [55].
An overview of all feasible overall reactions might furthermore be useful when
studying interacting species, such as crossfeeding species, host-pathogen interac-
tions, or multi-species communities. The possible interactions are determined
by what is consumed and produced by the individual species, which is exactly
the information offered by the ECMs. Indeed, knowing the capabilities of one
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and the incapabilities of another might lay bare dependencies on which a stable
community is built.
Methods to scale ECM computation even further
Although ECM-computation increases the size of models for which metabolic
capabilities can be charted, all ECMs of genome-scale networks with thousands
of reactions can still not be computed. We hope that this last scaling step can be
made in the future. Even if this step cannot be made, the hide-method described
in Box 2 enables focusing on the most relevant set of external metabolites
while the steady-state constraints are still satisfied in the whole network. In
Figures 5.3 and 5.5 we illustrate with an E. coli core model and a genome-
scale H. pylori-model that this method can be used to obtain a much smaller
set of conversions that spans all stoichiometric couplings between the user-
defined external metabolites. This has not been possible with any other method.
Moreover, when we focussed only on the relations between glucose, oxygen and
biomass production, the hide-method allowed us to scale ECM computation to
the genome-scale E. coli model (Figure 5.6).
ECM enumeration ignores all information about the activities of reaction
rates. If the hide-method is used, even the consumption and production of the
hidden metabolites is ignored. For example, if we hide everything but glucose,
oxygen and biomass, the ECMs show that the cell is capable of converting
glucose and oxygen into biomass in the reported ratios. However, we get no
information about which other metabolites can be consumed and produced
during this conversion. Therefore, the ECMs obtained while hiding metabolites
are generally not elementally balanced, illustrated by the question marks in
Figure 5.4a). This might limit their use if one is for example interested in
the thermodynamic properties of the conversion. However, for each ECM of
interest, some flux distributions that lead to it can be reconstructed. These
flux distributions can then be used to determine the overall conversion. The
reconstruction could be done by imposing the conversion ratios from the ECM as
equality constraints on the model. Then, solving an FBA-problem would give one
candidate flux distribution, performing a Flux Variability Analysis [179] would
give the feasible ranges of all fluxes, and it might even be possible to find all
elementary pathways that lead to this ECM by computing the Elementary Flux
Vectors [67], [68]. In addition, if one is particularly interested in the activities of
a certain set of reactions in the conversions, this can be reported by using the
tag-method, which is explained in detail in Box 2. In Figure 5.3c) we used the






In this work we presented ecmtool, a computational tool that calculates all overall
chemical conversions that a cell might catalyse – all its metabolic capabilities –
from its metabolic network alone. We hope that ECM enumeration will in the
future become a standard step after metabolic network reconstruction, so that
the metabolism of all known organisms will be fully characterized.
Methods
Here, we will describe only the most important conceptual steps of the Elementary
Conversion Modes computation. The method that was implemented in ecmtool is more
elaborately described and explained in the Supplementary Information. In developing
this method we strongly benefited from the pioneering work by Urbanczik and Wagner,
who did not only define ECMs, but also described many of the enumeration steps.
Unfortunately, their enumeration tool, implemented in a mixture of Mathematica,
Matlab, and C does no longer function, but many of the ideas could be used. In the
following, we will mention which conceptual steps were based on ideas from Urbanczik
and Wagner, and which were added by us.
The minimal ingredients for computing ECMs
To start the computation of ECMs we need the following ingredients
1. a stoichiometry matrix,
2. reversibility information of all reactions,
3. information on which metabolites are external or internal,
4. information on whether external metabolites can be produced, consumed or both
Our Python-implementation can automatically extract these from an SBML-file (Systems
Biology Markup Language [167]). In the case that it is not clear whether a reaction is
reversible or not, the reaction can be assumed to be reversible. Incorrectly marking
a reaction as reversible can only lead to some ‘false positives’: computed ECMs that
are in fact not possible, but not to ‘false negatives’. Since marking a metabolite as
internal or external is sometimes ambiguous and context-dependent, we here use our
own definition: a metabolite is internal whenever the steady state assumption should
be met, so that its production and consumption should balance out.
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Splitting external metabolites into inputs and outputs en-
ables ECM computation by extreme ray enumeration
The ECMs, formally defined in Box 1, can be described as the elementary vectors [169]
in the space of all steady-state conversions. This space is given by:
C = {ċ = Nv | ċi = 0 if i ∈ Int, vj ≥ 0 for all j} , (5.2)
where N is the stoichiometry matrix, and Int the index set of internal metabolites. We
have, for simplicity, assumed all reactions to be irreversible, but this is not necessary.
We first consider the case that the space of steady-state conversions is contained
in one orthant, i.e., that for each dimension, i, all conversions are either nonnegative
(ċi ≥ 0), or nonpositive (ċi ≤ 0). In that case, the elementary vectors coincide with the
spanning rays: a well-defined minimal set of vectors with which we can generate the cone
by taking conical combinations (weighted sums with positive weights). Enumerating
the extreme rays of a polyhedral cone is a known mathematical problem described for
example by Fukuda [180]. However, the set C is generally not contained in one orthant,
because some external metabolites can be used as an input (ċi < 0) in some conversions,
and as an output (ċi > 0) in others. This adds ECMs that are not spanning rays of C,
so that extreme ray enumeration is no longer enough.
We devised a new method to solve this problem: we extend the network slightly
to make a new C that is contained in one orthant. Let Aex be an external metabolite
that is both an input and an output. We connect Aex to two virtual metabolites:
Aex,in and Aex,out, through two irreversible reactions: Aex,in → Aex and Aex → Aex,out.
Finally, we mark Aex itself as an internal metabolite, such that it has to be kept in
steady-state. As a consequence, conversions in which Aex was produced must now
produce Aex,out to maintain the steady-state assumption. Likewise, conversions in
which Aex was consumed must now consume Aex,in. As such, all information about
Aex is stored in the production of Aex,out and the consumption of Aex,in, while these
new external metabolites can only be produced or consumed. Therefore, the new space
of steady-state conversions is contained in a single orthant, so that we can proceed
the ECM-computation by enumerating the spanning rays of this space. After the
calculation we can then undo the splitting of metabolites so that we obtain the full set
of ECMs (we prove this in Supplemental Information Section 3.3).
Finding the ECMs is finding a generator representation of
C
The space of steady-state conversions C is a so-called pointed polyhedral cone. Such
a cone can be described in two ways: with an inequality representation or with a
generator representation [181].
The inequality representation is a set of vectors {a1, . . . ,aM} that give the bounds




i. Or, as a matrix equation:
C =
ċ ∈ Rn







 (inequality representation). (5.3)
In the generator representation one gives a set of vectors, {r1, . . . rK}, with which all




∣∣ λi ≥ 0, R = [r1 . . . rK]} (generator representation). (5.4)
Since we have split the external metabolites into inputs and outputs before, computing
the ECMs now amounts to obtaining a minimal generator representation of C, because
the generators, ri, are then precisely the ECMs.
The main computation step: impose equality constraints
on a large set of generators
Following Urbanczik et al. [52], we will start the computation with a cone that is too
large, but for which we already have a generator representation. To be precise, we will
start with the cone generated by the columns of the stoichiometry matrix:
C0 = {ċ = Nλ | λi ≥ 0} . (5.5)
This cone is the space of all conversions that can result from combinations of reactions of
the metabolic network, no matter if these conversions meet the steady state requirement
or not. Therefore, this cone does contain the steady state conversion cone, C, because
it contains all possible conversions in steady-state. However, to get a good description
of C, we should still impose the steady state constraint. To compute the ECMs, we
should therefore keep track of how our set of generators changes while we impose the
steady-state equalities ċi = 0 for each internal metabolite.
Concluding: we start with a set of generators of the cone C0, we impose the set of
equalities given by ċi = 0, and are then interested in the generators of the resulting
cone. We have implemented two methods for this main part of the computation: an
indirect method which was extended from suggestions in literature [52], [180], and a
direct method which we developed ourselves. These methods are described elaborately
in SI Sections 7 and 8, but we will also shortly explain both below. We chose to
implement both methods because their merits complement each other. The indirect
method is fast on small- to medium-scale networks, and might therefore be preferred
over the direct method. The method is called indirect, because it first computes a
large intermediate result which is then used to compute the ECMs. However, the
intermediate result might be much larger than the final result, so that the indirect
method can run into memory issues while calculating the intermediate result, even
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though the final result is not that large. Our newly developed direct method performs
better on larger networks, and especially when many metabolites are hidden using the
hide-method, because it avoids such large intermediate results.
The indirect method
As we will explain below, the indirect method twice uses the Double Description (DD)
method [173], [182]. The DD-method computes a minimal set of generators from an
inequality representation of a cone. This part of the computation is done using polco
[183].
Although our actual starting point is a generator representation of C0, it is useful
for now to imagine that we already have an inequality representation of C0. We will
later explain how we obtain this representation. This inequality representation would
be a set of vectors h1, . . .hM , such that
C0 =
ċ ∈ Rn








Given this representation, it is easy to impose a steady-state constraint ċi = 0, by
adding the elementary unit vector êi = [0, · · · , 0, 1, 0, · · · , 0]T both positively and
negatively to the set of inequalities. This enforces 0 ≤ êi · ċ = ċi, and 0 ≤ −êi · ċ = −ċi,
such that we have actually imposed ċi = 0. In our implementation, we have sped up
the computation by imposing the steady-state constraint through removing the ith
column from the inequality constraint matrix H. We prove in SI Section 7.3.1 that this
is equivalent. Removing these columns can make many of the rows in the constraint
matrix redundant. For this, we have developed a redundancy removal algorithm that
minimizes the size of the inequality constraint matrix, see SI Sections 5.6 and 7.3.3.
Comparing (5.2) and (5.6), we see that by imposing these steady state constraints
for all internal metabolites we go from an inequality representation for C0 to an in-
equality representation of the cone of steady-state conversions C. From this, we can
use the Double Description method to compute a minimal set of generators for this
cone, yielding the ECMs.
It remains to be shown how we obtain an inequality representation of C0 from the gen-
erator representation we start with. For this, we use that C0 has a dual cone associated
to it: C∗0 , which has two important properties (see SI 1.3 for more information and
explanation):
1. the dual of the dual cone is again the cone: (C∗0 )∗ = C0,
2. the vectors in the generator representation of a cone form an inequality repres-




Our computation starts from a generator representation of C0 (5.5), but by property 2
this is also an inequality representation of its dual C∗0 . By applying the Double Descrip-
tion method on this inequality representation, we can find a generator representation of
C∗0 . This generator representation is, again by property 2, an inequality representation
of the dual of this dual cone. By property 1, we have thus obtained an inequality
representation of C0, which was exactly what we needed. The steady-state constraints
can now be imposed and the ECMs computed, as explained above.
Note that this indirect method heavily relies on the Double Description method.
We found that polco [183] functions well and is reasonably fast, but can run into
memory issues when the networks for which we try to compute the ECMs get too
large. We found that these memory issues were caused by the size of the inequality
representation needed to describe C0, i.e., the issues arise in the first application of
the DD-method. This therefore causes a computational limitation even though the
generator representation of C (which we are eventually after) can be much smaller. This
lack of control of the size of our intermediate results forms an important disadvantage
of the indirect method. Therefore, we developed the direct method for the computation
of ECMs for larger networks.
The direct method
Just as the indirect method, the direct method starts with the cone C0 introduced
in (5.5), generated by the columns of the stoichiometry matrix N . We collect these
generators in a matrix R(0). Then, we iteratively impose the steady-state constraints,
ċi = 0, for all internal metabolites i. Imposing such a steady-state constraint means
that we take the intersection of the cone C0 with the hyperplane ċi = 0. The intersection
is again a cone, called C(1), which is generated by a new set of generators that we collect
in a matrix R(1). Proceeding with R(1) and imposing more steady-state constraints, we
will eventually end up with a set of generators for the steady-state conversion cone C.
One such iteration thus starts with a set of generators of C(i−1), collected in R(i−1).
Now, we distribute these generators in three groups: a plus-group, a zero-group and a
minus-group, depending on if the generators have ċi > 0, ċi = 0, or ċi < 0, respectively.
The generators in the plus- and minus-groups do not satisfy the steady-state constraint,
and should therefore be dropped. However, each combination of a plus-generator with
a minus-generator can provide a candidate generator that does satisfy ċi = 0. These
candidates, combined with the generators that were already in the zero-group, must
contain all generators of C(i).
However, when we combine all generators from the plus-group with the minus-group
to create new generators, we will not get a minimal set of generators. In other words,
the cone C(i) could also be generated by a smaller number of generators. This might
not seem like a large problem, but the number of unnecessary generators (also called
redundant generators) grows exponentially with the number of iterations, quickly caus-
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ing computational infeasibility. Therefore, we have developed an adjacency test. This
test determines for each candidate, i.e., an appropriate combination of a plus-generator
with a minus-generator, if it is redundant. It does so by checking if the candidate
can be written as a combination of other generators. If so, then the candidate is
redundant, and should be left out of R(i). This test is implemented by performing
a linear optimization for each candidate. In SI Section 8.1 we have added figures to
explain our method. There, we also elaborate on the linear optimization, and explain
how we optimized it to be fast enough.
Although performing many linear optimizations is in principle a very slow process,
there is an important advantage: the different optimizations can be done completely
independently. Therefore, we were able to parallelise this direct method so that it can
now be run on large computation clusters.
Network compression facilitates ECM computation on large
networks
ECM theory focuses on the overall conversions between external metabolites, instead
of on how these conversions come about internally. This distinction can be exploited to
simplify the network even before we start the main computation steps described above.
We have implemented several compression steps that together bring large networks
back to a workable size. Most of these compression steps were suggested by Urbanczik
et al. [52]. We have added the removal of cycles, the removal of redundant reactions,
and part of the removal of infeasible reactions. In the Supplementary Information
(Section 5) we provide proofs and more extensive explanations.
Infeasible reactions can be removed
The flux vectors that give rise to the ECMs should satisfy the steady state and the
irreversibility constraints. If we can prove that a reaction can never be active in a
solution that meets both of these constraints, then this reaction can be safely removed.
In principle, the feasibility of a reaction can be tested by running a linear optimisation:
for reaction i we would maximise vi such that vj ≥ 0 for irreversible reactions j, and
such that Nintv = 0, where Nint is the part of the stoichiometry matrix corresponding
to internal metabolites. If the optimal solution does not give vi strictly larger than
zero, then reaction i is infeasible and can be removed from the network. In Section 5.1
of the SI we describe a computationally efficient way of achieving the same.
Redundant reactions can be deleted
We can delete redundant reactions; a reaction is called redundant if it can be written




can always be replaced by the combination of the other reactions, it does not add
functionality to the network and can therefore be removed. Redundant reactions in
systems with fewer than about 10,000 reactions can be removed using a program called
redund from lrslib [184], so that this suffices during this compression step. As we have
mentioned above, we also apply redundancy removal during both the direct and the
indirect method, and here the number of reactions can become much larger than 10,000.
This is the reason that we also developed our own parallelisable redundancy test (see
SI 5.6 for an explanation).
Reversible reactions can be used to cancel a reaction and a metabolite
Each reversible reaction can be used to cancel itself and one metabolite it connects to.
Say that a reversible reaction, R1, produces an internal metabolite A, and say that
there are several other reactions producing or consuming A. We prove in Section 5.3
of the SI that we can, without changing the ECMs of the network, add or subtract
reaction R1 to these other reactions such that the production or consumption of A is
cancelled. After doing this for all reactions connected to A, R1 is the only reaction
left that produces A. This implies that no reaction flux is possible through R1 in a
steady-state solution, because the production of A cannot be compensated by another
reaction. Therefore, we can delete both R1 and A from the network without affecting
the ECM-results.
Dead-end metabolites and connecting reactions can be deleted
Sometimes an internal metabolite can only be produced and not consumed, or vice
versa. In this case, the reaction flux through the reactions connected to this metabolite
has to be zero in any steady-state solution. Therefore, we can delete the metabolite
and all connecting reactions without affecting the set of ECMs.
Reactions with a unique function can be used to cancel a reaction
and a metabolite
Say that we have a reaction R1 which is the sole reaction that produces a metabolite A,
but that there are several reactions that consume A. Then, again without affecting the
set of ECMs, we can add R1 to these consuming reactions such that the consumption
of A is exactly cancelled. The reaction R1 is now the only reaction left that produces
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Cycles of k reactions can cancel k − 1 reactions and metabolites
A cycle is a set of reactions that can be used in a certain ratio such that nothing is
produced nor consumed. Say that the reactions R1, . . . , Rk form a cycle, so that with
appropriate weights λi we have λ1R1 + · · · + λkRk = ∅ → ∅. In addition, say that
R1 produces an internal metabolite A. In Section 5.5 of the SI we show that we can
now use a trick similar to what we used with the reversible reactions. We use λ1R1
as the forward reaction, and λ2R2 + · · · + λkRk as the backward reaction to cancel
the production and consumption of A. After doing this, R1 will again be the only
reaction producing A, so that we can delete both R1 and A from the network. Since
we compensated for the action of R1 in the rest of the network, we will be left with a
cycle using the reactions R2, . . . , Rk, on which we can use the same trick again. In this
way, we can delete k − 1 reactions and k − 1 metabolites.
Box 3: A worked-out example of ECM enumeration with the direct method
To show how ECM enumeration works in practice, we will here work out




v1 v2 v3 v4 v5 v6 v7
A −1 −1 0 0 0 0 0
E 0 0 0 0 −1 0 0
F 0 0 0 0 0 −1 0
BM 0 0 0 0 0 0 1
B 1 0 −1 0 −1 −1 0
C 0 1 0 −1 0 0 0
D 0 0 1 1 0 0 −1
G 0 0 0 0 1 1 −1

(5.7)
which is also shown as the first network of Figure 5.7a). All reactions are
assumed irreversible, external metabolites A, E and F can only be used as
inputs, and BM can only be used as an output. For the enumeration, we
will use the direct intersection method, and we will not apply any of the




Figure 5.7: A worked-out example of ECM enumeration on a small network.
All steps are described in the main text. Metabolites that are underlined are marked
as external. The metabolites for which we impose the steady-state constraint in
the next step are circled. Dotted arrows indicate conversions that were found to be
redundant, and are thus deleted.
The stoichiometry matrix gives a list of generators that generates all con-
versions before we have imposed the steady-state constraints: R(0) = N .
On this collection of generators, we impose the steady state constraint for
metabolite B, i.e., Ḃ = 0. In the stoichiometry matrix we can see that
there are three reactions, v2, v4, v7, that do not produce or consume B, and
therefore already satisfy this constraint. Of the other reactions, v1 produces
B and v3, v5, v6 consume B. Each pair of a producing and a consuming
reaction generates a candidate that satisfies the steady state constraint, so
this gives us 1× 3 = 3 candidates:
• v1 + v5: A + E G ,
• v1 + v6: A + F G ,
• v1 + v3: A D .
All candidates are tested for redundancy by the adjacency test described
in SI Section 8.1. This test indicates if the candidate can be written as a
positive combination of already existing reactions. The first two reactions
are non-redundant, and thus added to the next list of generators, but the
third reaction can be written as a sum of v2 and v4, and is therefore not
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v2 v4 v1+v5 v1+v6 v7
A −1 0 −1 −1 0
E 0 0 −1 0 0
F 0 0 0 −1 0
BM 0 0 0 0 1
C 1 −1 0 0 0
D 0 1 0 0 −1
G 0 0 1 1 −1
, (5.8)
which is depicted as the second network in Figure 5.7a).
This process is then repeated for internal metabolites C, D and G,
eventually giving
R(1) =




containing all ECMs, namely 2A + E BM , and 2A + F BM .
In Figure 5.7b) we illustrate the ECM enumeration when we use
the hide-method to ignore the consumption of E and F . Hiding these
metabolites is done by extending the metabolic network with reactions that




v1 v2 v3 v4 v5 v6 v7 v8 v9
A −1 −1 0 0 0 0 0 0 0
E 0 0 0 0 −1 0 0 1 0
F 0 0 0 0 0 −1 0 0 1
BM 0 0 0 0 0 0 1 0 0
B 1 0 −1 0 −1 −1 0 0 0
C 0 1 0 −1 0 0 0 0 0
D 0 0 1 1 0 0 −1 0 0
G 0 0 0 0 1 1 −1 0 0

(5.10)
When we now start by imposing the steady state constraints for metabolite
E, we see that only v5 and v8 do not satisfy this constraint. Combining




the new list of generators. When we then impose the steady state constraint
for metabolite F , we get the same candidate v6 + v9: B G , but since
this is not a new conversion it is not added to the list of generators. It
can thus be seen that hiding metabolites E and F immediately reduces
the computational complexity, because now only one reaction from B to
G remains, while without the hide-method there were two such reactions.
Moreover, after imposing the remaining steady state constraints, we find
only one ECM: 2A + ?? G , where the question marks indicate that
we do not know whether more metabolites are consumed because this
information is hidden.
Although it would not give problems in this example, we can in general
not hide a metabolite by simply removing it from the network. This is
because information about whether the metabolite can be used as an input,
as an output, or both, would be lost from the computation. With the
current method, this information is stored in the directionality of the added
reaction.
The ECM-computation was implemented in Python
We implemented our algorithms in a publicly available Python-program called ecmtool.
It is freely available on GitHub at https://github.com/SystemsBioinformatics/
ecmtool, and can additionally be installed through the Python package manager pip.
The direct and indirect computation method are both available within the program. A
manual is available as Section 11 of the SI, and some worked-out examples are provided
as supplementary files.
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Supplementary figures
Figure S5.1: All Elementary Conversion Modes for the iIT_341-model of
Helicobacter pylori could be computed. We show the ECMs that support growth
on a defined medium proposed by the model developers (see minII in [171]). For
visualization purposes, we only show which metabolites are consumed or produced
rather than their exact stoichiometric coefficient. In addition, we show only the
ECMs that in which L-alanine was not taken up, and in which acetate and biomass
was produced, because the full set of 874,236 ECMs was simply too large to show.
After these simplifications, there were still 7740 unique ECMs. The full set of ECMs
is available as a supplementary file.
Notation and conventions
In the following, we will denote matrices by capital letters (A), and vectors by bold lowercase
letters (v) (or bold uppercase letters if the vectors are rows or columns from a matrix). The
requirement that all components of a vector v ∈ Rn are nonnegative, vi ≥ 0, i ∈ {1, ..., n},
will be written as v ≥ 0. Time derivatives are indicated by a dot, ċ = dc
dt
. All single vectors
222
5
SI: Unlocking Elementary Conversion Modes
in this work denote column vectors, unless otherwise stated. The ith row of a matrix A is
indicated as Ai•. Column vectors of A are sometimes denoted as A•j .
In biochemical networks, an underlined metabolite (S) is assumed to be ‘external’, which
here means that the steady-state constraint does not have to be satisfied for that metabolite. To
simplify the following analysis, we will assume all reactions to be irreversible, unless explicitly
stated otherwise. We can do this without loss of generality since all reversible reactions can be
decomposed into an irreversible forward and an irreversible backward reaction.
1 Background information on polyhedral computation
We will shortly review the concepts from linear algebra that we will need for the definition
and enumeration of ECMs (see for example [122]).
1.1 Inequality and generator descriptions of polyhedral cones
A subset S of Rd is called a convex cone if any conical combination of two vectors v,w ∈ S
is still a vector in S, i.e., for all α, β ∈ R≥0 we have αv + βw ∈ S. S is called a polyhedral
convex cone if there is some constraint matrix A such that
S =
{
x ∈ Rd | Ax ≥ 0
}
, (inequality representation). (5.11)
This way of describing S is called the inequality-, or H-representation. The Minkowski-Weyl
theorem tells us that every polyhedral cone can be generated by taking conical combinations of
a finite set of vectors, r1, . . . , rn ∈ Rd. If we collect these vectors as the columns of a matrix
R, this gives us a second representation of S called the generator-, or the V -representation:
S = {x = Rλ | λi ≥ 0} , (generator representation). (5.12)
Such representations of S are denoted by ineq(S) and gen(S), respectively.
1.2 Pointedness
Vectors v ∈ S for which −v ∈ S as well, are called linealities. The space that comprises all
such vectors is called the lineality space. Since by the definition of S, we would have Av ≥ 0
and A(−v) = −Av ≥ 0, we can describe the lineality space as the null-space of the constraint
matrix that was used in the inequality representation of S, i.e.,
Lin(S) =
{
x ∈ Rd | Ax = 0
}
. (5.13)
A polyhedral cone is called pointed if its lineality space contains only the zero vector. A pointed
cone has a unique generator representation.
In one of the steps of ECM-enumeration, one can encounter a non-pointed polyhedral cone.
The computation, however, can only proceed with a pointed cone. In such cases we can use
that any cone is the direct sum of its lineality space and a pointed cone [148]. To be precise,
for any cone S, we have
S = Lin(S)⊕ (S ∩ Lin(S)⊥). (5.14)
The pointed part of the polyhedral cone is thus given by all vectors in the cone that are
perpendicular to the lineality space. Using a set of basis vectors n1, . . . ,nk of the lineality
space Lin(S), we can even get an inequality representations for the two parts
S =
{












n1 · · · nk
]T .
1.3 Dual cones
Let S be a polyhedral cone in Rd. Its dual cone S∗ is defined as
S∗ = {u ∈ Rd | u · v ≥ 0, v ∈ S}. (5.16)
The dual of the dual of a convex polyhedral cone is equal to itself if S is convex and closed.
In Figure S5.2 we illustrate an important property of dual cones: a generating set of C,
gen(C), forms the inequalities representation of C∗, ineq(C∗), and vice versa [180], [181]:
gen(C) = ineq(C∗), (5.17)
ineq(C) = gen(C∗). (5.18)
(a) (b)
Figure S5.2: Cones are spanned by inequality constraints of their dual. (a)
A 2-dimensional cone C (green) spanned by generating vectors v1 and v2, meaning
that any nonnegative linear combination of them (light-green arrows) is also in C.
C can additionally be described by the intersection of the two halfspaces w1 · x ≥
0 and w2 · x ≥ 0 (blue). Here, w1 and w2 form the inequality representation of C.
(b) The dual of C, C∗ (blue), is spanned by the inequality representation vectors of
C. Thus, we can see that the inequality representation of a cone forms generating
vectors of its dual, and its generating vectors form the inequality representation of
its dual. Both cones, C and C∗, extend to infinity; only a section is drawn.
1.4 Adjacent rays
Assume that we have an m× n inequality representation A of the polyhedral cone
C = {x ∈ Rn : Ax ≥ 0}
and corresponding ray representation R:
C = {x ∈ Rn : x = Rλ,λ ≥ 0}.
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For each extreme ray rj of the cone (i.e., the j-th column of R), define the zero set
Z(rj) = {i : Ai•rj = 0}.
Two distinct extreme rays rj+ , rj− ∈ R are adjacent if for any extreme ray rj , we have
Z(rj+ ) ∩ Z(rj− ) ⊆ Z(rj) =⇒ rj ∼ rj+ or rj ∼ rj− ,
where ∼ means that the two vectors are scalar multiples of each other. In other words, two
vectors rj+ and rj− are adjacent if there are no other extreme rays that satisfy the constraints
with equality that are satisfied with equality by both rj+ and rj− from A.
Geometrically, two distinct extreme rays are adjacent if the minimal face of C containing
both contains no other extreme rays. For more details, see Proposition 7 in [173].
1.5 The double description method
The Double Description method is an algorithm originally suggested by Motzkin et al. [182] to
translate between the two representations of a cone. For a more comprehensive description
and proofs of the propositions, see [173].
A pair (A,R) is called a double description pair or DD pair if A is an inequality
representation and R is a generator representation of the same cone. That is,
{x ∈ Rn : Ax ≥ 0} = {x ∈ Rn : x = Rλ,λ ≥ 0}.
The following proposition shows that an algorithm that can translate in one direction auto-
matically also solves the inverse direction.
Proposition 1. (A,R) is a DD pair if and only if (RT , AT ) is a DD pair.
The double description method provides an algorithm to find an R based on a given A such that
(A,R) is a DD pair. As we described in the previous section, RT is an inequality representation
for the dual cone of the cone represented by the inequalities in A. If we want to find a DD
pair starting from a given R, we can take RT and treat it as the inequality representation of a
cone, then apply the double description method to find AT (hence giving (A,R)).
The core of the double description algorithm is an incremental procedure. We start with an
m× n matrix A, giving the inequality representation of a cone that we will denote by P (A).
Let K ⊂ {1, . . . ,m} be a subset of the row indices of A and AK the submatrix consisting of
the corresponding rows. Suppose we already have a ray representation for the cone P (AK),
i.e., we have a DD pair (AK , RK). To perform the incremental step, select any index i not in
K; we will denote the corresponding row by ai. We will add ai to AK to form AK∪{i} and
use RK to construct a DD pair (AK∪{i}, RK∪{i}).
First, we partition the column index set J of RK into three parts:
J+ = {j ∈ J : aiR•j > 0},
J0 = {j ∈ J : aiR•j = 0},
J− = {j ∈ J : aiR•j < 0}.
To make the matrix RK∪{i} we keep all the columns R•j from RK with j ∈ J+ or j ∈ J0.




P (AK∪{i}) unchanged. The columns corresponding to J− are not in the new cone, but they
give rise to new generating rays in the following way.
Let rjj′ = (aiR•j)R•j′ − (aiR•j′)R•j for each (j, j′) ∈ J+ × J−. Note that airjj′ = 0
for each choice of (j, j′). These columns are also added to RK∪{i}.
Figure S5.3: A cone (blue) spanned by generators (black) is being intersected with
an inequality constraint (orange). All generators on one side of the constraint can
remain, and those on the other side are replaced by the non-redundant the red vectors.
The red vectors are conical combinations of each pair of extreme rays on both sides of
the halfspace, such that the red vector exactly saturates the constraint. This process
is repeated for all inequality constraints, until only the generating set of the final
cone remains.
To sum up, RK∪{i} is the d × |J ′| matrix with columns given by the index set J ′ =
J+∪J0∪(J+×J−), where rjj′ = (aiR•j)R•j′−(aiR•j′ )R•j . In Figure S5.3, one intersection
with an inequality constraint is illustrated.
Proposition 2. (AK∪i, RK∪{i}) is a DD pair.
Repeating this step, eventually all the rows of A will be included, giving a DD pair (A,R) as
intended. What is left is to find is a starting point. A good option is starting with d linearly
independent rows of A to form AK0 . Then we can find an inverse matrix, and AK0x = λ ≥ 0
implies that x = A−1K0λ, so that (AK0 , A
−1
K0
) is a DD pair.
1.5.1 Redundant rays
Although the Double Description method as described above gives a ray representation R, it is
not necessarily a minimal representation: there can be redundant columns in R that are not
extreme rays of the cone. In fact, the number of unnecessary rays in practice increases very
fast and goes beyond any tractable limit [173].
One possible solution is to discard all redundant vectors, preferably between each step of
the Double Description method. This can be done, for example, with the program redund from
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lrslib [184], which looks for redundant vectors by trying to find matching conic combinations
of other rays (see also Section 5.6). However, this quickly becomes computationally intensive
for large sets of vectors.
Alternatively, for each rjj′ that we created with (j, j′) ∈ J+ × J−, we can test the
originating rays for adjacency, which we defined above in Section 1.4. It turns out the new
ray rjj′ is redundant if and only if its parent rays were not adjacent (Lemma 8 in [173]). The
Double Description method, including an adjacency test, is efficiently implemented in Polco
[183]. In Section 8.1.2 we will return to this adjacency test, because we need an adapted
version for our direct intersection method.
2 Defining Elementary Conversion Modes
A metabolic network with r reactions and m metabolites can be summarized in an m × r
stoichiometry matrix N . The entries in this matrix denote how much of which metabolite
(rows) are used in each reaction (columns). The stoichiometric matrix can be multiplied by
a vector of reaction rates, a flux vector v, to yield the net production and consumption of
metabolites by this combination of reaction rates: ċ = Nv. We will call ċ a conversion. We can
assume without loss of generality that all reactions in the metabolic network are irreversible,
meaning that v ≥ 0, and we will do so unless otherwise stated.
We often impose a steady-state constraint on a part of the metabolites, enforcing that the
net production of these metabolites is zero. In the following, we will call the metabolites for
which we impose the steady-state internal metabolites, and we collect their indices in an index
set Int. We can now define two important sets, the steady-state flux cone:
F = {v ∈ Rr | NIntv = 0, vi ≥ 0 if reaction i irreversible} , (5.19)
and the steady-state conversion cone:
C = {ċ = Nv | NIntv = 0, vi ≥ 0 if reaction i irreversible} . (5.20)
Both of these sets are convex polyhedral cones and thus have both an inequality representation,
and a generator representation. The definitions of Elementary Flux Modes and Elementary
Conversion Modes are closely related to the generator representations of these cones. We here
give a definition of EFMs that is not conventional, but which clarifies the analogy with ECMs
better.
Definition 2. The set of Elementary Flux Modes (EFMs) is the minimal set {efm1, . . . , efmK} ⊂
F of flux vectors such that each steady-state flux vector can be written as a positive sum of
EFMs, without the flux of any reaction being canceled in that sum.
The first part of this definition implies that all vectors in the generator description of
the steady-state flux cone F are EFMs. However, in case that we have reversible reactions,
these do not form the complete set of EFMs. Rather, we should add conical combinations
of these generators that make an additional reaction rate equal to zero. The complete set of
EFMs may be found by taking the union of all generator sets of the intersections of F with
the orthants. In practice, it is easier to just split all reversible reactions in a forward and
a backward reaction. As such, no reaction can be canceled and the EFMs are exactly the
generators of the new flux cone F .
Definition 3. The set of Elementary Conversion Modes (ECMs) is the minimal set of




positive sum of ECMs, without the production of any external metabolite being canceled in
that sum.
This definition is further explained and illustrated in Box 1 of the main text. It is important
to note that a reasoning can be used here that is similar to what was used for the EFMs above.
That is, there are two ways of calculating ECMs as the generators of a convex polyhedral cone.
First, we can take the union of all generators of the cones obtained by intersecting C with the
orthants. Second, we can split all metabolites that can be produced and consumed into two
virtual metabolites: one that is consumed, and one that is produced. We will take the latter
approach in this work.
3 Pre-processing of the metabolic networks
To facilitate the enumeration of ECMs, ecmtool goes through some pre-processing steps after
reading in a metabolic network. We will here review these steps shortly. Although ecmtool
works well with most models in the SBML-format, we recommend the user to always review the
success of these preprocessing steps. We have added arguments called –print_metabolites
and –print_reactions to facilitate this review. With the printed lists of parsed metabolites
and reactions, the user can check if the correct metabolites are marked as external, and if their
directionality is as intended.
3.1 Deleting exchange reactions and determining directionality of
external metabolites
Ecmtool first detects external metabolites by using functionalities from the cbmpy-package
(http://cbmpy.sourceforge.net/). Metabolites are marked external when their metabolite-id
has a specific suffix (the suffix for the external compartment is set to e, but this can be
changed with the argument –external_compartment), or when the metabolite is attached to a
‘dead-end reaction’, which is a reaction that involves only one metabolite.
These dead-end reactions are virtual reactions called exchange reactions. Exchange
reactions are present in models to allow the steady-state assumption to hold even for the
external metabolites, since these external metabolites are often assumed fixed. In the case
of ECMs, however, we are interested in the production and consumption of these external
metabolites, and will therefore delete all exchange reactions.
Based on the directionality, reversibility and constraints of the exchange reactions in the
model, ecmtool will detect if the external metabolite can be used as an input, an output, or as
both. This conclusion can be overruled easily by using the –inputs- and –outputs-arguments.
3.2 Adding an objective metabolite
Many models contain an objective reaction, often a virtual reaction that uses all components
that are needed for biomass production in the right proportions. Although ECMs in principle
do not report any reaction rates, the rate of the objective reaction is most often of interest.
Therefore, ecmtool by default adds an external ‘objective metabolite’ to the model that is
produced in the objective reaction. In this manner, the rate of the objective reaction is reported
in the production of the objective metabolite. The addition of this objective metabolite can be
disabled by the –add_objective_metabolite-argument.
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3.3 Splitting metabolites
As was discussed in Section 2, not all ECMs are generating vectors of the steady-state conversion
cone defined in (5.20), unless this cone is contained in one orthant. However, the conversion
cone might not be contained in one orthant since some metabolites can both be consumed
ċi < 0 and produced ċi > 0. In the Method-section of the main text, we explained how this
can be remedied by splitting external metabolites into input- and output-metabolites. We will
here make this explanation more precise.
We start with a stoichiometric matrix N , and possibly overlapping index sets Input and
Output, indicating which metabolites can be taken up and which can be produced. We now
create a new metabolite for each metabolite in Input and for each metabolite in Output. For
convenience, let us give index Ii to the virtual metabolite that is added if i ∈ Input, and
the virtual metabolite added if i ∈ Output index Oi. An extended stoichiometry matrix N̄
is created by adding rows and columns for these metabolites. The new columns are of the
shape êi − êIi and −êi + êOi , where êi indicates the i-th elementary unit vector. These new
columns model the irreversible ‘reactions’ cIi → ci and ci → cOi . The metabolite ci is marked
as internal, so that the steady-state assumption should be satisfied. We then enumerate
the generator description of the conversion cone associated with this extended metabolic
network. The results are mapped back to our original metabolic network by the unsplitting
rule: ċi = ċIi + ċOi .
Theorem 3. Given a metabolic network, we follow the outlined recipe above to create an
extended metabolic network. All Elementary Conversion Modes of the original metabolic
network can be found as the generator representation of the conversion cone of the extended
metabolic network.
Proof. Let us first show that there is a bijection f from the space of conversions of the original
metabolic network, C, to its image in the space of conversions of the extended metabolic
network C̄. Let ċ be a steady-state conversion of the original metabolic network. We can map
the conversion to an extended conversion by defining
fIi (ċ) = ċi if ċi < 0 and i ∈ Input,
fOi (ċ) = ċi if ċi > 0 and i ∈ Output,
fj(ċ) = 0 otherwise.
This is a steady-state conversion for the extended metabolic network. Its inverse is then given
by the unsplitting rule:
gi(x̄) = x̄Ii + x̄Oi .
This map is a bijection between the original steady-state conversion cone and its image in the
extended cone. This shows that any conversion in the original steady-state conversion cone is
still present in the new conversion cone. Now, we only have to show that any ECM of the
original metabolic network becomes a generator of the new conversion cone, and vice versa.
We thus first want to show that if ċ is an ECM in the original metabolic network, then f(ċ)
is a minimal generator of C̄. We will prove this by its contrapositive: assume that f(ċ) ∈ C̄ is
not a minimal generator. Then, we know that there are two steady-state conversions x̄, ȳ ∈ C̄
that are not multiples of each other, such that f(ċ) = λ1x̄+λ2ȳ, with λ1, λ2 > 0. We can now
apply the inverse mapping g to find a similar decomposition in C. According to the definition
of ECMs, this shows that ċ is not an ECM, unless for all i we have λ1gi(x̄) = λ2gi(ȳ), or if




or λ1(x̄Ii + x̄Oi) = −λ2(ȳIi + ȳOi). In addition, we know for each i by the definition of the
mapping that either fIi(ċ) = 0, or fOi(ċ) = 0. Let us assume the former without loss of
generality, then we know that x̄Ii = ȳIi = 0. Adding the pieces together, we find that either
λ1x̄Oi = λ2ȳOi , or λ1x̄Oi = −λ2ȳOi . Since x̄Oi , ȳOi ≥ 0, the latter is impossible, implying
that for all i, λ1x̄Oi = λ2ȳOi . But this is in direct contradiction with x̄ and ȳ not being
multiples of each other, and ċ can not be an ECM. We conclude that any ECM of the original
metabolic network must map to a minimal generating vector of the extended conversion cone.
It remains to be shown that for all vectors x̄ in the minimal generating set of C̄, g(x̄)
is an ECM. Let’s again use contrapositivity, such we assume that g(x̄) can be written as
g(x̄) = λ1ċ+ λ2ḋ so that no metabolite is cancelled in the sum. Even stricter, if we choose
appropriate convex combinations of λ1ċ and λ2ḋ, we can find two vectors that we will call ċ′
and ḋ′, for which we have g(x̄) = ċ′ + ḋ′ and that both lie in the same orthant as g(x̄). Since
these two vectors are not multiples of each other and lie in the same orthant, the mapping
f will map them to two vectors that are also not multiples of each other, and for which we
still have x̄ = f(ċ′) + f(ḋ′). This shows that if g(x̄) is an ECM, then x̄ cannot be in the
minimal generating set of C̄. So, by contrapositivity this means that all vectors in this minimal
generating set map to ECMs of the original metabolic network. This completes the proof.
As we will mention later, the splitting of metabolites can be postponed to later in
the calculation if the ‘indirect method’ is used. This is sometimes beneficial, decreasing
both memory usage and computation time, but not always. We have not found a clear
indication of when it is useful to postpone the splitting. Therefore, we have added an argument
–splitting_before_polco that determines when the splitting is done, so that the user can try
out which method works best for the model of interest.
3.4 Converting the stoichiometic coefficients into fractions
The ECM enumeration that we implemented works entirely with fractions. This is necessary to
keep round-off errors from accumulating which would lead to reporting too many ECMs. Most
metabolic networks have some reactions of which the stoichiometric coefficients are decimal
numbers: usually the biomass reaction, and sometimes some ‘maintenance’ reaction. Each
number with a finite number of decimals can be exactly converted to a fraction. This is what
we do in this step.
It is important to note that coefficients with many decimal numbers will require the
numerator and denominator of the fractions to be large numbers. These large integers can slow
down the computations. The user might therefore choose to round off the decimal numbers in
the input SBML-file if these do not matter too much.
3.5 (Optional): Hiding metabolites and tagging reactions
We have discussed the –hide- and –tag-methods in Box 2 of the main text. Comma-separated
lists can be given to ecmtool indicating of which metabolites the production and consumption
should be ignored, and of which reactions the rates should be reported. When metabolites
are hidden, virtual sink or source reactions are added at this point, and the metabolite is
itself marked as internal. When reactions are tagged, virtual metabolites are added that are
produced during these reactions.
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4 A custom LP-solver
During the enumeration of ECMs we will often encounter Linear Programs of a specific type.
We developed a customized LP-solver for this type of problems based on the conventional
Revised Simplex Method, see for example [185]. Our solver outperformed other solvers on our
type of Linear Programs by both speed and accuracy. In this section we describe the Revised
Simplex Method and how we have optimized it.
4.1 Problem description
In the ECM enumeration, we often encounter linear problems where an initial feasible solution
is known, but where we want to know if there are alternative solutions. Specifically, let λInit
be the initial solution, and let Init be the index set of its support. We want to know if there is






subject to Rλ = RλInit (5.21)
λi ≥ 0.
A normal Linear Program would keep searching until the maximizer is found, but we are not
interested in the maximizer. Rather, we are interested in whether an alternative solution exists.
We thus developed an LP-solver with an ‘early exit’. Moreover, we used that in this type of
problems an initial solution is always known beforehand. Lastly, many of the problems that
we will encounter are highly degenerate, as defined below. So, in summary, our problems have
three specific features:
• Solver should stop when first alternative solution is found
• Initial feasible solution is known
• Problem is highly degenerate
Before, we can explain how our LP-solver exploits these features, we give a short introduction
to Linear Programming. Then, we will describe the revised simplex method, and after that
describe how we used and adapted this method.
4.2 Some background on Linear Programming
Let us consider a Linear Program in the form of (5.21). Let m× n be the dimensions of R. It
is safe to assume n ≥ m; if this is not the case, there are more linear constraints than variables,
and some of them will be redundant.
A basis for the LP is any set B of m indices from {1, . . . , n} such that the corresponding
columns of R form a basis of the column space of R. In other words, a basis is a B such that
the m×m submatrix RB of R is non-singular.
We say that a feasible solution λ is a basic feasible solution (BFS) with basis B if all the
non-zero elements of λ are also elements of B (B may be a larger index set, though). Note
that any basis B has at most one corresponding BFS: since RB is nonsingular, RBλ = x has
a unique solution λB . This λB is a BFS if and only if it satisfies λB ≥ 0. The converse is not




m non-zero elements. This is called a degenerate solution. We will often encounter degenerate
solutions. In fact, the initial feasible solution that we will use is almost always degenerate.
Degenerate points can cause cycling, a situation where iterative solution methods such as
the (revised) simplex method visit the exact same point more than once. When this happens,
the method will again start the same cycle, and will thus never terminate. We will overcome
this by perturbing the Linear Program, see Section 4.7.
4.3 The revised simplex method
The revised simplex method uses the idea of a basis for a linear program to find an optimal
solution. Essentially the method is based on the Karush-Kuhn-Tucker (KKT) conditions,
which are necessary and sufficient conditions for the optimality of a Basic Feasible Solution.
More information is available in the book Numerical Optimization [185], specifically chapter
12 and 13.




subject to Ax = b (5.22)
xi ≥ 0,
where we assume A to have size m× n and rank m. The KKT optimality conditions are:
Ax = b, (5.23)
ATπ + s = c, (5.24)
x ≥ 0, (5.25)
s ≥ 0, (5.26)
sTx = 0. (5.27)
These conditions derive from constrained optimization using Lagrange multipliers, where π is
the Lagrange multiplier associated with the constraint Ax = b, and s is the Lagrange multiplier
associated with x ≥ 0. Practically it means that if we find a combination of x,π and s such that
all conditions are met, we have found the optimal solution to the LP. These conditions do not
only tell us when we are done, but also induce an optimization strategy, which we describe below.
The revised simplex method starts in a Basic Feasible Solution x with feasible basis B
of length m. If the problem is non-degenerate, all entries in xB will be strictly greater than
zero. One can thus construct the feasible basis directly from a non-degenerate solution. How-
ever, we will often have an initial feasible point with fewer than m nonzero’s. In that case,
fewer than m columns of A are needed to satisfy the constraints. To still be able to start with
the revised simplex method, we must then supply these columns with additional columns from
A such that we get an invertible m×m-matrix AB . The way to find these additional columns
is described in Section 4.5. Let us for now proceed by assuming that we have a basis B of size
m corresponding to the feasible solution x.
























SI: Unlocking Elementary Conversion Modes
Then, we can also split the second KKT constraint in two parts:
ATBπ + sB = cB , (5.28)
ATNπ + sN = cN . (5.29)
In order to satisfy the last KKT condition, let sB = 0. Since AB and cB are known, we can
deduce from (5.28) that
π = (ATB)
−1cB . (5.30)
Next, from (5.29) we can compute sN according to:
sN = cN −ATNπ. (5.31)
Now x satisfies the KKT conditions if and only if sN ≥ 0, so we can tell whether or not the
vertex x is optimal. If x is indeed optimal, we are done and the LP is solved. Otherwise, we
perform a pivot operation.
4.4 Pivoting: replacing one of the columns in the feasible basis
One step in the revised simplex method involves replacing one column index in B by one from
N .
To select the entering index, consider sN . At least one element is negative, otherwise
the previous x would have been optimal. We will see later that the entries in sN capture
how much the objective value would decrease when the corrsponding column is added to the
basis. Now choose any q with sq < 0 as the entering index. The procedure for altering B and
changing x and s accordingly is as follows:
1. Increase xq from zero;
2. Keep all other components of xN at zero;
3. Change the current basic vector xB in such a way that Ax = b remains satisfied;
4. Keep increasing xq until one of the components of xB (say xp) reaches zero, or determine
that no such component exists (then the LP is unbounded);
5. Remove p from B and replace it with q.
To perform step 3 we can use the following reasoning. Call the new vertex x+. Since both
Ax = b and Ax+ = b, and since xN = 0 and x+i = 0 for i ∈ N \ {q}, we have
Ax+ = ABx+B +Aqx
+
q = ABxB = Ax. (5.32)
Using that AB is non-singular, we can left-multiply with A−1B to obtain




q = xB − dx+q , (5.33)
showing that we should subtract from xB the vector d = A−1B Aq. Step 4 tells us that we










and that the leaving column has index p = argmin
{ (xB)1
d1









Theorem 4. The above described pivot operation will always lead to a decrease in the
objective function. The change is always strictly less than zero if the original solution x is
non-degenerate.
Proof. We know that
x+N = (0, . . . , 0, x
+




















q + cqx+q .
(5.36)
From (5.30) we have cTBA
−1
B = π





q = πTAqx+q = (cq − sq)x+q , (5.37)
so by substituting in (5.36) we obtain
cTx+ = cTBxB − (cq − sq)x
+
q + cqx+q = cTBxB − sqx
+
q . (5.38)
Since xN = 0, we have cTx = cTBxB and therefore
cTx+ = cTx− sqx+q . (5.39)
We chose q such that sq < 0, and since x+q ≥ 0, it follows that the step produces a decrease in
the objective function cTx. The change in objective value is strictly less than zero whenever
x+q is strictly larger than zero. Since x+q = min
{ (xB)1
d1




, we are sure to have a
strict decrease whenever xB > 0, which is the definition of a non-degenerate solution.
It is important to emphasize what happens when we have a degenerate solution. In that
case, one of the entries in xB is zero, and the pivot operation might thus lead to a step of size
zero: column p was used zero times in the original solution, and is now replaced by column q
which is also used zero times. In this case, and in this case only, the objective value does not
strictly decrease during the pivot operation. This can be problematic, because the simplex
method could later return to the same basis. If the same pivot step is again made at that
point, one could end up in an infinite cycle. Such cycling is impossible in the non-degenerate
case, since the strict decrease in objective value prevents the same basis from re-occurring.
This problem can be prevented by keeping track of the bases that have already been visited,
or by perturbing the system to get rid of degeneracy. We will describe in Section 4.7 that we
choose the latter.
4.5 Finding a starting basis efficiently
As mentioned in Section 4.1, we always already have an initial feasible solution for the Linear
Programs that we must solve in this work. This initial x satisifies the constraints, but it is
not yet a Basic Feasible Solution. For that we need an index set B of length m that contains
at least all indices that correspond to the nonzero’s of x, and such that AB is non-singular.
Because our initial feasible solutions are often degenerate, x generally comprises fewer than
m nonzero entries, so that we should supply B with columns of A that do not contribute to
satisfying the constraints, i.e., the corresponding entry in x is zero.
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To do this, we start by taking the indices in which x is non-zero. The columns corres-
ponding to these indices should be linearly independent, otherwise we must find an alternative
solution where one of the columns is no longer necessary. However, in the problems that we
will encounter, the linear independence is guaranteed by the preceding steps. Then, we start
iterating over the columns of A: we try to add a column and check to see if the resulting
matrix is still of maximal rank. When this is not the case, the most recently added column
is dropped again. After trying this for all columns of A, we are guaranteed to find m total
columns that are linearly independent, since A has rank m.
Finding a basis in this manner is a time-consuming computation, but we do not have to
go through this procedure each time that we do an LP. Indeed, as will become clear in Sections
7.3.3 and 8.1.2, we will need to do many LPs for the same constraint matrix A, but with
a different initial feasible solution x. This means that we can use the basis B found in the
previous LP as a starting point. We only have to make sure that the indices corresponding to
the nonzero’s in x are in B. Therefore, we use the following method.
Let AB be an invertible matrix, and Aq a column. We want to construct a new invertible
matrix ĀB by replacing one of the columns from AB by Aq . We solve
ABx = Aq , (5.40)










where A(i)B is the matrix formed by replacing the i-th column of AB by Aq. Since Aq is






6= 0. We can thus
find a new invertible matrix by replacing the i-th column of AB by Aq .
4.6 Detecting an early exit possibility
As mentioned in Section 4.1, the LP-solver may stop when it is clear that the initial solution
is not the only possible solution. This means that we can stop the program at two events: 1)
when the KKT conditions are met, meaning that the initial feasible solution is the only (and
thus the optimal) solution, or 2) when the first non-zero step is made during a pivot operation,
showing that an alternative solution exists.
From (5.34), we know that the step size is equal to min
{ (xB)1
d1





the index that leaves the basis B is then equal to argmin
{ (xB)1
d1




. Therefore, it is
clear that a nonzero step is only made when the leaving index corresponds to a nonzero entry
of x. This means that we can stop the Linear Program when the leaving index corresponds to
a nonzero entry of the initial solution x.
4.7 Perturbation to remove degeneracy
Degenerate vertices are problematic for the (revised) simplex method. When x is degenerate,




make a number of degenerate pivots resulting in the same basis we had before. In this case
the algorithm would start cycling and never terminate.
We use a perturbation strategy to circumvent this problem. We will call the original Linear
Program LP and the perturbed one LP ′. The perturbation is applied after we have established
a Basic Feasible Solution, with solution x, and corresponding basis B. This solution of course
satisfies the original constraint
Ax = b. (5.42)
However, we now perturb the right hand side of this equation to get
Ax′ = b′ = b+ABε, (5.43)
where ε is a vector of length m with elements chosen uniformly at random from [δ/2, δ], where
δ > 0 is a small constant. Note that ε > 0. The solution corresponding to this new constraint
is
x′ = A−1B b
′ = A−1B (b+ABε) = x+ ε. (5.44)
Since we chose ε > 0, this new solution still satisfies x′ ≥ 0, and B is still a feasible basis for
the perturbed problem LP ′.
Theorem 5 (properties of perturbed LP). The following hold for LP ′:
(a) LP ′ is non-degenerate.
(b) If B is a feasible basis of LP ′, then B is also a feasible basis of LP .
(c) If B is an optimal basis of LP ′, then B is also an optimal basis of LP .
(d) If xq can leave and xp can enter in a pivot corresponding to B in LP ′, then the same
holds in LP .
See for example [123] for a proof. This theorem shows that we can use the perturbed
version LP ′ to do all the pivots, and once we find an optimal basis it is guaranteed that this
basis is also optimal for the original problem. This shows that although the perturbation might
affect the exact optimal value of the LP, it will never affect whether there is an alternative
solution to the initial solution, or not. For our purposes, the perturbation of the LP thus has
no disadvantages, while it does prevent the revised simplex method from entering an infinite
loop.
5 Compression of the metabolic networks
To reduce the size of the main step in ECM-enumeration, the metabolic network can be
compressed by various methods. The compression steps that we have used all leave the
eventual set of ECMs unchanged. The amount by which the network can be compressed
is one of the advantages of ECM-enumeration compared to EFM-enumeration: because the
individual reaction rates are not reported, many reactions can be merged or even deleted. The
first four compression steps are adapted from [52], the compression of cycles and the removal
of redundant rays has been added by us.
These compression steps are not completely independent. If compression step A is executed,
then another execution of A will not remove any more metabolites or reactions. However,
after executing compression step B, A might again be able to compress the network further.
Therefore, to maximise the compression of the network, the following sequence of compression
steps is repeated until a complete sequence did not remove another metabolite or reaction.
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5.1 Removal of infeasible reactions
Some reactions can never be active in a steady state solution that satisfies the irreversibility
constraints. Before we start the ECM enumeration, these reactions can be safely removed,
since we are only looking for steady state conversions.
A first test if a reaction is feasible can be done by calculating the nullspace of the matrix
Nint, denoting the part of the stoichiometric matrix corresponding to internal metabolites.
Let K be a matrix with as columns a basis for the nullspace, so that we have for each column
NK•i = 0. Note that the nullspace contains the full steady state flux cone. An entry kji of
the matrix K denotes the rate of reaction j in the i-th vector of the nullspace. If K contains a
row of only zeros, this means that this reaction can never be active in a steady state solution.
The reactions corresponding to zero rows of K can thus be removed from the network.
The nullspace contains all solutions that satisfy the steady state constraint Nintv = 0, but
might also include solutions that do not satisfy the irreversibility constraints: vi ≥ 0 for all
irreversible reactions i. Therefore, we can do another test, suggested by Urbanczik et al. [52]
to check if reactions become infeasible if we take these irreversibility constraints into account.
All solutions that satisfy the steady state constraint can be written as v = Kλ, because
the columns of K form a nullspace of N . Here, the rate of the i-th reaction in the solution




µivi. To test for reaction feasibility, we select the submatrix Kirr of K
given by all rows that correspond to irreversible reactions. Then, we check, with a Linear
Program, if there exists a non-zero vector µ such that µi ≥ 0 for all i, and µKirr = 0. If
such a vector exists, this means that for any λ we have 0 = µKirrλ =
∑
irreversible µivi. In
other words, for all steady state solutions, the sum of reaction rates with weights µi is zero.
However, since all µi are positive, this implies that some of the vi must be negative, but this
would violate the irreversibility constraints. Therefore, the only option is that all vi are zero,
and thus infeasible. Concluding, all reactions i such that µi is strictly greater than zero must
be zero, are thus infeasible, and can be removed.
5.2 Dead-end metabolites are deleted
Internal metabolites that can either only be produced or only be consumed, are sometimes
called dead-end metabolites. The ECMs are calculated under the constraint that all internal
metabolites are in steady-state. A dead-end metabolite can therefore not be produced/consumed
at all, because there are no consuming/producing reactions to maintain the steady-state.
Before ECM-computation we can therefore delete these metabolites and all (solely producing
or consuming) reactions that connect to them.
5.3 Cancelling metabolites with a reversible reaction
A reversible reaction can be used to delete an internal metabolite without changing the space
of steady-state conversions, see Figure S5.4b. Let’s say that we have a metabolic network with
r reactions and that the last one of those is reversible. We also assume that there is at least
one internal metabolite involved in this reaction, say metabolite i. Now, we are going to cancel
the production or consumption of metabolite i from each reaction by adding or subtracting
reversible reaction r. We denote by εrj the number of times that we need to add reaction r to




number of columns, but only column r still has a non-zero i-th entry. To see that this change
of stoichiometry does not change the steady-state conversion space, let’s recall the definition:
C = {ċ = Nv | NIntv = 0, vi ≥ 0 if i irreversible} . (5.45)
Let ċ ∈ C be a conversion in the original metabolic network, and let v be a flux vector that
leads to this conversion. Then we know that ċ = Nv =
∑
j
N•jvj . We now prove that this







(N̄•j − εrjN̄•r)vj = N̄ v̄, (5.46)
where v̄ = v+
∑
j
εrj êr . Since reaction r was reversible, vr is allowed to be negative. Therefore,
v̄ is certainly a feasible steady-state flux vector, and the original conversion ċ is therefore still





The advantage of changing the stoichiometric matrix from N to N̄ is that we are now in
the situation of Section 5.2: metabolite i has become a dead-end metabolite. We can therefore
now cancel both metabolite i and reaction r. In Figure S5.4b we illustrate how reversible
reaction v3 can be used to cancel metabolite x2.
(a) (b)
Figure S5.4: Conversion cones are invariant to network compression. (a)
Compression through addition of a reversible reaction to other reactions. V3 is added
to V2 and subtracted from V4. This sets the stoichiometry of X2 to 0 in V2 and
V4. Since X2 is now only used in V3, they can both be removed. (b) Compression
through the removal of singly produced or consumed internal metabolites. As X2 is
only produced by V2, V2 can be added directly to V3. Since X2 is now only used in
V2, both X2 and V2 can be removed. The same can then be done for X3.
5.4 Cancelling singly produced or consumed metabolites
A metabolite that is either produced by only one reaction, or consumed by only one reaction,
can be cancelled without changing the space of steady-state conversions, see Figure S5.4a.
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Let’s say that reaction r is the only reaction in the metabolic network that produces metabolite
i. (The case in which metabolite i is consumed by only one reaction is similar and will thus not
be treated here.) We can now add reaction r to all reactions j that consume metabolite i, such
that the consumption of i is cancelled exactly. We again denote by εrj the number of times
that we need to add reaction r to reaction j to cancel the consumption of metabolite i. The
modified stoichiometric matrix is given by N̄ . Note that in this case, all εrj are nonnegative.







(N̄•j − εrjN̄•r)vj = N̄ v̄, (5.47)
where v̄ = v +
∑
j
εrj êr. Because all εrj ≥ 0, this change will not violate the irreversibility
constraints, and therefore all conversions remain feasible in the modified metabolic network.
Again we end up in the situation of Section 5.2: metabolite i and reaction r can be removed.
In Figure S5.4a we illustrate how, for example, complete linear pathways can be reduced to
just one reaction by this method.
5.5 Removing cycles by cancelling metabolites
It is possible that the metabolic network contains cycles: combinations of reactions that have
a combined production and consumption of zero. These combinations of reactions can also be
viewed as vectors v that satisfy the irreversibility constraints and are in the nullspace of the
stoichiometric matrix: Nv = 0. We will show that these cycles can in some sense be viewed as
reversible reactions, and can therefore be used to cancel reactions and metabolites. Moreover,
for the direct intersection method that we will describe below, it is necessary that the cone
spanned by the columns of N is pointed (see Section 1.2), which means that cycles may not
exist. For the use of this intersection method, this compression step therefore must be applied.
We will detect cycles in N by solving a Linear Program with our custom LP-solver described
in Section 4. We will try to find a λ ≥ 0 that satisfies Nλ = 0 and λ 6= 0; if such a λ exists,






subject to Nλ = 0 (5.48)
λi ≥ 0
λi ≤ 1.
The LP is always feasible, since λ = 0 is a solution with objective value 0. If this is the only
feasible solution, then we are sure that cycles no longer exist in the metabolic network, so that
this compression step is done. If another feasible solution exists, it will always be found by the
Linear Program because it must result in a larger objective value.
Let’s say that we have a cycle, then the optimal solution λ∗ may be assumed to have at
least one position equal to 1, say λ∗r = 1. This is because any λ that induces a cycle satisfies
Nλ = 0, so multiples of λ will satisfy that as well. Hence the constraint λi ≤ 1 (for all i)
is the only thing keeping λ (and with that the optimal value) bounded. The corresponding
column N•r gives the stoichiometry of a reaction that is involved in the cycle. This will be




Let’s say that metabolite i is produced by reaction r. Because we have split each external
metabolite into being only an input or only an output in Section 3.3, it is impossible for
external metabolites to have non-zero coefficients in any ray that is part of a cycle, as there can
be no circular flow through such external metabolites. We can thus be assured that metabolite
i is an internal metabolite.







N•jvj +N•rvr = Nv− +N•rvr, (5.49)
where v− are all reaction rates in the cycle except for reaction r: v− = v − vr êr . Comparing
this with the case in which we had a reversible reaction, reaction r can now be viewed as the
forward reaction, and the combination of the other reactions: Nv− as the backward reaction.
Let us in fact add this combination of reactions as reaction r + 1 to our network. We can
now use these two ‘reactions’ to cancel the production and consumption of metabolite i from
all reactions in the network. If a reaction consumes metabolite i, then we will cancel this
consumption by adding reaction r; let εrj denote the number of times that reaction r is added
to reaction j. If reaction j produces metabolite i, then we can cancel the production by adding
reaction r + 1; εr+1j denote how many times this is necessary. We then get for any conversion







(N̄•j − εrjN̄•r − ε
r+1
j N̄•r+1)vj = N̄ v̄, (5.50)






εr+1j êr+1. Since all ε-values are now nonnegative, we now
that this flux vector meets the irreversibility constraints, and thus that the conversion is still
possible in the modified metabolic network.
Finally, we are left with a metabolic network in which metabolite i is produced by reaction
r and consumed by reaction r + 1, and these reactions are their exact reverse. It is clear
that the steady-state constraint imposes vr = vr+1 which means that the net contribution of
these reactions is always zero. Therefore, we can delete both reaction r, reaction r + 1, and
metabolite i from the network.
After this procedure we have deleted (at least) one metabolite and one reaction from
the orginal metabolic network. It is often the case that cycles still remain, so that the cycle
removal procedure has to be repeated until no cycles are left.
5.5.1 Example
In the metabolic network of Figure S5.5, there is one cycle: (B → C → F → E → B). The
cycle finding LP described above would find the solution λ∗ = (0, 0, 1, 1, 1, 1, 0, 0, 0, 0). So we
learn that reactions 3, 4, 5 and 6 are involved in a cycle. We select reaction 3 and metabolite
B for the removal of the cycle. The only other reaction that uses B is reaction 6. Therefore
we add reaction 3 to reaction 6 to create a new ray that produces C out of E. Then, reaction
3 can be removed. The resulting network can be seen in Figure S5.6. After three more steps,
the network will be cycle-free (Figure S5.7).
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Figure S5.5: Example network for cycle removal.
5.6 Removal of redundant reactions






These redundant reactions can be removed without changing the steady-state conversion space.
To see this, let ċ ∈ C be any conversion, then we have

















So, all steady state conversions remain feasible if we remove the redundant reaction from the
network. The redundant reactions can be removed using redund from lrslib [184]. Although
this program works well on relatively small sets of vectors (up to hundreds), it is very slow on











subject to Nv = N•r (5.52)
vi ≥ 0.
In this LP, we are not necessarily interested in the maximum, but rather in the question
whether there is a solution besides v = êr . This means that we can quit the program once it
is clear that such an alternative solution exists. This is exactly the type of problem for which
we designed the LP-solver described in Section 4. Note that this LP becomes unbounded
whenever the cone generated by the columns of N is non-pointed. In this case, our strategy
would not work. Therefore, it is important to remove all cycles before removing redundant
reactions (Section 5.5).
6 The starting point: generator representation of the (non-
steady-state) conversion cone
After the metabolic network has been preprocessed (Section 3) and compressed (Section 5),
we are now ready for the main computational task. Let us therefore recall the goal of ECM
enumeration. We want to describe the steady-state conversion cone
C = {ċ = Nv | NIntv = 0, vi ≥ 0 if reaction i irreversible} . (5.53)
Assuming that this cone is fully contained in one orthant, which can be assured by splitting
metabolites (Section 3.3), the Elementary Conversion Modes can be found as a minimal set of
generators of this cone.
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Figure S5.7: Network after all cycles have been removed.
Both the indirect method (Section 7) and the direct method (Section 8) start from a
generator representation of a larger cone: the (non-steady-state) conversion cone,
C0 = {ċ = Nv | vi ≥ 0 if reaction i irreversible} , (5.54)
which comprises all conversions, including those that do not satisfy the steady-state constraint.
We can assume without loss of generality that all reactions in the metabolic network are
irreversible, since they were either cancelled during the compression step, or they were split into
a forward and backward reaction. In that case, (5.54) already gives a generator representation:
the columns of the stoichiometry matrix, N , generate all possible conversions. The remaining
task is to impose the steady-state constraints while keeping track of a generator representation.
We will describe the two methods that we implemented to accomplish this.
The cone C0 is generally not contained in one orthant, nor is it necessarily pointed. In
Section 3.3 we describe why it is beneficial to split external metabolites such that C is contained
in one orthant, but this is not yet necessary for this initial cone C0. We will describe below
that in the indirect method, external metabolites do not even have to be split already because
it can be done later. The same holds for the pointedness: we cannot use the direct method on
a non-pointed C0, while it will give no problems in the indirect method. Therefore, ecmtool
always removes cycles before using the direct method, thereby making C0 pointed (Section
5.5).
7 The indirect method
The indirect method of ECM enumeration is based on the method introduced by Urbanczik et
al. [52]. It is based on the fact that it is relatively easy to calculate a generator representation of
a polyhedral cone when an inequality representation is known. This task can be accomplished
by the Double Description (DD) method [182], and we use Polco for this [183]. Crucially, the
indirect method depends on the connection between the generator representation of a cone




this connection. More precisely, we will follow the following steps to go from the generator
representation (5.54) to the set of ECMs:
gen(C0) = ineq(C∗0 )
DD→ gen(C∗0 ) = ineq(C0)
SS constraints−→ ineq(C) DD→ gen(C) = ECMs (5.55)
One might at this point ask why the steady-state constraints cannot be added at the start,
following the path gen(C0)→ gen(C) at once. The answer is that this is indeed possible, and
this is the strategy implemented by the direct method (Section 8). However, it is generally
harder to impose equality constraints to a generator representation than to an inequality
representation, where they can just be added as two inequality constraints to the existing
representation. This is why this indirect route is in many cases, but not always, preferable,
and this intersection method is therefore the default in ecmtool, which can be changed by
setting –direct True.
In the following subsections we will give the details of the method, and where we have
added optimization steps.
7.1 gen(C0) = ineq(C∗0 )
The columns of the stoichiometry matrix form a generator representation of the non-steady-
state conversion cone (see (5.54)). In Section 1.3 we then explained that this gives an inequality
representation to the dual cone: the constraint matrix being the transpose of the stoichiometry
matrix. However, this dual cone does not need to be pointed, see Section 1.2. The problem
with non-pointed cones is that generally they do not have a unique generator representation.
The next step in the method, ineq(C∗0 )
DD→ gen(C∗0 ), would therefore not be well-defined. To
still be able to apply the Double Description method, we decompose our cone in its lineality
space and its pointed part, according to




∣∣ NTx = 0}⊕ {x ∈ Rd ∣∣ NTx ≥ 0, Null(NT )Tx = 0} ,
where Null(NT ) =
[
n1 · · · nk
]
is a matrix constructed from a basis of the nullspace of
NT . This shows that it is necessary to find a basis for the nullspace of NT . First of all, because
{n1, . . . ,nk,−n1, . . . ,−nk} gives a generator representation of the lineality space (first part
in (5.56)). Second, because we need this basis to complete the inequality representation of the
pointed part of C∗0 (second part in (5.56)).
7.1.1 An iterative symbolic nullspace calculation
It turns out that obtaining an exact basis for a nullspace for a large matrix with potentially
large fractions is not a trivial computational task. We cannot resort to faster methods using
floats, because this will induce round-off errors that might further accumulate during the
ECM-enumeration. We have therefore implemented an iterative nullspace calculation which
avoids memory issues. For this, we separate rows of NT into K parts, denoting the first set of
rows by N(1). We calculate a basis for its nullspace using a symbolic solver, and gather the basis
vectors as the columns of a matrix M . We then know that any vector x in the nullspace of NT
should be a linear combination of the columns in M , in other words: x = Mλ, for some real
vector λ. We now take the second part of our matrix, N(2). We should have N(2)x = 0, so that
λ should satisfy N(2)Mλ = 0. Therefore, we define a matrix N(1:2) := N(2)M , and calculate
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its nullspace. Again we gather a basis for this nullspace as the columns of M . Proceeding
in this fashion, we will eventually obtain a matrix M containing a basis for the nullspace of
N(1:K) = NT .
7.2 ineq(C∗0 )
DD→ gen(C∗0 )
The dual of the non-steady-state conversion cone, C∗0 consists of the two parts given in (5.56).
Fortunately, a set of generators of the entire space is just given by the union of the generators
of both parts:
gen (C∗0 ) = gen (Lin(C∗0 )) ∪ gen
(
(C∗0 ∩ Lin(C∗0 )⊥)
)
,
= {n1, . . .nk,−n1, . . .nk} ∪DD
({
x ∈ Rd
∣∣ NTx ≥ 0, Null(NT )Tx = 0})
Note that the first part of this generator representation is not necessarily unique, because
there is no unique basis for the nullspace. However, since this generator representation is only
an intermediate result, this does not matter. What matters is that the cone described by this
generator representation is unique.
The Double Description method that we use to get the second part of the generator
representation is described in Section 1.5 and implemented in Polco [183]. This step, like all
others, is done using fractions, so that our ECM-computations remain exact.
7.3 gen(C∗0 ) = ineq(C0)
SS constraints−→ ineq(C)
In the previous sections we have described how we obtain a generator representation of the
dual of the (non-steady-state) conversion cone C∗0 . This generator representation also forms an
inequality representation of C0. Let us gather all these inequalities in a matrix H, then we
have
C0 = {ċ | Hċ ≥ 0} . (5.57)
7.3.1 Dropping columns corresponding to internal metabolites
We see that the columns of H thus correspond to the metabolites in the metabolic network. We
specify that we have |Ext| external metabolites, |Int| internal metabolites, and let us assume





. To obtain an inequality description of the steady-state conversion cone,
we should impose the steady-state constraints ċi = 0 for i ∈ Int. This can be done easily by








with I|Int| being the (|Int| × |Int|)-identity matrix. Although this is a valid description of C,
it is not a very efficient one. We prove in the following Theorem that we can just drop all
columns corresponding to the internal metabolites.
Theorem 6. Let C = {x ∈ R|Ext|+|Int| | H+x ≥ 0}, and C′ = {x̃ ∈ R|Ext| | HExtx̃ ≥ 0}.




Proof. Define a mapping between the two cones by keeping only the first |Ext| coordinates:
f : C → C′,
: x 7→
[
x1 · · · x|Ext|
]T
.
We first show that f indeed maps into C′. Take an arbitrary element x ∈ C. We know that
H+x ≥ 0. The last rows imply that 0xExt + I|Int|xInt ≥ 0, and 0xExt− I|Int|xInt ≥ 0, so that
we must have xInt = 0. The first rows of the inequalities then imply 0 ≤ HExtxExt −HInt0 =
HExtxExt, which means that f(x) = xExt ∈ C′.
With the knowledge that for any x ∈ C, the components corresponding to internal
metabolites have to be zero, we can define an inverse mapping






This mapping is clearly a left- and right-inverse of f , and therefore f must be a bijection.
We can thus proceed with HExt as the inequality description of the steady-state conversion
cone.
7.3.2 Splitting external metabolites
In Section 3.3, we explained why we need to split external metabolites into input- and
output-metabolites in order to calculate all ECMs instead of only the extreme conversions.
We also indicated that this splitting can be done during the preprocessing step. However, one
can also choose (by using the argument –splitting_before_polco False) to calculate HExt
without splitting the metabolites, and split the metabolites afterwards. This choice does affect
the size of HExt and therefore the computational complexity of ECM-enumeration, but we
could get no clear idea of when which method is favourable. We recommend the user to try
both methods when working with large models, because we have observed that this option
sometimes makes a large difference.
Let us now assume that the external metabolites are not yet split into input- and output-
metabolites, and say, for simplicity, that all metabolites can both be consumed and produced,








Now let us compare the cones that are described by these inequality representations:
CExt = {x ∈ R|Ext| | HExtx ≥ 0}, (5.60)
Csplit = {x̃ ∈ R2|Ext| | Hsplitx̃ ≥ 0}. (5.61)
We can define a mapping f from CExt to Csplit by
f : CExt → Csplit,
: x 7→ x̃ =
[
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We can show that this mapping is well-defined. Let x ∈ CExt, we have to check if x̃ satisfies
Hsplitx̃ ≥ 0. First of all, it is clear from the definition of f that x̃ satisfies the sign constraints
that form the two lower rows of Hsplit. Further, the first rows of Hsplit give
Htopsplitx̃ = HExt
[
max(x1, 0), · · · ,max(x|Ext|, 0)
)T +HExt (min(x1, 0), · · · ,min(x|Ext|, 0)]T
= HExt
[
max(x1, 0) + min(x1, 0), · · · ,max(x|Ext|, 0) + min(x|Ext|, 0)
]T
,
= HExtx ≥ 0.
This shows that any steady-state conversion in CExt is still a steady-state conversion in Csplit.
The following Theorem shows that the ECMs of CExt can be calculated by computing the
minimal generator set of Csplit.
Theorem 7. There is a bijection between the set of Elementary Conversion Modes of CExt
and the minimal generator set of Csplit.
The proof of this theorem is very similar to the proof of Theorem 3 in Section 3.3. Therefore,
we will not repeat it here.
If we compute a minimal generator in Csplit, we can thus map this back to an ECM in
CExt. For this, we use the left-inverse of f :
g : Csplit → CExt,
: x̃ 7→ x =
[
x̃1 + x̃|Ext|+1, . . . , x̃|Ext| + x̃2|Ext|
]T
.
7.3.3 Removing redundant inequalities
The inequality description of C0, gathered in the matrix H, does not contain redundant
inequalities, because the polco-software returns a minimal set. However, we have used H
to define HExt and then Hsplit. Often, and mostly when there are relatively many internal
metabolite columns that are dropped, these operations cause inequalities to become redundant.
In theory, this causes no problem for the next steps in the ECM-enumeration. However, when
Hsplit has many rows, the next Double Description step is much slower. We can therefore
speed up the ECM-computation by removing redundant rows. For this, we can use either the
redund-program from lrslib [184] on small sets of rows, or our own algorithm for redundancy
removal. Our algorithm has the advantages of being parallelizable if ecmtool is used with
mpiexec (see the user guide in Section 11), and of reporting a counter which indicates the
progress of the redundancy-removal. By default, we thus use our algorithm. We will shortly
discuss how this works.




λjAj•, where λj ≥ 0. (5.62)
This row is called redundant for the following reason. If for all j such that λj > 0 we have
Aj•x ≥ 0, then automatically Ai•x =
∑
j
λjAj•x ≥ 0. So, the inequality implied by Ai•
does not further constrain the cone. We can thus remove all rows for which we can find a
conical combination as in Equation (5.62)1. We detect these redundant rows by solving a
1It is important that we first make sure that any duplicate rows are removed, since otherwise










subject to ATλ = ATi• (5.63)
λi ≥ 0.
This problem is exactly of the form described in Section 4, so we can use our custom LP-solver
to solve it. In Section 4.5 we described that for this LP-solver to work, we need to select a max-
imal set of linearly independent columns of AT as a starting basis. This basis should contain
the column ATi that we want to test for redundancy. Finding such a starting basis is a relatively
complex computational task. However, we use the same matrix AT for each redundancy test,
and we can therefore use almost the same starting basis. We should only make sure that we re-
place one of the columns in this basis by ATi•. In Section 4.5 we describe how we accomplish this.
It is important to note that this redundancy removal only works when the cone generated by
the columns of AT is pointed. If not, we use the strategy that we developed for the removal of
cycles to make the cone pointed. We will very shortly discuss the strategy here too, but it is
so similar to the removal of cycles that we refer to Section 5.5 for details.
If there is a 0 6= λ ≥ 0 such that ATλ = 0, then the Linear Program in (5.63) is unbounded.
We solve this by selecting one λj > 0 and take the corresponding row Aj•. Since the rows of
A correspond to inequalities, we can see that Aj•x ≥ 0 and 0 ≤
∑
k 6=j λkAk•x = −λjAj•x,
so that Aj• in fact gives an equality constraint: Aj•x = 0. This means that we can add or
subtract Aj• to other rows without affecting the inequality representation. We choose to pick
a nonzero entry of Aj•, say Ajl and cancel the l-th entry from each row in A. The row Aj•
itself will for now be stored. We can repeat this procedure until the resulting cone is pointed.
Then, we can use the redundancy-removal outlined above, and after that we add the found
equality constraints again.
7.4 ineq(C) DD→ gen(C) = ECMs
In this last step, we start with the found inequality representation of the steady-state conversion
cone. Because we have split all metabolites, this cone is contained in one orthant. This
automatically implies that the cone must be pointed. We can thus simply apply the Double
Description method (again using fractions) to find a minimal generating set of the steady-state
conversion cone. After undoing the splitting of external metabolites (as mentioned in Section
7.3.2) this yields the Elementary Conversion Modes, finally.
8 The direct method
The starting point of the direct method is the generator description of the (non-steady-state)
conversion cone, C0, defined in (5.54) in Section 6. We assume that cycles have been removed
using the method described in Section 5.5 such that this cone is pointed. The remaining
task is thus to impose the steady-state constraints ċi = 0 for all internal metabolites i.
Whereas the indirect method computes an inequality representation of C0 before imposing the
steady-state constraints, the direct method will impose these constraints ‘directly’ on the set
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of generators. As far as we know, this direct intersection method is unconventional. It has
probably not been used before because it is usually slower than the indirect intersection method.
It however avoids the (too) high memory usage that the indirect method sometimes suffers from.
The direct method proceeds by an iterative procedure. We start by gathering the gener-
ators from the generator description of C0 in a matrix R(0), and then impose an additional
steady-state constraint in each iteration. We assume for now that we have ordered the meta-
bolites such that there are K internal metabolites with indices {1, . . . ,K}. In the first step,
we impose the constraint ċ1 = 0. The result is a new cone, called C(1) which again has a set of
generators, which we gather in the matrix R(1). We continue to add the constraints until we
end up with the generators gathered in R(K) of the steady-state conversion cone: C = C(K).
In the following we will denote by rj ∈ R the j-th column of the matrix R.
8.1 Imposing one steady-state constraint
The i-th iteration of the algorithm starts with the matrix R(i−1) of non-redundant columns.
These columns can be interpreted as conversions that satisfy the steady-state constraints for
all metabolites with index smaller than i. The entry R(i−1)ij thus indicates the net production
of metabolite i in the j-th conversion. During this step, we will impose the constraint ċi = 0,
which thus means that we should make sure that R(i)ij = 0 for all j. For this, similar to the
Double Description method (Section 1.5), we compute the index sets
J+ = {j ∈ {1, . . . , n} : R(i−1)ij > 0},
J− = {j ∈ {1, . . . , n} : R(i−1)ij < 0}, (5.64)
J0 = {j ∈ {1, . . . , n} : R(i−1)ij = 0}.
We are certain that the vectors corresponding to J0 will be minimal generators of C(i): they
satisfy the constraint ċi = 0 and cannot be written as a conical combination of the other
vectors, since otherwise they would not have been in R(i−1). Furthermore, each pair of indices
j+ ∈ J+, j− ∈ J− with their corresponding vectors rj+ , rj− generate a possible candidate:
r̂ = R(i−1)ij+ r
(i−1)
j−
− R(i−1)ij− rj+ . We do not have to consider combinations of more vectors,
since these can always be written as combinations of the pairs.
We could get a generating set of C(i) by taking the union of all r̂ with the vectors from J0,
but this set would not be minimal. Therefore, we need a test to determine which candidates to
keep, analogous to the adjacency test that is used in the Double Description method, Section
1.4. The adjacency test of the Double Description method however uses information about
which inequalities are satisfied with equality by the generators to determine if a pair is adjacent
or not. Since we intersect with equalities instead of inequalities, we cannot directly use this
method. We would like to find an alternative way to determine the adjacency of two rays,
using only the ray representation R.
The next section provides this alternative adjacency test. In short: we test whether two
rays are adjacent by considering a point in between them. If this point can also be formed by


















subject to Rλ = x (5.65)
λi ≥ 0.
Note that the LP is always feasible, and has optimal value at least 0, since we have the initial
solution λ̄ with λ̄j+ = 1/4, λ̄j− = 3/4 and zero in the other coordinates. We will prove in
the following theorem that this LP can be used as an adjacency test. The reason for choosing
1/4 and 3/4 is that this ascertains that the ‘target’ x is not close to the zero vector. In fact,
in ecmtool we normalize the rays before starting the LP such that the L1-norm of all rays is
equal to 1. We can then show with the reverse triangle inequality that
||x|| =
∣∣∣∣∣∣14rj+ − (−34rj− )∣∣∣∣∣∣ ≥ ∣∣∣14 ||rj+ || − 34 ||rj− ||∣∣∣ = ∣∣∣−12 ∣∣∣ = 12 . (5.66)
In the following we will denote by R the matrix of generators (columns rj), and by A the
inequality matrix of the same polyhedral cone P (A). Recall from Section 1.4 that the zero set
of a generator was defined as
Z(rj) = {i : Ai•rj = 0}.
Theorem 8 (geometric adjacency test). The following are equivalent for extreme rays
rj+ , rj− :
(1) rj+ and rj− are adjacent.
(2) Z(rj+ ) ∩ Z(rj− ) ⊆ Z(rk) =⇒ rk ∼ rj+ or rk ∼ rj− .
(3) LP(rj+ , rj−) has optimal value 0.
Proof. The equivalence of (1) and (2) is just the definition of adjacency described in Section
1.4.
(2) =⇒ (3). Suppose (2) holds, so Z(rj+ )∩Z(rj− ) ⊆ Z(rk) =⇒ rk ∼ rj+ or rk ∼ rj− .
Consider any extreme ray rk that is not equivalent to rj+ or rj− . We know that Z(rk) does
not contain Z(rj+ ) ∩Z(rj− ), so there is some index i ∈ Z(rj+ ) ∩Z(rj− ) that is not in Z(rk).
This means Ai•rk > 0.




Ai•rjλj ≥ Ai•rkλk. (5.67)
The last inequality holds because each ray rj is in the cone; hence Ai•rj ≥ 0, and also λj ≥ 0
(one of the LP constraints). At the same time






rj− ) = 0, (5.68)
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since i ∈ Z(rj+ ) and i ∈ Z(rj−). Combining (5.67) and (5.68) with Ai•rk > 0 gives λk = 0.
Because rk was any extreme ray not equivalent to rj+ or rj− , and λ was any feasible solution,
this means that we will always have
∑
i
λi − λa − λb = 0, hence (3) holds.
(3) =⇒ (2). For a contrapositive proof, assume (2) does not hold. Then there is some
ray rk such that Z(rj+ ) ∩ Z(rj−) ⊆ Z(rk). By definition x = 1/4rj+ + 3/4rj− . Therefore,














Because rj+ and rj− are in the cone, Ai•rj+ ≥ 0 and Ai•rj− ≥ 0. Thus Ai•x = 0 if and
only if Ai•rj+ = Ai•rj− = 0, hence
Z(x) = Z(rj+ ) ∩ Z(rj− ). (5.70)
Consider the line segment
L(t) = tx+ (1− t)rk (5.71)
for t ∈ [0, 1]. This is the line segment from rk to x. In Figure S5.8 we have schematically
drawn the situation. Take any index l not in Z(x). Since Al•x > 0, we have, for any t ∈ (0, 1],
Al•L(t) = Al•tx+Al•(1− t)rk > 0. (5.72)
Because Al•L(t) is continuous with respect to t, there is an εl > 0 such that Al•L(1 + εl) > 0.
Define ε as the minimum of all the εl obtained in this way, then
Al•L(1 + ε) > 0 for all l not in Z(x) (5.73)
On the other hand, any indexm ∈ Z(x) is also in Z(rk), since Z(x) = Z(rj+ )∩Z(rj− ) ⊆ Z(rk).
This yields
Am•L(1 + ε) = Am•(1 + ε)x−Am•εrk = 0 for all m ∈ Z(x). (5.74)
Let α = L(1 + ε), it follows from (5.73) and (5.74) that α ∈ P (A) and Z(α) = Z(x). We can
write
α = L(1 + ε) = (1 + ε)x− εrk, (5.75)
so that























So, LP(rj+ , rj− ) does not have optimal value 0. By contrapositivity, this implies that whenever
the optimal value is 0, rj+ and rj− must be adjacent.
This theorem showed that solving the right LP can serve as an adjacency test for extreme
rays. The following theorem in addition shows that if the rays are not adjacent, the original




Figure S5.8: Illustration for the proof of (3) =⇒ (2). The point α will always be
inside P , indicating a feasible solution to the LP with objective strictly greater than
0. The grey area might not look like a cone at first, but consider it as a cross section
of one.
not adjacent, then at some point the contribution λj+ or λJ− must become zero. This is
important to make the adjacency test numerically robust, because the change in λ has to be of
size at least 1/4 which means that it is easy to distinguish from round-off errors. Moreover, it
provides an early exit strategy if we use our LP-solver described in Section 4: at the point that
λj+ or λj− becomes zero, we know that the rays are non-adjacent, and we can stop the LP.
Theorem 9. Let µ be the optimal solution to LP(rj+ , rj−). Then at least one of µj+ and
µj− is equal to zero.
Proof. Suppose that both µj+ > 0 and µj− > 0. We will show that this contradicts the
optimality of µ. Besides µ we know of one more feasible solution: the vector ν with all zeroes
except for νj+ = 1/4 and νj− = 3/4. Since both µ and ν are feasible solutions, we have
R(µ− ν) = 0. Now consider µ̄ = µ+ δ(µ− ν) for some small δ > 0. This µ̄ satisfies
Rµ̄ = R(µ+ δ(µ− ν)) = Rµ+ δR(µ− ν) = Rµ+ 0 = x. (5.79)
The only positions in (µ− ν) that could be negative are j+ and j−, since ν is zero everywhere
else. But we know that µj+ , µj− > 0, so if we pick δ small enough then µ̄j+ , µ̄j− ≥ 0, so that
µ̄ ≥ 0. (5.80)
Together (5.79) and (5.80) show that µ̄ is a feasible solution. Now let us denote by Obj(µ) the
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µi + δ(µi − νi)







This would contradict the optimality of µ, so it must be that in the optimal solution µj+ = 0
or µj− = 0.
8.1.2 Performing the adjacency tests
Recall that one iteration of the direct method involves finding a minimal generating set of the
cone C(i) from the generating set R(i−1) of C(i−1). For that, we determined for all generating
vectors in R(i−1) the sign of ċi, and used that to construct the sets J+, J−, J0 (see (5.64)).
All pairs with one ray from J+ and one ray from J− give a potential candidate that we should
test for redundancy. The candidate will only be non-redundant if the original rays rj+ , rj−
are adjacent, according to the adjacency test defined above. To test all these candidates, we
thus have to perform |J+||J−| Linear Programs.
Fortunately, this LP is exactly of the form described in Section 4. We thus already have
an efficient way to solve the LP. For this LP-solver to work, we do need to select a maximal
set of linearly independent columns of R as a starting basis. This basis should contain the
rays rj+ , rj− that constitute an initial solution. Finding this starting basis is computationally
relatively complex. Note however, that we use the same matrix R for each redundancy test,
and we can therefore use almost the same starting basis, B. We should only make sure that
we replace two of the columns in AB by rj+ , rj− . In Section 4.5 we describe how we can add
one such column. For this we need to solve ABx = rj+ . Call the basis where this column is
added A+B . Now, we should still add the second column, and for that solve A
+
Bx = rj− .
In ecmtool we optimize this even further. We start by selecting a basis matrix AB once,
and immediately calculate its LU-decomposition. This LU-decomposition can be used to solve
ABx = rj+ . We solve this system for all possible rj+ , giving a set of bases A
+
B . For each basis
in this set we also calculate the LU-decomposition once. These can then be used to solve the
system A+Bx = rj− for all possible rj− , yielding all the bases that we will need. This strategy
requires us to calculate 1 + |J+| LU-decompositions, instead of |J+||J−|, which induces a
relevant computational speedup.
Another important optimization that decreases the computational time needed by the direct
method, is that we perform the above described LPs using floats instead of fractions. We can
do this because each LP will only give a boolean output, indicating if a pair of rays is adjacent,
or not. We use fractions again when the adjacent rays are combined to form a generator that
satisfies the steady-state constraints, so that the eventual ECM-computation remains exact.
8.2 The order of imposing steady-state constraints
As mentioned above, in each iteration we impose one of the steady-state constraints ċi = 0.
The order in which these constraints are imposed has a large effect on the total computation




in which inequalities are added [173]. It is however unclear which order of equality intersection
minimizes the computation time. Therefore, we offer several heuristics as options using the
argument –sort_order.
The sorting order that usually performs well is –sort_order min_adj. Here, we first sum
how many metabolites are adjacent in the metabolic network, i.e., connected by one reaction.
Then, for each i, we sum how many metabolites would become adjacent if we would connect
all reactions that produce metabolite i to the reactions that consume metabolite i. As such,
we try to estimate the number of adjacencies that are added, i.e., the difference between the
number of adjacent metabolites after and before the removal of metabolite i. Note that the
number of added adjacencies can be negative, because metabolite i is deleted and can thus
no longer be adjacent to any metabolite. If this sorting order is chosen, ecmtool picks the
metabolite that minimizes the number of added adjacencies. The intuition behind this sort
order is that it would lead to summarizing possible modules in the metabolic network before
connecting these to the rest of the network. Indeed, if we use this sorting order, the last steps
are often not the largest.
An alternative heuristic that ecmtool offers is –sort_order min_lp. This selects the
metabolite i that requires the minimal number of LPs. Recall that to impose the i-th steady-
state constraint, we need to solve |J+||J−| Linear Programs, where the size of the index sets
J+, J− is given by how many of the current generators produce/consume metabolite i (see
5.64). This heuristic thus selects metabolites that are produced and consumed by few reactions.
This has the disadvantage of removing the ‘easy’ metabolites first from the network, which
could lead to a very difficult step later on.
8.3 Parallelization
Since the adjacency tests are independent of each other, and we commonly need to perform
millions of them to eliminate a single metabolite (for genome-scale networks) this algorithm is
highly suitable for parallel processing. We have implemented this using mpi4py [186].
In Table S5.1 and Figure S5.9 we show the relative speed-up compared to using a single
CPU for the e_coli_core-model. It shows close to linear gains. This is a smaller network,
where the most LPs done in a single step is around 10e5, so for genome scale networks we can
expect the scaling to continue up to hundreds or more CPUs.
Table S5.1: Speed-up with different processor counts for E. coli core
CPUs 2 3 4 5 6 7 8 9 10
Speed-up rel. to 1 CPU 1.80 2.47 3.34 3.78 4.61 4.95 5.64 6.52 6.95
9 Validation of ecmtool
In this section, we describe how we used a Matlab-script to validate that the ECMs calculated
by ecmtool for the e_coli_core-network satisfy
1. each ECM is an elementary vector
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Figure S5.9: CPU count vs speed-up (red) and linear least-squares fit (blue, dashed).
The fit is y = 0.655x+ 0.503.
2. each steady-state conversion must be a conical combination of ECMs
1. According to the definition of ECMs given in Section 2, we can prove that each ECM
is elementary by showing that it cannot be written as a positive sum of the other ECMs
without the production of any external metabolite being canceled. We tested this with the
Matlab-script lp_ecms_efm.m, which is available as a Supplementary File.
For each ECM, x, we first gather all other ECMs that are in the same orthant as columns

















0 ≤ λi ≤ 103.
If the ECM is indeed an elementary vector, this LP should be infeasible. However, since the
LP in Matlab is solved using floats, we should pay attention if round-off errors do not lead to
incorrect results. Therefore, we allow for the decomposition to be off by a certain tolerance tol.
If we allowed for an error of 10−7 none of the ECMs could be decomposed, indicating that
they are all elementary. However, when we allowed for a larger error, more ECMs could be
decomposed. This gives an indication of how close a conical combination of different ECMs
can come to replacing an ECM. In Figure S5.10 we show the distribution of error margins that
are needed to decompose an ECM into different ECMs. We see that most of the ECMs cannot
be written as a combination of others unless one allows for an error of 10−5 or larger. This




Figure S5.10: The distribution of error margins, tol that are needed to decompose an
ECM into different ECMs.
2. It is of course hard to validate that any steady-sate conversion is a conical combina-
tion of ECMs. We therefore chose to use the set of Elementary Flux Modes calculated by
efmtool. This set spans all possible steady-state flux combinations that the model contains.
For each EFM, we then calculated its overall conversion, and tried to write this conversion as
a combination of ECMs, using a similar LP as in (5.81). If we allowed for an error of 10−7,
then each EFM-based-conversion could be decomposed into ECMs. This error margin was
necessary because the results from efmtool were affected by round-off errors, while the ECMs
are calculated using fractions and are therefore exact.
When we multiply the EFMs with the stoichiometry matrix, we map them into the con-
version cone. Many of the EFMs will end up in the interior of the cone, thus leading to
conversions that are combinations of ECMs. However, for each ECM there must be at least
one EFM that leads to exactly that conversion. As a last sanity check, we tried to validate
this. We took the decompositions of EFMs into ECMs obtained in the LPs above, and checked
if each ECM occurs at least once as the sole decomposing vector of an EFM. We say that an
ECM is a decomposing vector of an EFM if it is used more than some ‘support tolerance’.
In Figure S5.11, we vary this tolerance. We see that at a support tolerance of 10−2, all
ECMs have at least one EFM of which they are the sole decomposing ECM. Since both ECMs
and EFMs were normalized before this validation, this implies that for all ECMs there is an
EFM-based-conversion that is 99% equal to the ECM. This indicates that this EFM actually
corresponds to the same conversion as the ECM; the 1% is caused by round-off errors and the
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allowed tolerance tol in the LP.
Figure S5.11: The cumulative number of ECMs that are identified as the sole
decomposing ECM of at least one EFM, when we vary the cut-off at which we mark
an ECM as ‘decomposing’.
1. Description of validation on the e_coli_core-network
2. Figures of error distribution in decomposing EFMs
10 ECM-analyses several networks
In the main text we report on ECM computations for the e_coli_core-network [168], the
iIT341-network [171], and the iJR904-network [172]. The full results and the run scripts that
were used to obtain these results have been uploaded as supplementary files, and can also be
found in the Github-folder:
https://github.com/SystemsBioinformatics/ecmtool, specifically in the subfolder
results_and_corresponding_runscripts/.
The Elementary Conversion Modes for the rhizobial bacteroids were calculated on the model




10.1 Creating subnetworks of e_coli_core
In one of the figures of the main text we describe how the number of ECMs and EFMs behaves
for various subnetworks of the e_coli_core-model. These subnetworks were created with a
Python-script that we called subnetwork_creator.py, which is attached as a supplementary
file. We created the subnetworks via an iterative procedure. The smallest subnetwork is
constructed by taking only the active reactions in the FBA-solution. After that, we made
a series of knockout-models. We deleted one of the active reactions, and again ran a Flux
Balance Analysis. This knockout-model necessarily had a new set of active reactions. We
took the union of these active reactions with the original active reactions to create our second
model. Then, we again deleted a reaction, did another FBA, and took the active reactions. As
such, we created subnetworks of increasing size for which we could compute the ECMs.
10.2 Clustering the ECM results for visualisation
We have clustered some of the ECM-enumeration results for visualization purposes. All
R-scripts are made available as supplementary files. We first made sure that the set of ECMs
was no larger than a few thousand. For some models, comprising hundreds of thousands ECMs,
we had to take a subset of ECMs with a certain property, for example growth-supporting
ECMs. Given this set, we created a distance matrix that contains the L1-distance between all
pairs of ECMs. For some models, we chose to weigh the L1-distance so that some metabolites
are considered more important than others. On this distance matrix, we performed hierarchical
clustering. The metabolites were ordered from top to bottom by the number of ECMs that
used the metabolite as an output minus the number of ECMs that used the metabolite as an
input.
To visualize the clustered ECMs we used two options. For some models we converted all
coefficients to a ternary scale, showing only whether the metabolite in the ECM was taken
up, left untouched, or secreted. For other models we used a shifted logarithmic scale. To be








if x > 0,






if x < 0,
(5.82)
where shiftneg, shiftpos are parameters smaller than 1, and minpos,maxneg are respectively the
smallest positive and the largest negative coefficient occurring in the ECMs. This transformation
was necessary to visualize all differences in the coefficients occuring in the ECMs, because these
coefficients span many orders of magnitudes and are both positive and negative. However, we
should emphasize that this transformation can be used for visualization purposes only.
11 User guide
11.1 Prerequisite ingredients for ECM-computation
To compute the ECMs, one needs to provide at least an SBML-model. From the SBML-model,
the following will be extracted by ecmtool
1. a stoichiometry matrix,
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2. reversibility information of all reactions,
3. information on which metabolites are external or internal,
4. information on whether external metabolites can be produced, consumed or both
11.1.1 Important notes for the correct parsing of SBML-files by
ecmtool
It should be checked carefully that ecmtool has parsed the model corresponding to the user’s
intentions. By far the most issues that users may have with ecmtool are due to incorrect
parsing of the SBML-file. Because several conventions exist for storing several features of
the model, ecmtool cannot comply with all of them. When ecmtool is used as a standalone
command line tool the parsing result can be checked by running ecmtool with the arguments
–print_reactions True and –print_metabolites True, as described in subsection 11.2.3 be-
low. When ecmtool is used as a Python library, the parsing result is available in the variable
of the network class. Important to check are at least:
1. reversibility information of all reactions. We use the convention that reactions
that are marked as irreversible can only run in the forward direction. Reactions can
thus not be backward irreversible. In this case, the direction of the reaction should be
swapped.
2. internal/external-information of metabolites. We use the convention that the
metabolite-IDs of external metabolites are marked by _e. The user can change this with
the argument –external_compartment. In addition, exchange reactions and external
metabolites are recognized using functionality from the cbmpy-library, but this might
not catch all.
3. directionality information of external metabolites. Based on the direction and
reversibility of exchange reactions we determine whether a metabolite can be used as
an input, an output or as both. This is what is most often parsed erroneously, due to
conflicting conventions about when to set a reaction as reversible/irreversible in relation
to its flux bounds.
Ecmtool can be used in two different modes: either as a standalone command line tool, or
as a Python library for your own scripts. This section describes how to install and use both
modes.
11.2 Mode 1: standalone command line tool
In this mode, you can call ecmtool like a normal program from your command line. It reads
metabolic networks in the SBML format, and writes resulting ECMs into a CSV file for later
analysis. Most researchers will use this method. For running ecmtool on computing clusters
efficiently, see the Advanced Usage section in this readme.
11.2.1 Installation
• Download and install Python. Ecmtool is compatible with python 3.x. Ensure both
python and its package manager pip are added to your PATH environment variable. If
this last step is omitted, an error like the following will be thrown when you try to run




• Download the latest ecmtool source through git clone, or as a zip file from
https://github.com/tjclement/ecmtool.
• Open a command prompt, and navigate to the ecmtool directory (e.g. cd C:\Users\-
You\Git\ecmtool, where the path should be replaced with the path ecmtool was down-
loaded to).
• Install the dependencies in requirements.txt inside the ecmtool directory (e.g. by running
pip install -r requirements.txt).
• Linux only: install redund of package lrslib (e.g. by running apt install lrslib).
11.2.2 Running
Ecmtool can be ran by executing
python3 main.py --model_path <path/to/model.xml> [arguments]
from the command line, after navigating to the ecmtool directory as described above. The
possible arguments and their default values are printed when you run python main.py –help.
After execution is done, the found conversions have been written to file (default: conver-
sions.csv). The first row of this CSV file contain the metabolite IDs as read from the SBML
model.
11.2.3 Optional arguments
• –model_path, type=str, default=‘models/active_subnetwork_KO_5.xml’. Relative
or absolute path to an SBML model (.xml-file)
• –direct, type=str2bool, default=False. Enable to intersect with equalities directly.
Direct intersection works better than indirect when many metabolites are hidden, and
on large networks (default: False)
• –compress, type=str2bool, default=True. Perform compression to which the conver-
sions are invariant, and reduce the network size considerably (default: True)
• –out_path, default=’conversion_cone.csv’. Relative or absolute path to the .csv
file you want to save the calculated conversions to (default: conversion_cone.csv)
• –add_objective_metabolite, type=str2bool, default=True. Add a virtual metabol-
ite containing the stoichiometry of the objective function of the model (default: true).
• –print_metabolites, type=str2bool, default=True. Print the names and IDs of
metabolites in the (compressed) metabolic network (default: true)
• –print_reactions, type=str2bool, default=False. Print the names and IDs of reac-
tions in the (compressed) metabolic network (default: true)
• –print_conversions, type=str2bool, default=True. Print the calculated conversion
modes (default: true)
• –external_compartment, type=str, default=‘e’. String indicating how the external
compartment in metabolite-ids of SBML-file is marked. Please check if external com-
partment detection works by checking metabolite information before compression and
with –print metabolites true)
260
5
SI: Unlocking Elementary Conversion Modes
• –auto_direction, type=str2bool, default=True. Automatically determine external
metabolites that can only be consumed or produced (default: true)
• –inputs, type=str, default=”. Comma-separated list of external metabolite indices,
as given by –print_metabolites true (before compression), that can only be consumed
• –outputs, type=str, default=”. Comma-separated list of external metabolite indices,
as given by –print_metabolites true (before compression), that can only be produced.
If inputs are given, but no outputs, then everything not marked as input is marked as
output. If inputs and outputs are given, the possible remainder of external metabolites
is marked as both
• –hide, type=str, default=”. Comma-separated list of external metabolite indices,
as given by –print_metabolites true (before compression), that are transformed into
internal metabolites by adding bidirectional exchange reactions
• –prohibit, type=str, default=”. Comma-separated list of external metabolite in-
dices, as given by –print_metabolites true (before compression), that are transformed
into internal metabolites without adding bidirectional exchange reactions. This meta-
bolite can therefore be used as neither input nor output.
• –tag, type=str, default=”. Comma-separated list of reaction indices, as given by
–print_reactions true (before compression), that will be tagged with new virtual
metabolites, such that the reaction flux appears in ECMs.
• –hide_all_in_or_outputs, type=str, default=”. String that is either empty, input,
or output. If it is input or output, after splitting metabolites, all inputs or outputs are
hidden (objective is always excluded.
• –iterative, type=str2bool, default=False. Enable iterative conversion mode enu-
meration (might help on large, dense networks) (default: false)
• –only_rays, type=str2bool, default=False. Enable to only return extreme rays, and
not elementary modes. This describes the full conversion space, but not all biologically
relevant minimal conversions. See: Clement, 2020 and Urbanczik, 2005.
• –verbose, type=str2bool, default=True. Enable to show detailed console output
(default: true)
• –splitting_before_polco, type=str2bool, default=True. Enables splitting external
metabolites by making virtual input and output metabolites before starting the com-
putation. Setting to false would do the splitting after first computation step. Which
method is faster is complicated and model-dependent. (default: true)
• –redund_after_polco, type=str2bool, default=True. (Indirect intersection only) En-
ables redundant row removal from inequality description of dual cone. Works well with
models with relatively many internal metabolites, and when running parrallelised
computation using MPI (default: true)
• –scei, type=str2bool, default=True. Enable to use SCEI compression (default: true)
• –sort_order, type=str, default=’min_adj’. Order in which internal metabolites
should be set to zero during direct intersection. Default is to minimize the added
adjacencies, other options are: min_lp, max_lp_per_adj, min_connections
• –intermediate_cone_path, type=str, default=”. Filename where intermediate cone
result can be found. If an empty string is given (default), then no intermediate result is




• –manual_override, type=str, default=”. (Advanced option). Index indicating which
metabolite should be intersected in first step. Can be used in combination with
–intermediate_cone_path to pick a specific intersection at a specific step.
11.2.4 Example
1 python3 main . py −−model_path models / e _ c o l i _ c o r e . xml −−
a u t o _ d i r e c t i o n t r u e −−out_path c o r e _ c o n v e r s i o n s . c s v
11.3 Mode 2: Python library
Ecmtool can also be used as a separate programming interface from within your own Python
code. To do so, install ecmtool using pip (e.g. pip install ecmtool). The most crucial
method is ecmtool.conversion_cone:get_conversion_cone(), which returns the ECMs of a given
stoichiometric matrix. For information on how to use advanced features like SBML parsing,
network compression, and metabolite direction estimation, please see ecmtool/main.py.
11.3.1 Example
1 from ecmtoo l . network impor t e x t r a c t _ s b m l _ s t o i c h i o m e t r y
2 from ecmtoo l . conve r s i on_cone impor t ge t_conve r s i on_cone
3
4 network = e x t r a c t _ s b m l _ s t o i c h i o m e t r y ( ’ models / sxp_toy . xml ’ ,
a d d _ o b j e c t i v e=True )
5 s t o i c h i o m e t r y = network .N
6
7 ecms = get_conve r s i on_cone ( s t o i c h i o m e t r y , network .
e x t e r n a l _ m e t a b o l i t e _ i n d i c e s ( ) ,
8 network . r e v e r s i b l e _ r e a c t i o n _ i n d i c e s ( ) , network .
i n p u t _ m e t a b o l i t e _ i n d i c e s ( ) ,
9 network . o u t p u t _ m e t a b o l i t e _ i n d i c e s ( ) )
10
11.4 Advanced usage
After testing how the tool works, most users will want to run their workloads on computing
clusters instead of on single machines. This section describes some of the steps that are useful
for running on clusers
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11.4.1 Doubling direct enumeration method speed
The direct enumeration method can be sped up by compiling our LU decomposition code with
Cython. The following describes the steps needed on Linux, but the same concept also applies
to Mac OS and Windows. First make sure all dependencies are satisfied. Then execute:
1 python3 se tup . py b u i l d _ e x t −− i n p l a c e
2
3 mv _bglu ∗ ecmtoo l /
11.4.2 Running on a computing cluster with mpiexec
For example:
mpiexec -n 4 python3 main.py --model_path models/e_coli_core.xml
Examples of run commands and necessary computing power
In this part, we provide some descriptions on how the presented results were obtained. All
ECMs that were computed are supplied as supplementary files.
11.4.3 Escherichia coli-model: e_coli_core
This model, downloadable from bigg.ucsd.edu [187], is excellent for getting to know the
workings of ecmtool, because the runtime is quite short. An example runscript is given by:
1 python3 main . py −−model_path models / e _ c o l i _ c o r e . xml −−
a u t o _ d i r e c t i o n t r u e −−d i r e c t f a l s e −−
s p l i t t i n g _ b e f o r e _ p o l c o t r u e
It is good to get a feel for the different enumeration options, such as –splitting_before_polco,
–direct and –redund_after_polco. The enumeration should always give the ECMs that can
also be found in the file conversions_ecolicore.csv.
In the main text, we also show the ECMs obtained for this model when all outputs were
hidden. This can be achieved by running
1 python3 main . py −−model_path models / e _ c o l i _ c o r e . xml −−d i r e c t
F a l s e −−h i d e_a l l_ i n_o r_ou tpu t s output
In fact, this command provides a shortcut to focus on only inputs, but one could also obtain
this result with giving all indices of output metabolites to the –hide-argument.
If run with the argument –print_reactions true, ecmtool prints an indexed list of
reactions before starting the computation. This can be used if a specific reaction is of
interest. For example, in the main text we showed results in which the activity of the pyruvate
dehydrogenase-reaction was reported. In the printed list one can see that this is reaction 50.
We can therefore run
1 python3 main . py −−model_path models / e _ c o l i _ c o r e . xml −−d i r e c t




11.4.4 Further examples and runscripts
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Abstract Microbial fitness in dynamic environments profits from rapid
adjustments in the expression of needed proteins. Such responsive adaptation
comes at a fitness cost: the expression of all the required environment-sensing
machinery in each cell reduces immediate fitness. This may explain why microor-
ganisms lack sensing machinery for many environmental changes and instead
often ‘hedge their bets’. They then randomly switch between phenotypes to
ensure that different individual cells express preparatory proteins for different
possible future environments. However, although a non-adapted, and thus slow
growing, cell might benefit from switching phenotype, cells that are adapted, and
thus grow fast, are more probable to loose fitness. Bet-hedging therefore also
induces a fitness cost: the switching of cells away from fast growth phenotypes
creates an appreciable fraction of cells in a suboptimal state. This predicts that
microorganisms should be more explorative and preparatory at slow than at
high growth rates. Here, we investigate the fitness effects of growth rate depend-
ent bet-hedging. We show that this regulation-free, spontaneous mechanism is
generally fitter than regulatory-circuitry based mechanisms when the number
of possible, distinct environments is large, or when changes in the environment
are infrequent. We conclude that natural selection has likely led to growth
rate-dependent phenotype switching as a low-cost, universal adaptive strategy,
which may explain why gene-expression noise of Escherichia coli increases when
its growth rate reduces.
Introduction
To remain fit, microorganisms adapt their gene expression in fluctuating envir-
onments. The number of possible environments appears huge. For example,
different carbon sources, nitrogen sources, and amino acids might be available,
and all combinations thereof give rise to a different environment. In addition,
temperature, pH, osmotic pressure, oxygen availability, and other circumstances
might all vary. Thus, it seems remarkable that microorganisms are versatile
enough to persist across all these environments.
Many microbes have evolved machinery to sense their current environment
and adapt their gene expression to maintain growth. Microorganisms that gather
more information about the environment can in principle reach a higher growth




Summary for everyone. The fittest microorganisms can
adjust their phenotype (their gene expression) rapidly and accurately
to changes in their environment. Selecting the optimal phenotype out
of many alternatives can be compared to finding the highest peak in a
mountainous landscape. One way of finding the highest peak is by buying
a map. Analogously, cells sometimes use sensing and signalling machinery
to move directly to the peak in their landscape of phenotypes, but
expressing such machinery takes up costly cellular resources. Alternatively,
a microbial population as a whole can find the optimal phenotype (the
highest peak) when individual cells switch randomly between phenotypes
(move randomly through the landscape). Cells that find the optimal
phenotype make more offspring, so that the number of cells at the highest
phenotypic peak increases rapidly. This ensures that the population on
average eventually finds the optimal phenotype. When the search space
is large however, this stochastic search process can be too inefficient. In
this work, we consider a third alternative: we study cells that switch
randomly between phenotypes, but they switch faster when they grow
slower. This makes slow-growing cells quickly change their phenotype,
while fast-growing cells maintain their current phenotype. In the peak-
searching metaphor, this means that cells move faster when they are
not at a mountain peak, so that they spend less time away from the
mountain peaks. This ensures that the microbial population on average
finds the optimal phenotype quickly. It is likely that evolution has led to
this adaptation mechanism, because it is easy to implement in cells, and
in many conditions it leads to higher fitness than the alternatives.
selection would drive cells towards expressing many sensing and signalling sys-
tems, and towards expressing preparatory proteins for many possible futures. Yet,
bacteria such as E. coli only have about 50 signalling systems (one-component,
two-component and phoshorelay-systems) [190], which is far less than the num-
ber of possible environments. Maybe this number is so low because sensing,
signalling and nutrient-readiness come at a cost: experiments have shown that
the expression of enzymes that do not currently contribute to growth drastically
reduces the instantaneous growth rate [63], [191]. Sensing costs increase when
the future becomes more uncertain: the more possible environments can occur,




Alternatively, populations of genetically identical cells can adapt by creating
large cell-to-cell variation in gene expression, also known as phase variation
or bet-hedging [193]–[198]. By ensuring that different cells prepare for differ-
ent possible environments, the population as a whole is prepared, while the
resource costs of individual cells are kept low. Various modelling approaches
have confirmed that bet-hedging strategies can lead to optimal fitness when the
frequency of environmental changes is relatively low [56], [197], [199], and this
was even experimentally confirmed [200]. However, when the number of possible
phenotypes is large, the random switching of cells between these phenotypes also
incurs a fitness cost: many cells will switch to a non-adapted phenotype, leading
to slow growth or even growth arrest. So, cells that sense their environment are
slowed because of higher resource costs, but populations that hedge their bets
lose fitness because many cells end up in the wrong phenotype.
Intuitively, it seems that random phenotype switching would become a fitter
adaptation strategy if the switching rate would increase at lower growth rates,
and the potential of this adaptation strategy was indeed recognized by Kaneko
and coworkers [201], [202]. When a cell is poorly adapted, and thus grows slowly,
it might improve its growth rate by a random phenotype switch. On the other
hand, when a cell is well adapted, and thus grows fast, a phenotype switch might
lead to a loss of growth rate. This would lead to a constant fraction of the
population that does not grow or grows very slowly. To prevent this fraction of
slow growing cells to become too large, cells should thus become explorative at
low growth rates, and remain stable at high growth rates.
This intuition fits well with several experimental observations: gene expression
noise increases at low growth rates [201], [203]–[205]. It suggests a mechanism
that makes phenotype switching rates growth rate dependent: large enough
gene expression fluctuations can push a cell from one phenotype into a another
[206]–[210]. When fluctuations are larger at low growth rates this can thus lead
to increased phenotype switching rates.
We investigate the resulting effect on the long-term population growth rate if
cells would exploit growth rate dependent phenotype switching rates, a strategy
that we will call µ-dependent bet-hedging. By analysing the fitness effects of this
strategy, we extend the work by Kaneko and coworkers who only considered
the effects for the adaptation of single cells [201], [202]. This enables us to
compare µ-dependent bet-hedging with a sensing strategy and to a regular
bet-hedging strategy, i.e., bet-hedging achieved through constant phenotype
switching rates. We show that µ-dependent bet-0-hedging in many situations
outcompetes regulatory-circuitry based mechanisms, in particular when the




are infrequent. In addition, our simulations show that µ-dependent bet-hedging
is almost always a fitter strategy than regular bet-hedging. It has already been
shown that natural selection might have forced gene expression to be noisy
[211]–[214]. Our results suggest that natural selection has even selected this gene
expression noise to be growth rate-dependent.
Since µ-dependent bet-hedging leads to universal and robust adaptation
at small cost, we expect that it aids cells in adapting to unknown and rarely-
occurring environments. Specific regulatory mechanisms using sensing and
signalling machinery are optimal for accurate adaptation to often occurring
environmental changes, but µ-dependent bet-hedging might be a missing com-
plementary, but essential, piece.
Model setup
Basic model ingredients
We will quantify the fitness of a microbial population in changing environments
by building on a model introduced by Kussell and Leibler [56]. We will here
introduce the basic modelling ingredients as they were used to produce the results
presented in the main text; a more elaborate description of the ingredients and
the possible generalisations is given in the Methods-section, and in SI Section
1.1.
The modelled population encounters n different environment-types in a long
random sequence; each environment remains for a time T before it changes into
the next environment. A cell can attain m possible phenotypes. The growth
rate of phenotype i in environment I is given by µ(I)i . Unless explicitly stated
otherwise, the presented results were computed under the assumption that in
each environment there is one optimal phenotype, which grows at rate µ, while
the other phenotypes all grow with a rate that is close to zero.
Cells can switch between phenotypes by stochastic events, the rate of switching
from phenotype i to j in environment I is denoted by H(I)ji .
Modelling three adaptive strategies
In this paper we compare three different adaptive strategies:
1. bet-hedging. This strategy is modelled by assuming that the switching




2. µ-dependent bet-hedging. For this strategy, we assume that the switching
rates may depend on the current growth rate: H(I)ji = H(µ
(I)
i ). This allows
for slow growing cells to have a high switching rate (denoted H0), and fast
growing cells to have a low switching rate (denoted Hµ). These switching
rates do thus only depend on the current growth rate, not on the growth
rate of the phenotype towards which the switching occurs.
3. sensing. We assume that cells that sense their environment switch to the
optimal phenotype with a maximal rate, i.e., H(I)ji is equal to some Hmax
when j is the optimal phenotype, and 0 otherwise. To account for the
cost of expressing sensing and signalling machinery, the growth rate of
each phenotype is reduced by ‘sensing costs’ that are proportional to the
number of possible environments: µ→ µ− cn.
The three adaptive strategies are illustrated in Figure 6.1a).
Optimisation of the long-term growth rate
The total number of cells at time t in the simulated population is denoted by






This infinite-time limit is approximated by simulating a long random sequence
of environments.
To mimic tuning by natural selection, we often numerically maximise G by
optimising the switching rates Hconst, H0, and Hµ, although we also investigate
the influence of growth rate dependence when rates are not optimised. Because
cells cannot change their phenotype infinitely fast, we assume that the summed
switching rate away from a phenotype is bounded by Hmax. This implies that the
switching rates of (µ-dependent) bet-hedging cells may not exceed Hmax/(n− 1),
since switching will occur at this rate to all n− 1 other phenotypes. For the µ-
dependent bet-hedging strategy, we in addition assume that the factor difference
between fast switching rates and slow switching rates is bounded by a parameter
rµ.
To summarise, the model depends on the following parameters: the number
of environments n; the number of phenotypes m; the environment duration T ;
the growth rate of the optimal phenotype µ; an upper bound to the switching
rates Hmax; the growth rate cost per sensed environment c, and a maximal factor





A core model shows why µ-dependent bet-hedging enables
fast adaptation at small cost
Throughout this paper, we compare three adaptation strategies: 1) bet-hedging,
2) µ-dependent bet-hedging, and 3) sensing. In Figure 6.1 we illustrate the
differences between these strategies with a core model. We simulate growth of a
population of cells with three possible phenotypes (purple, red, and green). The
population encounters two subsequent environments: first a ‘purple’ environment
in which the purple phenotype is thus optimal, and then a ‘red’ environment.
The adaptation strategies differ in how the switching rates between phenotypes
depend on the current environment.
bet-hedging cells switch phenotypes at a rate independent of the current
environment (6.1a)). The optimal phenotype is enriched only because cells
with this phenotype grow faster than the others. However, due to the constant
switching rates, cells will also switch away from the optimal phenotype, so that
at all times a considerable fraction of the population will not grow optimally
(6.1c)). Although this ensures that some cells are prepared for an environment
change, it also decreases the stationary growth rate (6.1b)).
The population that uses µ-dependent bet-hedging has a much lower fraction
of non-growing cells, mainly because the switching rate away from fast growing
phenotypes is kept low. In addition, the adaptation to a new optimal phenotype
is accelerated. This is because phenotype switching rates become high when
cells grow slowly, as is the case directly after a sudden change of environment
(6.1c)). This speeds up these cells’ exploration of other phenotypes until they
have found a fast growth state [202]. The exploitation of growth rate dependent
phenotype switching thus leads to faster adaptation, and to a higher eventual
population growth rate (6.1b).
Nonetheless, the fastest strategy to adapt to a new environment is still to
sense the environment and adapt gene expression accordingly. All cells can
then switch to the optimal phenotype, and stay there until the environment
changes again. However, since the population has now not hedged its bets, it
is very important that any change in the environment is detected quickly and
accurately. This necessitates the expression of sensing and signalling machinery,
at the cost of cellular resources. Since these resources cannot be used for growth,
the stationary population growth rate will decrease slightly [63], [191]. In the




Figure 6.1: A core model shows why growth rate dependent phenotype
switching leads to fast adaptation at small cost. a) Growth was simulated
for cells with three different phenotypes (purple, red, green), and two different
environments (purple and red background). The growth of a phenotype is indicated
by the arrow marked by µ; the other arrows indicate switching between phenotypes:
bolder lines indicate higher rates. Random phenotype switching rates are either
constant (bet-hedging) or growth rate dependent (µ-dependent bet-hedging). Sensing
cells switch only to the growing phenotype. In all three cases, the average growth
rate was maximized by tuning the switching rates. b) Starting with all cells in the
green phenotype, we compare the growth rates of the three strategies in the purple
environment followed by the red environment. Growth rate dependent switching
leads to faster adaptation than bet-hedging, but to slower adaptation than sensing.
The sensing strategy does lead to a slightly lower stationary growth rate due to
sensing and signalling costs. Directly after the change of environment, the bet-hedging
population briefly has the highest growth rate because more cells were already in
the new optimal phenotype before the change. c) Time courses of the phenotype
fractions in the population. Only in the bet-hedging population the frequency of slow
growth phenotypes remains relatively large, which leads to the large growth rate loss
seen in b). Parameters were: n = 2, m = 3, T = 10, µ = 0.8, Hmax = 1, c = 0.01,




two environments, and therefore the costs of sensing are low. This is likely to
change as the number of possible future environments increases.
Growth rate-dependent bet-hedging outcompetes sensing
when environment changes are uncertain or infrequent
A genotype is selected when it produces more offspring than its competitors.
This implies that an adaptation strategy can be the result of evolution if it
leads to a higher long-term growth rate [44], [215]. We can thus investigate
under which circumstances each of the different adaptation strategies could be
selected by comparing how the resulting long-term growth rates are affected by
the different parameters.
Figure 6.2 shows that a population that uses growth rate-dependent bet-
hedging outcompetes a sensing strategy when the number of distinct environments
is large, or when the number of phenotypes is small. This can be understood by
considering the nature of the costs associated with the strategies. Bet-hedging
microbes use random switching between phenotypes to ensure that part of the
population finds the optimal phenotype. When many slow growing phenotypes
exist, this random search process becomes more difficult. This hinders fast
adaptation to a new environment, and reduces the fraction of the population
that eventually has the optimal phenotype. Therefore, bet-hedging strategies
become less favourable when phenotypes that lead to fast growth become very
improbable. On the other hand, the growth costs associated with sensing
mechanisms increase with the number of possible environments, i.e., with the
uncertainty of the future. This is because more information has to be gathered
when a cell must distinguish many environments, and therefore more sensing
and signalling machinery is needed.
Figure 6.2c) shows in more detail why a µ-dependent bet-hedging strategy
outcompetes bet-hedging for all tested parameter values. The growth rate
dependency of phenotype switching rates reduces the probability that a random
cell has a low growth rate for an appreciable duration. This is because whenever
a cell switches to a slow growth phenotype its switching rate will increase, so
that it will quickly switch phenotype again.
A similar investigation, presented in Supplementary Figure S6.1, shows that
when changes in the environment are infrequent, (µ-dependent) bet-hedging
populations achieve higher long-term growth rates than populations of cells that
sense the environment. Sensing cells can adapt more rapidly after a change in
environment, but this advantage becomes less relevant when the environment is




Figure 6.2: Growth rate-dependent bet-hedging outcompetes sensing and
regular bet-hedging when many environments can occur. a) Population
growth rates in a random sequence of environments were compared between microbial
populations that either adapt through bet-hedging, µ-dependent bet-hedging or sens-
ing. The number of possible environment-types and phenotypes was varied. Blue dots
indicate parameter combinations for which both bet-hedging strategies outcompete
sensing; µ-dependent bet-hedging always outcompeted regular bet-hedging. Orange
dots mark parameters for which only µ-dependent bet-hedging populations grow
faster than sensing populations, while red dots mean that a sensing strategy is best.
The simulation with 5 phenotypes and 7 environments was highlighted. b) The left
subfigure plots the population growth rates during the first 5 environments for all
three strategies, showing that although sensing cells adapt faster, they reach a lower
stationary growth rate. c) The right subfigure shows the probability distributions
that a random cell at a random time has a certain growth rate. Dashed lines indicate
the long-term growth rates. Parameters were: n ∈ {2, . . . , 21}, m ∈ {2, . . . , 21},
T = 20, µ = 0.8, Hmax = 1, c = 0.01, and rµ = 100. A similar figure showing the




resource costs for the expression of sensing and signalling machinery, and sensing
cells can thus be outcompeted by cells that hedge their bets. For regular bet-
hedging, this conclusion is in line with existing theoretical results [56], [197],
[199].
Growth rate-dependent bet-hedging outcompetes regular
bet-hedging by shifting a trade-off between fast adaptation
and fast growth
Regular bet-hedging, using random phenotype switching with constant rates, is
limited by an inherent trade-off between fast adaptation to new environments
and fast growth in the current environment. On the one hand, a high constant
switching rate will decrease the eventual growth rate in an environment because
more cells will accidentally switch to a slow growth phenotype. On the other
hand, this high switching rate speeds up adaptation to a new environment. First,
because more cells will, by a random switch, already have the new optimal
phenotype at the moment that the environment changes; second, because the
random exploration of phenotypes by non-optimal cells will proceed faster. This
trade-off is captured in the Pareto front shown in Supplemetal Figures S6.2 and
S6.3, while we show in Supplementary Figure S6.4 that the existence of this
trade-off was not sensitive to the model parameters.
The trade-off front can be shifted by using growth rate-dependent bet-hedging.
The reduction of stationary growth rate is limited when switching rates are low
at high growth rates, while adaptation to new environments is still fast because
switching rates are high at low growth rates. In SI Section 3.1 we mathematically
prove that µ-dependent bet-hedging indeed outcompetes regular bet-hedging.
This proof is valid for all parameter sets, except when environment durations
are very short, in which case it is unclear. We can thus, for example, not prove
that regular bet-hedging could not outcompete µ-dependent bet-hedging when
the environment changes on the timescale of the cell cycle time. One could
imagine that in this case bet-hedging with constant rates is more beneficial, as a
larger proportion of the populations is ready to quickly start growing for any




Even slight growth rate dependence of bet-hedging always
increases long-term growth rates
In Figure 6.3 we show the evolutionary advantage that growth rate dependence
of phenotype switching might have in realistic settings. Realistic phenotype
switching rates may be determined by many different properties of the phenotypes
between which the switching takes place. Therefore, the rate of switching could
very well depend on both from which and to which phenotype the cells switch.
Until now, we have kept our simulations simple and instructive by assuming that
one global switching strategy determines switching between all phenotype pairs,
i.e., for bet-hedging we chose only one global switching rate; for µ-dependent
bet-hedging we chose one high switching rate from phenotypes with a low growth
rate, and one low switching rate from phenotypes with a high growth rate.
We then optimised these global switching to model the endpoint of evolution.
Here we provide an additional approach that tests if µ-dependent switching is
still beneficial when switching between different pairs of phenotypes occurs at
different, randomly-picked rates, and when evolution has not tuned these rates
to optimise for fast long-term growth. In addition, we investigate how strongly
phenotype switching rates must vary with the cellular growth rate before it can
have a positive effect on population fitness.
This is implemented as follows: for regular bet-hedging, we pick a random
rate for the switching between each pair of phenotypes. To model µ-dependent
bet-hedging, we then add growth rate dependence to these randomly drawn
rates: they become higher for slow growth phenotypes, and lower for fast growth
phenotypes. How much growth rate dependence is added is determined by the
parameter rµ (plotted on the horizontal axis in Figure 6.3), which captures the
ratio between the highest switching rate and the lowest switching rate. If we pick
rµ = 1 we thus model a population with fixed, randomly-chosen switching rates,
and with rµ > 1 we model a population in which some growth rate dependence
was added. In this way we can investigate the effect on the long-term population
growth rate of growth rate dependence of various strengths by varying rµ.
Figure 6.3 shows that even a small growth rate dependence immediately
increases the long-term growth rate that is achieved by a randomly switching
population. We prove that this growth rate benefit is not sensitive to system
specifics by showing the results for many choices of the model parameters. For
all parameter choices, the largest increase in growth rate is observed when the
first growth rate dependence is introduced. The relations shown in Figure 6.3
are in good qualitative agreement with the analytical approximation, derived in




dependence rµ) and the fitness benefit. We there consider the case that in each
environment there is one optimal phenotype with growth rate µmax, while all
other phenotypes have growth rate zero. Under the assumption that the average
environment durations are long compared to the cell cycle time, we could derive









Figure 6.3: Population growth rates rise with increasing growth rate de-
pendence of phenotype switching rates. All simulations were initialised by
picking a random switching rate for each pair of phenotypes. Regular bet-hedging
was modelled by assuming that these switching rates are independent on the current
environment. This assumption is changed when growth rate-dependent bet-hedging is
modelled: the rate of switching away from a phenotype decreases with the phenotype’s
growth rate in the current environment. The strength of this growth rate dependence
is captured by the ratio of the maximal switch rate and the minimal switch rate
(x-axis). Each black line in the figure shows the growth rate over the growth rate
dependence, for one choice of the model parameters. For each of these parameter
choices, the long-term growth rates were divided by the growth rate achieved without
growth rate dependence, i.e., the case of regular bet-hedging, so that all lines start
at (1, 1). The red line shows the average behaviour over all parameter choices. The





We simulated the growth of a population of cells that exploit growth rate
dependent random phenotype switching: the cells switch phenotype often when
growing slow, and rarely when growing fast. The resulting µ-dependent bet-
hedging strategy makes cells stabilize during fast growth, and explore when at
slow growth. This creates a stochastic driving force that can move the population
average towards the optimal phenotype.
Although this strategy was already investigated for single cells [202], we
extended this to the population-level: we accounted for single cell adaptation as
well as for the enrichment of fast growth phenotypes due to natural selection.
With this population perspective, we could compare the evolutionary fitness of
cells that use µ-dependent bet-hedging, quantified by the long-term population
growth rate, with the fitness of alternative strategies. This enabled us to show
that µ-dependent bet-hedging is in almost all cases fitter than regular bet-
hedging, and that it outcompetes sensing strategies when the number of possible
environments is large, or when changes in the environment are infrequent.
Why phenotype switching rates might decrease with the
growth rate
A cell switches phenotype when its gene expression changes from one heritable
pattern to another. Such switches can be due to molecular noise, for example
caused by fluctuations in gene expression [206]–[210], [214]. It is therefore
likely that the probability of a phenotype switch increases when gene expression
becomes more noisy. Since several experiments indicate that gene expression
noise increases at low growth rates [201], [203]–[205], random phenotype switching
rates might increase as well.
It is not clear which exact mechanism underlies the increased gene expression
noise at low growth rates. Several models have been proposed that reproduce this
negative correlation between growth rate and cellular stochasticity. For example,
it was hypothesised that at least part of the protein synthesis noise does not rise
proportionally to the growth rate, so that these fluctuations would be diluted at
higher growth rates [202]. Kleijn et al. investigated the propagation of protein
synthesis noise in a model of cellular growth, and show that the coefficient of
variation of protein concentrations is locally inversely proportional to the squared
cellular growth rate [216]. Keren et al. attribute the increased noise level at low




suggests that the molecular noise in E. coli decreases at high growth rates due
to the associated increase in cell size [217]. Alternatively, it could be that cells
actively induce higher gene expression noise at low growth rates, because it is
evolutionarily favourable. We have not focused on this underlying mechanism,
rather, we just assumed that gene expression noise decreases with growth rate
because this is the experimental observation [201], [203]–[205].
To facilitate our analysis, we have computed the results of Figures 6.1 and
6.2 under the assumption that switching between each pair of phenotypes
was dominated by the same rates, and that these rates were optimised. It
is important to check how this assumption affects the results, because if µ-
dependent bet-hedging indeed evolved, it has probably occurred in a more
natural, random setting. For the results presented in Figure 6.3, we therefore
made the minimal assumption that there is some random switching rate between
each pair of phenotypes. Then, we added growth rate dependence by decreasing
this switching rate slightly when growth rates are high, and vice versa. It turned
out that µ-dependent bet-hedging still provided a clear evolutionary advantage.
Growth rate-dependent bet-hedging could be the result of
evolution
We have compared the fitness advantages of µ-dependent bet-hedging over regular
bet-hedging. Our results show that growth rate dependent switching rates did
not only provide a higher stationary growth rate, but also allowed for faster
adaptation to a new environment. Moreover, Figure 6.3 shows that the long-term
growth rate can be increased strongly by only adding a little bit of growth rate
dependence. This increases the probability that growth rate dependence of
switching rates can evolve: first, it allows for evolution via incremental steps;
second, even if biochemistry does not allow for a very large range of switching
rates, a weak negative coupling to the growth rate will already give a selective
advantage.
There are two situations in which regular bet-hedging would be a fitter
strategy than µ-dependent bet hedging. First, when few distinct environments
alternate very frequently, non-adapted cells can better wait until the environment
to which they are adapted returns, rather than adapt to the current environment
[200]. Second, when an environment occurs in which non-adapted cells are so
incapacitated that they cannot switch phenotype. This is because directly after
a change in the environment bet-hedging populations contain more cells that
have the new optimal phenotype (see Figure 6.1), due to the relatively high




We have shown that µ-dependent bet-hedging can act as a universal, cheap, and
easily implementable adaptation mechanism. So why then do cells still have
specific regulatory-circuitry based mechanisms? Our results indicate that these
two types of regulation are likely to work in concert: growth rate controlled
phenotype switching, due to its low cost and universal working, forms an ideal
base layer that takes care of adaptation to unknown or rare environments. The
costlier sensing mechanisms are favourable when they provide a clear advantage
in adapting to often recurring environmental changes.
It is important to note that the computation of the long-term growth rate
of a population of cells that use sensing machinery strongly depends on the
parameter that sets the ‘sensing costs’. Therefore, the results presented in Figure
6.2 should be interpreted as a qualitative result, rather than a quantitative one.
It seems likely that many microbes exploit the advantages of growth rate de-
pendent switching rates. As we described above, several models predict that
the growth rate dependence might readily emerge from the cell’s underlying bio-
chemistry. Therefore, it could be that µ-dependent bet-hedging already emerged
in primordial cells, under the pressure to adapt to unknown environments, but
lacking advanced sensing and signalling machinery. In this case, it could be that
the subsequent evolution of more specific mechanisms has made growth rate
dependent switching close to redundant. If this is true, our work still provides a
null-model with which the potential fitness gain of specific regulatory mechanisms
can be compared. The benefits of a regulatory mechanism must be greater than
those of µ-dependent bet-hedging to be favoured by natural selection. Such
comparisons can lead to a better understanding of when micro-organisms will de-
velop regulatory machinery, and when they will rely on more minimal, universal
mechanisms.
Experimental evidence for µ-dependent bet-hedging
Kashiwagi et al. [201] published an experiment that indicates that Escherichia
coli exploits growth rate dependent phenotype switching rates. The authors
introduced a small synthetic, bistable gene regulatory network encoding for two
exogenous enzymes in E. coli. One of the exogenous enzymes was essential in
condition A, and the other was essential in condition B. In a neutral growth
medium, two subpopulations emerged: cells either expressed the first or the
second enzyme. In conditions A and B however, all cells in the population quickly




adaptation cannot have been caused by any regulatory circuit.
An experiment by Stolovicki et al. [218] reveals the capacity of Saccharomyces
cerevisiae to adapt without regulatory circuitry. They detached a gene that is
essential for growth from its original site on the genome and place it under the
control of the galactose operon. When S. cerevisiae is grown on glucose, the
galactose operon is ordinarily repressed, which would in this case impair cell
growth. Still, all cells overcame this problem and started expressing the essential
gene when growing on glucose.
These two experiments prove that microbes can adapt to unprecedented
circumstances. In addition, the authors of the first paper state that the observed
time-dynamics of gene expression also showed that the adaptation was not
due to a regular bet-hedging strategy [201], but a quantitative argument is
not given. Since our model simulates the population effects of the different
adaptation strategies, our model might in the future be used to distinguish
between µ-dependent bet-hedging and regular bet-hedging.
Further experimental studies have shown for several microbial species that
metabolic heterogeneity in the population increases when nutrients become
limiting [219]–[224]. It cannot yet be concluded if this phenotypic diversification
is a specific response to the possible depletion of the nutrient, or if it is a general
response to a decreasing growth rate through growth rate-dependent bet hedging.
Conclusion
We have investigated the performance of µ-dependent bet-hedging as a microbial
adaptation mechanism. If we start from a population that hedges it bets
by using constant switching rates, growth rate dependent bet-hedging seems
an almost unavoidable evolutionary step: introducing a small growth rate
dependence immediately speeds up adaptation to new environments and increases
the stationary growth rate. In addition, it is more cost efficient than regulatory-
circuitry based mechanisms which makes it the best option for adaptation to
unknown or rarely occurring environments. Therefore, we think µ-dependent bet-
hedging should be considered an important alternative to deterministic regulatory-
circuitry based mechanisms. It might have been paramount in primordial cells,
it might currently complement specific regulatory mechanisms, and it might





We simulated population growth in an environment that can change between n
environment-types. The environment sequence is captured by E(t), denoting which
environment-type is present at time t. This sequence of environment-types is determ-
ined by a Markov chain. The probabilities that environment I follows environment J
is denoted by bIJ . We have chosen all bIJ equal in the computations leading to Figure
6.1 and 6.2, but randomly picked them for each parameter set when computing the
results of Figure 6.3. The duration of environments was usually fixed by the parameter
T , except for Figure 6.3, where the duration of each occurrence of an environment was
drawn from an exponential distribution with mean T .
The cells in the population can attain m phenotypes. A cell in phenotype i grows in
environment I with rate µ(I)i . The switching rate from phenotype j to i in environment
I is denoted by H(I)ij . The state of the population is summarised by an m-dimensional
vector, x, containing the number of cells in each phenotype. The growth of the
population is described by the differential equation
d
dt
x = AE(t)x, (6.2)
where AE(t) is the time-evolution matrix belonging to the environment E(t). This
matrix is always of the form
AE(t) = ME(t) − C +HE(t), (6.3)
where ME(t) captures the growth rates in environment E(t), C describes sensing costs,
and H describes phenotype switching in environment E(t). The matrix ME(t) is
diagonal, with its i-th entry being the growth rate µE(t)i . The other matrices are
different depending on whether we describe bet-hedging, µ-dependent bet-hedging, or
sensing cells:
1. bet-hedging. Sensing costs are zero, C = 0. Phenotype switching rates are
independent of the environment: HE(t)ij = Hij . We often assume only one
switching rate: Hij = Hconst, except for the results presented in Figure 6.3,
where these were picked randomly.
2. µ-dependent bet-hedging. Sensing costs are zero, C = 0. Phenotype switching
rates may depend on the current growth rate: HE(t)ij = Hij(µ
E(t)
j ). Switching
from phenotypes with a low growth rate occurs at a maximal rate, and from
phenotypes with a high growth rate at minimal rate. The factor difference
between high and low switching rates is bounded by the parameter rµ. Switching
rates from phenotypes with intermediate growth rates are interpolated.
3. sensing. Sensing costs are proportional to the number of environments. The cost




all switch to the optimal phenotype with a maximal rate set by Hmax. Therefore
H
E(t)
ij = Hmax when µ
E(t)
i is the maximal growth rate in this environment, and 0
otherwise.
In all cases, the diagonal elements of the switching matrices were the negative sum of
the other elements in the same column. This makes sure that all cells that switch to
another phenotype are subtracted from the cell count in their previous phenotype.
The number of cells at time t is given by N(t) =
∑
i
xi(t). We are interested in





log (N(t)) . (6.4)
Numerical simulations
All results in the main text were obtained by numerical simulations in Python. Code
will be made publicly available upon publication of the manuscript.
The simulations start with the following preparations: parameters are chosen, the
matrices AE(t) are compiled, and a sequence of environment-types and environment
durations is randomly picked. Then we solve the differential equation of Equation (6.2)
for the sequence of environments. For this, the analytical solution of this differential
equation is used with the numerically calculated eigenvalues and -vectors of the AE(t)-
matrices.
Mathematical proofs
In Supporting Information Section 3.1 we prove that µ-dependent bet-hedging leads to
higher long-term growth rates than regular bet-hedging; in Section 3.2 we approximate
the fitness benefit as a function of growth rate dependence. These proofs are only
possible if we make the following assumptions:
1. The duration of environments is long compared to division times and switching
times
2. The spectral gaps (the difference between the first and second eigenvalue) of the
time evolution matrices are large compared to the average environment duration
3. The switching rates are small compared to the differences between the fastest
growth rate and other growth rates in an environment
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SI: Theoretical background, mathematical proofs
and numerical analyses
Supplementary figures
Figure S6.1: Growth rate dependent bet-hedging outcompetes sensing and
regular bet-hedging when changes in the environment are infrequent. a)
Population growth rates in a random sequence of environments were compared between
microbial populations that either adapt through bet-hedging, µ-dependent bet-hedging
or sensing. The growth rate of the adapted phenotype, and the environment duration
were varied. Blue dots indicate parameter combinations for which both bet-hedging
strategies outcompete sensing; µ-dependent bet-hedging always outcompeted regular
bet-hedging. Orange dots mark parameters for which only µ-dependent bet-hedging
populations grow faster than sensing populations, while red dots mean that a sensing
strategy is best. The parameter choice indicated by the blue square is highlighted. b)
The left subfigure plots the population growth rates during the first 5 environments
for all three strategies. c) The right subfigure shows the probability distributions that
a random cell at a random time has a certain growth rate. Dashed lines indicate the
long-term growth rates. Parameters were: m = 10, n = 20, T ∈ [10, 80], µ ∈ [0.3, 1.2],
Hmax = 1, c = 0.01, and rµ = 100.
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Figure S6.2: The trade-off between fast adaptation and fast growth can
be shifted if switch rates are growth rate dependent. a) The growth in one
environment is shown of cell populations with different adaptive strategies: bet-
hedging in blue, µ-dependent bet-hedging in orange, sensing in red. Adaptation to
a new environment was characterized by two quantities: 1) growth delay, defined
as the time that the population is delayed compared to a population that would
have adapted instantaneously, 2) growth rate loss, defined as the deviation of the
stationary population growth rate from the growth rate of the optimal phenotype.
b) We simulated growth in a random sequence of environments while we varied the
switching rates. For µ-dependent bet-hedging we assumed a factor of 100 difference
between high switching rates and low switching rates. For regular bet-hedging a
Pareto front dominates the trade-off between the average delay in growth, and the
average growth rate loss. The dots indicate for each strategy the characteristics
corresponding to maximal fitness. This trade-off is largely overcome by making
switching rates growth rate dependent: with growth rate dependent switching rates,
maximal switching rates can be quite high without incurring a large growth rate loss.
The parameters used for these simulations, as described in the Model setup-section,




Figure S6.3: The trade-off between fast adaptation and fast growth can
be shifted if switch rates are growth rate dependent. a) The growth in one
environment of cell populations with different adaptive strategies is shown: bet-
hedging in blue, µ-dependent bet-hedging in orange, sensing in red. Adaptation to a
new environment was characterized by two quantities: 1) growth delay, defined as
the time that the population is delayed compared to a population that would have
adapted instantaneously, 2) growth rate loss, defined as the deviation of the stationary
growth rate of the population from the growth rate of the optimal phenotype. b) We
simulated growth in a random sequence of environments while we varied the switching
rates. For µ-dependent bet-hedging we assumed a factor of 10 difference between
high switching rates and low switching rates. We uncover a Pareto front showing
the trade-off between the average delay in growth, and the average growth rate loss.
The dots indicate the places on the fronts where the average fitness is maximal. This
trade-off is largely overcome by making switching rates growth rate dependent. The
parameters used for these simulations, as described in the Model setup-section, were
m = 20, n = 20, T = 20, µ = 0.8, Hmax = 1, c = 0.01, and rµ = 10.
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Figure S6.4: Trade-off between short lag phases and high growth rates for
many different parameters sets. Each of the lines shows the relation between the
growth delay and the growth cost of a population when the constant switching rate is
varied. The growth delay is defined as the delay that a population has compared to
a hypothetical instantaneously adapted population. The growth cost is the difference
between the maximal growth rate possible and the stationary growth rate of the
population. Two of the parameters that are changed are the number of environments
and the duration of the environments, and these are used to create the different
panels. The other parameter scans that were performed are similar to those indicated




1 Outline of the Supporting Information
We will here first describe the original phenotype switching model of Kussell and Leibler
[56]. We will describe the model formalism and their analytical approximation of the optimal
solution. To keep this document self-contained, we will repeat the steps in the derivations by
Kussell and Leibler and often add details where we think they are needed. Some of the work
in Section 2 of this SI is thus not originally ours, but rather added in order to be as clear as
possible.
We will then extend this model with growth rate dependent switch rates and analyse
the effects using two approaches. In the analytic approach, we will prove that growth rate
dependent switching benefits a population’s average growth rate, in the situations where our
assumptions hold. These assumptions are clearly indicated in the text. In the numerical
approach we will support these proofs by quantifying the benefit of growth rate dependent
switch rates in various environments, and by showing that the benefits remain when some of
our assumptions are no longer valid.
2 Prerequisite theory: Phenotype switching with constant
switching rates
2.1 The original phenotype switching model
The essential ingredients of the model are:
• n is the number of environments, m the number of phenotypes,
• E(t) denotes a stochastic process determining which environment is active at time t
• the duration of an occurrence of environment i is drawn from an exponential distribution
with mean τI ,
• the order in which the environments occur is determined by a Markov chain. The
probability that environment I follows environment J is denoted by bIJ . Using these
parameters, we can find the probabilities that environment I occurs as pI ,
• a cell in phenotype i grows in environment I with rate µ(I)i ,
• we denote the switching rate from phenotype j to i in environment I by H(I)ij .
Given these ingredients, the growth of the population can modelled by the differential equation
d
dt
x = AE(t)x, (6.5)
where AE(t) is the matrix belonging to the environment E(t). This matrix can be written
as a sum of a diagonal matrix with the growth rates of all phenotypes in that environment,
and a switching matrix H. The off-diagonal entries of the switching matrix are all positive,
being filled with the abovementioned switching rates: H(E(t))ij . The diagonal elements are
the negative sums of the corresponding columns, so that all cells that switch to a different
phenotype are subtracted from the number of cells in their phenotype.
The number of cells at time t is given by N(t) =
∑
i
xi(t). We are interested in the average





log (N(t)) . (6.6)
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We use G instead of the Λ that was used in the original publication to keep notation consistent
across this work.
2.2 Derivation of an analytic approximation for the average growth
rate
In this subsection we will describe how the following approximation for the average growth







pJbIJ log qIJ , (6.7)
where τ is the average duration of an environment, and λ1(AI) is the dominant eigenvalue
of the matrix AI corresponding to environment I.The terms qij are obtained by projecting
the dominant eigenvector of environment J to the dominant eigenvector of environment I.
The term log qIJ quantifies the loss of fitness after a transition in the environment due to the
fraction of the population that is not in the optimal phenotype to grow in the new environment.
2.2.1 Slicing up time
The first step in the derivation is dividing the simulation time in intervals in which the
environment does not change. This facilitates separating the different environments which
is practical since the model properties are markedly different in different environments. The
length of these intervals are denoted Tl and the cumulative time is denoted tL =
∑L
l=1 Tl.
The state of the environment during the l-th interval is denoted ε(l).
2.2.2 Applying the theorem of Perron-Frobenius
The derivation depends on the assumption that the dominant eigenvalue of the matrices AI is
real and that there is a gap between the dominant eigenvalue and the second eigenvalue. We
can apply the Perron-Frobenius theorem to ensure these assumptions are met.
The Perron-Frobenius theorem can be applied only to nonnegative matrices, so that we
will apply it to A+ λI, where I is the identity matrix. If λ is chosen large enough, this will
give a matrix with only nonnegative entries, because the switching matrix H was nonnegative
and the growth rates only occur on the diagonal. When this matrix is in addition primitive we
can apply the Perron-Frobenius theorem.
The matrix A+ λI is primitive when it is irreducible and has period 1. It is irreducible
when any linear subspace spanned by standard basis vectors ei1 , ..., eik with 0 < ik < m is
not mapped into itself by A + λI. This means that A + λI is irreducible when no subset
of phenotypes switches only to each other. This is generally the case for the system under
consideration. A+λI certainly has period 1 when the diagonal elements are all positive, which
they are. Concluding, we generally have a nonnegative, primitive matrix A+ λI. We can thus
apply the Perron-Frobenius theorem.
This implies that the dominant eigenvalue of A+λI is a positive real number, r, which has
a one-dimensional eigenspace. The corresponding right and left eigenvector have only positive




2.2.3 The eigenvectors in a single environment












diagonalizes the matrix A(K), i.e.,
Λ(K) = M−1(K)A
(K)M(K), (6.9)
where Λ(K) is in Jordan-block diagonal form with the eigenvalues, λ(K)r , in decreasing order
as coefficients. Note that Λ(K) does not have to be diagonal, because A(K) is not necessarily
diagonalizable.
2.2.4 Assuming distribution is stationary before environment switch
If the environment times, Tl, are large enough, we can assume that the distribution of
phenotypes at the switching time, tl−1, is equal to the distribution in the dominant eigenvector
for this environment. So,
x(tl−1) = N(tl−1)vε(l−1)1 , (6.10)
where N(tl−1) denotes the number of cells at time tl−1, and where we assume that the
coefficients of the dominant eigenvectors, v(K)1 , sum up to 1. In other words, we assume that
the environments change slow enough to allow relaxation of the population to their stationary
distribution.
2.2.5 Calculating time evolution in one environment
Starting from x(tl−1), how will the vector evolve in environment ε(l)? We can find out by
decomposing (projecting) x(tl−1) in the generalized eigenvectors of A(ε(l)), which were grouped
in M(ε(l)). The coordinates of x(tl−1) in the new eigenbasis can be calculated with the inverse










































































Note that this is just a sum of the generalized eigenvectors, weighted by some complicated
coefficients. In case that we have a diagonalizable A, we can just multiply this by the time
evolution matrix A(ε(l)). This will lead to each term being multiplied by the eigenvalue
corresponding to the eigenvector in that term.
Although the initial weights for the other eigenvectors can be much larger, for large enough
times the eigenvector v(k)1 will again dominate the behaviour of x(t), because it has the largest
eigenvalue. Therefore, the growth of the population can be approximated by only considering
the this eigenvector. The coordinate of the new dominant eigenvector in the decomposition of
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where R(T ) is a function that grows slower than eλ1Aε(l)T , and G(0) = 1− qε(l)ε(l−1).
2.2.6 Composing the average growth rate expression
We can now put together the contributions of the separate environments to describe the growth
of the population over the whole sequence of environments. From this, we can derive an










































where τ = limL→∞ tLL is the average duration of environments.
2.2.7 Validating the approximation
For the above derivation, we made the approximation that upon an environment switch, the
system instantaneously projects to the dominant eigenvector of the new environment, and that
all the other cells are lost. This might seem unreasonable but does not have large effects when
the average durations of environments are relatively long. To be preciese, we need
qε(l)ε(l−1)e




Now G(Tl) can be overestimated when all eigenvalues are simple (i.e. each eigenvalue occurs















{∣∣∣(er ·M−1I v(J)1 ) ||v(I)r ||1∣∣∣} eλr(Aε(l))T ,
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≤ mKIJeλ2(Aε(l))T ,










This approximation must hold for all switches between environments. Therefore, we take the











Importantly, note that the requirement is more easily met when the spectral gaps (λ1(AI)−
λ2(AI)) are large.
2.2.8 Using the Markov chain to capture the order of environments
It was assumed that the environments change according to a Markov chain defined by switching
rates bIJ . The probability of having environment I is denoted by pI . The duration of the k-th
occurrence of environment I can be described by a random variable T (I)
k
, and it is assumed





are independent, identically distributed variables with mean τI .
For large L, the number of occurrences of environment I approaches pIL, and the number
of subsequent occurrences of J and I approaches pJbIJL. Inserting this in the formula for the
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pJbIJ log qIJ .
This completes the derivation of the expression in (6.7) of the average growth rate of the
population.
2.3 An approximation of the average growth rate in terms of growth
and switching rates
To obtain analytical results about the effect of growth rate dependent switch rates on a
population’s average growth rate, we need an expression of this average growth rate in terms
of the switch rates. Starting with (6.7), we thus need to express λ1(AI) and log qIJ in terms
of the model parameters. Both are determined by the eigenvalues and eigenvectors of the time
evolution matrices AI . Following Kussell and Leibler, we find expressions for these eigenvalues
and -vectors by using perturbation theory. This perturbation theory heavily relies on the
assumption that the switch rates H(I)ji are small compared to the growth rates µ
(I)
i , and we
will see that we must even demand that the switch rates are small compared to the growth
rate differences.
2.3.1 Using perturbation theory to obtain expressions for the eigen-
values and -vectors
We start by separating the matrix in two parts:
A = A0 + δA = diag(µ1, . . . , µm) +
−H11 · · · H1m... . . . ...
Hm1 · · · −Hmm
 . (6.16)
It is easy to find the eigenvalues and -vectors of A0, being:
λi0 ∈ {µ1, . . . , µm} and vi0 ∈ {ê1, . . . êm}. (6.17)
The question that we want to answer now is: Can we find δλi, δv, such that the set of
eigenvalues λi = λi0 + δλi, and eigenvectors vi = vi0 + δvi satisfies
(A0 + δA)(vi0 + δvi) = (λi0 + δλi)(vi0 + δvi), (6.18)
up to first order? We can expand this to get
A0v
i




Then, we use that A0vi0 = λi0vi0, and we ignore all terms of order two and higher to get:
A0δv
i + δAvi0 = λi0δvi + δλi0vi0. (6.20)
Since the unperturbed eigenvectors are just the elementary basis vectors, we can express the


























j + δλiêi. (6.22)
This is a set of m equalities, one for each choice of i. When we left-multiply this equation on
both sides with the elementary unit vector êi, we get
αiiλ
i
0 + δAii = λi0αii + δλi, (6.23)
showing that we need δλi = δAii = −
∑
j 6=iHji. So, the first order perturbation decreases all
eigenvalues by the sum of the ’away’-switching rates.
Then, we left-multiply (6.22) by êk to get
αikλ
k









The only coefficients that are now undetermined are αii. We can determine them by demanding
that the eigenvectors are normalized. This yields:∑
m
(vi0 + δvi)m(vi0 + δvi)m = 1, (6.24)























where the i-th coefficient is zero.
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Concluding, the first order approximation of the eigenvalues are
































Note that the corrections to the eigenvectors only become small when the switching rates, Hij ,
are small compared to the differences between growth rates, µi − µj .
2.3.2 Approximating the inverse of the eigenvector matrix
To obtain analytical approximations for the fractions qIJ in (6.7), we need to express the inverse
of M(K) in terms of the model parameters. Let the entries of this inverse matrix be given up to
first order by M−1
km


















In case k = i, we get
[M−1M ]ii = 1 + ∆mii (6.31)
This implies that
∆mii = 0. (6.32)
In the case that k 6= i we get







































2.3.3 An expression for the projection of dominant eigenvectors
The fraction qIJ is obtained by projection of the dominant eigenvector in environment J on
the dominant eigenvector of environment I. If we denote by αI the index of the dominant
eigenvector in environment I, we get















































Expanding this multiplication gives if αI = αJ :
qij = 1, (6.37)




















2.3.4 The average growth rate in terms of model parameters







pJbIJ log qIJ , (6.39)







































2.4 The optimal constant switching rates
In the original paper by Kussell and Leibler, the switching rates were assumed independent
of the current environment, just depending on the phenotypes the cell is switching between:
H
(I)
ji = Hji. Also, to facilitate clearer notation they assume that the number of environments
equals the number of phenotypes and that αi = i. We will repeat that last assumption here,
although our results are true more generally. Using the analytical approximation for the
average population growth rate, Equation (6.40), we can find the optimal switch rates, by
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i − 1 +
∑
i,j;i 6=j






































, and Ienv = −
∑
i,j;i 6=j pibji log (bji) which is interpreted
as the information entropy of the fluctuating environment.
2.5 Interpretation of the constant switching results: explaining the
trade-off between fast growth and fast adaptation








































The first sum calculates an average, weighted by the occurrence of the environment, of the
stationary growth rates in the different environments. In each environment the population
growth rate is approximated by the growth rate of the fastest growth phenotype, minus the
sum of the switching rates away from this phenotype. Through this term high switching rates
away from fast growing phenotypes will thus negatively affect the average growth rate of the
population.
The second sum of the term quantifies the loss in the average growth rate due to cells
that are not instantaneously adapted to a new environment. Note that this term is negative
because the switching rates in the numerators are generally much smaller than the growth rate
differences in the denominators. The two terms in the logarithm show the two most important
ways in which cells can adapt to a new environment by random switching. The first term
shows that cells can have switched from the old to the new fastest growth phenotype before
the environment switch. Through this term, high switching rates away from the fast growth
phenotype will positively affect the average growth rate of the population. The second term
in the logarithm shows that cells can switch from the old dominant phenotype to the new
dominant phenotype after the switch. This shows that high switching rates from slow growth
phenotypes to fast growth phenotypes can also benefit the average population growth rate.
Concluding, there is a clear trade-off between losing fitness due to a lower stationary





2.6 List of assumptions
Our analytical investigation of random phenotype switching relies on several assumptions:
1. The duration of environments is long compared to division times and switching times
2. The spectral gaps (the difference between the first and second eigenvalue) of the time
evolution matrices are large compared to the average environment duration
3. The switching rates are small compared to the growth rates
4. The switching rates are small compared to the differences between the fastest growth
rate and other growth rates in an environment
3 Theory: Growth rate dependent phenotype switching
In this section we will investigate if, and by how much, growth rate dependent phenotype
switching increases the long-term growth rate of a population.
3.1 Long-term population growth rates can be increased by growth
rate dependency
First, we prove that we can always increase the long-term population growth rate when
phenotype switching rates can be made dependent on the growth rates: H(I)ji = Hjif(µ
(I)
i ).
Theorem 1. We consider population growth in a sequence of environments that satisfies the
assumptions from Section 2.6. We start from a population with phenotype switching rates that
are independent of the current environment. The long-term population growth rate can be
increased by allowing for a dependency on the phenotype’s growth rate of the switching rate
away from that phenotype.








































We introduce a growth rate dependence of the switching rates by assuming that the switching




αIαJ ), while switching


















































It is clear that the decrease of the switching rates away from optimal phenotypes provides a
fitness benefit in the first term. This effect captures that fewer cells switch from the optimal
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phenotype in each environment, so that the stationary population growth rate is higher. Still,
this beneficial effect might be undone by the changes in the terms of the second sum. We can
show, however, that the overall change in the second sum is also positive, if the growth rate
dependence is chosen well.
We define δ+αIαJ = minK 6=J{δ
(K)




αIαJ , so that δ
+
αIαJ is the minimal





































































































































which implies that both terms in the expression for τG increase as a consequence of the growth
rate dependence, which completes our proof.
We emphasise that the theorem was proven for any set of constant phenotype switching rates.
This means that it does not matter if these phenotype switching rates were optimised or not,
with growth rate dependent switching rates a population can always do better.
3.2 Analytical approximation of the benefit of growth rate depend-
ence
Consider a model of the type discussed in Section 2. We would like to get some estimate
of how large the growth rate benefit due to growth rate dependent switching can become.
To facilitate the analytical approximation, we will investigate the effects of this growth rate
dependence in a simplified case. More general cases will be analysed numerically (Section 4).
Here, we assume that:
1. the number of environments equals the number of phenotypes; each phenotype is optimal
in one environment, and we will assume αi = i without loss of generality
2. the dominant phenotypes all have growth rate µmax,




4. the factor difference between a switching rate from a slow-growth phenotype, and a
switching rate from a fast-growth phenotype, is bounded by a parameter rµ.
Since we have only two possible growth rates, there are only two switching rates per pair










































This expression shows that if the average growth rate is to be maximised, the switching rates
away from slow-growth phenotypes (H(i)ij ) should be as high as possible. Therefore, we know
that the constraint bounding the factor difference between high and low switching rates is




















































We can then find an analytical expression for the optimal switching rates by setting the




= −piτi + pibji
1
Hµji




Note that these are the same optimal switching rates as in the non-growth rate dependent






























piτiµmax − 1 +
∑
i,j;i 6=j




















where Ienv = −
∑
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We can compare this with the case where the switching rates were not growth rate de-
pendent. In that case, and under the assumptions about the growth rates that we have used
























































4 Numerics: Quantifying the advantage of growth rate
dependent phenotype switching
We implemented the model described in Section 2 in Python. In this section we will show the
results of various numerical simulations to validate and elaborate on the intuition gained by
the preceding analytical approach.
We will analyse the effects on the average population growth rate when the phenotype
switch rates may depend on the growth rates: H(I)ji = H(µ
(I)
i ). To limit the flexibility of our
model, and thereby increase our chance of understanding its results, we assume one global
relation between growth rates and switching rates. The more general case in which there is a
different relation between growth rate and switching rates between each pair of phenotypes, is
investigated in Figure 3 of the main text, which is further described in Section 4.5 of this SI.
We start by introducing several possible relations between the growth and switch rates. We
will investigate their effects on the average growth rates in two different choices for the model
parameters: in the first case there is a clear distinction between ‘fast’ growth rates and ‘slow’
growth rates. In the second case, there is no such distinction: a growth rate that is fast in one
environment, can be considered slow in another environment.
4.1 Different possible growth rate dependencies
We will use three different relations between the current growth rate µ(I)i and the switch
rate away from the current phenotype H(I)ji . We will use a linear relation to stay closest to




dependent switching can or cannot make. Then, we will investigate an exponential and a
sigmoidal relation to get an idea of which relation is most beneficial.
H
(I)





(Hmin −Hmax) , Linear (6.50)
where µmin, µmax are the minimum and maximum growth rates that occur in the model, and
Hmin, Hmax are the minimal and maximum switching rates.
H
(I)




The switching rate from a phenotype with growth rate µmin will thus be equal to the maximum
switching rates, after which the switching rates will decay to the minimal switching rate with
decay rate equal to β.
H(µ(I)i ) = Hmin + (Hmax −Hmin)
(µmax − µ)β
(µmax − µsens)β + (µmax − µ)β
. Sigmoidal (6.52)
In this case, the switching rates will approximate Hmax when µ becomes very small, but
will reach Hmin for phenotypes with growth rate equal to µmax. In between, the switching
rates will drop according to a sigmoid characterised by β: for increasing β the sigmoidal
drop will become steeper. The switching rates will reach the midpoint between the maximum
and minimum switching rate when the growth rate is equal to µsens, called such because the
sigmoid is most sensitive to changes in the growth rate at that point.
4.2 The quality of the analytical approximation
The analytical approximation of the average population growth rate (Equation (6.42)) was
derived using several assumptions. We start here by checking how accurate this approximation
is. We also show how well the approximation becomes when the second order perturbation
is taken into account in Section 2.3. In Figure S6.5 we see that both the first and second
order approximations are quite good as long as the assumptions listed in Section 2.6 are met.
The approximations fail when the environment durations are short, the switching rates are
not small compared to the growth rates, or when the difference between the growth rates
is small compared to the switching rates. It is thus clear that the theoretical results of the
previous section are only valid when the assumptions are met. Therefore, we will have to rely
on numerical investigations to test whether the theoretical results can be extended. We will
do so in the following sections.
We will subdivide the numerical simulations in two categories: models in which there is a
clear separation between ‘fast’ and ‘slow’ growth rates, and models in which these fast and
slow growth rates overlap. More precisely, our modelled system falls in the first category when
the dominant phenotypes in all environments have higher growth rates than all non-dominant
phenotypes in all environments µ(I)αI > µ
(J)
k
with k 6= αJ .
4.3 Systems with clear separation between ‘fast’ and ‘slow’ growth
rates
In this section we will compare the growth rates of populations that have only one constant
phenotype switching rate with populations that have growth rate dependent switching rates.
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Figure S6.5: Comparison of mean growth rate results from simulations
with their analytical approximations. In all figures we compare for different
phenotype switch rates the mean population growth rates of 10 different environment
sequences (blue dots), the first order approximation (orange dots) and the second order
approximation (green dots). We simulated a system with 10 different environments
and 10 phenotypes. In the top figure, the growth rates of the phenotypes were
equally distributed between 0.2h−1 and 1.5h−1 in each environment, and the average
environment duration was 100 hours. In the lower left figure we changed the average
duration of the environment to 10 hours, and in the right figure we distributed the




Figure S6.6: Parameter scan of growth rate benefits using sparse fitness
landscapes. The log-foldchange of the average population growth rate for growth
rate dependent switching compared to constant switching is plotted as a function of
the average population growth rate. Each dot in each plot corresponds to one of the
4000 parameter sets that are described in the text.
This comparison will be made for many different choices of the parameters. To list all the
parameters that we will vary, we will give a short recap of the model.
We considered a microbial population that can show m phenotypes and grows in random
sequences of n environments. The random sequence is determined by Markov chain parameters
bIJ , and average environment durations τI . In this section, in each environment there is one
phenotype with a fast growth rate, µfast,max, and the rest of the phenotypes have growth rates
drawn uniformly from [0, µfast,max − δ], with δ > 0. Of these parameters, some were scanned,
and some were chosen randomly in each simulation:
• n scanned in 10 steps from 2 to 20 in logscale
• m scanned in 4 steps from n to 2n




• τI randomly selected from normal distribution with mean τ and variance 0.2τ (with a
minimum of zero), where τ is scanned in 10 steps from 5 to 100
• µfast,max is chosen to be 0.9
• δ scanned in 5 steps from [.05µd, .95µd]
For each choice of parameters, we optimize the constant, linear, exponential and sigmoidal
relations between the growth rate and the phenotype switch rates under the constraint that
there is a maximal and a minimal switching rate. In Figure S6.6 we show the log-foldchange in
the average population growth rate for the growth rate dependent switching strategies compared
to the constant switching strategy. Each dot in each figure represents one of the 1800 parameter
sets. All results, including the used parameters, can be found in kl_parameterscan_sparse.csv
which is attached as Supplementary Dataset.
For all but one parameter set, growth rate dependent switching provided an advantage
(log(G/Gconst) > 0). We show the analysis of the one exception in Figure S6.7, where we
compare the effects of a constant switching rate with a sigmoidal switching rate. It turns out
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that for these choices of parameters, it is better to not switch at all. The system has two
phenotypes and two environments, but the average duration of environment 1 is much longer
than of environment 2. Therefore, the population with the sigmoidal switching rate seems
to over-adapt: in environment 2 it quickly adapts to the dominant phenotype, but before
that provides a significant advantage, the environment switches back to environment 1. The
adapted population is now in the wrong phenotype.
Taken together, this parameter scan shows that growth rate dependent switching almost
always provides a population fitness advantage when ‘good’ and ‘bad’ growth rates are separated.
It is important to note that there can be exceptional circumstances in which adaptation to the
current environment does not pay off enough. This happened here because of a low number of
phenotypes, environments, and short environment durations. Note that this system does not
satisfy the assumptions that were needed for proving the theorem in the previous sections, and
that this exception is thus not in contradiction with this theorem.
4.4 Systems with overlapping ‘fast’ and ‘slow’ growth rates
In the previous section we could conclude that, for almost all parameter sets, growth rate
dependent phenotype switching provides a large growth rate advantage to populations in
case there is a clear separation between all growth rates of dominant phenotypes and the
growth rates of non-dominant phenotypes. We can repeat these investigations while allowing
for an overlap of the growth rates of dominant and non-dominant phenotypes in different
environments. In each environment, there is still a fastest growth rate, µd, but now the growth
rates are taken to be evenly distributed in the interval [µfast,max − µd,spread, µfast,max]. The
rest of the phenotypes have growth rates equally distributed in the interval [µd − δ, µd], with
δ > 0. Aside from the same parameter scans as in the previous section, we add:
• µd,spread scanned in 5 steps from 0.1 to 0.45
• δ is scanned from 0.1 to 0.45 in 5 steps
In Figure S6.8 we show the resulting log-foldchanges in the average population growth rate
that growth rate dependent switch rates induce. Growth rate dependent switching is often
beneficial: in 1327 out of the 1500 parameter sets growth rate dependent switching rates
provided a population growth rate advantage. Of the 243 parameter sets in which growth rate
dependent switching was not a benefit (log(G/Gconst) = 0), 236 had twice as many phenotypes
than environments. Since there is only one fastest growing phenotype per environment, this
implies that half of the phenotypes is in no environment optimal. Since global random
phenotype switching would also mean that cells would switch to these phenotypes, this can be
a disadvantage. If the advantage of adapting to the dominant phenotype does not outweigh
this disadvantage, it is better to not adapt at all, since the switching rate were often optimized
to be near its lower bound. Therefore, when cells can choose between many non-optimal
phenotypes, while coping with short environment durations, and overlapping ‘good’ and ‘bad’
growth rates, growth rate dependent switching is no advantage. In all other cases, it is.
4.5 Population growth rates rise with increasing growth rate de-
pendence of phenotype switching rates.
In Figure 4 of the main text we showed the influence of the strength of the growth rate




Figure S6.7: Comparison of constant and sigmoidal switching in one excep-
tional case. The left top figure shows the growth rates of the different phenotypes in
the different environments as the grey dots. The relation of the switching rate from a
phenotype to its growth rate is indicated by the orange (sigmoidal) and red (constant)
lines. The left bottom figure shows the probability for cells in the populations to
have a certain growth rate at an arbitrary time. The right figures show the evolution
of the system in the first 60 hours. The top right figure shows the change of the
average growth rate in time, the top bottom figure shows the change of the phenotype
frequencies. The population with sigmoidal switching adapts much faster to a new
environment, which causes it to have a large growth rate disadvantage when the
environment changes again. Since the average duration of one environment is much
longer than the other one, this yields a disadvantage on average.
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Figure S6.8: Parameter scan of growth rate benefits using dense fitness
landscapes. The log-foldchange of the average population growth rate for growth
rate dependent switching compared to constant switching is plotted as a function of
the average population growth rate. Each dot in each plot corresponds to one of the
1500 parameter sets that are described in the text. The colour of the dots indicates
whether the system comprised either as many phenotypes as environments (red), or
twice as many (orange).
• the number of environments, n, was scanned in 5 steps from 4 to 20 in logscale
• the number of phenotypes, m, was either n/2, n or 2n
• the Markov chain switching probabilities, bIJ , were randomly selected such that∑
I
bIJ = 1
• the environment duration, τ , was scanned in 5 steps from 10 to 40
• the maximal growth rates in the various environments, µd, were drawn from a uniform
distribution [µfast,max − µd,spread, µfast,max] where µfast,max = 0.9, and µd,spread was
scanned in 5 steps from 0.05 to 0.9.
• the rest of the phenotypes have growth rates drawn from a uniform distribution on
[µd − δ, µd], where δ was scanned from 0.05 to 0.25 in 3 steps
• the maximal possible adaptation rate, Hmax was taken to be 1
• for the case of bet hedging, the constant phenotype switching rates were drawn from a


















[log(Hij)−0.5(rµ), log(Hij)+0.5 log(rµ)], where rµ captures the strength of the growth
rate dependence, and is varied from 1 to 100. The phenotype with the lowest growth
rate gets the highest switching rate, the phenotype with the highest growth rate gets
the lowest switching rate, and the switching rates for intermediate phenotypes were
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In vivo characterisation of fluorescent proteins in
budding yeast
Dennis Botman, Daan Hugo de Groot, Phillipp Schmidt, Joachim Goedhart and
Bas Teusink.
This paper was published in Scientific Reports [225].
Fluorescent proteins (FPs) are used as an experimental tool in many organisms.
These proteins can be excited with light of a wavelength in their absorption
spectrum, after which it will emit light at a longer wavelength. An organism’s
genome can be edited such that the organism produces the fluorescent protein.
The production of the FP can for example be coupled to the expression of a gene
of interest. The amount of produced FP, and with that the expression of the
gene, can then be inferred by measuring the fluorescence of the cell in individual,
living cells.
Several kinds of fluorescent proteins have been developed in the past decades,
and it is important for experimentalists to have a reliable characterisation of
all of them. First, because it determines which FP is optimal for a specific
experiment; second, because this enables the accurate inference of FP-production
from fluorescence measurements. FP-characterisation is however often done in
vitro, while this might poorly reflect their in vivo-properties. Dennis Botman
characterised 27 different FPs in Saccharomyces cerevisiae-cells.
FPs are fluorescent in their natural state, but under the influence of light
they can switch to a dark state, in which they are no longer excitable. These
proteins can return to their natural state after some time, or they can switch
to an irreversible dark state, from which they cannot return. This behaviour is
called ‘bleaching’ and can be captured by a small system of differential equations.
It gets more complicated when FPs are also exposed to light of wavelengths
outside of their absorption spectrum. This may change the switching kinetics
between the natural, dark, and irreversible dark-states. This phenomenon is
called photochromism and can cloud the results in experiments where several
FPs need to be excited at different wavelengths. My role in this manuscript was
to quantify the photochromicity of all FPs. This was done by numerically fitting
a small differential equation model to an experimental dataset. The differential
equations could also be solved analytically, which enabled the identification of
parameters that provide a good measure for photochromicity.
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Cell fate determination by Lamarckian molecule-
inheritance and chance
Frank J. Bruggeman, Jaap Schouten, Daan H. de Groot and Robert Planqué.
This paper is under revision and in the meantime publicly available on the
bioRxiv preprint-server [226].
Genetically identical cells in the same population may show large phenotypic dif-
ferences, reflected by variation in molecule numbers across the population. These
differences in molecule numbers can in turn underlie differences in adaptation to
new environments, in the survival of stresses, and in growth rate.
To understand why one cell has more molecules of a specific type than another
cell, we must consider the full stochastic process that has led to this number
of molecules, including the past events of molecule synthesis and degradation.
Importantly, since a cell has inherited half of its mother’s molecular content, the
synthesis and degradation events in ancestral cells should also be accounted for.
Moreover, molecules are not always distributed equally over the daughter cells
during cell division, so that even the cell-division itself is a potential source of
heterogeneity.
For this paper I assisted in developing a mathematical theory that describes
cellular heterogeneity in terms of the ancestral events of molecule synthesis,
degradation and cell division. An important conclusion is that an appreciable
part of the variation in molecule numbers is not due to the stochasticity in
molecular processes, but to the stochasticity in cellular processes, such as
variation in cell-cycle times, and asymmetrical distribution of molecules during
cell division. As a consequence, this variation does not vanish for molecule-types





Enrichment of cross-feeding in a spatially struc-
tured environment is determined by cooperation-
independent cheater-growth and founder popula-
tion sizes
Rinke J. van Tatenhove-Pel, Daan H. de Groot, Anjani S. Bisseswar, Bas
Teusink and Herwig Bachmann.
This paper is currently under revision.
Cooperation between different species is abundantly present in natural sys-
tems. An example of such cooperation is microbial cross-feeding: different
microbial species exchange metabolites via the environment such that all species
can increase their growth rates. It is not completely clear why cross-feeding
can be evolutionarily stable. It seems that cooperating cells can always be out-
competed by non-cooperative (‘cheater’) cells, which benefit from the nutrients
that are exported by others, without paying the costs of exporting metabolites
themselves. One hypothesis is that cross-feeding becomes evolutionarily stable
when the environment is spatially structured, so that exported metabolites are
kept in the vicinity of cooperators and cannot be used by cheaters.
Rinke van Tatenhove-Pel investigated this hypothesis by designing a consor-
tium of two cooperating strains and one cheating strain. The cells were grown in
a spatially structured environment, which was created by randomly distributing
the cells over different droplets of growth medium. The abundances of the
different strains were monitored. My role in this research was to extend and
speed up a model of Rinke that predicted under which circumstances cooperators
would outcompete cheaters.
The first result was relatively straightforward. The cells were grown in condi-
tions in which no strain could grow when there was no pair of cooperators present
in the compartment. The model and the experiments showed that cooperators
outcompeted cheaters when the initial number of cells per compartment (the
founder population size) was low enough. Spatial structure thus indeed seems to
facilitate the evolution of cross-feeding.
We then studied conditions in which, even in the absence of a pair of
cooperators, cheating cells could grow a bit. Under these conditions, the cheating
strain outcompeted the cooperating strains when the founder populations were
small. We then increased the average size of the founder populations in the
model. The model showed that at intermediate founder population sizes, the
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cooperating strains could outcompete the cheaters. This is because these founder
population sizes maximise the fraction of compartments in which cooperators
are together without a cheater. Motivated by the model results, the experiments
were done, which indeed showed that cooperators grew in abundance.
The conclusion that can be drawn is quite intriguing. Cross-feeding can
only evolve when an individual cell has a non-negligible influence on the growth
conditions in its own compartment. When founder populations are small, an
individual cooperator almost never encounters a cooperation partner, so that its
contribution to the growth condition is not important. When founder popula-
tions are very large, all compartments already contain pairs of cooperators, so
that the individual contributions are again negligible. At intermediate founder
populations sizes, a cooperating cell has a much larger probability of ending
up in a compartment that contains a pair of cooperators, precisely because it
is itself one of the cooperators. Therefore, cooperators have a larger chance of




How legumes control nitrogen fixation by root
nodule bacteria
Carolin C. M. Schulte, Khushboo Borah, Rachel M. Wheatley, Jason J. Terpolilli,
Gerhard Saalbach, Nick Crang, Daan H. de Groot, R. George Ratcliffe, Nicholas
J. Kruger, Antonis Papachristodoulou, Philip S. Poole.
This paper is currently under revision.
Rhizobia are bacteria that can survive and grow in soil, but can also enter
a symbiotic relationship with legumes. Legumes are plants that have a high
demand for nitrogen; when nitrogen is not available, the plant can excrete
flavonoids to attract rhizobia. In turn, the rhizobia induce the formation of root
nodules by the legume, which are infected by the rhizobia. In the root nodules,
the rhizobia differentiate into bacteroids that can no longer reproduce. The
rhizobial bacteroids fix atmospheric nitrogen into ammonia and supply this to
the plant, while they get carbon in the form of ‘dicarboxylates’ (mostly succinate
and malate) in return. This study investigates, amongst other things, how plants
can ensure that the bacteroids secrete enough ammonia.
Bacteroid metabolism is difficult to study, because physiological information
is hard to come by. This is because after the rhizobia have differentiated into their
bacteroid-form, they are hard to culture in isolation and very fragile. Although a
metabolic network could be reconstructed, a typical constraint-based optimisation
approach to study its metabolic capabilities was unfavourable because it is unclear
what the optimisation objective would be for non-reproducing microorganisms.
With the use of our newly developed ecmtool, Carolin Schulte could still
study the metabolic capabilities of the rhizobia. My role in this investigation was
to advise Carolin on the use and interpretation of ECMs, and on how interesting
subsets of ECMs could be computed. In return, the rhizobial use case provided
ideal input to perfect the ECM enumeration and to extend ecmtool with several
useful options.
The enumerated ECMs aided in exposing the control of the host plant over
the bacteroids. It turns out that by supplying carbon in the form of succinate
and malate, instead of for example sucrose, the plant forces the bacteroids to





General discussion: guesswork and experiences
Chapter 8
8
Most of the things I have learned during my PhD-research did not result in
a decisive answer to a question. On the whole, more questions were raised
than answered, more doubts were kindled than conjectures proven. I came
to know many nuances, subtleties and suspicions through discussions with
colleagues, hours of modelling small networks, and many failed attempts at
mathematical proofs. I truly believe some statements to be true, although I
could not mathematically prove them; some theoretical predictions that seem
very likely to me, could not be tested experimentally. Entire manuscripts were
written about the few definite answers, while the uncertain notions at most
ended up as a short remark in one of the Discussion sections. As a revenge,




General discussion: guesswork and experiences
Can we describe single cells by studying balanced growth?
In this thesis we have often made ‘steady state’ or ‘balanced growth’ assumptions.
Before discussing if these assumptions are reasonable to study how single cells
self-fabricate and adapt, it is useful to get their definitions clear.
The theory around the concept of balanced growth was introduced starting
in the 1950s in order to standardise the state of a bacterial population when
experiments are done [99]. The objective was to make experiments more rigorous
and reproducible. The clearest definition of balanced growth, then called steady
state growth, is probably given by Painter and Marr [113], stating that balanced
growth “is realized when the distribution of each intensive random variable (e.g.,
cell age or cell protein) does not depend on the time when the sample is chosen.”.
To understand this definition, one must know that intensive variables, as opposed
to extensive variables, are variables that do not depend on the total size of the
system. When a system is split in two halves, the intensive variables, like the
average number of ribosomes per cell, remain the same in both halves, while
the extensive variables, like the total number of cells, are divided by two. The
definition of Painter and Marr states that the probability distribution of the
intensive variables remain the same. This implies, for example, that upon picking
a random cell from the population, the probability that it has a certain number of
ribosomes is constant in time. Somewhat less strict is the definition by Campbell
[227]: “growth is balanced over a time interval if, during that interval, every
extensive property of the growing system increases by the same factor”. Since
this definition is in terms of extensive properties of the whole population, this
only implies that the averages of the intensive variables are independent of time,
while Painter and Marr demand that the complete probability distribution is
time-independent.
A related, but weaker assumption that we often use in computational studies
is that metabolism is in quasi steady state: a network is in quasi steady state
when all metabolite concentrations are constant in time. This implies that the
production and consumption should be balanced for all metabolites in the cell.
Rather confusingly, we often refer to such a state with the shorthand steady
state, even though this would mean according to the historical definitions that all
concentrations of cellular compounds would be constant in time. In contrast, the
quasi steady state assumption allows for the concentrations of macromolecules,
such as enzymes, lipids or ribosomes, to change, but not of the reactants in
metabolism that turnover on a faster timescale. When a population is in balanced





In this thesis, we have made the (quasi) steady state assumption in Chapters
2, 4, and 5, while we modelled true balanced growth only in Chapter 3. In
all cases we stated that this implies that the time derivative of the vector of
concentrations is zero: ċ = 0. These assumptions indeed give an accurate
approximation if we look at the population as a whole [228]. However, in systems
biology we often seek the relations between single cell physiology and population
behaviour. We start from single cell properties, like enzyme kinetics or enzyme
constraints, and try to predict the population behaviour. In that process, we
usually use the balanced growth or the quasi steady state assumption to constrain
the single cell behaviour, even though it was the population that was in balanced
growth, not single cells. So, we impose a constraint on a single cell that is derived
from an observation only valid for the population as a whole. Is this not a large
mistake?
One could argue that we are making mechanistic models of some average cell,
but is this true? Can we get an idea of the average metabolism and growth of a
single cell by using information about the population averages? Do mechanistic
models of an average cell make sense when no cell in the population is average?
Each cell is constantly out of steady state
In reality, molecule concentrations in single cells are never constant. Cells
often live in unsteady environments, meaning that environmental variables, such
as nutrient concentrations or temperature, will show continuous fluctuations.
These fluctuations perturb the concentrations of internal compounds in the cells.
Experimental studies also report that gene expression is inherently noisy [229],
[230]. The noise in the expression of a gene can either be caused by intrinsic
noise which is due to the stochasticity in the transcription and translation of the
gene itself [231], or by extrinsic noise which is due to fluctuations in other cellular
components [232]. The effects of gene expression noise propagate through the
cell, affecting the concentrations of all cellular compounds and even the growth
rate [204], [216]. In addition, during cell division all molecules are distributed
randomly over the offspring cells [226], [233]. The distribution of molecules
is generally not perfectly equal: the cell sizes of the offspring cells can vary,
and molecules might not have been homogeneously distributed through the
mother cell. In fact, a cell division can cause rather large fluctuations in the
concentrations of cellular compounds [234].
The question is thus if it is reasonable to assume a (quasi) steady state when
we try to relate cellular physiology to the behaviour of the population. For
example, in Chapters 2 and 3 we proved an evolutionary extremum principle: a
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cell that maximises a production rate or its growth rate should minimise the
number of elementary modes that it expresses. This makes intuitive sense: a cell
should only use the fastest growth-supporting set of reactions. However, I can
imagine that expressing several elementary modes is more robust to fluctuations
in metabolite concentrations. In Chapters 2 and 3 we already noticed that,
although only one elementary mode can be the best, many modes might be
almost as good. Therefore, it might benefit the long-term survival of a cell to
increase its robustness by expressing several modes that are very good, instead
of only the best.
The cell cycle cannot be modelled in a balanced growth approach
It is unavoidable that the molecular composition of a cell, and possibly even its
shape, changes when it progresses through the cell cycle, from birth to division,
and these changes are likely to affect its metabolism. For example, in Chapter 4
we have emphasised the importance of cellular constraints in shaping cellular
behaviour. Many authors have already proposed that a limited membrane surface
area and a limited cytosolic volume can underlie these constraints [39], [41],
[42]. The surface-to-volume ratio might therefore be an important determinant
of cellular behaviour. However, since symmetrically dividing cells double their
size during the cell cycle, the surface-to-volume ratio is likely to change as well.
In asymmetrically dividing cells this effect becomes even more pronounced: a
recently formed yeast bud has a larger area-to-volume ratio than the large mother
cell, and might thus be forced to use a completely different metabolic strategy.
Cell size differences within a population could thus cause qualitative differences
in behaviour. Is it then reasonable to study cells in a population by assuming
some average surface-to-volume ratio? Let me rephrase, are we not missing
key cellular phenomena, e.g. regulatory phenomena, that are required for a
successfull passage of the cell cycle (see for instance [234])?
On top of this, maybe balanced growth models of the average cells are
confusing us. For instance, in Chapter 3, we defined the minimal sets of reactions
for cellular self-fabrication, the Elementary Growth Modes (EGMs). More
precisely, we defined sets of enzymes that catalyse reactions that together lead
to the production of exactly all those same enzymes. To find these sets we
assumed that all metabolite and enzyme concentrations should be constant.
When imposed on a model for a single cell, this assumption implies that a
cell must constantly synthesise all its cellular components in fixed proportions.
We know this to be incorrect: DNA is replicated, and the septum is made in




would synthesising all components simultaneously, at constant relative rates,
be a ‘fit’ way of producing a daughter cell? I could imagine that it would be
an easier solution to first produce enzymes in a particular optimal sequence;
e.g. first produce the necessary ribosomes, and then use those ribosomes to
efficiently produce the rest of the enzymes. Let me be clear: I cannot prove
that this is a better solution, but then I can also not prove that it is not. To
really understand how single cells self-fabricate we need a different theoretical
approach. Probably, we should minimize the mass-doubling time of a cell, while
we replace the steady-state assumption by a periodicity assumption.
To my knowledge, there is no modelling method that can truly model metabol-
ism during a cell cycle, although dynamic enzyme-cost FBA (deFBA) comes close
[235]–[237]. This modelling method does no longer assume that the concentra-
tions of macromolecules (enzymes, ribosomes, lipids, DNA, etcetera) are constant;
rather, it assumes that these concentrations are periodic: c(t) = λc(t+ τ) where
τ is the period. A solution consists of an initial state of macromolecule concen-
trations, c(0), and time-dependent reaction rates, v(t), so that the cell produces
all macromolecules precisely such that it is in a multiple of its initial state after
a period τ . At each timepoint, the reaction rates are constrained by the enzyme
concentrations at that time. I think this provides a promising approach: we could
view τ as the cell cycle time, and search for an initial cellular composition and a
set of time-dependent reaction rates, that together make sure that c(0) = 2c(τ).
Then, we could minimise the cell cycle time, and thus maximise the growth rate,
by decreasing τ until the model does no longer have a solution. I am not sure
how one could implement the changing surface area and cellular volume.
Although such simulations are probably possible and in some sense instructive,
it would be truly interesting to see if we can mathematically understand the
solutions. Can we still define minimal growth-supporting modes in such models,
and what do they look like? Can cells grow faster by violating the steady state
assumption than expected from balanced growth theory? What characterises
the fastest of such doubling strategies and does that explain experimental
observations that we cannot explain as of yet? For example, could it be that
such optimal strategies would give slight deviations from exponential volume
growth on the single cell level, as observed in experiments [234]?
The average cell does not show the average behaviour
Modelling a growing single cell in a static environment can be seen as simulating
its progress in time. We simulate a cell’s growth until its division, then we
randomly pick one of the two daughter cells and continue to follow it. In this
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way, we study a forward lineage. To study the average cell behaviour, it makes
sense to follow this lineage for a very long time and then calculate all the average
properties: mean molecule numbers, mean cell cycle time, and so on. If we pick
a different lineage, these averages will be the same. These averages are called
time averages, and sometimes forward averages. Especially interesting is the
average time it takes a cell to double, also called the mean generation time [238].
On the other hand, when we observe or simulate a population, it is reasonable
to calculate averages over all cells at a given time. These averages are called
ensemble averages, or snapshot averages. The average time that it takes a
population to double is called the population doubling time [238].
A system in which time averages coincide with ensemble averages is called
ergodic. It would be very convenient for both experimental and theoretical
biologists if the growth of a population of cells would be ergodic. For example,
experimentalists can determine the average copy number of a specific mRNA
over all cells in a microscope image (the ensemble average). If the system would
be ergodic, this would immediately tell us how many mRNA-copies a cell on
average has during its cell cycle (the time average). Unfortunately, cell growth
is not ergodic [238]–[240].
Let me try to explain why ensemble averages and time averages do not
coincide in single cells. We start with a single ancestor, which divides to produce
two daughters. Daughter A divides very fast and thus produces two daughters
in 30 minutes, which both produce two daughters in the following 30 minutes.
Daughter B is much slower, and produces two daughters in 60 minutes. Now we
thus have a population of 6 cells of which 2 are most closely related to daughter
B, and 4 are most closely related to daughter A. If we now calculate the average
number of ribosomes in this population, the average will thus be more determined
by the number of ribosomes in daughter A, than by this number in B. Similarly,
if we pick a random cell in a large population, it is more probable to originate
from cells that grow faster than average, than from cells that grow slower than
average. In an interesting, but theoretically involved work, Wakamoto et al.
[241] calculate the statistics of the lineage that in the end is most represented in
the population. They call this lineage the optimal lineage, but I strongly prefer
the term dominant lineage, because it is unclear what exactly is optimised by
this lineage.
An interesting consequence is that populations of cells grow faster than
the average individual cell. In other words, the population doubling time is
shorter than the mean generation time. This can be directly derived, as shown
by Hashimoto et al. [238], by solving the Euler-Lotka equation that relates




They even show experimentally that the doubling time of the average Escherichia
coli cell can be up to 5 to 10 percent longer than the population doubling time.
If we do not treat this observation with care, we systematically overestimate the
growth rate of single cells. We might ask how it is possible that single cells are
able to grow so fast, while this fast growth rate is in part an artefact of this
non-ergodicity. During our work presented in Chapter 6 we realised that these
effects can become quite relevant. What is more, all variables in the single cells,
such as metabolite and enzyme concentrations, will automatically seem more
optimised than they actually are.
At the moment, I can only speculate about the consequences of this non-
ergodicity. We, and many others, have used resource allocation approaches to
study single cell behaviour (see for example [38], [134], and [135] for a review).
These approaches model single cell physiology by accounting for the size of
available enzyme pools (resources), and then try to predict population data
such as the average secretion of overflow products like acetate or ethanol. This
means that the progress in time of a single cell is simulated in order to compute
metabolic behaviour, so that we necessarily predict time averages. However, the
results are compared to population measurements, thus to ensemble averages.
When these averages do not coincide because of non-ergodicity, any proposed
quantitative mapping between single cell physiology and population behaviour
will thus be off. There is nothing wrong with this approach if all cells in
the population are exactly identical. In this case, when all cells show exactly
the average behaviour, time and ensemble averages coincide. However, real
populations do not consist of identical cells, so that the average single cell will
never show the average population behaviour. We thus simulate an average cell
that does not exist.
Should we still make balanced growth models, and what are the al-
ternatives?
I have now pointed to several inconsistencies that are inherently linked to
combining single cell models with balanced growth assumptions:
1. concentrations of intracellular molecules are constantly fluctuating because
of noise
2. concentrations of intracellular molecules may vary due to the cell’s pro-
gression through the cell cycle




General discussion: guesswork and experiences
Still, these models have provided many new insights that helped understand
microbial behaviour in the past decades, of which the appreciation of the im-
portance of cellular resource allocation has perhaps been the most important. It
is therefore probable that the abovementioned inconsistencies, although present,
are not detrimental to the value of balanced growth models. We could investigate
how much these issues affect the predictive capacity of balanced growth models
by building models and theory that resolve these issues.
I already mentioned that dynamic self-fabrication models, maybe based on
deFBA [235], [236], might resolve issue 2. Another approach should be taken
for points 1 and 3 however. Maybe we could start thinking about models that
do not only simulate an average cell, but also a certain variation around that
average. Then we could test the consequences of the size of this variation on the




Can we assume that growth is maximised in single cells?
Throughout this thesis we have often made the assumption that the growth rate
of single cells is maximised. It is important to be exact in making this statement:
we assume that cells maximise their growth rate given their current genotype.
This means that we do not exclude the possibility that a cell’s growth rate can
further increase by the ‘invention’ of an enzyme that catalyses a new reaction,
or by the optimisation of existing enzymes. Our assumption is (merely) that
cells grow at their maximal rates given the set of machinery for which their
genomes currently encode. These maximal rates are not necessarily always high:
a microbe that expresses stress proteins such that it survives when others die,
has also maximised its growth rate.
This assumption stems from a reasoning based on natural selection: cells
that grow faster than their competitors will increase their relative abundance
and outgrow others. When we perform experiments, we observe the result of a
very long period of natural selection, and therefore it is likely that we only find
microbes that grow as fast as possible. The observed microbes were shaped by a
continuous optimisation process of random mutations and selection, so that fast
growth has become an important feature, maybe even a design principle. It has
become so important that we can use it to understand microbial metabolism.
Several experimental studies indicate that microbial metabolism is indeed
optimised for fast growth. Theoretical and experimental studies for example
indicate that the control of ribosome expression in E. coli is capable of maintain-
ing maximal growth rates [13], [22], [245]. In addition, experiments were done
in which the expression of enzymes was titrated and the resulting growth rate
was measured. The results show that the optimal expression level is very often
around the wild-type expression level, indicating that these expression levels are
optimised in wild-type cells [5]–[12].
Still, after the talks that I have given at conferences about the work in this
thesis, it was the maximal growth rate assumption that was questioned most
by the audience. Most of the times, I had to admit that the questioner was
right, but that the developed theories were still useful. I think that cells are
constantly driven towards maximal growth rate by natural selection, but are also
constantly perturbed away from that optimum by internal and external changes
and fluctuations. It is therefore probable that few cells are actually at the growth
rate optimum. However, as cells might either be close to the optimum, or at
least move constantly towards the optimum, it is still useful to know what this
optimum looks like. In this section I will first describe the situations in which
the growth rate maximisation assumption is less suitable, and thereafter why
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growth rate maximisation is useful nonetheless.
As a side note, the discussion about whether optimisation-based approaches
are useful is not a very new one. It is quite interesting to read some of the
old papers in which this discussion is made public. I can recommend the
paper by Pierce and Ollason [246] called “Eight reasons why optimal foraging
theory is a complete waste of time”, with the beautiful sentence in the epilogue:
“Optimization theory has no place in current evolutionary thought: its use is a
throwback to the comfortable determinism of Divine Creation; to the endeavours
of natural philosophers seeking to demonstrate the wisdom of the Creator.” To
keep things balanced, it might be good to also read the response by Parker and
Maynard Smith [247].
Many cells were not selected based on their growth rate
The assumption that cellular growth rate is maximised relies strongly on the
argument that this growth rate was optimised by natural selection. Therefore,
the assumption only holds in conditions in which the cells have been exposed to
the same selective pressure for a long time. This is often not the case.
When cells are studied that in their natural habitat only encounter condition
A, they may not be optimised for condition B. For example, Escherichia coli
cells have in their evolutionary history probably rarely encountered conditions
in which the only nitrogen source is a single amino acid. This might explain
why E. coli grows far from optimal in a medium with proline or arginine as
its sole nitrogen source [248]. Similarly, while E. coli cells seem to optimally
grow on glucose as its carbon source, its growth rate is sometimes suboptimal on
other carbon sources [5], [90]. It is often unclear if this sub-optimality is indeed
due to a lack of exposure to the specific condition in the evolutionary history.
If this is the underlying reason, then one would expect the sub-optimality to
disappear when the cells are grown in this condition long enough. However, this
prediction is always hard to test because it is unclear how long such evolutionary
adaptation would take.
Sometimes cells are studied in isolation that are naturally part of communities
or multicellular organisms; an important example is the study of cancer cells.
It is doubtful if these cells can be well-described by growth rate maximisation
approaches since nowhere in their evolutionary history were they directly selected
for fast growth. However, it might be that these cells have been optimised for the
production of some specific function. In that case, we could still use optimisation-
based approaches, provided that we are able to identify this objective function.




might also not have been selected for high growth rates. Instead, infectiousness,
resistance to treatment, and the effect on the infected, might be more influential
factors. It is unclear to me if we can translate these properties into clear metabolic
objective functions.
A high long-term growth rate is often more important than a high
instantaneous growth rate
Many natural environments are highly dynamic: nutrients vary and stresses
come and go. In such environments, the instantaneous growth rate no longer
solely determines fitness; rather, fitness is determined by the long-term growth
rate. Although the genotype that produces the most offspring will in the end
still be selected, this genotype does not necessarily have the highest growth rate
at all times [44], [215].
This long-term growth rate can be expressed in terms of instantaneous growth
rates [44]. We slice up time in n small time periods: [0,∆t], [∆t, 2∆t], . . . , [(n−
1)∆t, n∆t], such that the environmental conditions do not change within each
time period. We denote the number of cells at time t of a specific genotype as
N(t). We can express the average number of offspring-cells per cell as N(n∆t)N(0) ,























Now let’s say that this genotype has exponential growth rate equal to µi in the











= µ1 + µ2 + · · ·µn
n
(8.1)
The long term growth rate is thus equal to the time-averaged instantaneous
growth rates.
When genotypes are selected that have the highest average growth rate,
this might come at the cost of the instantaneous growth rates. For example,
in environments with varying availability of carbon sources, experiments show
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that cells spend some of their resources to prepare for a shift of carbon source
[85], [200], [249]. However, resources that are spent in preparation for future
events cannot be used to maximise the current growth rate. As such, the cellular
behaviour might deviate from predictions obtained from instantaneous growth
rate maximisation approaches. Alternatively, populations have been observed
to use bet hedging: different subpopulations are adapted to different possible
future environments [193]–[198], [208]. This ensures that the genotype survives,
because the population as a whole is prepared for anything.
To study long term growth rate maximisation, the approach should be tailored
to the type of fluctuations in the environment. Some microbes live in fluctuating
but highly predictable environments, such as cyanobacteria that have to deal
with a day-night cycle. In this case, a periodic growth rate could be maximised
[237]. In other cases, the microbial population itself causes the change in the
environment. For example, many microbes show diauxic growth in the presence
of two carbon sources: first, the preferred carbon source is consumed and fully
depleted, then, the second carbon source is taken up [14]. That the first nutrient
will at some point run out is predictable, but the density of the population
itself determines the time of depletion. It has been shown experimentally that
yeast cells that grow on media with glucose and a secondary carbon source
can form subpopulations in their adaptation to this medium [200], [250]. Such
systems should thus be modelled while accounting for the dynamic depletion
of substrates and for the possibility of subpopulation formation [243]. Systems
in which environmental changes are random are probably hardest to study.
Theoretical investigations have shown that the optimal strategy for a microbial
population depends on parameters like the rate of environmental change and the
capability of cells to sense their environment. In some cases, populations should
hedge their bets by creating heterogeneity in the populations, in other cases it is
better to try to sense the environment and adapt to it [56], [251]–[253].
Apart from the optimal long-term solution being hard to find theoretically, it
is also hard to make assumptions about what a cell is capable of. Can a cell store
information about the order in which environments have occurred in the past?
Can a population use this information to prepare for environments that are
statistically likely to happen? How well can cells sense their current environments?
Can cells detect the rate of depletion of a nutrient? We need answers to these
questions in order to determine the constraints in the optimisation approaches
that we take. I have many times struggled with these questions. In the end, I
think that the only way to learn about the capabilities of cells is to compare
the behaviour of a microbial population with different theoretical solutions. For




with only minimal regulatory mechanisms adapt to changes in its environment?”
Although this question might seem vague and a bit academic, careful comparison
of the answers with observed microbial behaviour might in the end reveal how
sophisticated cells are.
The role of the observer in the fitness definition
Above I mentioned that the cells that we observe today are shaped by natural
selection. I think it is important to stress that the experimentalist, as the
observer, plays a non-negligible role in this definition. We observe only those
types of cells that are most abundant, because non-abundant cells are lost in
the large number of cells in microbial populations. This is exactly the reason
why we can describe the observed cells by using growth rate maximisation. I
think it is interesting to note, however, that if we would have a detection bias,
the observed cells would change according to that bias. For example, say that
we would have a microscope that only detects cells up to a certain size, without
us knowing about this. In that case, the cells that we would generally observe
would be fast-growing cells up to that size, and we might wrongly suspect that
there is a fundamental constraint keeping cells from becoming larger. Or what
if some cells would obtain the property that they automatically swim towards
the microscope objective. Then this type of cell would be overrepresented in
our observations. Therefore, I think that if we want to be very precise, cellular
fitness is not about reproducing fast, but about being very detectable.
How can a growth rate maximisation approach still be useful?
In the preceding sections I have mentioned several situations in which the growth
rate of cells has definitely not been maximised. Moreover, I immediately concede
that there might well be no situation in which microorganisms have reached
the exact optimum. The question is: should we use an approach that is sure to
give the wrong result? I will answer this question with my personal opinion. I
thus do not intend to give a full overview of the answers that have undoubtedly
already been given to this question. The reason is that I simply did not have
enough time to read all relevant papers.
Let us consider a mountainous landscape of which we would like to make a
mountaineering map. Would it not be a good start to mark the position and
height of the peaks of the mountains?
Cells may never be completely optimised for fast growth, but there is a
constant selective pressure that drives them towards their optimal state. As
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a consequence, a cell is much more likely to be in a state close to the optimal
state than in a random state far from the optimum. If we then want to learn
anything about this cell, it might be a very good start to characterise the optimal
state. This gives a good first approximation of the state of the cell, and, most
importantly, indicates a direction in which this genotype might adapt if not
further disturbed.
In light of rate maximisation, nothing in microbial metabolism is
without costs and benefits
According to the Hitchhiker’s Guide to the Galaxy, the “history of every major
galactic civilization tends to pass through three distinct and recognizable phases,
... , known as the How, Why and Where phases. For instance, the first phase is
characterized by the question ‘How can we eat?’ the second by the question ‘Why
do we eat?’ and the third by the question ‘Where shall we have lunch?’”.
Thinking of microbial metabolism in the context of evolution allows us to
move from the first to the second phase. We do not only study how a certain
mechanism in a microbe works, but also why this mechanism is necessary, and
why another mechanism could not have been used. I think it is very important
to enter this Why-phase, because it enables us to extend our observational
knowledge about one organism in some situation, to another organism or to
a different situation. An answer to a Why-question thus generally has great
predictive power.
To answer this Why-question we need an unbiased way to quantify the
objective of the studied object. This is where studying microorganisms that have
been selected for fast growth provides an important advantage, the objective is
clear: to make as much offspring as possible in a given amount of time. In this
context, we can then quantify the costs and benefits of all features of a cell. We
might also be able to calculate the costs and benefits of an alternative feature,
for example using a quantitative mathematical model, or by experimenting with
genetically perturbed strains. We can then compare these costs and benefits to
try and understand why the currently used mechanism is in place.
For example, some enzymes in central metabolism seem to have an ‘overca-
pacity’: in Saccharomyces cerevisiae [77], Bacillus subtilis [254] and Lactococcus
lactis [80] steady state reaction rates can suddenly increase without the need
of additional enzyme synthesis. This would mean that the necessary enzymes
were already present before the increase, and this seems to be in contradiction
with growth rate maximisation: these enzymes were not yet necessary before




the instantaneous growth rate [63], [191]. These observations were explained in
several ways: by concluding that these cells were not optimised [80], by proposing
that a surplus of cytosolic volume was available so that the unneeded enzymes
did not bring any costs [81], or by hypothesising that these enzymes provide a
preparation for potential nutrient upshifts [255]. Although these explanations
might have some truth in them, I think there is something wrong with all of
them either.
First of all, I think that proposing that cells are not optimised is a too cheap
way out of everything that one cannot explain in biology. How can we use
optimisation theories to study cells and explain some phenomena, while we just
discard the optimisation hypothesis when it does not suit us? It is not that I
do not believe that cells are sometimes not optimised, but I think we should in
such a case prove that they are not optimal. If we think we know of a method
in which a cell can grow faster than it currently does, then we should, ideally,
genetically perturb the cell such that we make it use this method, and then test
if it indeed grows faster, such as done in [5], [90], [248], [256].
Second, nothing in a microbial cell is without costs. It could be that cells
have a certain minimal cytosolic volume that should be filled by enzymes [257],
but it is not true that it is then without costs to fill this volume with preparatory
enzymes. For each enzyme that is synthesised, a cell must spend cellular resources.
Different enzymes vary in their synthesis costs. Therefore, a cell that just needs
to fill its cytosolic volume should always produce the enzyme that takes up the
most volume per unit synthesis costs. Filling the cytosol with different enzymes
thus brings additional costs. Certainly, the effective costs of a preparatory
enzyme are now lower because they are given only by the difference in costs with
the cheapest enzyme, but they are not without costs. These costs should thus
be taken into account when it is investigated if the expression of preparatory
proteins benefits long-term fitness.
Last, the models of overflow metabolism that I presented in Chapter 2,
invariably predicted high glycolytic enzyme concentrations at low growth rates.
Since I maximised the instantaneous production rate of biomass in these models,
it is clear that these high concentrations were beneficial for the growth rate. In the
model, the high expression of glycolytic enzymes led to a very low concentration of
imported nutrients. This was because the nutrients were immediately processed
by the abundantly present enzymes. The effect was that any product inhibition
that was hindering the import of these nutrients was relieved, so that a higher
production rate could be achieved.
These examples show that the careful application of an optimisation ap-
proach reveals the costs and benefits of all cellular properties, so that different
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alternatives can be compared on quantitative grounds.
How can we quantify if cells are optimised?
In the papers that I presented in this thesis, we have focussed mostly on analysing
the peaks of the metabolic fitness landscape. A second step would be to probe
the neighbourhood of these peaks. Given a characterisation of the peaks and
their surroundings, we could start asking where microbial cells might reside in
this landscape. We made it clear that not all of the cells will have found the
global fitness peak, but natural selection probably made sure that the density of
cells around this peak is higher than in the fitness valleys. On the other hand,
because there are many more non-optimised states than optimised states, we still
expect many cells to be non-optimised. Is there a way in which we can predict
the distribution of cells over the metabolic states given a fitness landscape? Or
ideally, given only characterisations of the fitness peaks and their surroundings?
In line with this intuition is a very interesting approach by de Martino et
al. that estimates the distribution of individuals over the fitness landscape
by applying maximal entropy models from statistical physics to metabolism
[138]. It starts from an experimentally measured growth rate, and a metabolic
model that calculates the growth rate for any metabolic state (in this case a
set of fluxes). The authors now calculate the maximal entropy ensemble of
metabolic states that leads to the measured population growth rate. This gives
the distribution of individual cells over the available metabolic states that is
based on the fewest assumptions: only the population growth rate is fixed. What
is more, the authors prove that logistic growth of microbes automatically leads
to such maximal entropy distributions. With this approach, one could actually
quantify to what extent a population is optimised for fast growth. As of yet, it
is however unclear to me if this approach can also be used without knowing the
full fitness landscape, because this necessity would hinder its applicability.
Very recently, another approach was proposed that enables the quantification
of the optimisation of a system, and even suggests a method to statistically
test if the system is significantly optimised [244]. This theory exploits that one
can use two methods to estimate the determining parameters in a system. One
could either use optimisation theory to compute the optimal parameters, or
one could statistically infer the parameters from experimental measurements.
If a system would thus be perfectly optimised, and if experimental noise would
not exist, these parameters should coincide perfectly. However, this optimality
test is much too strict. Therefore, the authors suggest to use the predictions




other words, parameter values that are closer to optimal are preferred when the
parameters are inferred from the experimental data. This might enable us to
combine optimisation theory with experimental data, also in metabolic networks.
For example, growth rate maximisation-based predictions of internal metabolic
fluxes may be combined with the measurement of exchange fluxes to infer the
actual distribution of internal fluxes.
The authors use one parameter, β, to determine how strongly the optimisation-
based prior is shaped by the optimisation theory; the parameter enables inter-
polation between two extremes: β = 0 returns a uniform prior (all parameter
choices are deemed equally likely), β =∞ corresponds to a fully optimised prior
(only the optimal parameter values are deemed possible). This parameter is now
used to devise a statistical optimality test. The null hypothesis proposes that
the system is not optimised at all, so that a prior with β = 0 is taken. The
alternative hypothesis states that the system is optimised at least to some degree,
so that a prior with β > 0 is taken. Now, both priors are used to find parameter
values that describe the data, and their results are combined. Without going
into further technical details, it can now be statistically tested if the prior with
β > 0 leads to a significantly better fit to the data than the prior with β = 0. If
so, this implies that the system is optimised. A related method even estimates
the precise value of the optimisation parameter β that is most likely, so that we
get some sense for the degree of optimality.
I wonder and hope that it is possible to use this approach in microbial
metabolism, because it is apparent from the review in Chapter 4, that we are
in sore need of quantitative tests of the predictions that are provided by large
metabolic models. We could use the internal metabolic fluxes as the parameters
in the system, and growth rate maximisation as the optimisation theory. Could
this be combined with large-scale datasets to test if cells significantly act as
predicted by the growth rate maximisation model? I see many opportunities
here, but also some problems. For example, in the large metabolic models we
usually have an enormous solution space (which in this approach would mean
an enormous parameter set), while datasets are usually not that large. Could
this approach still work under these conditions?
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Constraint-based optimisation and elementary mode ana-
lysis complement each other in unveiling a microbe’s meta-
bolic capabilities
The study of steady state metabolism can be roughly divided in two approaches:
constraint-based optimisation and elementary mode analysis [27]. Both of these
approaches can be used to investigate the steady state flux cone. The flux cone
is determined by the stoichiometry of all reactions that a cell can catalyse, and
comprises all combinations of reactions (flux vectors) that lead to a steady state.
As such, it can be seen as describing all metabolic capabilities of an organism.
For genome-scale networks, the flux cone is a high-dimensional object, so
that we need computational methods to study it, see [27] for a review. The
most commonly used method is constraint-based optimisation, of which the best
known instance is Flux Balance Analysis (FBA). In these methods, a linear
objective function, usually one or a combination of reaction rates, is maximised,
and the optimal flux vector is returned. One run of such an optimisation problem
thus returns one point in the flux cone. FBA-based methods have been very
successful, for example when used for prediction of strain evolution [4], or the
design of industrially relevant microorganisms [258].
An inherent disadvantage of an optimisation-based method is that one does
not get a full overview of the metabolic capabilities of the cell, because only one
point of the high-dimensional flux cone is returned. Moreover, in most models,
the optimal solution is not even unique: many alternative flux vectors can lead
to the maximal objective flux [2]. These methods thus give a limited description
of the possible metabolic states of a cell. Moreover, the one state that is returned
is highly dependent on the precise choice of the objective function. Various
methods have been developed that solve a series of FBA-problems to obtain a
more complete description of the flux cone [179], [259], [260], but the flux cone
is usually too complex to get a full description via these methods.
A full description of the flux cone can be obtained through the computation
of Elementary Flux Modes (EFMs). The set of EFMs is defined as the unique,
minimal set of flux vectors that together span all possible metabolic flux vectors
(where we have assumed for simplicity that all reactions in the network are
irreversible; the more general case is described in Chapter 2 and in [261]). The
EFMs can be seen as a set of minimal building blocks of the full metabolic
flexibility of a microorganism. They can for example be used if one wants to
study the structure, robustness, regulation or fragility of a network [27].
Next to describing the metabolic capabilities of a specific organism, Ele-




plete set of independent degrees of freedom of metabolism. To see this, let
{EFM1, . . . ,EFMN} be the complete set of EFMs. The EFMs are independent
because any nonnegative combination of the EFMs will lead to a steady state flux
through the metabolic network. The set of EFMs is complete because all possible
steady state flux vectors, v, can be described as a nonnegative combination of
the EFMs, i.e., there are λi ≥ 0, such that
v = λ1EFM1 + · · ·+ λNEFMN . (8.2)
This property is very useful for two reasons. For the first reason, suppose that
we want to mathematically prove something about an arbitrary flux state, v.
Since this arbitrary state can be decomposed as a nonnegative combination of
the elementary modes, knowledge about its composing elementary modes can be
translated to knowledge about any flux vector. We have used this in the proofs
presented in Chapters 2 and 3.
Second, the interpretation of Elementary Modes as independent degrees
of freedom can be related to cellular regulation. In Chapter 3 we found the
elementary modes of self-replication: where Elementary Flux Modes are the
minimal building blocks of metabolism (Chapter 2), Elementary Growth Modes
(EGMs) are the minimal building blocks of self-replication (Chapter 3). An
Elementary Growth Mode gives a minimal set of enzymes that a cell should
express to grow steadily. The expression of which EGMs are expressed, rather
than the expression of which individual enzymes are expressed, might thus reflect
the regulatory decisions that a cell has to make.
A disadvantage of elementary mode analysis is that the complete set of
elementary modes grows very fast with the size of the metabolic network [152].
As a consequence, the EFMs cannot be computed for genome-scale networks.
For this reason, elementary mode analysis has focussed on smaller networks, or
on finding subsets of EFMs [2], [153]–[156], [158]–[165].
In summary, both constraint-based optimisation and elementary mode analysis
describe the metabolic capabilities of cells in steady-state, but both methods
cannot provide an exhaustive description for genome-scale models. Still, both
of these methods are very useful in studying metabolism, and largely comple-
ment each other. I think that an important opportunity lies in combining the
approaches. First, constraint-based optimisation can be used to find the optimal
state of metabolism. Then, the elementary modes (or a relevant subset of these)
can be used to understand why this state was optimal. Such an approach is for
example taken in [178]
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Alternatively, more efficient descriptions of the metabolic capabilities of mi-
crobes can be sought after. In Chapter 5 we presented ecmtool, a computational
tool that enumerates Elementary Conversion Modes (ECMs, [52]). These modes
describe all possible overall conversions from nutrients to products and cell
growth that a cell can catalyse. The information about which reactions lead to
these conversions is ignored in the end result, which results in a much smaller
number of ECMs than EFMs. As a consequence, ECMs can be enumerated on
larger networks than EFMs.
Although ecmtool can describe all metabolic capabilities on larger networks
than ever, my hope is that others will join us in scaling ECM-enumeration even
further. There are several promising steps that can be taken. For example, we
have already implemented an iterative ECM-enumeration strategy that computes
the ECMs of subnetworks and then combines these to get the full set. This
method is currently not faster than the ordinary enumeration method, but we
have not optimised the choice of subnetworks yet. Further, we have considered,
but not yet implemented, the use of GPUs to speed up ECM-enumeration. The
ultimate goal is that ECM-enumeration is possible for metabolic networks of any





What is the ideal model to study microbial metabolism?
In the study of microbial metabolism and cellular growth, several modelling
approaches can be taken. For example, we can use core models that do not
attempt to make quantitative predictions, but rather try to capture the basic
principles, such as [38], [61]. Other coarse-grained models do attempt to make
quantitative predictions by measuring many of the input parameters, for example
[34], [63], [83], [262]. Probably the most popular approach of the last decade uses
genome-scale models. These models involve many parameters and can usually
quantitatively reproduce experimental data, see [100], [263]. It is unclear which
of these approaches is best to study microbial metabolism. The short answer
to this question is, as to any question in science, “it depends”; an attempt at a
longer answer can be found in the sections below.
What is the optimal level of detail in a model?
The level of detail in a metabolic model will determine its size, number of
parameters, computational complexity, and its specificity for an organism. This
level of detail therefore strongly determines what a model can be used for. The
detail in a model should thus be tailored for every application.
To support the theoretical results, I have presented several concrete models
in this thesis. These concrete models can all be considered core models. These
type of models are not made with the intention of making quantitative predic-
tions, but are used to study and illustrate a certain qualitative phenomenon. For
example, the models of overflow metabolism that we presented in Chapter 2, were
originally developed to illustrate the extremum principle that was already proven
mathematically: the number of growth-limiting constraints bounds the number
of flux-carrying Elementary Flux Modes. Making a model purely for illustration
purposes may seem like a futile effort if the result is already mathematically
proven. I have experienced, however, that it is by no means futile. First of
all, core models may point towards principles that were unknown before. For
example, the self-replication model by Molenaar et al. [38] pointed us towards
the definition of Elementary Growth Modes (Chapter 3), and the core models
of overflow metabolism sparked the development of the cost vector formalism
(presented in Chapter 2). Second, working out an illustration of a mathematical
theorem may add nuance to this theorem that can as of yet not be proven. The
extremum principle of Chapter 2 implies that two growth-limiting constraints
lead to the expression of at most two EFMs. However, from the mathematical
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argument, it seemed probable that this inequality would almost always be an
equality: two growth-limiting constraints should cause the expression of exactly
two EFMs. The core models however showed that this was not true: often only
one EFM was expressed while two constraints were growth-limiting. This was
because the influence of varying metabolite concentrations was much larger than
we expected.
For theoretical purposes, these core models are often much better suited than
larger models. In most core models one can still track the influence that any
parameter has on the model results, while this is usually impossible in larger
models. This is exploited for example by Van Heerden et al., who use both a
detailed kinetic model and a coarse-grained model to study bistability in the
glycolytic pathway of S. cerevisiae [264]. The detailed kinetic model is used
to show that initial concentrations of metabolites and enzymes can determine
whether a yeast cell survives a sudden transition to a glucose-rich environment.
The coarse-grained model is used to truly understand the mechanism underlying
this bistability, and to explain how it is possible that many yeast cells are rescued
by the seemingly futile hydrolysis of ATP.
That it is much harder to understand large-scale models is clearly shown in
our review of the different overflow metabolism models (Chapter 4): we reviewed
14 different models that explain the same phenomenon, and they all turned
out to be based on the same mathematical principle. Still, this principle was
not apparent from these models, often because it was clouded by the modelling
details. It took the theoretical understanding that we gained from theory and
core models to lay bare that the different competing explanations actually largely
agreed with another.
Core models also have disadvantages, mostly because some biological phe-
nomena are inherently linked to the size of the metabolic network and the
large number of different cellular compounds. In particular, large networks can
average out the quirks of individual reactions, and a large number of compounds
diminishes the indirect effects that different compounds have on each other.
For example, in Chapter 3 we describe how the synthesis of each enzyme is
proportional to the fraction of the ribosome pool that is currently synthesising
this enzyme, and that this fraction may well be determined by the relative
abundances of mRNA. Say we now make a model of this system, and let’s say
we want to double the synthesis rate of one enzyme. In a large model we could
double the production of the corresponding mRNA. Since this would have a
negligible effect on the total mRNA-pool, this would lead to a doubling of the
relative abundance of the mRNA, and thus to a doubling of the enzyme synthesis




one mRNA would lead to a large increase in the total mRNA-pool. This has two
consequences: the relative abundance of this type of mRNA does not double, and
all relative abundances of the other mRNA-types decrease significantly. These
interdependencies might be present in realistic cells, but surely they will not be
as decisive as in these core models. For these reasons, it is always important to
analyse if such effects affect your conclusions. In this specific case, we could solve
the issue by introducing an additional dummy-enzyme that had no metabolic
function but still took up ninety percent of the mRNA- and enzyme pools.
Another type of model that is often used has a more phenomenological nature
[34], [63], [83], [262]. In contrast to the purely theoretical core models, these
models can make quantitative predictions, but are less directed at deriving how
the observed microbial behaviour arises from basic principles. Instead, these
models try to capture and describe the relations between the observed variables.
Such models typically contain few variables and parameters: just enough to
describe the available data. Paradoxically, these models have been, in my opin-
ion, the most successful in providing understanding of microbial metabolism
and growth. By capturing complex microbial behaviour in only a few linear
relationships between variables, the behaviour is simplified enough to lay bare
potential fundamental principles. For example, models like these have unveiled
that many cellular variables (concentrations and reaction rates) scale linearly
with the cellular growth rate [13], [62], [63]. Especially important have been the
models by the Hwa research group, mostly because this research group uses the
phenomenological models to design experiments that uncover a bit more of the
underlying mechanisms.
One could say that the phenomenological approach tries to understand
systems top-down, starting from observations and probing the underlying mech-
anism, in contrast to bottom-up approaches that start from known mechanisms
and try to derive microbial behaviour. I am personally convinced that these
two types of models should be combined often. A beautiful example of the
synergy of a phenomenological model and a mechanistic underpinning is the
study of an ideal gas. The ideal gas law describes the relation of the pressure,
volume and temperature of gases in many conditions. The first version of this
law was already discovered in 1656 by Boyle and Hooke after they had built an
air pump [265]. It took two more centuries, and the contributions of famous
scientists like Bernoulli, Clausius, Maxwell and Boltzmann, to derive the law
from first principles. Clearly, it was much easier to find the phenomenological
law, and in the two centuries that only the law was known it was already used
in many applications, in particular to build steam engines. The phenomeno-
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logical approach thus led to applications, and probably also to inspiration for
the development of statistical thermodynamics two centuries later. Part of the
work in this thesis, in particular Chapters 2 and 3, can be seen as an attempt to
provide explanations from first principles for phenomenological laws. History
indicates that we have followed a logical process in science. A challenge for
theoreticians that seek explanations from first principles is that the need for
these explanations is not always seen by others when the experimental obser-
vations can already be described with a phenomenological model. On the long
term however, a deeper understanding of a system might give rise to applica-
tions that could not have been imagined based on the phenomenological relations.
For now omitting all models of intermediate sizes, the last type of model that I
will discuss are so-called genome-scale models [100], [263]. These models start
from a comprehensive set of cellular building blocks, for example all enzymes
encoded on a genome, and attempt to predict metabolic behaviour. These
models can be very useful when studying the specific properties of a species. For
example, these models can be used to complement experimental data: when
some exchange rates of metabolites are known, genome-scale models can be
used to infer the internal reaction rates that lead to these exchanges [27]. In
addition, the metabolic capabilities of a microorganism can be studied without
the necessity of experimental observations. This can either be done by full-scale
enumeration of its elementary (conversion) modes (described in Chapter 5), or
by probing its metabolic landscape using optimisation methods [179]. This can
for example be used to design optimised culture media for the microorganism of
interest [259]. Alternatively, the effects of genetic perturbations on the cell can
be predicted, such as the effect of knocking-out specific genes [266]. This can be
very useful in engineering cells that produce a specific product of interest, see
for example [258], [267], [268].
When these large-scale models are used, one needs to take great care in inter-
preting the results. The models are often so large that they contain thousands of
variables and hundreds of parameters. As a consequence, it has great flexibility
in reproducing experimental data. Therefore, one can usually not conclude that
any of the model assumptions is correct, purely from the agreement of measured
data and model predictions. The success of the model in reproducing the data
should be seen as a necessary but not sufficient condition for the conclusion
that the model assumptions reflect the biology. This problem can be somewhat
alleviated by not only using the model to reproduce data, but also to design
experiments and predict their outcome.




ing metabolic behaviour. Because these models are usually specifically tailored
for one organism, it provides an ideal tool for structurally gathering and analys-
ing large-scale experimental data sets. High-throughput experimental methods
like transcriptomics, proteomics, metabolomics and fluxomics, provide an almost
incomprehensible amount of data. Genome-scale models form the ideal template
to merge these different types of data in order to get a complete description of
the investigated microorganism [269].
In the end, the optimal level of detail in a metabolic model is largely de-
termined by the intended results. Very specific properties of a microorganism
may depend on its precise set of cellular building blocks, and these properties
might thus best be studied by genome-scale models. If one is interested in a min-
imal quantitative description of a microorganism’s behaviour, phenomenological
models may be the best option. Core models are usually the best candidate
when the aim is to understand why a certain qualitative phenomenon arises
from biochemical building blocks. For all models, it is of great value to have
a firm grip of the exact mathematical problem that is solved, as this can aid
the modeller in distinguishing fundamental truths from artefacts of the model.
Usually, the mathematical optimisation problem can be written down in only a
few equations, while it clarifies a lot of the model behaviour, see for example the
Supporting Information of [40]. This is one of the reasons that we have written
down the mathematical fundaments of all optimisation-based models of overflow
metabolism in Chapter 4.
What is the true nature of the constraints that limit microbial growth?
Many models that attempt to describe microbial metabolism and growth are
so-called constraint-based models. The simplest kind of constraint-based models
impose flux constraints, i.e., it is assumed that certain reaction rates can not
be higher or lower than a specific value [100]. These constraints are very useful
when the model is used as an inference tool: some reaction rates are known from
experimental measurements and can thus be fixed, the model then infers which
values for the other variables are consistent with the measurements. However,
when we build models to truly understand why certain microbial behaviour
emerges, flux constraints are less favourable, mostly because flux constraints
are usually consequences of another constraint, and not themselves related to
fundamental biophysical limits. Almost all reaction rates can be increased by
increasing the concentration of the catalysing enzyme, so that a flux constraint
is often due to a constraint that bounds the enzyme concentration. Exceptions
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to this rule might be flux constraints that capture a diffusion limit.
Enzyme constraints are better suited than flux constraints to capture the
optimisation problem that must be solved by cells in order to efficiently grow
and reproduce. However, also when we use enzyme constraints, we should think
about the biophysical limits that underlie these constraints. There is no apparent
reason that a specific enzyme concentration should be limited, but it is inevitable
that there is an upper bound to the total density of enzymes in a cellular
compartment [36], [257]. Dill et al. even propose that the enzyme-densities in
cellular compartments are limited from below, because colliding rates between
molecules would be too slow if the cell were less densely packed [257]. Following
this reasoning, any cellular compartment would give an equality constraint that
limits the density of enzymes. These are the most fundamental constraints that
are currently used in constraint-based models [38], [61], [263].
Although compartment-based limits on enzyme concentrations are already
much closer to biophysical limits than flux constraints, it is important to note
that a cell might be able to vary the relative sizes of these cellular compartments.
For example, we could model a cell by limiting the number of enzymes that it
can express in its membrane and in its cytosol, but what if the cell could change
its area-to-volume ratio? This area-to-volume ratio might again be limited by
another constraint, which should thus be taken into account. Molenaar et al.
[38] for example implemented this physiological flexibility by using a ‘shape
parameter’.
In Chapter 4 we concluded from reviewing several modelling methods that
many different kinds of constraints can reproduce the same experimental data.
Therefore, the successful reproduction of data usually does not prove that
the assumed constraints are truly limiting the growth of microorganisms. For
example, a constraint on the production of Gibbs energy was used to explain
overflow metabolism [32], but it is unclear why this constraint exists and why
this constraint would be more pressing than the more conventional proteome
constraints. To truly uncover which constraints are limiting microbial growth,
experiments have to be done. In particular, experiments that can distinguish
which of the proposed constraints is truly growth-limiting. In Chapter 3 we





Do the exact enzyme kinetics matter?
High cellular growth rates require the chemical reaction rates to be high. Reaction
rates can often be described by the expression
vi = eikcat,ifi(x), (8.3)
where vi is the i-th reaction rate, ei the concentration of the catalysing enzyme,
kcat,i the catalytic rate of a fully saturated enzyme, and fi(x) is often called the
saturation function (even though this term is not entirely correct if the reaction
is reversible). The saturation function is determined by enzyme kinetics [43] and
may depend nonlinearly on the concentrations of all interacting metabolites. The
saturation of an enzyme can in principle be determined by the concentrations of
many different metabolites, for example through substrate activation, product
inhibition or through feedback loops. In addition, some metabolites are used
by many reactions, so that some metabolite concentrations may have effects on
saturation functions throughout the metabolic network. Therefore, accounting
for these nonlinear saturation functions can turn growth rate maximisation into
a highly complex optimisation problem. Both the enzyme concentrations and
the metabolite concentrations have to be tuned to use the available resources
as efficiently as possible, but increasing a single metabolite concentration might
saturate one enzyme, but inhibit another.
To avoid having to solve this complex problem, and because the precise form
of the saturation functions are often not known, many modelling approaches
assume that the saturation functions are fixed: fi(x) = ci. This seems like
a very strong and unwarranted assumption, but these models still seem to be
perfectly capable of capturing the observed metabolic behaviour. Experimental
data is often surprisingly simple, being dominated by linear relations between the
cellular growth rate, the enzyme concentrations and the reaction rates. These
results indicate that the nonlinearity of the saturation functions does not strongly
influence cellular metabolism, even though it is still unclear how this is possible.
One putative explanation for the seemingly limited influence of enzyme kin-
etics on metabolism is given by Bennet et al. [270]. The concentrations of more
than 100 metabolite concentrations were measured in Escherichia coli and it
turned out that most concentrations were high enough to saturate the enzymes.
In other words, the metabolite concentrations x were such that the saturation
functions, f(x) were almost maximal. In this saturated regime, the reaction
rates are often relatively insensitive to changes in the metabolite concentrations.
This would imply that the metabolite concentrations have a limited effect on the
reactions in which they are involved. Thus, the concentrations of metabolites are
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high enough not to matter. However, it remains to be seen if this observation
is generally true across different species and conditions. There is already some
evidence that this is not always true in Saccharomyces cerevisiae [271]. Even if
metabolite concentrations are always saturating the enzymes, it is still unclear
what causes the concentrations of metabolites to be this high? Is this caused by
natural selection, because high metabolite concentrations generally lead to high
growth rates? Or were these metabolite concentrations selected exactly because
it limits the influence of metabolite concentrations, since it might make the cell
more easily controllable?
In an attempt to capture the influence of enzyme kinetics, we have not ig-
nored or approximated enzyme kinetics in our theoretical considerations in this
thesis. As a consequence, the function fi(x) has often been the major obstacle
when we tried to mathematically prove conjectures. The problem is that we
know too little about the general shape of the saturation functions, so that we
can always find counter-examples to the theorems that we attempt to prove by
taking a very specific function for fi(x).
For example, in Chapter 2 we claimed that overflow metabolism was caused
by two growth-limiting cellular constraints. We were interested in how the
production rate of overflow products would change when one of these constraints
was perturbed. Knowledge of how this rate would change, would enable us to
conclude from experimental data if a candidate constraint was in fact limiting
cellular growth. Specifically, we wanted to prove that tightening one constraint
would increase the production of overflow products, while tightening the other
constraint would decrease this production. This was easy to prove when we
approximated the saturation functions as constants, but without this assumption
we could only complete the proof for a specific case and we needed a much more
advanced mathematical argument. Still, I am convinced that this response is
shown in all biologically relevant cases, but I do not know of a way to prove it.
Another example: with increasing growth rates, L. lactis shifts from a
substrate-efficient pathway (mixed-acid fermentation) to a less efficient pathway
(homolactic fermentation) [80]. While the metabolic flux was gradually rerouted
from one pathway to another, Goel et al. showed that the enzyme concentrations
remained more or less constant. Because proteins were thus not reallocated, the
authors concluded that this shift in metabolic strategy could not be explained
by efficient resource allocation. I must admit that I believe this explanation, but
I do not agree that the provided proof was sufficient. To support my argument,
I presented a small resource allocation model in Chapter 2 that reproduces this




proves that the metabolic shift could in fact be explained by efficient resource
allocation. To make this model, we had to use a very specific form of the
saturation functions. Again we see that the saturation functions can be so
general that it becomes very difficult to prove a point.
Both of these examples are meant to indicate the difficulties that including
enzyme kinetics in metabolic modelling can bring. These difficulties seem to be
larger than necessary, since almost all experimental data can also be explained
without including nonlinear enzyme kinetics. I personally suspect that much
of the complexity just averages out: when the saturation function of only one
enzyme shows very nonlinear behaviour in a certain situation, while the rest of
the enzyme saturations remain constant, would that really have a measurable
effect on the whole cell? Probably not. The question remains how we can
account, in mathematical modelling and proofs, for these averaging effects of
metabolic networks. Our small models cannot capture this averaging effect, but
in large models we cannot incorporate complicated enzyme kinetics. It might
be a possibility to constrain the saturation functions somewhat. We could for
example use the “convenience kinetics”-rate laws introduced by Liebermeister
and Klipp [272]. I cannot yet say if this really facilitates our analysis though.
Is metabolite dilution by growth negligible?
In the vast majority of metabolic models, the steady state constraint is imposed:
Nv = 0. This assumes that metabolite concentrations should remain constant,
and that this can be achieved by balancing the production and consumption of
metabolites exactly. However, say that we have a cell with a volume of 1 microliter
that contains 100 copies of metabolite A, so that we have a concentration of
100 particles per microliter. Let us now assume that this metabolite is neither
consumed, nor produced. According to the steady state constraint, the metabolite
concentration should thus remain constant. However, what if the cell is growing?
After some time, the cell will have grown to a volume of 2 microliter, but still it
only has 100 copies of metabolite A, so that the concentration has dropped to
50 particles per microliter. This example shows that a metabolite concentration
can only remain constant if its production is slightly larger than its consumption,
such that the dilution by growth is countered.
In our study of self-fabrication that I presented in Chapter 3, we did not
ignore dilution by growth. This did make the theoretical analysis a lot harder,
but not infeasible. For computational models, however, accounting for metabolite
dilution is almost impossible. This is because the rate of dilution is proportional
to the current concentration of the metabolite, and most modelling approaches
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do not keep track of these concentrations, so the dilution rate is unknown. The
question is thus if this effect is really important enough to warrant a new type
of models that is able to account for it.
Let us do a quick and dirty calculation, using fructose-1,6-bisphosphate
(F16bP) as a case study. This glycolytic intermediate is reported by Bennet et
al. [270] to have concentrations in the range of 1.5 · 10−2 mol/liter. Assuming
a growth rate of 0.8 per hour, this gives a dilution rate of 12 mmol/(liter ·
hour). A typical glycolytic steady state flux that passes F16bP seems to be
about 3000 mmol/(liter · hour) [273]. This means that the rate at which F16bP
is produced and consumed is more than 2000 times as large as the rate at
which it dilutes. Therefore, we can safely assume that the dilution of F16bP is
negligible. In general, it will be safe to ignore the dilution of intermediates of
central metabolism. It might be different for molecules that are not constantly
converted. This is accounted for in most constraint-based modelling approaches
by coupling the production of such macromolecules directly to the production of
biomass in traditional FBA-models [100], and to growth in the larger Metabolism
and Expression models [263]. It must be noted that this implicitly fixes the




Assets and challenges of single cell systems biology
In this thesis we have taken a systems biologist’s approach to study cellular
growth and metabolism. Several times during my PhD-research I have felt
fortunate to have ended up in a field with so many opportunities, although there
are clear challenges as well. I would like to use a few sections to explain why.
Systems biology might be the ideal field for studying emergent phe-
nomena
Self-fabrication arising from the microscopic interactions of simple compounds
is an emergent phenomenon. A phenomenon can be called emergent when it
is shown by a system, but not by any of the system’s parts on their own. The
study of such emergent phenomena has always intrigued me, and is not unique
to microbiology. The research project for my Masters degree was related to the
idea that gravity might emerge from microscopic degrees of freedom [274]. The
laws of thermodynamics emerge from the statistical behaviour of large numbers
of particles [275], and the human mind arises from interactions of many neurons.
On a larger scale, orderly behaviour emerges in ant colonies, from birds flocking
together, or from cyclists forming pelotons [276], [277]
Although not unique in studying emergence, it might be that microbiology is
one of the most accessible fields to study it. The microscopic elements (single
enzymes, genes or cells) can be perturbed and the macroscopic phenomena
(the behaviour of a cell or a population) can be measured. All this can be
done using high-throughput methods that are constantly getting better. In
contrast, it is extremely hard to measure anything about the deeper nature
of gravity, and it is unethical to perturb flocks of birds and groups of cyclists
too much. This combination of being able to perturb and measure allows for a
cycle of measuring, proposing theories, and then trying to falsify the theories by
perturbation experiments. It is this cycle that hopefully leads to microbiology
becoming a predictive science one day, and to a deeper understanding of emergent
phenomena.
Systems biology is the field that explicitly studies emergent phenomena in
microbiology. Westerhoff and Alberghina for example state that the central
paradigm of systems biology is “that much of biological function arises from the
interactions of macromolecules” [278]. Hofmeyr later added a mantra to this:
“Nothing in an organism makes sense, except in the light of context.” [279].
Taking a systems biological approach to study microbiology might thus well
be ideal for one interested in emergent phenomena.
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It is incredibly hard to truly combine experiments and theory on
equal footing
In my opinion, the most beautiful results in systems biology are obtained when
theory and experiments are combined to unveil a fundamental principle that
shapes microbial behaviour (see [264] and [211] for beautiful examples). It is
immediately also one of the biggest challenges to combine experiments and
theory on an equal footing. It is satisfying for the theoretically inclined to fit
their pet theory to existing data, just as it pleases the experimentally inclined
to generate a dataset with their pet instrument and then think of a theory that
describes it. Both of these combinations of theory and experiment have some
benefits, but do not fully exploit the potential synergy that one would hope for.
The reason that this synergy is rarely found is probably because it is very difficult.
When I attend a presentation of an experimentalist, I usually become extremely
optimistic. The possibilities seem endless: measuring almost all metabolite con-
centrations in living cells, creating all kinds of knock-out strains in an automated
process, and other things that I can usually barely comprehend. Yet, these
talks do not often end with an important new insight, so that the theoretical
implications of all this experimental power seems rather limited. Often, there
is just no open question that can be readily answered with the experimental
technique.
When I attend a presentation of a theoretical or computational biologist,
I usually am very interested. Most of the times, the presentations present a
creative new model that can explain everything that has been measured. Yet,
these talks do not often end with convincing evidence that this model is better
able to describe the biological phenomena than existing models. Ideally, you
would like to see a prediction of the theory that can be tested in an experiment.
This experiment should be able to distinguish the new theory from the existing
theories. Otherwise, if all theories agree on the predicted outcome, they are
either all false, which is somewhat useful to know, or they are all right, which
is not useful at all. However, despite the existing experimental skills that are
usually mentioned by experimentalists, the ideal experiment is almost always
infeasible.
During the work that I presented in Chapter 2, I experienced this gap between
theory and experiments myself. After we had mathematically proven the ex-
tremum principle, we were looking for a way to test the theory experimentally.
The major novelty of our theory lies in the focus on several enzyme constraints as




flow metabolism was caused by the combined effect of a cytosolic constraint and
a membrane constraint. Aided by the cost vector formalism that we developed,
we could predict the effect that a perturbation of the membrane constraints
would have if our suspicion was correct. Guided and supervised by a colleague,
Coco van Boxtel, we tried to find a way to perturb the membrane constraint.
This could for example be done by forcing the cells to express non-functional
proteins in its membrane. Unfortunately, despite our efforts and our requests for
help at several other research groups, we did not succeed in performing the ideal
experiment. The theory was published for what it was: a new theory that is in
line with all existing experimental data.
It thus seems very hard to combine experiments and theory in a way that
they truly complement each other. On the one hand it is relatively easy to do
experiments that generate a lot of data. This is simply because the research
question is not yet specific, so anything that is measured is a success, and
anything that is not measured is not a failure. This changes when one wants to
measure something specific; then it turns out that chances are quite high that
this specific thing is precisely something that cannot be measured. On the other
hand, it is relatively easy to build models or theories that fit with datasets that
are already known. But to start with a theory and to come up with a feasible
experiment that tests it, is way harder. In my opinion, this challenge keeps
microbiology very interesting, but also still a long way from being a predictive
science.
Too much in (macro)biology makes sense in light of evolution
For this section title, I misused the popular quote by Theodosius Dobzhansky:
“Nothing in biology makes sense, except in the light of evolution” [280]. Although
this quote was originally used as the title of an essay that criticised creationism,
its words also reflect how I viewed biology before I started this PhD-research.
For me, as a mathematical physicist, biology was dauntingly complex, but the
knowledge was comforting that I could find an evolutionary explanation for any
biological feature. The problem is that if this is true, you can indeed find an
explanation for anything, even for contradicting things.
I can recommend it to anyone as a pastime during a boring birthday party:
make someone choose their favourite biological observation and find an evolu-
tionary explanation; then, find a new evolutionary explanation for the exact
opposite. During a hiking trip, I for example wondered why grasshoppers, when
you approach them, do not jump away but rather sit very still. My evolutionary
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explanation was that the grasshopper would attract much attention from predat-
ors by moving, so that it can better just sit still and pray for a happy ending. I
was quite satisfied with my explanation, until I realised that I could have found
an equally credible explanation for the grasshopper not sitting still. If evolution
can explain both behaviours, then what does it bring us?
Viewing the world in light of evolution can be used to understand living
systems. However, to test our new understanding we should be able to test
our evolutionary explanations. This is often impossible in macrobiology, while
microbiology offers much more opportunities. An important advantage of micro-
biology is that we can accurately monitor the fitness of individuals: if we grow
cells in a static environment, natural selection will drive the population to high
instantaneous growth rates. This fitness objective is closely related to the cell’s
phenotype: almost any change in a cell’s behaviour will affect its growth rate.
Finally, we can even perturb the cells to create strains with different strategies,
and register the effect it has on their growth rate. As such, single cell biology is





An attempt at an optimistic outlook
In this discussion I have mentioned several challenges that we face in the study
of microbial metabolism and growth. Some conjectures cannot be proven, some
convenient modelling assumptions are not entirely reasonable, some experiments
are infeasible. Still, the field is constantly on the move, and what is currently
challenging may be standard practice in a decade from now. Experimental
methods are continuously improving, so that maybe, someday, I will suggest
an experiment that can actually be successfully executed. Simultaneously, the
computational power of computers is growing, so that unreasonable, simplifying
model assumptions may be stripped more and more.
Microbiology might benefit a lot from the influences of different fields. Stat-
istical physicists already have some experience in studying emergent properties.
Particle physicists must all be experts in designing specific experiments that
can test if a theory is significantly false. Mathematicians from the fields of
probability theory and stochastic differential equations might have ideas on
how to study populations of slightly different individuals in an environment
that changes randomly. Control theorists might aid by categorising the control
mechanisms that a cell exploits, or by designing mechanisms bottom-up and
then comparing these with the cell’s solution. In microbiology, there is room
and necessity for all these disciplines to fuse, and I already look forward to the
beautiful science that will emerge.
For now, I can only be grateful for the amazing world of microbes. A world
that gives rise to a research field that is full of open questions, to a land of
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This thesis reports on my theoretical search for principles underlying single cell
growth, in particular for microbial species that are selected for fast growth rates.
I tried to understand how microorganisms can be very efficient at self-fabrication
and self-adaptation, whilst their elementary building blocks are so simple. The
most important insights that were found are shortly described below.
Self -fabrication is not much harder than product-fabrication. We
tried to understand the metabolic pathways that lead to balanced self-fabrication.
The metabolic pathways that produce some combination of cell-components
were already well-described: Elementary Flux Modes (EFMs) are minimal sets
of metabolic reactions that lead to steady-state production. However, cells that
produce their own combination of cell-components solve a more difficult, circular,
problem. This is because each expressed enzyme may aid in the production of
cell components, but it should also be produced itself. Still, in Chapter 3, we
could identify the minimal enzyme expression patterns that can lead to cellular
growth, which we called Elementary Growth Modes (EGMs). The most beautiful
result was that cellular biochemistry turned out to exactly meet the conditions
under which EGMs are well-approximated by EFMs. This implies that cellular
self -fabrication is not very different from product-fabrication, which makes it
easier for cells to achieve.
Maximal growth rate requires minimal metabolic complexity. The
Elementary Growth Modes can be seen as minimal metabolic strategies that
support growth; each combination of EGMs describes a metabolic phenotype
that leads to steady self-fabrication. Since a genome-scale metabolic network
comprises a huge number of different Elementary Growth Modes, the pheno-
typic flexibility of cells is almost incomprehensible. This seems to contradict
experimental data, which is dominated by simple linear relations between the
growth rate, the metabolic fluxes and the enzyme concentrations. In Chapters
2 and 3 we show that this simplicity might be due to natural selection. We
investigated a cell that maximises its growth rate while it has a small number
of limited resource pools (constraints), such as a limited membrane area and a
limited cytosolic volume. We proved an extremum principle stating that such
growth-maximising cells should use a small number of EGMs. A cell that has
maximised its growth rate uses only those metabolic strategies that use the




number of limited resource pools. Thus, on the one hand, microbes have many
metabolic strategies at their disposal, which facilitates adaptation to a great
variety of environments. On the other hand, only few metabolic strategies should
be used when growing fast in a static environment, which might allow for simple
metabolic regulation.
Cellular behaviour is determined by few biophysical constraints. A
cell’s metabolic behaviour is determined by which Elementary Growth Modes
it expresses. The extremum principle that we derived highlights the influence
that cellular constraints (the limited resource pools) have on which combination
of EGMs leads to the fastest growth rate, and thus to the most evolutionarily
successful cells. Qualitative changes in microbial behaviour can therefore often
be traced back to a change in the set of constraints that limit growth. In Chapter
2 we illustrated this by studying overflow metabolism: microbes of various species
start using a lower-yield pathway in addition to a high-yield pathway when their
growth rate increases beyond a certain critical growth rate. With a small model,
we showed that overflow metabolism might start exactly at the growth rate at
which a second cellular constraint becomes growth-limiting. In Chapter 4 we
used our constraint-centred perspective to analyse all other optimisation-based
explanations of overflow metabolism, and found that all models agreed: overflow
metabolism starts when a second constraint becomes growth-limiting. That
many species seem to start overflow metabolism when they become limited by
two instead of one constraints confirms that microbial behaviour is likely shaped
by a small number of biophysical constraints. This means that although different
metabolic strategies seem hardly comparable because they can differ in the
expression of hundreds of enzymes, the only feature of the strategies that really
matters is how efficient they use the limited resources. Could this be used by
cells to select the optimal metabolic strategies out of many alternatives?
Microbial populations might adapt to environment-changes through
a stochastic, growth rate-dependent mechanism. Where the aforemen-
tioned extremum principle tells us that few elementary modes are used by a
rate-maximising cell, it does not tell us how the cell finds them. We know that
cells can use sensing and signalling enzymes to adapt gene expression in response
to a change in the environment. However, because the expression of sensing
enzymes takes up costly cellular resources, it is unlikely that such sensing-based
adaptation can be used for all changes between the many distinct environments




elementary mechanism might aid cellular adaptation. It was already known that
microbial populations can adapt when individual cells switch randomly between
phenotypes. We show that this stochastic adaptation mechanism becomes much
more efficient when the switching rates are growth rate-dependent. When a
cell grows slow, it should become explorative by switching phenotype often.
When a cell grows fast, it should stabilise by switching phenotype rarely. This
mechanism leads to a higher evolutionary fitness than sensing-based adapta-
tion when the number of possible future environments is large, or when the
environment changes infrequently. This makes it likely that natural selection
has selected growth rate-dependent phenotype switching for the adaptation to
rarely-occurring environments. A microbial population might therefore seem
to respond optimally to a change in the environment, while the individual cells
merely switch randomly between different metabolic phenotypes.
Apart from these theoretical results, I have presented two methods in this
thesis that might aid future investigations.
1. the cost vector formalism. We have proven that growth-maximising
cells express those elementary modes that use the limited resource pools
most efficiently. In Chapter 2 we exploit this by comparing the elementary
modes through their cost vectors. The cost vector of an elementary mode
captures how much is needed of each resource pool if this elementary mode
is used to produce one unit biomass. The dimensionality of these vectors is
thus determined by the number of different resource pools. As a result, the
cost vectors can often be plotted in a two- or three-dimensional figure. This
graphical formalism can be used to understand why certain elementary
modes are favoured over others. In addition, we show how the cost vectors
can be used to predict the results of experiments that perturb the sizes of
the resource pools.
2. Elementary Conversion Mode enumeration via ecmtool. Although
the EFMs and EGMs span all possible metabolic phenotypes that a cell may
have, their complete set cannot be computed for genome-scale metabolic
networks. This makes EFMs and EGMs less useful when we are interested
in the metabolic capabilities of a specific microbe. A better alternative is
given by the Elementary Conversion Modes (ECMs). These still provide
a full overview of the metabolic capabilities of a cell, but focus only on
the overall stoichiometric relations between nutrients, products and cell
growth. The advantage is that the number of ECMs in large metabolic




large networks. We implemented their enumeration in ecmtool, which is
presented in Chapter 5.
These methods will hopefully be used to study real biological problems in the fu-
ture. Personally, I have always been more interested in fundamental theory than
in applications; in understanding life, rather than in exploiting it. Still, it was a
big relief to discover that one of the theories actually ‘mattered’. In Chapter 7, I
shortly describe a collaboration in which we used Elementary Conversion Modes
to understand the symbiotic relationship between nitrogen-fixing bacteria and
their host plants.
I hope that the work in this thesis contributes a little bit to understanding
how self-fabrication and self-adaptation emerge from simple molecular interac-
tions. At the same time, I count myself fortunate that the largest part of this





Een doodgewone Escherichia coli-bacterie heeft minder dan een uur nodig om
een exacte kopie van zichzelf te maken. Deze bacterie leeft en groeit in onze
darmen, helpt bij de vertering van ons voedsel en voorziet ons van de essentiële
vitamine K. Hoewel onderzoekers deze bacterie in het laboratorium steeds weer
tot het uiterste uitdagen, blijven diens capaciteiten verbazen: E. coli kan groeien
op duizenden combinaties van voedingsstoffen en kan zelfs verrassend goed naar
voedsel toe zwemmen. Maar hoe bewonderenswaardig ook, deze scriptie gaat
niet alleen over E. coli. Ik noem deze zeer gewone bacterie om te laten zien dat
zelfs een ‘standaard’ bacterie al bijzondere capaciteiten heeft. Als ik in deze
samenvatting één ding mag overbrengen, laat het dan zijn dat een groeiende en
delende cel een wonderbaarlijk fenomeen is. Een fenomeen dat wij nog lang niet
volledig begrijpen, maar na dit proefschrift hopelijk een heel klein beetje beter.
Een proefschrift vol trucjes Aan de ene kant is het niet gek dat cellen
geavanceerde capaciteiten hebben. De cellen die we vandaag om ons heen zien
zijn het resultaat van een hele lange evolutie. Miljarden jaren lang zijn cellen
steeds een beetje veranderd in allerlei richtingen. Slecht-werkende variaties gingen
verloren, terwijl goed-werkende variaties de basis legden voor latere generaties.
Het is dus wel te verwachten dat hier iets bijzonders uit is voortgekomen, maar
het leven om ons heen is wel heel bijzonder. Het leven is zo bijzonder dat ik me
eigenlijk niet kan voorstellen dat het zomaar toevallig bij elkaar is verzameld.
Tenminste, tenzij er wat vereenvoudigende trucjes gebruikt zijn. Om uit te
leggen wat voor trucjes ik bedoel, gebruik ik een klein intermezzo over het getal
π.
Het toevallig bij elkaar verzamelen van π.
Zoals ik hierboven heb uitgelegd lijken groeiende cellen eigenlijk te com-
plex om het resultaat te zijn van een toevalsproces. Ik wil het hier graag
vergelijken met iets anders heel onwaarschijnlijks: het goed gokken van
800 decimalen van het getal π. De decimalen van π zijn volledig onvoor-
spelbaar, al kan ik de eerste 15 cijfers (3.14159265358979) onthouden
met het zinnetje: “How I want a drink, alcoholic of course, after the
heavy lectures involving quantum mechanics”. We kunnen uitrekenen




decimaal kan 10 cijfers zijn, dus dat geeft
10× 10× 10× ...× 10 = 109 mogelijkheden,
waarvan er maar één goed is. Stel dat we elke seconde een gok doen,
dan hoeven we op z’n langst slechts 32 jaar te wachten voordat we het
goed gokken. Als we 18 decimalen goed willen gokken, dan kost dan ons
maximaal 31 miljard jaar. Als we 800 decimalen van π willen weten, dan
zult u begrijpen dat dit erg lang gaat duren. Het blijkt dus inderdaad erg
onwaarschijnlijk dat een toevalsproces zomaar de eerste 800 decimalen
van π geeft.
Toch is het minder onwaarschijnlijk dan het lijkt, omdat een toevalsproces
ook via een omweg naar het resultaat kan leiden, via een truc dus.
Dik T. Winter, voormalig wiskundige en programmeur aan het CWI
in Amsterdam, schreef een minimaal programmaatje om de eerste 800
decimalen van π te berekenena. Het bijzondere is dat zijn computercode
maar 160 tekens lang is. Hoe lang zou het duren om per ongeluk deze
computercode op te schrijven? De computercode bestaat uit meer dan
alleen cijfers, het gebruikt ook letters en andere tekens, dus laten we het
ruim schatten en aannemen dat voor dit toevalsproces op elke plaats 60
tekens kunnen staan. Er zijn dan 60160 mogelijke programmaatjes van
160 tekens, en één daarvan geeft ons de eerste 800 decimalen van π. Dat
betekent dat we nu in 10277 jaar het werk kunnen doen wat anders 10791
jaar had geduurd. Het is nog steeds uiterst onwaarschijnlijk dat deze
computercode het resultaat is van een toevalsproces, maar het is al veel
waarschijnlijker dan het goed gokken van 800 decimalen.
Zo zien we dat het toevallig behalen van een bepaald eindresultaat
versneld kan worden als het toevalsproces leidt tot een trucje, in dit geval
de computercode, dat het behalen van het eindresultaat vereenvoudigt.
ahttps://cs.uwaterloo.ca/~alopez-o/math-faq/mathtext/node12.html
Als we dit intermezzo weer vertalen naar groeiende cellen kom ik op het volgende:
het is heel onwaarschijnlijk dat het leven om ons heen toevallig in elkaar is
gevallen, maar wat als het toevalsproces zelf tot principes, mechanismes en
gereedschappen (‘trucjes’) heeft geleid die datzelfde toevalsproces weer bespoe-
digen? Kunnen we een evolutionair pad uitstippelen van de vroege aarde tot
het huidige leven, waarbij elke stap redelijk waarschijnlijk lijkt? Als we zo’n




biologie een heel stuk beter. In dit proefschrift presenteer ik dan ook een aantal
van dit soort trucjes.
Een cel is een fabriek die fabrieken maakt De stofwisseling die in een
cel plaatsvindt wordt weleens vergeleken met een productielijn in een fabriek.
Grondstoffen (voedingsstoffen) komen naar binnen en worden met machines
(enzymen) verwerkt. Om van de grondstoffen uiteindelijk een bepaald product
te maken staan de machines achter elkaar geschakeld, wat we bij cellen een
metabool pad of netwerk noemen. De productielijn wordt streng in de gaten
gehouden door supervisors die hardwerkende fabrieksmedewerkers pauze geven,
en anderen opjagen als de productie achterblijft; in cellen wordt deze controle
metabole regulatie genoemd. Deze metafoor, hoewel soms nuttig om wat intuïtie
voor een bepaald probleem te krijgen, is een haast idiote versimpeling van wat
echt in een cel plaatsvindt.
Een échte cel maakt namelijk niet zomaar een bepaald product van een vaste
en continu aangevoerde combinatie grondstoffen. Een échte cel maakt zichzelf,
en doet dat in welke omgeving dan ook. Een cel is een fabriek die identieke
fabrieken maakt. Het doorrekenen van de consequenties van dit simpele besef is
denk ik de belangrijkste bijdrage van dit proefschrift. Vandaar dat ook op de
cover van dit proefschrift zelf-fabricerende fabrieken centraal staan.
Maar waarom is zelf-fabricatie dan zo lastig? Laten we eens proberen om
een zelf-fabricerende fabriek vanuit het niets te ontwerpen. Om het simpel te
houden beginnen we klein: met een baksteen uit de uiteindelijke muur van de
fabriek bijvoorbeeld. Omdat deze fabriek zichzelf moet kunnen maken, betekent
de aanwezigheid van de baksteen dat er ook een oven moet zijn waarin de
stenen gemaakt worden. Laten we zeggen dat de oven een metalen constructie
heeft. Onze zelf-fabricatie-eis bepaalt dan direct dat we ook een metaalgieterij
moeten hebben. Maar deze metaalgieterij moet ook weer gemaakt worden, en
daar hebben we dan waarschijnlijk weer een grotere oven voor nodig. Verder
hebben we natuurlijk energie nodig die de ovens verwarmt, we zouden kolen
naar binnen kunnen rijden, maar daar hebben we dan wel lopende banden voor
nodig. Die lopende banden worden aangedreven door elektriciteit, maar we
hebben alleen nog energie in de vorm van kolen, zullen we dan toch ook maar
een stroomgenerator toevoegen?
Uiteraard zijn er handiger manieren om een zelf-fabricerende fabriek te maken,
en ik wil ook niet zeggen dat het onmogelijk is. Wat ik duidelijk wil maken is
dat elke component die men aan de fabriek toevoegt, ook meteen weer gemaakt




nieuwe machines worden toegevoegd, en die moeten vervolgens ook weer gemaakt
worden. Dit geeft een lastig circulair probleem, waarbij elke stap richting het
doel het doel verder weg plaatst. Een beetje als een hond die achter zijn eigen
staart aan zit.
In Hoofdstuk 3 beschrijven we dit zelf-fabricatie probleem voor cellen. De
meest interessante bevinding vond ik het volgende trucje: zelf-fabricatie wordt
veel eenvoudiger als alle componenten uit ongeveer dezelfde bouwstenen bestaan.
Als alle mogelijke machines opgebouwd zijn uit een aantal basis-bouwstenen,
dan hoeft niet voor elke toegevoegde machine gelijk een heel productieproces
toegevoegd te worden. Er moeten weliswaar wat meer bouwstenen geproduceerd
worden, maar niet compleet nieuwe bouwstenen. Dit is (enigszins kort door de
bocht) wat cellen hebben gedaan. Alle machines (de enzymen) zijn bijvoorbeeld
opgebouwd uit aminozuren. Heeft de cel een bepaald enzym extra nodig, dan is
dat geen probleem want de aminozuren daarvoor worden toch al geproduceerd.
Op deze manier benadert de cel dus een gewone fabriek die aminozuren maakt, in
plaats van een fabriek die zichzelf maakt, en dat omzeilt het circulaire probleem
dat ik hierboven beschreef. Een goed trucje dus, die basale bouwstenen.
Een cel is een flexibele fabriek Er is nog een reden waarom cellen bijzondere
fabrieken zijn: niet alleen kunnen zij zichzelf fabriceren, ze kunnen ook zichzelf
aanpassen aan omstandigheden. Stel dat we, met grote moeite, een fabriek
hebben ontworpen die fabrieken maakt, en dat deze nu perfect werkt op een
bepaalde combinatie van kolen, ijzererts, cement, plastic, en nog wat andere
grondstoffen. Wat als nu de aanvoer van deze grondstoffen beperkt wordt? Wat
als opeens de kolen op zijn? Dan valt onze hypothetische fabriek direct stil.
Cellen niet, die gaan op zoek naar vervangende grondstoffen en veranderen het
interieur precies zo dat er een volledig heringerichte zelf-fabricerende fabriek
ontstaat. Deze flexibiliteit maakt het voor bacteriën bijvoorbeeld mogelijk om
in onze darmen te overleven, ongeacht wat wij eten en welke voedingsstoffen dus
in onze darmen beschikbaar zijn.
Als er iets in de omgeving van een cel verandert, moet deze zichzelf dus
aanpassen. Een interessante vraag, die we onderzochten in Hoofdstuk 6, is hoe
een cel bepaalt welke aanpassing nodig is. De cel staat voor de uitdaging om
een optimale zelf-fabricatie-strategie te zoeken. Dit zoekprobleem in de ruimte
van mogelijkheden kan in zekere zin vergeleken worden met een zoektocht in de
echte fysieke ruimte om ons heen. Laten we daarom hier een cel die een oplossing




Het is al bekend dat sommige cellen de veranderingen in hun omgeving
kunnen detecteren, en dat vervolgens in het DNA opgeslagen is wat de benodigde
aanpassing is. Deze ‘alwetende’ strategie zouden we kunnen vergelijken met een
mier die naar voedsel navigeert met behulp van een landkaart. Het probleem
is alleen dat cellen onmogelijk alle mogelijke veranderingen in hun omgeving
kunnen detecteren, en dat ook niet alle mogelijke responsen opgeslagen staan in
het DNA. In termen van onze metafoor: de mier heeft niet van elke omgeving
een landkaart. Hoe vinden cellen dan toch zo vaak een oplossing?
Van mieren is bekend dat een populatie erg goed kan zoeken. Dit doen
ze door elk individu een grotendeels toevallig pad te laten lopen. Door een
minimale communicatie via geurstoffen weet uiteindelijk het grootste deel van
de mierenpopulatie het kortste pad van nest naar voedsel te vinden. Bij cellen is
dit soort populatie-zoekgedrag ook in zekere zin waargenomen. In de populatie
zijn er dan individuele cellen die een andere zelf-fabricatie strategie gebruiken
dan de rest, een strategie die op dat moment misschien wat minder optimaal is,
maar die wél optimaal kan zijn als de omgeving verandert. Deze individuen zijn
dus voorbereid voor een mogelijke verandering; meestal is die voorbereiding voor
niets, maar heel soms is het nodig en dan kunnen deze individuen de enigen zijn
die overleven. Op deze manier kan de populatie een zeer onverwachte verandering
als geheel overleven, puur omdat sommige individuen toevallig al voorbereid
waren. Van E. coli-populaties is bijvoorbeeld bekend dat er altijd een paar cellen
niet groeien, zogenaamde persisters. Deze cellen zijn dus niet bepaald optimaal
aan het zelf-fabriceren, maar zodra er antibiotica wordt gegeven zijn dit wel
de cellen die kunnen overleven. Op deze manier is het dus mogelijk dat een
bacteriële populatie niet wordt uitgeschakeld door een antibioticakuur als deze
niet lang genoeg duurt of niet sterk genoeg is. Na de antibioticakuur kan één
van de persisters dan weer ontwaken en uitgroeien tot een nieuwe populatie.
Hoewel deze toevallige aanpassing van bacteriële populaties aardig handig
lijkt te werken, zat me toch iets dwars. De mierenpopulatie kan, door middel van
de geur-communicatie, switchen tussen een zeer exploratieve zoekmethode en
een veel stabieler heen-en-weer lopen tussen nest en voedsel. Zolang het kortste
pad nog niet gevonden is, verschillen de paden van individuele mieren veel van
elkaar, maar zodra het kortste pad gevonden is gaan bijna alle mieren hetzelfde
doen. Ik vroeg me af of we deze flexibiliteit niet ook in een bacteriële populatie
zouden verwachten. In Hoofdstuk 6 hebben we onderzocht of dit mogelijk is. Het
blijkt dat de toevallige adaptatiestrategie inderdaad een stuk efficiënter wordt
als we deze flexibiliteit introduceren. Het is erg simpel: als de cellen snel en
probleemloos groeien en delen, laten we de kans afnemen dat ze iets anders




laten we de kans toenemen dat ze andere zelf-fabricatie-strategieën proberen. De
individuele cellen worden dus ‘exploratiever’ zodra het slecht gaat, en ‘stabieler’
zodra het goed gaat; net als de mieren dus. Dit is wederom een simpel ‘trucje’
dat gebruikt kan worden, en ook gebruikt lijkt te worden, door cellen om het
leven in onzekere omstandigheden wat eenvoudiger te maken.
De elementaire bouwstenen vatten de mogelijkheden van een systeem
samen Tot slot wil ik nog graag kort uitleggen wat de belangrijkste benadering
is geweest die ik in dit proefschrift heb gebruikt, namelijk het onderzoeken van
de elementaire modi van metabolisme. Een elementaire modus is een basale
manier waarop het metabolisme van een cel kan werken. In het simpelste geval is
het een combinatie van chemische reacties, ook wel een metabool pad genoemd,
die samen tot een gebalanceerde productie leiden. In de fabrieksmetafoor is een
elementaire modus een minimale productielijn die volledig opzichzelfstaand kan
werken. Het is misschien het handigst om uit te leggen wat géén elementaire
modi zijn. Een enkele machine kwalificeert bijvoorbeeld niet als elementaire
modus, want als deze machine alleenstaand zou werken, dan zou alles wat de
machine produceert niet worden afgevoerd. Dit zou leiden tot een enorme berg
rotzooi in de fabriek, en niet tot een gebalanceerde productie. Daarom is een
elementaire modus altijd op z’n minst een keten van machines.
In dit proefschrift heb ik in verschillende wiskundige beschrijvingen van
cellen de elementaire modi geïdentificeerd en hun eigenschappen onderzocht.
Zodra we de elementaire modi van een systeem kennen, kennen we eigenlijk het
hele systeem. We weten dan namelijk alle manieren waarop het systeem iets
gebalanceerd kan produceren, en deze modi kunnen ook met elkaar gecombineerd
worden. In termen van de fabriek: als we twee verschillende manieren hebben
om een product te maken, dan kunnen we dat ook tegelijkertijd doen, als dat zo
uitkomt. Om deze reden is het handig om voor elk systeem de elementaire modi
te kennen.
In de biologie is er nog een reden waarom deze basale metabole paden erg
belangrijk zijn. Het blijkt namelijk (zie Hoofdstuk 2 en 3) dat de snelste manier
van zelf-fabricatie eigenlijk altijd maar één metabool pad gebruikt, dat wil
zeggen, maar één elementaire modus. De intuïtie klinkt simpel: als we zo snel
mogelijk een nieuwe fabriek willen maken, dan gebruiken we daarvoor alléén
de meest efficiënte machines. We gebruiken dus één productielijn die alles
produceert en alles zo efficiënt mogelijk doet. Stel bijvoorbeeld dat onze zelf-
fabricerende fabriek op kolen en op elektriciteit kan werken. We hebben nu dus




Stel nu dat het goedkoper is om kolen te gebruiken. Als we onze productie willen
maximaliseren dan gaan we natuurlijk geen elektriciteit gebruiken. Maximalisatie
van de productie (of maximalisatie van de groeisnelheid door evolutie) leidt dus
automatisch tot het gebruik van maar één elementaire modus. Dat klinkt intuïtief,
maar in dit proefschrift bewijzen we dat het niet helemaal klopt. Het is alleen
waar zolang we geen verdere beperkingen tegenkomen. Zodra er bijvoorbeeld
onvoldoende kolen zijn om onze volledige productie te ondersteunen, dan gaan
we natuurlijk wél gedeeltelijk overschakelen op elektriciteit. Beperkingen kunnen
er dus voor zorgen dat we een extra elementaire modus toevoegen aan onze
strategie, en dat geldt ook voor cellen.
Hoewel het bovenstaande wellicht abstract klinkt, is dit zeer relevant in
ons dagelijks leven. Voor cellen is het namelijk vaak het meest efficiënt om
de voedingsstoffen volledig af te breken tot er niets meer van over is dan kool-
stofdioxide en water. Toch zien we dat cellen dat niet altijd doen en dus een
soort afvalstoffen gaan produceren. Juist de productie van deze afvalstoffen
biedt ons allerlei mogelijkheden om cellen te gebruiken in ons voordeel. Zo
produceren gistcellen alcohol, wat wij gebruiken in de productie van bier of
wijn. We weten dat kankercellen lactaat produceren, wat kan helpen bij het
detecteren van tumoren. Melkzuurbacteriën produceren ook lactaat wat weer
gebruikt wordt om kaas te maken. Het produceren van afvalstoffen door cellen is
dus erg belangrijk voor ons en het is dus relevant om te weten wat dit schijnbaar
inefficiënte gedrag veroorzaakt. In Hoofdstuk 2 bewijzen we dat dit komt doordat
de cellen een extra beperking zijn tegengekomen, en in Hoofdstuk 4 beschrijven
we verschillende opties voor wat deze beperking zou kunnen zijn.
De aantrekkingskracht van microbiologie Wat me het meest aantrekt
in de microbiologie is dat het bestuderen van cellen misschien wel de ideale
manier is om complexe systemen te onderzoeken. Aan de ene kant zijn cellen
zeer complexe studie-objecten, want zelfs als we alle basale bouwstenen kennen
snappen we toch nog niet hoe de cel werkt. Dat de cel groeit, deelt en zich
aanpast komt voort uit de interactie tussen de bouwstenen: het leven is emergent.
Aan de andere kant zijn cellen klein genoeg om op te experimenteren in hoge
aantallen. In een typisch experiment kunnen we zomaar een miljard cellen
tegelijkertijd monitoren, terwijl dat ondoenlijk is bij grotere complexe systemen
zoals hersenen, dierenkolonies of zelfs een maatschappij. Bovendien zijn er
ontelbaar veel verschillende bacteriële soorten en zijn ze allemaal gemaakt van
ongeveer dezelfde bouwstenen. Voor de algemene benadering die ik in dit




we de interactie tussen de simpele bouwstenen echt goed begrijpen, moeten we
dus al die complexe systemen kunnen beschrijven.
Daarbij biedt het bestuderen van complexe systemen ruimte voor een in-
spirerende combinatie van disciplines. Biologen, wiskundigen, natuurkundigen,
scheikundigen en computerwetenschappers kunnen allemaal iets unieks toevoe-
gen, zodat het volledige begrip van een complex systeem alleen het gevolg kan
zijn van een multi-disciplinaire samenwerking. Juist van deze samenwerkingen
heb ik erg genoten de afgelopen vier jaar, en ik hoop hier mee door te gaan in
de komende jaren. Ik hoop dan ook dat ik in deze “Samenvatting voor iedereen”
heb kunnen overbrengen hoe interessant de microbiologie is, want we kunnen alle
mogelijke hulp gebruiken: de reconstructie van het evolutionaire pad gebouwd
van kleine, begrijpelijke stappen – lopend van de vroege aarde naar het huidige





A completely ordinary Escherichia coli-bacterium needs less than an hour to
make an exact copy of itself. This bacterium lives and grows in our intestines,
aids with the digestion of our food, and supplies us with the essential vitamin K.
Although the limits of this microbe are constantly tested in the laboratory, its
capacities do not seize to amaze: E. coli can grow on thousands of combinations
of nutrients, and can even swim towards food quite efficiently. But, as admirable
as this might be, this thesis is not only about E. coli. I just mention this ordinary
microbe to show that even this ‘standard’ bacterium already has incredible
capabilities. If I can convey one message in this Summary, please let it be that
a growing and dividing cell is a miraculous phenomenon. A phenomenon that
we are far from understanding, but hopefully we are a tiny bit closer after this
thesis.
A thesis full of tricks It might not seem outrageous that cells have advanced
capabilities. The cells that we see around us today are the result of a long
evolutionary process. For billions of years, the cells have been changed in all
kinds of ways. Variations that did not work were lost, variations that worked
well provided the template for later generations. It can therefore be expected
that this resulted in something special, but the life-forms around us seem a bit
too special. The living organisms everywhere around us seem so special that I
can hardly imagine that it was just randomly compiled together. At least, unless
some simplifying tricks have been used. To explain what kind of tricks I mean, I
will use a small intermezzo on the number π.
Randomly compiling decimals of π.
As I explained above, growing cells seem too complex to be the result
of some random process. Here, I would like to compare it with another
very improbable thing: guessing 800 decimals of the number π. The
decimals of π are completely unpredictable, althoug I can remember
the first 15 cyphers (3.14159265358979) by the sentence "How I want a
drink, alcoholic of course, after the heavy lectures involving quantum




of π correctly: each decimal can be one of ten cyphers, so that gives
10× 10× 10× . . .× 10 = 109 possibilities,
of which only one is good. Say that we take a guess each second, then
we would have to wait at most 32 years before we guess correctly.
If we would want to guess 18 decimals correctly, it would cost us at
most 31 billion years. If we would like to guess 800 decimals correctly,
then it might in fact take quite some time. It thus indeed seems very
improbable that a random process will give us the first 800 decimals
of π.
Still, it is less improbable than it seems, because a random process
can also take a detour towards the result: via a trick. Dik T. Winter,
former mathematician and programmer at the CWI in Amsterdam,
wrote a minimal program that calculates the first 800 decimals of πa.
His computer code is remarkable because it is only 160 characters long.
How long would it take to randomly compile this code? Of course, the
computer code consisted of more than only numbers, we must also
allow for letters and some brackets, so let us overestimate the number
of possibilities by assuming that we have 60 possibilities for all of the
160 characters. Then there are 60160 possible programs, of which one
will give us the first 800 decimals of π. This means that we can now
perform the work in 10277 years that would otherwise have cost us
10791 years. It is still very improbable that the computer code is the
result of some random process, but it is already much more probable
than correctly guessing the 800 decimals directly.
This example shows that the random compilation of some end result
can be sped up appreciably when the random process leads to some
trick, in this case a computer code, that simplifies getting the end
result.
ahttps://cs.uwaterloo.ca/~alopez-o/math-faq/mathtext/node12.html
When we translate this intermezzo to the topic of growing cells, I conclude the
following: It is very unlikely that the life around us just randomly compiled
together, but what if a random process can devise principles, mechanisms and




find an evolutionary path from the early earth to current life, in which each
step is reasonably probable? I think that if we would have such a path, full of
simplifying tricks, then we would really understand biology much better. In this
thesis I therefore present some of these tricks.
A cell is a factory that produces factories The metabolism of a cell is
often compared to a production line in a factory. Raw materials (nutrients)
come in and are processed by machines (enzymes). To eventually fabricate a
certain product from the raw materials, the machines are coupled together, which
we call a metabolic path or a metabolic network in cells. The production line
is supervised strictly by managers that give hard-working employees a break,
and yell at others that stall the production; this supervision is called metabolic
regulation in cells. This metaphor, although sometimes useful to gain some
intuition for a specific problem, is an almost idiotic simplification of what really
happens in a cell.
A real cell does not just make some product from a fixed and continuously
supplied combination of raw materials. A real cell fabricates itself, and succeeds
in doing so in any environment. A cell is a factory that produces identical
factories. Modelling the consequences of this simple realisation is, in my opinion,
the most important contribution of this thesis. This is why self-fabricating
factories are also illustrated on the cover.
But why is self-fabrication so difficult? Let us try to design a self-fabricating
factory from scratch. To keep things simple we will start small: with a brick from
the wall of the factory. Because this factory needs to fabricate itself, the presence
of the brick implies that there should also be an oven in which bricks can be
made. Let’s say that this oven is made of metal. Our demand of self-fabrication
then determines that we should also have an oven for melting metal, but this
probably requires an even bigger oven. Furthermore, we will of course need
energy to heat up these ovens. We could provide this energy by bringing in coals,
but that requires a conveyor belt. A conveyor belt probably runs on electricity,
but we only have energy in the form of coals, so shouldn’t we also add a power
generator?
Of course this is not the easiest way to design a self-fabricating factory, and
I do not want to state that this is impossible. What I want to make clear is that
each component that is added to the factory, should also be made. To make
this new component, we might need more machines, which then should be made
again. This gives rise to a difficult circular problem, in which each step towards




In Chapter 3 we describe this self-fabrication problem for cells. I think that
the following trick is the most interesting finding: self-fabrication becomes much
easier when all components are built from approximately the same building blocks.
When all machines are made from a certain amount of basic building blocks,
then we do not have to add a whole new production process for each added
machine. It is true that some more building blocks need to be made, but not
completely new ones. This is (more or less) what cells have done. All machines
(the enzymes) are for example made from amino acids. Whenever the cell needs
a certain enzyme, this is no major problem because all necessary enzymes were
produced anyway. In this manner, the cell becomes similar to a factory that
fabricates amino acids, instead of a factory that fabricates itself, so that the
circular problem is avoided. A rather good trick that is.
A cell is a flexible factory There is another reason why cells are remarkable
factories: not only can they fabricate themselves, they can also adapt to a
changing environment. Say that we, at considerable effort, have designed a
functioning self-fabricating factory, and that the factory now runs perfectly on
a combination of coals, iron, plastic, and some other materials. What if the
supply of these materials is at once limited? What if we suddenly run out of
coals? Then our hypothetical factory will stop functioning immediately. Cells
will not, cells will search for replacing materials and will change their interior
exactly such that a completely redesigned self-fabricating factory emerges. This
flexibility enables bacteria to survive in our intestines, regardless of what we eat
and thus which nutrients are available.
If something changes in the environment of a cell, the cell should thus
adapt. An interesting question, that we investigated in Chapter 6, is how a
cell determines which adaptation is needed. The cell needs to find an optimal
self-fabrication strategy. This search problem is in some sense comparable to
a search in the real physical space around us. Let us therefore compare a cell
searching for the right strategy to an ant looking for food.
It is already known that some cells can detect changes in their environment,
and that the necessary response is stored in the DNA. This ‘omniscient’ strategy
could be compared with an ant that navigates to food with the help of a map.
The problem is that it is impossible for cells to to detect all possible changes
in their environment, and that all possible responses cannot have been stored
in the DNA. In terms of our metaphor: the ant cannot have a map of every
environment. How is it then possible that cells so often find a solution?




search by making each individual follow a largely random path. By using a
minimal communication via fragrances, most of the ants eventually find the
shortest path from their nest to the food. To some extent, such population
search behaviour has been observed with cells. Individual cells in the population
then use a different self-fabrication strategy than the rest, a strategy that might
not be optimal at that time, but which can be optimal if the environment
changes. These individual cells are thus prepared for a possible change; this
preparation is not needed most of the times, but sometimes it is, and then
these individuals might be the only ones to survive. In this way, populations
can survive very unpredictable changes, just because some individuals were
accidentally prepared. For example, it is known of E. coli-populations that some
cells will always stall their growth, so-called persisters. These cells are clearly not
self-fabricating optimally, but whenever antibiotics are given to kill the bacteria,
these persisters can survive. In this way, it is possible that a bacterial population
is not eliminated when antibiotics treatment is terminated too early. After the
antibiotics treatment, one of the persisters may reawaken and grow into a new
population.
Although this random adaptation of bacterial populations seem to work
quite well, something still bothered me. The ant population can, through the
communication via fragrances, switch between a very explorative search method,
and a very stable commuting between nest and food. The paths of individual
ants will differ from each other a lot as long as the shortest path has not been
found, but all ants will do the same once the shortest path is found. I wondered
whether we would not also expect this flexibility in bacterial populations. In
Chapter 6 we investigated if this is possible. It turns out that random adaptation
can indeed become much more efficient when we introduce this flexibility. It
is very simple: when cells grow and divide without problems, the probability
that a single cell tries a different strategy should become small. When cells grow
slowly or even die, then the probability that single cells switch strategy should
become large. Individual cells will then become more explorative in ‘bad times’
and stable in ‘good times’. This is again a simple ‘trick’ that can be used, and
seems to be used, by cells to make life in uncertain environments a little easier.
The elementary building blocks summarize the capabilities of a sys-
tem In conclusion, I would like to explain what has been my main approach
in this thesis: the investigation of the elementary modes of metabolism. An
elementary mode can be defined as a basic way in which metabolism can work.




also called a metabolic path, which together leads to balanced production. In
the metaphor of the factories, an elementary mode is a minimal production line
that can work completely by itself. It might be insightful to give an example of
something that is not an elementary mode. A single machine is not an elementary
mode because if this machine would work by itself, all products of this machine
would not be carried away. This would lead to an enormous heap of trash in the
factory, and not to a balanced production. That is why an elementary mode is
always at least a chain of machines.
In this thesis, I have identified and investigated elementary modes in several
mathematical descriptions of growing cells. As soon as we know the elementary
modes of a system, we know all capabilities of the system. This is because we
then know all ways in which a system can work steadily, and these minimal
modes can in turn be combined. In terms of the factory: when we have two
minimal ways of producing something, we can also combines these two ways. For
this reason, it is generally useful to know the elementary modes for any system.
In biology there is another reason why these basic metabolic paths are
important. It turns out (see Chapter 2 and 3) that the fastest way to self-
fabricate always only uses one metabolic path, that is one elementary mode. The
intuition is simple: when we want to produce a new factory as fast as possible,
we will only use the most efficient machines. We will use one production line
that produces everything as efficiently as possible. Say, for example, that our
self-fabricating factory can work on coals and on electricity. We thus have
two elementary modes: self-fabrication using coals, and self-fabrication using
electricity. Now say that it is cheaper to use coals. If we want to maximise
our production, then we will of course not use electricity. Maximisation of the
production (or maximisation of growth rate by evolution) will thus automatically
lead to the usage of only one elementary mode. That sounds intuitive, but in
this thesis we prove that it is not the whole story. It is only true when we do not
encounter any further constraints. For example, as soon as the supply of coals
becomes insufficient to support our full production, then we will of course partly
switch to electricity. Constraints can thus make our factory use an additional
elementary mode, and this is true for cells as well.
Although the above might sounds abstract, it is very relevant in our daily
life. For cells it is usually most efficient to degrade all nutrients completely
until only carbon dioxide and water remains. Still, often cells do not do this,
but rather ‘waste’ products. Exactly the production of these waste products
provide numerous possibilities to exploit cells in our advantage. Yeast cells for
example produce alcohol, which we use for the production of beer and wine. We




Lactic acid bacteria also produce lactate which can be used to produce cheese.
Therefore, the secretion of waste products by cells is very important to us, and
it is thus relevant to know what causes this seemingly inefficient behaviour. In
Chapter 2 we prove that it is caused by cells hitting an additional constraint,
and in Chapter 4 we describe different options for what this constraint might be.
The appeal of microbiology Maybe what attracts me most in microbiology
is that studying cells might be the ideal way to investigate cmoplex systems. On
the one hand cells are complex study objects, because even when we know all
basic building blocks, we still don’t understand how the system works. That a
cell grows, divides and adapts arises from the interaction between these building
blocks: life is emergent/ On the other hand, cells are small enough such that
high throughput experiments can be done. In a typical experiment we can
monitor a billion cells at the same time, while this is absolutely infeasible with
larger complex systems like brains, animal colonies or even societies. Moreover,
there are uncountably many bacterial species and they all consist of pretty much
the same building blocks. For the general approach that I have used in this
thesis, this thus gives uncountably many test cases. If we really understand
the interaction between the simple building blocks, then we should be able to
describe all these complex systems.
In addition, the study of complex systems provides a stage for an inspiring
combination of disciplines. Biologists, mathematicians, physicists, chemists and
computer scientists can all add a unique perspective, so that the complete under-
standing of a complex system can only be the consequence of a multidisciplinary
collaboration. It were these collaborations that I enjoyed most in the past four
years, and I hope to enjoy many more in the next years. I therefore hope that in
this “Summary for everyone” I have conveyed how interesting microbiology is,
because we can use all possible aid: the reconstruction of the evolutionary path
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