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Abstract
The definition, in previous studies, of vector Stieltjes continued fractions in connection
with spectral properties of band operators with intermediate zero diagonals, left unsolved the
question of a direct definition of their coefficients in terms of the original data, a vector of
Stieltjes series. The subject was more undefined in the matrix case. A new version of the QD
algorithm for matrix problem, allows to extend to the vector and matrix cases the result of
Stieltjes, expansion of a (scalar) function in terms of a Stieltjes continued fraction. Beside
this connection, it solves the inverse Miura transform and gives interesting identities between
general band matrix and sparse band matrix. Finally, as a consequence, we extend to some
dynamical systems a method known for Toda lattices.
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1. Introduction
An orthogonality being defined, the QD algorithm can be considered as describing
the structure relations between the associated families of orthogonal polynomials.
Matrix orthogonality, with respect to a matrix p × q, has been under study for a
long time, often through matrix Padé approximants or minimal realisation (for exam-
ple [4]). More recently orthogonality with respect to a square matrix of measures
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(p = q) has been studied in [8]. Here, we will use as starting point the definitions
and notations of [18].
In the scalar case, one functional c, with moments ci, i = 0, 1, . . . , is considered
giving rise to one family of orthogonal polynomials Pn and all the associated fam-
ilies, i.e. for each s the family (P sn )n0 orthogonal w.r.t. the functional cs = c(xs .)
defined by the shifted moments ci+s , i = 0, 1, . . .
In the vector case of size p, one vector functional  = (c1, . . . , cp)t , i.e. with
moments i = (c1i , . . . , cpi )t , i = 0, 1, . . . , is considered, which is the same as con-
sidering the p scalar functional cα . This gives rise to one family of vector-orthogonal
polynomials Pn, each Pn being a scalar polynomial. What were considered in a first
version of the vector QD algorithm [14,15] were the associated families, i.e. for each
k the family (P kn )n>0 orthogonal w.r.t. the functional (c1(xk.), . . . , cp(xk.))t defined
by the shifted moments (c1i+k, . . . , c
p
i+k)t , i = 0, 1, . . .
In the last version of the QD algorithm written for the vector case [17], we con-
sider the same functional but more associated families. These are the vector orthog-
onal families w.r.t. the functionals kp+d defined for any k  0, d = 0, . . . , p − 1,
by the vectors of linear forms(
c1(xk+1.), . . . , cd(xk+1.), cd+1(xk.), . . . , cp(xp.)
)t
,
i.e. defined by the shifted moments (c1i+k+1, . . . , c
d
i+k+1, c
d+1
i+k , . . . , cPi+k.)t , i  0.
The orthogonal polynomials w.r.t. kp+d were denoted by Qkp+dn and will be de-
noted here as Qkp+d,0n . The last version of the vector QD algorithm [17] is given
by three terms relations, kind of decomposition of the recurrence relations of the
polynomials, obtained through a “canonical” decomposition of the form defining the
orthogonality.
We consider now matrix orthogonality, as defined in [18], with respect to a matrix
p × q of linear formal functionals  = (r,s)r=1,p;s=1,q , or equivalently defined
by a family of matrix moments fn of size p × q, ((xn) = fn ∈Mp,q ,r,s(xn) =
f
r,s
n ). It is sometimes defined as “right orthogonality” [8]. The orthogonal polyno-
mials are vectors of size q, and they are shown to satisfy a recurrence relation with
p + q terms.
Then a matrix QD algorithm will similarly mean a decomposition of the recur-
rence relation in three terms recurrence relations, which involve “associated” poly-
nomials. These polynomials and their basic relations are described in the following
section.
The matrix QD algorithm is given in Section 3. In Section 4, it is shown how
to recover any coefficient of recurrence relations between the orthogonal and the
associated families from the terms α, β of the QD-algorithm, as was done for explicit
measures in [1,16].
In Section 5, the link with operator theory is done: let Qn a (p, q) symmetric
orthogonal family of polynomials, i.e. xQn = Qn+q + anQn−p, it can be repre-
sented by a band matrix L, the width of the band is p + q, and the intermediate
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diagonals are zero, then Lp+q is similar to a full band matrix (with the same width).
The QD algorithm provides a method to give a converse result: let Pn be a (p, q)
orthogonal family of polynomials, i.e. it can be represented by a band matrix B, the
width of the band is p + q, and the intermediate diagonals are not zero, then there
exists L such that B is similar to Lp+q . The result is not really as simple and is given
in Section 5. We study the cases where (p|q) = 1, and the “square” case p = q [9].
Section 6 is devoted to what has been called matrix Stieltjes continued fractions.
A matrix of formal power series (S = (Si,j )i=1,p;j=1,q , Si,j = ∑n0 Si,jn /zn+1) is
expanded in terms of a matrix continued fraction [19], the denominators are defined
by the associated polynomials previously defined, and the coefficients are given by
the matrix QD algorithm. This result generalizes exactly the result obtained by Stielt-
jes in the case of one series
f (z) =
∑
n0
cn
zn+1
, f (z) = 1
z + a1
1+ a2
.
.
.
.
In the last section, an application is given, i.e. some discrete dynamical systems are
shown to be solvable by methods already known in the particular cases of Toda
lattices [2,20].
2. Basic relations between the polynomials
The matrix orthogonal polynomials [18] are vectors of polynomials, and can be
defined through their representations as a ratio of two Hankel determinants. Every-
where in the sequel, we restrict the problem to be regular, which means that all kinds
of Hankel determinants which arise, are supposed to be non-zero. This assumption
is known to be equivalent to the regularity of the orthogonal sequences.
We consider C[X]q the sets of column vectors of size q and their canonical basis
h0 =

1
0
...
0
 , h1 =

0
1
...
0
 , . . . , hq−1 =

0
0
...
1
 , hq =

x
0
...
0
 , . . . ,
i.e. if n = rq + s, s < q, the components of hn are zero except the component of
index s which is equal to xr , the components being numbered from 0 to q − 1. So
xhn = hn+q . The same thing is done for C[X]p and its canonical basis is denoted by
en, n  0, column vectors of size p (xen = en+p).
The matrix moments fn define the generalized Hankel H matrix in block form
and in scalar form (hi,j ) (which defines the hi,j ), and for any n positive Hi,jn is the
n × n minor with hi,j in the upper left hand corner
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H =
f0 f1 f2 · · ·f1 f2 f3 · · ·
...
...
...
 =
h
0,0 h0,1 h0,2 · · ·
h1,0 h1,1 h1,2 · · ·
...
...
...
 . (1)
We define the bilinear functional
C[X]p × C[X]q → C, 〈el, hk〉 = hl,k, (2)〈
(E1, . . . , Ep)
t , (H1, . . . , Hq)
t
〉
 =
∑
r=1,...,p, s=1,...,q
r,s(Er(x)Hs(x)).
This is the formal extension of the bilinear form defining orthogonality with respect
to a matrix of measures.
Following [18] but more generally, let us define the vector polynomials
Q
i,j
n (x) = 1
H
i,j
n
∣∣∣∣∣∣∣∣∣∣∣
hi,j hi,j+1 · · · hi,j+n
hi+1,j hi+1,j+1 · · · hi+1,j+n
...
...
.
.
.
...
hi+n−1,j hi+n−1,j+1 · · · hi+n−1,j+n
hj hj+1 · · · hj+n
∣∣∣∣∣∣∣∣∣∣∣
, (3)
where the last row of the determinant is composed of vectors. The leading coefficient
of Qi,jn (coefficient of hj+n) is unity to get unitary polynomials, and may be changed
in order to normalize the vector polynomials in one way or another.
This definition is equivalent to the orthogonality relations
Q
i,j
n ∈ Span(hj , . . . , hj+n),
〈
ek,Q
i,j
n
〉
 = 0, k = i, . . . , i + n − 1. (4)
Due to the Hankel nature of the matrix of moments, and to the link with the fn,
we have
hi,j = hi+p,j−q, and for i = kp + d, 0  j < q : hi,j = f d+1,j+1k .
(5)
With respect to the previous versions, the families P kn are enriched, we have more
polynomials in a three-dimensional array Qi,jn , so more relations between them, but
we will find generic relations which are simpler, i.e. shorter.
Theorem 1. The polynomials are linked by the following relations:
Q
i,j+q
n = xQi+p,jn ,
Q
i+1,j
n = Qi,jn − αi,jn Qi+1,jn−1 , (6)
Q
i,j
n+1 = Qi,j+1n = βi,jn+1Qi,jn .
The constants α, β are given in terms of generalized Hankel determinants by
α
i,j
n =
H
i,j
n+1H
i+1,j
n−1
H
i,j
n H
i+1j
n
, β
i,j
n+1 =
H
i,j+1
n+1 H
i,j
n
H
i,j+1
n H
i,j
n+1
. (7)
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Proof. For the first one, it is just due to the “period” in the hi,j (5), and to the
relation xhn = hn+q .
For the second one, the difference Qi+1,jn − Qi,jn is expanded on the basis
(Qi+1,jk )k , then the orthogonality properties of the family (Qi+1,jk )k are used from
which we deduce
Q
i+1,j
n − Qi,jn = −αQi+1,jn−1 . (8)
The scalar α is obtained, using the expression of the Qi,jn as a ratio of Hankel deter-
minants, by the equation〈
ei+n,Qi+1,jn
〉
 = 0, from which α = αi,jn =
H
i,j
n+1H
i+1,j
n−1
H
i,j
n H
i+1,j
n
.
For the last relation, we expand similarly Qi,jn+1 − Qi,j+1n on the basis (Qi,jk )k .
The relation for β is obtained from the relation〈
ei+n,Qi,jn+1
〉
 = 0,
which ends the proof. 
Other relations can of course be found in the three-dimensional array (Qi,jn )i,j , as
Q
i+p,j
n − Qi,jn or Qi,j+qn+1 − xQi,jn , but they would be longer, p and q terms respec-
tively for these two (see Section 4). Having relations in the three planes of coordi-
nates (i, j), (i, n), (j, n), all relations in the array Qi,jn can be generated by these
three ones.
3. New version of the QD algorithm (matrix case)
Theorem 2. Apart from the initial conditions, the α, β are defined by the following
algorithm:i, j, n  0, β
i+1,j
n+1 + αi,j+1n = βi,jn+1 + αi,jn+1,
β
i+1,j
n α
i,j+1
n = βi,jn+1αi,jn .
(9)
The initial conditions are (expressed in terms of the data, the f r,sn )
i, j, n  0, αi,j0 = 0,
β
i,j
1 = hi,j+1/hi,j ,
hi,q = hi+p,0, so j < q, i = kp + d : hkp+d,j = f d+1,j+1k .
(10)
Proof. This proof is formally identical to that obtained for the vector case (i.e.
q = 1), which is rather surprising and shows that there is no increase of complexity
from the vector to the matrix case, and even from the scalar case.
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Let us first prove the general relations. The polynomial Qi,jn+1 is expanded on the
basis (Qi+1,jk )k , using the relations (6); we get
Q
i,j
n+1 = Qi,j+1n − βi,jn+1Qi,jn
= (Qi+1,j+1n + αi,j+1n Qi+1,j+1n−1 )− βi,jn+1(Qi+1,jn + αi,jn Qi+1,jn−1 )
= (Qi+1,jn+1 + βi+1,jn+1 Qi+1,jn )+ αi,j+1n (Qi+1,jn + βi+1,jn Qi+1,jn−1 )
−βi,jn+1
(
Q
i+1,j
n + αi,jn Qi+1,jn−1
)
= Qi+1,jn+1 +
(
β
i+1,j
n+1 + αi,j+1n − βi,jn+1
)
Q
i+1,j
n
+(αi,j+1n βi+1,jn − αi,jn βi,jn+1)Qi+1,jn−1
but now, comparing with (8)
Q
i,j
n+1 = Qi+1,jn+1 + αi,jn+1Qi+1,jn ,
we get relations (9), which are exactly the scalar algorithm in case p = 1, q = 1
[10], and the vector algorithm in case q = 1 [17].
For the initial conditions, all polynomials being unitary, we get
Q
i,j
0 = hj , Qi,j1 = hj+1 −
hi,j+1
hi,j
hj .
Now using the relation (6) for n = 1,
Q
i,j
1 = Qi,j+10 − βi,j1 Qi,j0 ,
so we get for all i and j ,
α
i,j
0 = 0, βi,j1 =
hi,j+1
hi,j
.
If we compute Qi,j1 by its determinantal formula, we will verify the QD relations,
i.e.
α
i,j
1 = βi+1,j1 − βi,j1 .
Now, for all i  0, j = 0 · · · q − 1, the βi,j2 can be computed by the second relation
of the QD algorithm (quotient relation), then the αi,j2 by the first relation (difference
relation) and so on. 
4. Recurrence relation of the orthogonal family
(
Q
i,j
n
)
n
We can found for each i, j , from the α and β the coefficients of the recurrence
relation for the orthogonal family (Qi,jn )n.
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We will write for p = 3, q = 2 to have completely explicit expressions. We first
look for the analogues of the formulae obtained for the scalar case, first Qi+p,jn −
Q
i,j
n as a sum of p terms which involve only the α, and second Qi,jn+q − Qi,j+qn
(= Qi,jn+q − xQi+p,jn ) as a sum of q terms which involve only the β. For p = 3, it
follows
Q
i+3,j
n = Qi+2,jn − αi+2,jn Qi+3,jn−1
= Qi+1,jn − αi+1,jn Qi+2,jn−1 − αi+2,jn Qi+3,jn−1
= Qi,jn − αi,jn Qi+1,jn−1 − αi+1,jn Qi+2,jn−1 − αi+2,jn Qi+3,jn−1 .
Now the Qi+k,jm are brought back in terms of Qi+3,jm by
Q
i+k,j
n−1 = Qi+k+1,jn−1 + αi+k,jn−1 Qi+k+1,jn−2 .
We obtain finally (written for p = 3)
Q
i+3,j
n+1 = Qi,jn −
(
α
i,j
n + αi+1,jn + αi+2,jn
)
Q
i+3,j
n−1
−(αi,jn (αi+2,jn−1 + αi+1,jn−1 )+ αi+1,jn αi+2,jn−1 )Qi+3,jn−2
−αi,jn αi+1,jn−1 αi+2,jn−2 Qi+3jn−3 . (11)
More or less similarly, we obtain the relation (written for q = 2)
Q
i,j
n+2 = Qi,j+2n −
(
β
i,j+1
n+1 + βi,jn+2
)
Q
i,j
n+1 − βi,jn+1βi,j+1n+1 Qi,jn . (12)
Now we linked these two relations by the third one Qi,j+qn = xQi+p,jn . The two
preceding relations are written as
Q
i+3,j
n = Qi,jn − A1nQi+3,jn−1 − A2nQi+3,jn−2 − A3nQi+3,jn−3 , (13)
Q
i,j
n+2 = xQi+3,jn − B1nQi,jn+1 − B2nQi,jn ,
and it follows (Qn for Qi,jn )
xQn = Qn+2 +
(
A1n + B1n
)
Qn+1 +
(
B2n + A1nB1n−1 + A2n
)
Qn
+ (A1nB2n−1 + A2nB1n−2 + A3n)Qn−1 + (A2nB2n−2 + A3nB1n−3)Qn−2
+A3nB2n−3Qn−3 (14)
and so the coefficients of the recurrence relation of matrix orthogonality are obtained
from the α, β of the QD algorithm as (p = 3, q = 2)
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α
i,j
n + αi+1,jn + αi+2,jn + βi,j+1n+1 + βi,jn+2,
β
i,j
n+1β
i,j+1
n+1 +
(
α
i,j
n + αi+1,jn + αi+2,jn
)(
β
i,j+1
n + βi,jn+1
)
+ (αi,jn (αi+2,jn−1 + αi+1,jn−1 )+ αi+1,jn αi+2,jn−1 ),
· · ·
α
i,j
n α
i+1,j
n−1 α
i+2,j
n−2 β
i,j
n−2 β
i,j+1
n−2 .
(15)
Completely written for the vector case p = 2, q = 1, we would have obtained (j = 0
is omitted)
αin + αi+1n + βin+1,(
αin + αi+1n
)
βin + αinαi+1n−1,
αinα
i+1
n−1β
i
n−1.
(16)
This shows that performing the QD algorithm is a kind of decomposition of the recur-
rence formula, which gives rise to the coefficients of the recurrence relation, which
otherwise look quite complicated. This can be used in some explicit computations
(see [1,17]).
5. Operator theory, direct and inverse Miura transform
5.1. Direct problem
We recall first the (more readable) vector case, studied in [17]. The situation is
the following, written for p = 2, q = 1. Let us suppose given a vector orthogonal
family of dimension 2, 2-symmetric
n  2, xQn = Qn+1 + anQn−2, Q0 = 1, Q1 = x, Q2 = x2.
Then let us study the three families Q3n+i , i = 0, 1, 2. Using iteratively the recur-
rence relation, we get
Q3n+3 = xQ3n+2 − a3n+2Q3n
= (x3 − a3n − a3n+1 − a3n+2)Q3n − (a3na3n−2 + a3na3n−1
+ a3n−1a3n+1)Q3n−3 − a3na3n−2a3n−4Q3n−6.
Q3n+i (x) is clearly a function of x3, so we obtained three families of 2-orthogonal
polynomials P in(t) : Q3n+i (x) = xiP in(x3), the coefficients u˜, v, w being obtained
from the a by the so-called Miura transform
tP in(t) = P in+1(t) + u˜inP in(t) + vinP in−1(t) + winP in−2(t), i = 0, 1, 2,
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u˜in = a3n+i + a3n+1+i + a3n+2+i ,
vin = a3n+ia3n−2+i + a3n+ia3n−1+i + a3n−1+ia3n+1+i ,
win = a3n+ia3n−2+ia3n−4+i .
(17)
The same thing can be done for matrix orthogonal polynomials. For example, from
xQn = Qn+2 + anQn−3 for the case p = 3, q = 2, we would obtain
x5Qn = Qn+10 + u1nQn+5 + u0nQn + u−1n Qn−5 + u−2n Qn−10 + u−3n Qn−15
with the coefficients expressed as
u1n = an+8 + an+6 + an+4 + an+2 + an,
u0n = an+6an+3 + an+4(an+3 + an+1) + an+2(an+3 + an+1 + an−1)
+ an(an+3 + an+1 + an−1 + an−3),
u−1n = an+4an+1an−2 + an+2(an+1an−2 + an−1(an−2 + an−4))
+ an(an+1an−2 + an−1(an−2 + an−4) + an−3(an−2 + an−4 + an−6)),
u−2n = an+2an−1an−4an−7
+ an(an−1an−4an−7 + an−3(an−4an−7 + an−6(an−7 + an−9))),
u−3n = anan−3an−6an−9an−12. (18)
In general case, starting from a (p, q)-symmetric family Qn, i.e. xQn(x) =
Qn+q + anQn−p, we obtain a full recurrence relation
xp+qQn(x) = Qn+q(p+q) +
q−1∑
h=−p
uhnQn+h(p+q), (19)
where the coefficient uhn are given by the Miura transform
u
q−1
n = ∑p+q−1i1=0 an+(p+q−1−i1)q ,
u
q−2
n = ∑p+q−2i1=0 an+(p+q−2−i1)q ∑i1i2=1 an+(p+q−2−i2)q−p,
...
u
q−h
n = ∑p+q−hi1=0 an+(p+q−h−i1)q ∑i1i2=1 an+(p+q−h−i2)q−p
× · · ·∑ih−1ih=0 an+(p+q−h−ih)q−(h−1)p,
...
u
−p
n = ∏p+q−1i=0 an−ip.
(20)
In all cases, from a “sparse” recurrence relation, i.e. a (p, q)-symmetric
orthogonal family, we obtain p + q families (for some constants ρk) P kn (t) =
xρkQn(p+q)+k(x)n, k = 0, . . . , p + q − 1, each polynomial being a function of t =
xp+q , and for each k, the sequence (P kn (t)n0 satisfies a “full” recurrence relation.
In matrix notations, we consider Q, the infinite vector whose components are
the Qn, n  0, and for each k = 0, . . . , p + q − 1 Qk the infinite vector whose
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components are the Qn(p+q)+k , n  0. Then all the preceding computations are
written in terms of operators represented by bi-infinite matrices
• The Qn is a (p, q)-symmetric orthogonal family, L is a band matrix with p + q +
1 diagonals, the intermediate diagonals being zero
Q = (Qn)tn, xQ = LQ, L =

0 · · · 0 1
· · · · · · · · · · · ·
ap 0 · · · · · · 0 1
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 . (21)
• For each k = 0, . . . , p + q − 1, the (Qn(p+q)+k)n0 is a matrix orthogonal family,
B is a band matrix with p + q + 1 diagonals, the intermediate diagonals are not
zero
Qk = (Qn(p+q)+k)tn, xp+qQk(x) = BkQ(x),
Bk =

u¯00 · · · u¯q−10 1
u¯−11 u¯
0
1 · · · u¯q−11 1
...
u¯
−p
p u
0
0 · · · u¯q−1p 1
0
.
.
.
.
.
.
.
.
.
.
.
.

(22)
(the u¯ depends on k through u¯jn = ujn(p+q)+k with the notations of (19) and (20)).• Finally in terms only of the operators, we get two similar matrices
Lp+q ∼
B0 . .
.
Bp+q−1
 , (23)
where the an of L and the u of the Bk are linked by (20).
We can also conclude in the following form: Bk is the submatrix of Lp+q formed by
the rows and columns of indices n(p + q) + k, n  0.
5.2. Inverse problem
At first glance, the inverse problem is: is it possible to recover the matrix L from
the matrix B, i.e. more precisely given a bi-infinite matrix B with full band, does it
exist L with a sparse band, such that B is the submatrix of Lp+q formed by the rows
and columns of indices n(p + q), n  0.
In order to be more precise with respect to what we will do, this inverse problem
can be written only in terms of polynomials as: a matrix orthogonal family Pn(t) (of
size (p, q)) being given, is it possible to find a (p, q)-symmetric orthogonal family
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Qn such that Qn(p+q)(x) = Pn(xp+q). Finally, the problem is to define intermediate
families Qn(p+q)+k(x), k = 1, . . . , p + q − 1, and the sequence an such that the
complete family Qn satisfies
xQn(x) = Qn+q(x) + anQn−p(x), Qn(p+q)(x) = Pn(xp+q).
If these exist, then necessarily, the an are solutions of Eq. (20) where u are the coef-
ficients of the recurrence relation satisfied by the family Pn (19).
The solution, considered in this polynomial setting, has been completely written
for the vector case in [17]. Let p = 2, q = 1, Pn is a (2, 1)-orthogonal sequence
P
0,0
n , defining implicitly the associated families P i,jn . We define the three sequences
Q3n(x) = P 0,0n (x3), Q3n+1(x) = xP 1,0n (x3), Q3n+2(x) = x2P 2,0n (x3),
then we write the vector QD algorithm for the polynomials P i,0n (x3) and the equiva-
lent relations in terms of Qn(x) (xP 2,0n = P 0,1n ):
P 1,0n (x
3) = P 0,0n (x3) − α0,0n P 1,0n−1(x3),
Q3n+1(x) = xQ3n(x) − α0,0n Q3n−2(x),
P 2,0n (x
3) = P 1,0n (x3) − α1,0n P 2,0n−1(x3),
Q3n+2(x) = xQ3n+1(x) − α1,0n Q3n−1(x),
P
0,0
n+1(x
3) = (x3)P 2,0n (x3) − β0,0n+1P 0,0n (x3),
Q3n+3(x) = xQ3n+2(x) − β0,0n+1Q3n(x).
So we have found the required polynomials Qn and the coefficients an are given by
the terms of the QD algorithm
a3n = α0,0n , a3n+1 = α1,0n , a3n+2 = β0,0n+1.
Let us do the same for the matrix case. Considering particular cases, it becomes
clear that the square case p = q, and the case where p, q are relatively prime are
different and are in fact the two significant cases.
5.3. Inverse problem, (p|q) = 1
We considered first the particular case p = 3, q = 2, and then give the solution in
the general case.
Starting from a (3, 2)-orthogonal sequence Pn, what is required is a family Qn
satisfying a recurrence relation of type
Qn+2(x) = xQn(x) − anQn−3(x), Q5n(x) = Pn(x5).
We write the following sequence S: when using the QD algorithm, each term of
this sequence S is expanded w.r.t two polynomials by (6), the first of these is its
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following in S. We try to write only terms of “independent” orthogonal sequences
(P
0,2
n = xP 3,0n )
P 3,0n , P
2,0
n , P
1,0
n , P
0,0
n , P
0,1
n−1,
(
P
0,2
n−2
)
.
If the Qn exist, this sequence is related to
Q5n+6, Q5n+4, Q5n+2, Q5n, Q5n−2, (Q5n−4).
P
i,j
n ∈ Span(hj , . . . , hj+n), so P 0,jn , j = 0, . . . , q − 1, has a constant term in at
least one coordinate, and we let Q5n−2(x) = P 0,1n−1(x5), and consequently we get
Q5n−2(x) = P 0,1n−1(x5), Q5n−4(x) = x4P 3,0n−2(x5), i.e.
Q5n+6(x) = x4P 3,0n (x5), Q5n+4(x) = x3P 2,0n (x5),
Q5n+2(x) = x2P 1,0n (x5), Q5n(x) = xP 0,0n (x5),
Then we write the QD algorithm for the polynomials P i,jn (x5) and the equivalent
relations in terms of Qn(x):
Q5n−2(x) = P 0,1n−1(x5), Q5n−2(x) = xQ5n−4(x) − β0,1n−1Q5n−7(x),
Q5n−4(x) = x4P 3,0n−2(x5), Q5n+6(x) = xQ5n+4(x) − α2,0n Q5n+1(x),
Q5n+4(x) = x3P 2,0(x5), Q5n+4(x) = xQ5n+2 − α1,0n Q5n−1(x),
Q5n+2(x) = x2P 1,0n (x5), Q5n+2(x) = xQ5n(x) − α0,0n Q5n−3(x),
Q5n(x) = xP 0,0n (x5), Q5n(x) = xQ5n−2(x) − β0,0n Q5n−5(x).
So we have found the required polynomials Qn (up to a shift) and the coefficients an
are given by the terms of the QD algorithm
a5n+4 = α2,0n , a5n+2 = α1,0n , a5n = α0,0n ,
a5n−2 = β0,0n , a5n−4 = β0,1n−1.
They are found as an(p+q)+kq,k=−q,...,p−1,n0, which is the same as
an(p+q)+s,s=0,...,p+q−1,n0, because the integers p and q are relatively prime.
In fact this last situation is general under the assumption that p and q are relatively
prime. Let Pn be a (p, q)-orthogonal sequence. We write similarly the sequence S:
when using the QD algorithm, each term of this sequence S is expanded w.r.t two
polynomials by (6), the first of these is the following in S. We write only terms of
“independent” orthogonal sequences: as xPp,0n = P 0,qn we get
P
p,0
n , . . . , P
1,0
n , P
0,0
n , . . . , P
0,q−1
n−q+1,
(
P
0,q
n−q
)
,
this sequence is related to
Q(p+q)n+pq, . . . ,Q(p+q)n+q,Q(p+q)n, . . . ,Q(p+q)n−(q−1)q ,
(Q(p+q)n−qq = Q(p+q)(n−q)+pq).
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As before, each P 0,jn , j = 0, . . . , q − 1, has a constant term in at least one coordi-
nate, so we let Q(p+q)n−(q−1)q(x) = P 0,q−1n−q+1(xp+q), and consequently we define
Qn(p+q)+hq(x) = xq−1+hP h,0n (xp+q), h = 0, p − 1,
Qn(p+q)−kq(x) = xq−1−kP 0,kn−k(xp+q), k = 0, q − 1,
xQn(p+q)−q2(x) = P 0,qn−q(xp+q), (24)
(i.e. Qn(p+q)+pq(x) = xp+q−1Pp,0n (xp+q)).
If (p|q) = 1, q and p + q are also relatively prime, so the set j = {0, . . . , p + q −
1} and the set {hq mod(p + q), h = −q, . . . , p − 1} are identical: q is invertible
mod(p + q), and so hq = j has one and only one solution for any j = 0, . . . , p +
q − 1. So all the families Qn(p+q)+j , j = 0, . . . , p + q − 1, are well defined by
(24). Writing the relations of the QD algorithm we find the constants an : an(p+q)+hq
links Ph+1,0n , Ph,0n , h = 0, p − 2, an(p+q)−kq links P 0,kn−k , P 0,k+1n−k+1, k = 0, q − 1, the
third one closes the loop P 0,qn , Pp−1,0n , through P 0,qn = xPp,0n and so is similar to
the first one for h = p − 1,
Qn+q(x) = xQn(x) − anQn−p(x),
an(p+q)+hq = αh,0n , h = 0, . . . , p − 2,
an(p+q)−kq = β0,kn−k, k = 0, . . . , q − 1,
an(p+q)+(p−1)q = αp−1,0n .
As a conclusion for this part, starting from a family of matrix orthogonal polynomials
Pn (equivalently from a dense band matrix B), we have found in a constructive way
the constants an, such that the family of polynomials Qn (vectors of size q), are
(p, q)-symmetric (equivalently the band matrix L is sparse), and are linked to Pn by
Qn(p+q)(x) = xq−1Pn(xp+q). Equivalently the matrix B is equal to the submatrix
of Lp+q , containing the rows and columns of indices n(p + q).
The link with continued fractions (and consequently with Hermite–Padé approx-
imants) is to be studied in a further section.
5.4. Inverse problem for the square case p = q
Matrix orthogonality with respect to a square matrix of measures has, of course,
been already considered, see for example [8], and a QD algorithm was mentioned in
[9].
We will see, here, why it is natural in this case to write in matrix form, i.e. the
recurrence relation for “orthogonal polynomials” is a three terms relation, polyno-
mials are square matrix polynomials and the coefficients of the recurrence are also
matrices, all of size p.
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In our setting, what is different, when p = q, begins when writing the sequence
S: instead of going through all the orthogonal families P i,jn , we get sub-cycles which
can be written in parallel, and so the matrix writing is natural.
We denote Pi,jn = (P i,jpn , . . . , P i,jpn+p−1) for any indices i, j , then the relations
between the adjacents families are written, here for p = q = 2, for any i and j ,
P
i,j
n = Pi+1,jn
(
1 αi,j2n+1
0 1
)
+ Pi+1,jn−1
(
0 0
α
i,j
2n 0
)
,
P
i,j+1
n = Pi,jn+1
(
0 1
0 0
)
+ Pi,jn
(
β
i,j
2n+1 0
1 βi,j2n+2,
)
,
(25)
which are summarized as{
P
i,j
n = Pi+1,jn Ai,jn + Pi+1,jn−1 Bi,jn ,
P
i,j+1
n = Pi,jn+1Ci,jn + Pi,jn Di,jn .
(26)
Retaining only the families Pi,jn , and Pi,j+2n = xPi+2,jn , we get (because Bi+1,jn−1
B
i,j
n = 0 and Ci,jn+1Ci,j+1n = 0)
P
i,j
n = Pi+2,jn Ai,jn + Pi+2,jn−1 Bi,jn ,
A
i,j
n =Ai+1,jn Ai,jn ,Bi,jn = Bi+1,jn Ai,jn + Ai+1,jn−1 Bi,jn ,
xP
i+2,j
n = Pi,j+2n ,
P
i,j+2
n = Pi,jn+1 Ci,jn + Pi,jn Di,jn ,
C
i,j
n = Di,jn+1Ci,j+1n + Ci,jn Di,j+1n ,Di,jn = Di,jn Di,j+1n .
(27)
These formulae can be obtained for any dimension p, with two terms, as this is a
consequence of the original relations between the Pi,jn , even if, for general p,Ai,jn ,
of dimension p × p, would be the product of p elementary matrices and so on for
the other Bi,jn Ci,jn Di,jn .
Now if we replace in the second equation the Pi,jn in terms of the Pi+2,jn , we find
the three terms recurrence relation, with matrix coefficients, for the family Pi+2,jn .
Replacing in the first equation (multiplied by x) the Pi+2,jn in terms of the Pi,jn , we
find the three terms recurrence relation, with matrix coefficients, for the family Pi,jn .
Identifying both expressions gives a kind of matrix QD algorithm, which is nothing
else than combinations of the QD algorithm obtained in relation (9).
Now the link with other authors [9], concerned with QD algorithm can be done.
Let us write it for (i, j) fixed: the family Pi,jn (taken as (0, 0) in [9]) satisfies a three
terms recurrence relation
xP
i,j
n = Pi,jn+1Ci,jn Ai,jn + Pi,jn (Di,jn Ai,jn + Ci,jn−1Bi,jn ) + Pi,jn−1Di,jn−1Bi,jn .
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C
i,j
n andAi,jn are both upper triangular with diagonal one, so to compare with [9], we
have to normalize to have unity as first factor. Let Qn = Pi,jn n, this new sequence
satisfies the relation (omitting the i, j )
xQn =Qn+1−1n+1CnAnn +Qn−1n (DnAn + Cn−1Bn)n
+Qn−1−1n−1Dn−1Bnn.
Now, with
n+1 = CnAnn,
ξ2n = −1n Cn−1Bnn,
ξ2n+1 = −1n DnAnn,
it follows that
xQn = Qn+1 +Qn(ξ2n + ξ2n+1) +Qn−1ξ2n−1ξ2n,
which is the same as obtained in [9]. The (ξn) are the same but here obtained through
a quite different way, i.e. decomposition of the linear forms defining the orthogonal-
ity.
To obtain the preceding relation, we consider decomposition with two large steps,
i.e. for (i, j) fixed, we retain the matrix families ((Pi+kp,jn )n)k which, in the square
case p = q, describe simultaneously the links between all the vector families
(P
i+h,j
n )n. It is exactly the theoretical role of the QD algorithm, and that is why
what is found here and what is found in [9] must coincide.
6. Corresponding matrix Stieltjes continued fraction
Let S = (Si,j )i=1,p;j=1,q be a matrix of formal power series, i.e. for each i,j ,
Si,j (z) =
∑
n0
c
i,j
n
zn+1
,
associated to the moments (ci,jn )n. What we want to prove here is that S can be
expanded as a matrix Stieltjes continued fraction (see definition below) as was done
for vector of formal series [2,16] expanded in vector Stieltjes continued fraction (if
some regularity conditions are satisfied). The regularity conditions are, as before that
all considered Hankel determinants are non-zero, which is equivalent to the regular-
ity of the sequence of orthogonal polynomials, i.e. each of them is of maximum
degree.
For the sake of completeness, we recall some definition that can be found in [18],
and that have already been completed and used for vectors in [2].
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A pseudo-quotient is defined for p × q matrices as
T (B) = 1
bp,q
 1 −bp,1 · · · −bp,q−1b1,q b1,1bp,q − b1,qbp,1 · · · b1,q−1bp,q − b1,qbp,q−1
bp−1,q bp−1,1bp,q − bp−1,qbp,1 · · · bp−1,q−1bp,q − bp−1,qbp,q−1
.
(28)
This allows to define a continued fraction as the iteration of linear fractional trans-
formations C/(B + Z) = C · T (B + Z), where C is a vector of size p, identified to
the diagonal matrix diag(C).
The corresponding application inMp+q,q and Gp,q (the space of equivalent clas-
ses of pairs (H,K) instead of K ·H−1) is the left multiplication by a matrix W of
size (p + q) × (p + q): with J the matrix of permutation which put the last row at
the first one, we get
T˜
(
C
B + Z
)
= diag(Iq, C)J
(
Iq
B + Z
)
= diag(Iq, C)J
(
Iq 0
B Ip
)(
Iq
Z
)
= W
(
Iq
Z
)
.
More explicitly
W = diag(Iq, C)J
(
Iq 0
B Ip
)
=

bp,1 · · · bp,q 0 · · · 1
1 · · ·
...
.
.
.
· · · c1 0 · · · 0
b1,1 · · · b1,q c2 · · · 0
...
...
.
.
.
...
bp−1,1 · · · bp−1,q 0 · · · cp 0

, (29)
det(W) = (−1)p+q+1
p∏
1
ci .
We obtain, formally
S = C0
B0 + C1
B1+ 1
.
.
.
.
In Mp+q,q and in Gp,q it follows, with Wn the (p + q) × (p + q) matrix associ-
ated to the linear fractional transformation wn (l.f.t. in Jones and Thron’s terms)
wn(Z) = CnT (Bn + Z) ofMp,q
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Iq
S
)
=
(
Iq
S0
)
= T˜
(
Iq
B1 + S1
)
, B1 = P [T −1(S0)](
Iq
Sn
)
= T˜
(
Iq
Bn+1 + Sn+1
)
= Wn+1
(
Iq
Sn+1
)
(30)(
Iq
S
)
=
(
Iq
S0
)
= Mn
(
Iq
Sn
)
, Mn = Mn−1Wn
An expression of the convergent of order n is obtained(
Iq
n
)
= Mn
(
Iq
0
)
(31)
It follows that, if ykn , k = 1, . . . , p + q, denote the columns of Mn, we get [19, The-
orem 4] in Gp,q
Cl =
(
Iq
n
)
= Cl(y1n, y2n, . . . , yqn ),= Cl(y1n, y1n+1, . . . , y1n+q−1).
The upper part of (y1n, y1n+1, . . . , y1n+q−1) of size q × q is denoted Hn, the lower
part of size p × q is denoted Kn. Because of the recurrence relation satisfied by the
y1n = (Hn,Kn)t and the initial conditions, the columns of Hn = (Hn, . . . , Hn+q−1)
are the matrix orthogonal polynomials defined by S, and in Mp,q we get n =
Kn0
Ck
Bk
= KnH−1n , i.e.Hn andKn are respectively the denominator and the numerator
of the approximant.
Generalizing the scalar case (p = 1, q = 1) and the vector case (q = 1), a matrix
Stieltjes continued fractions is defined as
Definition 1. All the vectors Ck being of size p, all the matrices Bk being of size
p × q a matrix Stieltjes continued fraction (MS continued fraction for short) is
defined by a sequence of scalars (bn)n0,
MS = K∞0
Ck
Bk
, Ck = (1, . . . , 1,−bk)t ,

Bk =
0 · · · 0· · ·
0 · · · εk

εk = z if k = m(p + q), 1 otherwise
.
We have to say what means a corresponding MS continued fraction. The definition
will precise the idea that for each n, the order of approximationS−n is maximum.
We will consider SHn −Kn, or equivalently, the columns of this matrix, i.e. the
first column SHn − Kn. To each n, we associate a multiindex (k1 + 1, . . . , kp + 1)
satisfying
∑p
0 kj = n. We will always restrict our study to regular multiindices (k1 · · ·  kp  k1 − 1).
So, with ω(S) the degree of the first non-zero term (1/z)j in the expansion of S,
we get the definition.
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Definition 2. For each n = kp + r we define the regular multiindex n¯ = (k +
δi)i=1,p = (k + 1, . . . , k) (k + 1 r times). A matrix Stieltjes continued fraction is
said to correspond to S if for all n,
i = 1, . . . , p, ∀n > 0, ω(SHn − Kn)i = k + δi + 1.
We now give the theorem, with the previous notations, extending to the matrix
case the result proved for one series (see for example [10] and for a vector of series
[2,17]). The regularity conditions are, as before that all considered Hankel determi-
nants are non-zero, as recalled at the beginning of this section.
Theorem 3. S is a matrix of Stieltjes series, defining the family of matrix ortho-
gonal polynomials Qn = Q0,0n and the associated polynomials Qi,jn . The matrix of
formal series S admits a corresponding MS continued fraction
MS = K∞0
(1, . . . ,−bn)(
0 · · · 0
0 · · · εn
) , εn = z if n = m(p + q), 1 otherwise.
The partial denominators areHn = (Hn, . . . , Hn+q−1) where the Hn are associated
to the different families Qi,jn (32). The coefficients bn are given by the matrix QD
algorithm (33).
Proof. The proof in the vector case q = 1 has been written in [17]. It is given here,
in an other way, for the general matrix case. We restrict to the case p = 3, q = 2, to
avoid complexity of indices.
Hn is the nth orthogonal polynomial with respect to S is equivalent to SHn is the
sum of a polynomial part (vector) and a term O(1/zni )i=1,q of optimal order, in the
sense previously defined.
S being given, the associated polynomials are denoted Qi,jn . We consider the
continued fraction given by the partial denominators Hn = (Hn, . . . , Hn+q−1)
H5m = Q0,0m , H5m+2 = xQ1,0m , H5m+4 = xQ2,0m ,
(32)H5m+6 = xQ3,0m = Q0,2m , H5m+8 = Q0,1m+1.
They follow the following recurrence relations:
Q
0,0
m+2 = Q0,1m+1 − β0,1m+2 Q0,0m+1, H5m+10 = H5m+8 − β0,1m+2H5m+5,
Q
0,1
m+1 = Q0,2m − β0,2m+1 Q0,1m , H5m+8 = H5m+6 − β0,2m+1H5m+3,
xQ
3,0
m = xQ2,0m − α2,0m xQ3,0m−1, H5m+6 = H5m+4 − α2,0m H5m+1,
xQ
2,0
m = xQ1,0m − α1,0m xQ2,0m−1, H5m+4 = H5m+2 − α1,0m H5m−1,
xQ
1,0
m = xQ0,0m − α0,0m xQ1,0m−1, H5m+2 = xH5m − α0,0m H5m−3,
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i.e. in short Hn+2 = εnHn − bnHn−3, where, εn is x if n is a multiple of p + q = 5
and 1 otherwise. The bn are given by the QD algorithm
b5m = α0,0m , b5m+2 = α1,0m , b5m+4 = α2,0m , (33)
b5m+1 = β0,2m , b5m+3 = β0,1m+1.
The initial conditions on the Hn are of course given by the initial conditions of the
associated polynomials Qi,jn
(H0, H1, H2, H3, H4) =
(
Q
0,0
0 ,Q
0,2
−1, xQ
1,0
0 ,Q
0,1
0 , xQ
2,0
0
) = (h0, 0, h2, h1, h2).
The Kn are the polynomial part of SHn, so zero for n = 0,1, and Hn is invert-
ible for n  2 (n  q). This continued fraction is the expansion of S, because the
orthogonality properties of the Hn guarantee the required approximation. 
7. Application to a possible generalisation of the Toda lattice
The aim of this section is to give the general form of discrete dynamical systems
which can be considered as generalisation of known systems where the solution is
found through the theory of Hermite–Padé approximants.
The known systems are discrete generalisation of the KdV equation, classified by
Bogoyavlensky [6,7]. They depend on two parameters p and q. Following ideas of
Moser [11], such systems have been already considered. For p = q = 1, we get the
Langmuir chain [12], for p = 1 and q any integer or q = 1 and p any integer, the
systems have been studied respectively by [13] and [2]{
p = 1, a′n = an
(∏q
k=1 an+k −
∏q
k=1 an−k
)
,
q = 1, a′n = an
(∑p
k=1 an+k −
∑p
k=1 an−k
)
.
In [20], we studied the general case, often restricted to p = 3, q = 2 (the important
assumption being that p and q are relatively prime), infinite system (E) of differential
equations, for n = 0, 1, . . .
(E)
{
a′n+3 = an+3(Un+3 − Un−2),
Un+3 = an+6(an+9 + an+7 + an+5)+ an+4(an+7 + an+5)+ an+2an+5,
where the solutions an+3(t), n  0, are unknown real functions of t , t ∈ [0,+∞[
with conditions an+3(t) = 0, n < 0. These conditions are boundary conditions with
respect to n for the system (E).
Studies of the same kind, with no references to dynamical systems, but concerned
by the finite-dimensional approximations of the resolvent of an infinite three diagonal
band matrix can be found in [3,5].
The problem, being understood, can be summarized by the data of the matrix L
and the standard method of Lax pairs. We consider the bi-infinite matrix
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L =

0 · · · 0 1 · · ·
· · · · · · · · · . . .
ap 0 1 · · ·
.
.
.
.
.
.
 , (34)
and look for an infinite matrix M such that the system (E) can be rewritten in the
form
L′ = [L,M],
where [L,M] = LM − ML. As we have (Ln)′ = [Ln,M], the resolvent operator
can be expanded in a neighbourhood of infinity, and
Rz = (zI − L)−1 =
∞∑
n=0
Ln
zn+1
, R′z = [Rz,M]. (35)
But the function F (defined as f i,j = (Rzei−1, ej−1), i = l, p; j = 1, q) is the top
left corner of Rz, and the functions an(t) are found as the coefficients of the contin-
ued fraction associated to F.
We see that the solution of the system (E) is found through the theory of Hermite–
Padé approximants.
We will use the preceding sections (mainly Section 5.3) to see what kind of dis-
crete dynamical systems could be solved by this method if the matrix L is now a
matrix B, i.e. with a full band matrix, and no more a band matrix with intermediate
diagonals being zero.
We study only the case where (p|q) = 1, and use the results of section 5. With
these notations, the matrix B can be considered as the submatrix of the matrix Lp+q ,
formed by the rows and columns of indices n(p + q), n  0.
A Lax pair is known for L, so for Lp+q , and so for B.
Let first write down everything in the vector case p = 2, q = 1, knowing that the
M of the Lax pair is the lower part of L3, i.e. L3−
L =

0 1 · · ·
0 0 1
a2 0 0 1 · · ·
.
.
.
.
.
.
 ,
B is formed by the rows and columns of L3 of indices 3n, n  0, so we get
L(en) = en−1 + an+2en+2,
L3(e3n) = e3(n−1) +∑2k=0 u−kn+ke3(n+k),
L3−(e3n) =
∑2
k=1 u
−k
n+ke3(n+k).
(36)
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The dynamical system is
(L3)′ = L3M − ML3,
and if the rows of B are denoted (0, . . . , un, vn, wn, 1, 0, . . .), then
un = u−23n , vn = u−13n , wn = u03n,
and the dynamical system is
w′n = vn+1 − vn,
v′n+1 = vn+1(wn+1 − wn) + un+2 − un+1,
u′n+2 = un+2(wn+2 − wn).
(37)
The same computation, explicitly done for the case p = 3, q = 2, leads to the fol-
lowing system: the rows of B are denoted
(0, . . . , un, vn, wn, rn, tn, 1, 0, . . .) =
(
0, . . . , u−3n , u−2n , u−1n , u0n, u1n, 1, 0, . . .
)
,
and the dynamical system is
t ′n−1 = wn+1 − wn−1,
r ′n = vn+2 − vn + wn+1tn − tn−1wn,
w′n+1 = un+3 − un+1 + vn+2tn+1 − tn−1vn+1 + wn+1(rn+1 − rn),
v′n+2 = un+3tn+2 − tn−1un+2 + vn+2(rn+2 − rn),
u′n+3 = un+3(rn+3 − rn).
(38)
The general equations would not be more complicated: p + q families ukn, k =
−p, . . . , q, ukn is zero if k is outside this interval, and uqn = 1 by normalisation
L(ei) = ei−q + ai+pei+p,
Lp+q(en(p+q)) = ∑pk=−q u−kn+ke(n+k)(p+q),
L
p+q
− (en(p + q)) =
∑p
k=1 u
−k
n+ke(n+k)(p+q).
(39)
The equations obtained from (Lp+q)′(en(p+q)) = (Lp+qM − MLp+q)(en(p+q)) are
of degree 2, with 1 to p terms in each sum
(
u−kn+k
)′ = p∑
h=1
u−hn+hu
−k+h
n+k −
p−q+1∑
h=−q
u−hn+hu
−k+h
n+k , k = −q + 1, . . . , p.
(40)
How to solve these equations: solve the problem for L, and having the functions
an(t), reconstruct the functions u−kn (t), k = −q + 1, . . . , p, by the Miura transform
(20). This can be considered as a change of unknown functions in the dynamical
systems (37), (38) or (40).
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