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Resumen El despliegue de servicios es una tarea compleja, al depender de mu´ltiples factores que pueden variar
en el tiempo, que se realiza normalmente de forma manual. En este art´ıculo se propone emplear un sistema de
validacio´n de planes de despliegue, implementado a trave´s de un sistema basado en reglas, para asegurar que las
acciones del despliegue a realizar son adecuadas al estado del entorno sobre el que se desea actuar. Dicho sistema
se encuentra integrado dentro de un gestor de cambios de entorno y basado en su modelo de informacio´n.
Palabras clave: validacio´n, sistema basado en reglas, despliegue, servicios, OSGi.
1. Introduccio´n
Numerosas aplicaciones empresariales desarrolladas hoy en d´ıa se caracterizan por presentar una
arquitectura orientada a servicios (SOA, del ingle´s Service Oriented Architecture) [15]. Su uso facilita
la interoperabilidad entre sistemas heteroge´neos, al definir una manera esta´ndar de anunciar e invocar
servicios que actu´an de manera independiente. Adema´s, su empleo favorece la fiabilidad, mantenibilidad
y escalabilidad de dichas aplicaciones.
Una de las actividades a llevar a cabo durante el desarrollo de este tipo de aplicaciones es el despliegue
de los servicios, que consiste en realizar todas las acciones necesarias para poder poner dichos servicios
en funcionamiento. Es habitual que los servicios cooperen entre s´ı, establecie´ndose dependencias entre
ellos en funcio´n de los recursos ofertados y los requisitos demandados, siendo necesario comprobar su
disponibilidad. Por otro lado, es necesario tener en cuenta las caracter´ısticas de los entornos sobre los
que se realiza el despliegue. Dichos entornos son normalmente heteroge´neos, estando constituidos por
componentes de diversa ı´ndole, y distribuidos, es decir, los servicios suelen ejecutarse sobre distintos
nodos que conforman una red. Por otro lado, se debe tener en cuenta que durante el desarrollo de las
aplicaciones empresariales se suelen utilizar varios entornos de despliegue, para de esta forma, adecuarse
a las necesidades concretas de cada fase del proyecto.
Todo ello conduce a que el despliegue sea una actividad compleja que, sin embargo, se realiza nor-
malmente de forma manual, siendo una de las principales fuentes de error durante el desarrollo de los
sistemas, lo que implica un aumento en el tiempo requerido para su puesta en funcionamiento y en el
coste asociado. Este hecho ha dado lugar a la investigacio´n en este campo, con el objetivo de facilitar la
realizacio´n de dicha tarea.
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La inteligencia artificial ofrece diversas te´cnicas que pueden ayudar a resolver esta situacio´n, como el
uso de sistemas de representacio´n del conocimiento, el empleo de me´todos de aprendizaje automa´tico o
la utilizacio´n de sistemas basados en reglas, entre otros [23].
Su aplicacio´n a la ingenier´ıa del software [2] se realiza desde hace muchos an˜os, pues e´sta es una
actividad intensiva en conocimiento, que requiere tanto el entendimiento del dominio de la aplicacio´n
como del software en s´ı mismo, siendo de gran utilidad el empleo de te´cnicas de inteligencia artificial para
simplificar y facilitar el desarrollo de los sistemas. Au´n as´ı, e´sta es un a´rea en evolucio´n, pues a pesar de
haberse realizado mucha investigacio´n al respecto, todav´ıa es necesario implementar aplicaciones pra´cticas
en las que se pongan de manifiesto los beneficios del empleo de dichas te´cnicas en el a´mbito de la ingenier´ıa
del software.
Briand [6] agrupa en cuatro categor´ıas las principales a´reas relacionadas con la ingeniera software
que pueden beneficiarse de la aplicacio´n de tecnolog´ıas enmarcadas dentro del a´mbito de la inteligencia
artificial: planificacio´n, seguimiento y control de calidad de los proyectos; mejora de los procesos de las
organizaciones de software; apoyo en la toma de decisiones; y automatizacio´n.
En la actualidad, una de las principales aplicaciones de la inteligencia artificial en este campo se basa
en el empleo de sistemas expertos, pues su uso permite automatizar las tareas, con lo que se pretende
reducir el nu´mero de errores derivados del desarrollo del software. El objetivo es por tanto asegurar dicho
proceso, reduciendo los riesgos asociados [27] y garantizando la calidad del producto implementado [22].
Pero la elaboracio´n de sistemas expertos no es una actividad sencilla, pues requiere conocer la informacio´n
asociada al dominio de la aplicacio´n y emplearla de manera adecuada, lo que implica la colaboracio´n de
conocedores del dominio junto con desarrolladores de software, siendo necesario verificar si el producto
obtenido es el adecuado [30].
El uso de inteligencia artificial permite la automatizacio´n de tareas tan complejas como el despliegue
de servicios en entornos extensos empresariales bajo una arquitectura SOA. En ingenier´ıa software, di-
chas tareas suelen llevar asociado un modelo del dominio que permite su ejecucio´n en base a planes de
despliegue para facilitar su correcta organizacio´n y temporizacio´n y situar sus dependencias de una forma
simple y clara. Bajo esta meto´dica se encuentran algunos sistemas que usan inteligencia artificial para
llevar a cabo la validacio´n de dichos planes e incluso del modelo asociado [11] [16] [24].
En este art´ıculo se propone emplear un sistema de validacio´n de planes de despliegue con el objetivo de
informar al usuario acerca de la viabilidad y las repercusiones de la ejecucio´n de las actividades a realizar
en el futuro proceso de despliegue segu´n el estado actual del entorno sobre el que se va a trabajar. Las
restricciones a considerar durante la validacio´n se han definido a trave´s de un sistema de reglas, facilitando
su organizacio´n y visualizacio´n mediante un lenguaje ma´s natural, su adaptacio´n a las necesidades de
cada caso y su actualizacio´n futura por parte de expertos del dominio.
El sistema se encuentra integrado en un gestor de cambios de entorno, desarrollado dentro del pro-
yecto de investigacio´n ITECBAN (Infraestructura Tecnolo´gica y Metodolo´gica de Soporte para un Core
Bancario), incluido en el programa CENIT de I+D, llevado a cabo por el Gobierno espan˜ol.
El resto del art´ıculo se estructura de la siguiente manera. En la seccio´n 2 se realiza una introduccio´n
al contexto en el que ha sido desarrollado el sistema de validacio´n, explica´ndose co´mo se lleva a cabo
la gestio´n del despliegue dentro del proyecto ITECBAN, para a continuacio´n expresar los objetivos a
alcanzar con el desarrollo del sistema. En la seccio´n 3 se realiza un breve resumen de las tecnolog´ıas
empleadas en la solucio´n propuesta, descrita en detalle en la seccio´n 4. En la seccio´n 5 se muestran
algunas pruebas de concepto realizadas. Posteriormente, en la seccio´n 6, se presentan algunos trabajos
relacionados, y por u´ltimo, en la seccio´n 7, se exponen las conclusiones y l´ıneas futuras de trabajo.
2. Gestio´n del despliegue de servicios en el proyecto ITECBAN
El principal objetivo del proyecto ITECBAN es el desarrollo de una plataforma que sirva como base
para la creacio´n de sistemas de gestio´n destinados al sector bancario, elimina´ndose las limitaciones ac-
tuales de los sistemas de informacio´n empleados en entornos financieros. Las aplicaciones empresariales
empleadas en este tipo de a´reas se caracterizan por presentar en la mayor parte de los casos una arquitec-
tura orientada a servicios, lo que las permite adaptarse de manera continua y flexible a los cambios que
se producen en su alrededor, en respuesta a la demanda del mercado. Durante el desarrollo de este tipo
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Figura 1: Escenario de despliegue
de aplicaciones es necesario el empleo de varios entornos de despliegue, a trave´s de los cuales se evolucio-
na hasta alcanzar el entorno de produccio´n. Los motivos que conducen a utilizar distintos entornos son
diversos, entre ellos destacan el control de acceso, el cual debe ir aumentando a medida que se avanza en
el proceso de desarrollo, y la topolog´ıa del entorno, la cual va cambiando a lo largo del ciclo de desarrollo,
hacie´ndose ma´s compleja en la fase de produccio´n, cuando se requiere ampliar el nu´mero de recursos f´ısi-
cos empleados, siendo necesario utilizar sistemas de respaldo. A esta situacio´n se an˜ade el hecho de que
dichos entornos sean heteroge´neos, distribuidos y muy dina´micos, con constantes cambios en el estado,
disponibilidad y configuracio´n de los servicios que los pueblan. Surge entonces la necesidad de disponer
de una solucio´n que facilite el despliegue de los servicios, adecua´ndolos a las necesidades y caracter´ısticas
de cada entorno en concreto, lo que ha llevado a establecer, como una de las tareas a realizar dentro
del proyecto ITECBAN, la creacio´n de un gestor de cambios de entorno. El objetivo de dicho sistema es
la creacio´n de procedimientos y el soporte a las operaciones de despliegue y configuracio´n de unidades
software sobre los distintos entornos gestionados por la organizacio´n. Este sistema ha sido implementado
dentro de la arquitectura de despliegue y configuracio´n de ITECBAN (de ahora en adelante ADCI).
El gestor de entornos emplea un modelo de recursos presentado en [9], basado en CIM (Common
Information Model) [10] y en el esta´ndar de componentes y despliegue de sistemas distribuidos establecido
por OMG (Object Management Group) [25]. En concreto, el modelo de informacio´n empleado se divide en
tres modelos espec´ıficos, dedicados a la representacio´n de los entornos de despliegue (Deployment Target),
las unidades software o servicios a desplegar (Deployment Unit) y los planes de despliegue de unidades,
configuracio´n y gestio´n de recursos (Deployment Plan).
Un entorno se encuentra formado por diversos nodos distribuidos a lo largo de una red. Cada nodo
suele representar una ma´quina espec´ıfica, aunque tambie´n puede modelar nodos virtualizados o que
formen parte de un cluster ubicado sobre una ma´quina, y presenta una serie de recursos con ciertas
propiedades que lo caracterizan. Los nodos albergan contenedores, elementos software que contienen a las
unidades software. Existen diversos tipos de contenedores segu´n desplieguen un tipo u otro de unidades,
as´ı por ejemplo existen servidores de aplicaciones o bases de datos. Los contenedores tambie´n presentan
propiedades que los caracterizan y pueden ser configuradas. Las unidades software representan los servicios
y aplicaciones a ser ejecutados. Las unidades suelen exportar recursos, que pueden ser requeridos por otras
unidades, lo que se representa mediante dependencias, y establecer una serie de restricciones que deben
ser cumplidas por el contenedor sobre el que se realizara´ el despliegue. Una vez desplegada, cada unidad
pasa a modelarse como una unidad en ejecucio´n, que contiene la configuracio´n espec´ıfica del despliegue
realizado, con las asociaciones existentes entre unidades y los valores ya configurados de sus propiedades.
En la figura 1 se muestra un escenario de ejemplo, en el que el entorno presenta tres nodos, sobre cada
uno de ellos se encuentran desplegados uno o ma´s contenedores, albergando distintos servicios o unidades
software.
Los planes de despliegue contienen las actividades a realizar sobre las unidades software en un entorno
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concreto. El gestor de cambios de entorno debe ser responsable de que los planes generados sean va´lidos,
evitando por ejemplo que se intenten desplegar unidades sobre nodos sin los recursos requeridos. Para
ello, debe analizar las caracter´ısticas de cada unidad a desplegar, considerando sus dependencias y res-
tricciones, y el estado del entorno sobre el que se desea llevar a cabo el despliegue. Adema´s, es posible que
desde la creacio´n de un plan hasta su ejecucio´n, el estado del entorno var´ıe, siendo necesario comprobar
que las operaciones contenidas en las actividades se pueden cursar, debido a que todos los requisitos y
dependencias previos se siguen cumpliendo y que adema´s no entran en conflicto con las unidades desple-
gadas actualmente en el entorno. Con el objetivo de automatizar dicha tarea, se propone integrar dentro
del gestor de cambios de entorno un sistema de validacio´n de planes de despliegue.
El propo´sito de dicho sistema es asegurar el correcto funcionamiento de los planes antes de llevarlos
a cabo. Para ello, debe contrastar la informacio´n contenida en el plan con el estado actual del entorno
sobre el que se desea realizar el despliegue, verificando que la ejecucio´n de las actividades contenidas en
el plan coincide con el esperado inicialmente. El resultado de la validacio´n es mostrado al usuario, en
concreto, existen tres tipos posibles de respuestas en las que se indica que: se puede continuar con el plan,
se advierte de los posibles problemas que pudieran surgir o de que el plan debe abortarse debido a que
existe algu´n problema grave. El objetivo perseguido es por tanto facilitar al usuario la realizacio´n de la
accio´n ma´s adecuada a llevar a cabo antes de ejecutar un plan de despliegue.
3. Sistemas de razonamiento basados en reglas: Drools
Para la realizacio´n del sistema de validacio´n de planes se propone aplicar un sistema basado en
conocimiento, es decir, un sistema que trata de resolver los problemas mediante razonamiento. Dado que
todo el conocimiento necesario para la validacio´n de los planes es bastante complejo, se ha considerado
que el uso de reglas o tablas de decisio´n es adecuado para su representacio´n, es decir, se ha optado por
emplear un sistema de razonamiento basado en reglas.
El empleo de un sistema basado en conocimiento permite al usuario experto en el dominio definir
las comprobaciones a realizar durante la validacio´n y las acciones ma´s adecuadas a seguir en cada caso.
El motor de inferencia sera´ el encargado de contrastar dicha informacio´n, almacenada en la base de
conocimiento, con la contenida en el plan de despliegue que se desea ejecutar y el estado actual del entorno
sobre el cual se va a realizar el proceso. En este caso, el resultado de dicho proceso sera´ procesado por el
gestor de cambios de entorno, encargado de mostrar al usuario la informacio´n resultante.
Existen varias opciones mediante las cuales es posible implementar un sistema experto, como son
Drools, Jess, Mandaraz y OpenRules. Entre ellas, se ha seleccionado Drools Expert [18], uno de los
componentes de Drools, plataforma de integracio´n de lo´gica de negocio de co´digo abierto de la comunidad
JBoss. El motor de inferencia de Drools Expert cuenta con diversas caracter´ısticas que han sido relevantes
a la hora de desarrollar el sistema:
Implementacio´n optimizada y mejorada del algoritmo Rete secuencial para sistemas orientados a
objetos (ReteOO).
Mantenimiento de verdad con aserciones lo´gicas.
Bases de conocimiento dina´micas, lo que permite an˜adir o eliminar reglas en tiempo de ejecucio´n.
Agente de conocimiento.
Herencia de reglas y posible inclusio´n de metadatos sobre e´stas.
Declaraciones de tipos espec´ıficos.
Motor de reglas con lo´gica de predicados de primer orden que permite uso de cuantificadores,
restricciones y conectores.
Drools posee un lenguaje espec´ıfico para la definicio´n de reglas y tambie´n permite emplear tablas de
decisio´n para su representacio´n. En concreto, Drools soporta el formato de hojas de ca´lculo (Microsoft
Excel, OpenOffice.org Calc y CSV), con sus caracter´ısticas habituales de captura y manipulacio´n de
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datos. La formacio´n de reglas a trave´s de los datos insertados en hojas de ca´lculo es muy sencilla: cada
una de las filas representa una regla y las columnas que contiene forman dos grupos, en primer lugar,
se encuentran las condiciones que deben cumplirse para que se ejecute la regla, y despue´s, las acciones
a realizar. Esta forma de representacio´n es apropiada para la generacio´n de reglas de activacio´n con
condiciones y acciones.
4. Sistema de validacio´n de despliegue de servicios
Para poder llevar a cabo el despliegue de una unidad software, el usuario debe seleccionar la unidad
a desplegar y el entorno sobre el que se realizara´ la operacio´n, lo que desencadenara´ la creacio´n de un
plan con todas las actividades necesarias para poder realizar dicha tarea correctamente. Cada actividad
contendra´ una unidad de despliegue y una operacio´n asociada a realizar sobre un contenedor concreto del
entorno elegido. Adema´s, es posible que las actividades tengan dependencias con otras actividades, de tal
forma que e´stas deban ejecutarse primero para poder realizar la actividad dependiente sin contratiempos.
Sin embargo, puede ocurrir que desde la creacio´n de un plan hasta su ejecucio´n, el estado del entorno
var´ıe, siendo necesario llevar a cabo la comprobacio´n de dicho plan para determinar que no ha quedado
obsoleto o contiene acciones que perturben la estabilidad o la correcta configuracio´n del resto de servicios
y del entorno en s´ı. Este es el objetivo del sistema desarrollado, el cual, a partir del plan a ejecutar,
analizara´ el estado actual del entorno seleccionado para su despliegue, mostrando como resultado un
informe al usuario de las acciones ma´s adecuadas a realizar.
4.1. Operativa de validacio´n
En principio, la validacio´n tendra´ lugar inmediatamente antes de lanzar el plan, por lo que sera´ in-
vocada por el gestor de ejecucio´n tras recibir la orden de ejecutar el plan. E´ste invocara´ al gestor de
entornos, el cual, adema´s de la informacio´n contenida en el plan de despliegue, recogera´ el estado actual
del entorno concreto sobre el que se desea ejecutar el plan, para pasa´rsela al sistema de validacio´n. Es
posible que la validacio´n sea ordenada por el usuario para comprobar u´nicamente la validez actual del
plan, aunque no se vaya a proceder a su ejecucio´n, en este caso, tambie´n sera´ el gestor de ejecucio´n el
encargado de iniciar el proceso.
Para poder realizar las comprobaciones requeridas, el sistema debera´ acceder al repositorio de des-
pliegue, con el objetivo de conocer la informacio´n relativa a las unidades software. La comunicacio´n con
dicho sistema se realizara´ mediante servicios web.
En la figura 2 queda representado el intercambio de informacio´n entre los sistemas presentes en la
arquitectura.
Para realizar la validacio´n, el sistema debe analizar y validar una a una las actividades contenidas
en el plan, ordenadas previamente en funcio´n de las dependencias existentes entre ellas. De esta forma,
si el resultado de la validacio´n de una es negativo, las actividades dependientes sera´n invalidadas sin
necesidad de ser analizadas. La validacio´n a realizar dependera´ del tipo de actividad, las condiciones que
deben cumplirse para instalar una unidad correctamente no son las mismas que para su desinstalacio´n,
por ejemplo. Diversas causas pueden conducir a que se determine que va a haber un error en la ejecucio´n
de una actividad, es posible que alguno de los nodos, contenedores, unidades o recursos no se encuentren
disponibles o puede suceder que alguna de las operaciones a realizar se haya ejecutado con anterioridad,
entre otros motivos. Esto provocara´ que en algunos casos sea necesario abortar la actividad, ya que su
ejecucio´n es inviable o muy probablemente ocasione fallos graves en el entorno, mientras que en otros
sera´ suficiente con advertir al usuario de los posibles conflictos que puede originar su ejecucio´n o informarle
de que la accio´n puede ser realizada correctamente. Si la validacio´n de la actividad genera un resultado
positivo, como u´ltima fase se simula la operacio´n sobre la unidad software considerada en dicha actividad
sobre el estado considerado del entorno, de forma que en la validacio´n de las siguientes actividades se tenga
en cuenta que las actividades anteriores ya han sido ejecutadas, considerando as´ı las posibles dependencias
existentes entre las actividades.
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Figura 2: Arquitectura del sistema
4.1.1. Validacio´n de las actividades de un plan
Los planes a validar pueden presentar tres tipos de actividades: despliegue, gestio´n y configuracio´n de
recursos.
Las actividades de despliegue son responsables de ejecutar una operacio´n sobre una unidad de des-
pliegue. En concreto, estas operaciones pueden ser instalar, arrancar, actualizar, parar o desinstalar
dicha unidad. La validacio´n de este tipo de actividades depende de cada operacio´n, aunque en gene-
ral, despue´s de verificar que el destino es correcto, es decir, que el entorno, el nodo y el contenedor
destino se encuentran disponibles, se comprobara´ si la unidad a desplegar y los recursos y unidades
requeridos se encuentran en dicho contenedor y si su estado es el adecuado, adema´s se analizara´ si
existen otras versiones de esa misma unidad.
Las actividades de gestio´n de recursos tienen como objetivo an˜adir o eliminar recursos en un conte-
nedor. Para su validacio´n, tras comprobar que el contenedor sobre el que se desea actuar se encuentra
disponible, se analiza si el recurso a an˜adir no se encuentra actualmente en dicho contenedor o en
el caso de que se desee eliminar un recurso, que e´ste se encuentra presente y no es requerido por
ninguna otra unidad desplegada en el entorno.
Las actividades de configuracio´n de recursos tienen como objetivo la configuracio´n de las propiedades
de un contenedor, de los recursos de un contenedor o de los recursos de una unidad desplegada sobre
un contenedor. Siendo en este caso necesario comprobar que las propiedades de los elementos sobre
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los que se desea actuar no influira´n negativamente sobre el resto de componentes desplegados sobre
el entorno, en concreto:
• A la hora de configurar las propiedades de un contenedor, tras comprobar que el contenedor
se encuentra en el nodo y entorno seleccionados, deben analizarse las propiedades presentes en
dicho contenedor y su estado, determinando si se puede realizar o no la actividad.
• En el caso de la configuracio´n de las propiedades de un recurso de un contenedor, despue´s
de verificar que el entorno, el contenedor y el recurso objetivo esta´n disponibles, se analiza si
dicho recurso esta´ siendo utilizado por alguna unidad. En caso negativo, se comprueba que las
propiedades del recurso a configurar se encuentran en un estado distinto al programado en la
actividad.
• Si el objetivo de la actividad es configurar las propiedades de un recurso de una unidad des-
plegada, debe comprobarse que dicha unidad y su recurso se encuentran en el contenedor
indicado. Una vez realizada dicha operacio´n, se analiza, al igual que en el caso anterior, que
dicho recurso no es requerido por ninguna unidad y que se encuentra en un estado distinto al
que se desea alcanzar.
4.1.2. Validacio´n de mu´ltiples planes
Es posible que un usuario desee validar un plan con una fecha planificada de ejecucio´n posterior a
la fecha actual. En esta situacio´n, puede ocurrir que desde la fecha actual en la que se esta´ validando
el plan, y por lo tanto en la que se recoge el estado del entorno, hasta su ejecucio´n, otros planes sean
ejecutados, modificando el estado del entorno. Por ello, se ha decidido contemplar este hecho, y antes de
validar un plan, se comprueba su fecha de ejecucio´n para ver si existen otros planes a desplegar sobre el
mismo entorno con una fecha planificada de ejecucio´n anterior. En el caso de existir, dichos planes sera´n
validados previamente en orden cronolo´gico para, si se obtiene un resultado positivo, simular la ejecucio´n
de sus actividades sobre la foto actual del estado del entorno que se ha recibido. Si por el contrario el
resultado de la validacio´n es negativo, se analizara´n las dependencias de dicho plan con el resto de planes
pendientes de validar. De manera que, si un plan depende de otro que ha obtenido un resultado negativo
de la validacio´n, se abortara´ directamente, sin necesidad de validar una a una las actividades contenidas
en e´l. En concreto, las dependencias consideradas entre planes son:
Si el plan contiene una actividad de despliegue, se abortara´n los planes que presenten:
• Actividades de despliegue que operen sobre la misma unidad o sobre unidades que dependan de
los recursos exportados por la unidad afectada (si las operaciones asociadas son de instalacio´n
o arranque).
• Actividades de gestio´n de recursos que eliminen recursos de contenedor requeridos por la
unidad afectada.
• Actividades de configuracio´n de recursos que operen sobre recursos exportados por la unidad
afectada o requeridos por ella.
Si el plan invalidado presenta una actividad de gestio´n de recursos de contenedor, se abortara´n los
planes que contengan:
• Actividades de despliegue que operen sobre unidades que dependan del recurso afectado.
• Actividades de gestio´n de recursos que actu´en sobre dicho recurso.
• Actividades de configuracio´n de recursos que operen sobre el recurso implicado.
Si el plan a abortar contiene una actividad de configuracio´n de recursos:
• Si la actividad es de configuracio´n de propiedades de contenedor, se abortara´n los planes que
contengan actividades asociadas a dicho contenedor.
Inteligencia Artificial 47(2010) 61
• Si la actividad es de configuracio´n de propiedades de recursos de contenedor, se anulara´n los
planes que presenten actividades de despliegue en las que se opere sobre unidades que dependan
de los recursos configurados en la actividad abortada y de gestio´n y configuracio´n de recursos
que operen sobre el recurso afectado.
• Si en la actividad se configuran propiedades de recursos de unidades desplegadas, se anulara´n
los planes que contengan actividades de despliegue que actu´en sobre dicha unidad o sobre
unidades que dependan de los recursos exportados por la unidad afectada, adema´s de aquellos
que presenten actividades de configuracio´n de dicho recurso.
4.2. Datos iniciales
El sistema experto parte de la informacio´n incluida en el plan de despliegue que se desea validar,
es decir, el entorno sobre el cual se llevara´ a cabo y el conjunto de actividades a realizar. En algunos
casos sera´ necesario acceder al gestor de ejecucio´n, para obtener los planes agendados con una fecha de
ejecucio´n anterior a la del plan seleccionado, y al repositorio de despliegue, para conocer la informacio´n
asociada a las unidades de despliegue, pudiendo analizarse entonces las dependencias con otras unidades
y las restricciones que deben cumplir los contenedores sobre los que puede desplegarse.
Estos requisitos se tienen en cuenta en la elaboracio´n del plan, pero es necesario comprobar que el
estado del entorno no ha variado desde su creacio´n hasta que realmente se lleven a cabo las operaciones
incluidas en el plan, siendo por tanto necesario analizar el estado del entorno y comprobar que las
condiciones siguen siendo va´lidas o en caso contrario, recomendar al usuario las acciones ma´s adecuadas
a realizar.
4.3. Representacio´n del conocimiento de validacio´n
El conocimiento de validacio´n ha sido expresado mediante reglas que definen las acciones a realizar
ante determinadas situaciones a trave´s de una tabla de decisio´n. Esta permite mostrar claramente las
condiciones que determinan el comportamiento a seguir y las operaciones a llevar a cabo en cada caso.
Las columnas de la tabla indican las condiciones bajo las que se cumplen las reglas y las acciones a
efectuar en el caso de que dichas condiciones se cumplan. Estas acciones consistira´n en ir realizando de
forma secuencial las comprobaciones adecuadas para detectar posibles conflictos entre el estado actual del
entorno y las actividades contenidas en el plan. Si aparece algu´n inconveniente que impida la ejecucio´n
de alguna actividad, finalizara´ la comprobacio´n asociada, informando al usuario de la causa del error.
Cada una de las filas de la tabla se corresponde con una regla, e´stas pueden clasificarse en varios
grupos:
1. Inicializacio´n, inician las comprobaciones sobre el entorno de despliegue.
2. Elementos del entorno, verifican que los nodos y contenedores sobre los que se desea ejecutar una
actividad se encuentran disponibles en el entorno.
3. Unidades desplegadas, comprueban si la unidad sobre la que se desea realizar una operacio´n existe
actualmente en el entorno. En caso afirmativo y si la operacio´n lo requiere, se analizara´ su estado
para determinar si es posible realizar dicha operacio´n.
4. Unidades necesarias, confirman que se cumplen las dependencias impuestas por la unidad, es decir,
que las unidades requeridas se encuentran en el entorno y en el estado adecuado. Por ejemplo, si
se desea arrancar una unidad que depende de otra, es necesario verificar que esta otra se encuentra
arrancada actualmente.
5. Unidades sub/sobreversionadas, comprueban si existen otras unidades con distinta versio´n en el
entorno de despliegue.
6. Recursos necesarios, comprueban si los recursos sobre los que se desea operar se encuentran o no
en el entorno, dependiendo del tipo de actividad a realizar.
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7. Recursos requeridos, verifican que las operaciones a realizar sobre los recursos no afectan al funcio-
namiento de las unidades desplegadas en el entorno.
8. Propiedades, analizan si el estado de las propiedades es adecuado a las operaciones a realizar sobre
ellas.
9. Finalizacio´n, fin del proceso de validacio´n e inicio del proceso de simulacio´n de la actividad en el
entorno.
10. Simulacio´n, determinan la accio´n a realizar sobre el estado del entorno recibido en funcio´n de la
actividad validada correctamente.
El orden de ejecucio´n de dichas reglas se corresponde con el orden en el que han sido expuestas,
de forma que si por ejemplo el contenedor sobre el que se va a desplegar una unidad no se encuentra
en el sistema, no se realizar´ıan ma´s comprobaciones, origina´ndose directamente el informe de respuesta
correspondiente.
4.4. Resultados
El resultado de la validacio´n de cada actividad se encuentra compuesto por un mensaje que indica el
tipo de respuesta obtenido y un texto informativo, en el cual se explica el motivo de dicha respuesta. En
concreto, las posibles respuestas son:
NONE, indica que el resultado de la validacio´n ha sido positivo y por tanto puede continuarse con
la ejecucio´n del plan.
NEXT, en este caso, el resultado de la actividad a realizar ya se encuentra implementado en el
entorno, no siendo necesario realizar dicha actividad, por lo que puede obviarse y pasarse a ejecutar
la siguiente actividad.
WARNING, indica que existe algu´n conflicto y pueden producirse problemas si se continu´a con la
ejecucio´n de la actividad.
ABORT, implica que existe o va a dar lugar a algu´n problema en el entorno y por tanto, no debe
continuarse con su realizacio´n.
As´ı por ejemplo, si en una de las actividades del plan se desea parar una unidad de despliegue que
no se encuentra actualmente en el entorno, se informara´ mediante un mensaje de tipo ABORT y en el
texto informativo se indicara´ que la unidad no esta´ presente en el entorno, mostra´ndose tambie´n los datos
asociados a dicha unidad.
En el caso concreto en que la respuesta obtenida sea de tipo ABORT, se abortara´n automa´ticamente
todas las actividades que dependan de ella, ya que se entiende que estas actividades no pueden cursarse.
A la hora de representar la informacio´n ante el usuario, se presentara´ un mensaje informativo por
cada actividad contenida en el plan, el cual indicara´ si el resultado de la validacio´n ha sido correcto (OK)
o incorrecto (ABORT) y varios mensajes, si existe ma´s de una advertencia a considerar antes de ejecutar
el plan (WARNING).
4.5. Implementacio´n
El sistema se presenta como un mo´dulo OSGi. OSGi [26] es una plataforma de servicios basada
en Java que implementa un modelo de componentes dina´micos, en el que cada componente o mo´dulo
se encuentra formado con un conjunto de clases, ficheros de configuracio´n y recursos, que esconde los
detalles de su implementacio´n y define una serie de dependencias con otros componentes. La comunicacio´n
entre dichos componentes se establece a trave´s de servicios; un registro de servicios permite conocer los
componentes disponibles en cada momento. Esto permite al sistema de validacio´n desarrollado actuar
como un componente dina´mico que puede integrarse en la ADCI, pudiendo ser utilizado por cualquier otro
mo´dulo de la arquitectura, simplemente pasa´ndole los argumentos que le son necesarios para realizar la
validacio´n. El servicio devolvera´ al mo´dulo en cuestio´n los resultados de la validacio´n segu´n el formalismo
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expresado anteriormente. El uso de una arquitectura OSGi configura al sistema validador como un servicio
que puede registrarse o desregistrase dina´micamente, habilitando el acceso, incluso en paralelo a trave´s
de varias instancias cuando sea requerido. Para su desarrollo, se ha hecho uso de Spring DM (Dynamic
Modules) para plataformas de servicio OSGi [28].
Para la implementacio´n del sistema basado en reglas, fue necesario actualizar el bundle proporcionado
por Drools a la versio´n 5.0, ya que e´ste implementaba la versio´n 4.7.1. Adema´s, se an˜adieron librer´ıas
espec´ıficas para permitir el uso de una tabla de decisio´n en formato de hoja de ca´lculo para la gestio´n de









Por otro lado, se ha desarrollado una interfaz web para facilitar la interaccio´n entre el usuario y el
sistema. Dicha interfaz se encuentra implementada como un paquete de estructura war, que utiliza Spring
DM para enlazar con el servicio del sistema de validacio´n a trave´s del gestor de entornos y Spring MVC
(Model View Controller) para la gestio´n y representacio´n de los datos.
En concreto, la interfaz muestra al usuario la lista de planes disponibles, permitiendo seleccionar uno
de ellos para, tras mostrar su contenido, llevar a cabo su validacio´n y representar los resultados obtenidos.
En el caso de que la validacio´n de un plan dependa de otros planes, se mostrara´ tambie´n el resultado de
validar dichos planes. Adema´s, existe la posibilidad de validar el entorno asociado al plan, es decir, todos
los planes que van a ser ejecutados sobre dicho entorno. En este caso, se presentara´ como consecuencia
una tabla que indicara´ el resultado de la validacio´n de cada uno de estos planes en orden cronolo´gico,
teniendo en cuenta las dependencias existentes entre ellos.
La interfaz web se ha implementado sobre un servlet, conectando a un controlador de formulario,
mediante el cual se recogen los datos introducidos por el usuario y se gestiona la informacio´n representada
y la navegacio´n entre las distintas vistas, desarrolladas en base a pa´ginas JSP (JavaServer Pages). Dicho
controlador es el encargado de ejecutar una instancia del servicio de ejecucio´n, registrado en la ADCI,
que representa una interfaz gene´rica para enlazar con otros servicios registrados en la ADCI, y en este
caso, permite enlazar con el sistema de validacio´n de planes.
En la figura 3 se muestra co´mo es la interaccio´n entre dichos elementos y el sistema de validacio´n de
planes.
5. Pruebas de concepto
El sistema se ha sometido a una serie de pruebas para comprobar su funcionamiento. En primer
lugar, se realizaron pruebas unitarias, para ello se crearon diversos planes de despliegue mediante los
cuales se cubr´ıan diversas posibilidades. Posteriormente, el sistema se integro´ dentro del gestor de cam-
bios de entorno, dentro de la ADCI, realiza´ndose pruebas de integracio´n que han permitido analizar el
comportamiento del sistema en conjunto.
A continuacio´n se describen varias pruebas de concepto que muestran el funcionamiento del sistema
ante diferentes situaciones.
5.1. Validacio´n de mu´ltiples planes
En esta prueba de concepto, tras seleccionar un plan, el usuario visualiza las actividades que lo
contienen y a continuacio´n, el sistema lo valida. Pero antes de realizarse dicho proceso, el sistema detecta
que existen otros planes almacenados asociados al mismo entorno y con una fecha de ejecucio´n anterior a
la del plan a validar. Por ello, a la hora de visualizar el resultado, se observa en la figura 4 co´mo, adema´s
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Figura 3: Interfaz web
del resultado de la validacio´n de cada actividad del plan, aparece el resultado de la validacio´n de dichos
planes.
Figura 4: Resultado de la validacio´n de un plan posterior a otros planes
Aunque algunos de los planes previo han tenido una validacio´n negativa, no influyen sobre el plan
escogido inicialmente, y en este caso, el resultado de la validacio´n de la u´nica actividad del plan es correcto.
Si el usuario decide validar el entorno, podra´ observar con ma´s detalle el resultado de la validacio´n de
cada plan. En la figura 5 se muestra el resultado obtenido.
En concreto, se observa co´mo el primer plan se valida adecuadamente, mientras que el segundo tiene
como resultado ABORT, al intentar parar una unidad de la que depende la unidad que ha sido arran-
cada en el plan anterior. El tercer plan actu´a sobre la misma unidad que el segundo, presentando una
dependencia con e´l, por lo que no se valida y directamente se obtiene un resultado negativo.
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Figura 5: Resultado de la validacio´n de varios planes pertenecientes a un mismo entorno
5.2. Soporte a actividades de configuracio´n y gestio´n de recursos
Esta prueba de concepto tiene como objetivo mostrar el soporte a dichas actividades. Para ello se
valida un plan con varios tipos de actividades enmarcadas dentro de dichas categor´ıas. En concreto, el
plan presenta las siguientes actividades:
Eliminar el recurso jdbc/Oracle del contenedor indra2-oraclebbdd en el nodo indra2/138.4.11.137
situado en el entorno Entorno-Update
An˜adir el recurso jdbc/Oracle del contenedor indra2-oraclebbdd en el nodo indra2/138.4.11.137
situado en el entorno Entorno-Update
Configurar la propiedad property.user con el valor itecbanPBO del recurso jdbc/Oracle del conte-
nedor indra2-oraclebbdd en el nodo indra2/138.4.11.137 situado en el entorno Entorno-Update
Configurar la propiedad property.user con el valor itecbanPBO del recurso jdbc/OOOOO del conte-
nedor indra2-oraclebbdd en el nodo indra2/138.4.11.137 situado en el entorno Entorno-Update
Configurar la propiedad property.user con el valor itecban del recurso jdbc/Oracle del contene-
dor indra2-oraclebbdd en el nodo indra2/138.4.11.137 situado en el entorno Entorno-Update
Configurar la propiedad db.name con el valor itecban del recurso pbo-ddl de la unidad pblo-
ddl del contenedor indra2-oraclebbdd en el nodo indra2/138.4.11.137 situado en el entorno
Entorno-Update
El resultado de dicha validacio´n puede observarse en la figura 6, en la que se ve co´mo las actividades
han sido validadas en el orden determinado por sus dependencias. En primer lugar se valida la primera
actividad, que da como resultado NEXT, al no encontrarse el recurso a eliminar en el nodo indicado.
A continuacio´n, se valida la sexta actividad, la cual presenta como resultado WARNING, al intentar
modificar un recurso que esta´ siendo utilizado por dos unidades. El resultado de la segunda actividad es
correcto, pues el recurso puede incluirse sin problemas, y a continuacio´n se observa co´mo se validan las
actividades de configuracio´n asociadas a dicho recurso, siendo los resultados NEXT, ABORT y OK, pues
se intenta configurar un valor de propiedad que ya se encuentra presente, actuar sobre un recurso que no
existe, y modificar un valor de una propiedad existente, respectivamente.
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Figura 6: Resultado de la validacio´n de un plan con actividades de gestio´n y configuracio´n de recursos
6. Trabajos relacionados
El despliegue de software es un proceso complejo, pues requiere la coordinacio´n de mu´ltiples elementos
de diversa naturaleza sobre un entorno inestable, en el que se debe tener en cuenta que cualquiera de
ellos puede fallar en un momento determinado. Los elementos involucrados en el despliegue han ido
evolucionando a lo largo de los an˜os, lo que ha complicado au´n ma´s el proceso y ha originado el desarrollo
de mu´ltiples soluciones a trave´s de las cuales simplificar uno o varios de los aspectos relacionados.
Una de las principales iniciativas es el desarrollo de lenguajes y modelos a trave´s de los cuales definir
los conceptos y actividades implicadas, con el objetivo de proporcionar una infraestructura gene´rica para
el despliegue de las aplicaciones. En [14] se muestra una comparacio´n entre OSD y Software MIF, dos
propuestas desarrolladas por Microsoft y DMFT, respectivamente. Aunque supusieron un gran avance en
el momento de su aparicio´n, no daban soporte al proceso completo de despliegue, por lo que a ra´ız de ellas
surgieron otras, entre las que destaca Software Dock [13]. Esta ofrece una infraestructura que contempla
todas las actividades asociadas al despliegue de unidades software, es decir, instalacio´n, actualizacio´n,
adaptacio´n, reconfiguracio´n y eliminacio´n. Para ello emplea un entorno distribuido basado en el uso de
agentes.
Adema´s de caracterizar los elementos part´ıcipes del proceso, otro aspecto clave en este a´mbito es
la definicio´n de las relaciones entre ellos, para lo cual cabe destacar el uso de grafos para describir las
interacciones y los datos intercambiados. En [7] se presenta un ejemplo de su uso aplicado a sistemas
grid, los cuales se caracterizan por presentar una combinacio´n de amplios conjuntos de datos y servicios
distribuidos, que normalmente requieren un procesamiento intensivo. El empleo de grafos contribuye a
la creacio´n de algoritmos de planificacio´n complejos [5], lo que aplicado a la validacio´n de planes de
despliegue, facilita la gestio´n de dependencias.
En [4] se proponen una serie de buenas pra´cticas, actividades y retos relacionados con la actividad
de despliegue en el entorno de las telecomunicaciones, con el fin de agilizar el proceso de despliegue de
este tipo de aplicaciones. Entre ellas, destacan el disponer de herramientas automa´ticas que ayuden a los
usuarios a verificar que la configuracio´n del entorno sobre el que se va a realizar el despliegue es adecuada
a las acciones que se desean llevar a cabo, adema´s de mostrar informacio´n acerca de las actividades que
se van a desarrollar durante el proceso, facilitando la toma de decisiones en el caso de que exista ma´s de
una opcio´n posible e informar acerca de los resultados obtenidos.
En muchas ocasiones es posible disen˜ar la estrategia a llevar a cabo de diversas maneras, siendo
necesario analizar cua´l se adapta mejor a las necesidades de cada caso. El empleo de te´cnicas de inteligencia
artificial facilita la gestio´n de las tareas a realizar, al permitir la automatizacio´n de muchas de ellas,
mediante el uso de planificadores y sistemas basados en reglas. As´ı en [20] se define un modelo a trave´s
del cual caracterizar las aplicaciones y simplificar el proceso de despliegue mediante el uso de planificadores
gene´ricos. Mientras que en [1] se emplea un sistema basado en reglas que planifica y valida las acciones
a realizar durante el despliegue. Y Wilkins y desJardins proponen en [31] el desarrollo de mecanismos
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basados en el uso de modelos de conocimiento con el objetivo de implementar sistemas de planificacio´n
destinados a entornos complejos.
La elaboracio´n de un plan implica que las actividades contenidas en e´l sean adecuadas tanto a los
elementos que lo integran como al entorno en el cual se va a llevar a cabo, pero el estado de este puede
variar a lo largo del tiempo, lo que conduce a que los sistemas de planificacio´n deban poder ser validados
durante su ejecucio´n. Esto ha dado lugar al desarrollo de iniciativas destinadas a verificar si la solucio´n
tomada es correcta y satisface los requisitos impuestos durante el disen˜o de la aplicacio´n. En [3] se define
una metodolog´ıa a trave´s de la cual validar la composicio´n de los servicios de sistemas que presentan una
arquitectura orientada a servicios. Mientras que Tibermacine et al. proponen en [29] establecer una serie
de restricciones a tener en cuenta durante el disen˜o de la arquitectura de la aplicacio´n para asegurar que
la repuesta del sistema es la adecuada durante su despliegue. Yoo et al. sugieren en [32] el uso de redes
de Petri para, a trave´s de una representacio´n matema´tica, modelar los elementos del sistema y analizar
la integridad e interoperabilidad de su conjunto. Mecanismo empleado tambie´n en [21] para gestionar la
incertidumbre del proceso de desarrollo software. Por otro lado, Dubus y Merle plantean en [17] el uso
de modelos para validar el despliegue, asegurando que las actividades que lo constituyen y sus opuestas
son sime´tricas y que las pol´ıticas aplicadas durante el proceso son correctas. Y Grundy et al. emplean
en [12] agentes a trave´s de los cuales validar la funcionalidad del sistema, en concreto, utilizan varios
agentes destinados a comprobar distintos aspectos, como pueden ser los tiempos de respuesta, el uso de
los recursos o los mecanismos de seguridad de los servicios, entre otros. En cualquier caso, el dinamismo
caracter´ıstico de estos entornos hace necesario el estudio de la reconfiguracio´n de los recursos empleados
[8] para obtener una disposicio´n o´ptima [19].
El sistema propuesto se caracteriza por aplicar algunos de los beneficios que ofrece la aplicacio´n de
inteligencia artificial en ingenier´ıa del software, en concreto, en la validacio´n del despliegue de servicios.
As´ı emplea modelos para caracterizar los elementos involucrados en el proceso y grafos para especificar
las relaciones entre ellos. Adema´s, utiliza un sistema de reglas para determinar que las acciones a realizar
cumplen con las restricciones impuestas, adapta´ndose al estado del entorno en el instante antes de llevarse
a cabo el proceso de despliegue, con el objetivo de asegurar la correcta ejecucio´n del proceso. Como
resultado, el sistema informa de manera detallada de las actividades a realizar y de los riesgos implicados
asociados a cada uno de ellos a la hora de realizar el despliegue.
7. Conclusiones
El despliegue es una fase compleja del desarrollo de aplicaciones empresariales, pues requiere considerar
tanto las necesidades y requisitos de las unidades a desplegar como las caracter´ısticas dina´micas del
entorno sobre el que se va a realizar dicho proceso. Dentro del proyecto ITECBAN, se ha desarrollado
una arquitectura de despliegue y configuracio´n para ejecutar procedimientos que pretenden facilitar dicha
tarea. Esta arquitectura se encuentra basada en un modelo de informacio´n que define tres tipos de recursos
principales: entornos, unidades y planes de despliegue.
Los sistemas expertos pueden emplearse para complementar los procedimientos realizados sobre la
arquitectura, como son la validacio´n de planes de despliegue y de configuracio´n o la bu´squeda de una
configuracio´n o´ptima para llevar a cabo el despliegue. Este tipo de actuaciones son decisiones que actual-
mente son tomadas directamente por la persona responsable de llevar a buen te´rmino la ejecucio´n del
plan. Si bien es cierto que tiene suficiente experiencia como para resolver los problemas que se presen-
ten durante la ejecucio´n del plan, este tipo de acciones toman en cuenta mu´ltiples variables y aspectos,
requiriendo mucho tiempo y siendo propensas a errores, presentando un alto coste asociado, por lo que
la automatizacio´n de este tipo de operaciones es un tema de candente investigacio´n. El conocimiento
que el experto utiliza para resolver los problemas no es fa´cil de introducir en el algoritmo determin´ıstico
con el que se definen los planes. Los sistemas basados en conocimiento ofrecen ma´s facilidades que los
sistemas software convencionales para recoger, interpretar y usar este conocimiento y as´ı servir de ayuda
al experto humano o incluso, resolverle automa´ticamente los problemas planteados, si el experto da su
consentimiento.
En este caso se ha decidido utilizar un sistema experto que partiendo de la informacio´n contenida en el
plan a desplegar y el estado del entorno, indique al usuario si el proceso de despliegue se va a poder realizar
correctamente o no, informando de la causa del error. Adema´s, se ha considerado la posibilidad de que el
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usuario desee validar planes con una fecha de ejecucio´n posterior a la actual, siendo necesario considerar la
existencia de otros planes que presenten una fecha de ejecucio´n anterior, lo que repercutira´ directamente
sobre el estado del entorno actual. El sistema ha sido implementado con la versio´n 5.0 de Drools, las reglas
han sido representadas mediante una tabla de decisio´n, facilitando su entendimiento y por tanto, su posible
actualizacio´n futura. El sistema se presenta como un paquete de OSGi, permitiendo su integracio´n con la
arquitectura de despliegue y configuracio´n de ITECBAN. Adema´s, se ha desarrollado una interfaz web,
que permite la interaccio´n con el usuario y facilita el acceso a dicha informacio´n.
Como trabajo futuro, se propone:
Modificar automa´ticamente las actividades contenidas en el plan de despliegue en funcio´n de los
resultados obtenidos tras la validacio´n.
Complementar el sistema basado en conocimiento de forma que, adema´s de verificar si un plan en
correcto o no, determine si el proceso a realizar es el o´ptimo.
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