example taxonic variable, having considerable psychological significance, is biological sex; some medical illnesses are clearly taxa as well. One can conveniently designate female individuals (or ill individuals) as the taxon and males (or well individuals) as their complement class. Taxa are often conceived of as being dichotomous categories, but could of course take the form of multiple categories. An example of such a multi-category variable would be a list of names of natural languages, such as English, French, Russian, etc.
Families of statistical models employing taxonic (categorical) latent variables, and methods for estimating such models' parameters, include latent class analysis (Lazarsfeld & Henry, 1968) , finite multivariate mixture models (Titterington, Smith & Makov, 1985) , and the growing field of applied statistics called taxometrics (Waller & Meehl, 1998) . We will call all such non-arbitrary categorical variables, which can act as sources of covariation between observed measures, taxonic, and all other sources factorial.
In many data sets, it is possible that both factorial and taxonic sources of individual differences variation contribute to covariation among observed measures. Suppose that a researcher performs PCA or CFA on such a data set, without realizing that a mixture of taxon and complement class members has been sampled. Estimated principal component (PC) coefficients, or factor loadings and communalities, will not solely reflect within-subpopulation, factorial (continuous) sources of individual differences. In such situations, this kind of model misspecification will lead to parameter estimates that, if naively interpreted, can be quite misleading. It is therefore important to know when, and by how much, such results will be in error. This information appears not to be in the literature on PCA, factor analysis or mixture models.
In this article, we give equations showing how PCA and factor analyses of mixedpopulation data differ from the corresponding within-subpopulation results. The treatment is mathematical rather than statistical; sampling error and estimation problems are not treated rigorously, but are touched on in the discussion. We make only very weak distributional assumptions about within-population random variates (i.e., existence of two finite moments). Details of proofs are omitted; most are obvious.
We proceed in four steps. First we derive the mixed-population variance-covariance matrix for observed variables in terms of within-subpopulation parameters. Second, we give a PCA model for the within-subpopulation covariance matrices. We then relate the mixedpopulation PCs to the within-subpopulation ones, treating a few important special cases. Finally, we consider extensions of these results to common factor models, a significantly more complex problem whose complete solution is not given here.
Notation
Notation is ISO standard: vectors are in lower case bold face italic (e.g., a, α), matrices are in upper case bold face italic (e.g., A, Λ), scalar variables are in medium weight italic (e.g., a), constant vectors or matrices are in bold face upright (e.g., a, A), and scalar constants are medium weight upright. I is an identity matrix whose order will be clear from context, or else explicitly stated. Also, ( a j ) is a vector having typical element a j (j = 1, . . . , J). Subscripts denoting matrix dimensions or vector order are suppressed where no ambiguity results. a T is the transpose of a, a its Euclidean norm. 0 and 1 are vectors of zeroes and ones, respectively, whose order will be clear from context. Matrix similarity is denoted A ∼ B. A vector or matrix with a single subscript s or n (such as a s or A n ) relates to subpopulation Π s (the taxon) or Π n (its complement class), respectively. The same vector or matrix symbol, without a subscript but with a tilde accent, e.g., a or A, applies to an admixed population Π, which comprises both individuals from Π n and from Π s .
Distributional Assumptions
Let x J×1 be a vector-valued random variate of order J, measurements on which are made for individuals randomly sampled from a mixed population, denoted by Π. Let Π s (the taxon) and Π n (its complement class) exhaustively partition Π into subpopulations, and denote the probability that a randomly sampled member of Π is also a member of Π s by P , where 0 ≤ P ≤ 1; Q = 1 − P is the probability of sampling a member of Π n . Assume the distributions of x in both Π s and Π n have support on at least an interval of the real line, and possess at least two finite moments.
Moments in Unmixed and Admixed Populations
Denote the mean and covariance matrix of x in Π n (Π s ) by µ n and Σ n (µ s and Σ s ), respectively. Without loss of generality, assume that the complement class mean on x is µ n = 0, so the taxon mean is µ s ≥ 0. We assume that Σ n and Σ s are positive definite, though below we consider situations in which they are just barely so.
Because µ n = 0, the mixed-population mean isμ = P µ s and the mixed-population covariance matrix Σ is given by
This is a simple generalization of the usual ANOVA decomposition of the total sum of squares. This article deals with the PC (and, to a lesser extent, the common factor) structure of Equation (1). First we present the within-subpopulation PCA and then generalize it to the mixed population matrix Σ.
Within-Subpopulation Principal Components
The PCA model for Σ n can be written
Analyses of Taxonic Data 6 where B n = N n Λ 1/2 n is the matrix of PC coefficients for the complement class Π n . This is expressed in terms of N n , a matrix of orthonormal eigenvectors whose columns are [ ν n1 , ν n2 , . . . , ν n J ]; and a diagonal matrix of eigenvalues Λ = diag( λ n1 , λ n2 , . . . , λ n J ). These diagonal elements are assumed to be arranged λ n1 ≥ λ n2 ≥ · · · ≥ λ n J . The PCA model for Σ s in subpopulation Π s is precisely analogous.
For tractability we hereafter assume that Σ s = Σ n = Σ, i.e., the subpopulations are homoscedastic. This assumption is not quite as restrictive as it may seem. If this assumption were false, results of PCA or factor analysis of mixed-population data, even without any mean differences between populations, would be a nearly indecipherable combination of the within-subpopulation PCA parameters (Note 1).
Because the spectral decomposition of a symmetric matrix is unique, Σ n = Σ s ⇔ N n = N s , Λ n = Λ s , and hence also Σ n = Σ s ⇔ B n = B s . Dropping no longer needed subscripts, the common PCA model becomes Σ = BB T . This is most conveniently dealt with hereafter as the symmetric eigenproblem Σ = N ΛN T . Models for distinct subpopulation Σ g (g = 1, . . . , G) matrices, in terms of G sets of multivariate size-, orientation-, and shape-type parameters for each subpopulation, have been developed. These are known as common principal components models (Flury, 1988) , and they can accommodate heteroscedasticity. A major difference between such models and the present one is that in common PCA, subpopulation membership is observed, allowing elimination of the influence of between-subpopulation mean differences. Here, subpopulation membership is a latent variable; hence, within-and between-subpopulation sources of covariation are intertwined in the observed data.
Below, we will sometimes specialize the within-subpopulation PC structure to a single dimension. Some theories postulate one PC (or common factor) and no taxon, with competing theories requiring both a taxon and a single within-subpopulation dimension. Grove et al. (1987) and Kendell (1968) advance such competing theories in depression, while Gottesman and Shields (1967) and Grove, Clementz, Iacono and Katsanis (1992) present competing behavior genetic models (here, the high-risk genotype constitutes the taxon). For these reasons, we will mark the single-PC case with the label undimensional result.
Mixed-Subpopulation Principal Components Analysis
Assuming homoscedasticity, Eq. (1) reduces to (Chang, 1983) . Comparable to Eq. (2), one has the spectral decomposition Σ = N Λ N T for the mixed population. However, simple general expressions for Λ and N , in terms of common within-subpopulation parameters, are not available. Nevertheless, useful general values for Λ and N can still be obtained, by capitalizing on the fact that Eq. (3) is a rank-one update of Σ by P Qδδ T . In the numerical analysis literature, matrices Σ are denoted Σ after updating. If the spectral decomposition of Σ is Σ = N ΛN T , then the analogous decomposition after updating is denoted Σ = N Λ N T . (This is why a tilde-notation was used for the mixed population covariance matrix, above.)
Golub studied the particular update C = D + ρzz T where D is diagonal, ρ is scalar, and z = ( ζ 1 , . . . , ζ J )
T has unit norm. (We denote the updated D matrix by C, rather than by D as we would do in general, to avoid falsely suggesting that the updated D matrix is diagonal.) Golub's results were extended to non-diagonal symmetric matrix updates like ours by Bunch, Nielsen, and Sorensen (1978) , as follows. Reexpress Eq. (3) to obtain
whereδ = δ/l simply rescalesδ and l = N T δ is the length of N T δ. Then if one preand postmultiplies Eq. (4) by N T and N respectively, one obtains Golub's problem with D = Λ, ρ = P Ql 2 , and z = N Tδ . Assume that all eigenvalues are simple, i.e., λ j = λ j (j, j = 1, . . . , J, j = j ). Also assume that ζ j = 0 (j = 1, . . . , J). (If either of these assumptions fails to hold, Σ requires deflation to yield an equivalent simple eigenvalue problem. We ignore this inessential complication here; see Bunch et al., 1978 for details.) Then the eigenvalues of Σ are given implicitly as the roots, any one of which is generically denotedλ, of Golub's equation, specialized here to our values of D, ρ, and z:
In rearranged scalar form, theλ satisfy
Note that all terms (λ − λ j ) are nonnegative and they sum to P Q J j=1 ν T j δ. Hence, as one particular inner product ν T j δ diverges farther from zero (compared to the other ν T j δ, j = j), the jth eigenvalue will generally increase, compared to the otherλ j . Bunch, et al. (1978) also gave an expression for the updated eigenvectorsν j of Σ, namelyν
(j = 1, . . . , J), where "∝" is read "is proportional to." The constants of proportionality simply only scaleν j so that each has unit norm, and so may be omitted for present purposes. As in Eq. (5) the reader will note that the change from Σ to Σ affects the result through inverse terms like (Λ −λ j I) −1 . In case it is not apparent from inspection of Eqs. (5) and (6), we repeat Horn and Johnson's warning regarding the effects of matrix perturbations on eigenstructures: "the eigenvectors of . . . [a] matrix may suffer radical changes with only small perturbations in the entries of the matrix" (1985, p. 373) . Thus, the often sizeable changes to Σ that occur when ρ or δ is far from zero, will routinely produce large differences in PCs between Σ and Σ.
Special Cases with Closed-Form Expressions for the Eigenstructure
Five special cases, some concerning Σ nearly having deficient rank (Note 2), have more tractable expressions for Λ, N , or both, than those given by Eqs. (5) and (6). Some are so simple they are apparent from inspection, and do not require applying Eqs. (5) or (6).
1. Non-taxonic case. When min(P, Q) = 0 or δ = 0, then Σ = Σ. Obviously, in this case the results of a mixed population PCA (or factor analysis) necessarily coincide with those of the corresponding within-subpopulation analysis.
2. δ is in the column space of N . The simplest instance of this case involves δ = cν j for some constant scalar c and some particular eigenvector of Σ, say λ j , 1 ≤ j ≤ J. Then the following hold:λ
In cases (1) and (2), PCA will produce the same PC coefficients, for all but component B j .
xxxxxx start here xxxxx 3. Unidimensional result: one nonzero-variance PC. An interesting case occurs when rk Σ is very nearly one, in the sense that λ 1 = tr(Σ) − J j=2 j , λ j = j , (j = 2, . . . , J), where the j are distinct positive infinitesimals. (It is convenient to treat the second and subsequent eigenvalues as infinitesimal rather than zero because this suffices to prove Equation (5), and obviates any possible need to deflate the problem. Our results hold in the limit as exact equalities, as all the j approach zero.) In this case, the following hold:λ
where l = δ , r j = ν T j δ/l (j = 1, . . . , J) is the correlation between ν j and δ, and r = (r j ). The values ofν j for j ≥ 3 are immaterial since the corresponding eigenvalues are all infinitesimal. In the approximate equalities, "≈" is read "is infinitely close to"; λ 1 equals the sum, andλ 2 the difference, in the first approximate equality.
4. All finite-variance PCs orthogonal to δ. To be precise, this case assumes that the 1 ≤ m < J smallest eigenvalues of Σ are λ j = j distinct positive infinitesimals (j = J −m+1, . . . , J), and that ν T j δ = 0 for every ν j corresponding to an infinitesimal λ j . As an exemplar of this class of situations, consider the simplest case, in which λ j ≈ 0 only for j = J. Then the following results obtain:
where l = δ as before.
5. Non-factorial case. For general Σ, having notably different variances σ 2 j (j = 1, . . . , J) on the diagonal, the eigenvalues and eigenvectors for this case are not straightforward. However, when these variances are approximately identical, then without further loss of generality we can rescale x so that Σ ≈ I. This correspondingly rescales δ to approximate a vector whose elements are ( δ j /σ j ). (We say "approximately" here in order to maintain the simplicity of the eigenvalues; if the diagonal elements of Σ are exactly equal, the eigenvalues are not simple, and the general proof of Eq. (5) does not apply. However, it is not difficult to verify that, when Σ = I, the following actually hold exactly.) We have, in this case,
where D 2 is the squared Mahalanobis distance between Π s and Π n . (See also Searle, 1982, p. 277.) A parallel result can be found, in terms of common factor loadings, in Waller and Meehl (1998, p. 53 ) as a result from latent profile analysis (Bartholomew, 1985) .
Extension to Common Factor Analysis
In orthogonal common factor analysis, Σ is modelled as
where Ψ 2 is a diagonal matrix of nonnegative unique variances 0 < ψ 2 j ≤ Σ jj (j = 1, . . . , J), such that F F T has rank r < J (indeed, usually r J). Since estimation is not addressed in this article, we treat Ψ 2 as a matrix of known constants, and hence we hereafter denote it by Ψ 2 . Redefine N as the matrix of eigenvectors of (Σ − Ψ 2 ), and Λ as the corresponding diagonal matrix of eigenvalues. Then F = N Λ 1/2 , analogous to the definition of the PC coefficients B above.
Since Σ is real symmetric and Ψ 2 is real diagonal (hence real symmetric), (Σ − Ψ 2 ) is also real symmetric. Therefore,
still has the form of a rank-one update. Therefore all results presented above, regarding mixed population eigenvectors and eigenvalues, are valid for obtaining mixed population factor loadings of Σ in terms of the within-subpopulation values. Examining one tractable case having a single common factor (relation to δ unspecified) will illustrate how the results above, in terms of eigenstructures, can be applied to common factor structure. Consider a within-subpopulation J -dimensional covariance matrix Σ that is unidimensional in the sense that it has one common factor, rather than one noninfinitesimalvariance PC. Consider a special one-factor matrix:
i.e., all between-variable correlations equal r. ψ 2 denotes any diagonal element of Ψ 2 , because they are all equal. In this case, the within-population matrix has communalities equal to Ψ 2 and a single common factor with constant loadings, proportional to √ rJ1. Σ has factor loadings given by case 3 above, with each diagonal element of Σ reduced by ψ 2 . There will be two common factors in the mixed-population matrix Σ. Each will relate to the first (and only) factor of Σ, with the first having its variance increased to a degree monotonically related to the extent to which it was correlated with δ, and to the extent to which P Ql 2 exceeds zero; and the second factor acting likewise.
The eigenstructure of Σ for this case, when k = 3 (the least value possessing any theoretical, let alone practical, interest) is given by the following eigenvalues, easily derived from the quadratic formula:
The first eigenvector of Σ is
Obviously, when Ψ 2 has to be estimated, the relationships between F , Ψ 2 , P , and δ cannot be dealt with so cavalierly. Rigorous treatment of this problem is left for a later article.
Conclusion and Recommendations
The foregoing results establish that mixed population PC and factor structures seldom have straightforward relationships to within-subpopulation parameters. This suggests the recommendation that investigators avoid PC or factor analyses of data sets where there are subpopulations having non-zero mean differences on two or more of the variables being analyzed.
Often, however, the investigator has no definite knowledge about whether a given data set has such a subpopulation structure. How, then, should the investigator proceed? Better than abandoning PCA (or factor analysis) in such studies, one should use an analysis capable of dealing with taxonic and factorial variation. I will now outline several such analyses. Analysis 1. This approach to analysis is approximate, even in the absence of sampling error.
This procedure is approximate for two reasons. First, the provisional assumption that Σ is diagonal will bias diag Σ ,P , andδ. This will in turn make classification of observations less accurate than if parameter values were known. Second, the classification errors will be most numerous for observations that are more similar to the subpopulation, from they do not come, than are most of their fellows. This will biasP towards 1/2, δ upward, and diag Σ (and hence diag Λ as well) downward. Hence, it would be helpful to have a more attractive analysis. Analysis 2.
1. As in analysis 1 2. As in analysis 1 3. Plug the taxometric estimatesP andδ along with each data vector x i into Bayes Theorem, calculating p i for each individual. Classification decisions are unneeded.
4. Perform two weighted PCAs or FAs. For the first analysis, the weights are proportional to p i from step (3). For the second, the weights are proportional to (1 − p i ).
This method avoids loss of information resulting from dichotomizing the p i (Cohen, 1983) . It still yields biased estimators because of the assumption that Σ is diagonal, but the bias should be considerably smaller than with analysis 1.
For either of the foregoing analyses, one must choose a taxometric procedure. The MAXCOV procedure (Waller & Meehl, 1998) could profitably be used for parameter estimation and also for estimating posterior probabilities. This procedure finds the MAXimum COVariance between two variables x 1 and x 2 as a function of sliding cuts on a third variable x 3 . When more than three variables are available, all J 3 combinations are used; for each triple, each variable takes on the role of x 1 , x 2 and x 3 once. The numerous parameter estimates are aggregated, yielding overall parameter estimates as well as consistency tests. The MAXCOV procedure yields consistent estimators of diag(Σ), P and δ when diag(Σ) is diagonal. Monte Carlo studies (Meehl & Yonce, 1996) show that MAXCOV is relatively robust in the face of modest to moderate departures from within-subpopulation independence of measures.
Both of the foregoing analyses (temporarily) ignore within-subpopulation covariation (i.e., factorial variation) while estimating posterior probabilities p i for each observation. It is plausible that a better procedure would be to estimate N , Λ (or F and Ψ 2 ) simultaneously. Analyses 3 and 4 do so.
On the other hand, the taxometric procedures have an advantage not possessed by subsequent analyses. This is that, by the use of consistency tests (e.g., comparisons of estimates of P , obtained from various variable triplets, for close consistency), the taxon conjecture can be subjected to greater risk of falsification than if an omnibus significance test (e.g., of global model fit for a mixture model analysis) is used.
Analysis 3. Here, one uses a multivariate mixture model (Titterington, Smith, & Makov, 1985) to estimate P g , µ g , and Σ g for subpopulations Π g (g = 1, . . . , G,), where g P g = 1. This family of models allows for more than two subpopulations, and homoscedasticity need not be assumed, making such models more general than the those considered in this article. As subpopulation parameters are directly estimated, assignment of each observation to a unique subpopulation is not required before subpopulation-specific PCAs or FAs can proceed. The estimated Σ g matrices could then be separately PC-or factor-analyzed to yield estimates of N g and Λ g (or F g and Ψ 2 g ). Programs for parameter estimation by maximum likelihood are available for multivariate normal distributions as well as for a few others (Dowe, 1999) .
The principal drawback of this approach is that to draw so much information from the data, much stronger assumptions much be put in: a specific parametric form for the mixture problem must be assumed correct. Moreover, only a few particular choices of parametric mixture have been studied sufficiently to have been implemented numerically, e.g., admixed Gaussian densities, or admixed gamma densities.
Analysis 4. A final candidate is model-based clustering (Fraley & Raftery, 1999 , 2002 . First implemented in 1998 in program MCLUST (the newer, 2002, version is preferred by its authors) which runs in the R language (R Development Team, 2003) , this approach estimates the parameters of multivariate normal mixture models by estimating within-subpopulation eigenstructures. Hence, this approach subsumes Flury's common-PC models (but not withinsubpopulation common factor models). It has two features of note, not shared by previously discussed approaches. First, it can model hierarchical relationships among classes (i.e., it fits mixture models subject to hierarchical class membership constraints. Second, variants of this approach have been programmed which allow for a set of cases that do not belong to any of the chiefly modelled latent classes; this is handled by modelling the admixture of a random Poisson-distributed "noise" component, on top of the Gaussian components. Because the approach is new (at least in these latter respects, it has not garnered the same scrutiny as other mixture models; its operating characteristics are largely unknown. Nevertheless, it may prove useful for the kind of problem considered here. One would proceed by conducting an MCLUST analysis, which would simultaneously estimate the covariance matrix within each latent class (not limited to two in number) and the mean vector for each class, as well as the mixing proportion; hierarchical structure would not be relevant for a two-class situation, such as those we have considered here. The covariance matrices need not be assumed equal, as we have done here, so that MCLUST (and its kindred method, finite mixture models) is more generally applicable than are models specific to our assumptions. Factor or principal component analysis of each estimated covariance matrix (or, if they are judged or assumed to be equal, the common covariance matrix) would yield within-class factors, unconfounded with between-class differences. Likewise, the mean vectors allow one to estimate betweenclass separations, uncontaminated by within-class factors or PCs.
In summary, we wish readers to bear in mind several conclusions. First, mixedpopulation factor or PC analyses are not generally reliable sources of information on within-population factors; if population admixture is not recognized or its possibility even considered, dimensional analyses can be quite misleading. Second, exact relationships among withinclass, between-class, and mixed-class covariances can be obtained numerically in general, and in closed form for some interesting special cases; we give both general and some special results. Third, analyses that take into account the possible existence of subpopulations, within a population from which one's observations are sampled, are available and should be used whenever admixture is known, is considered likely, and even in some instances when it is not known to be absent. Finally, preferred methods of analyzing within-and betweenclass sources of covariation are primilarily (a) finite mixture models and the closely related mixture clustering (MCLUST) method, and (b) taxometric methods related to the work of Meehl and colleagues. The former will be advantageous when the distributional assumptions underlying the formal admixture model are approximately correct, while the latter may prove useful when only much weaker distributional assumptions seem warranted.
