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Abstract The aim of this work is to consider multiscale algorithms for solv-
ing PDEs with Galerkin methods on bounded domains. We provide results
on convergence and condition numbers. We show how to handle PDEs with
Dirichlet boundary conditions. We also investigate convergence in terms of the
mesh norms and the angles between subspaces to better understand the differ-
ences between the algorithms and the observed results. We also consider the
issue of the supports of the RBFs overlapping the boundary in our stability
analysis, which has not been considered in the literature, to the best of our
knowledge.
1 Introduction
Radial basis functions (RBFs) have been increasingly important in the area
of approximation theory. For solving partial differential equations (PDEs),
RBFs have been studied more for meshless collocation (Giesl & Wendland
2007, Fasshauer 2007), however their use with Galerkin methods have also been
considered (Wendland 1998b,c). Two excellent recent books covering practical
and theoretical issues are Fasshauer (2007) and Wendland (2005). A function
Φ : Rd → R is said to be radial if there exists a function φ : [0,∞)→ R such
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that Φ(x) = φ(‖x‖2) for all x ∈ Rd, where ‖ · ‖2 denotes the usual Euclidean
norm in Rd. Then we can define an RBF for a given centre xi ∈ Rd as
Φ(xi) := φ(‖x− xi‖2).
A practical issue that arises is that of which scale to use for the radial basis
functions. A small scale will lead to a sparse and consequently well-conditioned
linear system, but at the price of poor approximation power. Conversely, a
large scale will have better approximation power but at the price of an ill-
conditioned linear system.
Many examples may naturally exhibit multiple scales, for example, con-
structing an approximation for the height of the earth’s surface may suggest
a “large scale” to be used over desert regions and a “fine scale” over areas of
high variability, such as the Himalayas. It appears much more appropriate to
allow different scales in different regions. Of course, this comes at the price of
having to select which scales to use in which regions but this is not the topic
of this paper.
The multiscale algorithms proposed in this paper are constructed over mul-
tiple levels, in which the residual of the current stage is the target function for
the next stage, and at each stage, RBFs with smaller support and with more
closely spaced centres will be used as basis functions.
Such a multiscale algorithm for interpolation was first proposed in Floater & Iske
(1996) and Schaback (1996) but without any theoretical grounding. Theoret-
ical convergence was proven in the case of the data points being located on a
sphere (Le Gia et al. 2010) and then extended to interpolation and approxi-
mation on bounded domains (Wendland 2010).
In Wendland (1998c) we can find various experiments with two multiscale
algorithms for constructing Galerkin approximations to PDEs on bounded
domains. These two algorithms are studied in this paper. There was no proof of
convergence for the first algorithm which we call the multiscale algorithm. For
the second multiscale algorithm, which we call the nested multiscale algorithm,
convergence was proven, making use of the fact that the weak formulation of
a PDE can be interpreted as a Hilbert space projection method. Numerical
experiments with both multiscale algorithms were also given.
The aim of this work is to consider multiscale algorithms for solving PDEs
with Galerkin methods on bounded domains. We provide results on conver-
gence and condition numbers. We show how to handle PDEs with Dirichlet
boundary conditions which was not covered in the earlier papers. We also
investigate convergence in terms of the mesh norms and the angles between
subspaces to better understand the differences between the two algorithms
and the observed results. We also consider the issue of the supports of the
RBFs overlapping the boundary in our stability analysis, which has not been
considered in the literature, to the best of our knowledge.
Related multilevel methods for the numerical solution of PDEs include do-
main decomposition (Smith et al. 1996) and the use of smoothing as a postcon-
ditioner with an iterative (multilevel) method (Fasshauer 1999). The hetero-
geneous multiscale method (Weinan et al. 2007) differs in that it is multiscale
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in the time domain, whilst we work with multiple scales in the spatial domain.
Multigrid methods (Brenner & Scott 2008) require the use of a computational
mesh, whilst our approach is meshfree.
In the next section we review the background material required for the
multiscale algorithms. Sections 3 and 4 describe how to construct Galerkin
solutions to PDEs using radial basis functions for PDEs without and with
Dirichlet boundary conditions respectively. Sections 5 and 6 consider the mul-
tiscale and nested multiscale algorithms. Section 7 provides the results of sev-
eral examples using the two multiscale algorithms. Finally Section 8 provides
an analysis of the convergence of the two algorithms.
2 Preliminaries
In this paper, we will use (scaled) compactly supported radial basis functions
to construct multiscale approximate solutions to PDEs, that is, we form the
solution over multiple levels. We will work with a given domain Ω ⊆ Rd. A
kernel Φ : Ω ×Ω → R is also given.
At each level, we will have a finite point set X ⊆ Ω. We will define the fill
distance as
hX,Ω := sup
x∈Ω
min
xj∈X
‖x− xj‖2,
which is a measure of the uniformity of the points inX with respect to Ω. Then
for example, at each level i, we denote the fill distance by hi. The selection of
point sets with fill distances decreasing in a specific way will form one of the
requirements for convergence of our algorithms.
The functions that we will be concerned with are defined on a bounded
domainΩ with a Lipschitz boundary. As a result, there is an extension operator
for functions defined in Sobolev spaces which is presented in the following
lemma (Brenner & Scott 2008, Theorem 1.4.5). For further details, we refer
the reader to Stein (1970).
Lemma 2.1 Suppose Ω ⊆ Rd has a Lipschitz boundary. Then there is an
extension mapping E : Hτ (Ω)→ Hτ (Rd), defined for all non-negative integers
τ , satisfying Ev|Ω = v for all v ∈ Hτ (Ω) and
‖Ev‖Hτ (Rd) ≤ C‖v‖Hτ (Ω).
In this paper, C will denote a generic constant.
Since we also have ‖v‖Hτ (Ω) ≤ ‖Ev‖Hτ (Rd), this means that when we need
to consider the Hτ (Ω) norms of the errors at each level, we can carry out our
error analysis in the Hτ (Rd)-norm. This is advantageous, since we then have
for g ∈ Hτ (Rd)
‖g‖2Hτ (Rd) =
∫
Rd
|ĝ(ω)|2 (1 + ‖ω‖22)τ dω, (1)
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upon defining the Fourier transform as
ĝ(ω) = (2π)−d/2
∫
Rd
g(x)e−ix
T
ωdx.
At each level, we will also require a scaled version of the kernel Φ : Ω×Ω → R.
For our unscaled kernel we will use a Wendland compactly supported radial
basis function (Wendland 2005). With a (level-specific) scaling parameter δ >
0, we can define the scaled kernels as
Φδ(x,y) := δ
−dφ
(‖x− y‖2
δ
)
. (2)
Appropriate selection of the scaling parameters will also prove to be one of
the important ingredients for convergence of our multiscale algorithms.
For the Wendland basis functions, there exist two constants 0 < c1 ≤ c2
such that their Fourier transforms satisfy (Wendland 2005)
c1
(
1 + ‖ω‖22
)−τ ≤ Φ̂(ω) ≤ c2 (1 + ‖ω‖22)−τ , ω ∈ Rd, (3)
where τ = (d + 2k + 1)/2 where d is the spatial dimension and k is the
smoothness parameter. For further details, we refer the reader to Wendland
(2005). The native space NΦ(Rd) of Φ consists of all functions g ∈ L2(Rd) such
that
‖g‖2Φ =
∫
Rd
|ĝ(ω)|2
Φ̂(ω)
dω <∞. (4)
Taking (1) and (3) together shows that NΦ(Rd) is norm-equivalent to the
Sobolev space Hτ (Rd).
Consequently the Fourier transform of Φδ, Φ̂δ(ω) = Φ̂(δω), satisfies
c1
(
1 + δ2‖ω‖22
)−τ ≤ Φ̂δ(ω) ≤ c2 (1 + δ2‖ω‖22)−τ , ω ∈ Rd. (5)
We will need norm equivalence as stated in the following lemma.
Lemma 2.2 For every δ ∈ (0, δa] and for all g ∈ Hτ (Rd), there exist con-
stants 0 < c3 ≤ c4 such that
c3‖g‖Φδ ≤ ‖g‖Hτ(Rd) ≤ c4δ−τ‖g‖Φδ .
Proof The case δa ≤ 1 was proven in Wendland (2010) with c3 = c1/21 and
c4 = c
1/2
2 . To extend this to the case where δa > 1, note that for δ > 1 we
have (
1 + ‖ω‖22
)τ
= δ−2τ
(
δ2 + δ2‖ω‖22
)τ ≥ δ−2τa (1 + δ2‖ω‖22)τ .
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Together with (1), (5) and (4) we can see that
‖g‖2Hτ(Rd) =
∫
Rd
|ĝ(ω)|2 (1 + ‖ω‖22)τ dω
≥ δ−2τa
∫
Rd
|ĝ(ω)|2 (1 + δ2‖ω‖22)τ dω
≥ c1δ−2τa
∫
Rd
|ĝ(ω)|2
Φ̂δ(ω)
dω
≥ c1δ−2τa ‖g‖2Φδ .
For the lower bound, we can just use δ > 1 directly to derive
‖g‖2Hτ (Rd) =
∫
Rd
|ĝ(ω)|2 (1 + ‖ω‖22)τ dω
≤
∫
Rd
|ĝ(ω)|2 (1 + δ2‖ω‖22)τ dω
≤ c2‖g‖2Φδ ,
using (5) and (4). Then setting c3 := c
1/2
1 min(1, δ
−τ
a ) and c4 := c
1/2
2 max(1, δ
τ
a)
completes the proof. ⊓⊔
3 PDEs with Neumann and/or Robin boundary conditions
In this section, we consider a second order PDE which has homogeneous Neu-
mann and/or Robin boundary conditions. For example, such a PDE with Neu-
mann boundary conditions is given by
Lu = f in Ω, (6a)
∂u
∂n
= 0 on ∂Ω, (6b)
where L is a second order elliptic differential operator, n denotes the outward
unit normal vector and ∂Ω denotes the boundary. The weak formulation is
given by
a(u, v) = 〈f, v〉L2(Ω) ∀ v ∈ V, (7)
where V = H1(Ω). We assume that L and f are such that a(u, v) is a strictly
coercive and continuous bilinear form defined on V × V and 〈f, v〉L2(Ω) is a
continuous linear form defined on V . By the Lax-Milgram theorem, (7) has a
unique solution u ∈ V . We will also require u ∈ H2(Ω) with spatial dimension
d ≤ 3.
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Galerkin approximation seeks to solve (7) with a finite dimensional sub-
space VN ⊆ V . In other words, the Galerkin approximation u˜N is the solution
of
u˜N ∈ VN : a(u˜N , v) = 〈f, v〉L2(Ω) ∀ v ∈ VN . (8)
We will consider Ω to be a bounded domain with a Lipschitz boundary, which
means that we can apply the extension operator to use norms in Rd as ex-
plained in the introduction. For further information on weak formulation of
PDEs and Galerkin approximation, we refer the reader to Brenner & Scott
(2008).
Since the PDE does not have Dirichlet boundary conditions, we can use
the entire Sobolev space H1(Ω) rather than the subspace H˚1(Ω) consisting
of functions with zero boundary values which can occur with pure Dirichlet
boundary conditions.
We will consider finite dimensional subspaces VN ⊆ V of the form
VN := span {Φ (·,xj) : 1 ≤ j ≤ N}
where Φ : Rd → R is at least a C1-function and there are N centres {xj : 1 ≤
j ≤ N}. In this case our approximation takes the form
u˜N =
N∑
j=1
cjΦ(·,xj),
and the weak formulation with this approximation given by
a(u˜N , v) = 〈f, v〉L2(Ω) ∀ v ∈ VN ,
results in a linear system
Ac = f
where the entries of the stiffness matrix are given by
Aij = a(Φ(·,xi), Φ(·,xj)) (9)
and
fi =
∫
Ω
f(x)Φ(x,xi) dx.
We have the following result from Wendland (1998b).
Theorem 3.1 If u ∈ H2(Ω), d ≤ 3, is the solution to the variational problem
(7) and u˜N ∈ VN is the solution of (8), where VN is generated with X sat-
isfying h ≤ h0 for h0 small enough and fixed, then the error can be bounded
by
‖u− u˜N‖H1(Ω) ≤ Ch‖u‖H2(Ω).
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Lemma 3.2 Consider the adjoint variational problem
a(v, u) = 〈f, v〉L2(Ω) ∀ v ∈ V. (10)
If the solution u satisfies the regularity estimate
‖u‖H2(Ω) ≤ C‖f‖L2(Ω) (11)
for both the variational problem (7) and the adjoint variational problem (10),
then we have the following error bound
‖u− u˜N‖L2(Ω) ≤ Ch‖u− u˜N‖H1(Ω) ≤ Ch2‖u‖H2(Ω).
Proof We follow a duality argument as in (Brenner & Scott 2008, Theorem
5.7.6). With u˜N as defined in (8), let w be the solution to the adjoint problem
a(v, w) = 〈u− u˜N , v〉L2(Ω) ∀ v ∈ V,
and let the Galerkin approximation be given by w˜. Then since the bilinear
form a(·, ·) is bounded, u ∈ H2(Ω), and with Theorem 3.1 we have
‖u− u˜N‖2L2(Ω) = 〈u− u˜N , u− u˜N 〉L2(Ω)
= a(u − u˜N , w) = a(u− u˜N , w − w˜)
≤ C‖u− u˜N‖H1(Ω) ‖w − w˜‖H1(Ω)
≤ Ch‖u− u˜N‖H1(Ω) ‖w‖H2(Ω)
≤ Ch‖u− u˜N‖H1(Ω) ‖u− u˜N‖L2(Ω),
where in the second last line, we use the regularity estimate (11) and the result
follows with another application of Theorem 3.1. ⊓⊔
We note that (11) is known to hold (Brenner & Scott 2008, p.139)
– if Ω has a smooth boundary and the problem has pure Dirichlet or pure
Neumann boundary conditions;
– if d = 2 and Ω is convex and the problem has pure Dirichlet or pure
Neumann boundary conditions.
4 PDEs with Dirichlet boundary conditions
In this section we will consider a PDE with Dirichlet boundary conditions and
we seek error estimates similar to those in the previous section. For ease of
description, we will consider the following boundary value problem
−∆u = f in Ω, (12a)
u = g on ∂Ω, (12b)
where ∆ denotes the Laplacian in Rd.
Nitsche (1970–1971) proposed minimising the functional J(v − u) where
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J(w) :=
∫
Ω
|∇w|2 − 2
∫
∂Ω
w (∇w · n) + βN
∫
∂Ω
w2,
for all v ∈ VN with u being the solution of (12) and where n denotes the
outward unit normal vector and∇ the gradient operator. The parameter βN >
0 depends only on the subspace VN . The approximation u˜N is given by J(u˜N−
u) := infv∈VN J(v − u). With f and g from (12), we can compute u˜N since
J(v − u) = J(v) + J(u)− 2
∫
Ω
fv +
∫
∂Ω
g (βNv −∇v · n)
 .
Then the variational form to approximate (12) becomes: find u˜N ∈ VN such
that for all v ∈ VN
aD(u˜N , v) = ℓD(v), (13)
where we use the subscript D to denote the Dirichlet boundary conditions and
aD(u, v) :=
∫
Ω
∇u · ∇v −
∫
∂Ω
v (∇u · n)−
∫
∂Ω
u (∇v · n) + βN
∫
∂Ω
uv (14a)
ℓD(v) :=
∫
Ω
fv −
∫
∂Ω
g (∇v · n) + βN
∫
∂Ω
vg. (14b)
It can be shown that the variational form using Nitsche’s method leads to
variational consistency, in the sense that if u is sufficiently regular, then
(Blowey et al. 2003, p. 119)
aD(u, v) = ℓD(v), ∀ v ∈ VN .
If there exists a positive constant CN such that
‖∇v · n‖L2(∂Ω) ≤
CN√
δ
‖∇v‖L2(Ω) ∀ v ∈ VN , (15)
with δ being the support of the radial basis functions, then selecting
βN =
c5
δ
(16)
with c5 > 2C
2
N will ensure that the bilinear form aD(·, ·) is symmetric positive
definite. This choice of c5 will also ensure that aD is coercive since
aD(v, v) = ‖∇v‖2L2(Ω) − 2
∫
∂Ω
v (∇v · n) + βN‖v‖2L2(∂Ω)
≥ ‖∇v‖2L2(Ω) −
2CN
δ1/2
‖v‖L2(∂Ω)‖∇v‖L2(Ω) + βN‖v‖2L2(∂Ω)
≥ 1
2
‖∇v‖2L2(Ω) +
(
βN − 2C
2
N
δ
)
‖v‖2L2(∂Ω)
≥ C‖v‖2H1(Ω), ∀ v ∈ VN
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where we have used the Cauchy-Schwarz and Friedrichs inequalities, (15) and
that 2xy ≤ x2 + y2. We recall that the Friedrichs inequality (Maz’ya 2011)
states that ∫
Ω
|u|2 ≤ C
∫
Ω
|∇u|2 +
∫
∂Ω
|u|2
 ,
for Ω being a bounded domain for which the Gauss-Green formula holds.
Continuity follows since
|aD(u, v)| ≤ |u|H1(Ω)|v|H1(Ω) + CN/δ
(‖v‖L2(∂Ω)‖∇u‖L2(Ω)+
‖u‖L2(∂Ω)‖∇v‖L2(Ω)
)
+ βN‖u‖L2(∂Ω)‖v‖L2(∂Ω)
≤ |u|H1(Ω)|v|H1(Ω) + C
(‖v‖L2(Ω)‖∇u‖L2(Ω)+
‖u‖L2(Ω)‖∇v‖L2(Ω)
)
+ βN‖u‖L2(Ω)‖v‖L2(Ω)
≤ C‖u‖H1(Ω)‖v‖H1(Ω), ∀u, v ∈ VN
where we have used the Cauchy-Schwarz inequality, (15) and the Sobolev trace
embedding theorem.
Nitsche also proved that the optimal error estimates of Theorem 3.1 and
Lemma 3.2 hold in this setting if, in addition to the requirement of selecting βN
satisfying (16), there exists a su ∈ VN such that for u ∈ H2(Ω), the following
error bounds hold for k ∈ {0, 1}
‖u− su‖Hk(Ω) ≤ Ch2−k‖u‖H2(Ω), (17a)
‖u− su‖Hk(∂Ω) ≤ Ch3/2−k‖u‖H2(Ω). (17b)
With our choice of compactly supported radial basis functions, this require-
ment is known to hold (Wendland 1998b).
Note that the most challenging aspect of Nitsche’s method is the derivation
of the weak form and the selection of the stabilisation parameter βN . Both the
weak form and the choice of the parameter βN depend on the PDE as well as
the Dirichlet boundary conditions.
5 Multiscale Galerkin approximation
In this section, we consider a multiscale algorithm for constructing a Galerkin
approximation where we use the residual from the previous level as the target
for each subsequent level. We define the approximation at level i as u˜i :=
u˜Ni with centres Ni and the approximation space at level i as Vi := VNi .
The algorithm is given in Algorithm 1. The bilinear form a(·, ·) used in this
algorithm is the unmodified bilinear form in the case of a PDE with Neumann
or Robin boundary conditions and the Nitsche’s method bilinear form aD(·, ·)
in the case of a PDE with Dirichlet boundary conditions.
The algorithm as stated uses the same bilinear form at each level and it
is the approximation space Vi which changes. However the Nitsche’s method
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Algorithm 1: Multiscale Galerkin approximation
Data: n: number of levels
{Xi}ni=1: the set of nested centres for each level i, with mesh
norms at each level given by hi satisfying cµhi ≤ hi+1 ≤ µhi
with fixed µ ∈ (0, 1), c ∈ (0, 1] and h1 sufficiently small
{δi}ni=1 : the scale parameters to use at each level,
satisfying δi = νhi, ν a fixed constant.
begin
Set u˜0 = 0
for i = 1, 2, . . . , n do
With the level-specific approximation subspace
Vi := span {Φδi(·,x),x ∈ Xi} solve the Galerkin approximation
given by
Find si ∈ Vi : a(si, v) = 〈f, v〉L2(Ω) − a(u˜i−1, v) ∀ v ∈ Vi
Update the solution according to
u˜i = u˜i−1 + si
Result: Approximate solution at level n, u˜n
The error at level n, en := u− u˜n.
bilinear form aD(·, ·) will vary at each level since the value of C2N is proportional
to δ−1 and hence so is βN . This means that we will need to select the value of
βN corresponding to the last level and to use this for all previous levels. This
will also mean that we will need to know the number of levels in advance.
Henceforth we will simply refer to the bilinear form as a(·, ·). This should
cause no confusion as we have the same error bounds in both cases, as well
as coercivity and continuity, and the multiscale algorithm follows the same
steps in both cases. We require one more lemma before we can analyse the
convergence of the multiscale algorithm.
Lemma 5.1 Let Ω ⊆ Rd be a bounded domain with a Lipschitz boundary.
Then for Algorithm 1 and for a given level i > 1, we have the following bound
on the H1(Ω) error between subsequent levels.
‖ei‖H1(Ω) ≤ C‖ei−1‖H1(Ω),
where ei is defined in Algorithm 1.
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Proof We will firstly show that si is the Galerkin approximation of ei−1. We
have
a(si, w) = 〈f, w〉L2(Ω) − a(u˜i−1, w), w ∈ Vi
= a(u,w)− a(u˜i−1, w)
= a(u− u˜i−1, w)
= a(ei−1, w),
where we have used the variational form of the PDE and the linearity in the
first argument of the bilinear form a(·, ·). Hence on setting w = si we obtain
a(ei−1 − si, si) = 0.
Upon noting that ei = ei−1 − si, it follows easily that
a(ei, ei) = a(ei−1, ei−1)− a(si, si),
and since the bilinear form a is continuous and coercive
‖ei‖2H1(Ω) + ‖si‖2H1(Ω) ≤ C‖ei−1‖2H1(Ω),
from which the result follows. ⊓⊔
The following theorem and corollaries are our main results for the conver-
gence of the multiscale Galerkin approximation. For the error analysis, we will
need the norm
‖u‖2Ψj :=
∫
Rd
|û(ω)|2 (1 + δ2j ‖ω‖22) dω.
As in Lemma 2.2, this norm satisfies
c7‖u‖Ψj ≤ ‖u‖H1(Rd) ≤ c8δ−1j ‖u‖Ψj . (18)
Theorem 5.2 Let Ω ⊆ Rd be a bounded domain with a Lipschitz boundary.
Then for Algorithm 1 there exists a constant α1 > 0 such that
‖Eei‖Ψi+1 ≤ α1‖Eei−1‖Ψi for i = 1, 2, . . .
where Eei is the extension operator defined in Lemma 2.1 applied to ei. The
constant α1 satisfies α1 < 1 if in Algorithm 1 ν is sufficiently small and µ is
sufficiently large.
Proof Using (4) and (5), we can write
‖Eei‖2Ψj+1 ≤
1
c1
∫
Rd
|Êei(ω)|2
(
1 + δ2i+1‖ω‖22
)
dω =:
1
c1
(I1 + I2)
with
I1 :=
∫
‖ω‖2≤
1
δi+1
|Êei(ω)|2
(
1 + δ2i+1‖ω‖22
)
dω,
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I2 :=
∫
‖ω‖2≥
1
δi+1
|Êei(ω)|2
(
1 + δ2i+1‖ω‖22
)
dω.
Now we consider the first integral where we can use that δi+1‖ω‖2 ≤ 1 and
then Lemmas 3.2 and (18).
I1 ≤ 2
∫
‖ω‖2≤
1
δi+1
|Êei(ω)|2 dω
≤ 2 ‖Eei‖2L2(Rd) ≤ C ‖ei‖2L2(Ω) ≤ Ch2i ‖ei‖2H1(Ω)
≤ C h2i ‖ei−1‖2H1(Ω) ≤ C
(
hi
δi
)2
‖Eei−1‖2Ψi
= Cν−2 ‖Eei−1‖2Ψi ,
where we have also used Lemma 5.1. For I2, since δi+1‖ω‖2 ≥ 1, we have that(
1 + δ2i+1‖ω‖22
) ≤ 2δ2i+1‖ω‖22 ≤ 2δ2i+1 (1 + ‖ω22) .
Then again using Lemma 5.1 shows that
I2 ≤ 2δ2i+1‖Eei‖2H1(Rd) ≤ Cδ2i+1‖ei‖2H1(Ω)
≤ Cδ2i+1‖ei−1‖2H1(Ω) ≤ C
(
δi+1
δi
)2
‖Eei−1‖2Ψi (19)
≤ Cµ2‖Eei−1‖2Ψi.
Combining our results for I1 and I2 and now writing C1 and C2 for the two
constants appearing in the bounds of the expressions for I1 and I2 respectively,
we have that
‖Eei‖2Ψi+1 ≤
(
ν−2C1/c1 + µ
2C2/c1
) ‖Eei−1‖2Ψi ,
and the result follows with
α1 :=
(
ν−2C1/c1 + µ
2C2/c1
)1/2
. (20)
⊓⊔
Corollary 5.3 There exists a constant C3 > 0 such that
‖u− u˜n‖L2(Ω) ≤ C3αn1‖u‖H1(Ω) for n = 1, 2, . . . (21)
Thus u˜n resulting from Algorithm 1 converges linearly to u in the L2-norm if
α1 < 1.
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Proof Using Lemmas 3.2 and 2.2 again, we can see that
‖u− u˜n‖L2(Ω) = ‖en‖L2(Ω) ≤ Chn‖en‖H1(Ω)
≤ Chn‖Een‖H1(Rd) ≤ C hn δ−1n+1‖Een‖Ψn+1
≤ C‖Een‖Ψn+1,
since
hn
δn+1
=
hn
νhn+1
≤ 1
cµν
.
Now we can apply Theorem 5.2 n times, and noting that u˜0 = 0, leads to
‖u− u˜n‖L2(Ω) ≤ Cαn1 ‖Eu‖Ψ1 ≤ Cαn1 ‖Eu‖H1(Rd) ≤ Cαn1 ‖u‖H1(Ω).
⊓⊔
5.1 Condition number
In this subsection, we present upper and lower bounds for the eigenvalues of
the multiscale Galerkin algorithm. Since the Galerkin approximation matrix is
symmetric and positive definite, we know that the condition number is given
by
κ(A) =
λmax(A)
λmin(A)
, (22)
where λmax(A) and λmin(A) denote the maximum and minimum eigenvalues
of A as defined in (9).
Theorem 5.4 Let Φ be a positive definite kernel generating Hτ (Rd) with
τ > d/2. Let Φi := Φ(·,xi) and assume that there exists a constant c6 > 0
depending only on Φ and Ω such that
αT (F− c6G)α ≥ 0, ∀ α ∈ RN , (23)
which means that F− c6G is positive semi-definite and where
Fi,j = 〈Φi, Φj〉H1(Ω) ,
Gi,j = 〈Φi, Φj〉H1(Rd) .
Then the condition number of A can be bounded by
κ(A) ≤ C
(
1
qX
)4τ−2d
,
where the constant C is independent of the point set X.
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Proof Since v =
∑N
i=1 αiΦi and with with the coercivity of a(·, ·) and (23), we
have that
a(v, v) ≥ C‖v‖2H1(Ω) = CαTFαT
≥ CαTGα ≥ Cλmin(G)‖α‖22,
where λmin(G) is the minimum eigenvalue of G. From Wendland (1998c), we
know that 〈Φi, Φj〉H1(Rd) is a radial function given by
Υ (xi,xj) := − (∆Φ) ⋆ Φ(xi − xj) + Φ ⋆ Φ(xi − xj),
where ∆ again denotes the Laplace operator and ⋆ denotes convolution defined
as f ⋆g(x) :=
∫
f(y)g(x−y) dy. From (Wendland 2005, Theorem 12.3) we know
that we can use Υ̂ to derive a lower bound on the minimum eigenvalue of G.
Then we have that
Υ̂ (z) =
(
1 + |z|2) Φ̂2(z).
From (Wendland 2005, Theorem 10.35), we know that Φ̂(z) ≥ C‖z‖−2τ and
hence Υ̂ (z) ≥ C‖z‖−4τ . Then using (Wendland 2005, Theorem 12.3) we reach
λmin(G) ≥ Cq4τ−dX .
With the continuity of a(·, ·), (Wendland 1998a, Theorem 14.2) and the non-
negativity of norms, we also have the following bound on the maximum eigen-
value
a(v, v) ≤ C‖v‖2H1(Ω) ≤ C‖v‖2H1(Rd) = CαTGα
≤ CNq−dX ‖α‖22.
These two bounds, in conjunction with (22), complete the proof. ⊓⊔
We will consider (23) further with the scaled RBFs Φi := Φδ(·,xi), where Φ is
the C6 Wendland function given by
Φ(x) = (1− ‖x‖)8+
(
32‖x‖3 + 25‖x‖2 + 8‖x‖+ 1) , (24)
which is positive definite on R2 (Wendland 2005). Now since the support of
the radial basis functions is fixed, ‖Φi‖H1(Rd) is fixed and is independent of
the point set X and Ω and we can express this as
‖Φi‖2H1(Rd) =
2π∫
0
δ∫
0
r
(
φ2δ(r) + δ
2
(
d
dr
φδ(r)
)2)
dr dθ. (25)
In the case of the unit square, which will be used for the numerical experi-
ments in Section 7, note that ‖Φi‖H1(Ω) is minimised when the RBF centre is
located on a corner. This can be easily verified since moving the centre in any
direction (in Ω) will keep the original area inside Ω and lead to additional area
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being inside Ω and the integrand is non-negative. Then we can then bound
‖Φi‖2H1(Ω) by
‖Φi‖2H1(Ω) ≥
pi
2∫
0
δ∫
0
r
(
φ2δ(r) + δ
2
(
d
dr
φδ(r)
)2)
dr dθ
=
1
4
‖Φi‖2H1(Rd), (26)
where we have also used equations from (Fasshauer 2007, Appendix D).
This means that
ρi :=
‖Φi‖H1(Rd)
‖Φi‖H1(Ω) ≤ 2.
As a result, if δ ≤ qX , which means that there is no overlap between the vari-
ous RBFs and F and G are diagonal, or if F and G are diagonally dominant,
then (23) will hold since then we know that positive diagonal entries will en-
sure at least positive semi-definiteness. Whilst we have been unable to prove
that (23) holds in full generality for the unit square, it is supported by exten-
sive numerical testing. The numerical experiments in Section 7 also provide
empirical evidence since Corollary 5.6 holds, which depends on Theorem 5.4.
We have the following theorem on the condition number of the multiscale
algorithm.
Theorem 5.5 Let Φ be a positive definite kernel generating Hτ (Rd). Then
the condition number of the Galerkin approximation matrices from Algorithm
1 can be bounded by
κ(A) ≤ C
(
δ
qX
)4τ−2d
, (27)
with a constant C > 0 independent of X and of the scaling parameter δ.
Proof At each level, we now introduce the dataset X/δ = {x1/δ, . . . ,xM/δ},
which obviously has separation radius
qX/δ =
qX
δ
and since a(·, ·) is bilinear, the Galerkin approximation matrix at each level is
AX,δ = (a(Φδ(·,xi), Φδ(·,xj)))
=
(
δ−2da
(
Φ
( · − xi
δ
)
, Φ
( · − xj
δ
)))
= δ−2dAX/δ,1.
Then the result follows with Theorem 5.4. ⊓⊔
Corollary 5.6 If the datasets are quasi-uniform, which means that hj/qj is
bounded above by a constant, then the condition numbers of the Galerkin ap-
proximation matrices from Algorithm 1 are bounded above by a constant.
16 A. Chernih, Q.T. Le Gia
Proof Algorithm 1 takes δj = νhj with a constant ν > 1. With the assumption
of quasi-uniformity, hj ≤ cqj and the result follows with Theorem 5.5. ⊓⊔
We note that since we only require the bilinear form a(·, ·) to be continuous
and coercive, these theorems on the condition number will apply for PDEs with
Robin and/or Neumann boundary conditions as well as PDEs with Dirichlet
boundary conditions.
6 A nested multiscale algorithm
In this section we will consider another multiscale Galerkin algorithm that was
proposed in Wendland (1998c). This essentially extends Algorithm 1 and hence
we can consider a PDE either with or without Dirichlet boundary conditions.
We refer to this as a nested multiscale algorithm because it contains inner
and outer iterations. We will also see that this has a connection to multigrid
methods from the finite elements literature. The details are given in Algorithm
2.
Algorithm 2: Nested multiscale Galerkin approximation
Data: K: number of outer levels
n: number of inner levels
{Xℓ}nℓ=1: the set of centres for each inner level ℓ, with mesh
norms at each inner level given by hℓ satisfying
cµhℓ ≤ hℓ+1 ≤ µhℓ with fixed µ ∈ (0, 1), c ∈ (0, 1] and
h1 sufficiently small
{δℓ}nℓ=1 : the scale parameters to use at each inner level,
satisfying δℓ = νhℓ, ν a fixed constant.
begin
Set u˜0 = 0
for k = 0, 1, 2, . . . ,K do
for ℓ = 1, 2, . . . , n do
With the level-specific approximation subspace
Vℓ := span {Φℓ(·,x),x ∈ Xℓ} solve for the Galerkin
approximation given by
skn+ℓ ∈ Vℓ : a(skn+ℓ, v) = 〈f, v〉L2(Ω) − a(u˜kn+ℓ−1, v)
for all v ∈ Vℓ. Update the solution according to
u˜kn+ℓ = u˜kn+ℓ−1 + skn+ℓ
Result: Approximate solution at level n, u˜n(K+1)
The error at level n(K + 1), en(K+1) := u− u˜n(K+1).
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From Wendland (1998c) we have the following theorem regarding conver-
gence.
Theorem 6.1 Let u∗ denote the best approximation to u from V1 + . . .+ Vn
with respect to the norm ‖ · ‖H1(Ω). Then there exists θ ∈ (0, 1) such that
‖u∗ − u˜K‖H1(Ω) ≤ θK‖u‖H1(Ω),
where u˜K is the approximation from Algorithm 2.
Note however that this does not mean that we have linear convergence of
the approximation from Algorithm 2 to the true solution u. The convergence
of the approximation from Algorithm 2 to the true solution u is given in the
following theorem.
Theorem 6.2 Let Ω ⊆ Rd be a bounded domain with Lipschitz boundary. Let
Φ be a kernel generating H1(Rd) and Φj be defined by (2) with scale factor δj.
Then for Algorithm 2 there exist constants α2 > 0, C5 > 0, C6 > 0 such that
‖u− u˜n(K+1)‖L2(Ω) ≤ C4αn+K(n−1)1 αK2 ‖u‖H1(Ω), K = 1, 2, . . .
with α1 given by (20).
Proof Since there are K+1 outer iterations (since the outer level index starts
at 0) and n inner iterations, we have (K + 1)n iterations in total, of which
K(n − 1) + n iterations are with subsequently decreasing scale parameters
for which we can use Theorem 5.2. The remaining K iterations involve the
subsequent error estimation for K > 0 and ℓ = 1 since in this case, we have
an increasing scale parameter for which Theorem 5.2 does not apply. With
the proof of Theorem 5.2, we can derive a similar result with increasing scale
parameters. In this case, we need to change the right hand side of (19) and
the following line to (
δi+1
δi
)
≤ µ−2,
and then we can define
α2 :=
(
ν−2C1/c1 + µ
−2C2/c1
)1/2
. (28)
Note that α2 > α1 since µ < 1 by definition and the constants are all positive
which will mean a lower rate of convergence as compared to Algorithm 1. The
remainder of the proof follows the same steps as the proofs of Corollary 5.3
and we leave the details to the reader. ⊓⊔
Note that the original justification for proposing this nested multiscale
algorithm was that the errors from Algorithm 1 appeared to be dominated
by a global behaviour, suggesting the need to go back and fit on a coarse set
of centres with a large support. This is a similar idea used in the multigrid
method in the finite element literature (Brenner & Scott 2008, Chapter 6.3).
As stated in (Fasshauer 2007, Chapter 44.3), this additional outer iteration
is known from Kaczmarz iteration, which is frequently used in the multigrid
literature as a smoother (McCormick 1992, Kang & Kwak 1997)).
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7 Numerical experiments
In this section, we present the results from applying the multiscale and nested
multiscale algorithms to various PDEs.
7.1 Multiscale Algorithm
In this subsection we consider two PDEs, the first without Dirichlet boundary
conditions and the second with Dirichlet boundary conditions.
The first problem is the Helmholtz-like equation with natural boundary
conditions:
−∆u+ u = f in Ω,
∂
∂n
u = 0 on ∂Ω.
We take Ω = [−1, 1]2 and f(x, y) = cos(πx) cos(πy). The outer unit normal
vector is denoted by n. The exact solution is given by
u(x, y) =
cos(πx) cos(πy)
2π2 + 1
.
We again use the C6 Wendland radial basis function given by (24). We
used five levels for the approximation, with equally spaced point sets at each
level. The number of points, N , and the fill distances, h, are given in Table 1.
We note that the fill distances decrease by almost exactly one half at each level
and hence we select µ = 12 . The L2 and L∞ errors and condition numbers (κ)
Level 1 2 3 4 5
N 25 81 289 1089 4225
h 3.5e-1 1.75e-1 8.75e-2 4.37e-2 2.19e-2
Table 1: The number of uniform points used at each level and the associated
fill distance for the multiscale Galerkin approximation example
of the stiffness matrix are given in Table 2. The L2 error was estimated using
Gaussian quadrature with a 300 × 300 tensor product grid of Gauss-Lobatto
points and the L∞ error was estimated with the same tensor product grid.
The second example uses the Poisson problem
−∆u = f in Ω,
u = 0 on ∂Ω.
We take Ω = [−1, 1]2 and f(x, y) = sin(πx) cos (π2 y). The exact solution is
given by
u(x, y) =
sin(πx) cos
(
π
2 y
)
1.25π2
.
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Level 1 2 3 4 5
δj 2 1 0.5 0.25 0.125
‖ej‖2 8.000e-4 2.145e-4 1.059e-4 7.009e-5 5.178e-5
‖ej‖∞ 1.721e-3 7.273e-4 3.764e-4 2.147e-4 1.394e-4
κj 1.608e+3 3.125e+3 4.159e+3 4.576e+3 4.710e+3
Table 2: The scaling factors, approximation errors and condition numbers of
the stiffness matrices for the multiscale Galerkin algorithm with a Neumann
boundary condition.
We again use the C6 Wendland function as the kernel, with the same 5 levels
as for the first example. To verify that (15) holds, we first check for the basis
functions. For the boundary norm, since Ω = [−1, 1]2, without loss of gener-
ality, we consider the x = −1 boundary of the domain only. Then we have
boundary integrals of the form (Fasshauer 2007, Appendix D)
‖∇Φδ · n‖2L2(∂Ω) =
δ∫
−δ
(
∂φδ
∂y
)2
dy
= δ2
δ∫
−δ
(
22y
δ2
(
16y2
δ2
+
7y
δ
+ 1
)(
1− y
δ
)7)2
dy
=
603969552384δ
11305
.
For the interior, we have
‖∇Φδ‖2L2(Ω) = δ2
∫
Θ
δ∫
0
r
(
d
dr
φδ(r)
)2
dr dθ
= δ2
∫
Θ
δ∫
0
r
(
22r
δ2
(
16r2
δ2
+
7r
δ
+ 1
)(
1− r
δ
)7)2
dr dθ
=
2453δ2
4845
∫
Θ
dθ,
where Θ specifies the support of φ in Ω and hence this last expression is finite
and does not depend on δ.
In practical applications, we need to select a value of βN satisfying βN >
2C2N/δ. In Griebel & Schweitzer (2002), it is proposed to estimate CN/
√
δ as
the maximum eigenvalue of the generalised eigenvalue problem,
Bv = λDv, (29)
where
Bij =
∫
∂Ω
(∇Φi · n) (∇Φj · n) , (30)
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and
Dij =
∫
Ω
∇Φi · ∇Φj , (31)
where i and j run over the indices of all the radial basis functions with support
overlapping the boundary. The extra calculation involved in this step is not
significant since the entries of B are required for the construction of the stiff-
ness matrix and the set of centres overlapping the boundary will generally be
small compared to the entire set of centres. The maximum eigenvalue can also
be efficiently computed with a simultaneous Rayleigh-quotient minimisation
method (Longsine & McCormick 1980).
Level 1 2 3 4 5
δj 2 1 0.5 0.25 0.125
‖ej‖2 8.125e-3 1.451e-3 3.229e-4 8.217e-5 2.219e-5
‖ej‖∞ 1.057e-2 2.350e-3 6.504e-4 1.963e-4 5.962e-5
κj 5.633e+5 1.001e+6 8.056e+5 4.572e+5 2.374e+5
Table 3: The scaling factors, approximation errors and condition numbers
of the stiffness matrices for the multiscale Galerkin algorithm with Dirichlet
boundary conditions
The results are in Table 3 and support the theoretical findings above. We
note that whilst Wendland (1998c) did not find convergence after the third
level with a similar algorithm, this may be due to the approximations used
to calculate the integrals, rather than the algorithm itself. The potential for
errors in integration to affect the performance of Galerkin techniques are well
known (Strang 1973, Brenner & Scott 2008). To estimate the integrals, we used
the MATLAB functions quad2d and quad with an absolute tolerance value of
1e−10. We also estimated the non-zero integration range both to speed up
the calculations as well as to reduce numerical error which can result if for
example, we integrate over the entire domain [−1, 1]2 whilst the function only
has a very small support.
7.2 Nested multiscale algorithm
In this subsection, we consider the same example as in Section 7.1 however
now with Algorithm 2 with K = 2 and n = 2. We use the first two levels of the
example described in Section 7.1 as the inner iteration. We also use the same
kernel. Our choice of K and n leads to a 6 level algorithm. A similar example
was considered in (Wendland 1998c, Section 5), however a lack of information
regarding the exact approximation spaces used for the inner and outer level
iterations means we have not been able to compare our results. The results
from this 6 level nested algorithm are in Table 4.
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Level 1 2 3 4 5 6
N 25 81 25 81 25 81
‖ej‖2 8.000e-4 2.145e-4 2.045e-4 2.088e-4 1.991e-4 2.034e-4
‖ej‖∞ 1.721e-3 7.274e-4 4.325e-4 7.002e-4 4.165e-4 6.742e-4
κj 1.608e+3 3.125e+3 1.608e+3 3.125e+3 1.608e+3 3.125e+3
Table 4: The number of centres, scaling factors, approximation errors and
condition numbers of the stiffness matrices for the nested multiscale Galerkin
algorithm
The results indicate erratic convergence and approximation errors far infe-
rior to those using Algorithm 1. This is not surprising since Theorem 8.2 indi-
cates convergence of our approximation to the best approximation to u from
V1+V2 whilst in Algorithm 1 our approximation is formed from V1+ . . .+V5.
8 Analysis of convergence
In this section we will focus on estimation of the convergence and verify-
ing approximation orders. Similarly to Wendland (2010), we will also rewrite
the convergence results in terms of fill distances, which is the usual form of
convergence results for radial basis function approximations (Wendland 2005,
Fasshauer 2007).
8.1 Multiscale Galerkin algorithm
We consider Algorithm 1 with h1 = µ and hj+1 = µhj . Since µ is a constant,
we can rewrite (20) as
α1 = c3µ.
Then with Corollary 5.3 we have that
‖en‖L2(Ω) := ‖u− u˜n‖L2(Ω) ≤ Ch1−σn ‖u‖H1(Ω), (32)
with
σ := − log c3/ logµ. (33)
Hence we can either express our convergence in terms of an exponent of hn or
equivalently αn1 .
It is of interest that the error bounds do not depend on the kernel used for
the approximation spaces. Typically with a kernel which generates Hτ (Rd),
we see error bounds proportional to hτ . Since our kernel for the error analysis
generates H1(Rd), we have h1n. Henceforth, we analyse the convergence in
terms of α1. We can calculate estimates of α1, which we denote by α˜1, as
follows
α˜1,n :=
‖en‖L2(Ω)
‖en−1‖L2(Ω)
.
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C2 WF C6 WF
α˜1,2 0.128 0.268
α˜1,3 0.318 0.494
α˜1,4 0.507 0.662
α˜1,5 0.618 0.739
Table 5: The estimated convergence rates α˜1,n using the results for the L2 norm
errors from the first example in Section 7.1 with the C2 and C6 Wendland
functions.
We can see that the estimated values of α1 are higher with the C
6 Wend-
land function, which indicates that we should not necessarily expect faster
convergence with a smoother Wendland function and consequently we should
not expect an error bound proportional to hτ .
8.2 Nested multiscale Galerkin algorithm
In this subsection, we will focus on considering convergence of the nested
multiscale Galerkin algorithm in terms of α1 and α2. Note that a bound for
the error at level n(K +1) in terms of the fill distance at level n(K +1), such
as in (32), will not be possible here because the fill distance at level n(K + 1)
only depends on n and not on K. In other words, increasing K has no effect
on the final fill distance.
An additional benefit of considering the nested multiscale algorithm is more
estimates of α1, particularly for repeated applications of the inner iterations
(when K > 1). Table 6 gives the estimates of α1 and α2 from considering
successive L2 norm error estimates in Section 7.2. Successive error estimates
will be of the form
‖ei‖L2(Ω)
‖ei−1‖L2(Ω)
.
By definition of our nested multiscale algorithm, for i = n + 1, 2n+ 1, . . . we
have an estimate for α2 and in all other cases, an estimate for α1.
Table 7.2 presents the estimated convergence rates α˜1,n and α˜2,n using the
results for the L2 norm errors from the example in Section 7.2.
Level α˜1,n α˜2,n
2 0.268
3 0.953
4 1.021
5 0.954
6 1.022
Table 6: The estimated convergence rates α˜1,n and α˜2,n using the results for
the L2 norm errors from the example in Section 7.2.
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Interestingly, the difficulties with convergence are not due to α2 which is
seen to be less than 1 in all cases. This is empirical evidence of the effective-
ness of the smoothing nature of the inner iterations, in that after the inner
iterations, the errors are again of a global nature and hence a return to a
coarse grid is justified. Convergence is affected by the repeated application of
the inner iterations for which α˜1,n is always greater than 1. Empirically, this
appears to suggest that the more localised features have already been captured
in the approximate solution.
This also implies that the angles between the approximation subspaces are
close to zero since the linear convergence rate in Theorem 6.1 can be bounded
above by the angle between the subspaces. This is covered next.
8.2.1 Angles between subspaces
For our analysis of the convergence of the nested multiscale algorithm, we
require the following definition of the angle between subspaces.
Definition 8.1 Let H1 and H2 be closed subspaces of a Hilbert space H with
U := H1 ∩H2. Then the angle α between H1 and H2 is given by
cosα = sup
{〈u, v〉 : u ∈ H1 ∩ U⊥, v ∈ H2 ∩ U⊥ and ‖u‖, ‖v‖ ≤ 1} .
It is well known (Smith et al. 1977, Deutsch 1990) that Algorithm 2 con-
verges linearly in the following sense.
Theorem 8.2 Let u∗ be the best approximation to u from V1 + . . .+ Vj with
respect to ‖ · ‖H1(Ω). Let u˜ be the approximation from Algorithm 2. Let αj be
the angle between Vj and ∩ki=j+1Vi. Then
‖u∗ − u˜‖H1(Ω) ≤ cK‖u‖H1(Ω),
where
c2 ≤ 1−
n−1∏
j=1
sin2 αj .
This means that we need to estimate sinαj to obtain upper bounds for the
convergence rate. We follow a similar approach to Beatson et al. (2000). We
firstly define modified sets of centres as X˜1 = X1 and
X˜i = Xi\
i−1⋃
j=1
Xj , i ≥ 2,
and the corresponding approximation spaces as
V˜i = span
{
Φδi(·,x),x ∈ X˜i
}
.
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Then we need to find the supremum of the inner product of u ∈ V˜i and
v ∈ Ai+1 where
Ai+1 =
K⋃
j=i+1
V˜j = span
Φδj (·,xj),xj ∈
K⋃
j=i+1
X˜j
 ,
with ‖u‖ = ‖v‖ = 1. With the matrix K{12} given by
K
{12}
i,j =
〈
Φδi(·,xi), Φδj (·,xj)
〉
,xi ∈ X˜i,xj ∈
K⋃
j=i+1
X˜j ,
and with coefficient vectors µ and ν for u and v respectively, we seek the
supremum of µK{12}ν. We also define matrices K{1} and K{2} as
K
{1}
ij =
〈
Φδi(·,xi), Φδj (·,xj)
〉
,xi ∈ X˜i,xj ∈ X˜i,
and
K
{2}
ij =
〈
Φδi(·,xi), Φδj (·,xj)
〉
,xi ∈
K⋃
j=i+1
X˜j ,xj ∈
K⋃
j=i+1
X˜j .
Let the Cholesky decomposition of K{1} be LT1 L1. This is well-defined since
K{1} is strictly positive definite and symmetric. Then ‖u‖2 = µTLT1 L1µ and
letting γ1 = L1µ gives ‖u‖2 = γT1 γ1. We can follow a similar approach with
K{2} which gives ‖v‖2 = γT2 γ2 with K{2} = LT2 L2 and γ2 = L2ν. However
in this case since K{2} is the union of radial basis functions with (possibly)
different scaling factors, we cannot be sure that K{2} is positive definite. In
our example, K{2} was always positive definite and we do not dwell further on
this. Sufficient conditions for an interpolation matrix constructed with several
scaling factors to be positive definite can be found in (Bozzini et al. 2004,
(11)) which also requires the Fourier transform of a Wendland function from
Chernih et al. (2011) to compute a lower bound on the minimum eigenvalue
as given in (Wendland 2005, Theorem 12.3).
Then we have
〈u, v〉 = µTK{12}ν
= µTLT1 (L
−1
1 )
TK{12}L−12 L2ν
= γT1Mγ2,
with M := (L−11 )
TK{12}L−12 . The supremum of the inner product is given by
the largest singular value of M. We denote this supremum by sin α˜j and the
results with {V˜i}5i=1 are in Table 7. We note that since X˜i ⊆ Xi, sin α˜i is a
lower bound on sinαi. We chose to estimate sin α˜i since by removing nested
centres from later levels, we had less difficulties with singular matrices.
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i 1 2 3 4
sin α˜i 9.849e-3 2.684e-2 4.153e-2 6.987e-2
Table 7: The estimates of sin α˜i with the approximation spaces {V˜i}5i=1.
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