In this paper the bilinear model BL(1, 0, 1, 1) driven by exponential distributed innovations is studied in some detail. Conditions under which the model is strictly stationary as well as some properties of the stationary distribution are discussed.
Introduction
In the analysis of stationary time series the class of linear models with finite variance, which includes ARMA models, plays a central role. However, such models are unlikely to provide a sufficiently broad class capable of accurately capturing features often exhibited by data sets such as sudden burst of large positive and negative values, almost no correlation in data, volatility changes in time, and high threshold exceedances appearing in clusters. Since there is no unifying theory that is applicable to all nonlinear systems the study of such systems has to be restricted to special classes of nonlinear models. Various non-linear models have been introduced addressing these issues.
Among the more successful non-linear models we mention the bilinear (BL) models, first proposed and developed by Granger and Andersen (1978) . A time series {X t } is called a bilinear process of order (p, q, P, Q), denoted by BL(p, q, P, Q), for some integers p, q, P, Q ≥ 0, if it satisfies the recurrence equation where { t } is a sequence of independent and identically distributed (i.i.d.) random variables and the a j , c j , and b jk are real constants with c 0 = 1. In terms of potential applications, bilinear models are suitable for modelling seismological data such as records of explosions and earthquakes. One step towards the application of bilinear models to real data sets is the estimation of parameters. Most of the work in parameter estimation in the literature, is focused in the time-domain approach. For instance the least squared method has been considered among others by Pham and Tran (1981) , Subba Rao and Gabr (1984) and Guegan and Phan (1989) . Kim and Billard (1990) have obtained moment estimators for the first order bilinear model and derived their asymptotic distribution. In contrast, Bayesian analysis of bilinear time series has not received much attention in the literature; see Chen (1992a, b) for details.
A different approach is by considering frequency-domain methods and in particular the Whittle criterion. This method was originally proposed to estimate the parameters of Gaussian ARMA processes (i.e., linear processes with finite variance). The applicability of the Whittle criterion for non-Gaussian and non-linear processes was discussed in detail by Dzhaparidze and Yaglom (1983) When dealing with bilinear models it is common to assume that the innovations are normally distributed. Recently, however, there has been considerable interest in nonnegative time-series models. The motivation to include such models comes from the need to account for the non-negative nature of certain data sets such as CPU time to complete a job, call holding times, interarrival times between packets in a network and lengths of on/off cycles; see Adler et al. (1997) and references therein.
In this paper we consider the bilinear models BL(1, 0, 1, 1) driven by exponential distributed innovations. The purpose of this work is two-folded: first we give conditions under which the first-order non-negative bilinear model is strictly stationary and some properties of the stationary distribution, such as moments, are discussed. Moreover, we also consider parameter estimation. In particular we cast the BL(1, 0, 1, 1) in a Bayesian framework and make inferences by using the Gibbs sampler. Furthermore we also consider the Whittle criterion.
The rest of the article is organized as follows. In Section 2, we summarize some of the basic probabilistic properties of the BL(1, 0, 1, 1) model. Section 3 gives the general Bayesian setting for this special bilinear model. Section 4 introduces the Whittle criterion. Finally, a simulation study is presented in Section 5.
2 Basic properties of the first-order exponential bilinear model Let (Ω, A, P ) be a probability space and X = {X t } t≥1 a process which is defined from (Ω, A, P ) to (IR, B) satisfying However, by setting Z t = b t X t we see that X t has a Markovian representation in the
The Markovian representation above implies that the study of several properties of the bilinear process in (1), related with its probabilistic structure and the existence of moments, can be obtained via the analysis of stochastic difference
random pairs with some joint distribution and Y 0 is independent of these, with some given starting distribution.
We first present a result related with some useful properties of the exponential distribution. For simplicity in notation we define
.
Lemma 2.1 For a random variable exponentially distributed with parameter
Then E(ln b ) < 0 and the function h is strictly convex in u, and there exist a unique
Furthermore define and
Proof. It is easy to check that Table 1 below.
Table 1 about here
It is worth to mention here that when b/λ > 1 the process has no finite mean where as b/λ > 0.705 implies no finite variance. In order to obtain the stationary solution on
(1) as well as its moments, we use the fact that X t can be embedded as a function of a SDE of the form
The main result of this section is given in Theorem 2.1 below. 
and
Proof. Hence (2) is proved. Finally, (3) follows by the Markovian representation of X t .
Now we are prepared to obtain the moments of the process. 
Denote by p the largest integer strictly less than κ. Then for r = 1, . . . , p
Furthermore, let X be the non-negative exponential bilinear process defined in (1) and
Proof Corollary 2.1 Let X be the strictly stationary non-negative process defined in (1) .
Then X is second-order stationary, and 
γ(1) = E(A)R (0) + 2E(B)E(Z) + E(B ) − E(B)[E(Z) + E( )](1 − E(A))
with E(B ) = 6bα 3 and R (0) =
The spectral density function is given by
Proof. The statements follows by Lemma 2.2 and after tedious calculations.
For a time series model to be useful for forecasting purposes, it is necessary that it should be invertible. A sufficient condition for the invertibility of the bilinear model is given below.
Proposition 2.1 Let X be the strictly stationary non-negative exponential bilinear
then the model is invertible.
Proof. Following Pham and Tran (1981), X t is invertible if |b| < exp{−E(log |X t |)}. By
Jensen inequality we have that bE(X t ) < 1. The result follows by the first statement in Corollary 2.1.
Next result shows that X is strongly mixing.
Lemma 2.3 Let X be the strictly stationary non-negative exponential bilinear process
defined in (1) . Then X is strongly mixing with geometric rate.
Proof. The proof follows as that of Basrak et al. (1999, pp. 7-8) with some minor changes. We omit the details.
Bayesian Inference
Let x = (x 1 , . . . , x n ) be a sample generated by the the non-negative exponential bilinear process defined in (1) For this prior the posterior distribution of θ is 
, and γ 2 = λ( √ 2 − 1).
Note that the restriction on the support of the full conditional posterior densities is imposed in order to ensure the invertibility of the model. Moreover, by (7) and (8) ) obtain an estimation of t , say 0 t , by 0 1 = 0 and (1) , x) with t = 0 t ; (d) recalculate the residuals t by using the value b (1) ; (e) generate N sets of random numbers by repeating stages (b), (c), and (d) from the full conditional distributions (7) and (8) , obtaining a sequence of Gibbs for θ given by (λ (1) , b (1) ), . . . , (λ (N ) , b (N ) ). Since the estimates (λ (k) , b (k) , k ≥ 1) generated by the above procedure are correlated, we will only include in the final sample the observations
to obtain an approximate i.i.d sample.
Whittle estimation
For estimating the parameters of a stationary Gaussian linear process, sayX = {X t } t≥1 , with strictly positive and continuous spectral density f (ω, ·), Whittle suggested a procedure which is based on the periodogram. In his setup, the Gaussian log-likelihood function ofX is approximated by
where I n (ω) is the periodogram of the observations. The Whittle estimateθ n of the set of parameters θ is obtained by minimizing (9) . For non-Gaussian and non-linear pro- 
Simulation results
The 
