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By the m-spectrum of a real number q > 1 we mean the set Ym(q)
of values p(q) where p runs over the height m polynomials with
integer coeﬃcients. These sets have been extensively investigated
during the last ﬁfty years because of their intimate connections
with inﬁnite Bernoulli convolutions, spectral properties of substitu-
tive point sets and expansions in noninteger bases. We prove that
Ym(q) has an accumulation point if and only if q <m + 1 and q is
not a Pisot number. Consequently a number of related results on
the distribution of points of this form are improved.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Given a real number q > 1 and a positive integer m, we are interested in the structure of the set
Xm(q) :=
{
n∑
i=0
siq
i
∣∣∣ si ∈ {0,1, . . . ,m}, n = 0,1, . . .
}
.
This is an unbounded set of nonnegative real numbers and any bounded interval contains only ﬁnitely
many elements of Xm(q), i.e., it is closed and discrete in the Euclidean topology of R. Hence we may
arrange the points of Xm(q) into an increasing sequence:
0 = xm0 (q) < xm1 (q) < xm2 (q) < · · · .
✩ This work was initiated during the Workshop on Numeration, Lorentz Center, Leiden, June 7–18, 2010. The authors thank
the organizers for their invitation and for the excellent working conditions.
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initiated by Erdo˝s et al. to study
m(q) = lim inf
n
(
xmn+1(q) − xmn (q)
)
and
Lm(q) = limsup
n
(
xmn+1(q) − xmn (q)
)
,
especially to characterize the values of q for which they vanish.
Our main results will be based on the investigation of the topology of the intimately related set
Ym(q) := Xm(q) − Xm(q), (1.1)
called the m-spectrum of q. We note that
Ym(q) =
{
n∑
i=0
siq
i
∣∣∣ si ∈ {0,±1, . . . ,±m}, n = 0,1, . . .
}
is the set of values p(q) where p runs over the height m polynomials with integer coeﬃcients. Here
the height of p is the maximum modulus of the coeﬃcients. These sets are unbounded and nested:
X1(q) ⊂ X2(q) ⊂ · · · and Y 1(q) ⊂ Y 2(q) ⊂ · · · .
A reason for the name “spectrum” may come from the following observation. A Pisot number is an
algebraic integer > 1 whose other conjugates have modulus strictly less than one. In this case both
Xm(q) and Ym(q) are uniformly discrete: there is a uniform lower bound of the distances of two
adjacent points, and consequently m(q) > 0. This lower bound easily follows from the fact that the
absolute norm of the distance between two points is an integer and thus not less than one (e.g. see
Garsia [20]). Since Y 2m(q) = Ym(q) − Ym(q) is uniformly discrete again, for a Pisot number q less
than m + 1, Ym(q) is a Meyer set having a scaling invariance qYm(q) ⊂ Ym(q). This gives a number
theoretic construction of Meyer sets which play an important role in quasi-crystal analysis (see [1]).
Moreover the interval tiling of R generated by end points Ym(q) has a substitution rule, which is
derived by a generalization of the method in Feng and Wen [19]. There are a lot of results on spectral
properties of substitutive point sets and their Pisot scaling constants. See, e.g., Coquet, Kamae and
Mendès France [8], Bombieri and Taylor [4]. Solomyak [33], Lagarias [26], Lee and Solomyak [27],
Meyer [28]. These results suggest that the Pisot property is essential for point sets like Ym(q) to
have good discreteness properties; Theorem 1.1 below gives another evidence of such a phenomenon.
There is also a not yet well-understood Pisot phenomenon analogy between the topological properties
of the spectra Ym(q) and singular Bernoulli convolution distributions; see, e.g., Erdo˝s [13], Peres and
Solomyak [29], Solomyak [32], Feng and Wang [18].
Many works have been devoted to the investigation of these sets, e.g., Bogmér and Horváth and
Sövegjártó [3], Borwein and Hare [5,6], Drobot and McDonald [12], Erdo˝s et al. [14,15,17], Feng and
Wen [19], Garth and Hare [21], Komatsu [23], Sidorov and Solomyak [31], Stankov [34], Zaimi [35,36].
There is a close relationship between the approximation properties of these sets and the existence of
universal expansions in noninteger bases: see, e.g., Erdo˝s and Komornik [17], Sidorov [30], Dajani and
de Vries [9].
Our ﬁrst main result concerns the existence of accumulation points of Ym(q). Note that a set of
real numbers has no accumulation points if and only if Ym(q) is a closed discrete set. We give a
full answer to this question: the following theorem completes former partial results of Erdo˝s and
Komornik [17] and Zaimi [35].
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As mentioned above, Ym(q) has no accumulation points if q is a Pisot number. The spectrum
Ym(q) has no accumulation points either for any q >m + 1 by the following simple reasoning due to
de Vries [10]. We thank him for permission to include the following discussion in our paper. If
y = s0 + s1q + · · · + snqn ∈ Ym(q)
with sn = 0, then
|y| qn −m(1+ q + · · · + qn−1)> qn(1− m
q − 1
)
.
Since the right side tends to inﬁnity as n → ∞, we conclude that no bounded interval contains in-
ﬁnitely many elements of Ym(q). Thus the diﬃculty of Theorem 1.1 lies in showing the converse.
If α is an accumulation point of Ym(q) then ±qα ± 1 are also accumulation points of Ym(q).
Indeed, if (pn) is a sequence of height m polynomials satisfying pn(q) → α and pn(q) = α for all n,
then setting pˆn(q) := ±qpn(q) ± 1 we obtain another sequence of height m polynomials satisfying
pˆn(q) → ±qα ± 1 and pˆn(q) = ±qα ± 1 for all n. Hence the set of accumulation points of Ym(q) is
either empty or unbounded.
The proof of Theorem 1.1 is completed by the method of Erdo˝s and Komornik [17] with the addi-
tion of Proposition 3.2 whose proof is elementary but involved. Since it turned out that minor errors
in [17] prevent us from an easy access to this problem, we have tried to make clear all procedures in
the present article.
Our result improves Theorem I and Proposition 2.3 in [17] where for non-Pisot numbers the fol-
lowing implications were established:
q 2m+ 1 ⇒ Ym(q) has no accumulation points ⇒ q > m+
√
m2 + 4
2
.
Theorem 1.1 also conﬁrms in particular a conjecture of Borwein and Hare [5]: Y 1(q) has no accumu-
lation points for 1 < q < 2 if and only if q is Pisot.
Based on Theorem 1.1, we shall obtain a number of new results on m(q) and Lm(q). Recall that
we obviously have Lm(q) m(q) for all m,
1(q) 2(q) · · · and L1(q) L2(q) · · · .
Furthermore, Lm(q) = 0 if and only if xmk+1(q) − xmk (q) → 0. From [25, Remark 4.2 (b)] we have
m(q) = inf
k
(xk+1 − xk).
Since
Ym(q) = {xk − xn: k,n = 0,1, . . .},
it follows that
m(q) = inf{|y|: y ∈ Ym(q), y = 0} (1.2)
and that m(q) = 0 if and only if 0 is an accumulation point of Ym(q).
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1 < q < m + 1 is not a root of a height m polynomial, then m(q) = 0. Hence m(q) = 0 for all but
countably many 1< q <m+ 1.
Using Theorem 1.1 we derive several improvements of various earlier results of Bugeaud [7], Erdo˝s
et al. [14–17], Joó and Schnitzer [22], Peres and Solomyak [29].
We recall from [17, Theorem II, Lemma 2.1 (b) and Proposition 3.3] the following properties:
(i) If qm+ 1, then m(q) > 0.
(ii) If q (m+ √m2 + 4 )/2, then Lm(q) 1 and thus Lm(q) > 0.
(iii) If q is a Pisot number, then m(q) > 0 and Lm(q) > 0 for all m.
The following theorem goes in the opposite direction; it improves [17, Theorems II and III] where
stronger conditions were imposed on m:
Theorem 1.3. If q > 1 is not a Pisot number, then 2m(q) = L3m(q) = 0 for all m > q − 1.
It is interesting to compare this result with Theorem 6 in Meyer [28] (see also Lagarias [26, Theo-
rem 4.1 (iii)]): if Y is a relatively dense set such that Y − Y is uniformly discrete and qY ⊂ Y for some
real number q > 1, then q is an algebraic integer all of whose algebraic conjugates p satisfy |p| 1.
Applying Meyer’s theorem for Y = Ym(q) we obtain that if q <m+ 1 and 4m(q) > 0, then q is either
a Pisot or a Salem number. (Relative density means that there exists a number R > 0 such that each
real interval of length R meets Y .) Since our scope is restricted to point sets of a special shape, by
Theorem 1.3 we could infer from the weaker condition 2m(q) > 0 the stronger conclusion that q is a
Pisot number.
Theorem 1.3 may be sharpened for 1< q < 2:
Theorem 1.4. Let 1< q < 2 be a non-Pisot number.
(i) If 1< q 3
√
2≈ 1.26, then L1(q) = 0.
(ii) If 1< q
√
2≈ 1.41, then 1(q) = L2(q) = 0.
(iii) If 1< q < 2, then 2(q) = L3(q) = 0.
Part (i) improves [17, Theorem IV] where the relation L1(q) = 0 was established for all 1 < q 
21/4 ≈ 1.19, except possibly √P2 ≈ 1.17, where P2 ≈ 1.38 is the second Pisot number. This implied
the existence of universal expansions in these bases [17, Theorem V]. We recall that an expansion
x =
∞∑
i=1
ci
qi
is universal if the sequence (ci) contains all possible ﬁnite blocks of digits. Sidorov and Solomyak in
[31, Examples 3.1, 3.5 and 3.7] showed L1(q) = 0 for the positive roots of the equations q4 = q + 1,
q12 = q9 + q6 + q3 − 1 and
q18 = −q16 + q14 + q11 + q10 + · · · + q + 1
(approximately equal to 1.22, 1.19 and 1.22). Part (i) gives a uniﬁed proof because they are not Pisot
numbers and are smaller than 21/3.
Part (ii) solves in particular Problem 7 of Joó and Schnitzer [22]: we have 1(q) = 0 for all 1 <
q < P1 where P1 ≈ 1.32 is the ﬁrst Pisot number. We recall from [15, Proposition 9] that for q =
√
2
we have even L1(q) = 0. Part (iii) is just the special case of Theorem 1.3 for m = 1. This improves two
earlier theorems obtained respectively by Erdo˝s, Joó and Schnitzer [16] and in [17]:
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if 1< q < 2 is not a Pisot number, then 3(q) = 0.
Our ﬁnal result, based on Theorem 1.4 (ii), is an improvement of Proposition 1.2 of Peres and
Solomyak [29]. Given 1< q 2, let us denote by A(q) the set of real numbers of the form
n∑
i=0
aiq
i, n = 0,1, . . . , a0, . . . ,an ∈ {−1,1}.
Theorem 1.5. If 1< q
√
2 is not a Pisot number, then A(q) is dense in R.
Similarly to Ym(q), if 1 < q  2 is a Pisot number, then A(q) is uniformly discrete and hence
has no accumulation points. Peres and Solomyak proved the density of A(q) for 1 < q 
√
2 under
the stronger assumption that q2 is not a root of a polynomial with coeﬃcients in {−1,0,1}. They
also proved that A(q) is dense in R for almost all
√
2 < q < 2. Borwein and Hare [5] found non-
Pisot numbers
√
2 < q < 2 for which A(q) has no accumulation points. Stankov [34] proved that the
last property may occur only for Perron numbers (algebraic numbers with all conjugates of modulus
less than q). More generally, it follows from a recent theorem of Sidorov and Solomyak [31] (see
Theorem 5.4 below) that if A(q) is not dense in R, then q is an algebraic integer and its conjugates p
satisfy the relations
q−1 < |p| < q or p = ±q−1.
The initial motivation for our work was to treat the exceptional case of the second Pisot number
in [17, Theorem IV], by proving the following
Proposition 1.6.We have L1(
√
P2 ) = 0.
Since this was an open question for a long time, we give in Section 2 a short proof without using
Theorem 1.1. For this we combine a generalization of a result of [15], a recent theorem of Sidorov and
Solomyak [31] and an elementary property of Pisot numbers.
Theorems 1.1, 1.3, 1.4 and 1.5 will be proved in Sections 3, 4, 5 and 6, respectively. At the end of
the paper we list some open problems.
2. Proof of Proposition 1.6
First we recall [17, Lemmas 2.1]:
Lemma 2.1. Fix a real number q > 1, a positive integer m and consider the sequence (xk) := (xmk (q)).
(i) If qm+ 1, then xk+1 − xk  1 for all k.
(ii) If qm+ 1, then xk+1 − xk  1 for all k, and xk+1 − xk = 1 for inﬁnitely many k, so that m(q) = 1.
The following lemma was proved explicitly in [15, Lemma 7] for m = 1 and implicitly during the
proof of [17, Lemmas 3.2] for all m:
Lemma 2.2. Fix again a real number q > 1, a positive integer m and consider the sequence (xk) := (xmk (q)).
If m(q) = 0, then for any ﬁxed positive numbers δ <  there exist indices n < N such that xk+1 − xk < δ
for all k = n,n + 1, . . . ,N − 1, and xN − xn > .
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of (xmk (q)) satisfying the following two conditions:
• lim inf(xk+1 − xk) = 0;
• (qNxk) is a subsequence of (xk) for some positive integer power qN of q.
The next simple result was established implicitly in the proofs of [15, Theorem 5] (for m = 1) and
of [17, Lemma 3.2] (for all m). For the reader’s convenience we recall the short proof.
Lemma 2.4. Let (uk), (vk), (zk) be three strictly increasing sequences of real numbers such that each sum
uk + v appears in (zn). Assume that
• for any ﬁxed positive numbers δ <  there exist indices n < N such that uk+1 − uk < δ for all k = n,n +
1, . . . ,N − 1 and uN − un > .
• vk → ∞ but the difference sequence (vk+1 − vk) is bounded from above.
Then zk+1 − zk → 0.
Proof. Let  be an upper bound of the difference sequence (vk+1 − vk). For any ﬁxed 0 < δ < 
choose n < N according to the ﬁrst condition. Then every interval (a,a+ δ) with a > v0 + un contains
at least one element of the sequence (zk) and therefore zk+1 − zk → 0. 
The following lemma improves and generalizes [15, Theorem 5]:
Lemma 2.5. If m(qr) = 0 for some integer r  2, then Lm(q) = 0.
Proof. It follows from Lemma 2.1 (ii) that qr < m + 1. Therefore we may apply Lemma 2.4 with
(uk) = (xmk (qr)), (vk) = (quk) and (zk) = (xmk (q)). The hypotheses for (uk) and (vk) follow by using
the properties m(qr) = 0, qr <m + 1 and by applying Lemma 2.2 and Lemma 2.1 (i) with qr instead
of q. 
We also need Corollary 2.3 in Sidorov and Solomyak [31]:
Lemma 2.6. If 1< q < 2 is not Pisot but q2 is a Pisot number, then 1(q) = 0.
Finally, we need the following elementary algebraic result:
Lemma 2.7. If qr and qs are Pisot numbers for q > 1 and some positive integers r, s, then qt is also a Pisot
number where t denotes the greatest common divisor of r and s.
Proof. We may assume without loss of generality that r, s > 1 and t = 1. For a positive integer k,
we denote by fk(x) the minimal polynomial of qk and put ζk = exp(2π
√−1/k). Then qζ ir for i =
0,1, . . . , r − 1 are all the roots of fr(xr) of modulus  1, and an analogous property holds for s.
If p is a conjugate of q satisfying |p| 1, then it follows that
p ∈ {qζ ir ∣∣ i = 0,1, . . . , r − 1}∩ {qζ is ∣∣ i = 0,1, . . . , s − 1}.
Since r and s are relatively prime, the last intersection is equal to {q} and hence p = q. 
Proof of Proposition 1.6. Setting q = √P2 ≈ 1.17, by Lemma 2.5 it is suﬃcient to prove that
1(q3) = 0. Furthermore, since 1 < q3 < 2, by Lemma 2.6 it suﬃces to show that q6 is Pisot but
q3 is not Pisot. The ﬁrst property is obvious because q6 is a power of the Pisot number q2.
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Pisot number by assumption, applying Lemma 2.7 we conclude that q3 is not a Pisot number. 
3. Proof of Theorem 1.1
In view of our remarks in the introduction it remains to show that if 1< q <m+ 1 and q is not a
Pisot number, then Ym(q) has an accumulation point in R. By diminishing m if needed we may and
will assume henceforth that m < q <m+ 1.
As in [17], we need the following results (Lemmas 1.3 and 1.4 of that paper):
Lemma 3.1. Let m < q <m+ 1 and assume that Ym(q) has no accumulation points.
(i) Then q is an algebraic integer.
(ii) Let (si) be a sequence of integers satisfying |si|m for all i, such that
∞∑
i=0
siq
−i = 0,
and let p be an algebraic conjugate of q. Then
∞∑
i=0
si p
−i = 0
if |p| > 1, and the partial sums
n∑
i=0
si p
−i, n = 0,1, . . .
belong to ﬁnitely many circles centered at the origin if |p| = 1.
In view of this lemma the proof of Theorem 1.1 will be completed by establishing the following
improvement of [17, Lemma 1.5], where we replace the former assumption q  m+
√
m2+4
2 by the
weaker condition qm+ 1:
Proposition 3.2. Let m be a positive integer, m < q <m+ 1, and p = q a complex number.
(a) If |p| > 1, then there exists a sequence (si) of integers satisfying |si |m for all i, and such that s0 = −1,
∞∑
i=0
siq
−i = 0 and
∞∑
i=0
si p
−i = 0.
(b) If |p| = 1, then there exists a sequence (si) of integers satisfying |si |m for all i, and such that s0 = −1,
∞∑
i=0
siq
−i = 0,
and the sequence
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n∑
i=0
si p
−i
∣∣∣∣∣, n = 0,1, . . .
takes inﬁnitely many different values.
Remark 3.3. The last property is obviously satisﬁed if the partial sums of the series
∑
si p−i are
unbounded.
For the proof of Proposition 3.2 we need two technical lemmas. The ﬁrst one is [17, Lemma 1.8]
which is an application of the “lazy” expansion algorithm.
Lemma 3.4. Fix a real number q > 1 and an integer m > q − 1. Let P be a set of positive integers such that
1m
∑
i∈P
q−i . (3.1)
Then there exists a sequence (si) of integers satisfying the following conditions:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
s0 = −1;
si ∈ {0,1, . . . ,m} if i ∈ P ;
si ∈ {0,−1, . . . ,−m} if i /∈ P ;
∞∑
i=0
siq
−i = 0.
(3.2)
Remark 3.5. In [17] it was also stated that the sequence (si) is inﬁnite, i.e., it has inﬁnitely many
nonzero elements. We will not need this stronger conclusion hereafter and the proof in [17] is correct
up to the above weaker statements. It was overlooked in the proof that some partial sums Sk of the
constructed series may vanish. We note, however, that all main results of [17] remain valid by a small
correction of the proofs.
The second lemma expresses an interesting property of complex geometric series:
Lemma 3.6. Let p = 1 be a nonpositive complex number.
(a) If |p| 1, then there exists a complex number w satisfying
w > 0, and
k∑
i=1
(wp−i) 0 for all k = 0,1, . . . .
(b) If |p| = 1, then for each positive integer m there exists a complex number w satisfying
w > 0, m
k∑
i=1
(wp−i)< w for all k = 0,1, . . . ,
and
(wp−i) = 0 for all but at most one index i = 0,1, . . . .
We may assume in both cases that w has modulus one.
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w > 0, and
k∑
i=1
(wp−i)= (w 1− p−k
p − 1
)
= (p−k)− 1 ∣∣p−k∣∣− 1 0
for k = 0,1, . . . .
If |p| > 1 and p is nonreal, then set z = ±(1− p−1)i by choosing the sign such that z > 0. Since
∞∑
i=0
(zp−i)= 
(
z
∞∑
i=0
p−i
)
= (±i) = 0,
and since the ﬁrst partial sum is positive, there is a ﬁrst maximal partial sum, say
n∑
i=0
(zp−i).
Then we have
k∑
i=n+1
(zp−i) 0 for all k n.
Observe that (zp−n) > 0. This follows from the choice of z if n = 0, and from the minimality of n if
n > 0. Hence the number w := zp−n satisﬁes the requirements of the lemma.
(b) If (arg p)/π is irrational, then w = 1 − p has the required property by (a) and because
arg(zp−i) = π/2 mod π may occur for at most one index i. Otherwise pn = 1 for some integer n 2
and it suﬃces to observe that the ﬁnitely many strict inequalities
m
k∑
i=1
(wp−i)< w, k = 1, . . . ,n
remain valid by slightly changing w .
We conclude the proof by observing that by changing w to w/|w| all inequalities remain valid. 
Proof of Proposition 3.2. We distinguish several cases.
Step 1: p ∈ (1,∞). We choose an arbitrary expansion 1 =∑∞i=1 siq−i with (si) ⊂ {0,1, . . . ,m}; this
is possible because m < q  m + 1. Then setting s0 = −1 we get a suitable sequence because the
function
p →
∞∑
i=1
si
pi
is strictly monotone on (1,∞).
Step 2: p = 1. We consider the sequence (si) of Step 1. If it is inﬁnite, then si  0 for all i > 0 and
si  1 for inﬁnitely many indices. Hence
∞∑
si p
−i =
∞∑
si = ∞.
i=0 i=0
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s1 + · · · + sn
m
>
n∑
i=1
si
qi
= 1
and therefore s0 + · · · + sn >m − 1 0. Hence replacing (si) with the periodic sequence (s0 . . . sn)∞
we have
∞∑
i=0
siq
−i = 0 and
∞∑
i=0
si p
−i =
∞∑
i=0
si = ∞
again.
Step 3: p is nonpositive and |p| > 1. We choose a complex number w with |w| = 1 according to
Lemma 3.6 (a). Next we set
P ′ := {i: (wp−i) 0}
and we denote by k the smallest nonnegative integer satisfying the inequality
(
k∑
i=1
mq−i
)
+
( ∑
i>k, i∈P ′
mq−i
)
 1. (3.3)
Observe that (wp−k) > 0 (we distinguish the cases k = 0 and k > 0).
Applying Lemma 3.4 with P := P ′ ∪ {1, . . . ,k} (we have P = P ′ if k = 0) we obtain a sequence (si)
of integers satisfying (3.2).
We have s j =m if 0< j < k, and 1 sk m if k > 0. For otherwise we would have either
k−1∑
i=1
mq−i 
(
k−1∑
i=1
siq
−i
)
+ q− j >
k∑
i=1
siq
−i
because qk− j  q >m sk , or
k−1∑
i=1
mq−i 
k−1∑
i=1
siq
−i =
k∑
i=1
siq
−i .
Since k /∈ P ′ , in both cases we would conclude that
(
k−1∑
i=1
mq−i
)
+
( ∑
i>k−1, i∈P ′
mq−i
)

(
k∑
i=1
siq
−i
)
+
( ∑
i>k−1, i∈P ′
mq−i
)
=
(
k∑
i=1
siq
−i
)
+
( ∑
i>k, i∈P ′
mq−i
)

∞∑
siq
−ii=1
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= 1,
contradicting the minimality of k.
Since (wp−k) > 0, using Lemma 3.6 (a) we have

(
w
∞∑
i=0
si p
−i
)
= −(w) +m
(
k−1∑
i=1
(wp−i)
)
+
∞∑
i=k
si
(
wp−i
)
−(w) +m
k∑
i=1
(wp−i)
< 0.
Hence
∑∞
i=1 si p−i = 0.
Step 4: p is nonpositive and |p| = 1. We choose a complex number w with |w| = 1 according to
Lemma 3.6 (b) and we repeat the construction of Step 3.
If (si) has a last nonzero element sn , then nmax{k,1}, ∑ni=0 siq−i = 0 and
c :=
n∑
i=0
si
(
wp−i
)
−(w) +m
k∑
i=1
(wp−i)< 0.
By distinguishing the cases where (arg p)/π is rational or irrational, we can ﬁnd a sequence of
integers 0 = r0 < r1 < · · · such that r j+1 − r j > n for all j, and each p−r j is suﬃciently close to 1 so
that
n∑
i=0
si
(
wp−r j−i
)
 c/2, j = 1,2, . . . .
Then replacing the sequence (si) by
s0 . . . sn0
r1−n−1s0 . . . sn0r2−r1−n−1s0 . . . sn0r3−r2−n−1 . . .
we have
∞∑
i=0
siq
−i = 0 and
∞∑
i=0
si
(
wp−i
)

∞∑
j=0
c/2= −∞,
so that the partial sums of the series
∑
si p−i are unbounded.
If the sequence (si) is inﬁnite, then we adapt the reasoning in [17, pp. 70–72] as follows. Assume
that the partial sums
Sr :=
r∑
i=0
siwp
−i, r = 0,1, . . .
belong to ﬁnitely many circles centered at 0. Then they are bounded. Let us also observe that
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Sk = −(w) +m
k∑
i=1
(wp−i)< 0,
and
Sk Sk+1  · · ·
because si(wp−i)  0 for all i > k by construction. Moreover, by the inﬁniteness of (si) and by
Lemma 3.6 (b) we have si(wp−i) < 0 for inﬁnitely many indices i > k, and Si−1 > Si for all such
indices.
Applying the Bolzano–Weierstrass theorem, there exists therefore a convergent subsequence (Sr j )
of (Sr) with r1  k, satisfying the following conditions:
0> Sr1 > Sr2 > · · · ;
Sr j → α < 0;
Sr j → β;
|Sr j | =
√
α2 + β2 for all j.
Using the deﬁnition of the tangent to a circle, we deduce from these properties that∣∣∣∣(Sr j+1 − Sr j )(Sr j+1 − Sr j )
∣∣∣∣→
{ |α/β| > 0 if β = 0,
∞ if β = 0 (3.4)
as j → ∞.
On the other hand, we have for each index i the inequalities
0
∣∣siwp−i∣∣− ∣∣(siwp−i)∣∣= |si |(1−√1− ∣∣(wp−i)∣∣2 )
 |si | ·
∣∣(wp−i)∣∣2
 |si |2
∣∣(wp−i)∣∣2
= ∣∣(siwp−i)∣∣2
because 1− √1− x x for all 0 x 1.
Since (siwp−i) → 0, for each ﬁxed ε > 0 we have
0 |si | −
∣∣(siwp−i)∣∣= ∣∣siwp−i∣∣− ∣∣(siwp−i)∣∣ ε∣∣(siwp−i)∣∣
for all suﬃciently large i. Hence for every suﬃciently large j the distance of
(Sr j+1 − Sr j ) =
r j+1∑
i=r j+1
(siwp−i)
from Z is at most
ε
r j+1∑
i=r j+1
∣∣(siwp−i)∣∣= ε∣∣(Sr j+1 − Sr j )∣∣.
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∣∣(Sr j+1 − Sr j )∣∣ ε∣∣(Sr j+1 − Sr j )∣∣
for all suﬃciently large j.
Letting ε → 0 we obtain that
(Sr j+1 − Sr j )
(Sr j+1 − Sr j )
→ 0
as j → ∞, contradicting (3.4). 
4. Proof of Theorem 1.3
If q <m + 1 and q is not Pisot, then Ym(q) has an accumulation point by Theorem 1.1. Thus 0 is
an accumulation point of Y 2m(q) = Ym(q) − Ym(q) (see [17, Lemma 1.2]) and hence
2m(q) = inf{|y|: y ∈ Y 2m(q), y = 0}= 0.
Next we apply Lemma 2.4 with (uk) = (x2mk (q)), (vk) = (xmk (q)) and (zk) = (x3mk (q)). The ﬁrst con-
dition of this lemma is satisﬁed by the just proven equality 2m(q) = 0 and by applying Lemma 2.2
with 2m in place of m, while the second condition is satisﬁed by Lemma 2.1 (i). We conclude that
L3m(q) = 0.
5. Proof of Theorem 1.4
First we recall [17, Lemma 2.2]:
Lemma 5.1. Let (uk), (vk), (zk) be three increasing sequences of real numbers such that each sum uk + v
appears in (zn). Assume that
• the set {uk − u: k,  = 0,1, . . .} has an accumulation point;
• vk → ∞ but the difference sequence (vk+1 − vk) is bounded from above.
Then lim inf(zk+1 − zk) = 0.
We also need two new lemmas.
Lemma 5.2. If Ym(q2) has an accumulation point, then m(q) = 0.
Proof. We have q2 < m + 1 by (an easy part of) Theorem 1.1. We apply Lemma 5.1 with (uk) =
(xmk (q
2)), (vk) = (qxmk (q2)) and (zk) = (xmk (q)). The hypothesis on (uk) is satisﬁed by our assumption
on Ym(q2), while the hypothesis on (vk) is satisﬁed by using Lemma 2.1 (i) with q2 instead of q. We
conclude that m(q) = 0. 
Lemma 5.3. If Ym(q3) has an accumulation point, then Lm(q) = 0.
Proof. The ﬁrst part of the proof is similar to the preceding proof. We have q3 < m + 1 by Theo-
rem 1.1. Applying Lemma 5.1 with (uk) = (xmk (q3)) and (vk) = (qxmk (q3)) we obtain that the increasing
sequence (zk) formed by the sums up + vr satisﬁes the condition lim inf(zk+1 − zk) = 0.
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place of (uk) and with (vk) = (q2xmk (q3)) and (zk) = (xmk (q)). We conclude that Lm(q) = 0. 
Finally we recall the following theorem of Sidorov and Solomyak [31, Theorems 2.1 and 2.4] shown
by using the connectedness of the associated fractal set:
Theorem 5.4. If 1(q) > 0 for some 1 < q < 2, then q is an algebraic integer and its conjugates p satisfy the
relations
q−1 < |p| < q or p = ±q−1.
This is an improvement of an earlier theorem of Stankov [34].
Proof of Theorem 1.4. (i) The case q = 21/3 follows by replacing √2 by 21/3 in the proof of [15,
Proposition 9]. Henceforth we assume that 1< q < 21/3.
If q3 is not a Pisot number, then the equality L1(q) = 0 follows from Theorem 1.1 and Lemma 5.3.
Assume that q3 is a Pisot number. Since q < 1.26 and thus it is smaller than the ﬁrst Pisot number
≈ 1.32 (see [2]), q is not a Pisot number. Applying Lemma 2.7 we conclude that q2 is not a Pisot
number.
Thus q2 is not a Pisot number but q6 is a Pisot number. Consider a conjugate p of q2 satisfying
|p| 1. Then p3 = q6. For otherwise p3 were a conjugate of q6, contradicting the Pisot property of q6
because |p3| 1. It follows that p = q2ζ3 or p = q2ζ 23 and hence |p| = q2. Applying Theorem 5.4 we
obtain that 1(q2) = 0.
Applying Lemma 2.5 we conclude that L1(q) = 0.
(ii) First we prove that 1(q) = 0. If q is transcendental, then we may apply, e.g., [15, Theorem 5].
More generally, if q2 is not a Pisot number, then the equality 1(q) = 0 follows from Theorem 1.1
and Lemma 5.2.
If q2 is a Pisot number, then |p| < 1 for all conjugates of q other than −q, because then p2 is a
conjugate of q2 and hence |p2| < 1. Since q is not a Pisot number by assumption, −q is a conjugate
of q. Applying Theorem 5.4 we conclude again that 1(q) = 0.
Next we prove that L2(q) = 0. We already know that 1(q) = 0. Thanks to Lemma 2.2 we may
apply Lemma 2.4 with (uk) = (vk) = (x1k (q)) and (zk) = (x2k (q)). We conclude that L2(q) = 0.
(iii) As we have already mentioned in the introduction, this is a special case of Theorem 1.3. 
6. Proof of Theorem 1.5
The difference between Theorem 1.5 and [29, Proposition 1.2] is that instead of assuming that q is
non-Pisot, it was assumed that q2 is not a root of a polynomial with coeﬃcients in {−1,0,1}. This
latter condition was only used to ensure (via [15, Lemma 8]) that 1(q) = 0. Hence we can repeat the
proof given in [29] by applying our Theorem 1.4 (ii): since 1< q
√
2 is non-Pisot, we have 1(q) = 0.
7. Open problems
We conclude our paper by formulating some interesting open problems.
(1) An old question (see [15]) is whether 1(q) = 0 for all non-Pisot numbers 1< q < 2.
(2) Another old question (see [24]) is whether L1(q) = 0 for all non-Pisot numbers 1 < q < (1 +√
5 )/2.
(3) More generally, characterize the inequalities m(q) > 0 and Lm(q) > 0 in a way analogous to The-
orem 1.1.
(4) Characterize the following four classes for Ym(q):
(i) Ym(q) is dense in R;
(ii) Ym(q) is uniformly discrete in R;
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(iv) none of the above.
Examples 7.1. We recall from Drobot [11] that m(q) = 0 is equivalent to the denseness of Ym(q), and
from (1.2) and the equality Y 2m(q) = Ym(q) − Ym(q) that uniform discreteness of Ym(q) is equivalent
to 2m(q) > 0. In view of this, the cases (i)–(iii) above all occur by the following consequences of
Theorems 1.1, 1.3 and Remark 1.2:
(i) Ym(q) is dense in R for all but countably many 1< q <m+ 1;
(ii) Ym(q) is uniformly discrete if q is a Pisot number or if q 2m+ 1;
(iii) Ym(q) is discrete closed for all q > m + 1, but it is uniformly discrete only for countably many
m+ 1 q 2m + 1.
The case (iv) is not expected to occur. In view of Theorem 1.1 this amounts to prove that Ym(q)
is dense in R for all non-Pisot numbers 1 < q <m + 1 or equivalently, that the existence of a ﬁnite
accumulation point of Ym(q) implies that 0 is also an accumulation point.
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