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The doctoral thesis is focused on a design of novel Mobile IPv6 handover strategy suitable
for deployment in aeronautical data networks. The current handover strategies provide
sufficient performance in the conventional ground networks such as WiFi or UMTS that
dispose high bandwidth and low latency. However, as this thesis shows, deploying these
handover strategies in aeronautical data link environment does not bring desired benefits
- the handover latency is high and the related overhead gets high as well. The novel
MIPv6 handover strategy presented in this thesis is based on a simple thought: ”I am
an aircraft, I know where I’m flying!” This means that the movement of the aircraft is
not random, it is highly predictable. Thanks to that, inter-network handovers may be
anticipated and necessary IP handover related actions can be taken in advance, while
the aircraft is connected via a broadband ground link at the origination airport. The
thesis also presents a comparison of the existing handover strategies with the proposed
new one conducted using an analytical approach. This allows to quantify the benefits of
the novel handover strategy and the drawbacks of the current ones.
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ABSTRAKT
Dizertační práce se zabývá návrhem nového algoritmu řízení handoveru v rámci pro-
tokolu Mobile IPv6, který umožní nasazení tohoto protokolu v leteckých datových sítích.
Existující algoritmy řízení handoveru sice dosahují dostatečné výkonnosti v konvenčních
pozemních bezdrátových sítích disponujích velkou šířkou pásma a nízkou latencí, jako
jsou WiFi nebo UMTS, ale jak ukazuje tato práce, nasazení těchto algoritmů prostředí
leteckých datových sítí nepřináší očekávané výhody. Analýza ukazuje, že v úzkopás-
mových leteckých sítích trpí tyto algoritmy řízení handoveru velkou latencí a způsobují
značnou režii. Nový algoritmus řízení handoveru v MIPv6 navržený v této práci je za-
ložený na jednoduché myšlence: ”Já jsem letadlo, já vím, kam letím!” To znamená, že
pohyb letadla není náhodný, ale vysoce předvídatelný. Díky tomu je možno předvídat han-
dovery mezi přístupovými sítěmi podél očekávané trajektorie letadla a vykonat nezbytné
operace pro přípravu handoverů již na zemi, kde je letadlo připojeno k širokopásmové
síti letiště. Tato dizertační práce dále uvádí porovnání existujících algoritmů řízení han-
doveru s nově navrženým pomocí analytické metody ohodnocení handoveru. Díky tomu
je možno kvantifikovat výhody, které nový algoritmus přináší a taktéž popsat slabiny
algoritmů existujících.
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INTRODUCTION
The boom of user mobility in data networks has been lasting over a decade and it
seems it still has not reached its limits. Majority of people owning a mobile phone
now have a smart phone, in fact being a powerful computer that one could carry
in a pocket. In the developed countries, smart phone with a data subscription is
a matter of course. In the emerging countries, people save money for long months
just to buy one and be able to log on Facebook, play a song on YouTube, or watch s
soccer game. Despite being so diverse, those users have one thing in common - they
require uninterrupted service, a seamless mobility. In conventional data networks,
there are already mechanisms in place to satisfy such requirements - primarily Mobile
IP protocol (in its IPv4 or IPv6 version). These mechanisms have been developed
mainly for the broadband networks, where the seamlessness e.g. during a voice call
or video streaming is a key requirement. However, there is another huge group of
mobile users, which has been barely touched by the data networks yet and for who
such the data network boom is just slowly starting. And those user are much more
mobile, than a business man with the brand new smart phone in its pocket can ever
be. It’s the aircraft!
In the aerospace world, a great portion of the communication between aircraft
and ground, essential for the safety of flights, is still conducted by voice, despite the
data communication boom happening on the ground at the time being. Data com-
munication has been gaining a little more space in recent years mainly in internal
airline communication between flight crew and Airline Operational Center (AOC)
or for non-safety critical applications like weather data update. As an enabler, there
are data networks currently in place (e.g. Aircraft Communications Addressing and
Reporting System (ACARS), VHF Digital Link Mode 2 (VDLM2)), that allow some
limited data communication. However, these networks are inflexible and inextensible
(ACARS - due to its character oriented protocol) or based on OSI stack (VDLm2)
and therefore incompatible with new air-ground information systems (e.g. SWIM) or
applications developed for pilot-attached devices like iPads. There have been large
programmes (e.g. SESAR, NextGEN) developing new systems for aircraft naviga-
tion, controller-pilot communication, better situational awareness of pilots, internal
airlines communication and many others. All of these systems require IP based net-
works (in aeronautical world called IP data links). Some of the IP based data links
are already in place, but are narrow band compared to conventional ground wireless
networks (like Inmarsat SBB satellite link), or are just available on the ground (3G
networks, WiFi) while aircraft are sitting at the airport. Other IP based data links
are in the process of research and development and are targeting year 2020+ for de-
ployment. At the same time, the newly developed communication systems, as their
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safety criticality increases, put stringent requirements on the data link availability
(Communications Operating Concept and Requirements for the Future Radio Sys-
tems (COCR) [18]). As the data link coverage of the airspace is not homogenous,
and new data link developed in future will contribute to even bigger fragmentation,
it can be assumed, that an effective inter-network handover will be playing much
more important role than before.
A solution to an effective handover in IP based networks is the Mobile IP proto-
col. The Mobile IP protocol makes sure that the mobile node - or in the aeronautical
context - the aircraft (or and application in the aircraft) is reachable at one given
IP address no matter in which network it is currently residing. As a consequence,
the established connections do not break during handover from one access network
to another and the service does not get interrupted. If the Mobile IP protocol was
not implemented in the aeronautical IP networks, the performed handovers would
cause established transport layer connections to break resulting in decreased avail-
ability of the service (which is of course undesired [18]). Over years, the Mobile IP
protocol has evolved. The first version has been implemented in IPv4 networks and
named Mobile Internet Protocol version 4 (MIPv4). The mobility support has been
added to the the IPv4 networks ex post and the integration of MIPv4 required ex-
tensive upgrades of the network infrastructure. On the other hand, Mobile Internet
Protocol version 6 (MIPv6) has been integrated to IPv6 since the day one, so the ac-
tivating MIPv6 protocol in IPv6 networks does not require dramatic changes in the
infrastructure. The MIPv6 protocol has evolved over years as well. There are sup-
plementary handover strategies standardized, that try to reduce handover latency
of the MIPv6 and also its cost (in terms of overhead it introduces). These enhance-
ments work quite nicely in conventional ground broadband low-latency networks,
but are inefficient and may cause service interruption, as will be shown in the thesis,
in narrow band high-latency networks, which the aeronautical data links undoubt-
edly are. Therefore, since long lasting IP handover decreases the service availability,
there is a high need for a more efficient Mobile Internet Protocol version 6 handover
strategy. And that is what it is going to be presented in this dissertation thesis.
In the State of art chapter first the Mobile IPv6 is described to set a common
background for the reader. The MIPv6 terminology is followed by description of
the protocol operation conveniently accompanied by message sequence charts and
architecture diagrams. After this basic introduction to the MIPv6 world, the most
common of the alternative handover strategies are presented. The main goal of these
handover strategies is to reduce the handover latency and its cost. The last but not
least section of the State of art chapter covers an analytical framework for handover
performance evaluation. Application of this framework on the selected handover
strategies allows to compare how each of the strategy influences the overall perfor-
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mance in terms of latency and cost. The core of the thesis is then divided into three
main chapters. The first one (Chapter 3) examines the performance of the existing
handover strategies in conventional ground broadband networks as well as the aero-
nautical data links by applying the analytical evaluation framework. The second
one (Chapter 4) offers a novel MIPv6 handover strategy that reflects the needs and
capabilities of the aeronautical data link environment. A detailed design is pre-
sented here together with definition of new/updated signalling messages. The novel
handover strategy is clearly described by detailed message sequence charts. The
third of the core chapters (Chapter 5) presents a performance analysis of the novel
handover strategy and a comparison with the state of art strategies is conducted.
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1 STATE OF ART
This chapter brings a summary of current trends, techniques and challenges in the
field of Mobile IP technology. It introduces principles of four most frequent Mo-
bile IP handover strategies and discusses its benefits and limitations. The main
contribution to this chapter is the detailed description of the protocols’ algorithms
accompanied by illustrative message sequence charts. In order to be able to quan-
tify the differences among the various handover strategies, a framework suitable for
performance comparison is presented as well.
1.1 Mobile IP
Mobile IP is a network layer solution, independent of the physical nature of the
connection between the mobile node and the network, that allows mobile services
users (mobile nodes) to stay reachable independently on the mobile node’s movement
in the IP environment. Without the mobility support the traffic destined to the
mobile node could not be delivered if the mobile node was situated out of its home
network. For keeping its connectivity in such case the mobile node would need to
acquire a new IP address every time it changed its network attachment. However,
this would lead to breaking all transport and higher layer connections [6, 8]. As
far as Mobile IP is concerned, it does not matter whether the underlying network
connection is WiFi, mobile WiMax, satellite link or 3G network. In fact, this physical
and link layer independence is what distinguishes Mobile IP from other solutions [35].
Mobile IP allows the mobile nodes to perform handovers (switch of access network)
in two dimensions - horizontally and vertically. During horizontal handover (also
called intra-technology handover) the mobile node switches from one access point
to another of the same kind (the same access network technology) while crossing
the boarder of an IP domain. During vertical handover (also called inter-technology
handover) the mobile node switches from one access network technology to another.
1.1.1 Mobile IPv6 terminology
There are three basic entities involved in MIPv6 operation - Mobile Node, Home
Agent and Correspondent Node. Definitions of those terms and other used termi-
nology follow here below [31, 43].
• Binding: An association between mobile node’s home address and its claimed
care-of address.
• Care-of Address (CoA): A temporary IP address topologically correct in the
visited subnet. It is the termination point of a tunnel towards a mobile node
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for datagrams forwarded to the mobile node while being away from its home
network.
• Correspondent Node (CN): A peer which the mobile node communicates with.
It may be a stationary node or another mobile node.
• Home Agent (HA): A router in a mobile node’s home network with which the
mobile node has registered its current care-of address. While the mobile node
is away from home, the home agent intercepts packets in the home network
destined to the mobile node’s home address, encapsulates them and tunnels
them to the mobile node’s registered care-of address.
• Home Address (HoA): An IP address assigned to a mobile node in a home
network for an extended period of time. Home address remains unchanged
regardless of where the mobile node is attached.
• Home Network: A network with a network prefix matching the one of mobile
node’s home address. Home network may be virtual. Standard routing mech-
anisms will deliver datagrams addressed to mobile node’s home address to its
home network.
• Return Routability (RR): A procedure by which a correspondent node carries
out a minimal verification that a mobile node with a given home address is
reachable by its care-of address.
• Mobile Node (MN): A node that can change its point of attachment from one
link to another while still being reachable via its home address.
• Tunnel: A path followed by an encapsulated datagram between mobile node’s
home agent and the mobile node itself which decapsulates it and makes use of
the original data.
• Visited Network: Any network other than mobile node’s home network.
1.1.2 MIPv6 protocol operation
A typical network setup in which MIPv6 operates is illustrated in Fig. 1.1. For the
sake of simplicity we assume that Home Agent is situated in an access router of
the Mobile Node’s home network, each visited network is maintained by an Access
Router (AR) and that Correspondent Node is a stationary node. The MIPv6 pro-
tocol operation can be divided into three main parts - handover detection, location
update and packet forwarding.
Movement detection
Detection of subnet movement (L3 handover) is not a straightforward task and there
are several problems that the Mobile Node needs to overcome [31]. First, a change












Fig. 1.1: Typical network setup of MIPv6
advertise different prefixes on different links. Therefore, a change in a prefix does not
mean a change of an Access Router, the current router may still be reachable on the
new link. Third, there may be multiple routers on the same link, so hearing a new
router does not necessarily mean a subnet change. Movement detection in MIPv6
is performed by a combination of actions like confirmation of newly established link
from the link layer, router discovery and neighbor discovery operations. Generally,
the MN looks in the Router Advertisement (RA) and searches for prefix information.
Then it performs Neighbor Unreachability Detection (NUD) operation to determine
that the default router is no longer reachable [43]. Movement to a new subnet
results in configuration of new IP address - Care-of Address. The Mobile Node may
use a stateless autoconfiguration approach as specified in RFC 2462 [46] or stateful
mechanism such as DHCPv6 [17].
Location update
Since all packets destined to Mobile Node arrive to its Home Address, the Home
Agent needs to know the current location of the Mobile Node in order to forward
those packets. As soon as the Mobile Node configures the new Care-of Address it no-
tifies its Home Agent by a Binding Update message in which it specifies the current
CoA. The Home Agent stores the CoA in a Binding Cache. The process of creating
the Binding Cache needs to be secured. Otherwise, any malicious node could bind
a particular HoA to an arbitrary IP address and steel the traffic or cause a Denial
of Service (DoS). Since the Mobile Node and the Home Agent are expected to fall
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under the same administrative domain (and the same domain of trust), the security
credentials and keys for securing the Binding Update message can be configured
manually be the domain administrator or automatically be means of Internet Key
Exchange (IKE). Both Mobile Node and Home Agent must use Internet Proto-
col security (IPsec) security association to protect integrity and authenticity of the
Binding Update and Binding Acknowledgment. MNs and HAs must support and
should use the Encapsulating Security Payload (ESP) header in transport mode [28]
and must use a non-NULL payload authentication algorithm to provide data ori-
gin authentication, connectionless integrity and optional anti-replay protection [43].
Authentication Header (AH) may also be used [29].
Mobile IPv6 also provides means for the Mobile Node and Correspondent Node
to communicate directly without the Home Agent intercepting the packets (see the
following section for more details). In order to enable this, the Mobile Node needs
to establish bindings also with the Correspondent Node. However, since MN and
CN are not expected to have any level of trust between each other, the security
model is significantly more complex. First, the Mobile Node needs to prove to the
Correspondent Node that it owns the HoA that it claims and second, it needs to
demonstrate that it is also reachable by the presented CoA. This mechanism is
known as RR. The basic mechanism of Return Routability consists of two checks
- a Home Address check and a Care-of Address check (see Fig. 1.2 for illustration).
The Home Address check is conducted by two messages. Home Test Init (HoTI)
and Home Test (HoT). Similarly, the Care-of Address check consists of Care-of Test
Init (CoTI) and Care-of Test (CoT) messages. First, the MN sends the HoTI and
CoTI packets to the CN - HoTI packet is sent through the Home Agent and a the
CoTI packet is sent directly. The CN replies independently to HoTI by sending HoT
packet and to CoTI by sending CoT packet. Once the MN receives both HoT and
CoT, it sends a Binding Update to the CN.
The HoA check at the CN side starts by receiving the HoTI. The CN formulates
a HoT packet and sends it to the MN’s HoA (it assumes that the packet will be tun-
neled to the MN through the HA). The HoT contains a cryptographically generated
token - a Home Keygen Token (HKT), which is formed by calculating hash function
over a concatenation of Correspondent Node key (𝐾𝐶𝑁), source address of the HoTI
packet (which is supposed to be the HoA) and a nonce [38]. The packet also contains
a nonce identifier which the CN uses to identify the nonce once receiving the BU
later on.
𝐻𝐾𝑇 = ℎ𝑎𝑠ℎ (𝐾𝐶𝑁 |𝐻𝑜𝐴|𝑛𝑜𝑛𝑐𝑒|0) . (1.1)































Fig. 1.2: Return Routability packet flow
address of the CoTI packet, which is the CoA of the MN. Also, the Care-of Keygen
Token (CKT) is generated differently so that it is not possible to confuse it with the
HKT.
𝐶𝐾𝑇 = ℎ𝑎𝑠ℎ (𝐾𝐶𝑁 |𝐶𝑜𝐴|𝑛𝑜𝑛𝑐𝑒|1) . (1.2)
Once the Mobile Node receives both HoT and CoT it derives the binding key
𝐾𝐵𝑀 by calculating the hash function of concatenated HKT and CKT. The key is
then used for securing the BU message as long as the key remains valid. The key
is potentially available to any node that is able to eavesdrop both HoT and CoT.
However, these two packets are transported in the networks via different paths and
the one between MN and its HA is encrypted, so the probability that a malicious
node would be able to obtain both messages is low [38].
Because the CN remains stateless until it receives the BU (to prevent DoS at-
tacks), the BU needs to contain enough information to create the binding entry. The
BU therefore carries CoA and HoA of the MN, nonces identifiers and a Message Au-
thentication Code (MAC). MAC is used for BU authentication by computing MAC
function over CoA, CN’s address and the BU itself using the 𝐾𝐵𝑀 key. After re-
ceiving the BU the CN recreates the HKT and CKT tokens to compute the 𝐾𝐵𝑀
key, which it uses for verification the MAC stored in the BU. This results in au-
thenticating the entire BU.
𝐾𝐵𝑀 = ℎ𝑎𝑠ℎ (𝐻𝐾𝑇 |𝐶𝐾𝑇 ) . (1.3)
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Packet delivery
Once a Home Agent and/or Correspondent Node establishes the binding between
Mobile Node’s HoA and CoA, packet delivery to Mobile Node can start/continue.
As described in the previous section, packets may be delivered from the CN to
MN either by bidirectional tunneling through HA, or directly using means of Route
Optimization (see Fig. 1.3).
Fig. 1.3: MIPv6 packet delivery modes
In the case of bidirectional tunneling, or when a CN had not communicated
with the MN before, the Home Agent is in a role of forwarding packets. This is a
straightforward task for packets originated outside the home network, since Home
Agent is usually a router and the packets destined to MN’s home network need to
reach the router first. But traffic originated in the home network does not need
to traverse the router [31]. Two nodes of the same subnet may use mechanisms of
Address Resolution Protocol (ARP) or Neighbor Discovery (ND) to communicate
directly. Therefore, the Home Agent needs to announce to all the nodes in the
home network to use HA’s link layer address for packets destined to MN’s Home
Address. The Home Agent forwards packets to MN’s CoA but obviously it needs
to preserve the original packet. To fulfill that, the Home Agent performs IP-in-IP
encapsulation and places the original packet within another one with destination
address set to MN’s CoA and source address set to HA’s IP address. The Mobile
Node then decapsulates the packet and retrieves the original one. Similarly, also the
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MN encapsulates packets being sent to CN. It uses HA’s address as a destination,
and own CoA as a source IP address.
In the case of Route Optimization, the Correspondent Node communicates with
the Mobile Node directly, omitting the Home Agent in between. In order to do
that, Correspondent Node needs to use a new type of IPv4 Routing Header [43].
CN sets the destination address of the IPv4 header to MN’s CoA and inserts its
HoA in the routing header. Processing rules for the routing header force the Mobile
Node to swap the HoA in the routing header with the CoA. This makes the use
of CoA transparent above the network layer. In the reverse direction, the Mobile
Node uses a new ”Home Address” destination option in IPv4 header to carry its
Home Address. Processing rules for the destination option force the Correspondent
Node to swap the HoA for the CoA. This ensures the transparency on the CN side
which is beneficial also from the security point of view - the application running in
CN is not aware of MN’s movement. The CN processes the routing header and its
destination option only when having valid Binding Cache entry for the HoA.
MIPv6 handover signaling
In the basic MIPv6 handover scheme the layer 3 handover is initiated right after the
link layer handover is finished, i.e. while the MN is able to communicate on the new
link. Right after that, the following message exchange takes place (see Fig. 1.4) [34].
First the MN listens for the RA of the New Access Router (NAR) or it asks for it by
broadcasting a Router Solicitation (RS). To the RS the NAR replies with RA which
carries information about the new subnetwork. Based on the network’s prefix and its
own interface identifier the MN configures by means of stateless autoconfiguration
(which we assume to be used) its new CoA. Although, the probability that the
newly configured address would already exist in the network is low, we cannot omit
such a case. Therefore, right after the address is autoconfigured a Duplicate Address
Detection (DAD) procedure needs to be started [16]. The MN broadcasts a Network
Solicitation (NS) message to ask if the address is already in use in the network. Since
it is not yet allowed to use its new address (the duplicate may exist) it sets the source
address to a non-specified address. As a reply, the Network Advertisement (NA)
message is sent that carries information about existence or non-existence if the given
address in the subnet. The message is sent to a multicast address since the MN is
not able to receive unicast packets until its new address becomes active. After a
successful validation of CoA the MN sends a BU to its HA to update its binding
cache. HA acknowledges the update with Binding Acknowledgment (BAck). In case
of Route Optimization, the MN updates the binding also with CN. Before that, as
described before, it sends the CN a HoTI and CoTI messages. Once the CN replies
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with HoT and CoT messages, the MN can send the BU also to the CN. The CN
also replies with BAck.
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Fig. 1.4: MIPv6 handover message sequence chart
1.2 Alternative MIPv6 handover strategies
Since the basic MIPv6 handover strategy is not really efficient in terms of handover
latency (defined as a time interval between last reception of data packet on the
current CoA and the moment when MN starts receiving packets at the new point
of attachment) and cost (see the analysis further in Section 3.3.1), several alterna-
tive handover strategies have been developed and some of them also published as
Request For Comments (RFC). All the alternative strategies are based on the basic
MIPv6, but they use different approaches in the location update and packet delivery
procedures.
1.2.1 Fast Handovers for Mobile IPv6
The delay induced into communication by the basic MIPv6 handover strategy is
usually too big to satisfy the needs to highly time constrained or real time applica-
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tions. Therefore, the Fast Handovers for Mobile IPv6 (FMIPv6) protocol has been
designed, which reduces the handover latency and also minimizes the packet loss
that occurs during the handover in MIPv6. FMIPv6 answers questions like how to
let the MN transmit packets right after it gets connected on the new link and how
to deliver packets to the MN right after its presence is detected by the NAR. The
FMIPv6 uses layer 2 information to predict the the handover or to react quickly
after it occurs [34, 30]. In [30], two scenarios are considered - a predictive FMIPv6
and reactive FMIPv6. The main difference between these two is the moment when
the tunnel between Previous Access Router (PAR) and NAR gets established (see
the paragraph below). In the predictive scenario the tunnel is established before the
actual handover occurs while in the reactive scenario, the tunnel is established right
after the layer 2 handover.
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Fig. 1.5: Predictive FMIPv6 han-
dover message sequence chart
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Fig. 1.6: Reactive FMIPv6 han-
dover message sequence chart
Fig. 1.5 and Fig. 1.6 show the message sequence charts of the predictive and
reactive FMIPv6, respectively. Once the MN discovers, thanks to layer 2 information
(layer 3 receives a handover trigger from layer 2), it is heading towards the NAR, it
sends a Router Solicitation for Proxy (RtSolPr) message to its current access router
(PAR). By this message it requests information about NAR (like its Link Local
Address (LLA), IP address or IP address prefix) which the MN uses to configure
its New Care-of Address (NCoA). The required information is sent back in the
form of Proxy Router Advertisement (PrRtAdv). The MN packs the NCoA into
a Fast Binding Update (FBU) message and sends it towards its PAR. Based on
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the FBU the PAR creates a binding between its Previous Care-of Address (PCoA)
and the NCoA. At the same time, it also initiates a tunnel establishment towards
the NAR. The PAR starts the tunnel establishment by sending a Handover Initiate
(HI) message, which carries the NCoA, to the NAR. The NAR verifies that the
suggested NCoA is acceptable in its network and if so, it replies with a Handover
Acknowledgment (HAck) message. If the NCoA cannot be accepted in the target
network, the NAR suggests a different one and sends it within the HAck. PAR
subsequently acknowledges the suggested NCoA (the original one, or the new one)
and the tunnel establishment by sending a FBAck message to both, the MN and
the NAR. Based on it the FBAck is received by the MN on the previous link or the
new link the predictive and reactive handover is differentiated.
If the MN receives the FBAck message yet on the previous link, the tunnel be-
tween PAR and NAR is already in place and and packet destined to MN are tunneled
to NAR, which buffers them. As soon as the MN attaches to a NAR network the
MN notifies NAR of its presence immediately by sending a UNA message. Based
on that, the NAR delivers all buffered packets the the MN.
However, if the MN does not receive the FBAck message on the previous link,
it cannot be certain that PAR precessed the FBU. Therefore, it sends the FBU
again, encapsulated in the UNA message, once it attaches to NAR’s network. If
NAR discovers that the NCoA is already in use, it discards the inner FBU and
broadcasts a RA message with a NAACK option, containing an alternative NCoA
for the MN. If the original NCoA is valid in the subnet and the NAR has not
received the FBU before, it forwards it to the PAR, which then replies with FBAck.
From this moment, the PAR starts tunneling the packets to NAR, which forwards
it to the MN.
The further process is then common for both scenarios and is identical to the
basic MIPv6 handover process (described in 1.1.2) - a Binding Update at the HA,
a Return Routability procedure and a Binding Update at the CN.
1.2.2 Hierarchical Mobile IPv6
The basic MIPv6 handover strategy generates during each handover a significant
amount of signaling messages that are routed among MN, HA and all CNs. These
messages cause an non negligible overhead in the network and also cause delay in
the communication. To solve these issues, a Hierarchical Mobile IPv6 (HMIPv6)
protocol has been invented, which handles the handovers locally by introducing a
new element - Mobility Anchor Point (MAP) and requires minor changes of the
MN [45, 34]. The MAP location in the network topology is apparent in Fig. 1.7.














Fig. 1.7: MAP location in the network topology
local HA and therefore it reduces the number of signaling messages routed through
the network. After performing a layer 3 handover, the MN sends a BU message
only to appropriate MAP instead of sending it to its HA (which is obviously more
distant than the MAP) and all the CNs that it communicates with. All the traffic
destined to MN is re-routed to its new location only by one BU message.
The MAPs divide the network into separate MAP domains. The MN discovers
the current MAP domain by listening to RAs of the ARs (possibly by soliciting
the first with RS). Within the MAP domain, the MN possesses two CoAs - a
Regional Care-of Address (RCoA), valid in a given MAP domain, and an On-Link
Care-of Address (LCoA), corresponding to the MN’s actual location (similarly to
basic MIPv6). The MAP behaves like a local HA - it intercepts packets destined
to MN and forwards it to MN’s LCoA. The MN registers (updates) its RCoA at
its HA and CN’s. When the MN performs a handover within a MAP domain (the
LCoA changes), it updates the binding just in the corresponding MAP by sending
a Local Binding Update (LBU) (see Fig. 1.8). The binding in HA and CNs (i.e.
binding of HoA to RCoA) remains unchanged. This approach significantly reduces
the signaling cost and latency compared to the traditional MIPv6 approach (see 3.3.1
for the numeric analysis). However, if the MN crosses the MAP domain boundary,
the MN needs to register its new LCoA with the new MAP and since also the RCoA
changed, it needs to be updated with the HA and the CNs (Fig. 1.9).
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Fig. 1.8: HMIPv6 handover message sequence chart for intra-MAP handover
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Fig. 1.9: HMIPv6 handover message sequence chart for inter-MAP handover
1.2.3 Fast Handovers for Hierarchical Mobile IPv6
The Fast Handovers for Hierarchical Mobile IPv6 (F-HMIPv6) protocol has been
designed as a combination of FMIPv6 and HMIPv6 to take advantage of the benefits
of both - more efficient bandwidth usage (HMIPv6), and low latency and packet
loss (FMIPv6) [34]. As a matter of fact, it is a utilization of FMIPv6 in HMIPv6
networks. The F-HMIPv6 protocol moves majority of the key functions from the
ARs (NAR and PAR) to MAPs. Based on this, the MN exchanges the signaling
messages (like RtSolPr, PrRtAdv, etc.) with MAP instead of PAR. F-HMIPv6
establishes a new tag in the HMIPv6 MAP option [27].
The signaling message exchange for intra MAP handover is captured in Fig. 1.10.
We assume, that the MAP already possesses information about ARs in its domain
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Fig. 1.10: F-HMIPv6 handover message sequence chart for intra-MAP handover
necessary for the fast handover. Once the layer 3 handover is triggered by the
link layer, the MN sends a RtSolPr message to the MAP, which carries a link layer
address or an identifier of the NAR. MAP replies with a PrRtAdv message carrying a
NAR prefix that is necessary for constructing a New Local Care-f Address (NLCoA).
The MN configures the NLCoA and sends it in a FBU message to MAP. After that,
a typical FMIPv6 operation follows (detailed description in Section 1.2.1). MAP
initiates a tunnel establishment to NAR by a HI message which is acknowledged
by a HAck message. Afterwards, MAP sends a FBAck message to both CoAs -
the PLCoA and NLCoA. Form this moment on, MAP tunnels the MN’s traffic to
NAR. Once the MN attaches to NAR’s network, it sends a UNA message to the
NAR, which makes the NAR to forward all buffered packets to the MN. Further,
the mode of operation follows the HMIPv6 rules and the MN sends a LBU message
to MAP. Once receiving it, MAP stops tunneling packets to NAR and closes the
tunnel. MAP replies with LBAck and until another handover, all communication is
conducted according to HMIPv6 rules.
If the MN crosses the MAP domain boarder during its handover, the protocol
resembles more the FMIPv6. The difference is during the binding update procedure.
TheMN updates its new LCoA with the new MAP and also its new RCoA with the
HA. The procedure is depicted in an message sequence chart in Fig. 1.11.
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Fig. 1.11: F-HMIPv6 handover message sequence chart for inter-MAP handover
1.3 Handover performance evaluation
To evaluate and compare the performance of different layer 3 handover strategies
usually simulation models or testbed approaches are used [42, 22]. However, the sce-
narios for simulations vary greatly and simulation models might not provide enough
accuracy or versatility, which makes comparison of handover approaches hardly pos-
sible. Based on such reasons, Makaya and Pierre [34] presented an analytical frame-
work for IP handover performance evaluation, which provides a universal tool for
comparison of IP handover strategies. The framework focuses primarily on evalua-
tion of handover cost and handover latency.
The analytical model is based on probability theory. It presents a probability
𝑃𝑆 of a successfully predicted handover as:
𝑃𝑆 = Pr (𝜒𝑇 > 𝑡𝑇 ) =
∫︁ ∞
𝑡𝑇
𝑓𝑇 (𝑢, 𝜎) d𝑢, (1.4)
where 𝜒𝑇 is a random variable for the time 𝑡𝑇 between a handover trigger and exe-
cution, 𝑓𝑇 (𝑢, 𝜎) is a Probability Density Function (PDF) for successful completion
of handover signaling, where 𝜎 > 0 is a success rate parameter. Deriving 𝑃𝑆 is
difficult, as it depends on the PDF 𝑓𝑇 (𝑢, 𝜎), which is usually unknown. For the
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sake of simplicity, 𝜒𝑇 is assumed to be exponentially distributed [34]. Source [20]
proves, that for a course analysis we can afford to use such a simplification.
We consider the network traffic to consist of two levels, a session and packet.
The MN mobility is usually modeled as a cell residence time and various types of
random variables are used for that purpose. According to [34], an exponential model
may be used for the inter-session arrival times, which for the sake of performance
evaluation provides acceptable trade-off between complexity and accuracy.
Let 𝜇𝑐 and 𝜇𝑑 be the boarder crossing rate of a MN out of the subnet (AR) and
an Access Network (AN) or a MAP domain, respectively. Further, let 𝜇𝑙 be the
boarder crossing rate when the MN stays within the AN or a MAP domain. While
assuming that AN coverage (or a MAP domain) is circular with 𝑀 subnets, each of









where 𝜇𝑐 = 2 𝑣√𝜋𝑎𝐴𝑅 , 𝑣 is an average MN velocity, 𝑎𝐴𝑅 = 𝜋𝑅
2 and 𝑅 is an AR radius,
as computed in [34, 15].
Modeling of subnet crossing rate probability distribution plays an important role
in the wireless network analysis. Fig. 1.12 shows a timing diagram typical for anMN
traveling form Access Router 𝑖 (AR𝑖) to (AR𝑗) during an inter-session interval.
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Fig. 1.12: Timing diagram of subnet crossing
Time 𝑡𝑟𝑠 in the figure refers to remaining subnet residence time and 𝑡𝑐 is a random
variable denoting subnet residence time. By replacing 𝑡𝑐 with 𝑡𝑑 and 𝑡𝑟𝑠 with 𝑡𝑟𝑎
we could get a timing diagram for AN or MAP domain boarder crossing. Hence, a
subnet crossing probability 𝑃𝑐 and AN/MAP boarder crossing probability 𝑃𝑑 during
the inter session interval can be defined:
𝑃𝑐 = Pr (𝑡𝑠 > 𝑡𝑐) =
∫︁ ∞
0
Pr (𝑡𝑠 > 𝑢) 𝑓𝑐 (𝑢) d𝑢,
𝑃𝑑 = Pr (𝑡𝑠 > 𝑡𝑑) =
∫︁ ∞
0
Pr (𝑡𝑠 > 𝑢) 𝑓𝑑 (𝑢) d𝑢.
(1.6)
30
Then, the probability mass function that a MN during its session experiences 𝑘
subnet crosses and 𝑛 AN/MAP domain crosses can be expressed as:
Pr (𝑁𝑐 = 𝑘) = 𝑃 𝑘𝑐 (1− 𝑃𝑐) ,
Pr (𝑁𝑑 = 𝑛) = 𝑃 𝑛𝑑 (1− 𝑃𝑑) ,
(1.7)
where 𝑁𝑐 is number of subnet crossings during intra AN/MAP handover and 𝑁𝑑 is
number of AN/MAP crossing during inter AN/MAP handover.
Further, an average number of binding updates during an inter session time
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∞∑︁
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𝑛Pr (𝑁𝑑 = 𝑛) =
∞∑︁
𝑛=0
𝑛𝑃 𝑛𝑑 (1− 𝑃𝑑) .
(1.8)
For the sake of simplicity and easy derivation of signaling cost it is assumed
in [34], that the residence time of a MN in a subnet and AN/MAP domain follow the
exponential distribution with parameters 𝜇𝑐 and 𝜇𝑑, while the session arrival process
follows a Poisson distribution with rate 𝜆𝑠. Then, boundary crossing probability and
















Similarly, an expression can be derived for average number of subnets 𝐸 (𝑁𝑙)
which the MN crosses during an inter session interval, but still within a single
AN/MAP domain.
The total handover cost, as expressed in [34], is composed of handover signaling
cost and packet delivery cost (Eq. 1.10). For analytical evaluation of the handover
signaling cost and packet delivery cost, the expressions in Eq. 1.9 can be conve-
niently used, as described in Sections 1.3.1 and 1.3.2. To complement the handover
performance evaluation, a handover latency is also examined in Section 1.3.3.
𝐶TOTAL = 𝐶SIGNAL + 𝐶PACKET (1.10)
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1.3.1 Signaling cost
Based on the manner the MN changes its point of attachment in the network and
based on the utilized mobility handover strategy, the MN may perform two kinds
of binding update procedures - a local binding update and a global binding up-
date [34, 47, 39]. The local binding update occurs just in case of intra MAP hi-
erarchical handover (HMIPv6, F-HMIPv6) when the MN roams between networks
under control of a single MAP. In any other case, i.e. HMIPv6 an F-HMIPv6 in-
ter MAP handovers and MIPv6 and FMIPv6 for any handover the global binding
update procedure is performed. The average binding update signaling cost during
inter session time interval can then be expressed as:
𝐶𝐵𝑈 = 𝐸 (𝑁𝑙)𝐶 𝑙 + 𝐸 (𝑁𝑑)𝐶𝑔, (1.11)
where 𝐶𝐵𝑈 is binding update signaling cost, 𝐶 𝑙 stands for signaling cost during local
handover and 𝐶𝑔 is signaling cost during global handover.
After introducing a performance factor called Session to Mobility Ratio (SMR)
representing the relative ratio of session arrival rate to user mobility rate, the binding




















where 𝑀 stands for number of subnetworks in a MAP domain.
According to [34, 47, 40, 39], the signaling cost in IP-based networks is derived
from the actual transmission of signaling messages (packets) through the network
(packet transmission cost). The cost is proportional to number of hops between the
source and destination node. It is also assumed that the packet transmission cost
of a wireless link is higher than the one of a wired link. This corresponds to the
following definitions. The packet transmission cost of a wireless link between a MN
and its AR is given as 𝐶𝑀𝑁,𝐴𝑅 = 𝜅. The cost of delivering data between two end
nodes X, Y by a wired link is computed as 𝐶𝑋,𝑌 = 𝜏 · 𝑑𝑋,𝑌 , where 𝜅,𝜏 is a cost
of delivering a data unit through a wireless or wired link, respectively, and 𝑑𝑋,𝑌 is
number of hops between nodes X and Y.
The final binding update signaling cost will then strongly depend on the han-
dover scheme describing the exchanges of signaling messages during the handover
procedure and on sizes of particular signaling messages. Additionally to this the
final cost will also be influenced by the processing cost (𝑃𝐶𝑋) of each node involved
in the communication chain. More details and application to particular handover
strategies are presented in Section 3.1.
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1.3.2 Packet delivery cost
The packet delivery cost represents the cost directly related to data traffic destined
to the MN during the L3 handover procedure [34, 21, 40, 32]. From the moment the
MN initiates the handover procedure it is not able to receive any data on its PCoA
anymore. Until it finishes the binding update procedure with its HA and all CNs,
the incoming data is either lost (discarded at the last point of attachment of the
MN) or, in case of FMIPv6 and F-HMIPv6 protocols, intercepted and forwarded
through a tunnel to the new MN’s point of attachment. Similarly to [34, 40, 33],
the packet delivery cost can be expressed as:
𝐶𝑃𝐷 = 𝛼𝐶𝑡𝑢𝑛 + 𝛽𝐶𝑙𝑜𝑠𝑠, (1.13)
where 𝛼 and 𝛽 (for 𝛼 + 𝛽 = 1) are weighting factors that emphasize the tunneling
and dropping effect. Let 𝜆𝑝 be the packet arrival rate, defined as number of packets
per time unit. Then 𝐶𝑡𝑢𝑛 and 𝐶𝑙𝑜𝑠𝑠 can be computed as a multiplication of the
packet arrival rate, the overall time for which the packets need to be discarded or
forwarded (i.e. the handover latency) and the cost of delivering these data packets
(𝐶𝑝)through network infrastructure:
𝐶𝑥 = 𝜆𝑝𝐶𝑝(𝑡𝐿2 + 𝑡𝐼𝑃 + 𝑡𝑈), (1.14)
where 𝐶𝑥 stands for 𝐶𝑡𝑢𝑛 or 𝐶𝑙𝑜𝑠𝑠, 𝑡𝐿2 is an L2 handover latency, 𝑡𝐼𝑃 is IP connectivity
latency and 𝑡𝑈 is location update latency.
1.3.3 Handover latency
A handover latency is defined as the time interval between the last reception of
data on the PCoA and the moment when MN starts receiving packets at the new
point of attachment. The handover latency can be considered as a sum of all partial
delay intervals (see Fig. 1.13) on L2 and L3 of the protocol stack which the mobile
node experiences during both types of handover (L2 and L3) [5]. It is obvious, that
handover mechanisms on the link layer as well as the delay caused by L2 handover
mechanisms do not have any impact on the Layer 3 handover mechanisms. For this
reason, the Layer 2 handover time interval does not need to be examined and can be
considered constant for a given link technology. Instead, the analysis in [34] focuses
on the remaining time intervals, which have a direct impact on the operation of
Mobile IPv6.
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Fig. 1.13: Handover delay timeline of MIPv6 (a), FMIPv6 (b), HMIPv6 (c),
F-HMIPv6 (d)
Fig. 1.13 shows the sequence of signaling messages for all considered handover
schemes in terms of their request-response time intervals. Values of each time inter-
val depend on the delay that each signaling message experiences when being carried
between its source and destination. According to [41] this delay is composed of a
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transmission delay and a link delay. For a message of size 𝑠 being carried on a wired
(wireless) link with bandwidth 𝐵𝑤 (𝐵𝑤𝑙)and link delay 𝐿𝑤 (𝐿𝑤𝑙) between nodes X













+ 𝐿𝑤 + 𝜔𝑞
)︂
, (1.15)
where 𝑑𝑋,𝑌 is number of hops between nodes X and Y, 𝑞 is the probability of wireless
link failure and 𝜔𝑞 is the average queuing delay at each router along the path [36].
Hence, we can see that the transport delay of a message travelling form a wireless
mobile node to a wired end node depends mainly on the size of the message, on the
bandwidth of both wireless and wired link, their link delay, on the number of hops




In several studies examining the MIPv6 protocol behavior [14] it has been showed
that the overall handover performance measured in terms of handover latency and
handover cost is in high-latency and low-bandwidth data networks rather poor.
One of the reasons for it is that the protocol and its variations have been designed
for conventional ground networks which have been improving rapidly over the last
decade. Such networks are broadband and feature low-latency, compared to the
aeronautical ones (e.g. satellite networks). Therefore, the size and number of sig-
naling messages in the protocol is not a big issue. However, this is not the case in
aeronautical datalink networks that are still of rather low bandwidth and high la-
tency. Moreover, in such networks each byte of the transferred data is incomparably
expensive compared to what is the prize in the commercial ground networks. The
general objective of the thesis is then to design a Mobile IPv6 handover strategy,
that will decrease the service interruption time during handover in low-performance
(aeronautical) data networks at lower cost, compared to currently available MIPv6
handover strategies.
To accomplish the defined general objective, several partial tasks need to be
realized:
• To examine the existing Mobile IPv6 handover strategies that have been pre-
sented in the state of art chapter under various network conditions and quan-
tify their performance in terms of handover latency and protocol cost.
• To adopt and extend a the analytical framework for handover performance
evaluation that has been theoretically presented in the state of art chapter.
The goal is to cover the specifics of the particular Mobile IPv6 handover strate-
gies and present the results in a way suitable for detailed comparison.
• To discover the best performing MIPv6 handover strategy out of the exam-
ined based on the analytical comparison and identify the gaps and possible
improvements.
• To design a Mobile IPv6 handover strategy, that would significantly reduce
the handover latency in low-bandwidth and high-latency networks while de-
creasing the overall cost. The new handover strategy shall not increase the
network complexity by inserting additional nodes to the access and/or trans-
port network infrastructures. Upgrading the intermediate nodes is, however,
not an issue.
• To evaluate the handover performance improvement and gained benefits of the
designed aeronautical Mobile IPv6 handover strategy by means of an analytical
framework set up in the thesis.
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3 MOBILE IP HANDOVER EVALUATION
This chapter focuses on the performance evaluation of the four Mobile IP handover
strategies presented in Sections 1.1.2 and 1.2. As a starting point of the evaluation,
the framework presented in Section 1.2 has been adopted. The framework has been
then applied to a typical Mobile IP network environment for all considered handover
strategies so that the comparison of cost and latency could be conducted.
The ultimate goal of this chapter is, based on the results of handover strate-
gies performance comparison, to select to most suitable candidate to be tuned and
adopted in the aeronautical network environment.
3.1 Analytical framework application
In this section, the equations derived in Section 1.3 are applied to particular MIPv6
handover strategies, resulting in expressions that would further serve as a baseline
for their mutual comparison.
3.1.1 Handover latency
In order to derive expressions for computing MIPv6, FMIPv6, HMIPv6 and F-HMIPv6
handover latency, the Eq. 1.15 is taken as the starting point. Fig. 1.13 then shows
the time intervals that compose the particular handover latency.
MIPv6
As depicted in Fig. 1.4 on page 23 or Fig. 1.13a) on page 34, the MIPv6 handover
latency is composed of L2 handover interval 𝑡𝐿2, Route Discovery interval 𝑡𝑅𝐷, Du-
plicate Address Detection procedure interval 𝑡𝐷𝐴𝐷, Binding Update interval 𝑡𝐵𝑈 and
Binding Acknowledgment interval 𝑡𝐵𝐴𝑐𝑘. In case Route Optimization is enabled, an
additional interval 𝑡𝑅𝑅 for Return Routability is considered, as well as BU message
travelling to MN’s HA and CNs. The MIPv6 handover delay can then be expressed
as:
𝐷𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝑡𝑅𝐷 + 𝑡𝐷𝐴𝐷 + 𝜔 · 𝑡𝑅𝑅+
+ (𝑡𝑀𝑁,𝐻𝐴 + 𝑡𝑀𝑁,𝐶𝑁)𝐵𝑈 + (𝑡𝐻𝐴,𝑀𝑁 + 𝑡𝐶𝑁,𝑀𝑁)𝐵𝐴𝑐𝑘 ,
(3.1)
where 𝜔 is a Route Optimization factor that equals to 1 if the Route Optimization
is enabled and equals to 0 otherwise.
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After applying Eq. 1.15 to the previous expression and a short rearrangement ,
the MIPv6 handover latency can be expressed as:
𝐷𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝑡𝑅𝐷 + 𝑡𝐷𝐴𝐷 + 𝜔 · 𝑡𝑅𝑅 + 𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴 + (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 ) · 𝜔
𝐵𝑊𝑤𝑙
+
+(𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴) + 𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 )
𝐵𝑊𝑤
+
+2 · (𝑑𝑀𝑁,𝐻𝐴 − 1 + 𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1)) · (𝐿𝑤 +𝐷𝑅) + 2𝐿𝑤𝑙 · (1 + 𝜔) ,
(3.2)
where 𝐵𝑈𝐻𝐴 and 𝐵𝑈𝐶𝑁 is size of the BU message directed to HA and CN, respec-
tively, 𝑑𝑀𝑁,𝐻𝐴/𝑑𝑀𝑁,𝐶𝑁 is number of hops between MN and HA or CN, respectively,
and 𝐷𝑅 is a router processing delay. As assumed in Section 1.3.3, the L2 handover
latency 𝑡𝐿2 is considered to be constant for the sake of L3 handover latency com-
parison. Taking into account the message sequence chart in Fig. 1.4 on page 23, the
Route Discovery interval 𝑡𝑅𝐷 is computed as:
𝑡𝑅𝐷 = 𝑡𝑅𝑆 + 𝑡𝑅𝐴 +𝐷𝑅𝐷 = 𝑡𝑅𝐷𝑀𝑁,𝐴𝑅 + 𝑡𝑅𝐷𝐴𝑅,𝑀𝑁 +𝐷𝑅𝐷. (3.3)




+ (𝑑𝑀𝑁,𝐴𝑅 − 1) · (𝑅𝑆 +𝑅𝐴)
𝐵𝑊𝑤
+
+ 2 · (𝑑𝑀𝑁,𝐴𝑅 − 1) · (𝐿𝑤 +𝐷𝑅) + 2𝐿𝑤𝑙 +𝐷𝑅𝐷,
(3.4)
where 𝑅𝑆 and 𝑅𝐴 is size of RS and RA message, 𝑑𝑀𝑁,𝐻𝐴 is number of hops between
MN and AR (considering that AR does not necessarily need to be present in the
wireless network Access Point (AP)) and 𝐷𝑅𝐷 is processing time of the AR during
Route Discovery procedure.
Similarly to 𝑡𝑅𝐷, also the 𝑡𝐷𝐴𝐷 can be computed as:
𝑡𝐷𝐴𝐷 = 𝑡𝑁𝑆 + 𝑡𝑁𝐴 +𝐷𝑅𝐷 = 𝑡𝐷𝐴𝐷𝑀𝑁,𝐴𝑅 + 𝑡𝐷𝐴𝐷𝐴𝑅,𝑀𝑁 +𝐷𝐷𝐴𝐷, (3.5)
which yields to:
𝑡𝐷𝐴𝐷 =
𝑁𝑆 + 𝜓 ·𝑁𝐴
𝐵𝑊𝑤𝑙
+ (𝑑𝑀𝑁,𝐴𝑅 − 1) · (𝑁𝑆 + 𝜓 ·𝑁𝐴)
𝐵𝑊𝑤
+
+ (1 + 𝜓) · (𝑑𝑀𝑁,𝐴𝑅 − 1) · (𝐿𝑤 +𝐷𝑅) + (1 + 𝜓) · 𝐿𝑤𝑙 +𝐷𝐷𝐴𝐷.
(3.6)
The 𝑅𝑆 and 𝑅𝐴 stand for size of RS and RA message, respectively, 𝐷𝐷𝐴𝐷 is
processing time of the AR during Duplicate Address Detection procedure and 𝜓 is
an address collision factor during the DAD procedure. For address collision, 𝜓 = 1,
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otherwise 𝜓 = 0. It is assumed, that the probability of address collision is negligible,
so in further computations 𝜓 is considered to be 0.
Finally, the Return Routability time interval 𝑡𝑅𝑅, when Route Optimization
takes place, is expressed as:


























𝐻𝑜𝑇𝐼𝑀𝑁,𝐻𝐴 +𝐻𝑜𝑇𝐻𝐴,𝑀𝑁 + 𝐶𝑜𝑇𝐼𝑀𝑁,𝐶𝑁 + 𝐶𝑜𝑇𝐶𝑁,𝑀𝑁
𝐵𝑊𝑤𝑙
+ 4𝐿𝑤𝑙+
+ (𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐻𝑜𝑇𝐼𝑀𝑁,𝐻𝐴 +𝐻𝑜𝑇𝐻𝐴,𝑀𝑁 ) + 𝑑𝐻𝐴,𝐶𝑁 · (𝐻𝑜𝑇𝐼𝐻𝐴,𝐶𝑁 +𝐻𝑜𝑇𝐶𝑁,𝐻𝐴)
𝐵𝑊𝑤
+
+ (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐶𝑜𝑇𝐼𝑀𝑁,𝐶𝑁 + 𝐶𝑜𝑇𝐶𝑁,𝑀𝑁 )
𝐵𝑊𝑤
+
+ 2 · (𝐿𝑤 +𝐷𝑅) · (𝑑𝑀𝑁,𝐻𝐴 + 𝑑𝐻𝐴,𝐶𝑁 + 𝑑𝑀𝑁,𝐶𝑁 − 2) ,
(3.8)
where 𝐻𝑜𝑇𝐼𝑀𝑁,𝐻𝐴 is a HoTI signalling message sent from MN to HA. Analogically,
such annotation applies also to HoT, CoTI and CoT messages.
FMIPv6
According to Fig. 1.5 on page 24 or Fig. 1.13c) on page 34, the FMIPv6 handover
latency in a predictive mode is given as:
𝐷𝐹𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝜔 · 𝑡𝑅𝑅 + 𝑡𝑈𝑁𝐴𝑀𝑁,𝑁𝐴𝑅 + (𝑡𝑀𝑁,𝐻𝐴 + 𝜔 · 𝑡𝑀𝑁,𝐶𝑁)𝐵𝑈 +
+(𝑡𝑀𝑁,𝐻𝐴 + 𝜔 · 𝑡𝑀𝑁,𝐶𝑁)𝐵𝐴𝑐𝑘 .
(3.9)
Obviously, the RD time interval 𝑡𝑅𝐷 and DAD time interval 𝑡𝐷𝐴𝐷 are not present
in the expression, as these procedures, in the predictive mode, are conducted before
the actual handover takes place. Similarly to Eq. 3.2, the FMIPv6 handover delay
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can be expressed as:
𝐷𝐹𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝜔 · 𝑡𝑅𝑅 + 𝑈𝑁𝐴+𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴 + (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 ) · 𝜔
𝐵𝑊𝑤𝑙
+
+(𝑑𝑀𝑁,𝑁𝐴𝑅 − 1) · 𝑈𝑁𝐴+ (𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴)
𝐵𝑊𝑤
+
+𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 )
𝐵𝑊𝑤
+
+(𝑑𝑀𝑁,𝑁𝐴𝑅 + 2𝑑𝑀𝑁,𝐻𝐴 + 2𝜔 · 𝑑𝑀𝑁,𝐶𝑁 − 2𝜔 − 3) · (𝐿𝑤 +𝐷𝑅) + 𝐿𝑤𝑙 · (3 + 2𝜔) ,
(3.10)
with 𝑈𝑁𝐴 being a size of the UNA signalling message and 𝑑𝑀𝑁,𝑁𝐴𝑅 being number
of hops between the MN and the NAR.
HMIPv6
When computing the handover latency of a hierarchical mobility protocol, like
HMIPv6 or F-HMIPv6 (in the following section), two kinds of handover, the lo-
cal (intra MAP) and global (inter MAP), need to be treated separately.
For the intra MAP handover latency we can, based on the message sequence
chart in Fig. 1.8 on page 27, write:
𝐷𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 = 𝑡𝐿2 + 𝑡𝑅𝐷 + 𝑡𝐷𝐴𝐷 + 𝑡𝐿𝐵𝑈𝑀𝑁,𝑀𝐴𝑃 + 𝑡𝐿𝐵𝐴𝑐𝑘𝑀𝐴𝑃,𝑀𝑁 . (3.11)
If the MN performs an inter MAP handover, the signalling is needs to be extended
by a HA and CN binding update procedure and return routability:
𝐷𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝐷𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 + 𝜔 · 𝑡𝑅𝑅 + (𝑡𝑀𝑁,𝐻𝐴 + 𝑡𝑀𝑁,𝐶𝑁)𝐵𝑈 + (𝑡𝐻𝐴,𝑀𝑁 + 𝑡𝐶𝑁,𝑀𝑁)𝐵𝐴𝑐𝑘 .
(3.12)
After extending the formulas with Eq. 1.15, we can compute the HMIPv6 intra
MAP handover latency as:













where 𝐿𝐵𝑈 and 𝐿𝐵𝐴𝑐𝑘 stands for the size of LBU andLBAck signalling message
size, while 𝑑𝑀𝑁,𝑀𝐴𝑃 is number of hops between the MN and its serving MAP.
Similarly, we can also get a formula for the inter MAP handover latency:
𝐷𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝑡𝐿2 + 𝑡𝑅𝐷 + 𝑡𝐷𝐴𝐷 + 𝜔 · 𝑡𝑅𝑅+
+ 𝐿𝐵𝑈 + 𝐿𝐵𝐴𝑐𝑘 +𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴 + (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 ) · 𝜔
𝐵𝑊𝑤𝑙
+
+ (𝑑𝑀𝑁,𝑀𝐴𝑃 − 1) · (𝐿𝐵𝑈 + 𝐿𝐵𝐴𝐶𝐾) + (𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴)
𝐵𝐴𝑤
+
+ 𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 )
𝐵𝑊𝑤
+
+ 2 · (𝑑𝑀𝑁,𝑀𝐴𝑃 + 𝑑𝑀𝑁,𝐻𝐴 − 2 + 𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1)) · (𝐿𝑤 +𝐷𝑅) + 2𝐿𝑤𝑙 · (2 + 𝜔) .
(3.14)
F-HMIPv6
As the F-HMIPv6 handover strategy has been designed as a combination of FMIPv6
and HMIPv6, also the handover latency is computed as a combination of the previ-
ously presented formulas. For the intra MAP handover we have:
𝐷𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 = 𝑡𝐿2 + 𝑡𝑀𝑁,𝑁𝐴𝑅 + 𝑡𝐿𝐵𝑈𝑀𝑁,𝑀𝐴𝑃 + 𝑡𝐿𝐵𝐴𝑐𝑘𝑀𝐴𝑃,𝑀𝑁 . (3.15)
The inter MAP handover delay is then:
𝐷𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝐷𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 + 𝜔 · 𝑡𝑅𝑅 + (𝑡𝑀𝑁,𝐻𝐴 + 𝑡𝑀𝑁,𝐶𝑁)𝐵𝑈 +
+ (𝑡𝐻𝐴,𝑀𝑁 + 𝑡𝐶𝑁,𝑀𝑁)𝐵𝐴𝑐𝑘 .
(3.16)
After expanding the formulas we get for intra MAP:
𝐷𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 = 𝑡𝐿2 +
𝑈𝑁𝐴+ 𝐿𝐵𝑈 + 𝐿𝐵𝐴𝑐𝑘
𝐵𝑊𝑤𝑙
+
+ (𝑑𝑀𝑁,𝑁𝐴𝑅 − 1) · 𝑈𝑁𝐴+ (𝑑𝑁𝑀,𝑀𝐴𝑃 − 1) · (𝐿𝐵𝑈 + 𝐿𝐵𝐴𝑐𝑘)
𝐵𝑊𝑤
+
+ (𝑑𝑀𝑁,𝑁𝐴𝑅 + 2𝑑𝑀𝑁,𝑀𝐴𝑃 − 3) · (𝐿𝑤 +𝐷𝑅) + 3𝐿𝑤𝑙.
(3.17)
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And finally, the latency of the F-HMIPv6 inter MAP handover is expressed as:
𝐷𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝑡𝐿2 + 𝜔 · 𝑡𝑅𝑅+
+ 𝑈𝑁𝐴+ 𝐿𝐵𝑈 + 𝐿𝐵𝐴𝑐𝑘 +𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴 + (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 ) · 𝜔
𝐵𝑊𝑤𝑙
+
+ (𝑑𝑀𝑁,𝑁𝐴𝑅 − 1) · 𝑈𝑁𝐴+ (𝑑𝑀𝑁,𝑀𝐴𝑃 − 1) · (𝐿𝐵𝑈 + 𝐿𝐵𝐴𝐶𝐾)
𝐵𝑊𝑤
+
+ (𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴) + 𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 )
𝐵𝑊𝑤
+
+ (𝑑𝑀𝑁,𝑁𝐴𝑅 + 2𝑑𝑀𝑁,𝑀𝐴𝑃 + 2𝑑𝑀𝑁,𝐻𝐴 − 5 + 2𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1)) · (𝐿𝑤 +𝐷𝑅)+
+ 𝐿𝑤𝑙 · (5 + 2𝜔) .
(3.18)
3.1.2 Handover cost
As introduced in Section 1.3.1, the total handover cost is composed of two portions
- the signalling cost and packet delivery cost (Eq. 1.10). This section presents
formulas for enumerating the global (𝐶𝑔) and local (𝐶 𝑙) signalling cost, the key
components of Eq. 1.12, for the four handover strategies considered in the thesis, as
well as formulas for enumerating the packet delivery cots, introduced in Eq. 1.13.
In the following sections we assume, that the cost of transferring a message of size𝑆
between nodes X and Y is given by a simple expression 𝐶𝑆 = 𝑆 · 𝐶𝑋,𝑌 , where 𝐶𝑋,𝑌
is packet transmission cost, as specified in Section 1.3.1.
The Binding Update signalling cost and Return Routability signalling cost is
given by the following expression and is applicable to all four considered handover
strategies:









𝐶𝑅𝑅 = (𝐶𝑜𝑇𝐼𝑀𝑁,𝐻𝐴 +𝐻𝑜𝑇𝐻𝐴,𝑀𝑁) · (𝐶𝑀𝑁,𝐴𝑅 + 𝐶𝐴𝑅,𝐻𝐴)⏟  ⏞  
𝑀𝑁↔𝐻𝐴
+2 (𝑃𝐶𝐻𝐴 + 𝑃𝐶𝐶𝑁)+





where 𝑃𝐶𝐻𝐴 and 𝑃𝐶𝐶𝑁 stands for the processing cost of the HA and CN, respec-
tively, when processing the BU message. If 𝑁𝐶𝑁 > 1, then 𝐶𝑥,𝐶𝑁 denotes an average
for all the CNs.
Based on the grounds presented in Section 1.1.2, Eq. 1.13, the packet delivery
cost would be, for all considered handover strategies, computed as:
𝐶PACKET = (𝛿 · 𝐶𝑓𝑤 + 𝜖 · (𝐶𝑙𝑜𝑠𝑠 + 𝐶𝑟𝑒)) , (3.21)
where 𝐶𝑓𝑤 is cost related to tunneling packets in fast handover strategies, 𝐶𝑙𝑜𝑠𝑠
stands for cost related to transmission of packets that are finally discarded (e.g.
packets lost during the handover), 𝐶𝑟𝑒 is the cost of retransmission of the lost packets,
𝛿 and 𝜖 (for 𝛿 + 𝜖 = 1) are weighting factors that emphasize the tunneling and
dropping effect.
MIPv6
With respect to the message sequence chart in Fig. 1.4 on page 23, the signalling
cost of the MIPv6 handover strategy can be computed as:
𝐶𝑀𝐼𝑃𝑣6 = (𝑅𝑆 +𝑅𝐴+𝑁𝑆 +𝑁𝐴) · 𝐶𝑀𝑁,𝑁𝐴𝑅 + 2𝑃𝐶𝑁𝐴𝑅 + 𝐶𝐵𝑈 . (3.22)
The packet delivery cost can be computed using Eq. 3.21, where the packet
forwarding cost 𝐶𝑓𝑤 equals to 0, because all packets destined to the MN during the
handover are discarded. The cost of discarded packets 𝐶𝑙𝑜𝑠𝑠 is expressed as:











where 𝑡𝐿2 is the L2 handover latency, 𝑡𝐼𝑃 is a delay caused by renewal of IP connec-
tivity (usually composed of RD and DAD procedures) and 𝑡𝑈 is a Binding Update
interval. 𝐶𝑀𝐼𝑃𝑣6𝑅𝑂 /𝐶𝑀𝐼𝑃𝑣6𝑛𝑅𝑂 expresses packet delivery cost with and without Route
Optimization, respectively, and can be computed as follows:
𝐶𝑀𝐼𝑃𝑣6𝑅𝑂 = 𝜔 · (𝐶𝐶𝑁,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑀𝑁)⏟  ⏞  
𝐶𝑁↔𝑀𝑁
·𝑆𝐷, (3.24)
𝐶𝑀𝐼𝑃𝑣6𝑛𝑅𝑂 = (1− 𝜔) ·




where 𝑆𝐷 is an average size of a data packet.
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Hand in hand with the cost of discarded packets goes the cost of retransmission,
since all the lost packets need to be retransmitted. And this brings additional cost,
which is expressed as:







with 𝐶𝑀𝐼𝑃𝑣6𝑅𝑂−𝑟𝑒 and 𝐶𝑀𝐼𝑃𝑣6𝑛𝑅𝑂−𝑟𝑒 being the retransmission cost with and without Route
Optimization, and is expressed as:
𝐶𝑀𝐼𝑃𝑣6𝑅𝑂−𝑟𝑒 = 𝜔 · (𝐶𝐶𝑁,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁)⏟  ⏞  
𝐶𝑁↔𝑀𝑁
·𝑆𝐷, (3.27)
𝐶𝑀𝐼𝑃𝑣6𝑛𝑅𝑂−𝑟𝑒 = (1− 𝜔) ·





When analyzing the signalling cost of fast handovers mobility procedures it is nec-
essary to take into account the probability of successful prediction of the handover
𝑃𝑆 (Eq. 1.4), meaning that the handover is completed in a predictive manner. The
signalling cost can be computed as:
𝐶𝐹𝑀𝐼𝑃𝑣6 = 𝑃𝑆𝐻𝐹𝑀𝑃𝐼𝑣6𝑆 + (1− 𝑃𝑆) ·𝐻𝐹𝑀𝐼𝑃𝑣6𝐹 + 𝐶𝐵𝑈 , (3.29)
where 𝐶𝐵𝑈 corresponds to the one of MIPv6 (Eq. 3.19) and 𝐻𝐹𝑀𝑃𝐼𝑣6𝑆 and 𝐻𝐹𝑀𝐼𝑃𝑣6𝐹
denote the signalling cost related to successful and unsuccessful handover prediction,
respectively, and are expressed as follows:
𝐻𝐹𝑀𝐼𝑃𝑣6𝑆 = (𝑅𝑡𝑆𝑜𝑙𝑃𝑟 + 𝑃𝑟𝑅𝑡𝐴𝑑𝑣 + 𝐹𝐵𝑈 + 𝐹𝐵𝑎𝑐𝑘) · 𝐶𝑀𝑁,𝑃𝐴𝑅+
+ (𝐻𝐼 +𝐻𝐴𝑐𝑘 + 𝐹𝐵𝐴𝑐𝑘) · 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 𝑈𝑁𝐴 · 𝐶𝑀𝑁,𝑁𝐴𝑅 + 5𝑃𝐶𝐴𝑅,
(3.30)
𝐻𝐹𝑀𝐼𝑃𝑣6𝐹 = (𝑅𝑡𝑆𝑜𝑙𝑃𝑟 + 𝑃𝑟𝑅𝑡𝐴𝑑𝑣 + 𝐹𝐵𝑈) · 𝐶𝑀𝑁,𝑃𝐴𝑅+
+ (𝐻𝐼 +𝐻𝐴𝑐𝑘) · 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 3𝑃𝐶𝐴𝑅.
(3.31)
Since the packets destined to MN during the handover are forwarded from PAR
to NAR, the packet forwarding cost needs to be taken into account. However, the
cost of lost packets cannot be considered to be 0, except for an ideal case. If, for
example, the MN moves too fast, it associates with the NAR before the actual
PAR-NAR tunnel gets established, causing the packets travelling to MN through
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PAR to be lost. The predictive L3 handover hence occurs if 𝑡𝑃𝑁 ≤ 𝑙𝑡𝑟𝑖𝑔𝑔, otherwise
some packets get lost and reactive L3 handover takes place. To compute the packet
delivery cost of FMIPv6, the following formulas are used:
















𝐶𝐹𝑀𝐼𝑃𝑣6𝑅𝑂 = 𝜔 · [(𝐶𝐶𝑁,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝐴𝑅] , (3.34)
𝐶𝐹𝑀𝐼𝑃𝑣6𝑛𝑅𝑂 = (1− 𝜔) · [(𝐶𝐶𝑁,𝐻𝐴 + 𝐶𝐻𝐴,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 +
+ 𝑃𝐶𝐻𝐴 + 𝑃𝐶𝐴𝑅] ,
(3.35)
where, according to Fig. 1.13, 𝑡𝐹𝑎𝑠𝑡𝐼𝑃 stands for time interval between the moment of
new link attachment and the moment when MN starts receiving forwarded packets
and 𝑡𝑃𝑁 is the time of tunnel establishment between PAR and NAR. The time
interval between the L2 handover is signalized and the moment of the actual L2
handover occurrence is denoted as 𝑙𝑡𝑟𝑖𝑔𝑔. In further analysis it is assumed, that
𝑡𝑃𝑁 ≤ 𝑙𝑡𝑟𝑖𝑔𝑔 and therefor 𝐶𝐹𝑀𝐼𝑃𝑣6𝑙𝑜𝑠𝑠 = 0.
HMIPv6
When deriving handover cost of HMIPv6, two kinds of handovers need to be distin-
guished - the intra-MAP and inter-MAP handover. Note, that according to Fig. 1.7
on page 26, 𝑀𝐴𝑃1 refers to the Mobility Anchor Point involved in the local han-
dover, while 𝑀𝐴𝑃2 refers to the Mobility Anchor Point involved in the global
handover. The handover signalling cost is expressed as:
𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 = (𝑅𝑆 +𝑅𝐴+𝑁𝑆 +𝑁𝐴) · 𝐶𝑀𝑁,𝑁𝐴𝑅+
+ (𝐿𝐵𝑈 + 𝐿𝐵𝐴𝑐𝑘) · (𝐶𝑀𝑁,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝐴𝑃1) + 2𝑃𝐶𝑁𝐴𝑅 + 𝑃𝐶𝑀𝐴𝑃1,
(3.36)
𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 + 𝐶𝐵𝑈 . (3.37)
For the packet delivery cost, similarly to MIPv6, packets sent to MN during
HMIPv6 handover are discarded and need to be retransmitted. Hence, the packet
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forwarding cost 𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑓𝑤 and 𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝑓𝑤 equals to 0 and packet loss and packet
retransmission cost is computed as:











𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑅𝑂 = 𝜔 · [(𝐶𝑀𝑁,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝑀𝐴𝑃1] , (3.39)
𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝑛𝑅𝑂 = (1− 𝜔) · [(𝐶𝐶𝑁,𝐻𝐴 + 𝐶𝐻𝐴,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑃𝐴𝑅 +
+ 𝐶𝑃𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝑀𝐴𝑃1] ,
(3.40)





𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑅𝑂−𝑟𝑒 = 𝜔 · [(𝐶𝐶𝑁,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝑀𝐴𝑃1] , (3.42)
𝐶𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑛𝑅𝑂−𝑟𝑒 = (1− 𝜔) · [(𝐶𝐶𝑁,𝐻𝐴 + 𝐶𝐻𝐴,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 +
+ 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝐻𝐴 + 𝑃𝐶𝑀𝐴𝑃1] .
(3.43)
By altering elements related to 𝑀𝐴𝑃1 (like 𝐶𝐻𝐴,𝑀𝐴𝑃1) for elements related to
𝑀𝐴𝑃2 (like 𝐶𝐻𝐴,𝑀𝐴𝑃2), the above expressions (Eq. 3.38 through Eq. 3.43) serve for
the inter-MAP handover cost, as well.
F-HMIPv6
Signalling cost of the F-HMIPv6 handover is computed similarly to the one of
FMIPv6 in Eq. (3.29) while taking into account the hierarchical character of the
handover strategy, as in Eq. (3.22). The expressions for the intra-MAP handover
are given as:
𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎 = 𝑃𝑆 ·𝐻𝐹−𝐻𝑀𝑃𝐼𝑣6𝑖𝑛𝑡𝑟𝑎𝑆 + (1− 𝑃𝑆) ·𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝐹 , (3.44)
where 𝐻𝑆 and 𝐻𝐹 are:
𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑆 = (𝑅𝑡𝑆𝑜𝑙𝑃𝑟 + 𝑃𝑟𝑅𝑡𝐴𝑑𝑣 + 𝐹𝐵𝑈 + 𝐹𝐵𝑎𝑐𝑘) · (𝐶𝑀𝑁,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑀𝐴𝑃1)+
+ (𝐻𝐼 +𝐻𝐴𝑐𝑘 + 𝐹𝐵𝐴𝑐𝑘) · 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 + 𝑈𝑁𝐴 · 𝐶𝑀𝑁,𝑁𝐴𝑅+




+ 2𝑃𝐶𝐴𝑅 + 3𝑃𝐶𝑀𝐴𝑃1,
(3.45)
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𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝐹 = (𝑅𝑡𝑆𝑜𝑙𝑃𝑟 + 𝑃𝑟𝑅𝑡𝐴𝑑𝑣 + 𝐹𝐵𝑈) · (𝐶𝑀𝑁,𝑃𝐴𝑅 + 𝐶𝑃𝐴𝑅,𝑀𝐴𝑃1)+
+ (𝐻𝐼 +𝐻𝐴𝑐𝑘) · 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 + 𝑃𝐶𝐴𝑅 + 2𝑃𝐶𝑀𝐴𝑃1.
(3.46)
For the sake of completeness, the handover signalling cost for the inter-MAP
handover is given by:
𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟 = 𝑃𝑆 ·𝐻𝐹−𝐻𝑀𝑃𝐼𝑣6𝑖𝑛𝑡𝑒𝑟𝑆 + (1− 𝑃𝑆) ·𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝐹 + 𝐶𝐵𝑈 , (3.47)
𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝑆 = 𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑆 + (𝐻𝐼 +𝐻𝐴𝑐𝑘 + 𝐹𝐵𝐴𝑐𝑘) · (𝐶𝑀𝐴𝑃1,𝑀𝐴𝑃2) ,
(3.48)
𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝐹 = 𝐻𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝐹 + (𝐻𝐼 +𝐻𝐴𝑐𝑘) · (𝐶𝑀𝐴𝑃1,𝑀𝐴𝑃2) . (3.49)
For the packet delivery cost, similarly to FMIPv6, packets sent to MN during
F-HMIPv6 handover are forwarded from PAR to NAR, the packet forwarding cost
needs to be taken into account. However, as well as in FMIPv6, the packet loss
cannot be considered to be 0 in case the handover is not predicted correctly or
the MN moves to quickly. Hence, for the packet delivery cost during intra-MAP
handover we can write:

















𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑅𝑂 = 𝜔 · [(𝐶𝐶𝑁,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 + 𝑃𝐶𝑀𝐴𝑃1] ,
(3.52)
𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑛𝑅𝑂 = (1− 𝜔) · [(𝐶𝐶𝑁,𝐻𝐴 + 𝐶𝐻𝐴,𝑀𝐴𝑃1 + 𝐶𝑀𝐴𝑃1,𝑁𝐴𝑅 + 𝐶𝑁𝐴𝑅,𝑀𝑁) · 𝑆𝐷 +
+ 𝑃𝐶𝐻𝐴 + 𝑃𝐶𝑀𝐴𝑃 ] ,
(3.53)
47
where 𝑡𝐹𝑎𝑠𝑡𝐼𝑃 is, with respect to Fig. 1.13, a delay caused by renewal of IP connec-
tivity during fast IP handover, 𝑡𝑖𝑛𝑡𝑟𝑎𝑈 is a local Binding Update interval and 𝑡𝑀𝑁 is
the time of tunnel establishment between MAP and NAR.
For the handover signalling cost during inter-MAP handover, we can write:











𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝑅𝑂 = 𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑅𝑂 + 𝜔 · 𝑆𝐷 · 𝐶𝑀𝐴𝑃1,𝑀𝐴𝑃2, (3.56)
𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑒𝑟𝑛𝑅𝑂 = 𝐶𝐹−𝐻𝑀𝐼𝑃𝑣6𝑖𝑛𝑡𝑟𝑎𝑅𝑂 + (𝜔 − 1) · 𝑆𝐷 · 𝐶𝑀𝐴𝑃1,𝑀𝐴𝑃2. (3.57)
3.2 Handover signalling messages
In order to be able to successfully compute the handover delay and cost by means
presented in the previous Section 3.1, it is necessary to precisely define the size of
signalling messages that are exchanged among the nodes involved in the handover
process. The following sections summarize size of signalling messages for all of the
considered handover strategies. The detailed structure of the respective Protocol
Data Units (PDU) is then presented in Appendix A.
3.2.1 MIPv6
The following table (Tab. 3.1) presents the size of each signalling message involved
in the MIPv6 handover. The values have been obtained by analyzing the packet
headers as defined in the respective RFCs - RFC 4861 [37] for RS, RA, NS and NA;
RFC 6275 [43] for BU, BAck, HoTI, Hot, CoTI, and CoT. The detailed structure of
each packet presented in a graphical form can be found in Appendix A.1.
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Tab. 3.1: MIPv6 signalling messages
Message Meaning Message size Message size incl.
[B] incl. IPv6 header [B]
RS Router Solicitation 16 56
RA Router Advertisement 64+16𝑛a 104+16𝑛a
NS Network Solicitation 32 72
NA Network Advertisement 32 72
BU Binding Update
MN → HA 80b 120b
MN → CN 56 96
BAck Binding Ack.
MN → HA 40b 80b
MN → CN 32 72
HoTI Home Test Init
MN → HA 40b 80b
HA → CN 32 72
HoT Home Test
CN → HA 40b 80b
HA → MN 32 72
CoTI Care-of Test Init 16 56
CoT Care-of Test 24 64
a𝑛 is number of access points that the MN discovered during scanning
bUsing IPsec ESP is assumed
3.2.2 FMIPv6
FMIPv6 signalling message sizes are presented in Tab. 3.2. Only the messages that
are different from the original MIPv6 handover strategy are mentioned. The values
have been obtained by analyzing the packet headers as defined in the RFC 5568 [30].
The detailed structure of each packet presented in a graphical form can be found in
Appendix A.2.
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Tab. 3.2: FMIPv6 signalling messages
Message Meaning Message size Message size incl.
[B] IPv6 header [B]
RtSolPr Router Solicitation for Proxy 24+16𝑛a 64+16𝑛a
PrRtAdv Proxy Router Advertisement 128 168
FBU Fast Binding Update 56 96
FBAck Fast Binding Ack. 32 72
HI Handover Initiate 72 112
HAck Handover Acknowledgment 32 72
UNA Unsolicited Neighbor Ack. 32 72
a𝑛 is number of access points that the MN discovered during scanning
3.2.3 HMIPv6
Signalling messages specific for HMIPv6 handover strategy and their respective sizes
are summarized in Tab. 3.3. Other signalling messages, that are common with
MIPv6 handover strategy, are omitted here, since they are presented in Tab. 3.1.
The values have been obtained by analyzing the packet headers as defined in the
RFC 5380 [45]. The detailed structure of each packet presented in a graphical form
can be found in Appendix A.3.
Tab. 3.3: HMIPv6 signalling messages
Message Meaning Message size Message size incl.
[B] IPv6 header [B]
LBU Local Binding Update 80a 120a
LBAck Local Binding Ack. 40a 80a
aUsing IPsec ESP is assumed
3.2.4 F-HMIPv6
The F-HMIPv6 handover strategy does not introduce any new signalling messages
and reuses the ones of MIPv6, FMIPv6 and HMIPv6 with sizes as specified in
Tab. 3.1 - Tab. 3.3.
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3.3 Handover performance enumeration/analysis
After the formulas for calculating handover latency and cost have been derived, we
can enumerate the performance markers and get a better imagination of how each
of the considered Mobile IP handover strategies performs under various network
conditions. To do that, a model topology depicted in Fig. 3.1 has been used. The
access routers AR1 - AR4 in Fig. 3.1 are grouped into two MAP domains (marked
with the grey line) managed by two MAPs. The network model illustrates a simple
network topology in which the MN performs both the intra MAP and inter MAP
handover. Links between the network nodes are marked with letters a - f that,
according to Tab. 3.4, show the number of hops on particular routes. Although this
stands for one particular use case, it tries to represent a complex route through the
network for each pair of nodes. Moreover, the network parameter are being scaled


















Fig. 3.1: Network model used for performance evaluation
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Tab. 3.4: Network model parameters
Parameter Value Description
a 1 No. of hops between MN and ARx - 𝑑𝑀𝑁,𝐴𝑅𝑥
b 2 No. of hops between ARx and MAPx - 𝑑𝐴𝑅𝑥,𝑀𝐴𝑃𝑥
c 6 No. of hops between HA and MAPx - 𝑑𝐻𝐴,𝑀𝐴𝑃𝑥
d 4 No. of hops between CN and MAPx - 𝑑𝐶𝑁,𝑀𝐴𝑃𝑥
e 6 No. of hops between MAP1 and MAP2 - 𝑑𝑀𝐴𝑃1,𝑀𝐴𝑃2
f 6 No. of hops between HA and CN - 𝑑𝐻𝐴,𝐶𝑁
3.3.1 Handover strategies comparison
Since the goal was to perform a comparison of the respective handover strategies, the
performance analysis of each of them has been conducted. For the basic comparison
it was considered that the access network was an IEEE 802.11b based WiFi and the
transport (core) network was an IEEE 802.3 100BaseT based Ethernet. Although
being quite outdated, IEEE 802.11b wireless network standard serves well for the
comparison with aeronautical datalinks analyzed in Section 5.2. The parameters
necessary for the performance computation are enumerated in Tab. 3.5. The typical
values of the parameters have been set consistently with publications [34], [47], [40],
[32], [41], [13] and [22].
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Tab. 3.5: Analytical model parameters
Parameter Value Description
𝐵𝑊𝑤𝑙 11 Mbps Wireless link bandwidth available to a single aircraft/MN
𝐿𝑤𝑙 2 ms Wireless link transmission delay
𝐵𝑊𝑤 100 Mbps Wired link bandwidth
𝐿𝑤 0,5 ms Wired link transmission delay
𝑡𝐿2 90 ms L2 handover latency
M 2 Number of subnetworks in a MAP domain
𝑇𝑆𝑈𝐵 650 s Subnetwork residence time
𝜏 1 Data unit delivery cost on wired link
𝜅 10 Data unit delivery cost on wireless link
𝑃𝐶𝐴𝑅 800 Packet processing cost in AR
𝑃𝐶𝐻𝐴 2400 Packet processing cost in HA
𝑃𝐶𝐶𝑁 400 Packet processing cost in CN
𝑃𝐶𝑀𝐴𝑃 1200 Packet processing cost in MAP
𝐷𝑅 0,001 ms Router processing time
𝐷𝑅𝐷 30 ms AR processing time during RD procedure
𝐷𝐷𝐴𝐷 150 ms AR processing time during DAD procedure
𝑃𝑆 0,9 Successful handover prediction probability
𝛿 0,2 Weighting factor emphasizing tunneling effect
𝜖 0,8 Weighting factor emphasizing dropping effect
𝜔 1 RO emphasizing factor
𝜆𝑝 10 packets/s Packet arrival rate
𝜆𝑠 0,01 sessions/s Session arrival rate
𝑆𝑑 200 B Average size of a data packet
𝑁𝐶𝑁 1 Number of CNs
𝜓 0 Address collision factor during DAD procedure
Basic comparison
The results obtained after the enumeration are presented in charts below. The chart
in Fig. 3.2 presents the computed handover latency of all the consider handover
strategies. We can see, that the lowest handover latency is obtained with the fast
handover strategies. This is quite an expected result, since speeding up the handover
process is what the fast handover strategies have been designed for. On the other
hand, it is obvious, that the pure hierarchical handover strategy provides a very
little time saving in the handovers process.
53






















Fig. 3.2: Handover latency - basic comparison
The total handover cost comparison is depicted in Fig. 3.3. The most significant
cost saving is achieved by hierarchical fast handover strategy (F-HMIPv6) during
an intra MAP handover. During an inter MAP handover the handover cost doubles,
however, it still reaches lower than the basic MIPv6. An acceptable improvement
can be observed also for the FMIPv6 handover strategy. Since comparing handover
cost separately from the local and global point of view is rather difficult, Fig. 3.4
present the total handover cost as a combination of the Intra MAP and Inter MAP
handover according to Eq. 1.12 with parameters set to values defined by Table 3.5
(which results in local:global handover ratio being cca 2.4:1). According to such
comparison we can state, that the lowest handover cost is achieved by the fast
handovers, both FMIPv6 and F-HMIPv6.





















Fig. 3.3: Handover total cost
- basic comparison


















Fig. 3.4: Handover total cost
- Intra/Inter MAP combined
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The chart in Fig. 3.5 then complements the former one by displaying the com-
ponents of the total cost - the signalling cost and packet delivery cost. It is nicely
visible that the packet delivery cost of the fast handover strategies is almost neg-
ligible. There are two reasons for that. First, the packets destined to MN during
handover are not lost (are tunneled) and do not need to be retransmitted once the
handover is finished (like in the non-fast handovers). And second, the handover
process is quick, so not too many packets need to be tunneled. For the non-fast
handovers the packet delivery cost is much higher since the handover process takes
longer and the packets transmitted during this period of time are handled twice -
first they get lost during the handover and then they need to be retransmitted. To
have the complete picture, by analyzing the packet delivery more deeply we can see
how the particular components (the packet forwarding cost, lost packets cost and
packet retransmission cost) of the packet delivery cost are apportioned - see Fig. 3.6.

























Fig. 3.5: Signalling cost vs.
packet delivery cost



























Fig. 3.6: Packet delivery cost
components
Route optimization influence
If we consider, that the route optimization for packet delivery is disabled, for some
reason (data exchange policy, firewall restrictions, etc.), we need to investigate what
influence this has on the handover latency and cost. To achieve this, the route opti-
mization emphasizing factor was set to 0 and the calculations have been repeated. A
basic comparison of handover delay with route optimization and without is depicted
in Fig. 3.7. The handover cost comparison is presented in Fig. 3.8.
The handover latency comparison (Fig. 3.7) shows, that disabling route optimiza-
tion affects mainly the handover latency of non-hierarchical handover strategies. For
the given network configuration the handover latency decreases approximately by
30 - 40 ms for the basic MIPv6 and FMIPv6. For the hierarchical strategies the
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handover latency does not change for the local handover, which is caused by the
presence of MAP, and decreases approximately by 50 ms for the global handover.
























Fig. 3.7: Handover latency - route optimization influence
The handover cost comparison (Fig. 3.8) shows, that the disabling route op-
timization negatively impacts the handover cost of non-fast handover strategies
(MIPv6 and HMIPv6). On the other hand, cost of the fast handover strategies
decreases, as the route optimization is disabled.























Fig. 3.8: Handover cost - route optimization influence
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Scaling the network parameters
To better illustrate the behaviour of the protocols in various network conditions,
some of the parameters, like 𝐵𝑊𝑤𝑙, 𝑙𝑤𝑙, number of CNs, etc. were scaled over a
range of values. The network model parameters other than the scaled ones were set
according to Tab. 3.5.
The bandwidth scaling over a range of values from 500 bps to 11 Mbps is depicted
in the following two figures. Fig. 3.9 shows how the handover latency changes with
the wireless link bandwidth. We can observe, that for low bandwidth values (<
10 kbps) the difference in the handover delay among the handover strategies is
significant. We can see that the lowest values are achieved by the hierarchical
handover during a local handover, which is not surprising. However, during a global
handover, these hierarchical handovers perform the slowest. For the bandwidth
between 10 and 100 kbps we can observe (on the magnification in the inner figure of
Fig. 3.9) that fast handovers start to dominate in the terms of the shortest handover
latency. As the bandwidth further increases above 100 kbps, the differences of the
different handover strategies vanish. As for the cost in Fig. 3.10, a huge difference
between fast and non-fast handovers can be noticed, mainly for low bandwidths (<
30 kbps). As the bandwidth of the wireless link increases, the difference in handover
cost of the considered handover strategies disappears. Also, the handover cost of the
fast handovers does not vary too much over the selected range of values, while for
the non-fast handover the cost rapidly increases towards lower values of bandwidth.





































Fig. 3.9: Handover delay -
dependence on wireless link
bandwidth























Fig. 3.10: Handover cost -
dependence on wireless link
bandwidth
In the figures below, the comparison according to link latency scaled between
0 - 1 s is depicted. Fig. 3.11 shows, that the handover delay increases rapidly as
the wireless link latency prolongs. Similarly the link bandwidth scaling, also for the
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link latency scaling the shortest handover delays are achieved by the hierarchical
strategies during local handovers. The handover delay does not grow so steep with
the link latency. In the handover cost comparison in Fig. 3.12 a similar behavior
can be observed, as for the link bandwidth scaling - the lowest cost is achieved
with the fast handover strategies. Also, the cost grows with the link latency rather
moderatly, compared to the non-fast hanover strategies.



























Fig. 3.11: Handover delay -
dependence on wireless link la-
tency





















Fig. 3.12: Handover cost - de-
pendence on wireless link la-
tency
It has been also observed, how the subnet residence time of the MN (and therefor
its SMR) influences the handover cost. A subnet residence time between 5 seconds
and 1 hour (3600 s) has been investigated. The graph in Fig. 3.13 show that MNs
with high fluctuation (i.e. low subnet residence time) suffer from high handover
cost compared to the ones staying within a single subnet for several minutes. As for
the comparison of handover strategies, lower cost is achieved by the fast handover
strategies.
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Fig. 3.13: Handover cost - depen-
dence on subnet residence time























Fig. 3.14: Handover cost - de-
pendence on number of CNs
The influence of number of MN’s CNs is depicted in Fig. 3.14. It is not surprising,
that the fast handover strategies perform much better. The reason is, that there is
no (or low) packet loss and retransmission during the fast handover, while during
non-fast handover the packet loss may be significant. And as the number of CNs
increases, the overal packet loss increases multiple times.
3.3.2 Aeronautical candidate selection
Criteria for selection
There are two main criteria, that the handover strategy used in aeronautical datalink
networks should fulfill. First, the handover delay should be as short as possible.
Critical tactical data exchanged between the aircraft and ground systems, or among
multiple aircraft, often expire within tens of seconds after being generated (e.g. wake
vortex data1). Therefore, minimizing the interruption in communication caused by
the handover increases the probability that the information will not expire and
subsequently increase the overall system availability and reliability. Second, the
handover cost should be minimized to the lowest possible extent. Aeronautical
datalinks are expensive to use and the goal of aircraft operators (airlines) is to
minimize financial cost related to overhead in the network, which the traffic related
to L3 handover with no doubt is.
Comparison in an aeronautical datalink environment
In the previous section a comparison of Mobile IP handover strategies has been
conducted in an environment that could be considered as Local Area Network (LAN)
1A turbulence that forms behind an aircraft as it passes through the air.
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environment. However, the aeronautical data link environment is quite different.
First, the network (or subnetwork or network cell) coverage is geographically much
larger (tens to hundreds of kilometers), so the network capacity is shared among
many more nodes (hundreds of aircraft), and second, the access networks usually
provide much lower bandwidth (tens to hundreds of kbps) and suffer from larger
transport delays (hundreds of milliseconds to seconds). In this section it will be
evaluated, which of the considered handover strategies best fits the needs of the
aeronautical data links. It is assumed that the most commonly used terrestrial data
link will be the LDACS1 [44]. The aeronautical data link parameters used during
the evaluation, that complement or substitute parameters provided in Tab. 3.5, are
shown in Tab. 3.6.
Tab. 3.6: Analytical model parameters for LDACs1
Parameter Value Description
𝐵𝑊 𝑐𝑒𝑙𝑙𝑤𝑙 800 kbps Wireless link cell bandwidth
𝑁𝐴𝐶 200 Number of aircraft in a wireless link cell
𝐵𝑊𝑤𝑙 4 kbps Wireless link bandwidth available to a single aircraft/MN
𝐿𝑤𝑙 200 ms Wireless link transmission delay
In a scenario typical for the LDACS1 network the handover latency reaches values
depicted in Fig. 3.15. We can see that compared to the WiFi environment (Fig. 3.7),
the handover latency increased more that 10 times, which is an expected behaviour
since the bandwidth of the link is much narrower (4 kbps compared to 11 Mbps)
and link latency much higher (200 ms compared to 2 ms). However, we can also
notice, that for LDACS1 link, the hierarchical handovers start to dominate and the
quickest handover strategy on WiFi - FMIPv6 - is not the quickest on LDACS1. The
lowest handover latency is now obtained with the hierarchical handover strategies
during the Intra MAP (local) handover. However, if an Inter MAP (global) handover
occurs, the latency goes up quite dramatically. If using the hierarchical approach
would not bring desired benefits (or the hierarchy is not feasible), the FMIPv6
provides good results compared to the basic MIPv6 and to global handovers in
hierarchical approach.
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Fig. 3.15: Handover latency - LDACS1 environment
The total handover cost comparison is depicted in Fig. 3.16. It is obvious that the
cost of the fast handover strategies is much lower than for the non-fast handovers.
That is a significant difference compared to the Wi-Fi scenario in Fig. 3.3, where the
lead of the fast handovers was not too convincing. An acceptable cost in comparison
with pure MIPv6 is achieved also by HMIPv6 during local handover, but during
global handover the cost rises much above the pure MIPv6. Fig. 3.17 presents the
total handover cost as a combination of the Intra MAP and Inter MAP handover.
The results confirm that using either of fast handover strategies on such a constrained
datalink like LDACS1 brings significant savings in terms of cost.



























Fig. 3.16: Handover total cost
- LDACS1 environment

















Fig. 3.17: Handover total cost
- Intra/Inter MAP combined
in LDACS1 environment
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The chart in Fig. 3.18 displays the components of the total cost - the signalling
cost and packet delivery cost. Unlike the Wi-Fi scenario depicted in Fig. 3.5, the
largest portion of the total cost in the LDACS1 scenario is caused by the packet
delivery cost, leaving the signalling cost way behind. This is not surprising, though.
The packet delivery cost is tightly connected to the handover latency. And since the
handover latency in the LDACS1 network oscillates around 3 seconds (Fig. 3.15),
with the packet arrival rate of 10 packets per second and average packet size be-
ing 200 bytes (Tab. 3.5), the total amount of data exchanged during the handover
gets up to 6 kB, while the total amount of signalling messages reaches a few hun-
dred bytes (depending on the handover strategy). It is also visible, that the lowest
packet delivery cost is, again, caused by the fast handovers. The chart in Fig. 3.19
then complements the cost analysis by showing how the particular components (the
packet forwarding cost, lost packets cost and packet retransmission cost) of the
packet delivery cost are apportioned.





























Fig. 3.18: Signalling cost
vs. packet delivery cost in
LDACS1 environment


























Fig. 3.19: Packet delivery cost
components in LDACS1 envi-
ronment
In the following figures it can be observed how enabling or disabling the Route
Optimization procedure influences the handover delay and cost in the environment
of LDACS1 datalink. Fig. 3.20 shows the comparison of handover delay. Compared
to the broadband low-latency Wi-Fi networks the handover latency is influenced
by the RO by a great deal. We can see, that except for the local handover in a
hierarchical handover procedure, the handover latency decreases two to three times
when the RO is disabled. On the other hand Fig. 3.21 shows, that the impact of RO
on the handover cost decreases compared to the Wi-Fi scenario. Except for the local
handover in a hierarchical handover the cost difference of RO enabled and disabled
is negligible.
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Fig. 3.20: Handover latency
- route optimization influence
in LDACS1 environment



























Fig. 3.21: Handover cost -
route optimization influence
in LDACS1 environment
Because the performance of LDACS1 network is tightly connected with number of
aircraft communicating within the coverage of a single LDACS1 cell, the following
set of figures shows how the handover delay and cost depend on the number of
aircraft in the network cell. Both handover cost and latency grow linearly as the
number of aircraft increases. As for the handover delay depicted in Fig. 3.22, the
lowest values with the lowest slope of the line can be observed for the local handovers
of the hierarchical strategies followed by the fast handovers. On the other hand, the
highest values are observed for the global handovers of the hierarchical schemes.
Regarding the handover cost it can be observed in Fig. 3.23, that cost of the fast
handovers is almost independent on the number of aircraft, while cost of the non-fast
handovers rises steeply.
Charts in Fig. 3.24 and Fig. 3.25 present the same comparison, but without the
RO. What happens when RO is disabled is that the handover delay of FMIPv6 and
MIPv6 drops rapidly, as shown also in Fig. 3.20, bringing the handover latency of
FMIPv6 down to the level of local handover of F-HMIPv6. As for the handover
cost, disabling RO causes the dependence on number of aircraft to be even lower for
the fast handover strategies than with RO enabled.
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Fig. 3.22: Handover delay - depen-
dence on number of aircraft


























Fig. 3.23: Handover cost - depen-
dence on number of aircraft





























Fig. 3.24: Handover delay -
dependence on number of air-
craft without RO



























Fig. 3.25: Handover cost - de-
pendence on number of air-
craft without RO
Conclusion
As stated at the beginning of this section, the handover strategy suitable for use in
an air-to-ground communication of the aircraft shall reach low handover delays and
low handover cost.
According to the comparison of the behavior in the aeronautical data network
LDACS1, as well as in the broadband and low latency Wi-Fi network, that were per-
formed in the previous sections it can be concluded, that the lowest cost is achieved
by the fast handover strategies - FMIPv6 and F-HMIPv6. If we confront these to
strategies with each other while considering the local and global handovers com-
bined according to Eq. 1.12, the hierarchical and non-hierarchical strategies show
comparable results. When exploring the results deeper we discover, that the local
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handover of F-HMIPv6 features lower cost than FMIPv6, however, the global han-
dover cost rises higher. Since it is hard to estimate the possibility of implementing
hierarchy in the aeronautical networks and therefore take into account the benefits
the F-HMIPv6 would bring, the FMIPv6 handover strategy is considered to be the
best choice in terms of cost.
Looking at the results of the handover delay comparison within the Wi-Fi en-
vironment we can see, that similarly to the handover cost, the lowest values are
achieved by the fast handover strategies. However, as the link delay increases and
bandwidth narrows, the hierarchical approach starts to dominate during local han-
dovers. On the other hand, the global handover delay is still much higher that for
the FMIPv6. Moreover, Fig. 3.20 and Fig. 3.24 show that by disabling the Route
Optimization feature dramatically reduces the handover delay in the LDACS1 envi-
ronment (of course in trade-off for letting the data packets to be tunneled through
Home Agent). This leads to a conclusion, that FMIPv6 handover strategy is the
most suitable one out of the examined for use in the aeronautical environment.
Based on reasons stated above, FMIPv6 handover strategy has been selected
as a cornerstone for further improvements to fit the aeronautical environment even
better - to further reduce the handover delay and handover cost.
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4 AERONAUTICAL MOBILE IP HANDOVER
STRATEGY DESIGN
The main idea driving the design of aeronautical Mobile IP handover strategy is
the fact, that the aircraft knows in advance what trajectory it is going to fly along.
And since the datalink network coverage is rather static, the points of attachment of
the aircraft to the datalink networks are highly predictable. Hence, the idea is that
the CoAs for a particular aircraft (MN) may be negotiated in advance before the
flight (e.g. while the aircraft is connected to the airport Wi-Fi) with each of the AR
along the aircraft route and bindings with the HA for each of these CoAs would be
established. Later on, while the aircraft would be on its way, these bindings would
be just activated one after another as the aircraft connects to the anticipated ARs
along its trajectory.
As this Mobile IP handover strategy is based on the FMIPv6, the presented
innovation would then be called Aeronautical Fast Mobile IPv6 (AFMIPv6). The
protocol operation is described in more details in the following sections below.
4.1 Prerequisites
In order to ensure correct operation of the proposed handover strategy, several pre-
requisites that are described in the following subsections need to be fulfilled. Ful-
filling the prerequisites is out of scope of the AFMIPv6 protocol and therefore just
a high level solution proposal is presented.
Datalink coverage map
It is assumed, that there is a system existing in the ground infrastructure which
gathers information about the geographical coverage of the aeronautical datalink
networks, its access points and access routers. Such a set of information can be
called a Datalink Coverage Map (DCM). The HA can access DCM either remotely
or may have a copy stored locally. Then, when an aircraft initiates the flight and
passes its flight plan to the HA, the HA computes the intersection of the planned
trajectory with the DCM and identifies the ARs involved in the handover procedures
of the respective MN (see Fig. 4.1 for illustration). Further operation is described
in Section 4.2.
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Fig. 4.1: Selection of Access Routers in the Datalink Coverage Map
Access Routers registration
When building a Datalink Coverage Map, several approaches can be taken - cen-
tralized, semi-distributed or distributed. In the centralized approach (see Fig. 4.2),
an existence of a Central Authority is assumed, which gathers information of all
ARs involved in the air-ground communication. Each HA then registers with this
authority to receive an access to the DCM database. If new ARs are registered with
the Central Authority, registered HAs receive updates.
:HA :Ce ntral  Auth ority 1 :AR 2 :AR 3 :AR
opt HA deregistration
Cov era ge 
computation









Fig. 4.2: A centralized approach to Access Router registration
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In the semi-distributed approach an existence of several Local Authorities is
assumed, which might cover various portions of the airspace. The HA then needs
to register with all the Local Authorities that are necessary for its range of flight
trajectories. The principle is then similar to the one of the centralized approach and
is depicted in Fig. 4.3.
Lo cal area 1 Lo cal area 2
:HA 1 :Local  Auth ority 2 :Local  Auth ority1 :AR 2 :AR 3 :AR
opt HA deregistration
Cov era ge 
computation
Cov era ge 
computation











Fig. 4.3: A semi-distributed approach to Access Router registration
The distributed approach may be based on multicast. Each HA and each AR
join one ore more multicast groups into which the AR send periodic updates with
the necessary network and geographical information, as depicted in Fig. 4.4. Based
on these updates the HA then builds is own DCM.
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:HA 1 :AR 2 :AR 3 :ARMu lticast gro up
Cov era ge 
computation
Cov era ge 
computation












Fig. 4.4: A distributed approach to Access Router registration
4.2 Protocol operation
As the ARs that the MN would connect to along its trajectory are known in advance,
HA with an extended functionality negotiates, on behalf of the MN, a CoA with
each of the AR before the aircraft takes off. Then it establishes a mobile binding
for each of the CoAs and stores them together with a unique identifier of each
binding. The CoAs would be stored in the aircraft together with an identifier of the
respective access network (air-ground datalink) and the binding identifier. Once the
MN (aircraft) detects a new network of a known identifier and the handover trigger
signalizes an anticipated handover, the MN simply activates the pre-negotiated CoA
for the respective access network and notifies its HA about this situation by sending
a BU message containing the binding identifier, instead of the entire CoA.
The operation described above can be divided into several phases - the pre-flight
phase, in-flight phase and post-flight phase. In a situation when the aircraft needs
to divert from the original trajectory (e.g. in case of a sever thunderstorm ahead of
the aircraft), there is an additional phase of operation - flight-diversion phase.
4.2.1 Pre-flight phase
The pre-flight phase would typically be triggered once the pilot initiates the flight,
i.e. he preforms a certain set of pre-flight operations resulting in the aircraft being
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ready to take off. The message sequence chart of the pre-flight phase is depicted
in Fig. 4.5 Once the pre-flight phase is triggered, the MN sends the intended flight
trajectory to the HA. The flight trajectory contains the flight plan waypoints and
routes. Based on these information and the datalink network coverage map the HA
selects the appropriate ARs along the specified trajectory. The HA then contacts
each of the ARs with a Care-of Address Request (CoAreq) message to request a
CoA for the MN. Once all the ARs have replied with a Care-of Address Reply
(CoArep) message carrying the new CoA, the HA establishes mobile bindings. It
populates a set of bindings for the MN that for each CoA contains also the respective
access network identifier and the mobile binding identifier and sends it in a Bindings
message to the MN.
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Fig. 4.5: AFMIPv6 operation - pre-flight phase
4.2.2 In-flight phase
During the flight, the upcoming handover is detected and signalized by L2 like
in the original FMIPv6. The only difference is that the handover trigger signal
needs to carry the network identifier so that the MN can look up the appropriate
binding entry. If the appropriate binding is found, the operation follows with the
FBU message as in FMIPv6, followed by the HI and HAck messages between the
PAR and NAR for the tunnel establishment and FBAck message confirming the
tunnel establishment to the MN. Since RtSolPr and PrRtAdv messages are not
used as in FMIPv6, the probability that the signaling message exchange is finished
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in the predictive mode increases. Then, once the L2 handover is finished, the MN
notifies NAR of its presence by an UNA message based on which the NAR starts
forwarding the buffered packets (tunneled from PAR) to the MN. Subsequently, the
MN sends a novel BU, an Aeronautical Binding Update (ABU), message to the HA.
This ABU contains a binding identifier, instead of the whole new CoA carried by
the regular BU, making the ABU a lot smaller than BU (see Section 4.3). After
the HA receives the ABU, based on the binding identifier it activates the mobile
binding that had been predefined before the aircraft took off. Then it acknowledges
the binding activation with a regular BU message, which completes the AFMIPv6
handover procedure. The message sequence chart of the in-flight phase of AFMIPv6
is depicted in Fig. 4.6.
In case the aircraft attaches to a network unexpected by the AFMIPv6 mecha-
nism and/or the appropriate binding is not found for the network identifier, regular
FMIPv6 handover, including RtSolPr and PrRtAdv messages, takes place. This may
occur for instance when the aircraft diverts from the original path and the backup
AFMIPv6 mechanism (see Section 4.2.4 ) is not, or cannot be, triggered.
l ike  FMIPv6












Fig. 4.6: AFMIPv6 operation - in-flight phase
4.2.3 Post-flight phase
The post-flight phase is typically triggered once the aircraft arrives to the gate
at the destination airport. The MN (the aircraft) sends a Bindings Cancel (BC)
message to its HA to notify it that the pre-configured bindings are no longer needed
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and should be deleted. The MN specifies a unique ID of the binding list in the
BC message. The HA acknowledges the binding list deletion by a Bindings Cancel
Acknowledgment (BCAck) message. The message sequence chart of the post-flight





Fig. 4.7: AFMIPv6 operation - post-flight phase
4.2.4 Flight-diversion phase
If the aircraft needs to divert from the primary or secondary fight plan (for which
it had the mobile bindings predefined) due to unexpected conditions (for instance a
severe weather phenomena), it needs to notify its HA to negotiate binding along the
new route. The MN sends a trajectory update (TrajectoryUpd) message containing
a list of new waypoints that the aircraft expects to fly along. The HA then performs
actions similar to pre-flight oprations - it identifies the ARs along the updated
trajectory and contacts each of the with a CoAreq message to request a CoA for the
MN. Once the HA has all the CoAs ready, it populates an update of the binding list
related to the specific aircraft and send this update in a BindingsUpd message to
the aircraft. The message sequence chart of the flight-diversion phase of AFMIPv6
is depicted in Fig. 4.8.
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Fig. 4.8: AFMIPv6 operation - flight-diversion phase
4.3 Message formats
The novel AFMIPv6 handover strategy introduces several new signalling messages
that are essential for the correct operation. Since the handover strategy is based on
FMIPv6, it also makes use of some of the existing messages. Some of the FMIPv6
messages are used in their original format, some are slightly amended. In the figures
(message structures) the AFMIPv6 specific fields are highlighted in yellow with red
boarders.
Trajectory The Trajectory message structure is depicted in Fig. 4.9. Similarly to
an BU message it consists of an IPv6 header with an IPv6 extension header and HoA
option, ESP header and a mobility header with a Source LLA option. The Link-
Layer Address in the Source LLA option is used by the AR to construct the NCoA
on behalf of the MN. Newly it contains a Mobility Header option of type 17 meaning
that the message is a Trajectory message. The Trajectory header contains an U-flag
(Update) saying if the message is an initial Trajectory message in a pre-flight phase
(flag is not set) or and update (flag is set) due to flight diversion (flight-diversion
phase). The header then contains unique 16-bit flight identifier. The remaining
space in the header is reserved for a future use.
The Trajectory header is then followed by an Aerodomes option specifying the
departure and destination aerodomes (airports) and Route option containing way-
points and airways specifying the trajectory that the aircraft is expected to fly
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along. The aerodomes of departure and destination is a UTF-8 encoded ICAO1 air-
port code. Waypoint is a named set of coordinates that identify a point in physical
space and is encoded into 4 octets. Airway is a designated named route in the air
between two waypoints and similarly to waypoints is encoded in 4 octets. Depending
on if the number of airways is odd or even, padding needs to be inserted (for the
odd case).
1International Civil Aviation Organization (ICAO) is is a United Nations specialized agency
which codifies the principles and techniques of international air navigation and fosters the planning
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Fig. 4.9: AFMIPv6 Trajectory message structure
Bindings The Bindings message carrying the predefined mobile bindings from the
HA to MN contains header options based on PrRtAdv message of the FMIPv6 and
its structure is depicted ion Fig. 4.10. The message consists of the IPv6 header
complemented by ESP header. The Mobility header is of type 19 and is followed by
the new Bindings header. Similarly to the Trajectory header, it contains a U-flag
which, if not set, says that the message is an initial Bindings message in a pre-flight
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phase or an update due to flight diversion otherwise. Further, it countains an 8-bit
Count field, that specifies how many entries there are in the following binding list.
A 16-bit field containing the Binding Lst identifier follows. The remaining space of
the Bindings header are kept reserved for future enhancements.
Then, an entry for the first AR follows. First, the Access Network Identification
option specifies a 5-octet Network identifier by which the MN recognizes the par-
ticular access network when detected. Second, the Access Point (or any othe link
layer first-hop node) Link Layer Address is specified. Further, PrRtAdv-like options
follow - NAR LLA option, NAR IP address option, NAR prefix option and finally
the NCoA. This sequence of options then repeats for each of the Access Network
along the aircraft trajectory.
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Fig. 4.10: AFMIPv6 Bindings message structure
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TrajectoryUpd The Trajectory Update message is similar to the Trajectory mes-
sage and its structure is depicted in Fig. 4.11. The Mobility Header option is of type
18. In the TrajectoryUpd header, the U-flag (update) needs to be set. The header
then contains a 16-bit binding list identifier (List ID) which needs to correspond
to the one sent ind the Bindings message. The header also contains a 16-bit flight
identifier which needs to be the same as in the Trajectory message. Aerodomes
of Departure corresponds to the one in the original Trajectory message, but the
Aerodome of Destination may differ in case the flight gets redirected to a different
destination airport. The Route option the contains expected waypoints and airways
of the new diverted trajectory.
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Fig. 4.11: AFMIPv6 TrajectoryUpd message structure
BindingsUpd The BindingsUpd message structure does not differ from the Bind-
ings message (Fig. 4.10). The only difference is that the U-flag is set and Bindings
List ID needs to correspond to the one sent in the original Bindings message that
was used in the pre-flight phase.
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CoAreq The Care-of Address Request message used by HA to request a CoA on
behalf of the MN is based on an HI message of FMIPv6 and is depicted in Fig. 4.12.
Besides the IPv6 header it contains a Mobility header of type 20. It is followed by a
CoAreq header which is very simple. It consists of two octets, where the first bit is
an R-flag (Request) which when set says that the CoAreq message carries an CoA
(in the Suggested CoA option) being offered to the AR (e.g. it has been assigned
in this network to the aircraft before). The rest of the header is reserved for future
use. If the R-flag is not set, the new CoA is requested from the AR. For that reason
an LLA option carrying the MN’s link layer address is included. The LLA option is
included even in case the CoA is offered since an address collision might occur and
the AR needs to configure a new one. If Suggested CoA option is not included, 4
octets of padding needs to be present for processing reasons.
Padding
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Fig. 4.12: AFMIPv6 CoAreq message structure
CoArep The Care-of Address Reply message is based on the HAck message of
FMIPv6 and is depicted in Fig. 4.13. It contains a Mobility header of type 21 and a
CoArep header. The CoArep header consists of 2 octets where the first bit is an O-
flag (Offer) which when set says that the message carries the offered CoA. The rest
of the header is reserved for future use. If the O-flag is not set, the message confirms
that the suggested CoA in CoAreq was accepted and the Suggested CoA option is
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omitted. In such a case, padding needs to be inserted. Otherwise, Suggested CoA
option carries the configured CoA.
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Fig. 4.13: AFMIPv6 CoArep message structure
ABU The Aeronautical Binding Update message differs from the regular Binding
Update by absence of the Home Adderss option and Alternate CoA option. Instead,
it contains just the Binding ID option, carrying an 8-octet uniquie binding identifier
by which the MN refers to a predefined binding. The Mobility header is of type 22
and the BU header contains an extra F-flag (Flight) which when set informs the HA
that the binding update is the Aeronautical Binding Update. The message structure
is depicted in Fig. 4.14
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Fig. 4.14: AFMIPv6 ABU message structure
BAck Binding Acknowledgment is not different from the regular BAck. The mes-
sage structure is depicted in Fig. 4.15.
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Fig. 4.15: AFMIPv6 BAck message structure
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BC Bindings Cancel is a simple message containing a Mobility header of type 23
carrying the Binding Cancel header. The Binding Cancel header consists of the
2-octet Binding List identifier and a 8-bit reason of cancellation. The reason would
typically be of value 10 meaning Arrival, or 20 meaning Renegotiation. In case
of Renegotiation the Trajectory message would follow. The message structure is
depicted in Fig. 4.16.
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Fig. 4.16: AFMIPv6 BC message structure
BCAck Bindings Cancel Acknowledgment message is depicted in Fig. 4.17 and
is rather similar to the BC. The Mobility header is of type 24 and is followed by
the Binding Cancel header that carries the 2-octet Binding List identifier and a
8-bit Status. The status of value 10 stands for Accepted, value 20 stands for Not-
accepted. State Not-accepted might occur when Renegotiation was requested in the
BC message but has been declined by the HA.
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Fig. 4.17: AFMIPv6 BCAck message structure
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5 AFMIPV6 PERFORMANCE EVALUATION
The proposed Aeronautical Fast Mobile IPv6 handover strategy has been designed
to reduce the cost associated with the handover procedure and limit the handover
latency. In this chapter these aspects are examined and compared with the legacy
handover strategies presented in chapter 1.2. The following sections first show ap-
plication of the proposed analytical framework for handover strategy comparison
presented in Section 1.3 to the novel AFMIPv6 handover strategy and subsequently
present the performance comparison with FMIPv6 on which the AFMIPv6 is based.
5.1 Analytical framework application
Equations derived in Section 1.3 are here applied to the AFMIPv6 message exchange
pattern resulting in expressions suitable for enumeration and subsequent handover
performance analysis.
5.1.1 Handover latency
Considering the message sequence chart depicted in Fig. 4.6, the AFMIPv6 handover
delay can be, based on the framework presented in Section 1.3, expressed as:
𝐷𝐴𝐹𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝜔 · 𝑡𝑅𝑅 + 𝑡𝑈𝑁𝐴𝑀𝑁,𝑁𝐴𝑅 + 𝑡𝐴𝐵𝑈𝑀𝑁,𝐻𝐴 + 𝜔 · 𝑡𝐵𝑈𝑀𝑁,𝐶𝑁+
+(𝑡𝑀𝑁,𝐻𝐴 + 𝜔 · 𝑡𝑀𝑁,𝐶𝑁)𝐵𝐴𝑐𝑘 .
(5.1)
After applying Eq. 1.15 to the previous expression and a short rearrangement,
the AFMIPv6 handover latency can be expressed as:
𝐷𝐴𝐹𝑀𝐼𝑃𝑣6 = 𝑡𝐿2 + 𝜔 · 𝑡𝑅𝑅 + 𝑈𝑁𝐴+𝐴𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴 + (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 ) · 𝜔
𝐵𝑊𝑤𝑙
+
+(𝑑𝑀𝑁,𝑁𝐴𝑅 − 1) · 𝑈𝑁𝐴+ (𝑑𝑀𝑁,𝐻𝐴 − 1) · (𝐴𝐵𝑈𝐻𝐴 +𝐵𝐴𝑐𝑘𝐻𝐴)
𝐵𝑊𝑤
+
+𝜔 · (𝑑𝑀𝑁,𝐶𝑁 − 1) · (𝐵𝑈𝐶𝑁 +𝐵𝐴𝑐𝑘𝐶𝑁 )
𝐵𝑊𝑤
+
+(𝑑𝑀𝑁,𝑁𝐴𝑅 + 2𝑑𝑀𝑁,𝐻𝐴 + 2𝜔 · 𝑑𝑀𝑁,𝐶𝑁 − 2𝜔 − 3) · (𝐿𝑤 +𝐷𝑅) + 𝐿𝑤𝑙 · (3 + 2𝜔) ,
(5.2)
At first sight the expression is identical to the one of FMIPv6 ( 3.9). That is
right, however, the difference lies in the ABU message transferred between the MN
and HA which carries different information than the BU in FMIPv6 (see Fig. 4.14)
and therefore is of a different size.
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5.1.2 Handover cost
Since the AFMIPv6 protocol operates in four different phases, the total cost related
to this handover strategy needs to be computed for each of the phase, although, only
the in-flight phase is directly related to the actual handover and therefore relevant
for the comparison.
In-flight phase
The handover cost associated with the in-flight phase is composed of the signalling
cost and packet delivery cost, as stated in Eq. 1.10. Similarly to FMIPv6 signalling
cost given by Eq. 3.29 on page 44, the signalling cost of AFMIPv6 in the in-flight
phase is expressed as:
𝐶𝐴𝐹𝑀𝐼𝑃𝑣6 = 𝑃𝑆𝐻𝐴𝐹𝑀𝑃𝐼𝑣6𝑆 + (1− 𝑃𝑆) ·𝐻𝐹𝑀𝐼𝑃𝑣6𝐹 + 𝐶𝐴𝐵𝑈 , (5.3)
where 𝐶𝐴𝐵𝑈 can be computed by Eq. 3.19 on page 42 while altering 𝐵𝑈𝑀𝑁,𝐻𝐴
with 𝐴𝐵𝑈𝑀𝑁,𝐻𝐴. 𝐻𝐴𝐹𝑀𝑃𝐼𝑣6𝑆 and 𝐻𝐴𝐹𝑀𝑃𝐼𝑣6𝐹 denote the signalling cost related to
successful and unsuccessful handover prediction, respectively, and are expressed as
follows:
𝐻𝐹𝑀𝐼𝑃𝑣6𝑆 = (𝐹𝐵𝑈 + 𝐹𝐵𝑎𝑐𝑘) · 𝐶𝑀𝑁,𝑃𝐴𝑅+
+ (𝐻𝐼 +𝐻𝐴𝑐𝑘 + 𝐹𝐵𝐴𝑐𝑘) · 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 𝑈𝑁𝐴 · 𝐶𝑀𝑁,𝑁𝐴𝑅 + 4𝑃𝐶𝐴𝑅,
(5.4)
𝐻𝐹𝑀𝐼𝑃𝑣6𝐹 = 𝐹𝐵𝑈 · 𝐶𝑀𝑁,𝑃𝐴𝑅 + (𝐻𝐼 +𝐻𝐴𝑐𝑘) · 𝐶𝑃𝐴𝑅,𝑁𝐴𝑅 + 2𝑃𝐶𝐴𝑅. (5.5)
The packet delivery cost is computed according to Eq. 3.21 on page 43. The
packet forwarding cost 𝐶𝑓𝑤 of AFMIPv6 is given by:





where 𝐷𝐴𝐹𝑀𝐼𝑃𝑣6 is the AFMIPv6 handover latency expressed by Eq. 5.2. 𝐶𝐴𝐹𝑀𝐼𝑃𝑣6𝑅𝑂




The cost related to pre-flight phase is not directly related to the handover procedure,
but takes an essential part in the AFMIPv6 handover strategy and therefor needs
to be examined. The pre-flight phase signalling cost is expressed as follows:
𝐶𝐴𝑀𝐼𝑃𝑣6𝑝𝑟𝑒−𝑓𝑙𝑖𝑔ℎ𝑡 = (𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 +𝐵𝑖𝑛𝑑𝑖𝑛𝑔𝑠) · 𝐶𝑀𝑁,𝐻𝐴+
+𝑁 · [(𝐶𝑜𝐴𝑟𝑒𝑞 + 𝐶𝑜𝐴𝑟𝑒𝑝) · 𝐶𝐻𝐴,𝐴𝑅𝑁 + 𝑃𝐶𝐴𝑅] + 3𝑃𝐶𝐻𝐴,
(5.7)
where 𝐶𝐻𝐴,𝐴𝑅𝑁 is an average transmission cost between HA and all involved ARs








Since the signalling messages utilized during the flight-diversion phase are the same
as for the pre-flight phase, the signalling cost associated to the flight-diversion phase
is computed likewise the pre-flight signalling cost expressed by Eq. 5.7. The only dif-
ference is in the number of involved ARs and the average transmission cost 𝐶𝐻𝐴,𝐴𝑅𝑁
to each of them.
Post-flight phase
The signalling cost associated to the post-flight phase of the AFMIPv6 handover
strategy is expressed as:
𝐶𝐴𝐹𝑀𝐼𝑃𝑣6𝑝𝑜𝑠𝑡−𝑓𝑙𝑖𝑔ℎ𝑡 = (𝐵𝐶 +𝐵𝐶𝐴𝑐𝑘) · 𝐶𝑀𝑁,𝐻𝐴 + 𝑃𝐶𝐻𝐴, (5.9)
where the value of 𝐶𝑀𝑁,𝐻𝐴 is obviously different then in Eq. 5.7 since the MN is
located at a different point of attachment.
5.1.3 Size of signalling messages
The signalling messages used in AFMIPv6 handover procedures are presented in
Section 4.3. For the sake of completeness, this section summarizes the respective
message sizes that have been used during the performance enumeration and compar-
ison described in the next section. The message sizes expressed in Bytes wrapped
in Tab. 5.1.
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Tab. 5.1: AFMIPv6 signalling messages
Message Size [B]
𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 144 + 8 · 𝑝+mod(𝑝, 2) · 8a
𝐵𝑖𝑛𝑑𝑖𝑛𝑔𝑠 80 + 104 · 𝑞b
𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦𝑈𝑝 144 + 8 · 𝑟 +mod(𝑟, 2) · 8c







a Parameter 𝑝 represents number of airways in the aircraft trajectory.
b Parameter 𝑞 represents number of access networks along the trajectory (anticipated number
of handovers).
c Parameter 𝑟 represents number of airways between the current position and destination
airport.
d Parameter 𝑠 represents number of access networks along the redirected trajectory (anticipated
number of handovers).
5.2 Performance enumeration and comparison
The novel AFMIPv6 handover strategy performance is here compared just with the
FMIPv6 since it has been used as a baseline for AFMIPv6. Also, FMIPv6 showed the
best performance results out of all the analyzed handover strategies and therefore
comparison AFMIPv6 with FMIPv6 is considered sufficient. The comparison is
performed in the aeronautical environment as in Section 4. Rather than showing
the actual values of the handover delay and cost it makes more sense to present
the improvement gained by the AFMIPv6 handover strategy. In the handover cost
comparison, the in-flight phase related cost is taken into account.
Fig. 5.1 shows the handover latency improvement in dependence on the wireless
link bandwidth with the Route Optimization disabled. For narrow-band links the
improvement reaches up to 10 %. As the wireless link bandwidth increases the
improvement gained by AFMIPv6 drops. For links with bandwidth higher than 100
kbps the improvement becomes negligible. Fig. 5.1 also shows that enabling Route
Optimization rapidly decreases the handover delay improvement of AFMIPv6.
Fig. 5.2 shows the handover cost improvement scaled across the wireless link
bandwidth. Unlike the handover latency improvement, the handover cost improve-
ment increases as the link bandwidth grows. With RO disabled, for low latency
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link the AFMIPv6 handover strategy brings improvement around 12 % which the
grows up to around 14 % for the broadband links. Enabling the RO feature drops
the handover cost improvement down to around 6 % for narrow band links and to
around 9 % for broad band links.



























Fig. 5.1: Handover latency im-
provement scaled over wireless link
bandwidth































Fig. 5.2: Handover cost improve-
ment scaled over wireless link band-
width
As far as the improvement dependence on the wireless link latency is concerned,
Fig. 5.3 shows that for low latency links the improvement with RO disabled reaches
up to 10 %. For high latency links, the improvement is not so significant and reaches
only up to around 2 %. When RO is enabled, the improvement for low latency links
reaches just up to around 4 %. With increasing link latency the improvement then
drops down below 1 %.
Fig. 5.4 then shows what improvement is gained by AFMIPv6 in terms of han-
dover cost when scaled over wireless link latency. Having the RO feature disabled,
the improvement reaches over 20 % on low latency links and around 5 % for high
latency links. By enabling RO the improvement on low latency links drops down to
around 15 % and around 4 % on high latency links.
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Fig. 5.3: Handover delay improve-
ment scaled over link latency


























Fig. 5.4: Handover cost improve-
ment scaled over link latency
The surface charts in the following figures show the handover delay and cost
improvement as a result of number of aircraft in an LDACS1 network cell of a
bandwidth scaled over a range of values.
Fig. 5.5 shows the handover delay improvement. We can see that the maximum
improvement is gained by the AFMIPv6 for low bandwidth accompanied with large
number of aircraft. Moreover, we can see that the handover delay improvement
drops significantly as the number of aircraft in a network cell decreases. The drop is
not so significant with the cell bandwidth increase. Here we can partially conclude,
that in terms of the handover delay, the AFMIPv6 handover strategy brings more
benefits in network cells crowded with aircraft. The improvement for network cells











































Fig. 5.5: Handover delay improvement scaled over number of aircraft in a LDACS-1
network cell and the cell bandwidth
The following Fig. 5.6 shows the handover cost improvement in an environment
identical to the previous chart. Opposite to the handover delay improvement, the
highest improvement of the handover cost is gained by the network cells that do
not host too many aircraft and reaches up to 14 %. As the number of aircraft
increases, the handover cost improvement drops - steeply for low-bandwidth cells
and moderately for high-bandwidth cells. As a partial conclusion we can state that










































Fig. 5.6: Handover cost improvement scaled over number of aircraft in a LDACS-1
network cell and the cell bandwidth
For the sake of completeness, the following charts depict the handover cost im-
provement scaled over the average data packet size 𝑆𝑑 (Fig. 5.7), number of cor-
respondent nodes 𝑁𝐶𝑁 (Fig. 5.8) and subnet residence time 𝑡𝑠𝑢𝑏 (Fig. 5.9). The
handover delay improvement is not examined here, since the mentioned parameters
do not have influence on the handover delay.




























Fig. 5.7: Handover cost improve-
ment scaled over average data
packet size




























Fig. 5.8: Handover cost improve-
ment scaled over number of corre-
spondent nodes
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Fig. 5.9: Handover cost improvement scaled over subnet residence time
Summary
Based on the result presented above we can summarize, that the Aeronautical Fast
Mobile IPv6 brings significant improvement both in terms of handover latency and
handover cost. The handover latency improvement is the most significant for low
bandwidth links with low latency. The handover cost improvement is the biggest
in the higher bandwidth datalinks with low latency. Although these results might
seem contradicting, the actual implementation would take an advantage of both.
On the low bandwidth links the AFMIPv6 would bring saving in terms of handover
latency while on the higher bandwidth links the saving would be in terms of cost
- one continuously overtaking the other. This conclusion goes also hand in hand
with the results showing, that in the low-density network cells the main benefit of
the AFMIPv6 is the handover delay improvement while in the high-density network
cells it is the handover cost improvement.
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6 CONCLUSION
The analysis of the Mobile IPv6 handover performance conducted within this thesis
showed how important the selection of the right handover strategy mechanism is to
achieve maximum service availability during the flight of an aircraft. Although the
existing Mobile IPv6 handover strategies perform well in the conventional ground
networks (they reach low handover delays that are acceptable even for real-time
services, like Voice over IP (VoIP)), in aeronautical data link environment these
handover strategies cause unacceptable service interruption and introduce high han-
dover associated cost. This yields to a need of new and improved handover strategy
that would take into account the specifics of aeronautical environment.
Thanks to the presented analytical handover evaluation framework it was pos-
sible to quantify the handover performance in terms of handover latency and cost.
Moreover, a performance comparison of the existing handover strategies has been
performed. Four of the existing Mobile IPv6 handover strategies have been taken -
basic MIPv6, FMIPv6, HMIPv6 and F-HMIPv6 - and their performance has been
analyzed first in a WiFi network and then in an aeronautical LDACS1 data link
network. The results of the WiFi comparison showed that the best performance
from the handover latency point of view is reached by the fast handover strategies
(FMIPv6 and F-HMIPv6). The handover latency reaches values from 100 to 150
ms. The non-fast handover strategies reach values around 300 ms. Similar results
may be observed also for the handover cost comparison - the cost of the non-fast
handover strategies reaches approximately a double of the cost of the fast handover
strategies. The absolute numbers of the cost are irrelevant since they are dimen-
sionless and serve only for relative comparison among various handover strategies.
More details of the comparison are presented in Section 3.3.1.
The examination of handover performance in the aeronautical data link LDACS1
showed that while the handover latency of the basic MIPv6 handover strategy
reaches above 4 seconds, the hierarchical strategies during local (intra-MAP) han-
dover reduce the handover latency down to 2 or 1 second for the HMIPv6 or F-
HMIPv6 respectively. However, during global (inter-MAP) handover, the latency
rises above the one of the basic MIPv6 up to 4 or 5 seconds for the F-HMIPv6
or HMIPv6 respectively. The handover latency in LDACS1 network for FMIPv6
handover strategy reaches to around 3 seconds, which provides a significant im-
provement compared to the basic MIPv6 handover in networks, where hierarchical
approach would not bring desired benefits (or the hierarchy is not feasible). From
the cost point of view, the fast handovers are absolutely dominant, introducing 5 to
6 times less cost than the non-fast handovers. More detailed results are described
in Section 3.3.2.
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Based on the results of the performance analysis in the aeronautical data link
network the FMIPv6 handover strategy has been selected as the baseline handover
strategy for further improvements to fit the aeronautical environment even better -
to further reduce the handover delay and handover cost. Although the F-HMIPv6
shows better results than FMIPv6 in some cases, it cannot be assumed that hierar-
chical approach would be feasible to implement in such a scattered environment as
the aeronautical network infrastructure is.
Although it was essential to analyze the performance of the existing Mobile IPv6
handover strategies, the ultimate goal of this thesis was to define a handover strat-
egy, that would better fit the needs of the aeronautical data communication. The
proposed handover strategy should address the greatest problem of the existing han-
dover strategies when implemented in the data link networks - it should reduce the
handover latency and handover cost. The main idea driving the design of the novel
handover strategy is the fact, that the aircraft knows in advance what trajectory it
is going to fly along and therefor it can predict the points of attachment along its
trajectory. Thanks to that, it may negotiate its future CoAs with anticipated access
routers while still connected through broadband link at the origin airport. It also
establishes mobile bindings to its home address. Then, when handover occurs during
the flight, the aircraft simply activates the pre-negotiated binding for the particular
access network. By this elimination of CoA negotiation at the event of handover,
the AFMIPv6 handover strategy reduces handover latency as well as associated cost.
Since a diversion may occur during any phase of the flight to a trajectory, where
the aircraft has no per-negotiated bindings, the AFMIPv6 handover strategy will
fall back to its original FMIPv6 core and establish a mobile binding in a standard
FMIPv6 way.
Performance analysis of the novel AFMIPv6 handover strategy has been con-
ducted (Section 5.2) followed by a comparison to the original FMIPv6 handover
strategy. The comparison has been performed for various data link parameters
scaled over a range of values. As a conclusion of the comparison it can be stated,
that the handover latency improvement is the most significant for low bandwidth
data links with low latency and reaches up to 10 % compared to the original FMIPv6.
The handover cost improvement, on the other hand, is the biggest for the higher
bandwidth data links with low latency and reaches up to 23 % when compared to
FMIPv6. This shows, that the proposed AFMIPv6 handover strategy fulfills the
three main requirements to reduce handover latency, reduce handover cost and not
to increase the network complexity by introducing additional intermediary nodes.
Considering, that the usual size of an airline fleet scales from tens up to several
hundreds of aircraft, saving up to 10 % on the handover latency and up to 23 % on
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A SIGNALING MESSAGES STRUCTURE OF
MOBILE IPV6 HANDOVER STRATEGIES
A.1 Basic MIPv6
Link-Layer Address
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label


















Type (=133)ICMPv6 header Code Checksum
Reserved
Type (=1) Length (=1)
Source LLA
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Fig. A.1: Router Solicitation message structure
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Fig. A.2: Router Advertisement message structure
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Link-Layer Address
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Fig. A.3: Network Solicitation message structure
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Fig. A.4: Binding Update message to HA structure
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Fig. A.5: Binding Acknowledgment message from HA structure
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label

































Padding Padding Length Next Header
ESP Header
Authentication data
Fig. A.6: Home Test Init message from MN to HA structure
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Fig. A.7: Care-of Test Init message structure
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Fig. A.8: Home Test message from HA to MN structure
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Fig. A.9: Home Test message from CN to MN structure
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Fig. A.10: Care-of Test message structure
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Fig. A.11: Binding Update message to CN structure
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
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Fig. A.12: Binding Acknowledgment message from CN structure
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A.2 FMIPv6 extensions
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Fig. A.13: Router Solicitation for Proxy message structure
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Fig. A.14: Proxy Router Advertisement message structure
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00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
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Fig. A.15: Fast Binding Update message structure
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label
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Fig. A.16: Fast Binding Update Acknowledgment message structure
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00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label
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Fig. A.17: Handover Acknowledgment message structure
Link-Layer Address
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Fig. A.18: Unsolicited Neighbor Advertisement message structure
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A.3 HMIPv6 extensions
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label
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Fig. A.19: Local Binding Update message structure
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00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label
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Fig. A.20: Local Binding Update Acknowledgment message structure
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Link-Layer Address
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 23 24 25 26 27 28 29 30 3122
Version Traffic Class Flow Label
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MAP Option
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Global IP Address for MAP
MAP Option
38
Fig. A.21: Router Advertisement message structure in hierarchical environment
A.4 F-HMIPv6 extensions
F-HMIPv6 handover strategy does not introduce any additional messages to the
ones already presented.
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