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Abstract
A linear code with parameters of the form [n,k,n− k+ 1] is referred to as an MDS (maximum
distance separable) code. A linear code with parameters of the form [n,k,n− k] is said to be
almost MDS (i.e., almost maximum distance separable) or AMDS for short. A code is said to be
near maximum distance separable (in short, near MDS or NMDS) if both the code and its dual
are almost maximum distance separable. Near MDS codes correspond to interesting objects in
finite geometry and have nice applications in combinatorics and cryptography. In this paper, seven
infinite families of [2m+1,3,2m−2] near MDS codes over GF(2m) and seven infinite families of
[2m+2,3,2m−1] near MDS codes over GF(2m) are constructed with special oval polynomials for
odd m. In addition, nine infinite families of optimal [2m+3,3,2m] near MDS codes over GF(2m)
are constructed with oval polynomials in general.
Keywords: Linear code, near MDS code, o-polynomial, subfield code.
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1. Introduction
Before introducing the motivations and objectives of this paper, we need to recall arcs in the
projective plane PG(2,2m) and oval polynomials over GF(2m), and define near MDS codes.
1.1. Almost MDS codes and near MDS codes
A linear code with parameters of the form [n,k,n−k+1] is called an MDS (maximum distance
separable) code. A linear code with parameters of the form [n,k,n− k] is said to be almost max-
imum distance separable (almost MDS or AMDS for short). A code is said to be near maximum
distance separable (near MDS or NMDS for short) if both the code and its dual are almost maxi-
mum distance separable. By definition, an [n,k] linear code C over GF(q) is NMDS if and only if
d(C)+d(C⊥) = n, where d(C) and d(C⊥) denote the minimum distance of C and C⊥, respectively.
NMDS codes and n-tracks in finite geometry are closely related. The reader is referred to [1, 4, 5]
for further information of n-tracks in finite geometry and their connections with NMDS codes.
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The existence of NMDS codes is of course a concern. It is known that algebraic geometric
[n,k,n− k] NMDS codes over GF(q) for q= pm do exist for every n with
n≤
{
q+ ⌈2√q⌉ if p divides ⌈2√q⌉ and m is odd,
q+ ⌈2√q⌉+1 otherwise,
and arbitrary k ∈ {2,3, . . . ,n−2} [15].
The first near MDS code was the [11,6,5] ternary Golay code discovered in 1949 by Golay
[7], which has applications in group theory and combinatorics. Some recent progress in near MDS
codes were made in [3, 9, 13, 14].
1.2. Hyperovals, oval polynomials and [q+2,3,q]MDS codes over GF(q)
From now on let q = 2m for a positive integer m. It is known that the automorphism group of
the Desarguesian projective plane PG(2,q) is the projective general linear group PGL3(q). An arc
in the Desarguesian projective plane PG(2,q) is a set of at least three points in PG(2,q) such that
no three of them are collinear, i.e., no three of them are on the same line. For any arc A of the
Desarguesian projective plane PG(2,q), it is known that |A | ≤ q+2. A hyperoval H in PG(2,q)
is a set of q+ 2 points such that no three of them are collinear, i.e., an arc in PG(2,q) with q+ 2
points. It is known that any line in PG(2,q) intersects with a hyperoval in PG(2,q) in either zero or
two points. Hyperovals are maximal arcs, as they have the maximal number of points as arcs. Two
hyperovals are said to be equivalent if there is an automorphism of PG(2,q) that sends one to the
other.
The theorem below shows that all hyperovals in PG(2,q) can be constructed with a special type
of permutation polynomials of the finite field GF(q) [11, p. 504]. It was discovered by Segre.
Theorem 1. Let m≥ 2. Any hyperoval in the Desarguesian projective plane PG(2,q) can be written
in the following form
H ( f ) = {( f (c),c,1) : c ∈ GF(q)}∪{(1,0,0)}∪{(0,1,0)},
where f ∈ GF(q)[x] is a polynomial such that
1. f is a permutation polynomial of GF(q) with deg( f )< q and f (0) = 0, f (1) = 1; and
2. for each a ∈ GF(q), ga(x) := ( f (x+ a) + f (a))xq−2 is also a permutation polynomial of
GF(q).
Conversely, every such set H ( f ) is a hyperoval.
Any polynomial satisfying the two conditions of Theorem 1 is called an oval polynomial (in
short, an o-polynomial). For example, f (x) = x2 is an oval polynomial over GF(q) for all m ≥ 2.
Two oval polynomials are said to be equivalent if their hyperovals are equivalent.
Hyperovals in PG(2,q) and MDS codes over GF(q) with parameters [q+ 2,3,q] are equiva-
lent objects in the sense that they can be constructed from each other. Below we introduce their
equivalence.
Given a hyperovalH = {h1,h2, . . . ,hq+2} in PG(2,q), one constructs a linear code CH of length
q+2 over GF(q) with generator matrix [h1,h2, . . . ,hq+2], where each hi is a column vector of the
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vector space GF(q)3. It was shown in [2, Section 12.2] that CH is an MDS code over GF(q) with
parameters [q+2,3,q] and weight enumerator
1+
(q+2)(q2−1)
2
zq+
q(q−1)2
2
zq+2.
The dual of CH is clearly an MDS code over GF(q) with parameters [q+2,q−1,4].
Conversely, given an MDS code C over GF(q) with parameters [q+ 2,3,q], one constructs a
hyperoval in PG(2,q) as follows. Let [h1,h2, . . . ,hq+2] be a generator matrix of C. Let ai ∈GF(q)∗
such that h¯i = aihi is a point of PG(2,q). Then
H = {h¯1, h¯2, . . . , h¯q+2}
is a hyperoval in the Desarguesian projective plane PG(2,q).
1.3. Motivations and objectives of this paper
The discussion in Section 1.2 showed that the following are equivalent objects:
• Oval polynomials over GF(q).
• Hyperovals in PG(2,q).
• [q+2,3,q]MDS codes over GF(q).
Hence, every oval polynomial over GF(q) gives a [q+ 2,3,q] MDS codes over GF(q). A natural
question is whether oval polynomials over GF(q) can be used to construct near MDS codes. This
paper is mainly motivated by this question.
MDS codes are widely used in communication and data storage systems. However, the support
designs of MDS codes are complete and thus trivial [2]. Near MDS codes are not optimal with
respect to the Singleton bound, but may give nice t-designs [3, 13]. Hence, near MDS codes could
be more interesting than MDS codes in the theory of combinatorial designs. In fact, two 70-year
breakthroughs were recently made by near MDS codes in [3, 13]. This is the first motivation of this
paper. The second and third motivations of studying near MDS codes are their applications in the
design of block ciphers [10] and secret sharing [16].
In this paper, we construct seven infinite families of [2m+ 1,3,2m− 2] near MDS codes over
GF(2m) and seven infinite families of [2m+2,3,2m−1] near MDS codes over GF(2m) for odd m
with special oval polynomials. We also present nine infinite families of [2m+ 3,3,2m] near MDS
codes over GF(2m), which are distance-optimal. We will determine the parameters of the binary
subfield codes of some of these near NMDS codes.
2. Preliminaries
2.1. Some properties of NMDS codes
In this subsection, we introduce two basic results about NMDS codes that will be needed in this
paper later. We have the following weight distribution formulas for NMDS codes.
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Theorem 2 ([4]). Let C be an [n,k,n− k] near MDS code over the finite field GF(q). Then the
weight enumerators of the two codes C⊥ and C are given by
A⊥k+s =
(
n
k+ s
)
s−1
∑
j=0
(−1) j
(
k+ s
j
)
(qs− j−1)+(−1)s
(
n− k
s
)
A⊥k
for s ∈ {1,2, . . . ,n− k}; and
An−k+s =
(
n
k− s
)
s−1
∑
j=0
(−1) j
(
n− k+ s
j
)
(qs− j−1)+(−1)s
(
k
s
)
An−k
for s ∈ {1,2, . . . ,k}.
It was pointed out in [3] that two [n,k,n− k] NMDS codes over GF(q) could have different
weight distributions. This means that the weight distribution of an [n,k,n− k] NMDS code over
GF(q) depends on not only n, k and q, but also some other parameters of the code [3]. However, the
weight distribution of any [n,k,n− k+1] MDS code over GF(q) depends only on n,k and q. This
is a big difference between MDS codes and NMDS codes. The following theorem describes a nice
property of NMDS codes and will be needed in the sequel when we settle the weight distributions
of some families of near MDS codes.
Theorem 3 ([6]). Let C be an NMDS code. Then for every minimum weight codeword c in C,
there exists, up to a multiple, a unique minimum weight codeword c⊥ in C⊥ such that suppt(c)∩
suppt(c⊥) = /0, where suppt(c) = {1 ≤ i ≤ n : ci 6= 0} denotes the support of the codeword c =
(c1, . . . ,cn). In particular, C and C
⊥ have the same number of minimum weight codewords.
The theorem above shows that there is a natural correspondence between the minimum weight
codewords of an NMDS code C and those of its dual C⊥.
2.2. Oval polynomials and their properties
To construct near MDS codes over GF(q) in the sequel, we need specific oval polynomials over
GF(q) and have to introduce some of their properties. The following is a list of known infinite
families of oval polynomials in the literature.
Theorem 4. Let m≥ 2 be an integer. The following are oval polynomials of GF(q), where q= 2m.
• The translation polynomial f (x) = x2h , where gcd(h,m) = 1.
• The Segre polynomial f (x) = x6, where m is odd.
• The Glynn oval polynomial f (x) = x3×2(m+1)/2+4, where m is odd.
• The Glynn oval polynomial f (x) = x2(m+1)/2+2(m+1)/4 for m≡ 3 (mod 4).
• The Glynn oval polynomial f (x) = x2(m+1)/2+2(3m+1)/4 for m≡ 1 (mod 4).
• The Cherowitzo oval polynomial f (x) = x2e + x2e+2+ x3×2e+4, where e = (m+1)/2 and m
is odd.
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• The Payne oval polynomial f (x) = x 2
m−1+2
3 + x2
m−1
+ x
3×2m−1−2
3 , where m is odd.
• The Subiaco polynomial
fa(x) = ((a
2(x4+ x)+a2(1+a+a2)(x3+ x2))(x4+a2x2+1)2
m−2+ x2
m−1
,
where Trq/2(1/a) = 1 and a 6∈ GF(4) if m≡ 2 mod 4.
• The Adelaide oval polynomial
f (x) =
T (βm)(x+1)
T (β)
+
T ((βx+βq)m)
T (β)(x+T (β)x2
m−1
+1)m−1
+ x2
m−1
,
where m ≥ 4 is even, β ∈ GF(q2) \ {1} with βq+1 = 1, m ≡ ±(q− 1)/3 (mod q+ 1), and
T (x) = x+ xq.
The following property of oval polynomials will be needed later.
Theorem 5 ([12]). A polynomial f over GF(q) with f (0) = 0 is an oval polynomial if and only if
fu := f (x)+ux is 2-to-1 for every u ∈ GF(q)∗.
The next theorem gives another characterisation of oval polynomials, where the conditions are
called the slope condition, and will be needed later.
Theorem 6. f is an oval polynomial over GF(q) if and only if
1. f is a permutation of GF(q); and
2.
f (x)+ f (y)
x+ y
6= f (x)+ f (z)
x+ z
for all pairwise-distinct x,y,z in GF(q).
Theorem 7. Let m≥ 3 be odd and let f (x) be an oval polynomial over GF(q) with coefficients in
GF(2). Then f (x)+ x+1= 0 has no solution in GF(q).
Proof. By definition, 0 and 1 are not solutions of f (x)+x+1= 0. Suppose x ∈ GF(q)\{0,1} is a
solution of f (x)+x+1= 0. Then x2
h
is a solution of f (x)+x+1= 0 for each nonnegative integer
h, as the coefficients of f (x) are in GF(2) by assumption. In particular, x, x2 and x4 are solutions
of f (x)+ x+1= 0. By Theorem 5, the equation f (x)+ x+1= 0 has at most two solutions. Since
x 6∈ {0,1}, x2 6= x and x4 6= x2. It then follows that x4 = x. Consequently, x3 = 1. Since m is odd,
gcd(2m−1,3) = 1. It then follows from x3 = 1 that x= 1, which is contrary to the assumption that
x 6∈ {0,1}. This completes the proof.
Let m be even, and let α be a generator of GF(q)∗. It is easily seen that α(2
m−1)/3 is a solution
of x2+ x+1= 0. Hence, Theorem 7 is not true for even m.
Theorem 7 looks simple, but will play an important role in constructing near MDS codes in this
paper.
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3. Near MDS codes with parameters [q+3,3,q] from oval polynomials
Let f be a polynomial over GF(q) with f (0) = 0 and f (1) = 1. Let α be a generator of GF(q)∗.
Define
B f =

 f (0) f (α
0) f (α1) · · · f (αq−2) 1 0
0 α0 α1 · · · αq−2 0 1
1 1 1 · · · 1 0 0

 .
By definition, B f is a 3 by q+2 matrix over GF(q). Let E f denote the linear code over GF(q) with
generator matrix B f . As informed in Section 1.2, E f is an MDS code over GF(q) with parameters
[q+2,3,q] if f is an oval polynomial over GF(q). This is the classical construction of MDS codes
with oval polynomials. The task of this section is to prove the following theorem.
Theorem 8. Let m≥ 3, and let f be an oval polynomial over GF(q). Then the extended code E¯ f is
an NMDS code over GF(q) with parameters [q+3,3,q] and weight enumerator
1+
(q−1)(q+2)
2
zq+
(q−1)q(q+2)
2
zq+1+
(q−1)q
2
zq+2+
(q−2)(q−1)q
2
zq+3.
Proof. It is well known that ∑x∈GF(q) x= 0. Since f is a permutation on GF(q), we have
∑
x∈GF(q)
f (x) = 0.
Then by definition, the extended code E¯ f has generator matrix
B¯ f =

 f (0) f (α
0) f (α1) · · · f (αq−2) 1 0 1
0 α0 α1 · · · αq−2 0 1 1
1 1 1 · · · 1 0 0 0

 .
Since E f is a [q+ 2,3,q] MDS code, the dual code E
⊥
f is a [q+ 2,q− 1,4] MDS code over
GF(q). Therefore, any three columns of B f are linearly independent over GF(q). By definition, E¯ f
has length q+3 and dimension 3. We need to determine the minimum distance d(E¯ f ). To do this,
we first settle the parameters of the dual code E¯⊥f .
The dual code E¯⊥f has length q+ 3 and dimension q, as E¯ f has dimension 3 and length q+ 3.
Note that the last three columns of B¯ f are linearly dependent over GF(q). This means that E¯
⊥
f has
codewords of Hamming weight 3. Thus, the minimum distance d(E¯⊥f ) ≤ 3. Note that no column
of B¯ f is the zero vector. We deduce that d(E¯
⊥
f ) > 1. Since E
⊥
f has minimum distance 4, any two
columns of B f are linearly independent over GF(q). To prove that d(E¯
⊥
f ) > 2, it suffices to show
that the last column of B¯ f , i.e., the vector (110)
T , is linearly independent of any other column of
B¯ f , which is obvious. Consequently, we have d(E¯
⊥
f ) = 3. Hence, E¯
⊥
f is an almost MDS code with
parameters [q+3,q,3].
Since E f is a [q+ 2,3,q] MDS code, by definition the minimum distance d(E¯ f ) ≥ q. By the
Singleton bound, d(E¯ f )≤ q+1. If d(E¯ f ) = q+1, then E¯ f would be a [q+3,3,q+1] MDS code,
and E¯⊥f would be an MDS code with parameters [q+ 3,q,4], which is contrary to the proved fact
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that E¯⊥f is an almost MDS code with parameters [q+3,q,3]. Thus, d(E¯ f ) = q and E¯ f is an almost
MDS code with parameters [q+3,3,q].
Finally, we settle the weight distribution of the code E¯ f . To this end, we first determine the
number of codewords of weight 3 in the dual code E¯⊥f . The discussions above showed that any
codeword of weight 3 in E¯⊥f must have a nonzero coordinate in the last position. Hence, we count
the number of codewords of weight 3 in E¯⊥f by considering the following four cases.
Case 1: Consider the following matrix equation

 f (x) f (y) 1x y 1
1 1 0



 ab
c

= 0,
where a,b,c∈GF(q)∗, x,y∈GF(q) and x 6= y. The matrix equation above is the same as the system
of equations: 

f (x)+ f (y)+ c/a= 0,
x+ y+ c/a= 0,
a= b,
which has the same number of solutions as the following system of equations
f (x+ c/a)+ f (x) = c/a, a= b. (1)
Since f is an oval polynomial, for any fixed x ∈ GF(q) the polynomial ( f (x+ z)+ f (x))zq−2 is a
permutation on GF(q). Hence, there is a unique z ∈ GF(q) such that ( f (x+ z)+ f (x))zq−2 = 1.
Hence, for each fixed x ∈ GF(q) there is a unique z ∈ GF(q) such that f (x+ z) + f (x) = z. It
then follows that the number of solutions (x,a,b,c) with x ∈ GF(q) and {a,b,c} ⊂ GF(q)∗ of
(1) is q(q− 1). Therefore, the total number of codewords of weight 3 whose first two nonzero
coordinates are among the first q positions and the last nonzero coordinate is in the last position is
equal to q(q−1)/2.
Case 2: Note that the matrix 
 f (x) 1 1x 0 1
1 0 0


has rank 3 for each x ∈ GF(q). We deduce that E¯⊥f does not have a codeword of weight 3 whose
first nonzero coordinate is among the first q positions and the remaining two are on the (q+1)-th
and (q+3)-th positions.
Case 3: Note that the matrix 
 f (x) 0 1x 1 1
1 0 0


has rank 3 for each x ∈ GF(q). We deduce that E¯⊥f does not have a codeword of weight 3 whose
first nonzero coordinate is among the first q positions and the remaining two are on the (q+2)-th
and (q+3)-th positions.
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Case 4: Note that the matrix 
 1 0 10 1 1
0 0 0


has rank 2. We deduce that E¯⊥f has q−1 codewords of weight 3 whose nonzero coordinates are in
the last three positions.
Summarising the conclusions in Cases 1–4, we know that the total number of codewords of
weight 3 in E¯⊥f is (q−1)(q+2)/2. By Theorem 3, the number of codewords of weight q in E¯ f is
(q−1)(q+2)/2. The desired weight enumerator of E¯ f then follows from Theorem 2.
Example 9. Let m = 3. Then the code E¯x6 over GF(2
3) has parameters [11,3,8] and weight enu-
merator 1+35z8+280z9+28z10+168z11.
Notice that the construction of NMDS codes in Theorem 8 works for every oval polynomial
over GF(q), and is thus general. With the known nine infinite families of oval polynomials docu-
mented in Theorem 4, nine infinite families of [q+3,3,q]NMDS codes over GF(q) are obtained via
Theorem 8. For any arc A of PG(2,q), it is well known that |A | ≤ q+2. Hence, there is no MDS
code over GF(q) with parameters [q+ 3,3,q+ 1], and these nine infinite families of [q+ 3,3,q]
NMDS codes over GF(q) are thus distance-optimal.
4. Near MDS codes with parameters [q+1,3,q−2] from oval polynomials
Let f be a polynomial over GF(q) with f (0) = 0 and f (1) = 1. Let α be a generator of GF(q)∗.
Define
G f =

 f (α
0) f (α1) · · · f (αq−2) 0 1
α0 α1 · · · αq−2 1 0
1 1 · · · 1 1 1

 . (2)
By definition, G f is a 3 by q+1 matrix over GF(q). Let C f denote the linear code over GF(q) with
generator matrix G f .
Theorem 10. Let m≥ 3 be odd and let f (x) be an oval polynomial over GF(q) with coefficients in
GF(2). Then C f is a [q+1,3,q−2] NMDS code over GF(q) with weight enumerator
A(z) = 1+(q−1)(q−2)zq−2+ (q−1)(q
2−5q+12)
2
zq−1+
(q−1)(4q−5)zq+ (q−1)(q
2−3q+4)
2
zq+1.
Proof. We first prove that the dimension dim(C f ) of C f is 3. Let g1, g2 and g3 denote the first,
second and third rows of G f , respectively. Assume that ag1+bg2+cg3 = 0 for three elements a,b
and c in GF(q), where at least one of the elements in {a,b,c} is nonzero. By the definition of the
last two columns of G f , any two rows of G f are linearly independent over GF(q). Consequently,
dim(C f )≥ 2 and abc 6= 0. It then follows from ag1+bg2+ cg3 = 0 that{
a= b= c 6= 0,
f (x)+ x+1= 0 for all x ∈ GF(q)∗. (3)
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We have then f (1)= 0, which is contrary to our assumption that f (1)= 1. Therefore, dim(C f ) = 3.
Notice that only the conditions that f (0) = 0 and f (1) = 1 guarantee that the dimension of the code
C f is 3.
We now prove that C⊥f has parameters [q+1,q−2,3].
Clearly dim(C⊥f ) = q+ 1− dim(C f ) = q− 2. Since no column of G f is the zero vector, the
minimum distance d(C⊥f ) ≥ 2. It is straightforward to prove that any two columns of G f are
linearly independent over GF(q). Hence, d(C⊥f ) > 2. We now prove that d(C
⊥
f ) = 3, and compute
the total number of codewords of weight 3 in C⊥f . We need to consider several cases below.
Case 1.1: Let x ∈ GF(q)∗. Consider the following matrix
M1,1 =

 f (x) 0 1x 1 0
1 1 1

 ,
which is a submatrix of the generator matrix G f . By Theorem 7, f (x)+x+1 6= 0. Therefore, M1,1
has rank 3. Consequently, C⊥f does not have a codeword of weight 3 whose last two coordinates
are nonzero.
Case 1.2: Let x,y,z be three pairwise distinct elements in GF(q)∗. Consider the following
matrix
M1,2,1 =

 f (x) f (y) f (z)x y z
1 1 1

 ,
which is a submatrix of the generator matrix G f . Note thatM1,2,1 has the same rank as the matrix
M1,2,2 =

 f (x)+ f (z) f (y)+ f (z) f (z)x+ z y+ z z
0 0 1

 .
We have
|M1,2,2|= ( f (x)+ f (z))(y+ z)+( f (y)+ f (z))(x+ z).
By Theorem 6, |M1,2,2| 6= 0. Therefore, M1,2,1 has rank 3. Consequently, C⊥f does not have a
codeword of weight 3 whose nonzero coordinates are in the first q−1 positions.
Case 1.3: Let x,y, be two distinct elements in GF(q)∗. Consider the following matrix
M1,3,1 =

 f (x) f (y) 1x y 0
1 1 1

 ,
which is a submatrix of the generator matrix G f . Note thatM1,3,1 has the same rank as the matrix
M1,3,2 =

 f (x)+1 f (y)+1 1x y 0
0 0 1

 .
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We have
|M1,3,2|= ( f (x)+1)y+( f (y)+1)x.
If one of x and y is 1, then |M1,3,2| 6= 0 as x 6= y. We now calculate the pairs of distinct x and y in
GF(q)\{0,1} such that |M1,3,2|= 0.
For each x ∈ GF(q) \ {0,1}, let a = ( f (x)+ 1)/x. Then a 6= 0. By Theorem 7, a 6= 1. By
Theorem 5, f (z)+az is 2-to-1. Thus, there is another unique element y ∈ GF(q)\{0,1} such that
f (y)+ay= 1= f (x)+ax.
Thus for this pair of distinct x and y, we have |M1,3,2|= 0. Hence, the total number of distinct pairs
x and y in GF(q)\{0,1} such that |M1,3,2|= 0 is equal to (q−2)/2. Consequently, in C⊥f the total
number of codewords of weight 3 whose two nonzero coordinates are in the first q− 1 positions
and the other nonzero coordinate is in the (q+1)-th positionn is equal to (q−2)(q−1)/2.
Case 1.4: Let x,y, be two distinct elements in GF(q)∗. Consider the following matrix
M1,4,1 =

 f (x) f (y) 0x y 1
1 1 1

 ,
which is a submatrix of the generator matrix G f . Note thatM1,4,1 has the same rank as the matrix
M1,4,2 =

 f (x) f (y) 0x+1 y+1 1
0 0 1

 .
We have
|M1,4,2|= f (x)(y+1)+ f (y)(x+1).
Choose any y ∈ GF(q) \ {0,1}. Define a = f (y)/(y+ 1). Then a 6= 0. By Theorem 7, a 6= 1.
Note that
f (y)+ay= a.
By Theorem 5, f (z)+az is 2-to-1. Hence, there is an element x ∈ GF(q)∗ such that x 6= y and
f (x)+ax= a.
For this pair (x,y),
|M1,4,2|= f (x)(y+1)+ f (y)(x+1) = 0.
Conversely, let x and y be two distinct elements in GF(q)∗ such that
|M1,4,2|= f (x)(y+1)+ f (y)(x+1) = 0.
Then
f (x)
x+1
=
f (y)
y+1
= a
for some a ∈ GF(q). Since x 6= y and f is bijective, a 6= 0. Thus, the total number of distinct x and
y in GF(q)∗ such that |M1,4,2| = 0 is equal to (q−2)/2. Consequently, in C⊥f the total number of
codewords of weight 3 whose two nonzero coordinates are in the first q−1 positions and the other
nonzero coordinate is in the q-th positionn is equal to (q−2)(q−1)/2.
Summarizing the discussions in Cases 1.1, 1.2, 1.3 and 1.4, we deduce that the total number of
codewords of weight 3 in C⊥f is (q−1)(q−2) and the minimum distance d(C⊥f ) = 3. Thus, C⊥f has
parameters [q+1,q−2,3] and is an almost MDS code.
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We then prove that the minimum distance d(C f ) = q−2.
On the contrary, suppose that d(C f )≤ q−3= q+1−4. Let c = ag1+bg2+cg3 be a minimum
weight codeword in C f . Then, at least four coordinates in c are zero. We now consider the following
two cases.
Case 2.1: Suppose that the last two coordinates in c are zero. Then there exist two distinct
elements x and y in GF(q) such that

a f (x)+bx+ c= 0,
a f (y)+by+ c= 0,
b+ c= 0,
a+ c= 0,
(4)
where a,b,c are the constants for defining the minimum weight codeword c = ag1+bg2+ cg3. It
follows from (4) that
f (x)+ x+1= 0 and f (y)+ y+1= 0.
This is contrary to Theorem 7.
Case 2.2: Suppose that at most one of the last two coordinates in c is zero. In this case, there
are three pairwise distinct elements x,y,z in GF(q)∗ such that
 f (x) x 1f (y) y 1
f (z) z 1



 ab
c

= 0. (5)
Clearly, the rank of the matrix
M1 =

 f (x) x 1f (y) y 1
f (z) z 1


is the same as the rank of the matrix
M2 =

 f (x)+ f (z) x+ z 0f (y)+ f (z) y+ z 0
f (z) z 1

 .
It follows from Theorem 6 that the determinant
|M2|= ( f (x)+ f (z))(y+ z)+( f (y)+ f (z))(x+ z) 6= 0.
Since M1 has full rank, a = b = c = 0 and c = 0. This is contrary to the fact that c is a minimum
weight codeword in C.
Summarizing the discussions in Cases 2.1 and 2.2 proved that d(C f )≥ q−2. By the Singleton
bound, d(C f ) ≤ q− 1. If d(C f ) = q− 1, then C f would be an MDS code with parameters [q+
1,3,q−1] and C⊥f would be an MDS code with parameters [q+1,q−2,4], which is contrary to the
proved fact that d(C⊥f ) = 3. We then arrived at the conclusion that d(C f ) = q−2. Consequently,
C f is an almost MDS code with parameters [q+1,3,q−2]. By definition, C f is an NMDS code.
It then follows from Theorem 3 that the total number Aq−2 of minimum weight codewords in
C f is equal to the total number of codewords of weight 3 in C
⊥
f , and is (q−1)(q−2). The desired
conclusion on the weight enumerator of C f then follows from Theorem 2. This completes the proof
of this theorem.
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Example 11. Let m = 3 and f (x) = x6. Then the code C f has parameters [9,3,6] and weight
enumerator
1+42z6+126z7+189z8+154z9.
With the first seven families of oval polynomials documented in Theorem 4, we have con-
structed seven infinite families of near MDS codes over GF(q) with parameters [q+1,3,q−2] via
Theorem 10. Note that this construction may not work for the Subiaco and Adelaide oval polyno-
mials in general.
5. Near MDS codes with parameters [q+2,3,q−1] from oval polynomials
Let f be a polynomial over GF(q) with f (0) = 0 and f (1) = 1. Let α be a generator of GF(q)∗.
Define
G¯ f =

 f (0) f (α
0) f (α1) · · · f (αq−2) 0 1
0 α0 α1 · · · αq−2 1 0
1 1 1 · · · 1 1 1

 . (6)
By definition, G¯ f is a 3 by q+2 matrix over GF(q). Let C¯ f denote the linear code over GF(q) with
generator matrix G¯ f .
Theorem 12. Let m≥ 3 be odd and let f (x) be an oval polynomial over GF(q) with coefficients in
GF(2). Then C¯ f is a [q+2,3,q−1] NMDS code over GF(q) with weight enumerator
A¯(z) = 1+(q−1)(q−2)zq−1+ (q−1)(q
2−3q+14)
2
zq+
3(q−1)(q−2)zq+1+ (q−1)(q
2−3q+4)
2
zq+2.
A slight modification of the proof of Theorem 10 gives a proof of Theorem 12. The details of
the proof are omitted here.
Example 13. Let m = 3 and f (x) = x6. Then the code C¯ f has parameters [10,3,7] and weight
enumerator
1+42z7+189z8+126z9+154z10.
With the first seven families of oval polynomials documented in Theorem 4, we have con-
structed seven infinite families of near MDS codes over GF(q) with parameters [q+2,3,q−1] via
Theorem 12. Note that the construction of this section may not work for the Subiaco and Adelaide
oval polynomials in general.
6. Summary and concluding remarks
Let r be a prime power. For any [n,k,d] linear code C over GF(r), the Griesmer bound says that
n≥
k
∑
i=0
⌈
d
ri
⌉
.
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An [n,k,d] linear code C over GF(r) is said to be almost optimalwith respect to the Griesmer bound
if
n−1=
k
∑
i=0
⌈
d
ri
⌉
.
The contributions of this paper are the following:
• Nine infinite families of near MDS codes over GF(2m) with parameters [2m+ 3,3,2m] via
Theorems 8 and 4, which are distance-optimal. The construction of the MDS codes over
GF(q)with parameters [q+2,3,q] in Section 3 is classical and thus not new. Our contribution
in Section 3 is to prove that their extended codes are near MDS and to settle the weight
distribution of the near MDS codes.
• Seven infinite families of near MDS codes over GF(2m) with parameters [2m+1,3,2m−2]
via Theorems 10 and 4, which are almost optimal with respect to both the Singleton and
Griesmer bounds.
• Seven infinite families of near MDS codes over GF(2m) with parameters [2m+2,3,2m−1]
via Theorems 12 and 4, which are almost optimal with respect to both the Singleton and
Griesmer bounds.
We remark that our constructions of near MDS codes with oval polynomials in Sections 4 and
5 are similar to the classical construction of NMDS codes with oval polynomials in Section 3. The
constructions of near MDS codes presented in Sections 4 and 5 work for oval polynomials over
GF(2m) with coefficients in GF(2) and odd m only, while the classical construction of near MDS
codes in Section 3 works for all oval polynomials over GF(2m) for both odd and even m. This
shows a big difference between the constructions in Sections 4 and 5 and the classical construction
in Section 3. Of course, the three constructions produce NMDS codes with different parameters.
It would be a nice problem to investigate applications of the near MDS codes of this paper in
cryptography following the ideas in [10] and [16].
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