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ISOLATED CYCLES OF CRITICAL RANDOM GRAPHS
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Abstract. Consider the Erdo˝s-Re´nyi random graph G(n, M) built with n vertices and
M edges uniformly randomly chosen from the set of
(
n
2
)
edges. Let L be a set of positive
integers. For any number of edges M 6 n/2 + O(n2/3), we compute – via analytic
combinatorics – the number of isolated cycles of G(n, M) whose length is in L.
1. Introduction
Let p ∈ (14 , 13). Consider then the set of numbers x ∈ [0, 1) such that when writing x
in base 2, then the density of ’1’s is equal to p (by density here we mean that if x is
written in base 2 as 0.x1x2x3 . . . , then lim
1
n
∑n
i=1 xi = p). Writing Ap as the subset of
numbers whose density is p, then Ap + Ap has empty interior while [0, 1) is contained in
Ap−Ap. The main result of this paper is indeed a refinement in one of the key lemmas of
this result. More precisely, the main result is the following: consider sequences of m bits
(defined as Xm), and let
1
4m < n <
3
4m. Then, for each x ∈ Xm (except from the sequence
(1, 0, 0, . . . )), there exists a, b ∈ Xm such that x = b−a and the number of ’1’ in a and b is
equal to n (and hence, they have density between 1/4 and 3/4). The techniques to obtain
this result are based on elementary combinatorial arguments and set sizes estimates.
Random graph theory (see [9, 2, 12]) is an active area of research that combines computer
science, combinatorics, probability theory and graph theory. The uniform random graph
model G(n, M) studied in [5] consists of n vertices with M edges drawn uniformly at ran-
dom from the set of
(
n
2
)
possible edges. Erdo˝s and Re´nyi showed in their seminal paper [5]
how the structure of the connected components of G(n, M) changes as M grows. More
precisely, when M = cn2 for constant c the largest component of G(n, M) has asymptoti-
cally almost surely O(log n), Θ(n2/3) or Θ(n) vertices according to whether c < 1, c = 1
or c > 1. This double-jump phenomenon in the structure of G(n, M) is one of the most
spectacular results in [5] and of the whole random graph theory. Due to this phase tran-
sition, researchers had worked around the critical value n2 and one can distinguish three
different phases: subcritical when (M − n/2)n−2/3 → −∞, critical M = n/2 + O(n2/3)
and supercritical as (M − n/2)n−2/3 → ∞. We refer to Bolloba´s [2] and Janson,  Luczak
and Rucin´ski [12] for books devoted to the random graphs G(n, M) and G(n, p). If the
G(n, p) model is the one more commonly used today, partly due to the independence of
the edges, the G(n,M) model has more enumerative flavour allowing generating functions
based approaches. By setting p = 1n +
λ
n4/3
, the stated results of this paper can be trans-
ferred to the G(n, p) model.
2. Number of unicyclic components
The drastic structural change of G(n, M) has fascinated researchers for years. This phe-
nomena is partly due to the appearance of isolated cycles (or unicyclic components) in
the evolving graph. Cycles have been the object of various theoretical studies as shown in
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Bolloba´s [2, Chapter V] and Kolchin [13, Chapter 1]. In this section, our goal is to quantify
the distribution of unicyclic components (connected components with as many edges as
vertices) of G(n, M) using techniques from analytic combinatorics. We refer the reader
to the masterful works of Flajolet, Knuth and Pittel [6] and of Janson, Knuth,  Luczak et
Pittel [11] where generating functions and analytic combinatorics have been successfully
used to study in depth the development of components of G(n, M).
2.1. Previous works on Xn,M. Let Xn,M be the random variable associated to the
number of isolated cycles of G(n, M). Erdo˝s and Re´nyi showed that limn→∞ E[Xn,cn] =
−12 log(1 − 2c) − c − c2 for fixed c < 12 [5, Theorem 5.a]. If M = n2 (1 − µn−1/3), Kolchin
obtained that (Xn,M − r0)/√r0 with r0 = 16 log n − 12 logµ is N (0, 1) if µ → ∞ but
µ = o(n1/3) (see [13, Theorem 1.1.15]). If µ = O(1), Flajolet, Knuth and Pittel [6,
Corollary 6] proved that E[Xn,M ] ∼ 16 log n. By symmetry, Xn,M properly normalized
should be Gaussian as M = n2 (1 + µn
−1/3) if 1  µ = o(n1/3) [12, Theorem 5.24]. For
the supercritical case, i.e. as c > 12 , Fountoulakis has shown that Xn,cn is Poisson [8,
Theorem 1.1 : (2)] with parameter −12 log (1− 2ce−s)− 12(1−2ce−s)− 14(1−2ce−s)2 where
s is the positive solution of s/(1 − e−s) = 2c. Using methods from statistical physics,
Ben-Naim and Krapivsky [1] studied also the number as well as the size of first cycles at
the so called “gelation point”.
2.2. Our results concerning isolated cycles. In this subsection, we present the limit-
ing distribution of Xn,M . In particular, we obtain full limiting distributions for the whole
spectrum, improving the what was known before. It is important to note that in the
following theorem there is no discontinuity between the equations (1)-(4).
Theorem 2.1. Let Xn,M be the random variable counting the number of isolated cycles
of G(n, M). Then, the following limiting distributions hold: if c := c(n) is such that
0 < lim supn→∞ c < 1/2 and M = cn then
(1)
Xn,M
−12 log(1− 2c)− c− c2
D−→ Poisson (1) .
If M = n2 (1− µn−1/3) with 1 µ n1/3, then
(2)
Xn,M − logn6 + logµ2√
logn
6 − logµ2
D−→N (0, 1) .
If M = n2 (1±O(1)n−1/3), then
(3)
Xn,M − logn6√
logn
6
D−→N (0, 1) .
If M = n2 (1 + µn
−1/3) with 1 µ n1/12 then
(4)
Xn,M − logn6 + logµ2√
logn
6 − logµ2
D−→N (0, 1) .
These results are the respective reformulations of Theorems 3.2 and 3.3, Corollary 3.5
and Theorem 3.6 given in the paragraph 3.1. Finally, let us emphasize that the limiting
distribution for the regimes M = n2 (1−µn−1/3) with 1 µ n1/3 and M = n2 (1+µn−1/3)
with 1  µ  n1/12 was already known. The proofs are also included in this paper,
because the techniques used gives us an straightforward generalization of the general case
to the study of the number of isolated cycles of length in a set of integers L (see 3).
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3. The number of cycles of given length
The use of the analytic techniques developed to prove Theorem 2.1 generalizes in the
following way: let L be a set of positive integers. Following Flajolet, Knuth and Pittel [6],
an L-cycle is defined as an isolated cycle whose length is in L. Let X
(L)
n,M be the random
variable counting the number of L-cycles of G(n, M). [6, Corollary 7] states that if
limn→∞ Mn = c <
1
2 , then the probability that a graph or multigraph with n vertices and
M edges has no cycle of length l ∈ L is equal to
√
1− 2c exp
 ∑
i>1,i/∈L
ci
+O (n−1/2) .
We can extend this result in the following way:
Theorem 3.1. Let L be a set of integers of unbounded cardinality and
`(z) =
∑
k>3,k∈L
zk
2k
.
Let L(n) be the counting function that gives the number of integers in L less than or equal
to n. Let δ be a function such that
δ(n) =
n
L(n)
(1 + o(1)) .
Define λ = δ
(
logn
6 − log µ2
)
and let X
(L)
n,M be the random variable counting the number of
L-cycles of G(n, M). Then the following holds:
If if c := c(n) is such that 0 < lim supn→∞ c < 1/2 and M = cn then
X
(L)
n,M
`(2c)
D−→ Poisson (1) .
If M = n2 (1− µn−1/3) with 1 µn1/3 or M = n2 (1±O(1)n−1/3) or M = n2 (1 + µn−1/3)
with 1 µ n1/12, then we have :
X
(L)
n,M − λ√
λ
D−→N (0, 1) .
3.1. Proof of Theorem 2.1. We present the key ingredients needed to prove Theo-
rem 2.1. The full proofs of these statements can be found in the Appendix of this paper.
The main idea of all proofs are based on encoding the structure random graphs in the
regime under consideration using generating functions and estimating later larger powers
by means of saddle point estimates. Specially in the critical phase, the required analysis
is quite delicate.
3.1.1. Subcritical phase. In this regime, the structure of the random graph is based on a
set of acyclic graphs (a forest) plus a set of unicyclic graphs. We exploit this property in
order to get the following results.
Theorem 3.2. Let c := c(n) such that 0 < lim supn→∞ c < 1/2, and M = cn. Then, for
all fixed non-negative number k > 0 as n→∞, we have:
Pr [Xn,M = k] = e
−λ(2c)λ(2c)k
k!
(
1 +O (n−1)) ,
with
λ(2c) = −12 log(1− 2c)− c− c2.
If k →∞ as n→∞ then there exists absolute constants C > 0 and ε > 0 such that
Pr [Xn,M = k] 6 Ce−εk.
Proof. See the full proof in Appendix 5.1. 
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Theorem 3.3. Fix y ∈ R. As n is large and M = n2 (1− µn−1/3) with 1 µ n1/3, the
number of isolated cycles of G(n, M) satisfies
Pr
Xn,M − 16 log n+ 12 logµ√
1
6 log n− 12 logµ
6 y
→ 1√
2pi
∫ y
−∞
e−u
2/2du .
Proof. See the full proof in Appendix 5.2. 
3.1.2. Critical phase. In the critical phase, we have to take into account the appearance of
complex (multicyclic) components. Let pk(n,M, r) be the probability that G(n, M) has
a total excess 1 r with k unicyclic components.
Theorem 3.4. Let M = n2 (1 + µn
−1/3) with µ = O(1), k = 16 log n + ρ
√
1
6 log n and
ρ (log(n))1/6.
• For each fixed r ∈ N
pk(n,M, r) = e
−( 16 logn)
(
1
6 log n
)k
k!
√
2pier A(3r + 1/2, µ)
.
(
1 +O
(
(1 + |ρ|) log logn
log(n)1/2
)
+O
(
r3/2
n1/2
))
,
where
er =
(6r)!
25r32r(3r)! (2r)!
,
and
A(y, µ) =
e−µ3/6
3(y+1)/3
∑
k>0
(123
2/3µ)k
k!Γ((y + 1− 2k)/3) .
• As r is large, there exists absolute constants C > 0 and  > 0 such that
(5) pk(n,M, r) 6 e−(
1
6
logn)
(
1
6 log n
)k
k!
× Ce−r
Proof. See the full proof in Appendix 5.3. 
As a consequence of this result we have the following corollary, which provides Equa-
tion (3) .
Corollary 3.5. Let M = n2 (1 + µn
−1/3) where µ is a real constant. As n → ∞ for any
y ∈ R, we have :
Pr
Xn,M − 16 log n√
1
6 log n
6 y
→ 1√
2pi
∫ y
−∞
e−u
2/2du .
Proof. By the dominated convergence theorem, (3.4) and (5) imply
Pr [Xn,M = k] =
∑
r>0
pk(n,M, r)
=
∑
r>0
e−(
1
6
logn)
(
1
6 log n
)k
k!
√
2pierA(3r + 1/2, µ)
.
(
1 +O
(
(1 + |ρ|) log log n
log(n)1/2
)
+O
(
r3/2
n1/2
))
.
For any constant µ, Janson, Knuth,  Luczak and Pittel [11, Equation (13.17) and Corollary
p. 61] have shown that the probability that G(n, M) has total excess r is asymptotically√
2pierA(3r+1/2, µ) with the s-th moment
∑
r>0
√
2pierr
sA(3r+1/2, µ) = O(µ3s) = O(1)
1The total excess of a graph is the number of edges plus the number of acyclic components, minus the
number of vertices.
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and
∑
r>0
√
2pierA(3r + 1/2, µ) = 1. Moreover as k =
(
1
6 log n
)
+ ρ
√(
1
6 log n
)
where
ρ (log(n))1/6, by means of Theorem 5.1 we get :
e−(
1
6
logn)
(
1
6 log n
)k
k!
=
1√
2pi
(
1
6 log n
)e−ρ2/2(1 +O(1 + |ρ|3√log n
))
.

3.1.3. Supercritical phase. Before stating the theorem, let us mention that Note that the
condition 1 µ n1/12 is needed to bound the error term in the calculation:
Theorem 3.6. Let M = n2 (1+µn
−1/3) with 1 µ n1/12. Define αn = 16 log n− 12 logµ.
For any real number y as n is large, we have :
Pr
[
Xn,M − αn√
αn
6 y
]
→ 1√
2pi
∫ y
−∞
e−u
2/2du .
Proof. Postponed in Appendix 5.4. 
Let us finally mention about the proof of Theorem 3.1. When the critical parameter c
is in the vicinity of 12 , the computations are more delicate but we rely on the proofs of
Theorems 3.3, 3.6 and Corollary 3.5. Indeed, the proofs are similar to those of Theorem 2.1.
For instance for the subcritical case, the probability of interest is this time
n!((n2)
M
) [zn] W−1(z)n−M(n−M)! exp(W0(z)− `(z))`(z)kk! .
Compare this equation with Equation (8) (where W−1(z), W0(z) are the generating func-
tions of labelled trees and unicyclic connected graphs, see (6), (7)).
4. Conclusion
Although some of the results presented above have been suspected by many researchers
in probability, combinatorics [6] or physics [1], this paper fixes rigorously results about
the number of cycles of given length in random subcritical and critical graphs. If the
results in [6, Corollary 7] (which extends the classical result in [5, Theorem 5b]) and
in [14, Theorem 1] show how to capture various cycle parameters in the subcritical cases
of G(n, M = cn) (resp. G(n, p = c/2n)) with limM/n < 1/2 (resp. limnp < 1/2) and
introduced methods to deal with these objects, our paper shows that the critical case
demands more scrutiny and involves technical details which can be dealt with methods
from analytic combinatorics.
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5. Appendix
5.1. Proof of Theorem 3.2. Let us recall briefly the main EGFs involved in our proofs.
Let W−1(z) be the exponential generating function of labelled unrooted (unweighted) trees
and T (z) be the EGF of rooted labelled trees. The number of trees on n labelled vertices
is given by Cayley’s formula nn−2. We know from [3] that:
(6) W−1(z) = T (z)− T (z)
2
2
and T (z) = zeT (z) =
∞∑
n=1
nn−1
zn
n!
.
The EGF W0(z) of unicyclic components (connected components with n vertices and n
edges) is given by (see [11, Equation (3.5)]) :
(7) W0(z) = −1
2
log (1− T (z))− T (z)
2
− T (z)
2
4
.
In the range 0 < M < n/2 with n − 2M  n2/3, the probability that a random un-
weighted graph with n vertices and M edges ((n,M)-graph for short) contains only trees
and unicycles is 1−O
(
n2
(n−2M)3
)
(see for instance [4, Theorem 3.2]). Thus, it suffices to
consider graphs with trees and unicycles to prove the theorem.
For any k > 0, we denote by pk(n,M) the probability that a graph with M edges and n
vertices has a set of acyclic components and exactly k unicyclic components. The number
of (n,M)-graphs is
((n2)
M
)
. Using the symbolic method2, we obtain :
(8) pk(n,M) =
n!((n2)
M
) [zn]W−1(z)n−M(n−M)! W0(z)kk! .
Next, by using Cauchy integral’s formula, we get :
[zn]
(
T (z)− 12T (z)2
)n−M
W0(z)
k =
2M−n
2pii
∮ (
2T (z)− T (z)2)n−M W0(z)k dz
zn+1
.
After the substitution u = T (z), it yields :
(9) [zn]
(
T (z)− 12T (z)2
)n−M
W0(z)
k =
2M−n
2pii
∮
g(z)λ(z)kenh(z)
dz
z
,
where
g(z) = 1− z;(10)
λ(z) = −12 log(1− z)− z2 − z
2
4(11)
h(z) = z − log z + (1− Mn ) log (2z − z2) .(12)
Note that the function h given by (12) is exactly the same as [4, Equation (30)], which
satisfies h′(2c) = h′(1) = 0. In the range M = cn with 0 < lim supn c <
1
2 , we can apply
saddle-point methods by choosing a circular path {2ceiθ, θ ∈ [−pi, pi]}. As shown in [6],
when splitting the integral in (9) into three parts, viz.
∫ −θ0
−pi +
∫ θ0
−θ0 +
∫ pi
θ0
, we know that it
suffices to integrate from −θ0 to θ0, for a convenient value of θ0, because the other integrals
can be bounded by the magnitude of the central integrand. Then, by following the proof
of [4, Theorem 3.2] and choosing θ0 = n
−2/5 (so nθ20 → ∞ but nθ30 → 0 as n → ∞) we
have :
(13) exp
(
nh(2ceiθ)
)
= exp
(
nh(2c)− nc(1−2c)2(1−c) θ2
) (
1 + iO(nθ3) +O(nθ4)) ,
and ∀θ ∈ [−pi,−θ0] ∪ [θ0, pi], we have
(14) | exp
(
nh(2ceiθ)− nh(2c)
)
| = O
(
exp
(
−O(n1/5)
))
.
Next, in the vicinity of θ0, we have
(15) g(2c exp(iθ)) = g(2c)
(
1− iO(θ) +O(θ2)) ,
2we refer to Harary and Palmer [10] for graphical enumeration and to Flajolet and Sedgewick [7] for
the symbolic method of generating functions.
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and for fixed k > 0,
(16) λ(2ceiθ)k = λ(2c)k
(
1 + iO(θ)−O(θ2)) .
Then, using expansions (13), (15), (16) and then error bound (14) we have∮
g(z)λ(z)kenh(z)
dz
z
= i
∫ θ0
−θ0
g(2ceiθ)λ(2ceiθ)kenh(2ce
iθ)dθ
(
1 + e−O(n
1/5)
)
,
= ig(2c)λ(2c)kenh(2c)
∫ +θ0
−θ0
e−nσ
θ2
2
· (1 + iO(θ) +O(θ2) + iO(nθ3) +O(nθ4))dθ
(
1 + e−O(n
1/5)
)
,
where σ = c(1−2 c)1−c . If we set x =
√
nσθ, so dx =
√
nσdθ, the integral in the above equation
leads to
(17)
1√
nσ
∫ σ1/2n1/10
−σ1/2n1/10
e−
x2
2
(
1 + iO
(
x√
nσ
)
+O
(
x2
nσ
)
+ iO
(
n x
3
√
nσ
3
)
+O
(
x4
nσ2
))
dx.
By symmetry of the function, the integral of terms with odd exponents in x as ix and ix3
vanish. Standard calculations show also that for M in the stated range, the multiplication
of the factors of ix and ix3 leads to a term of order of magnitude O
(
x4
n
)
. Therefore, (17)
is equivalent to
1√
nσ
∫ +σ1/2n1/10
−σ1/2n1/10
exp
(
−x22
)(
1 +O
(
x2
n
)
+O
(
x4
n
))
dx.
We deduce from the above that∫ θ0
−θ0
g(2ceiθ)λ(2ceiθ)kenh(2ce
iθ)dθ =
√
2pi
σn
g(2c)λ(2c)kenh(2c)
(
1 +O (n−1)+ e−O(n1/5)) ,
That is
(18) [zn]
(
T (z)− 1
2
T (z)2
)n−M
W0(z)
k =
2M−n√
2piσn
g(2c)λ(2c)kenh(2c)
(
1 +O (n−1)) .
Using Stirling’s formula for the stated range of M , we have
(19)
1((n2)
M
) n!(n−M)! =
√
2pinM
n−M
2MnnMM
n2M (n−M)n−M exp
(
−2M + M
n
+
M2
n2
)(
1 +O (n−1)) .
Multiplying (18) and (19), after cancellations, we get
pk(n,M) = e
−λ(2c)λ(2c)k
k!
(
1 +O (n−1)) .
Now, suppose that k →∞ as n→∞. By choosing the same contour as above the circular
path {z = 2ceiθ, θ ∈ [−pi,+pi]} we have :
pk(n,M) =
n!((n2)
M
) 2n−M(n−M)! 12piik!
∮
λ(z)kenh(z)
dz
z
=
n!((n2)
M
) 2n−M(n−M)! 12pik!
∫ +pi
−pi
λ(2ceiθ)enh(2ce
iθ)dθ,
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where λ and h are given respectively by (11) and (12).
Moreover, in the range 0 < lim supn→∞ c < 1/2, the real part of h(2ceiθ) verifies
d
dθ
<
(
h(2ceiθ)
)
= −c sin θ
(
2− 1− c
1 + c2 − 2c cos θ
)
6 −c sin θ
(
2(1− c)2 − (1− c)
1 + c2 − 2c cos θ
)
6 −c sin θ (1− 2c)(1− c)
1 + c2 + 2c
6 −4c
9
sin θ(1− 2c)(1− c).
Next for |θ| < pi, cos θ 6 1− 2θ2
pi2
and so
<
(
h(2ceiθ)
)
6 h(2c) + 4c
9
cos θ(1− 2c)(1− c) < h(2c)− 8c
9pi2
(1− 2c)(1− c)θ2.
By using (19), we get
pk(n,M) 6
n!((n2)
M
) 2M−n(n−M)!enh(2c)λ(2c)kk! 12pi
∫ +pi
−pi
exp
(
−n 8c
9pi2
(1− 2c)(1− c)θ2
)
dθ
=
√
2picn
1− c
λ(2c)k
k!
1
2pi
∫ +pi
−pi
exp
(
−n 8c
9pi2
(1− 2c)(1− c)θ2
)
dθ
(
1 +O
(
1
n
))
<
3
2
pi
(1− c)√1− 2 c
λ(2c)k
k!
.
Using Stirling’s formula for large k, we know that 1k! <
ek
kk
. It comes
pk(n,M) <
3
2
pi
(1− c)√1− 2 c
(
eλ(2c)
k
)k
.
Thus, there exist C = 32
pi
(1−c)√1−2 c > 0 and δ > 0 (with eλ(2c)/k < δ < 1) such that
pk(n,M) 6 C exp (log(δ)k). Finally, we set ε = − log(δ) > 0 to obtain desired results.
5.2. Proof of Theorem 3.3. We have M = n2
(
1− µn−1/3). As mentioned above, a
random (n,M)-graph contains only trees and unicycles with probability 1−O (µ−3) when
µ → ∞ but µn−1/3 → 0 as n → ∞. Then, we can consider only graphs with acyclic and
unicyclic components. So, we need to compute pk(n,M) given by (8) for this range.
As shown above, we use the same methods as in the proof of [4, Theorem 3.2] by choosing
θ0 =
√
τ
n
ω(n), τ =
n(n−M)
M(n− 2M) , ω(n) =
(n− 2M)1/4
n1/6
.
The expansion of h in the vicinity of θ0 becomes
(20) h
(
2M
n
eiθ
)
= h
(
2M
n
)
− M(n− 2M)
2n(n−M) θ
2 − i(n
2 − 5nM + 2M2)M
6(n−M)2 θ
3 +O(θ4),
and for θ ∈ [−θ0,+θ0] and k = Θ
(
λ(2Mn )
)
= Θ(log n), the expansion of λ in the vicinity
of θ0 becomes
λ
(
2M
n e
iθ
)k
λ
(
2M
n
)k = 1 + iO
(
k
λ
(
2M
n
) n
(n− 2M)θ
)
+O
(
k2
λ
(
2M
n
)2 n2(n− 2M)2 θ2
)
= 1 + iO
(
n
(n− 2M)θ
)
+O
(
n2
(n− 2M)2 θ
2
)
.
(21)
The integrand can be bounded on [−pi,−θ0] ∪ [θ0, pi] because
(22)
∣∣∣∣exp(nh(2Mn eiθ
)
− nh
(
2M
n
))∣∣∣∣ = O(e−ω(n)2/2).
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Then, combining (20),(21) and (22), we have
pk(n,M) =
n!((n2)
M
)
(n−M)!
2M−n
2pi
g
(
2M
n
)
exp
(
nh
(
2M
n
))
λ
(
2M
n
)k
k!
∫ θ0
−θ0
e−nτ
θ2
2
.
(
1 + iO
(
n
(n− 2M)θ
)
+O
(
n2
(n− 2M)2 θ
2
))
.
(
1 + in
(n2 − 5nM + 2M2)M
6(n−M)2 θ
3 +O(nθ4)
)
dθ
(
1 +O(e−ω(n)2/2)
)
.
Next, in substituting θ by
√
τ
nx, terms in the above integral equal to√
τ
n
∫ ω(n)
ω(n)
exp
(
−x
2
2
)(
1 + iO
(
n
(n− 2M)3/2x
)
+O
(
n2
(n− 2M)3x
2
))
.
(
1 + iO
(
n
(n− 2M)3/2x
3
)
+O
(
n
(n− 2M)3x
4
))
dx
=
√
τ
n
∫ ω(n)
ω(n)
exp
(
−x
2
2
)(
1 +O
(
n2
(n− 2M)3x
4
))
dx
=
√
2piτ
n
(
1 +O
(
n2
(n− 2M)3
))
.
After a bit of algebra we get
pk(n,M) = e
−λ( 2Mn )λ
(
2M
n
)k
k!
(
1 +O
(
1
µ3
))
.
Then, by setting k = λ
(
2M
n
)
+ρ
√
λ
(
2M
n
)
with |ρ|  (log(n))1/6, observing that λ (2Mn ) ∼
1
6 log n− 12 logµ→∞ as n→∞, and using Theorem 5.1, we obtain :
Pr [Xn,M = k] =
1√
2piλ
(
2M
n
)e−ρ2/2(1 +O( 1µ3
)
+O
(
1 + |ρ|3√
log n
))
=
1√
2piλ
(
2M
n
)e−ρ2/2(1 + o(1)).
In other words, the distribution of Xn,M converges to the normal law with parameters(
λ
(
2M
n
)
, λ
(
2M
n
))
. That is for any real y as n→∞, we have
Pr
Xn,M − (16 log n− 12 logµ)√(
1
6 log n− 12 logµ
) 6 y
→ 1√
2pi
∫ y
−∞
e−u
2/2du .
5.3. Proof of Theorem 3.4. The proof below is based on techniques introduced in [11].
The probability pk(n,M, r) that a random (n,M)-graph have k unicyclic components and
a total excess equal to r is exactly.
(23) pk(n,M, r) =
n!((n2)
M
) [zn](T (z)− 12T (z)2)n−M+r(n−M + r)! Er(z)W0(z)kk! ,
where Er(z) the EGF of complex components of total excess r given by [11, Equation (6.8)].
As shown in [11] the EGF Er(z) can be approximated by
er
(1−T (z))3r when r = o(n
1/3),
where er =
(6r)!
25r32r(3r)! (2r)!
as in [11, Equation (6.8)] and the error term is of order O
(
r3/2
n1/2
)
.
Next, using Cauchy’s integral formula, we need to compute the expression below to eval-
uate (23) :
(24)
St(n,M, r)
2pii
∮
(1− z)1−3renh1(z)λ(z)
k
k!
dz
z
,
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where λ is given by (11),
St(n,M, r) =
n!((n2)
M
) 2−n+M−rener(n−M + r)! ,(25)
h1(z) = z − 1− log z +
(
1− M
n
)
log(2z − z2) ,(26)
Note that h1 defined in (26) is exactly the same as in [11, Equation (10.12)] satisfying
h1(1) = h
′(1) = 0 and if m = n2 , h
′′(1) = 0. Then, we can follow the proof of the one of
[11, Lemma 3] to compute integral by choosing the path of integration z = e−(α+it)n−1/3
where t runs from −pin1/3 to pin1/3 and α is the positive solution of µ = 1α −α. The main
difference is that in our case we have the factor λ(z)k. In their case, it suffices to integrate
from t = −n1/12 to t = n1/12, so that the error term becomes superpolynomially small.
But in our case, we need |t| 6 log n to bound the error term due to the factor λ(z)k.
We set s = α + it and ν = n−1/3, so that z = e−sν . Furthermore, we suppose that
k = 16 log n+ρ
√
1
6 log n with ρ = o
(
(log n)1/6
)
. Then for |t| 6 log n, in using the expansion
of ex and log(1 + x) in vicinity of x = 0, we obtain after some algebra :
λ(e−sν)k =
(
−12 log(1− e−sν)− e
−sν
2 − e
−2sν
4
)k
= e−3/4
(
1
6 log n
)k
s−1/2 (1 +R)
where
|R| = O
(
(1 + |ρ|) log logn
log1/2 n
)
.
Then, by following the rest of the proof of [11, Equation (10.1) of Lemma 3], and after
using Stirling’s formula for St(n,M, r) defined in (25), we get :
pk(n,M, r) = n
−1/6
(
1
6 log n
)k
k!
√
2pierA(3r+1/2, µ)
(
1 +O
(
(1 + |ρ|) log log n
log(n)1/2
)
+O
(
r3/2
n1/2
))
.
Now, we suppose r → ∞ as n → ∞. The proof of (5) is the similar to [4, Equa-
tion (53)] (see also [11, Lemma 5]). We know that Er(z)  er(1−T (z))3r 3(see for instance
[11, Lemma 4]). First, we have from (23) :
pk(n,M, r) 6
n!((n2)
M
) [zn](T (z)− 12T (z)2)n−M+r(n−M + r)! W0(z)kk! er(1− T (z))3r .
Then, we obtain
(27) pk(n,M, r) 6
St(n,M, r)
2pii
∮
zr(2− z)r
(1− z)3r e
nh1(z) (λ(z))
k
k!
(1− z)dz
with h1 is in (26) and λ in (11). Next, we choose a countour of integration a circle {δeiθ}
with 0 < δ < 1. On this circle, |(2−z)/(1−z)| and 1/|1−z| attain their maxima at z = δ.
When r > 1, the countour including the factor 1/(2pii) is less than
λ(δ)k
k!
δ
2pi
(
δ(2− δ)
(1− δ)3
)r
enh1(δ)(1− δ)
∫ pi
−pi
exp
(−4nδ(1− δ)
9pi2
θ2
)
dθ
<
3
4
√
pi
n
δr+1/2 (2− δ)r (1− δ) 12−3renh(δ)λ(δ)
k
k!
,
Note that r 6 m = n2 (1 + µn−1/3). Let δ = 1− r
1/3
n1/3
. We then have :
δr(2− δ)r
(1− δ)3r =
nr
rr
(
1− r
2/3
n2/3
)
<
nr
rr
, (1− δ)1/2 = r
1/6
n1/6
= r1/6e−
1
6
logn.
3For any power series A(z) =
∑
anz
n and B(z) =
∑
bnz
n, we write A(z)  B(z) iff there exists n0 ∈ N
such that for n > n0, an 6 bn.
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We also have :
(28) λ(δ) 6 1
6
log n and nh1(δ) <
13
12
r +
11
6
µr2/3,
Then using Stirling’s formula, we find :
n!((n2)
m
)
(n−m+ r)!
en2−n+m−r <
n1/2
nr
e−µ
3/6+3/42−r ,
and for r →∞, we have :
(29) er =
(6r)!
25r32r(3r)! (2r)!
6 1
r1/2
(
3r
2e
)r
.
Combining (28) and (29) with (27), we deduce that :
pk(n,m, r) < e
−( 16 logn)
(
1
6 log n
)k
k!
c0
r1/3
exp
(
−µ
3
6
+ µr2/3 +
(
13
12
+ log
3
4
)
r
)
,
for some constant c0 > 0. Note that
13
12 + log
3
4e = −.2043 · · · We then have (5) as r →∞.
5.4. Proof of Theorem 3.6. Recall that the probability pk(n,M, r) that a graph with
M = n2
(
1 + µn−1/3
)
edges and n vertices has total excess r with exactly k unicyclic
components is given by (23). So, we have :
pk(n,M, r) =
n!((n2)
M
) 2−n+M−rer(n−M + r)! 12pii
∮
g(z)eH(z)
λ(z)k
k!
dz
z
,
where λ is defined in (10) and
H(z) = nz − n log z + (n−M + r) log(2z − z2)− 3r log(1− z).
Let r and φ = o(u1/2) such that
r =
2
3
µ3 + φ
√
µ3 =
2
3
x3n+ φ
√
x3n.(30)
As n and r →∞, using Stirling formula gives :
er =
(6r)!
25r32r(3r)! (2r)!
=
(
3
2
)r
(r − 1)!(1 +O(r−1)),
and
log
n!2−n+M−rer((n2)
M
)
(n−M + r)!
= −n+ 1
2
n log n+ log n− 1
2
n log (n− nx+ 2 r)− r log (n− nx+ 2 r)
− 1
2
nx log n+
1
2
nx log (1 + x) +
1
2
n log (1 + x)− nx+ 1
2
log (1 + x)
− r log 2 + r log r + r log 3− 1
2
log r +
1
2
nx log (n− nx+ 2 r)
− 1
2
log (n− nx+ 2 r) + log(1 +O(r−1)) + 3
4
+O (n−1) .
(31)
Next, using the expansion log(1 − t) = −t − 12 t2 − 13 t3 + O(t4) as t → 0, ans taking into
account (30), we get :
RHS of (31) = −n+
(
−5
6
+ 2 ln (x)
)
nx3 +
2
3
nx4 +
17
60
nx5 +O (nx6)
+ 3φ ln (x)n1/2x3/2 +O((1 + |φ|)n1/2x5/2)− 3
2
lnx+
1
2
ln 3
− 1
2
ln 2 +
3
4
φ2 +O
(
1 + |φ|3
n1/2x3/2
)
.
(32)
Then with the same arguments as in [11, Lemma 7], the asymptotic value of the integral
depends only on the behavior of the integrand near z = 1 since we are sufficiently far from
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the critical point µ = 0. Note that when r = 23µ
3, we have a saddle point z0 < 1, z0 → 1
as x→ 0, with :
z0 = 1− x+ 2
15
x3 − 8
375
x5 +
256
84375
x7 − 416
1265625
x9 +
2176
158203125
x11
+
167552
35595703125
x13 − 4173824
2669677734375
x15 +O (x17) .
Therefore, we choose as path of integration :
{
z = 1− (x− 215x3)− 35 φ√xn + iθ} = {z = a+ iθ} ,
with a = 1− (x− 215x3)− 35 φ√xn and φ given by (30). In the vicinity of z = 1, we have :
H(a+ iθ) = H(a) + i
(
O
(√
nx11/2
)
+O(x)φ+O
(
1 + |φ|2√
nx3/2
)) √
nxθ
1!
−(
5 +O(x) +O
(
1 + |φ|√
nx3
))
nxθ2
2!
+ iO
(
1√
nx3
+
1 + |φ|
nx3
)
(
√
nxθ)3
3!
+ · · · .
Let
θ0 =
log n√
xn
et θ =
t√
xn
with t ∈ [− log n, log n].
Since log n < µ = x3n we have nxθ20 →∞ and nθ30 → 0. Then, we obtain :
H
(
a+ i
t√
xn
)
= H(a)− 5
2
t2 + f(t),
where
f(t) = itO
(
µ11/2
n4/3
+
(1 + |φ|)µ
n1/3
+
1 + φ2√
µ3
)
+ t2O
(
1 + |φ|√
µ3
+
µ
n1/3
)
,
and
H(a) = n+
(
5
6
− 2 ln (x)
)
nx3 +O(nx5) +
(
−3√n ln (x)x3/2 +O(√nx7/2)
)
φ
+
(
− 9
10
+O(x)
)
φ2 +O
(
1 + |φ|3√
nx3
)
.
Next, we have :
λ(z) = −1
2
log(1− z)− z
2
− z
2
4
,
= −1
2
log
(
1−
(
a+
it√
xn
))
− 3
4
+O
(
φ√
xn
)
+ iO
(
t√
xn
)
= −1
2
log x− 3
4
+O(x) +O
(
φ√
x3n
)
+ iO
(
t√
x3n
)
,
Thus, for k = αn + κ
√
αn with αn = −12 log x= 16 log n− 12 logµ, we get :
λ(z)k = αkn
(
1− 3
4αn
+O
(
x
αn
)
+O
(
φ
αn
√
x3n
)
+ iO
(
t
αn
√
x3n
))k
= αkn exp
(
−3
4
+O
(
κ√
αn
)
+O
(
φ√
µ3
)
+ iO
(
t√
µ3
))
.
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and
g(z)
dz
z
=
(
1− a− i t√
nx
)
in−1/2x−1/2dt
1−
(
1− a− i t√
nx
)
= x1/2in−1/2dt
∑
k>0
xk
(
x−1
(
1− a− i t√
nx
))k+1
= x1/2in−1/2dt
∑
k>0
xk
(
1− 2
15
x2 +
3
5
φ√
x3n
− i t√
x3n
)k+1
= x1/2in−1/2dt (1 + S(t)) ,
where S(t) is an absolutely convergent series 0 for t ∈ [− log n, log n]. Since |f(t)| converges
to 0 for t ∈ [− log n, log n] and φ = o(√µ) as n → ∞, the error term can be bounded.
Then, we have :∫ logn
− logn
e−
5
2
t2+f(t)(1 + S(t))dt =
∫ logn
− logn
e−
5
2
t2 (1 +O(f(t))) (1 + S(t)) dt
=
√
2pi
5
(
1 +O
(√
nx11/2 +
1 + φ2√
x3n
))
=
√
2pi
5
(
1 +O
(
µ11/2
n4/3
+
1 + φ2√
µ3
))
,
and
1
2pii
∫ +∞
−∞
g(z)eH(z)λ(z)k
dz
z
= αkne
−3/4eH(a)x1/2n−1/2
√
1
10pi
.
(
1 +O
(
µ11/2
n4/3
+
1 + |κ|√
log n
+
1 + |φ|2√
µ3
))
.
(33)
Combining (32) and (33), we have :
pk(n,m, r) =
αkn
k!
1
µn1/6
√
3
20pi
exp
(
− 3
20
φ2
)
.
(
1 +O
(
µ4
n1/3
+
(1 + |φ|)µ5/2
n1/3
+
1 + |φ|3√
µ3
+
1 + |κ|√
log n
))
.
Then, converting the sum into an integral with dr =
√
µ3dφ, for µ = o(n1/12), we have :
+∞∑
r=0
pk(n,m, r) ∼
∫ +∞
0
pk(n,m, r)dr
=
∫ +∞
−∞
αkn
k!
1
µn1/6
√
3
20pi
exp
(
− 3
20
φ2
)√
µ3dφ
.
(
1 +O
(
µ4
n1/3
+
1√
µ3
+
1 + |κ|√
log n
))
=
µ1/2
n1/6
αkn
k!
(
1 +O
(
µ4
n1/3
+
1√
µ3
+
1 + |κ|√
log n
))
= e−αn
αkn
k!
(1 + o(1)) .
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Finally, for k = αn +κ
√
αn where αn = −12 log(µn−1/3) = 16 log n− 12 logµ and |κ|  α
1/6
n
and log n 6 µ 6 n1/12, we have from 5.1 :
pk(n,m) =
1√
2piαn
e−κ
2/2
(
1 +O
(
1√
µ3
+
1 + |κ|3√
log n
+
µ4
n1/3
))
,
Note that the conditions 1  µ  n1/12 and κ = o((log n)1/6) are needed to bound the
error term.
To conclude, we include a full result by Kolchin needed in the proof of Corollary 3.5 :
Theorem 5.1 ([13, Theorem 1.1.15]). If (1 + ρn)
6/λn → 0 as n → ∞, where k = λn +
ρn
√
λn, we then have :
e−λn
λkn
k!
=
1√
2piλn
e−ρ
2
n/2
(
1 +
ρ3n − ρn
6
√
λn
+O
(
1 + ρ6n
λn
))
.
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