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Various problems in modular p-group algebras are solved through extensive 
study of dimension subgroups. As an application it is shown that, if G is an infinite 
res-p group (p > 2) and K is a field of characteristic p, then the least upper bound 
on the numbers of generators of ideals in KG equals the minimal index of a cyclic 
subgroup of G. (” 1990 Academic Press, Inc. 
Let K be a field of characteristic p > 0. 
If G is a finite p-group then the augmentation ideal A = A(G) of the group 
ring KG is nilpotent. Denote its nilpotency index by l(G). It is well known 
that t(G) d (G( with equality iff G is cyclic. Set JGI = p”. Koshitani [3] 
proved that if G is not cyclic then r(G)<p”- 1 -p+ 1, with equality iff G 
contains a cyclic subgroup of index p. We prove some results that may be 
regarded as generalizations of Koshitani’s theorem for p # 2. In particular 
we show that, for fixed i > 0 and sufficiently large (in fact, not very large) 
~1, t(G) > p”- i iff G contains a cyclic subgroup of index pi. We also prove 
that if exp(G)= pe then t(G)<p’+ p”-‘- 1, with equality iff G is 
metacyclic. This is done in Section 3. 
In Section 4 we discuss some properties of the Loewy series {ci} of KG, 
defined by cj = dim AilA’+ ‘. Huppert has raised the question whether {c,} 
is always unimodal (monotonic up to the middle). Recently, due to the 
work of Manz and Staszewski [6] and Stammbach and Stricker [ 133 and 
others, this has turned out to be false. Nevertheless, some positive results 
have been obtained. We show that { cil is unimodal whenever 2e > n, thus 
generalizing a result of Manz and Staszewski for metacyclic groups. We 
also calculate the value of max, c, for groups satisfying this condition. 
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In Section 5 we apply results from previous sections in the evaluation of 
u(KG), the least upper bound on the (minimal) number of generators of 
(left) ideals in KG. Note that, since the minimal number of generators of 
A’ is exactly ci, we obviously have v(KG) 2 max ci. On the other hand, it 
can be shown that u(KG) 6 p”-‘. These remarks enable us to determine 
the exact value of u(KG) for p-groups with large exponent, namely, 
v(KG) = p”-‘, provided 2e > n. Moreover, we prove that if G is sufficiently 
large, then o(KG) < pi iff G contains a cyclic subgroup of index pi. 
Turning to the infinite case, we show that, if G is a residually-p group, 
then u(KG) is finite iff G is virtually cyclic, in which case 
u(KG) = min{ (G : C): C< G cyclic}. In particular it follows that, for a 
residually-p group, if u(KG) is finite then it must be a power of p. 
Most of the proofs depend heavily on the information gathered in Sec- 
tion 1. It is the longest section in the paper. Various features of the dimen- 
sion subgroups in characteristic p are derived there, some of which may be 
of independent interest. In particular, we reveal a general connection 
between the mth dimension subgroup D, and the (m + 1)st Lie-dimension 
subgroup DC, + 1) of an arbitrary group G, i.e., D,, + Ij = [O,, G]. 
Section 2 is devoted to pure group-theoretical applications, particularly 
to the power-structure of a p-group, and the study of p-groups with large 
exponent. 
Notation is standard: For x, y E G put [x, y] = x-’ .y- ’ xy, and let 
{y,} be the lower central series of G (i.e., yi =G, y,,, = [yj, G]). By 
Ui = U,(G) we denote the subgroup generated by the elements of the form 
xp’, x E G. For a real number I, let [r] (q be the maximal (minimal) integer 
which is less than (greater than) or equal to r. u,(m) denotes the largest 
integer v such that p” divides m. 
1. DIMENSION SUBGROUPS 
Denote by D, = D,(G) the mth dimension subgroup of the group G 
over the field K, i.e., 
D,=Gn(l +dm) (ma 1). (1) 
The sequence {Dm} can be calculated recursively by Jennings’ formula [2] 
Dm= CDv-1, Gl .WQd (m32) (2) 
or by Lazard’s explicit expression [4] 
Dm =n Oi(~j). (3) 
j.p’>m 
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(d,,, is finite if G is f.g.), and let de(G) be the “dimension-class” of G, namely 
de(G) = sup{m: D,, # 1) (possibly cc ). (4) 
In order to examine the basic features of the sequence {d,} we introduce 
the following notations. 
DEFINITION 1.1. For integers m 3 1, k, v 3 0 put 
D m,k = n Oi(yj+k) 
ip’ 2 m 
D,““= fl bi(Yj). 
i<‘z,m 
.1 
It is clear that D, = Dnt,O = 0,“’ .D,” for every v. 
The following result will serve as a main tool in this section. 
PROPOSITION 1.2. Dm,k+l = [D+, G],for all rn> 1, k>O. 
Proof (i) The inclusion 2 is fairly easy: 
It is sufficient to show that if jp’a 1y1 and x E y,+ k then xp’ is central 
mod hk + 1. Indeed, if ~1 EG, then by Hall’s collection formula 
w’, VI = CT YIP’ mod U;(N). h U,...,(y,r(N)), 
r= 1 
where N= (x, [x, y] ). Since 
and 
we conclude that 
[Y’, y] = [x, y-y’ mod Dm,k +I
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Finally, 
Cx9 YIP’EOi(Yj+k+L)EDm,k+l, 
so that [xp’, ~1 E Dm,k + , , as required. 
(ii) For the reverse inclusion, note that yk +m E D,,, E yk + , . Thus 
D m.k+m~~k+m+l= C~k+m> Gl c [Dm,/c, Gl. 
Therefore it is sufficient to show that 
D m,k+ I C CDm,k, Gl . Dm,l for every 1. 
This follows, using simple induction, from 
Claim. D m,k+l c [Dm,k, Gl .Drn.k+2. 
Proof Suppose [Dm,k, G] = D,,, + z = 1, and let i, j 3 0, jp’ 2 m. 
A. We first show that ZYi(~j+k+, ) is generated by elements of the 
form [x, yIpi, where x E y , + k, 4’ E G. Obviously, it is sufficient o prove that 
(wz) p’ = g’ . zp’ for all u’,zE~~+~+,. (5) 
Indeed, by Hall’s collection formula 
(wz)P’=$P’.zP’ mod UAW. n fJ-,(y,4W), i-=1 
where H= (w, z) LY~+~+,. Notice that 
~i(HI)E~i(yz(j+k+l,)~~i(?/,+k+z)CDm,k+2=lr 
while 
ai-,(Y,r(H))c~~~r(Yp'(j+k+L))~~;--r(Yp'.j+k+Z)EDm,k+2=l. 
Thus (5) follows. 
B. It remains to be proved that, with the same notation, 
Oi(Yj+k+ 1 ) = 1. The proof is by induction on i >, 0. Indeed, if i = 0 then 
j > m, so that 
Yj+k+ I= CYj+/c, G] G [Dm,k, G] = 1. 
For i>O, let x~?/l+~, LEG. Then 
cx, YIP’= CP’, yl mod Oi(N’). fi ai-.(~,r(N), (6) r=l 
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where N = (x, [x, y]). Observe that 
~i(N’)~~i(y,,,+,,+,)c~i(y,+k+*)CDm,k+2=1, (7) 
while 
~i-r(~pr(N))~ZT;.-,(~pr(j+k)+I)~~i-r(~p’-j+k+*)=l 
by induction hypothesis (for i’ = i - r < i, j’ = pr .j). 
Combining (6)-(g) we get 
(8) 
Finally, by part A, I?J~(Y~+~+~ ) is generated by elements of the form 
[x, ~1~‘; therefore U,(y,+,+,)= 1, as required. 1 
This result has a somewhat surprising application. 
Let d’“’ be the mth Lie-power of d, and Dcrnj = G n (1 + A’“‘) the mth 
Lie-dimension subgroup of G. Passi and Sehgal [9] have found an explicit 
expression for II,,,, which can be formulated, using our notation, as 
Dcm+I,=Dm,I (ma 1). 
Applying Proposition 1.2 for k = 0 we deduce that 
THEOREM 1.3. For any group G and integer m >, 1 
D cm+ 1) = [Dm, Gl 
A more extensive discussion on Lie-dimension subgroups and Lie- 
properties of KG will be given in [ 121. 
From now on, unless stated otherwise, we assume that G is a finite 
p-group. Recall that o,(m) denotes the largest integer u such that p’ 
divides m. 
LEMMA 1.4. Put v,(m) = u. Then 
(i) Dmfl = [D,, G] .D,“‘. 
(ii) d,=O iff D,,,=Dz”. 
Proof: (i) 2 is trivial. For the reverse inclusion write D,, , = 
D <u m+l .D,“; ], and observe that D,“;, G D,,, = CD,,,, G] (by 1.2) while 
D >” ??I+1 = 0,‘“. 
(ii) Since D~‘sD,,~cD,, D,=D,‘” implies d,,,=O. 
For the other direction, use part (i) to conclude that 
d,=O~D,=[D,,G].D~“~D,~D,‘” (by passing to G/D;“) 
and equality holds. m 
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For example, if m=p”-p”-‘, then d,,,=O implies D,=D,““-“=UU. 
Thus Dps E 0,. But the reverse inclusion is always valid. It follows that 
D,, = U,. 
COROLLARY 1.5. Let m be a power of p. Then 
(i) Dm+,= CD,, Gl .~,(Dm). 
(ii) Zf m < de(G) then d, # 0. 
Proof (i) Assume m = p”. Observe that 
0,‘” = Uo+, c U,(U,) s U,(D,). 
Therefore, by the previous lemma, 
D mt 15 L-D,, Gl .~,V’nJ. 
The reverse inclusion is trivial. 
(ii) Follows from (i). 1 
Notice that if G is an abelian p-group, then d,,, # 0 only if m is a power 
of p; thus, in a sense, Corollary 1.5(ii) cannot be strengthened. It 
immediately implies a result mentioned in [6], which states that if 
m<dc(G) then d,#O for some m<l<pm. 
COROLLARY 1.6. Let G be a p-group of exponent p’. Suppose pep’ 1 m. 
Then 
0) D,+, = CD,, Gl. 
(ii) Zf m < de(G) then d, # 0. 
Proof: (i) Follows from Lemma 1.4, since u 3 e - 1 implies 
D=‘ED’(‘-‘)E’J~= 1. 
m (ii) mFollows from (i). 1 
The next results describe the effect of the vanishing of d, on the 
behaviour of the sequence (d,},,,. The simplest phenomenon is given by 
LEMMA 1.7. Assume d,,, = 0. Then 
(i) For every I> m which is prime to p, dl = 0. 
(ii) dpm = 0. 
Proof: (i) Since y, s D, = D, + , it follows, by simple induction, that 
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for all I3m, y,cD,+,. Assumingptl we get Dj”cD,+,. Thus 
D, = 0:” .D,“=yl.D,>‘sD,+, 
so that d, = 0. 
(ii) By (i), d, = 0 implies dpm .~ 1 = 0, i.e., D,, = D,, _ , . Applying (2) 
we obtain 
D pm+l = CD,,m, Gl .~I(D,+I I= CDpm-,, Gl.~,(D,)=D,, 
as required. 1 
More delicate considerations lead to 
THEOREM 1.8. Suppose d,, = 0, v,(m) = v, and let I> m. Then 
(i) 0:” E [D,, G]. 
(ii) D, = 0,“‘. 
(iii) Zf v,(l) < v then d, = 0. 
Proof: Part (iii) follows directly from (ii) and Lemma 1.4(ii), since, 
assuming v,(f) = 24 6 v, we get 
D,= 0;” *D,=D,‘“=>d,=O. 
Similarly, (ii) is an immediate consequence of (i) (write D,= 07”. 0,‘” = 
[Dl, G] . D,?“). Therefore we only have to prove (i). 
Put L= {I’:m<l’<l, d,,#O). We use induction on k=ILI. If k=O 
then D,= D,. It is easy to check that, since I> m, 0:” s D,, , . But 
D wt.1 =CDmr Gl= CD/, Gl, so that the conclusion follows. 
Generally, let L = (1,) . . . . I, 1, where Ii < I, < . . . < I,; the induction 
hypothesis yields (using (iii)) u,(l,) > u, i.e., 
P” + ’ ( Ii (1 <i<k). 
Thus I,> m + p’, and 
I>1,31,+(k-l).p”+‘3m+kp”. 
Successive application of Proposition 1.2 yields 
D, = D,, 
D ,,,,I = CD,, Gl= CD,,, Cl cDI,+l =D,* 
D m,2= CDm,,, Cl E CD/,> Gl ED,>+ I= D,, 
(9) 
D,,, c D,k + , = D,. 
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D m,k+ I = [Dm,k, Cl 5 CD,, Gl. 
In order to prove (i) it remains to be shown that 
D,?‘G Dm,k+ 1. 
Indeed, let ai be a factor of 07”. Then, since 
(m/p’+k).p’=m+kp’<m+kp”<I (by (9)) 
and 
we must have j>m/pi+k+l, so that lJSi(yi)~~i(y,,,,+k+,)SDm,k+l, 
terminating the proof of the theorem. 1 
Combining Lemma 1.7(ii) and Theorem lJ(iii) one can derive a slightly 
stronger result. Denote by (m)p. the maximal factor of m which is prime to 
p, i.e., (m)p, = m/p”+‘. 
THEOREM 1.9. Assume d,,, = 0, 12 m, (f),, 2 (m),. . Then d, = 0. 
ProoJ Write m = up”, I = bp”, p j ab. If u d v we are done. Otherwise, 
since b >a, we get bp” 2 ap”=m and Theorem 1.8(iii) yields d,,C=O. By 
successive application of Lemma 1.7(ii) one obtains dh,,, +, = 0 for every 
i > 0. In particular d, = d,. = 0. 1 
COROLLARY 1.10. Zf d, = 0 then d,, = 0 for every integer q 2 1. 1 
The question arises whether the implication d,,, = 0 *dpm = 0 can be 
turned into a general inequality of the form dpm < d,. This can be shown 
to be true under certain conditions. We need the following. 
LEMMA 1.11. CD,?“, Dz”] s OF:,,, for every 1, m > 1 and v > 0. 
Proof: A straightforward implementation of [8, Corollary 1.18(i), 
p. 421, with F(i, a) = min{ ip”, ip”pCa)}. a 
THEOREM 1.12. (i) The function x t-, xp induces a well-defined mapping 
wDmlD,+~+DpmlDpm+,~ 
(ii) If d,=O for some m < I< pm, then D,, = ZJ,(D,), and 
dpm < (pdm - 1 )/(p - 1). In particular d,,, d 1 implies dpm d 1. 
(iii) If d, = 0 for some m < I < pm satisfying v,(l) >, v,(m), then cp is an 
epimorphism. In particular dpm < d,,,. 
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Proof: (i) Let x E D,. Obviously xp E D,,. We have to show that 
(xy)” = xp mod 4, + 1 foreveryyED,+,. (10) 
By Hall’s collection formula 
(xy)” E xp,vp mod U,(H’).y,(H), where H= (x, y) c D,. 
Observe that U,(V) E U,(D,,) G D2pm, and y,(H) c Dpm+, . Thus 
(xy )” f xp yp modD,,+,. 
Finally, yp E U,(D, + i ) E D,,, + , ) c D,, + , . Therefore ( 10) holds. 
(ii) By Lemma 1.7(i), d, = 0 implies dp,,, _ , = 0, which in turn yields 
(using Lemma 1.4(ii)) D,, = D,, ~, = D;jp , But every factor 73, (7,) of 
D zz- 1 lies inside U, (D,,) (write Ui(yj) E U,(zTi_ i(yj))). Thus 
D,, E ZJ,(D,). The reverse inclusion is standard. 
It follows now that Dpm/Dp,,,+, is generated by elements of the form 
d-f), R~Drn/Drn+,. 
q need not be a homomorphism, but it surely satisfies cp(Xi) = cp(~)‘. If 
we define equivalence relations on the elementary abelian groups 0,/D,,, + , 
and D,JD,, + 1 by,?-jiffx=j’forsomel<i<p-i,thenwegetZ-j 
implies q(X) - q(j), so that Dpm/Dpm+, is generated by (PCS], where S is 
a set of representatives for - in D,/D, + , , not including 1. Therefore 
(iii) Regarding part (ii) we only have to show that 50 is a 
homomorphism. 
Let x, y E D,. Then 
(xy )” 3 x”y” 
Now, U,(Dh) G U,(D,,) s DZpm G Dpm+,. Write D, = 0,““. 0,‘” = 
D:‘.D,+,, where u = u,(l) 2 u,(m). It follows that 
y,(D,) 5 r,(DZ”) . D,, + , (11) 
Moreover, applying Lemma 1.11, we obtain 
y,(Dz”& Dpz. (12) 
Part (i) of Theorem 1.8 now yields 
D,?c CDpm, GIRD,,,,,,. (13) 
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Combining (11~( 13) we conclude that y,(D,) s Dpm+ ,, so that 
(xy)” = xp.yp mod D,, + I 
and cp is a homomorphism. 1 
Note that a successive use of Theorem i.l2(iii) shows that, for 2 da < p, 
da,< = 0 implies d,, 3 dbpJ+ I 3 dbpr+z 2 . . for every 1 < b < a. 
EXAMPLE 1.13. (i) Assume p # 2 and let G be a powerful p-group (in 
other words, G’ E D, ; cf. [S] for a general survey of the subject). Then 
d, = 0, so that, by Theorem 1.9, d, # 0 only if m = pi for some i. Moreover, 
Theorem l.l2(iii) (with Z=2p’-‘) shows that d,,+l>d,, for every i> 1. 
Application of Lemma 1.4 (with m = 2~‘~ ‘) yields D,,,-I = D,‘,!!r ‘) = 19~. 
But D, is fixed for pip ’ <m < pi. We conclude that, if p’-’ <m 6 p’, then 
D, = 7J,. In particular de(G) = p’- ‘. Thus powerful p-groups behave 
exactly like abelian groups with respect o dimension subgroups in charac- 
teristic p. 
(ii) Using similar arguments one can show that if p > 5 and G 
satisfies yP _ , c IY,, then 
D,= 
{ 
ui, (p-2)p’-‘<m<p’ 
zTiui- lb,)9 (j-l).pi-‘<mQjpip’, 2<j<p-2, 
de(G) < (p - 2) .pe-‘, and d,,, b dpm for every m. 
The last result of this section deals with the evaluation of de(G) (the 
length of the non-trivial part of the sequence {Dm}) in more general 
contexts. Let G be a finite p-group of exponent p’. Since D,,-I 2 ?J+ I # 1 
we always have de(G) 3 p’- ‘, with equality for G abelian (or powerful). It 
turns out that if G has a relatively large exponent the situation is very 
much similar. 
We begin with a technical lemma, which will be needed later on. 
LEMMA 1.14. Let G be a group of order p” and exponent p’. Then 
dc(G)<max{p’, pn-(p-2)e}, 
In particular, if p # 2 then 
de(G) < max{p’, p”-‘) 
Proof Choose c such that p+ ’ <de(G) < p’. If c < e, we are done. 
Otherwise we assert that dptml ~ pcm2 #0. Indeed, if d,, I ~ Pc -2 = 0 then, by 
481 ‘129’2-1 1 
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Lemma 1.4(ii), 
so that c < e, a contradiction. 
It follows, by Theorem 1.9, that d,, # 0 for every 1 da < p - 1 and 
0 < i d c - 2. Furthermore, d,<- I# 0. Thus 
n=xd,>(p-l).(c-l)+l=(p-2).(c-l)+c>(p-2)e+c, 
m 
so that c < 12 - (p - 2) . e, as required. 1 
THEOREM 1.15. Assume p # 2, and let G be a group of order p” and expo- 
nent p’. Suppose s.e>n for some 26s<p- 1. Then de(G)< (s- l).p’-‘. 
In particular, if 2e > n, then de(G) = pe ~ ‘. 
Proof We can assume G is not cyclic, otherwise there is nothing to 
prove. This means that dl 3 2. Put 
Si= {p’<m<p’+‘:d,#O}. 
Claim. If lSil 3s and i> 1 then ISi il 2s. 
Proof: Case 1. plm for all m E Si. Then, by Lemma 1.7(ii), Sip, 2 
{m/p:mES,} so that ISj .iI > IS,1 2s. 
Case 2. There exist rnE S, such that p j m. Then, by Lemma 1.7(i), 
Si-l={m:p’~ldm<p’};thus ISip,I=pi--pip’>p-l>s,asrequired. 
Suppose now that de(G) > (s - 1) .p’- ‘. Then, by Corollary 1.6(ii), 
d,,,- I # 0 for l<a<s-1. Furthermore, d, # 0 for m= 
min{dc(G), s.p’+‘}<p’. Thus IS+,/ 3s. 
Using the claim we conclude that lSil 2 s for every 0 < id e - 1. It 
follows that I{m:d,#O}I>s.e. But, since d,>2, we have 
n = 1, d,,, > s . e + 1 > n, a contradiction. 1 
It turns out that, if p > 5, a slightly stronger version may be proved. We use 
previous notation. 
THEOREM 1.16. Supposepk5, e>2,2<s<p-2, ands.e>n-1. Then 
de(G) d (s - 1) .p’- ‘. 
Proof Regarding Theorem 1.15 we may assume s. e = n - 1. Suppose 
de(G)= q > (s- 1) .p’+ ‘. Note that, if we define Si as before, we obtain 
ISil=s for all O<i<e-1. For i=e-1 this yields q<sp’-I, otherwise 
se-,2 {pep’, 2pe-‘, . ..) s.pc-‘, m} where m=min{q, (s+ l).p’+‘}. 
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Case 1. q -csp’-‘. Then u,(q) 6 e - 2, thus d4 # 0 implies dope-2 # 0 for 
all 1 < a < p - 1. This means that 1 S,_ 21 > p - 1 > s, a contradiction. 
Case 2. q = s .p’-‘. This implies Siz {pi, 2p’ ,..., s .pi} for all 
0 < i d e - 1, so that equality must hold. Since d, B 2 and C d, = n = se + 1, 
it follows that d, = 2 and d,, = 1 for all 1 < a d s, 0 6 id e - 1. In particular 
d,-, =0 (which is equivalent to yP-, s ZJ,), and (by Example l.l3(ii)) 
DpX = Ui for all i. Moreover, D, = Up- ,(y,). 
Without loss of generality we may assume e = 2 (otherwise replace G 
with G/U,). Then n = 2s + 1 and q = ps. Observe that 
We conclude that G is regular. It follows that 
(G:Q,)= lB,l =p’, where Q,= (x~G:xP=l). 
Therefore y, s Q i, so that ?J,(y,) = 1. But a,(~,)= D,= D,# 1, a 
contradiction. u 
It is worthwhile noting that, although Theorem 1.16 does not hold 
for s= p - 1 (take G to be a group of maximal class satisfying 
(p- l).e=n- l), one can easily verify that (p - 1) . e 2 n - la 
de(G) 6 (p - 1) .p’+’ < p’. 
2. THE POWER-STRUCTURE OF up-GROUP 
The purpose of this section is to give some pure group-theoretical 
applications of the main results of Section 1. These applications throw 
some light on the basic properties of p-groups with large exponent, and on 
the power-structure of a general p-group, as well. As the rest of the paper 
does not rely on the current section, it may be skipped without impairing 
the understanding of the article as a whole. 
Denote by d(G) the Frattini subgroup of G, namely d(G) = G’ . U,(G). 
Let 7JCij be defined inductively by 19~~) = G, i?JCij = B,(UCi_ i,) (ia 1). 
THEOREM 2.1. Let G be a group of order p” (p # 2) and exponent pp. 
(i) If 2e 2 n then exp(4(G)) < exp(G). 
(ii) Ifp > 5, e 2 2 and 2e 2 n - 1 then exp(&G)) < exp(G). 
(iii) If (p - 1) .e 2 n - 1 then exp(U1) < exp(G). 
Proof Notice that d(G)=D,, so that zr,~,(~(G))=ZT,_,(D,)cD,,~,. 
If 2e>n, or ~25, ea2 and 2e>n- 1, then, by Theorems 1.15 and 1.16, 
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de(G) = p’-‘. Thus ZJ- ,(4(G)) = D,,-I = 1. This proves parts (i) and (ii). 
For the last part notice that Ufi,- i(U,)c ?J+ l(D,) E D,,. But 
(p - 1)e > n - 1 implies de(G) < p’. Thus the conclusion follows. 1 
Remark. Let n > 5 be an odd integer, and let G be a group of maximal 
class, of order 3”. Then, one can easily verify that G satisfies 2e = n - 1, 
whereas exp(#(G)) = exp(G’) = exp(G). 
THEOREM 2.2. Let G be a group of order p”, and let i be an integer 
satisfying i> (n- l)/(p- 1). Then 
UC;, = 113, = { xp’: x E G}, 
Proof Since D,, z UCij 2 ZIi 2 {x@: x E G}, it is sufficient to show that 
every element of D,, is a pi-power. We may assume that G is not cyclic. We 
use induction on IGI. 
Put S = {apI: 1 < a < p- 1, 0 < j < i - l> u {p’}. Then ISI = 
(p-l).i+l>n. Since d, 22 and xm d, =n, it follows that d, =0 for 
some m E S. 
If m = p’ for some j < i then dc( G) < p’ 6 p’, so that D,! = 1 and there is 
nothing to prove. Thus we may assume that m = apj for some j < i - 1 and 
2 6 a < p - 1. But then, by 1.7(ii), dQpJml = 0. This yields (applying 
Theorem 1.8) D;(“)E [D,,, G] and Dpl=D~(i~‘)=CJfii. Let x, LEG. 
Then, by Hall’s collection formula, 
( xy)p’ - p’ . yp’ mod CJ,(G’). i Bi-,(ypr). 
r=l 
Notice that l’Jf=, U,-,.(y,,) = D;(ipl) E [Dpz, G] c D,,,,. But, by 
Theorem 1.8(iii), d,,+l = 0 implies d, = 0 for every pi < I < 2~‘. Therefore 
D pl+ 1 = D,,. Finally, since ?J;( G’) c D,,, we obtain 
(xy)“‘- XP’ .yP’ mod Dsp,. 
Further application of Theorem 1.8(ii) (with m = api-‘) yields 
We conclude that for every element g E D,, = 7Ji there exist x E G such that 
gExP’.Uj(c$(G))sUi(H), where H= (x,&G)). 
Since G is not cyclic, H is a proper subgroup of G; clearly, i satisfies the 
condition of the theorem with regard to H. Thus, by induction hypothesis, 
Oi(H) = { hP’: h E H}. In particular, g is a p’-power, as required. 1 
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I t 
COROLLARY 2.3. Suppose (G( = p”. Set i = (n - I)/@ - 1). Then 
exp(G) < pi implies 0(i) = 1. 1 
Theorem 2.2 insures that UC,, = CJi provided i is large enough. The next 
result shows that, in general, ZllCitk, c CJi, where k is approximately 
log, cl(G). 
PROPOSITION 2.4. Let G be a finite p-group of class c. Put 
c’ = 
{ 
C, p!c+l 
c+ 1, plc+l 
and set k = [log, c’]. Then 
u(i+k) c ui for all i 2 0. 
Proof Put m = c’ + 1. Then, since Y,,, = 1 and p / m, it follows directly 
from Lazard’s formula (3) that d, = 0. By the definition of k, 
pk<c’<pk+l, so that pk < m < pkfl (recall that p j m). 
Let i > 1. Obviously mp’- ’ < pi+k. Now, d,,, = 0 implies dmp,-, = 0, which 
in turn yields (using Theorem 1.8) 
D $+k - D,:!I,- l) c ui. 
Finally, u(i+k) c Dpl+k. This completes the proof. 1 
3. THE NILPOTENCY INDEX OF A 
Assume p # 2, and let G be a group of order p”. Denote by t(G) the 
nilpotency index of the augmentation ideal A g KG. It is well known that 
t(G) d p”, with equality iff G is cyclic. A much deeper result is Koshitani’s 
theorem [3], which states that, for non-cyclic groups, t(G) < p”- ’ + p - 1, 
with equality iff G contains a cyclic subgroup of index p. 
In this section we generalize Koshitani’s theorem, showing that, for tixed 
i and suIIiciently large n, t(G) > p”-’ iff G contains a cyclic subgroup of 
index pi. 
It should be noted that, if XE G is an element of order pe, then 
(x- l)pe-l=&Ci<P’ xj # 0 in KG. Thus t(G) > exp(G), and the “if” part 
of the theorem follows immediately. 
The proof of the other direction is rather complicated and requires 
some preliminary work. We begin with a result which seems to have an 
independent interest. It will play a major role in Section 4. 
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THEOREM 3.1. Let G be a group of order p” and exponent pe. Then 
t(G) < pe + p” ~ ’ - 1, with equality iff G is metacyclic. 
(Cf. [3, Theorem 1.21 for a direct calculation of t(G) for metacyclic 
groups.) 
Proof We may assume that G is not cyclic. By Jennings’ theory [2] 
t(G)=l+(p-l).xmd,. 
m 
Define a sequence m,<m,< . . . <m,, such that every m appears in {mk} 
exactly d,,, times. Obviously C, mk = 1, md,,,, so that 
t(G)=l+(p-l).Cm,. 
Define a sequence M, 6 M2 6 ’ ‘. 6 M, by 
{Mk} = 1, 1, p, p, . ..) pb-‘, pb-1, pb, pbfl, . ..) pupI, 
where a=max(e,n-e}, b=min{e,n-ej. 
Claim. mj < kf, for all j. 
Proof Otherwise, suppose m,> A4, for the first time. Then j> 3 (since 
d,32), and m,~,6Mj-I<Mj<mj. 
Since M,<m,Qdc(G) is a power of p, it follows (by Corollary 1.5(ii)) 
that d, ~0, which means that Mj appears in the set {mk: k= 1, ..,, n}. We 
conclude that mj ~ 1 = M, _ 1 = M,. Therefore j = 2i for some 2 d i d b, and 
A4j = pip I. Since, by our assumption, 
mj~z6Mj~,=pi~2<pi~’ and m,>p’-‘, 
P ‘- ’ appears only once in the series {m,}, which means that d,!-l = 1. 
Therefore (by Theorem l.l2(ii)) dpk < 1 for all k 2 i. Moreover, since d,,, = 0 
for all pip 2 <m < pi- ‘, we obtain (applying Theorem 1.9 with m = 2~‘~ ‘) 
that for m > p’- ‘, d, # 0 only if m = pk for some k. It follows that 
(mj, mj+, , . . . . m,) = (p’, pi+ ‘, . . . . pi+npi). 
Now, i+n-j=i+n-2i=n-i>n-b=a. We conclude that 
de(G) 2 p”=max{p’, p”-‘}. This contradicts Lemma 1.14. 
Having proved the claim, we can deduce that 
t(G)=l+(p-1).x mk<l+(p-l).xMk 
=pa+pb- 1 =p’+p”-‘- 1, 
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Moreover, equality holds iff mk = Mk for every k. In paI%CUhr d, = 2, 
d,=O. Thus G is powerful, and (G : D2)= p*. But then, by Example 1.13, 
D, = Ui, so that (G : a,) = p*, and G is metacyclic. Conversely, assuming 
G is metacyclic, one immediately concludes that G is powerful and 
d,=2. Since d,>d,> ... ad,,>, ... (Example 1.13) we must have d,= 
d,= . . . =+,=2, dph=dph+,= = dDu-I = 1. This yields mk = M, for 
all k. 1 
Having proved the theorem, Koshitani’s result (for odd p) follows quite 
easily. Indeed, as max{p’+p”-‘-1: l<e<n}=p”-‘+p--1, we must 
have t(G) 6 p”- ’ + p - 1 if G is not cyclic. If G has a cyclic subgroup of 
index p then G is metacyclic and e = n - 1, so that equality holds. 
Conversely, t(G)=p”-‘+p-1 implies p”PC+pe-l~ppnP1+p-l. 
This is possible oniy when e = 1 or e = n - 1, in which cases we have 
equality. It follows that G is metacyclic. If e = n - 1 we are done. Otherwise 
e = 1 and n d 2e = 2 (by metacyclicity), so, again, e = n - 1, as required. 
Although we are not particularly interested here in lower bounds on t(G), 
it may be worthwhile mentioning a result that is readily provable at 
this point. Recall that a p-group G is said to be powerful if it satisfies 
G’ z U,(G). 
PROPOSITION 3.2. Let G be a group satisfying IGI = p”, exp(G) = pe 
(p # 2). Then t(G) 3 pe + (p - 1). (n - e), with equality iff G is powerful and 
Ul(G) is cyclic. 
Proof. Write t(G) = 1 + (p - 1) C, md,,,, and observe that, since d,, 3 1 
for 0 < i < e, we obtain 
t(G)=l+(p-1). 1 pi+(p-l).xmd:, 
o<r<e m 
=p’+(p-l).xrndk, where dk 3 0 for all m. 
In fact 
m=p’for some O<i<e 
otherwise. 
Note that C dk = (C d,) - e = n - e. Thus x rndk > n - e, with equality iff 
dk = 0 for all m > 2. This is equivalent to d, = 0 and d, = 1, from which the 
conclusion easily follows. 1 
Note that, whereas the above lower bound can actually be attained for 
all values of n and e, it is clear that equality in Theorem 3.1 can occur only 
if e 2 n/2. 
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The next result supplies us with sharper upper bounds for the case 
n/( p - 1) < e < n/2. 
THEOREM 3.3. Suppose (p - 1). e 2 n. Write n = qe + r (0 <q < p - 2, 
l<rde). Then t(G)<(Y~‘).(pr-l)+pr. 
Proof We can assume G is not cyclic. Define a sequence 
M, GM,< ... <MM, by 
(Mk} = 1, 1, 2, 3, . . . . q 
p, P, 2P, 3P, ...1 4 .P 
P 
r-1 
>P I- J, 2pr-‘, 3pr-‘, . ..) q .pr-’ 
p: 2p’, 3/f, ..., 4 .pr 
P 
r-l, lp’ .I, 3p’-l, . ..) q.pe-l 
and let {mk} be defined as before. 
Claim. mi < M, for all j. 
Proof: Otherwise, assume m, > Mi for the first time. Note that, since G 
is not cyclic, we have d, 3 2, so that m, = m2 = 1. Thus j 2 3. Observe that 
(q + 1) .e 2 n, so that, by Theorem 1.15, de(G) <q .p’- ‘, which means that 
mk+w e--l for every k. 
Case 1. M, = ap’, 2 6 a d q. Then mjp I d M,- , < Mj < mi implies 
d,,,, = 0. Applying Theorems 1.9 and 1.12 we obtain 
d,#O for m>Mi=>m=bp’ for some 1 <b<a, i<I<e, 
and d,,, d d,, . 
It follows that 
c d,,,= c d,,,<(e-i-1). c db,# 
m 2 M, l<b<u 1 <b-co 
ixl-cr 
<(e-i-l) 1 d,,, 
pl<l7< M, 
=(e-i-l).I{k:p’<m,<M,}I. (14) 
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Substitution in (14) yields 
1 d,<(e-i-l).qdI(k:M,>Mi}l. 
m>M, 
(15) 
Obviously 
1 d,=I{k:m,<M,I=j-l=I{k:M,<M,}l. 
F?T<M, 
(16) 
Summation of (15) and (16) gives 
a contradiction. 
Case 2. M, = pi. Since d,! > 0 it follows that mj- , = M,- 1 = M,. Now, 
nzj_,<MjP,=q.pi-’ <(q+ 1) .p’-’ <pi from which we conclude that 
d C4+ljP,-~=0, and d,,= 1. Therefore d,,6 1 for all I>i. 
Implementation of Theorems 1.9 and 1.12 yields 
d,,,#O for maMj*m=bp’, 1 <b<q, i<l<e, and d, < dbP,+l. 
Let i<I<e. Then 
<I+ C 4, 
Zpl+~<iTl<p’ 
=1+1{k:2pi-‘bm~<Mj}l (17) 
2pi~l~m,<Mj=>k~j-2~m,dM,<Mj, SO that 2p’-‘GMk<Mj. 
Thus 
Substitution in (17) yields 
c dm<q for all i < I < e. 
p’<m<p’+l 
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Summing up over 1 we get 
1 d,<(e-i).q< If/c: M,3pi]1. 
872 D’ 
(18) 
On the other hand, 
c d,= j-2= I(k: M,<p’)l. 
m < p’ 
(19) 
If we sum up (18) and (19) we obtain the desired contradiction (n < n). 
Having proved the claim, the theorem follows immediately. Indeed, 
= q+l 
( ! 2 (P’-l)+P’* I
COROLLARY 3.4. Suppose (“:I) < p and (q + 1) .e 3 n. Then p’< 
t(G)<@‘+! 1 
While Theorem 3.3 deals with p-groups with relatively large exponent, 
the same technique provides us with certain upper bounds for more general 
contexts. As the proof is very similar to the previous one, we omit details. 
PROPOSITION 3.5. Let q d p - 2, and suppose (q + 1) . e < n. Then 
n-(q+ l)(e- 1) 
2 
Proof Let {mk} be as usual. Consider the sequence M, < . . . < M, 
defined by 
{Mk} = 1, 1, 2, 3, ..., 4 
p, p, 2P, 3P, .“? qp 
P 
e- I 
,P r-‘,2pe-l, 3p’-I,...) qp’-’ 
(q+l)p+‘, (q+2)pr-’ ,..., (q+n-(q+l).e)p’-‘. 
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It can be shown, using the same type of arguments, 
Thus 
t(G)<l+(p-l).zM,j=l+ 1+ ( (“:‘)}w11 
431 
that mj < M, for all j. 
i- i( n-(y+:)(e--l))_(q:l)}.(p~-p~-I) 
<pee I+ 
i ( 
n-(q+l)(e-1) 
2 Ii- ’ 
We are ready to prove the main result of this section. 
THEOREM 3.6. Let Pf2, i>O. Put a,=max(q: (“l’)<p}. Let G be a 
group of order p” satisfying 
(a) n>i+ [i/a,] +2, 
(b) t(G)> p”-‘. 
Then G contains a cyclic subgroup of index pi. 
Proof. The proof is divided into three stages. For brevity set q = ~1,. 
1. It is sufficient to show that (q + 1) . e 2 n, where pe = exp(G). 
Indeed, by Corollary 3.4, it would then follow that t(G) < p’+ ‘. But 
P n-f< t(G). Thus p”-‘< pe+‘, so that e 3 n - i, and G contains the desired 
cyclic subgroup. 
2. qe>i implies (q+ l).e>n. Assuming qe>i we get n--e+ I < 
n - i. so that 
P 
rz--qe+1< n-i 
--P . 
If (q + 1)e > n we are done. Otherwise, apply Proposition 3.5 to conclude 
that 
n-(q+ l)(e- 1) 
2 
Since p” ~’ < t(G) it follows that 
P n-w+1 <p’. 1+ 
i ( 
n-(q+ l)(e- 1) 
2 >> 
or 
P 
n-(q+lk+l< 
( 
n-(q+l)e+l+q 
2 1. 
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Put x = n - (q + 1) . e + 1. Then px d (.‘: “). Clearly, the function f(x) = 
p’- ( ‘14) is increasing for integers x Z 1, and by the definition of q = up 
we have f( 1) > 0. Thus f(x) ~0 implies x < 1, which means that 
n-(q+ l).e<O, and (q+l).e>n, a contradiction. 
3. qe>i. Otherwise e< [i/q], and (q+ l).e< (q+ 1). [i/q] ,< 
i + [i/q] < n. Considering the ratio of consecutive values, one can easily 
verify that the function 
f(e)=p’. 1+ 
i i 
n - (q + 1 )(e - 1) 
2 >I 
is increasing for integers 0 < e < n/(q + 1). 
We conclude that 
= p41 . 1 + 
i i 
n-i-[i/ql+q(i/q-[i/q])+q+l 
2 )i 
Since p”- ’ < t(G) it follows that 
n-r- CilYl < n-i- [i/q]+q(i/q- [i/q])+q+ 1 P ’ 2 
Put x = n - i - [i/q]. Then 
pXd 
x+q(i/q- [i/ql)+q+ 1 
2 
Observe that, by condition (a), x > 2. 
Case 1. p=3. Then q=l, i/q-[i/q]=O, and we obtain 3”<(“:2). 
This implies x < 2, a contradiction. 
Case 2. p 3 5. Then q 3 2. Observe that q(i/q - [i/q]) d q - 1. Thus 
(20) 
Now 
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Therefore 
Combined with (20) this certainly yields x < 2, which again leads to 
contradiction. 1 
COROLLARY 3.7. Zf p > (i: ‘) and r(G) 2 p”- i, then G contains a cyclic 
subgroup of index d pi. 
Proof: We have to show that e 2 n - i. If n - i< 1 we are done. 
Otherwise n 3 i + 2 = i + [i/cc,] + 2 (since ap > i) and Theorem 3.6 may be 
applied. 1 
For example, if p >, 7, then t(G) > p”- ’ iff G contains a cyclic subgroup 
of index < p2. 
4. LoEwv SERIES 
Denote by (ci} the Loewy series which corresponds to the filtration {A’} 
of KG, namely ci = dim, A’/A’+ ‘. Let f be the generating function 
f(x) = 1 ci. x’. Then f is a symmetric polynomial of degree t(G) - 1. In 
fact, according to Jennings’ theory [2] (cf. also [ 1, Chap. VIII]), 
f(x)= n 4WY"> where b(x)= 1 +x+x2+ . . . +xppl. 
m>l 
Huppert has raised the question whether f is unimodal, which means 
c, _, Q ci for 1 < i < (t(G) - 1)/2. Several counterexamples for p = 3, 5 have 
recently been published by Manz and Staszewski [6] and Stammbach and 
Stricker [13]. They all consist of p-groups of maximal class. In [7] it is 
mentioned that J. Neubiiser could give examples also for p = 2. In addition 
to their constructions, Manz and Staszewski proved some positive results, 
such as: If G is a regular powerful p-group (e.g., abelian, metacyclic) then 
its Loewy series is unimodal [6, Proposition 1.61. In this section we 
improve this result by omitting the regularity condition. Furthermore, we 
show that not only metacyclic groups, but every group with “large” 
exponent has a unimodal Loewy series. We assume p # 2. 
PROPOSITION 4.1. Let G be a powerful p-group. Then its Loewy series is 
unimodal. 
Proof: By Example 1.13, d,,, = 0 if m is not a power of p. Moreover, 
d, >/ d, 2 d,z > . . . Thus, the argument of Manz and Staszewski for the 
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abelian case [6, Proposition 1.41 may be applied in this more general 
context. 1 
We need a technical observation: 
LEMMA 4.2. Let f,(x) = &,i,I xi, and let fi be a polynomial with non- 
negative coefficients. Suppose deg( fi) Q deg(f,). Then f = f, .fi is a 
unimodal polynomial, whose maximal coefficient is fi( 1). 
Proof: Put deg(f,) = 1, deg(f,) = k, and let f2(x) = COXick a, .x’, . . 
f(x) = c o<,<k+,bi.Xj. Then 
CoGiG,ai, O<j<k 
b,= EoGisk ai, 
{ 
k<j<l 
IX- l<i<k 4, l<j<l+k 
from which the conclusion follows. 1 
THEOREM 4.3. Let G be a group of order p” and exponent pe. Suppose 
2e > n. Then the Loewy series of G is unimodal. 
Proof Let f be the generating function previously defined. Then, since 
d d,, dp2, . . . . d,,+l> 1, f can be factored as f = f, .f2, where 
fhO<i<.~(xp~)=~ p xi, and fi is the product of the remaining 
factors. .Obviously, f2’ya2” non-negative coefficients. Furthermore, by 
Theorem 3.1, 
deg(f)=t(G)-l,<(p’-l)+(p”-‘-l)=deg(f,)+p”-’-1. 
Thus 
deg(f,)6pnP’-l&p’-l=deg(f,). 
By Lemma 4.2, f is unimodal. 1 
Applying the second part of Lemma 4.2, the maximal coefficient off may 
be calculated. Notice that f2( 1) = f( l)/fI( 1) = p”/p’. Thus 
COROLLARY 4.4. Under the conditions of Theorem 4.3, max, cj =p”-‘. 1 
This result is going to play some role in the sequel. 
5. THE NUMBER OF GENERATORS OF IDEALS IN KG 
For a left ideal ZC KG, denote by v(Z) its minimal number of generators. 
Then v(Z) = dim(Z/d . I). In particular v(d’) = dim A’/A’+ ’ = ci, the ith term 
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in the Loewy series of G. Following the notation of [lo] we set 
o(KG) = sup{o(Z): I a left ideal in KG}. 
Let H < G, and consider KG as a left KH-module. Then KG r @ $z iH’ KH, 
from which it follows that every submodule of KG is generated (over KH) 
by at most (G : H) . u( KH) elements. In particular u( KG) < (G : H) . u(KH). 
Note that if H is cyclic then u(KH) = 1. Thus, taking H to be a maximal 
cyclic subgroup of G we obtain 
LEMMA 5.1. Let G be a group of order p” and exponent p”. Then 
u(KG) d p”-‘. 1 
It is somewhat surprising that this trivial upper bound is actually achieved, 
provided e is large enough. 
THEOREM 5.2. Let G be a group of order p” and exponent pe (p # 2). 
Suppose 2e an. Then u(KG) = maxi u(d’) = p”-‘. 
Proof: By Lemma 5.1, max c; = max u(d’) < u( KG) < p”- ‘. But accord- 
ing to Corollary 4.4, 2e > n implies maxi ci = p”-‘, and equality holds. 1 
Notice that, under the conditions of the theorem, max u(l) is achieved by 
some power of the augmentation ideal. This can be proved, using com- 
binatorial methods developed in [ 111, for other types of groups, like the 
abelian (and the powerful) groups, but the general case is still unclear. 
Paraphrasing Lemma 5.1 one may say that the existence of cyclic sub- 
groups of small index forces u(KG) to be small. We shall now prove that, 
in a sense, the only reason for u(KG) being small is the existence of such 
large cyclic subgroups. 
Notice that, since C ci = dim KG = \GI, we have 
t(G).u(KG)> t(G).max cib IGI. (21) 
Furthermore, equality holds only if G is cyclic (otherwise max ci > c0 = 1). 
Thus results concerning t(G) may play a useful role in the evaluation of 
u(KG). In particular, one can derive an analogue for Koshitani’s theorem. 
PROPOSITION 5.3. If G is not cyclic then u(KG) > p, with equality iff G 
contains a cyclic subgroup of index p. 
Proof: Consider the generating polynomial f(x) defined in Section 4. 
Observe that d, > 2, and that the maximal coefficient in 4(x)’ is p. Turning 
to f(x), which is a multiple of d(x)‘, we conclude that max ci > p. This 
yields u( KG) > p. 
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Suppose o(KG)=p. Then, by (21), t(G)> p”-‘, where IGI =p”. But 
f(G) = 1 mod(p - 1). Therefore t(G) B p”-’ + p - 1, and by Koshitani’s 
theorem equality holds, and G is as required. Finally, if exp(G) = p’ ‘, 
then, by Lemma 5.1, o(KG) <p. Thus u(KG) = p, which completes the 
proof. 1 
From now on we assume p # 2. 
The combination of (21) with Theorem 3.6 gives rise to 
THEOREM 5.4. Put IGI=y”, ~p=max{q:(Y~‘)<:p}, and let i be an 
integer satisfying 0 < i < n - nl(cr, + 1) - 1. Then u(KG) < pi ifs G contains 
a cyclic subgroup of index p’. 
ProoJ The “if” part is clear by 5.1. For the reverse implication, note 
that, 
(q+l).id(q+l).(n-l)-(q+l).;I/(q+lj 
<(q+ l)(n- 1)-n=qn-q- 1, where q = ap. 
Thus qn 3 (q + 1). i + q + 1, so that n 2 i + i/q + 1 + l/q. This is equivalent 
to n 3 i + [i/q] + 2. Since v(KG) 6 p’, we have p” 6 t(G) . o(KG) 6 t(G) .pi, 
so that t(G) 2 p”-‘. Applying Theorem 3.6, we deduce that e a n - i, and 
the conclusion follows. 1 
This theorem has some interesting consequences. We use our usual 
notation. 
COROLLARY 5.5. rf u(KG) < pCn12’- ’ then v(KG) = p”-‘. 
Proof: Since clP 3 1, i = [n/2] - 1 satisfies the conditions of Theorem 5.4. 
It follows that 
e>n--i=n-[n/2]+1=;lli+l. 
In particular 2e > n. Implementation of Theorem 5.2 yields the result. 1 
Notice that if p > 5 and n 2 5 then [n/2] < n - $3’ - 1 < 
n - ;2/(tIp - 1 so that, in Corollary 5.5, the requirement u(KG) < pCn’21 
would suffice. 
It is clear that, if u is a power of p, then there exist an infinite number 
of p-groups G satisfying u(KG) = U. Indeed, if H is any group of order 
u = pi, then every group of the form G = H x C, where C is cyclic of order 
b U, would be as required. The following result shows that the reverse 
direction is also valid. 
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COROLLARY 5.6. Zf u is not a power of p, then there exist only a finite 
number of (non-isomorphic) finite p-groups G satisfying u(KG) = u. 
ProoJ: u(KG)=u~u(KG)#p”-‘*u=v(KG)>p[‘@~’. Thus ICI = 
P”dP 2(Cn/21-1)+3<p3 . u2 and the result follows. 1 
It should be emphasized that finite p-groups for which u(KG) is not a 
power of p do exist. Indeed, it follows from Example 2.5.2 of [ll] that, if 
G is elementary abelian of order p3, then u(KG) = (3p2 + 1)/4, which fails to 
be a power of p. 
Finally, let G be an infinite group. u(KG) can be defined as before, but 
it has a pretty good chance of being infinity. We want to know under what 
condition u(KG) is finite. If G is a residually-p group, a reduction to the 
finite case yields the following. 
THEOREM 5.1. Let G be a residually-p group. Then 
(i) u(KG) < CO iff G has a cyclic subgroup of finite index. 
(ii) In this case u(KG) = min{(G : C): C< G cyclic}. 
Proof If C < G cyclic of finite index, the proof of Lemma 5.1 runs 
through, so that u( KG) d (G : C) < co. This proves the “if” part in (i), and 
the < in (ii). 
Now, let {Hi} be a descending sequence of normal subgroups of G 
such that G/H, is a finite p-group for all i, and fli Hi = 1. Suppose 
u(KG) = u< co, and set Gi= G/H,, lG,l = p”‘. Then, obviously u(KG,) < u 
for every i. If i is sufficiently large, say i > iO, then u 6 pCnr!‘l ~ ’ so that, by 
Corollary 5.5, u(KG,) = P”-~‘, where p” = exp(G,). Thus Gi contains a 
cyclic subgroup Ci = C,/H, with (G, : C,) = p” - ” = u( KG,) < u. 
Consider the groups { Ci} ir iO. Obviously (G : Ci) < u for every i. Since G 
is finitely generated (otherwise KG would not even be noetherian) it 
contains only a finite number of subgroups of index d u. Thus there exist 
Cd G such that Ci = C infinitely many times. Without loss of generality 
Ci = C for all i > i,. Then 
C/H, is cyclic for all i > i, and n Hi = 1. (22) 
Since C’ c Hi for all i > i,, it follows that C is abelian. Furthermore, C is 
clearly finitely generated. Therefore it is isomorphic to a finite direct 
product of cyclic groups. Combined with the assumption that Hi? Hi+ 1, 
(22) implies that C is cyclic. Thus G contains a cyclic subgroup C satisfying 
(G : C) < u(KG). This terminates the proof. 1 
COROLLARY 5.8. Let G be a residually-p group. Then, if u(KG) is finite, 
it must be a power of p. m 
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Remark. Part (i) of Theorem 5.7 remains valid under the weaker 
assumption that G contains a residually-p group of finite index. Taking G 
to be a polycyclic-by-finite group, we conclude that u(KG) is finite iff the 
Hirsch rank of G is 1. 
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