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a b s t r a c t
Many studies on hardware framework and routing policy are devoted to reducing the
transmission time for a flow network. A time version of the shortest path problem thus
arises to find a quickest path, which sends a given amount of data from the unique source
to the unique sink with minimum transmission time. More specifically, the capacity of
each arc in the flow network is assumed to be deterministic. However, in many real-life
networks, such as computer systems, telecommunication systems, etc., the capacity of
each arc should be stochastic due to failure, maintenance, etc. Such a network is named
a stochastic-flow network. Hence, the minimum transmission time is not a fixed number.
We extend the quickest path problem to evaluating the probability that d units of data can
be sent under the time constraint T . Such a probability is named the system reliability. In
particular, the data are transmitted through twominimal paths simultaneously in order to
reduce the transmission time. A simple algorithm is proposed to generate all (d, T )-MPs
and the system reliability can then be computed in terms of (d, T )-MPs. Moreover, the
optimal pair of minimal paths with highest system reliability could be obtained.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The shortest path problem is one of the well-known and practical problems in operations research, computer science,
networking and other areas. When goods or commodities are transmitted from one node to another node through a flow
network, it is desirable to adopt the shortest path, least cost path, largest capacity path, shortest delay path, or some
combination of multiple criteria [1,5,13,14], which are all variants of the shortest path problem. From the point of view
of quality management, it is an important issue to reduce the transmission time through the network, especially through
computer and telecommunication networks. Hence, a time version of the shortest path problem called the quickest path
problem is proposed by Chen and Chin [8]. This problem is for finding a quickest path with minimum transmission time to
send a given amount of data from the unique source to the unique sink, where each arc has two attributes; the capacity and
the lead time [8,16,25,26]. More specifically, the capacity and the lead time of each arc are both assumed to be deterministic.
Since then, several variants of quickest path problems are proposed; constrained quickest path problem [7,11], the first k
quickest paths problem [9,10,12,27], and all-pairs quickest path problem [6,19].
However, due to failure, partial failure,maintenance, etc., the capacity of each arc is stochastic inmany real flownetworks
such as computer, telecommunication, urban traffic, logistics systems, etc. That is, each arc has several possible capacities
or states. Such a network is named a stochastic-flow network [17,20–24,29,31–33]. For instance, a computer system with
arcs denoting the transmission media and nodes denoting stations of servers is a typical stochastic-flow network. In fact,
each transmission medium is combined with several physical lines (coaxial cables, fiber optics, etc), and each physical line
has only success or failure state. That implies a transmission medium has several states in which state k means k physical
lines are successful.
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The purpose of this paper is mainly to extend the quickest path problem to a stochastic case. In practice, the transmission
request through a computer networkwill be canceled if the transmission time exceeds a specified time threshold. Hence the
user’s monitor shows an off-line screen in case the request data do not arrive in time. The data can be transmitted through
several disjoint minimal paths (MPs) simultaneously, in order to reduce the transmission time, where a MP is an ordered
sequence of arcs from the source to the sink without loops. For convenience, this paper concentrates on data transmission
through two MPs simultaneously. In Section 3, we evaluate the probability that the stochastic-flow network can send d
units of data from the source to the sink under the time constraint T . Such a probability is named the system reliability
throughout this paper. Algorithm I is first proposed in Section 4 to generate all (d, T )-MPs, the minimal capacity vectors
fulfilling both the demand and time requirements. The system reliability could be calculated in terms of such vectors by
inclusion–exclusion. An illustrative example is presented in Section 5. Computational complexity analysis of the algorithm
is shown in Section 6. Based on Algorithm I, a criterion to find the optimal pair of MPs with highest system reliability is
discussed in Section 7.
2. Notations and assumptions
Let G ≡ (N, A, L,M) denote a stochastic-flow network with a source s and a sink t where N denotes the set of nodes,
A ≡ {ai|1 ≤ i ≤ n} denotes the set of arcs, L ≡ (l1, l2, . . . , ln)with li denoting the lead time of ai, andM = (M1,M2, . . . ,Mn)
withMi denoting the maximal capacity of ai. The capacity is the maximal number of data sent through the medium (an arc
or aMP) per unit of time. The (current) capacity of arc ai, denoted by xi, takes possible values 0 = ci1 < ci2 < · · · < ciri = Mi,
where cij is an integer for j = 1, 2, . . . , ri and ri is the number of states of ai. The vector X ≡ (x1, x2, . . . , xn) is called the
capacity vector of G. Such a G is assumed to further satisfy the following assumptions:
1. Each node is perfectly reliable.
2. The capacity of each arc is stochastic with a given probability distribution.
3. The capacities of different arcs are statistically independent.
Vectors operations are done according to the following rules:
Y ≥ X (y1, y2, . . . , yn) ≥ (x1, x2, . . . , xn) : yi ≥ xi for each i = 1, 2, . . . , n
Y > X(y1, y2, . . . , yn) > (x1, x2, . . . , xn) : Y ≥ X and yi > xi for at least one i
Y + X(y1, y2, . . . , yn)+ (x1, x2, . . . , xn) = (y1 + x1, y2 + x2, . . . , yn + xn)
Y − X(y1, y2, . . . , yn)− (x1, x2, . . . , xn) = (y1 − x1, y2 − x2, . . . , yn − xn).
3. Model building
Suppose that P1, P2, . . . , Pm are allMPs ofG.With respect to eachMP Pj = {aj1, aj2, . . . , ajnj}, j = 1, 2, . . . ,m, the capacity
of Pj under the capacity vector X is min1≤k≤nj xjk.The transmission time to send d units of data through Pj under the capacity
vector X , denoted by ψ(d, X, Pj), is
lead time of Pj +
⌈
d
the capacity of Pj
⌉
=
nj∑
k=1
ljk +
 dmin1≤k≤nj xjk
 , (1)
where dxe is the smallest integer such that dxe ≥ x. ψ(d, X, Pj) is an integer value. It contradicts the time constraint if
ψ(d, X, Pj) > T . The following lemma holds the inequality ψ(d, X, Pj) ≥ ψ(d, Y , Pj) if X < Y .
Lemma 1. ψ(d, X, Pj) ≥ ψ(d, Y , Pj) if X < Y .
Proof. If X < Y , then xjk ≤ yjk for each ajk ∈ Pj, and min1≤k≤nj xjk ≤ min1≤k≤nj yjk. Thus,
⌈
d
min1≤k≤nj xjk
⌉
≥
⌈
d
min1≤k≤nj yjk
⌉
. So
ψ(d, X, Pj) ≥ ψ(d, Y , Pj). 
Let us assume that data are transmitted simultaneously through two disjoint MPs – P1 and P2. Let d1 and d2 be
the demands assigned to P1 and P2. Let δ(d1, d2, X) denote the minimum transmission time to send d1 and d2 units of
data under the capacity vector X , then δ(d1, d2, X) = max{ψ(d1, X, P1), ψ(d2, X, P2)}. Let ξ(d, X) further denote the
minimum transmission time to send d units of data through P1 and P2 under the capacity vector X , then ξ(d, X) =
minall (d1,d2):d1+d2=d{δ(d1, d2, X)}. The system reliability Rd,T is thus equal to Pr{X |ξ(d, X) ≤ T }. Any capacity vector X with
ξ(d, X) ≤ T means that X can send d units of data from s to t under the time constraint T . Let Ω be the set of such X , and
Ωmin ≡ {X |X is minimal inΩ}. Then, X ∈ Ωmin is called a (d, T )-MP throughout this paper. Equivalently, X is a (d, T )-MP if
and only if (i) ξ(d, X) ≤ T and (ii) ξ(d, Y ) > T for any capacity vector Y with Y < X . The MP is a set of arcs, while (d, T )-MP
is a vector of arc capacities. Hence, we have the following lemma.
Lemma 2. If X is a (d, T )-MP, then Y ∈ Ω for any Y > X.
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Proof. Since X is a (d, T )-MP, we obtain that ξ(d, X) ≤ T . Lemma 1 states that ψ(d, Y , Pj) ≤ ψ(d, X, Pj) for any
Y > X . Hence, max{ψ(d1, Y , P1), ψ(d2, Y , P2)} ≤ max{ψ(d1, X, P1), ψ(d2, X, P2)}. That is, δ(d1, d2, Y ) ≤ δ(d1, d2, X)
and thus minall (d1,d2):d1+d2=d{δ(d1, d2, X)} ≤ minall (d1,d2):d1+d2=d{δ(d1, d2, X)}. We conclude that Y ∈ Ω by obtaining
ξ(d, Y ) ≤ ξ(d, X) ≤ T . 
Lemma 2 implies that Pr{X |ξ(d, X) ≤ T } = Pr{X |X ≥ Xj for a (d, T )-MP Xj}. Suppose there are b(d, T )-MPs, let
Bj = {X |X ≥ Xj}, j = 1, 2, . . . , b. Then, Rd,T = Pr{⋃bj=1 Bj}. Several methods such as inclusion–exclusion [21–24,29,
31], disjoint-event method [15,30] and state-space decomposition [2,4,17,20] can be applied to calculate Pr{⋃bj=1 Bj}.
4. Algorithm I: Generate all (d, T )-MPs based on two disjoint MPs
If P1 = {a1, a2, . . . , aq} and P2 = {aq+1, aq+2, . . . , aq+r}, then the following algorithm generates all (d, T )-MPs based on
P1 and P2.
Step 0.Ωmin = ∅, j = 0.
Step 1. Find the largest assigned demands d1 and d2, such that
∑q
k=1 lk +
⌈
d1
min1≤k≤q Mk
⌉
≤ T and ∑q+rk=q+1 lk +⌈
d2
minq+1≤k≤q+r Mk
⌉
≤ T , respectively.
Step 2.Generate all non-negative integer solutions of d1 + d2 = dwhere d1 ≤ d1 and d2 ≤ d2.
Step 3. For each solution (d1, d2), check the feasibility.
3.1. Find the minimal capacity v1 of P1, such that d1 units of data can be sent through P1 under the time constraint. That
is, find the smallest integer v1 such that
q∑
k=1
lk +
⌈
d1
v1
⌉
≤ T . (2)
3.2. For P2, find the smallest integer v2 such that
q+r∑
k=q+1
lk +
⌈
d2
v2
⌉
≤ T . (3)
3.3. j = j+ 1. Xj = (x1, x2, . . . , xn) is obtained according to
xi =
{
minimal capacity u of ai such that u ≥ v1 if ai ∈ P1 ∪ P2
0 if others. (4)
3.4. For k = 1 to j− 1, if Xj ≥ Xk, then go to step (3.6); if Xj < Xk, then delete Xk fromΩmin.
3.5.Ωmin = Ωmin ∪ {Xj}.
3.6. Next (d1, d2).
Steps 3.1 to 3.3 guarantee that ξ(d, Xj) ≤ T . The Xj is a candidate of (d, T )-MP. Step 3.4 further checks the qualification
of the candidates. To make it clear that all (d, T )-MPs can be generated by the proposed algorithm, the following lemma is
necessary.
Lemma 3. All (d, T )-MPs are generated from Algorithm I.
Proof. We first claim that every obtained Xj ∈ Ωmin from Algorithm I is a (d, T )-MP. For a specific pair (d1, d2), suppose Xj is
not a (d, T )-MP. Then there exists a (d, T )-MP Y = (y1, y2, . . . , yn) such that Y < Xj. Without loss of generality, we assume
an arc ah ∈ P1, such that yh < xh. It is known that xh is the minimal capacity of ah, such that xh ≥ v1.The situation yh < xh
results in that yh < v1 and
∑q
k=1 lk +
⌈
d1
yh
⌉
> T . It contradicts that Y is a (d, T )-MP. Hence, Xj is a (d, T )-MP.
Conversely, we claim that every (d, T )-MP belongs to {X1, X2, . . . , Xw} which is generated from Algorithm I. Let X be a
(d, T )-MP. Suppose to the contrary that X 6∈ {X1, X2, . . . , Xw}. Without loss of generality, there exists an arc ai 6∈ P1 ∪ P2
such that xi > 0. Set Y = (x1, x2, . . . , xi − z, . . . , xn), where (xi − z) is the maximal capacity of ai such that (xi − z) < xi.
Then ψ(d, Y , P1) ≤ T and ψ(d, Y , P2) ≤ T . That contradicts that X is a (d, T )-MP. Hence, any (d, T )-MP belongs to
{X1, X2, . . . , Xw}. We conclude that all (d, T )-MPs are generated from Algorithm I. 
5. An illustrative example
We use the benchmark network shown in Fig. 1 [6–8] to illustrate Algorithm I.
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Fig. 1. A benchmark network.
Table 1
The arc data of Fig. 1
Arc Capacity Probability Lead time Arc Capacity Probability Lead time
a1 3a 0.80 2 a6 4 0.60 2
2 0.10 3 0.20
1 0.05 2 0.10
0 0.05 1 0.05
a2 3 0.80 1 0 0.05
2 0.10 a7 5 0.55 2
1 0.05 4 0.10
0 0.05 3 0.10
a3 3 0.80 3 2 0.10
2 0.10 1 0.10
1 0.05 0 0.05
0 0.05 a8 4 0.70 1
a4 1 0.90 3 3 0.10
0 0.10 2 0.10
a5 2 0.80 1 1 0.05
1 0.10 0 0.05
0 0.10
a Pr{the capacity of a1 is 3}= 0.80.
Table 2
Results of case I
(d1, d2) (v1, v2) X X ∈ Ωmin? Remark
(4, 4) (1, 2) X1 = (1, 0, 2, 1, 0, 0, 2, 2) Yes
(3, 5) (1, 2) X2 = (1, 0, 2, 1, 0, 0, 2, 2) No X2 ≥ X1
(2, 6) (1, 2) X3 = (1, 0, 2, 1, 0, 0, 2, 2) No X3 ≥ X1
(1, 7) (1, 3) X4 = (1, 0, 3, 1, 0, 0, 3, 3) No X4 ≥ X1
(0, 8) (0, 3) X5 = (0, 0, 3, 0, 0, 0, 3, 3) Yes
5.1. Case 1
The capacity and the lead time of each arc are both shown in Table 1. If 8 units of data are required to be sent through
P1 = {a1, a4} and P2 = {a3, a7, a8} under the time constraint 9, then all (8, 9)-MPs and the system reliability R8,9 to meet
such requirements can be derived as follows.
Step 0.Ωmin = φ, j = 0.
Step 1. The largest demand d1, such that (l1 + l4) +
⌈
d1
min{M1,M4}
⌉
≤ 9 is d1 = 4. The largest demand d2, such that
(l3 + l7 + l8)+
⌈
d2
min{M3,M7,M8}
⌉
≤ 9 is d2 = 9.
Step2. Generate all non-negative integer solutions of d1 + d2 = dwhere d1 ≤ d1 and d2 ≤ d2.
Step 3. For (d1, d2) = (4, 4),
3.1. The lead time of P1 is l1 + l4 = 5. Then v1 = 1 is the smallest integer such that
(
5+
⌈
4
v1
⌉)
≤ 9.
3.2. The lead time of P2 is l3 + l7 + l8 = 6. Then v2 = 2 is the smallest integer such that
(
6+
⌈
4
v2
⌉)
≤ 9.
3.3. X1 = (x1, x2, x3, x4, x5, x6, x7, x8) = (1, 0, 2, 1, 0, 0, 2, 2).
...
The results are shown in Table 2.
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Table 3
Results of case II
(d1, d2) (v1, v2) X X ∈ Ωmin? Remark
(6, 2) (1, 1) X1 = (1, 0, 1, 1, 0, 0, 1, 1) Yes
(5, 3) (1, 1) X2 = (1, 0, 1, 1, 0, 0, 1, 1) No X2 ≥ X1
(4, 4) (1, 1) X3 = (1, 0, 1, 1, 0, 0, 1, 1) No X3 ≥ X1
(3, 5) (1, 1) X4 = (1, 0, 1, 1, 0, 0, 1, 1) No X4 ≥ X1
(2, 6) (1, 2) X5 = (1, 0, 2, 1, 0, 0, 2, 2) No X5 ≥ X1
(1, 7) (1, 2) X6 = (1, 0, 2, 1, 0, 0, 2, 2) No X6 ≥ X1
(0, 8) (0, 2) X7 = (0, 0, 2, 0, 0, 0, 2, 2) Yes
Table 4
New data for arcs
Arc Capacity Probability Lead time Arc Capacity Probability Lead time
a1 5 0.85 2 a6 7 0.60 2
3 0.05 5 0.20
1 0.05 3 0.10
0 0.05 1 0.05
a2 5 0.80 1 0 0.05
3 0.10 a7 9 0.70 2
1 0.05 7 0.10
0 0.05 5 0.05
a3 6 0.80 3 3 0.05
3 0.10 1 0.05
1 0.05 0 0.05
0 0.05 a8 7 0.75 1
a4 2 0.95 3 5 0.10
0 0.05 3 0.05
a5 3 0.90 1 1 0.05
0 0.10 0 0.05
Two (8, 9)-MPs are generated: X1 = (1, 0, 2, 1, 0, 0, 2, 2) and X5 = (0, 0, 3, 0, 0, 0, 3, 3). Let B1 = {X |X ≥ X1} and
B5 = {X |X ≥ X5}, then the system reliability R8,9 = Pr{B1 ∪ B5} = 0.5886675+ 0.48− 0.4104 = 0.6582675 by applying
inclusion–exclusion. In the calculating process,
Pr{B1} = Pr{X ≥ (1, 0, 2, 1, 0, 0, 2, 2)} = Pr{x1 ≥ 1} × Pr{x2 ≥ 0} × Pr{x3 ≥ 2} × Pr{x4 ≥ 1} × Pr{x5 ≥ 0}
× Pr{x6 ≥ 0} × Pr{x7 ≥ 2} × Pr{x8 ≥ 2} = 0.95× 1× 0.9× 0.9× 1× 1× 0.85× 0.9
= 0.5886675,
Pr{B5} = Pr{X ≥ (0, 0, 3, 0, 0, 0, 3, 3)} = Pr{x1 ≥ 0} × Pr{x2 ≥ 0} × Pr{x3 ≥ 3} × Pr{x4 ≥ 0} × Pr{x5 ≥ 0}
× Pr{x6 ≥ 0} × Pr{x7 ≥ 3} × Pr{x8 ≥ 3} = 1× 1× 0.8× 1× 1× 1× 0.75× 0.8 = 0.48,
Pr{B1 ∩ B5} = Pr{(X ≥ (1, 0, 2, 1, 0, 0, 2, 2)) ∩ (X ≥ 0, 0, 3, 0, 0, 0, 3, 3)} = Pr{X ≥ (1, 0, 3, 1, 0, 0, 3, 3)}
= 0.4104.
5.2. Case 2
In other case that T is loosened to be 11, the results are described in Table 3. Two (8, 11)-MPs are generated: X1 =
(1, 0, 1, 1, 0, 0, 1, 1) and X7 = (0, 0, 2, 0, 0, 0, 2, 2). The system reliability R8,11 increases to 0.8328881225.
5.3. Case 3
New arc data are shown in Table 4, where the possible capacity of each arc does not appear in consecutive integers. If
20 units of data are required to be sent through P1 = {a1, a4} and P2 = {a3, a7, a8} under the time constraint 12, then the
system reliability R20,12 = 0.78545625. The calculation process and results are concluded in Table 5.
6. Computational complexity
Computational complexity of Algorithm I is analyzed as follows. In Step 1, it takes at most O(n) time to find the largest
assigned demands d1 and d2. In step 2, there are at most (d+1) solution of d1+d2 = d. For each (d1, d2), it spends O(n) time
to test time constraint (steps 3.1& 3.2) and to transform toX (step 3.3). The setΩmin contains atmost (d+1) elements. Hence,
each Xj needs O(dn) time to compare with other X in the worst case. Thus, Step 3 needs O(d2n) time to generate all (d, T )-
MPs. In sum, it takes at most O(d2n) time to execute the proposed algorithm. Hence, the computational time is linear with
respect to the number of arcs and the square of demand. It seems that O(10 000n) is needed if d = 100. In practice, we may
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Table 5
Results of case III
(d1, d2) (v1, v2) X X ∈ Ωmin? Remark
(14, 6) (2, 1) X1 = (2, 0, 1, 2, 0, 0, 1, 1) Yes
(13, 7) (2, 2) X2 = (2, 0, 2, 2, 0, 0, 2, 2) No X2 ≥ X1
(12, 8) (2, 2) X3 = (2, 0, 2, 2, 0, 0, 2, 2) No X3 ≥ X1
(11, 9) (2, 2) X4 = (2, 0, 2, 2, 0, 0, 2, 2) No X4 ≥ X1
(10, 10) (2, 2) X5 = (2, 0, 2, 2, 0, 0, 2, 2) No X5 ≥ X1
(9, 11) (2, 2) X6 = (2, 0, 2, 2, 0, 0, 2, 2) No X6 ≥ X1
(8, 12) (2, 2) X7 = (2, 0, 2, 2, 0, 0, 2, 2) No X7 ≥ X1
(7, 13) (1, 3) X8 = (1, 0, 3, 1, 0, 0, 3, 3) Yes
(6,14) (1,3) X9 = (1, 0, 3, 1, 0, 0, 3, 3) No X9 ≥ X8
(5, 15) (1, 3) X10 = (1, 0, 3, 1, 0, 0, 3, 3) No X10 ≥ X8
(4, 16) (1, 3) X11 = (1, 0, 3, 1, 0, 0, 3, 3) No X11 ≥ X8
(3, 17) (1, 3) X12 = (1, 0, 3, 1, 0, 0, 3, 3) No X12 ≥ X8
(2, 18) (1, 3) X13 = (1, 0, 3, 1, 0, 0, 3, 3) No X13 ≥ X8
(1, 19) (1, 4) X14 = (1, 0, 4, 1, 0, 0, 4, 4) No X14 ≥ X8
(0, 20) (0, 4) X15 = (0, 0, 4, 0, 0, 0, 4, 4) Yes
Table 6
Results of simplified network
(d1, d2) (v1, v2) X ′ X ′ ∈ Ωmin? Remark
(4, 4) (1, 2) X ′1 = (1, 2, 1, 2, 2) Yes
(3, 5) (1, 2) X ′2 = (1, 2, 1, 2, 2) No X ′2 ≥ X ′1
(2, 6) (1, 2) X ′3 = (1, 2, 1, 2, 2) No X ′3 ≥ X ′1
(1, 7) (1, 3) X ′4 = (1, 3, 1, 3, 3) No X ′4 ≥ X ′1
(0, 8) (0, 3) X ′5 = (0, 3, 0, 3, 3) Yes
divide 100 to be (d1, d2) = (100, 0), (90, 10), (80, 20), (70, 30), (60, 40), (50, 50), (40, 60), (30, 70), (20, 80), (10, 90),
and (0, 100). The number of feasible (d1, d2) is 11 but not 101. Thus, only O(100n) time is needed. The complexity of the
proposed algorithm is O(λ2n)where λ is the number of feasible (d1, d2).
7. Discussion and conclusions
This paper modifies the quickest path problem to evaluating the system reliability that d units of data can be sent from
the source to the sink through two disjoint MPs under the time constraint T . The idea of (d, T )-MP, the minimal capacity
vectors satisfying the demand and time requirements, is first proposed. The MP is a set of arcs, while (d, T )-MP is a vector
of arc capacities. Subsequently the system reliability could be computed in terms of all (d, T )-MPs. Given T ,
∑
d Rd,T × d is
the expected amount of data sent from the source to the sink. From the point of view of quality management, we can treat
the system reliability as a performance index, and conduct the sensitive analysis to improve the most sensitive component
(e.g., switch or server in a computer network) which will increase the system reliability most significantly.
Only the arcs appearing in P1 or P2 are processed in both Algorithm I and system reliability calculation. For simplicity,
let G′ = (N ′, A′, L′,M ′) be a subgraph of Gwhere N ′ denotes the set of nodes appearing in P1 ∪ P2, and A′ denotes the set of
arcs in P1 ∪ P2. In other words, A′ = {ai|1 ≤ i ≤ q + r} and thus X ′ = (x1, x2, . . . , xq+r). Replacing Xj = (x1, x2, . . . , xn)
in step 3.3 by X ′ will accelerate the calculation of Algorithm I. We may use the case 1 in the example to illustrate such a
convenience. Table 6 shows the results and indicates that X ′1 = (1, 2, 1, 2, 2) and X ′5 = (0, 3, 0, 3, 3) are (8, 9)-MPs. Let
B′1 = {X ′|X ′ ≥ X ′1} and B′5 = {X ′|X ′ ≥ X ′5}, then the system reliability R8,9 = Pr{B′1 ∪ B′5}. In the calculating process,
Pr{B′1} = Pr{X ′ ≥ (1, 2, 1, 2, 2)} = Pr{x1 ≥ 1} × Pr{x3 ≥ 2} × Pr{x4 ≥ 1} × Pr{x7 ≥ 2} × Pr{x8 ≥ 2} = 0.5886675.
Based on Algorithm I, wemay utilize the following criterion to find the optimal pair of MPs in order to ensure the highest
system reliability under the same constraints.
Criterion to find the highest system reliability (Algorithm II)
Step 1. List all MPs
Step 2. List all disjoint pairs of MPs.
Step 3. For each disjoint pair of MPs,
3.1 execute Algorithm I,
3.2 calculate system reliability.
As those approaches in [20,22,23,29,32,33], it is assumed for the sake of Algorithm II that allMPs have been precomputed.
The MPs can be efficiently derived from those algorithms in [3,18,28,31]. The algorithm of Al-Ghanim [3] showed an
approximate linear time response versus the number of network nodes. And for a network of 101 nodes, including 10
branch nodes, the computational time per path is 0.518 s (run on a PC 486machine). Kobayashi and Yamamoto [18] showed
that generating all MPs for a random network with 30 nodes and 100 arcs takes no more than 1300 s. We use Fig. 1 and
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Table 7
Results of all pairs of disjoint MPs
P1 = {a1, a4} and P2 = {a3, a7, a8} System reliability= 0.6582675
P3 = {a3, a6} and P4 = {a1, a5, a8} System reliability= 0.948313125
(d3, d4) (v3, v4) X X ∈ Ωmin? Remark
(8, 0) (2, 0) X1 = (0, 0, 2, 0, 0, 2, 0, 0) Yes
(7, 1) (2, 1) X2 = (1, 0, 2, 0, 1, 2, 0, 1) No X2 ≥ X1
(6, 2) (2, 1) X3 = (1, 0, 2, 0, 1, 2, 0, 1) No X3 ≥ X1
(5, 3) (2, 1) X4 = (1, 0, 2, 0, 1, 2, 0, 1) No X4 ≥ X1
(4, 4) (1, 1) X5 = (1, 0, 1, 0, 1, 1, 0, 1) Yes
(3, 5) (1, 1) X6 = (1, 0, 1, 0, 1, 1, 0, 1) No X6 ≥ X5
(2, 6) (1, 2) X7 = (2, 0, 1, 0, 2, 1, 0, 2) No X7 ≥ X5
(1, 7) (1, 2) X8 = (2, 0, 1, 0, 2, 1, 0, 2) No X8 ≥ X5
(0, 8) (0, 2) X9 = (2, 0, 0, 0, 2, 0, 0, 2) Yes
P1 = {a1, a4} and P3 = {a3, a6} System reliability= 0.8890875
(d1, d3) (v1, v3) X X ∈ Ωmin? Remark
(4, 4) (1, 1) X1 = (1, 0, 1, 1, 0, 1, 0, 0) Yes
(3, 5) (1, 2) X2 = (1, 0, 2, 1, 0, 2, 0, 0) No X2 ≥ X1
(2, 6) (1, 2) X3 = (1, 0, 2, 1, 0, 2, 0, 0) No X3 ≥ X1
(1, 7) (1, 2) X4 = (1, 0, 2, 1, 0, 2, 0, 0) No X4 ≥ X1
(0, 8) (0, 2) X5 = (0, 0, 2, 0, 0, 2, 0, 0) Yes
Table 1 to illustrate Algorithm II. Under the time constraint 9, the results shown in Table 7 indicate that P3 = {a3, a6} and
P4 = {a1, a5, a8} are the optimal pair with highest system reliability 0.948313125.
Acknowledgements
This work was supported in part by the National Science Council, Taiwan, Republic of China, under Grant No. NSC 95-
2221-E-011-222-MY3.
References
[1] R.K. Ahuja, Minimum cost-reliability ratio problem, Computers & Operations Research 16 (1998) 83–89.
[2] C. Alexopoulos, A Note on state-space decomposition methods for analyzing stochastic flow networks, IEEE Transactions on Reliability 44 (1995)
354–357.
[3] A.M. Al-Ghanim, A heuristic technique for generatingminimal paths and cutsets of a general network, Computers and Industrial Engineering 36 (1999)
45–55.
[4] T. Aven, Reliability evaluation of multistate systems with multistate components, IEEE Transactions on Reliability 34 (1985) 473–479.
[5] L.D. Bodin, B.L. Golden, A.A. Assad, M.O. Ball, Routing and scheduling of vehicles and crews: The state of the art, Computers & Operations Research 10
(1982) 63–211.
[6] G.H. Chen, Y.C. Hung, On the quickest path problem, Information Processing Letters 46 (1993) 125–128.
[7] G.H. Chen, Y.C. Hung, Algorithms for the constrained quickest path problem and the enumeration of quickest paths, Computers & Operations Research
21 (1994) 113–118.
[8] Y.L. Chen, Y.H. Chin, The quickest path problem, Computers & Operations Research 17 (1990) 153–161.
[9] Y.L. Chen, An algorithm for finding the k quickest paths in a network, Computers & Operations Research 20 (1993) 59–65.
[10] Y.L. Chen, Finding the k quickest simples paths in a network, Information Processing Letters 50 (1994) 89–92.
[11] Y.L. Chen, K. Tang, Minimum time paths in a network with mixed time constraints, Computers & Operations Research 25 (1998) 793–805.
[12] J.C.N. Clímaco,M.M.B. Pascoal, J.M.F. Craveirinha,M.E.V. Captivo, Internet packet routing: Application of a K -quickest path algorithm, European Journal
of Operational Research 181 (2007) 1045–1054.
[13] M.L. Fredman, R.E. Tarjan, Fibonacci heaps and their uses in improved network optimization algorithms, Journal of ACM 34 (1987) 596–615.
[14] B.L. Golden, T.L. Magnanti, Deterministic network optimization: A bibliography, Networks 7 (1977) 149–183.
[15] J.C. Hudson, K.C. Kapur, Reliability bounds for multistate systems with multistate components, Operations Research 33 (1985) 153–160.
[16] Y.C. Hung, G.H. Chen, Distributed algorithms for the quickest path problem, Parallel Computing 18 (1992) 823–834.
[17] C.C. Jane, J.S. Lin, J. Yuan, On reliability evaluation of a limited-flow network in terms of minimal cutsets, IEEE Transactions on Reliability 42 (1993)
354–361.
[18] K. Kobayashi, H. Yamamoto, A new algorithm in enumerating all minimal paths in a sparse network, Reliability Engineering & System Safety 65 (1999)
11–15.
[19] D.T. Lee, E. Papadopoulou, The all-pairs quickest path problem, Information Processing Letters 45 (1993) 261–267.
[20] J.S. Lin, C.C. Jane, J. Yuan, On reliability evaluation of a capacitated-flow network in terms of minimal pathsets, Networks 25 (1995) 131–138.
[21] Y.K. Lin, Extend the quickest path problem to the system reliability evaluation for a stochastic-flow network, Computers & Operations Research 30
(2003) 567–575.
[22] Y.K. Lin, Reliability of a stochastic-flow networkwith unreliable branches & nodes under budget constraints, IEEE Transactions on Reliability 53 (2004)
381–387.
[23] Y.K. Lin, Reliability evaluation for an information networkwith node failure under cost constraint, IEEE Transactions on Systems, Man and Cybernetics
– Part A: Systems and Humans 37 (2007) 180–188.
[24] Y.K. Lin, On amulticommodity stochastic-flow network with unreliable nodes subject to budget constraint, European Journal of Operational Research
176 (2007) 347–360.
[25] E.D.Q.V. Martins, J.L.E.D. Santos, An algorithm for the quickest path problem, Operations Research Letters 20 (1997) 195–198.
[26] C.K. Park, S. Lee, S. Park, A label-setting algorithm for finding a quickest path, Computers & Operations Research 31 (2004) 2405–2418.
[27] M.M.B. Pascoal, M.E.V. Captivo, J.C.N. Clímaco, An algorithm for ranking quickest simple paths, Computers & Operations Research 32 (2005) 509–520.
[28] Y. Shen, A new simple algorithm for enumerating all minimal paths and cuts of a graph, Microelectronics and Reliability 35 (1995) 973–976.
Y.-K. Lin / Journal of Computational and Applied Mathematics 228 (2009) 150–157 157
[29] J. Xue, On multistate system analysis, IEEE Transactions on Reliability 34 (1985) 329–337.
[30] R. Yarlagadda, J. Hershey, Fast algorithm for computing the reliability of communication network, International Journal of Electronics 70 (1991)
549–564.
[31] W.C. Yeh, Search for minimal paths in modified networks, Reliability Engineering & System Safety 75 (2002) 389–395.
[32] W.C. Yeh, An improved sum-of-disjoint-products technique for the symbolic network reliability analysis with known minimal paths, Reliability
Engineering & System Safety 92 (2007) 260–268.
[33] W.C. Yeh, A simple minimal path method for estimating the weighted multi-commodity multistate unreliable networks reliability, Reliability
Engineering & System Safety 93 (2008) 125–136.
