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Abstract. This paper presets the integration of the Visual Basic development 
environment with the API of the shell of data mining in bayesian networks, 
known BNPC. The API offers resources for automated learning from 
databases and it was integrated to development environment with the purpose 
of building a prototype with an intuitive graphical interface that used the 
resources of that API, facilitating the knowledge acquisition between the 
knowledge engineer and the expert to built probabilistic expert systems. 
Resumo. Este artigo apresenta a integração do ambiente de desenvolvimento 
Visual Basic com a API da shell de mineração de dados em redes bayesianas 
denominada BNPC. A API oferece recursos de aprendizagem automatizada de 
redes bayesianas a partir de bases de dados, e esta, foi integrada ao ambiente 
de desenvolvimento a fim de construir um protótipo com uma interface gráfica 
intuitiva que disponibilizasse tais recursos, para facilitar a aquisição de 
conhecimento entre o engenheiro do conhecimento e o especialista em um 
domínio de aplicação na construção de sistemas especialistas probabilísticos.  
1. Introdução 
Em aplicações que são baseadas em conhecimento, como sistemas especialistas 
probabilísticos, uma tarefa importante e muitas vezes difícil de realizar é a aquisição de 
conhecimento, que pode ser feita pelo modelo clássico ou de forma automatizada. 
 Destaca-se no modelo clássico, a técnica de entrevista com o especialista da área 
de conhecimento, sendo que esse modelo costuma ser lento e trabalhoso na modelagem 
do conhecimento, pois na maioria dos casos, o especialista tem dificuldade de expressar 
e associar valores para as probabilidades condicionais que compõem a parte 
quantitativa, bem como estabelecer as relações que compõem a parte qualitativa de uma 
rede bayesiana. Considerando esse aspecto, o modelo automatizado, baseado na 
descoberta de conhecimento em bases de dados, pode prever a participação do 
  
especialista na supervisão do processo de aquisição de conhecimento. Este modelo pode 
ser mais indicado nos dias atuais por oferecer um conjunto de tarefas e métodos que 
buscam e tratam a informação presente nessas bases (CARNEIRO, 1999). 
 A tecnologia de mineração de dados em redes bayesianas disponibiliza uma série 
de algoritmos, implementados em shells, que atuam em bases de dados para a aquisição 
de conhecimento automatizada, proporcionando, assim, vários benefícios, como por 
exemplo, o ganho de tempo nesse processo de aquisição e a visualização das 
informações por meio de uma estrutura gráfica – concebida pelas redes bayesianas – que 
provê a facilidade de comunicação entre o engenheiro do conhecimento, o especialista e 
os profissionais envolvidos no desenvolvimento de um sistema especialista 
probabilístico (KOEHLER; NASSAR, 2002), (CARNEIRO, 1999). 
 Várias são as shells que realizam aprendizagem de redes bayesianas a partir de 
bases de dados, entre elas está o Belief Network Power Constructor (BNPC). Visando 
continuar os estudos realizados por Manarin (2004) que abordou o uso dessas shells, 
esta pesquisa trata da integração da API da shell BNPC, cujos seus recursos foram 
analisados e utilizados junto com o ambiente de desenvolvimento Visual Basic, sendo 
abordados neste artigo. 
2. Aquisição de Conhecimento em Sistemas Especialistas Probabilísticos  
Em alguns domínios de aplicação, o raciocínio para a solução de um determinado 
problema não é exato, sendo acompanhado por um certo grau de incerteza, como 
acontece em certos diagnósticos médicos (NASSAR, 2005). Para tratar desta questão do 
conhecimento incerto, surgiram os sistemas especialistas probabilísticos. 
 Os sistemas especialistas probabilísticos são sistemas computacionais com 
conhecimento específico em um determinado domínio de aplicação, que devem se 
comportar de forma semelhante a um especialista humano na resolução de problemas 
(BARRETO, 2001). 
 Eles têm em sua base de conhecimento, fatos e regras, que representam o 
conhecimento de um especialista por meio de uma rede bayesiana, aos quais são 
associadas as incertezas presentes no domínio e as chances de sua ocorrência por meio 
de valores probabilísticos, já que o raciocínio do sistema deve considerar estes valores 
para que, a partir dos dados de entrada, sejam realizadas associações entre o vetor de 
probabilidades e o conjunto de hipóteses diagnósticas. A conclusão do sistema será a 
hipótese com maior probabilidade de ocorrência, visto que, a esta conclusão está 
associado o grau de certeza da resposta do sistema (NASSAR, 2005). 
 A aquisição de conhecimento é uma tarefa fundamental na construção da base de 
conhecimento em sistemas especialistas probabilísticos. Pode ser definida como o 
processo de modelagem de problemas e soluções por meio de técnicas manuais ou 
automáticas, que visam extrair o conhecimento do especialista em um domínio 
específico, facilitando a criação deste tipo de sistema inteligente (REZENDE, 2003). 
 Em seu modelo clássico, a aquisição de conhecimento é realizada por meio de 
entrevistas, onde o especialista é o responsável por transmitir o conhecimento. Esse 
processo pode tornar-se ineficiente e consumir muito tempo, pois, muitas vezes, os 
especialistas têm dificuldade em associar valores de probabilidade ao grau de solução 
 dos problemas. Sendo assim, tem-se buscado novas maneiras de extrair conhecimento 
de forma automatizada por meio do processo de descoberta de conhecimento em bases 
de dados, mais precisamente pela sua etapa de mineração de dados (KOEHLER; 
NASSAR, 2002), (NASSAR, 2005). 
3. Mineração de Dados em Redes Bayesianas 
Mineração de dados e o processo de descoberta de conhecimento em bases de dados 
baseados na tecnologia de mineração de dados em redes bayesianas são uma das áreas 
de pesquisa da inteligência artificial mais requisitadas nas últimas décadas, com um 
grande número de aplicações. As redes bayesianas oferecem uma estrutura unificada e 
intuitiva, onde é possível comparar diferentes hipóteses, de acordo com os nós da rede, 
tornando-as um dos melhores métodos analíticos para a tomada de decisão (KOEHLER; 
NASSAR, 2002).   
 Dessa forma, a fim de minimizar o tempo gasto no processo de aquisição de 
conhecimento, a mineração de dados para construção de redes bayesianas é capaz de 
estimar os valores das probabilidades e também identificar os nós da rede a partir de 
bases de dados, tornando esse processo mais rápido e provavelmente mais eficiente 
(KOEHLER; NASSAR, 2002), (CARNEIRO, 1999). 
3.1. KDD Aplicado à Mineração de Dados em Redes Bayesianas 
O processo de descoberta de conhecimento em redes bayesianas utiliza a mesma 
metodologia do Knowledge Discovery in Database (KDD) clássico, sendo composto 
também de três etapas responsáveis pelo pré-processamento, a mineração de dados 
propriamente dita e o pós-processamento (Figura 1). 
 Após a escolha de uma base de dados em um domínio de aplicação, o processo 
de KDD inicia-se com a etapa do pré-processamento, onde são aplicados alguns 
procedimentos, entre eles, tratamento de valores ausentes, repetidos, faltantes; redução 
do volume de dados; seleção dos atributos principais entre os existentes na base; 
limpeza e integração (GOLDSCHIMIDT; PASSOS, 2005), (ROMÃO, 2002). 
 A etapa seguinte, chamada de mineração de dados é a principal do KDD, e em 
redes bayesianas, utiliza algum mecanismo para a construção automatizada da rede pela 
aprendizagem de suas estruturas e probabilidades, a partir da base de dados tratada na 
etapa anterior. 
 Por fim, a etapa do pós-processamento, segundo Goldschimidt e Passos (2005), 
contempla a avaliação, análise e seleção do conhecimento extraído. Dessa forma, a rede 
bayesiana gerada na fase de mineração de dados, pode ser analisada pelo especialista e, 
caso a aquisição de conhecimento tenha sido realizada de maneira correta, a rede 
bayesiana poderá ser utilizada na construção de um sistema especialista probabilístico. 
  
 
Figura 1. Processo de KDD para mineração de dados em redes bayesianas 
3.2. Aprendizagem em Redes Bayesianas 
A aprendizagem, no contexto de redes bayesianas, possui como entrada um conjunto de 
dados e informação a priori e, como saída, uma rede bayesiana (CARNEIRO, 1999). 
 Ainda segundo Carneiro (1999), a aprendizagem de redes bayesianas envolve o 
processo de construção de uma rede que represente uma distribuição de probabilidades, 
em um determinado domínio de aplicação, sendo que a aprendizagem pode ser: 
 a) supervisionada: quando há a participação do especialista em quase todas as 
etapas de construção da rede bayesiana, supervisionando-a com base na sua 
própria experiência; 
 b) não-supervisionada: forma de aprendizagem automatizada, dividida em duas 
partes distintas – a aprendizagem da estrutura e a dos parâmetros numéricos –, 
onde a construção da rede bayesiana se dá automaticamente a partir da base 
de dados e tem a participação do especialista nas fases de coleta de dados e de 
teste. 
 Segundo Koehler (2002), a primeira etapa no processo de aprendizagem é gerar a 
rede bayesiana que representa as relações entre as variáveis de um problema. Em 
seguida, deve-se especificar como a distribuição de probabilidades de cada nó será 
representada e, por fim, realiza-se uma estimativa das probabilidades condicionais com 
a base de dados, sendo importante observar quais valores de variáveis devem ser 
considerados ou desconsiderados. 
4. Metodologia 
Com a finalidade de construir um protótipo para facilitar a aquisição de conhecimento, 
utilizando os recursos da API de uma shell freeware de mineração de dados em redes 
bayesianas integrada a um ambiente de desenvolvimento, estudou-se individualmente as 
API de algumas dessas shells que realizam aprendizagem, entre elas, o BNPC. 
4.1. API do BNPC 
O BNPC é uma shell freeware que recebe como entrada uma base de dados e, a partir 
dela, gera uma rede bayesiana, incluindo sua estrutura e as suas respectivas 
probabilidades condicionais, analisando relacionamentos de independência condicional 
entre os nós, utilizando o algoritmo CBL para aprendizagem (CHENG, 2006), 
(CHENG; BELL; LIU, 1998). 
  A API do BNPC é uma ActiveX DLL, que permite sua integração a outras 
ferramentas que trabalham com redes bayesianas, mineração de dados, sistemas 
baseados em conhecimento, ambientes de desenvolvimento, sendo sua documentação 
encontrada no site do fabricante (CHENG, 2006). 
 É composta por três funções, denominadas Init(), Construct() e LearnCP(), 
responsáveis, respectivamente, pela inicialização, construção e exportação da rede, com 
base nos parâmetros passados à elas. 
4.2. Integração da API selecionada 
De acordo com os recursos de aprendizagem a partir de bases de dados disponibilizados 
pelas API das shells, foi escolhida a API do BNPC para realizar a integração e, 
conseqüente construção do protótipo, primeiro, por Manarin (2004) descrevê-la como a 
shell que melhor gerou a rede bayesiana para a base de dados escolhida em sua pesquisa, 
por meio do seu estudo realizado com algumas shells, onde foram avaliadas as suas 
características, facilidade de uso, aplicabilidade e resultados; segundo, pelo fato das 
outras shells não disponibilizarem material de referência específico sobre o uso de sua 
API para aprendizagem; terceiro, por sua documentação mostrar, de maneira mais 
detalhada, cada parâmetro que deve ser passado para a utilização de suas funções; e 
finalizando, pois Koehler et al (2004) descreve que o algoritmo do BNPC é um dos mais 
eficientes e ágeis para a aprendizagem de redes bayesianas a partir de bases de dados. 
 O ambiente de desenvolvimento escolhido foi o Microsoft Visual Basic 2005 
Express Edition, pois além de ser recomendado pelo fabricante, foi o que melhor se 
adaptou ao mecanismo de conexão a base de dados da API. 
 A integração da API do BNPC com o Visual Basic foi realizada utilizando suas 
três funções e uma interface gráfica para o protótipo, denominado VisionBayes, foi 
desenvolvida a fim de auxiliar o usuário na construção da rede bayesiana desejada. 
5. Resultados 
O usuário, por meio do VisionBayes, pode localizar a base de dados em formato Excel, 
ou Access, e a partir dela, selecionar quais campos deseja que estejam presentes na rede 
bayesiana a ser criada. A seguir, entre esses campos selecionados, são definidos os nós 
raízes (causas) e nós folhas (efeitos), bem como a relação de causa e efeito entre os 
mesmos. 
 Na seqüência, a rede bayesiana é construída e pode ser exportada para o formato 
do Netica, shell muito utilizada para inferência em redes bayesianas, para o pós-
processamento, ou seja, ser analisada e visualizada com suas partes qualitativa e 
quantitativa e, conseqüentemente, realizar consultas com a rede criada. 
 Dessa forma, verifica-se que a aprendizagem da rede bayesiana pelo protótipo 
desenvolvido é do tipo supervisionada, pois o usuário precisa informar a parte 
qualitativa para que o VisionBayes possa construir a rede corretamente, com a estrutura 
desejada e suas probabilidades. 
 O VisionBayes (Figura 2) foi testado utilizando uma base de dados sobre a 
prevalência do Diabetes Mellitus tipo dois na cidade de Criciúma, pelo fato desta ter 
sido utilizada por Manarin (2004) em sua pesquisa, por ela já estar pré-processada e por 
  
se tratar de uma base médica, propícia para análises por meio de redes bayesianas, por 
representar um domínio de conhecimento com certo grau de incerteza. 
 
Figura 2. Interface gráfica do VisionBayes 
 Com a utilização do VisionBayes, obteve-se uma rede bayesiana (Figura 3), 
comprovando o funcionamento do protótipo desenvolvido, que relacionou os fatores de 
risco (definidos como raízes/causas) as complicações (definidas como folhas/efeitos). 
 
Figura 3. Rede bayesiana criada pelo VisionBayes 
 6. Conclusões 
O VisionBayes foi desenvolvido pela integração da API do BNPC com o ambiente de 
desenvolvimento Visual Basic, a fim de utilizar seus recursos de aprendizagem a partir 
de bases de dados para a construção automatizada de redes bayesianas, buscando, assim, 
facilitar o processo de aquisição de conhecimento em sistemas especialistas 
probabilísticos. Assim, uma interface gráfica foi desenvolvida para o mesmo a fim de 
facilitar, em futuras pesquisas, o entendimento e utilização dos recursos da API. 
 Foram encontradas dificuldades no entendimento do uso das API de todas as 
shells analisadas, por falta de documentação precisa sobre aprendizagem a partir de 
bases de dados e, considerando esse aspecto, foi escolhida a API do BNPC por ela ter 
sido a que melhor detalhou a seqüência de parâmetros a serem passados para as suas 
funções. 
 Nos testes realizados com a base de dados sobre o Diabetes Mellitus tipo dois, 
gerou-se uma rede bayesiana, que apresentou resultados adequados, refletindo o 
comportamento da população estudada. 
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