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Abstract We present a new method of estimating the
dispersion of a distribution which is based on the sur-
prising property of a function that measures informa-
tion processing intensity. It turns out that this function
has a maximum at its fixed point. We use a fixed-point
equation to estimate the parameter of the distribution
that is of interest to us. We illustrate the estimation
method by using the example of an exponential distri-
bution. The codes of programs that calculate the exper-
imental values of the information processing intensity
are presented.
Keywords Parameter estimation · Fixed point
theorem · Information processing intensity
1 Introduction
In the case of effective collection of statistics, one of the
priorities is to obtain information according to the prin-
ciple of “as much as possible as quickly as possible”. We
analyse the process of capturing packets of any data in
this context. We assume that the information measure
of these chunks is a real random variable having a dis-
tribution with a finite dispersion. We are interested in
characterising this type of distribution and estimating
its dispersion. The method of capturing data packets
(and also of making inferences about the distribution
of information density for all of the packets based on
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measurement of these packets) should be optimal, i.e.
it should only take into account the necessary part of
such packets, i.e. those whose information measure is
one-sidedly bounded by a certain constant a. The above
assumptions lead to the development of a function of
information processing intensity which has a surprising
property, i.e. it has a maximum at its fixed point. We
use a fixed-point equation to estimate the dispersion of
a distribution.
Fixed-point theorems constitute a fascinating ob-
ject of study. Since its beginnings, the development of
fixed-point theory has been connected with its numer-
ous applications in other fields of mathematics as well
as in game theory and economics [1,2]. Naturally, fixed-
point theorems are also used to learn about the distri-
bution of a characteristic within a population based on
data obtained from a sample, which is an incredibly im-
portant problem in the natural and social sciences [1,
3]. It is worth emphasising that the estimation method
which is presented below can be interpreted in an intu-
itive, clear and interesting way, by means of maximising
the function of information processing intensity, which
corresponds to the effectiveness of this process.
2 Information processing intensity
In order to illustrate this problem, let us use the ex-
ample of an abstract relay A which captures chunks
of data (information). Information chunks that have an
information value which is too low (or, analogously, too
high) are rejected, whereas others are forwarded. This
mechanism is analogous to the way in which a high-
pass (or low-pass) filter functions. Let us assume that
the information measure of information chunks that are
captured by A is a real random variable having a dis-
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tribution that is characterised by parameter s. Let us
also assume that the actions of capturing and rejecting
a chunk (packet) of data as well as the process of for-
warding the chunk of data that has been captured take
the same amount of time.
We denote by Iin a random variable which describe
the value of information of each single non-filtered pack-
age. The probability density function of such a random
variable is pdfγ(x) (γ is the parameter of the distri-
bution). Iout is another random variable which mea-
sures the contents of the information package of inter-
cepted (filtered) and transferred (emitted) information.
We also need to define a random variable (takes values
from the set of the natural numbers) T which measures
the total time of interception and transfer of the inter-
cepted information package:
T = Tin + Tout, (1)
where Tin is a random variable which represents the
time of interception of one information package and
Tout represents the time of transfer of the same pack-
age. We assume that E(Tout) = 1, which means that
the packages are emitted immediately.
Because of the above assumptions, the measure of
information processing intensity is:
ρ =
|E(Iout − Iin)|
E(T )
. (2)
We calibrate the filter in a such way: E(Iin) = 0 (see
Theorem 1 in next paragraph). We denote by a the data
cut-off (rejection) parameter (if the information mea-
sure of the information package is less than a then such
a package is rejected) 1. We denote by q the probabil-
ity of rejection and by p the probability of interception
of the information package (of course, there is always
(p+ q = 1)):2
q := E([x < a]) =
∫ a
−∞ pdfγ(x+m)dx,
p := E([x ≥ a]) = ∫∞
a
pdfγ(x+m)dx,
(3)
where m is the first moment of random variable Iin.
In the presented model, it is convenient to shift the
domain of function pdfγ(x) so that the first moment of
shift variable distribution is equal to 0. We can calculate
1 The number a does not reflect any physical property. Our
model is an abstraction of the investigated problem. An anal-
ogy can be discerned here to classical acoustic filters (elec-
tronic or mechanical). There exists a boundary frequency
(amplitude) such that the fiter blocks the signal below (or
above) it.
2 We assume that the symbol [sentence] is equal to 1 if
the sentence is true. In other cases it is equal to 0 (Iverson
bracket).
the expected time of interception of the information
package:
E(Tin) = (1− q) + 2q(1− q) + 3q2(1− q) + · · · = 1
1− q .
If we take into account the (3) and E(Tout) = 1 then it
is easy to obtain:
E(T ) = 1 + E([x ≥ a])−1. (4)
The random variable Iout = [Iin ≥ a] Iin has a proba-
bility density function pdfγ(x + m) which is cut off to
the field [a,∞):
[x ≥ a]
E([x ≥ a]) pdfγ(x+m) . (5)
If we put an expected value of random variable Iout
and (4) to (2) then we get the formula for information
processing intensity:
ρ(pdfγ , a)right := ρ(a) =
∫∞
a
x · pdfγ(x+m)dx
1 +
∫∞
a
pdfγ(x+m)dx
. (6)
3 Estimating a parameter of probability
distribution
If we want to find the maximal value of functional (6)
(with a chosen probability density function), we need
to use the fixed-point theorem (c.f [4]):
Theorem 1 The maximal value a∗ of the function (6)
lies at a fixed point of this function (ρ(a∗) = a∗). Such
point exist, is uniquely determined and a∗ > 0.
The equation which allows to find the fixed point:∫∞
a
x · pdfγ(x+m)dx
1 +
∫∞
a
pdfγ(x+m)dx
= a, (7)
is used to determine the dependence of the parameter
γ of distribution pdfγ(x) on a fixed-point value a
∗.
Given the above assumptions, let us note that the
most effective estimation of the distribution parameter
constitutes a greedy problem, i.e. the intensity of infor-
mation processing is greater when the cut-off parame-
ter (data rejection parameter) a is moved closer to fixed
point a∗ of intensity ρ(a) in iterative process ρ(a)→ a.
The ρ function is a contraction in the neighbourhood
of its fixed point. Where the modulus of the derivative
of the probability density function is sufficiently high
(when |ρ′| > 1) intensity ρ is not a contraction. How-
ever, for every typical probability density function3 we
can reach a fixed point through iteration:
ak+1 = ρ(ak), (8)
3 With finite value of the first two moments, and eg
placed on the list http://en.wikipedia.org/wiki/List_of_
probability_distributions.
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by starting with any a > 0 (Banach contraction map-
ping principle).
Now, if we put such empirical value a∗eff into the
fixed-point equation (7), we can calculate an estimated
value of parameter γeff from distribution pdfγ(x). The-
orem 1 is true for any continuous probability distribu-
tion. That is why the method of estimating parameters
(which is described above) is effective for such distribu-
tions.
If we analyse the analogical model (in which pack-
ages with a too large value of information are rejected),
we obtain symmetric conclusions. The equation which
describe information processing intensity in such a model
takes the form:
ρ(pdfγ , b)left := ρ(b) =
− ∫ −b−∞ x · pdfγ(x+m)dx
1 +
∫ −b
−∞ pdfγ(x+m)dx
. (9)
Also, in such a model the maximal value of function
(9) lies at a fixed point of this function. Like before
equation of the fixed point of function (9) can be used
to estimate parameters of distributions. From now we
denote by the right-fixed point the fixed point of func-
tion (6) and by the left-fixed point the fixed point of
function (9). In the next section we present an example
of using such fixed points to estimate the parameter of
exponential distribution.
4 Example of fixed point method
Let us consider the probability density function of ex-
ponential distribution:
pdfγ(x) = γ e
−γ x, (10)
x ∈ [0,∞) and γ > 0. If m = γ−1 is the expected value
of the random variable of distribution (10), then:
p˜dfγ(x) := pdfγ(x+m) = γ e
−γ x−1 (11)
where γ > 0, x > −1/γ. The first moment for such
probability distribution is equal to zero.
Let us see the results of applying the procedure as
described above (for the right and left-fixed point) in
the computer experiment. For that purpose a sequence
of 1000 values of exponential distribution (10) with
γ = 1 was generated.
4.1 Estimation using the right fixed point
After integrating (7) with probability density function
(11), we obtain the following fixed-point equation:
a γ + 1
γ ea γ+1 + γ
= a . (12)
We can rewrite the above equation as:
a =
e−a γ−1
γ
. (13)
The empirical value of fixed point a∗eff allows to find
an estimated value of the parameter:
γeff =
W (e−1)
a∗eff
, (14)
where W (z) is the Lambert W function. The estimated
dispersion of distribution (which is a measure by vari-
ance) is equal to γ−2eff .
If we use the exponential distribution with param-
eter γ = 1, then the right fixed point (the maximum)
of function (6) is equal to 0.278465. The right experi-
mental (see appendix) fixed point (found after the 5th
iteration) is equal to:
a∗eff = 0.281203 .
Therefore, the estimated value of the parameter (ac-
cording to formula (14)) is equal to:
γeff = 0.990261 .
The relative error of the estimated value of the pa-
rameter (with all of the above assumptions) is equal to
about 0.97%. Figure 1 shows a theoretical and experi-
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Fig. 1 The part of the graph of theoretical (continuous line)
and experimental (points) right intensity function ρ(a), a ∈
[0, 1].
mental graph of the right intensity function ρ(a) from
the discussed example.
4.2 Estimation using the left fixed point
Let us see the result of estimating the parameter (with
all of the experiments assumptions) by means of the
left-fixed point. We denote by b∗eff the experimental
left fixed point. Analogical calculations (just as for the
right-fixed point) shows that:
γeff = −W ((−2e)
−1)
b∗eff
. (15)
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The theoretical value of such a left fixed point is equal
to
0.231961. The experimental value (also after the 5th
iteration) is equal:
b∗eff = 0.232172 ,
and (see (15)):
γeff = 0.999089 .
The experimental and theoretical graph of left function
ρ(b) is presented in Figure 2. Estimation by means of
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Fig. 2 The part of the graph of theoretical (continuous line)
and experimental (points) left intensity function ρ(b), b ∈
[0, 1].
the left fixed point gives the relative error at a level of
about 0.09% .
5 Conclusion
In this paper we analysed a new method of estimating
a distribution parameter by using the function of infor-
mation processing intensity as well as its property, i.e. a
maximum at the fixed point. Theorem 1 also has other
interesting applications [5–9].
What is characteristic of the method we have pre-
sented is that when calculating the function of informa-
tion processing intensity (both on the left and on the
right), only those values which meet the condition spec-
ified by the cut-off parameter are used. Therefore, only
a part of the available data influences the final result. It
is in this context that the result which was obtained for
the example described here, i.e. one related to estimat-
ing the parameter of an exponential distribution, seems
to be interesting. The arithmetic mean of the generated
sample of 1000 values with respect to this distribution
with parameter γ = 1 equals 1.010836, which means
that the relative error of this value is approx. 1.08%.
We estimated the parameter in question with greater
accuracy both for the right and left fixed point by us-
ing only a part of the data.
The codes of programs that calculate the experi-
mental values of the ρ function are presented in the
appendices.
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A Program code which calculate experimental
value of information processing intensity
Let us show (in Mathematica programming language) pro-
gram codes which allows to find experimental value of infor-
mation processing intensity. In both codes z is a list of values
of the random variable Iin.
A.1 Right ρ
n:10 000;
m = Apply[Plus, z]/n;
rho[a_]:=
Module[{o = 0, numerator = 0., denominator = 0},
Do[If[z[[j]] > m + a,
numerator = numerator + z[[j]] - m;
denominator = denominator + j - o + 1;
o = j], {j, 1, n}];
If[ denominator == 0, denominator = 1];
numerator/denominator];
A.2 Left ρ
n:10 000;
m = Apply[Plus, z]/n;
rho[b_]:=
Module[{o = 0, numerator = 0., denominator = 0},
Do[If[z[[j]] < m - b,
numerator = numerator + z[[j]] - m;
denominator = denominator + j - o + 1;
o = j], {j, 1, n}];
If[ denominator == 0, denominator = 1];
-numerator/denominator];
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