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Abstract
We develop a theory of BV and Sobolev Spaces via integration by parts formula
in abstract metric spaces; the role of vector fields is played by Weaver’s metric deriva-
tions. The definition hereby given is shown to be equivalent to many others present
in literature.
Introduction
In the last few years a great attention has been devoted to the theory of Sobolev spaces
W 1,q on metric measure spaces (X, d,m), see for instance [10, 9, 6] for an overview on this
subject and [3] for more recent developments. These definitions of Sobolev spaces usually
come with a weak definition of modulus of gradient, in particular the notion of q-upper
gradient has been introduced in [13] and used in [14] for a Sobolev space theory. Also, in
[14] the notion of minimal q-upper gradient has been proved to be equivalent to the notion
of relaxed upper gradient arising in Cheeger’s paper [7]. In [3] the definitions of q-relaxed
slope and q-weak upper gradient are given and the minimal ones are seen to be equivalent
to the ones in [14].
All of those approach give us a notion of modulus of the gradient instead of the gradient
itself, and an integration by parts formula is present only in special cases, and moreover
it is often only an inequality. In this paper we want to fill this gap, namely giving a
definition of Sobolev spaces more similar to the classical one given with an integration by
parts formula; in Rn this formula can be written as∫
Rn
div(v)f dx = −
∫
Rn
v · ∇f dx,
where f and v are smooth functions and v is with compact support. The usual definition
of the Sobolev space W 1,p then can be seen like this: f ∈ Lp is a Sobolev function if there
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exists a function gf ∈ L
p(Rn;Rn) such that∫
Rn
div(v)f dx = −
∫
Rn
v · gf dx ∀v ∈ C
∞
c (R
n;Rn). (0.1)
Another equivalent formulation is that there exists a constant C such that∣∣∣∣
∫
Rn
div(v)f dx
∣∣∣∣ ≤ C · ‖v‖Lq(Rn;Rn) ∀v ∈ C∞c (Rn;Rn), (0.2)
where one can recover the weak gradient gf by a simple duality argument when p > 1.
Note that (0.1) and (0.2) give the same space when 1 < p < ∞, while they differ with
p = 1: in that case (0.1) is the definition for W 1,1(Rn) while (0.2) is the usual definition
for the space BV (Rn). This definition can be generalized in any metric measure space; the
problem is to find the correct generalization of vector fields in an abstract metric space are
the derivations.
The derivations were introduced in the seminal papers by Weaver, and then in more
recent times widely used in the Lipschitz theory of metric spaces, for example in connection
with Rademacher theory for metric spaces, but also as a generalization of sections of the
tangent space [11, 12, 5, 8, 4]. Here we see that the derivations are also powerful tools
in the Sobolev theory, as already point out in [8]. A derivation is simply a linear map
b : Lip0(X, d)→ L
0(X,m) such that the Liebniz rule holds and it has the locality property
|b(f)| ≤ g · lipa(f) for some g ∈ L
0(X,m). Now we simply say that f ∈ Lp is a function in
W 1,p if there is a linear map Lf such that integration by part holds:∫
X
Lf (b) dm = −
∫
X
f · div bdm ∀b ∈ Derq,q,
where Derq,q is the subset of derivation for which |b|, div b ∈ Lq(X,m).
We will see that it is well defined a proper “differential” df : Derq,q → L1, and so
it is possible to provide also a notion of modulus of the gradient |∇f | in such a way
that |df(b)| ≤ |∇f | · |b|; in Section 2 we see that this notion coincides with all the other
(equivalent) notion of modulus of the gradient given in [3], and in particular there is also
identification of the Sobolev spaces.
The easy part is the inclusion of the Sobolev Space obtained via relaxation of the
asymptotic Lipschitz constant into the one defined by derivations. The other inclusion
uses the fact that q-plans, namely measures on the space of curves with some integrability
assumptions, induces derivations thanks to the basic observation that, even in metric
spaces, we can always take the derivative of Lipschitz functions along absolutely continuous
curves; this observation has already been used in [11, 12, 5] to find correlations between
the differential structure of (X, d) and the structure of measures on the set of curves (a
peculiar role is played by Alberti representation).
In Section 3.1 we extend this equivalence to the BV space, using the results in [1].
2
1 Sobolev spaces via derivations
Here (X, d,m) will be any complete separable metric measure space, where m is a nonneg-
ative Borel measure, finite on bounded sets; in particular we don’t put assume structural
assuption, namely doubling measure nor a Poincare´ inequality to hold. In the sequel we
will denote by Lip0(X, d) the set of Lipschitz functions with bounded support (the support
of a continuous function f is defined as supp(f) = {f 6= 0}), and with L0(X,m) the set of
m-measurable function on X , without integrability assumption.
1.1 Derivations
We state precisely what we mean here by derivations:
Definition 1.1 A derivation b is a linear map b : Lip0(X, d) → L
0(X,m) such that the
following properties hold:
(i) (Liebniz rule) for every f, g ∈ Lip0(X, d), we have b(fg) = b(f)g + fb(g);
(ii) (Weak locality) There exists some function g ∈ L0(X,m) such that
|b(f)|(x) ≤ g(x) · lipaf(x) for m-a.e. x, ∀f ∈ Lip0(X, d).
The smallest function g with this property is denoted by |b|.
From now on, we will refer to the set of derivation as Der(X, d,m) and when we write
b ∈ Lp we mean |b| ∈ Lp. Since the definition of derivation is local on open sets we can
extend b to locally Lipschitz functions. We define also the support of a derivation supp(b)
as the essential closure of the set {|b| 6= 0}; it is easy to see that if supp(f) ∩ supp(b) = ∅
then b(f) is identically 0.
In order to get to (0.2), we need also the definition of divergence, and this is done
simply imposing the integration by parts formula: whenever b ∈ L1loc we define div b as
the operator that maps Lip0(X, d) ∋ f 7→ −
∫
X
b(f) dm (whenever this makes sense). We
will say div b ∈ Lp when this operator has an integral representation via an Lp function:
div b = h ∈ Lp if
−
∫
X
b(f) dm =
∫
X
h · f dm ∀f ∈ Lip0(X, d).
It is obvious that if div b ∈ Lp, then is unique. Now we set
Derp(X, d,m) =
{
b ∈ Der(X, d,m) : b ∈ Lp(X,m)
}
Derp1,p2(X, d,m) =
{
b ∈ Der(X, d,m) : b ∈ Lp1(X,m), div b ∈ Lp2(X,m)
}
We will often drop the dependence on (X, d,m) when it is clear. We notice that Der,
Derp and Derp1,p2 are real vector spaces, the last two being also Banach spaces endowed
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respectively with the norm ‖b‖p = ‖|b|‖p and ‖b‖p1,p2 = ‖b‖p1 + ‖div b‖p2. For brevity we
will denote Der∞ = Derb, and Der
∞,∞ = DerL (b stands for bounded while L stands for
Lipschitz). The last space we will consider is D(div), that will be consisting of derivation
b such that |b|, div b ∈ L1loc(X,m); it is clear that Der
p,q ⊆ D(div) for all p, q ∈ [1,+∞].
In the sequel we will need a simple operation on derivations, namely the multiplication
by a scalar function: let u ∈ L0(X,m), then we can consider the derivation ub that acts
simply as ub(f)(x) = u(x) · b(f)(x): it is obvious that this is indeed a derivation. We now
prove a simple lemma about multiplications:
Lemma 1.2 Let b a derivation and u ∈ L0(X,m); then we have |ub| = |b| · |u|. Moreover,
if u ∈ Lipb(X, d) and b ∈ Der
p1,p2 we have that ub is a derivation such that
div(ub) = u div b+ b(u) and ub ∈ Derp1,p3,
where p3 = max{p1, p2}; in particular we have that Der
p,p is a Lipb(X, d)-module.
Proof. Let us prove the first assertion: it is clear that |ub|(x) ≤ |b|(x)· |u(x)| by definition;
the other inequality is obvious in the set {u = 0}. In order to prove the converse inequality
also in {u 6= 0} we can choose bu = ub and let
g(x) =
{
u−1(x) if u(x) 6= 0
0 otherwise.
Then we know that |gbu| ≤ |g| · |bu|. Noting that b(f) = gbu(f) in {u 6= 0} for every
f ∈ Lipb(X, d), we get also |b| = |gbu| in the same set and so
|b| = |gbu| ≤ |g| · |bu| ≤ |g| · |u| · |b| = |b| in {u 6= 0}.
In particular we have |bu| = |b| · |u| in {u 6= 0} and thus the thesis.
For the second equality we can use Liebniz rule: let f ∈ Lipb(X, d), and using b(fu) =
ub(f) + fb(u)
wehave−
∫
X
ub(f) dm = −
∫
X
b(fu) dm+
∫
X
fb(u) dm
=
∫
X
fu · div bdm+
∫
X
fb(u) dm
=
∫
X
f · (u div b+ b(u)) dm
and so, thanks to the arbitrariness of f we get div(ub) = u div b+ b(u). 
Lemma 1.3 (Stong locality in D(div)) Let b ∈ D(div). Then for every f, g ∈ Lip(X, d)
we have
(i) b(f) = b(g) m-almost everywhere in {f = g};
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(ii) b(f) ≤ |b| · lipa(f |C) m-almost everywhere in C, for every closed set C;
Proof. In order to prove (i), it is sufficient to consider g = 0 and f with support contained
in B = Br(x0), where we can take r > 0 as small as we want; then we can conclude by
linearity and weak locality. So we can suppose that both |b| and div b are integrable in
B. Now we can consider φε(x) = (x− ε)+− (x+ ε)−; we have φε is a 1-Lipschitz function
such that |φε(x) − x| ≤ ε and φ(x) = 0 whenever |x| ≤ ε. Let fε = φε(f); we have b(fε)
is a family of equi-integrable functions and so there is a subsequence converging weakly in
L1 to some function g. Moreover fε → f uniformly and in particular∫
X
b(fε) dm−
∫
X
b(f) dm = −
∫
X
(fε − f) · div bdm → 0; (1.1)
since this is true also for ρb whenever ρ ∈ Lip0(X, d) (by Lemma 1.2, we have ρb ∈ D(div)),
we obtain 〈ρ, b(fε)〉 → 〈ρ, b(f)〉 for every ρ ∈ Lipb(X, d) and so g = b(f) and b(fε)⇀ b(f).
In particular, letting ρ = χ{f=0}sgn(b(f)) and noting that lipa(fε) = 0 in the set {|f | < ε}
we obtain ∫
{f=0}
|b(f)| dm =
∫
X
ρ · b(f) = lim
ε→0
∫
X
ρ · b(fε) dm = 0.
For (ii) we proceed as follows: for every closed ball B¯r(y) we consider the McShane
extension of the function f restricted to C ∩ B¯r(y) and we call it g
r
y:
gry(x) = sup{f(x
′)− Ld(x′, x) : x′ ∈ C ∩ B¯r(y)}, L = Lip(f, B¯r(y) ∩ C)
In particular we have f = gry on C ∩ Br(y) and Lip(g
r
y, Br(y)) = Lip(f, Br(y) ∩ C) =
Lip(f |C , Br(y)). Applying (i) of this lemma we find that b(f) = b(g
r
y) m-a.e. on C∩ B¯r(y);
in particular
|b(f)|(x) ≤ |b| · Lip(f |C, B¯r(y)) m-a.e. on C ∩ Br(y).
Since we have B¯r(y) ⊂ B2r(x) whenever x ∈ Br(y), we obtain
|b(f)|(x) ≤ |b| · Lip(f |C, B2r(x)) m-a.e. on C ∩Br(y);
now we can drop the dependance on y and then let r → 0 to get the thesis. 
Remark 1.4 Notice that our definition of derivation is slightly different from the classical
one of Weaver [15], since we don’t require any continuity assumption. However it is easy
to see that every derivation in D(div) is also a Weaver derivation, thanks to the integration
by part formula. In the sequel only these derivations will play a role in the definition of
Sobolev Spaces and so this discrepancy in the definition is harmful.
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1.2 Definition via derivations
In this whole section we treat the Sobolev spaces W 1,p with 1 ≤ p < +∞; the case of the
space BV will be treated separately. We state here the main definition of Sobolev space
via derivations: we want to follow the definition (0.2) but in place of the scalar product
between the vector field and the weak gradient we assume there is simply a continuous
linear map.
Definition 1.5 Let f ∈ Lp(X,m); then f ∈ W 1,p(X, d,m) if, setting p = q/(q − 1), there
exists a linear map Lf : Der
q,q → L1(X,m) satisfying∫
X
Lf (b) dm = −
∫
X
f div b dm for all b ∈ Derq,q, (1.2)
continuous with respect to the Derq norm and such that Lf (hb) = hLf (b) for every h ∈
Lipb, b ∈ Der
q,q. When p = 1 assume also that Lf can be extended to an L
∞-linear map in
Der∞L := L
∞ · DerL.
Since from the definition it is not obvious, we prove that Lf (b) is uniquely defined
whenever f ∈ W 1,p and b ∈ Derq,q:
Remark 1.6 (Well posedness in Derq,q) Let us fix b ∈ Derq,q, f ∈ W 1,p; let Lf and L˜f
be two different linear maps given in the definition on W 1,p. Let h ∈ Lipb(X, d): using
Lemma 1.2 we have hb ∈ Derq,q and so we can use (3.1) and the L∞-linearity to get∫
X
hLf (b) dm =
∫
X
Lf (hb) = −
∫
X
f div(hb) dm,
and the same is true for L˜f . In particular, since the right hand side does not depend on
Lf , we have
∫
X
hLf (b) =
∫
X
hL˜f(b), and thanks to the arbitrariness of h ∈ Lipb(X, d) we
conclude that Lf(b) = L˜f (b) m-a.e. We will call this common value b(f), since it extends
b on Lipschitz functions. The same result is true also for p = 1 and b ∈ Der∞L .
Now we can give the definition of weak gradient, in some sense dual to the definition of
|b|:
Theorem 1.7 Let f ∈ W 1,p(X, d,m); then there exists a function gf ∈ L
p(X,m) such that
|b(f)| ≤ gf · |b| m-a.e. in X ∀b ∈ Der
q,q. (1.3)
The least function gf (in the m-almost everywhere sense) that realizes this inequality is
denoted with |∇f |p, the p-weak gradient of f
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Proof. We reduce to prove the existence of a weak gradient in the integral sense; then
thanks to Lipb-linearity we can prove the theorem. In fact if we find a function g ∈ L
p(X,m)
such that ∫
X
b(f) dm ≤
∫
X
g|b| dm ∀b ∈ Derq,q, (1.4)
then, choosing bh = hb with h ∈ Lipb(X, d), we can localize the inequality thus obtaining
b(f) ≤ g|b|; using this inequality also with the derivation −b we get (1.3).
So, we’re given a function f ∈ W 1,p and we want to find g ∈ Lp satisfying (1.4); let us
note that, by definition, there exists a constant C = ‖Lf‖ such that for every b ∈ Der
q,q
∫
b(f) dm ≤ ‖Lf (b)‖1 ≤ C‖b‖q (1.5)
Let us consider two functionals in the Banach space Y = Lq(X,m):
Ψ2(h) = C‖h‖Lq(m) (1.6)
Ψ1(h) = sup
{∫
X
b(f) dm : |b| ≤ h , b ∈ Derq,q
}
(1.7)
where the supremum of the empty set is meant to be −∞. Equation (1.5) guarantees that
Ψ1(h) ≤ Ψ2(h) ∀h ∈ Y. (1.8)
Moreover Ψ2 is convex and continuous while we claim that Ψ1 is concave: it is clearly
positive 1-homogeneus and so it is sufficient to show that
Ψ1(h1 + h2) ≥ Ψ1(h1) + Ψ1(h2).
We can assume that Ψ1(hi) > −∞ for i = 1, 2 because otherwise the inequality is trivial.
In this case for every ε > 0 we can pick two derivations bi ∈ Der
q,q such that∫
X
b1(f) dm ≥ Ψ1(h1)− ε |b1| ≤ h1
∫
X
b2(f) dm ≥ Ψ1(h2)− ε |b2| ≤ h2
and so we can consider b1+b2 that still belongs to Der
q,q and clearly |b1+b2| ≤ |b1|+|b2| ≤
(h1 + h2) and so
Ψ1(h1 + h2) ≥
∫
X
(b1 + b2)(f) dm ≥ Ψ1(h1) + Ψ1(h2)− 2ε,
and we get the desired inequality letting ε → 0. By Hahn-Banach theorem we can find a
continuous linear functional L on Lq(X,m) such that
Ψ1(h) ≤ L(h) ≤ Ψ2(h).
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Case p > 1. We know that (Lq)∗ = Lp and so we can find g ∈ Lp such that L(h) =∫
X
gh dm. This proves the existence and moreover we have that L(h) ≤ Ψ2(h) = C‖h‖q
for every h ∈ Y and so we have also that ‖g‖p ≤ C.
Case p = 1, X compact. In this case (notice that here we have to put Der∞L in place
of Derq,q in (1.7)) if we restrict L : Cb(X)→ R we can see it as a positive linear such that
L(h) ≤ C‖h‖∞ and so, thanks to the compactness of X , it can be represented as a finite
measure, i.e. there exists µ ∈ M+(X) such that L(h) =
∫
X
h dµ for every h ∈ C0(X) and
µ(X) ≤ C. Now let us fix b ∈ Der∞L and let
hε(x) =
{
1
|b|
if |b|(x) ≥ ε
ε−1 otherwise
in such a way that |hεb| ≤ 1 with equality in {|b| ≥ ε}. Now let us consider for every
h ∈ C0(X) the derivation h · hε · b; we know that |h · hε · b| ≤ |h| and so we can use (1.7)
and the L∞-linearity to infer that∫
X
hhεb(f) dm ≤
∫
X
|h| dµ ∀h ∈ C0(X);
this permits us to localize the inequality to hεb(f)m ≤ µ. Now we have a family of measures
F = {hεb(f)m : ∀b ∈ Der
∞
L , ∀ε > 0} such that ν ≤ µ whenever ν ∈ F. Now we can
consider the supremum of the measures in F, defined as
µF(A) = sup
{ N∑
i=1
νi(Ai) : νi ∈ F,
⋃
Ai ⊆ A, Ai disjoint
}
;
it is readily seen that this is in fact a measure, and it is the least measure ρ such that ν ≤ ρ
for every ρ ∈ F. The existence is clear thanks to the fact that ν ≤ µ, and in particular
we have that µF ≤ µ; moreover, since for every ν ∈ F we have that ν << m, also the
supremum inherits this property, in particular we have µF = gm for some g ∈ L
1(m). In
particular, again fixing b ∈ Der∞L , we have that
hεb(f) ≤ g m-a.e. ∀ε > 0; (1.9)
in particular, we can divide (1.9) by hε to obtain{
b(f) ≤ g|b| m-a.e. in {|b| ≥ ε}
b(f) ≤ gε m-a.e. in {|b| < ε}.
(1.10)
Since ε is arbitrary we obtain b(f) ≤ g|b| for m-almost every x ∈ X , that is the thesis;
also in this case p = 1 we have ‖g‖1 ≤ µ(X) ≤ ‖Lf‖.
Case p = 1, X general. In order to remove the compactness assumption, for every
compact non negligible set K ⊆ X let us consider the two functionals in the Banach space
YK = L
∞(K, d,m):
Ψ2(h) = C‖h‖L∞(K,m) (1.11)
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Ψ1(h) = sup
{∫
K
b(f) dm : |b| ≤ h m-a.e. on K , b ∈ Der∞L
}
. (1.12)
Now we can argue precisely as before to obtain gK ∈ L
1(K,m) such that ‖gK‖1 ≤ ‖Lf‖
b(f) ≤ gK |b| m-a.e. on K ∀b ∈ Der
q. (1.13)
Now for every increasing sequence of compact setsKn, let us consider g(x) = infKn∋x gKn(x).
Denoting Y :=
⋃
nKn, it is easy to note that g ∈ L
1(Y,m), since ‖g‖L1(Y,m) = supn ‖g‖L1(Kn,m) ≤
supn ‖gKn‖L1(Kn,m) ≤ ‖Lf‖, and we have that
b(f) ≤ g|b| m-a.e. on Y ∀b ∈ Derq;
so, in order to conlcude, it is sufficient to find a sequence Kn such that m(X \
⋃
nKn) = 0,
but this can be done thanks to the hypothesis of m finite on bounded sets (so we can find
θ > 0 such that θm is finite and then apply Prokhorov theorem to θm).

2 Equivalence with other definitions
In this section we want to prove, when p > 1, that Definition 3.1 is equivalent to the other
ones W 1,p∗ and W
1,p
w , given in [3]. As a byproduct we obtain the equivalence also with other
definitions of Sobolev Spaces, for example the one given in [7], similar to W 1,p∗ but here
the relaxation is made with general Lp functions, and the asymptotic Lipschitz constant
is replaced by upper gradients, or the one given in [14], similar to W 1,pw but with a slightly
stronger notion of negligibility of set of curves.
We will prove that W 1,p∗ ⊆ W
1,p ⊆ W 1,pw and that the following inequality is true for
the weak gradients:
|∇f |p,∗ ≤ |∇f |p ≤ |∇f |p,w m-a.e. in X
Then for p > 1, using the equivalence W 1,p∗ = W
1,p
w and |∇f |p,w = |∇f |p,∗ in [3] will let
us conclude; also the coincidence with other definitions can be found in [3]. Let us recall
briefly the definitions of W 1,p∗ (in the stronger version given in [?]) and W
1,p
w :
Definition 2.1 (Relaxed Sobolev Space) A function f ∈ Lp(X,m) belongs toW 1,p(X, d,m)
if and only if there exists a sequence (fn) ⊂ Lip0(X, d) and a function g ∈ L
p(X,m) such
that
lim
n→∞
‖fn − f‖p + ‖lipa(fn)− g‖p = 0.
The function g with minimal Lp norm that has this property will be denoted with |∇f |p,∗
In order to define the space W 1,pw we have to introduce the test plans, that will consent
to define a concept of negligibility of set of curves that is crucial in the definition of the weak
Sobolev space (see also [2] for a detailed analysis of the different concepts of negligibility
given in [3] and [14]) .
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Definition 2.2 (Test plans and negligible sets of curves) We say that a probability
measure pi ∈ P(C([0, 1], X)) is a q-test plan if pi is concentrated on ACq([0, 1], X), we
have
∫∫ 1
0
|γ˙t|
qdt dpi <∞ and there exists a constant C(pi) such that
(et)♯pi ≤ C(pi)m ∀t ∈ [0, 1]. (2.1)
A set A ⊂ C([0, 1], X) is said to be p-negligible if it is contained in a pi-negligible set for
any p-test plan pi. A property which holds for every γ ∈ C([0, 1], X), except possibly a
p-negligible set, is said to hold for p-almost every curve.
Definition 2.3 (Weak Sobolev Space) A function f ∈ Lp(X,m) belongs toW 1,pw (X, d,m)
if there exists a function g ∈ Lp(X,m) that is a p-weak upper gradient, i.e. it is such that∣∣∣∣
∫
∂γ
f
∣∣∣∣ ≤
∫
γ
g <∞ for p-a.e. γ. (2.2)
The minimal p-weak upper gradient (in the pointwise sense) will be denoted by |∇f |p,w.
2.1 W 1,p∗ ⊆W 1,p
Let f ∈ W 1,p∗ (X, d,m). Then, by definition, there exists a sequence of Lipschitz functions
with bounded support such that fn
p
→ f and Lipa(fn)
p
→ |∇f |. Then by the weak locality
property of derivations and the definition of divergence have that for every b ∈ Derq,q∣∣∣∣
∫
X
fn · div bdm
∣∣∣∣ =
∣∣∣∣
∫
X
b(fn) dm
∣∣∣∣ ≤
∫
X
|b| · lipa(fn) dm.
Taking the limit as n→∞ we have that∣∣∣∣
∫
X
f · div b dm
∣∣∣∣ ≤
∫
X
|b| · |∇f |p,∗ dm ∀b ∈ Der
q,q. (2.3)
Now we have to construct the linear functional Lf : Der
q,q → L1. So, fix b ∈ Derq,q and
let µb = |b| · |∇f |p,∗m. Notice that µb is a finite measure. Now let R
b : Lipb(X, d)→ R be
the linear functional defined by
Rb(h) = −
∫
X
f · div(hb) dm.
Notice that, since hb ∈ Derq,q, we can take it as a test derivation in (2.3), obtaining
|Rb(h)| ≤ C‖h‖∞, where C = µb(X). In particular R
b can be extended to a continuous
linear functional on Cb(X); since |R
b(h)| ≤
∫
X
|h| dµb, we have that R
b(h) can be repre-
sented as an integral with respect to a signed measure mb, whose total variation is less
then µb, but since µb is absolutely continuous with respect to m, also mb must have this
property; if we denote by Lf (b) the density of mb relative to m, we have
−
∫
X
f · div(hb) dm =
∫
h · Lf (b) dm ∀h ∈ Lipb(X, d) (2.4)
|Lf (b)| ≤ |b| · |∇f |p,∗ m-almost everywhere (2.5)
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Now we have to check the Lipb-linearity, but this is easy since for every h, h1 ∈ Lipb by
definition we have Rhb(h1) = R
b(h · h1); in particular∫
X
h1 · Lf(hb) d mm =
∫
X
h1 · hLf (b) dm ∀h1 ∈ Lipb(X),
and so Lf (hb) = hLf (b).
2.2 W 1,p ⊆W 1,p
w
The crucial observation is that every q-plan induce a derivation:
Proposition 2.4 Let pi be a q-plan. For every function f ∈ Lipb(X, d) let us consider
bpi(f), the function such that:∫
X
g · bpi(f) dm =
∫
AC
∫ 1
0
g(γt)
d(f ◦ γ)
ds
(t) dt dpi(γ) ∀g ∈ Lp. (2.6)
Then we have that bpi ∈ Der
q,q and moreover∫
X
g · |bpi| dm ≤
∫∫
γ
g ds dpi(γ) ∀g ∈ Lp, g ≥ 0; (2.7)
∫
X
f · div(bpi) dm =
∫
AC
(f(γ1)− f(γ2)) dpi(γ) ∀f ∈ L
p. (2.8)
Proof. We first fix f ∈ Lipb(X, d) and notice that the right hand side in (2.6) is well
defined thanks to Rademacher theorem. Then the Liebniz rule is easy to check thanks to
its validity in the right hand side of (2.6). In order to find a good candidate for |bpi|, we
estimate d(f◦γ)
ds
≤ lipa(f)(γt)|γ˙t| and so, for every nonnegative g ∈ L
p we have∫ 1
0
g(γt)
d(f ◦ γ)
ds
(t) dt ≤
∫ 1
0
g(γt)lipa(f)(γt)|γ˙t| dt;
integrating with respect to pi and using Fubini theorem we get∫
X
g · bpi(f) dm ≤
∫
X
g · lipa(f) dµpi, (2.9)
where µpi =
∫ 1
0
(et)♯(‖γ˙t|pi) dt is the barycenter of pi, and it is such that∫
X
g dµpi =
∫∫
γ
g ds dpi. (2.10)
In particular we can use Ho¨lder’s inequality to estimate the behavior of µpi:∫
X
g dµpi =
∫
AC
∫ 1
0
g(γt)|γ˙t| dt dpi
≤
(∫∫
|g(γt)|
p dtdpi
)1/p(∫∫
|γ˙t|
q dtdpi
)1/q
≤ C(pi)1/p · ‖g‖Lp(m) · ‖Eq(γ)‖Lq(pi),
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and so, by duality argument, we obtain that µpi = hm with h ∈ L
q(X,m); using this
representation in (2.9) we obtain∫
X
g · bpi(f) dm ≤
∫
X
g · lipa(f)h dm ∀ g ∈ L
q, g ≥ 0.
So we deduce that |bpi| ≤ h and in particular bpi ∈ L
q and (2.7) is true thanks to (2.10).
It remains to prove the last equality: by definition of divergence we have, for f ∈
Lip0(X, d)∫
f · div bpi dm =
∫
AC
∫ 1
0
d(f ◦ γ)
ds
(t) dt dpi(γ) =
∫
(f(γ1)− f(γ0)) dpi, (2.11)
thanks to the fact that the fundamental theorem of calculus holds for Lipschitz functions.
By definition of q-plan we have also that (et)♯pi = ftm where ft ≤ C(pi) for every t ∈ [0, 1];
since pi is a probability measure we have
∫
ft dm = 1 and so ft ∈ L
1∩L∞ and in particular
ft ∈ L
q and so div bpi = (f1 − f0) ∈ L
q. This enables us to extend (2.11) to f ∈ Lp and so
we proved also (2.8). 
Lemma 2.5 Let f ∈ W 1,p(X, d,m). Then |∇f |w is a p-weak upper gradient for f .
Proof. By Proposition 2.4 we know that for every q-plan pi we can associate a derivation
bpi ∈ Der
q,q; we use this derivation in the definition of W 1,p and, using also Theorem 1.7,
we obtain
−
∫
X
f · div bpi dm ≤
∫
|∇f |w · |bpi| dm;
Now, using (2.7) and (2.8), we obtain precisely∫
AC
(f(γ0)− f(γ1))dpi ≤
∫
AC
∫
γ
|∇f |w ds dpi. ∀pi q-plan (2.12)
We can ”localize” this inequality using the fact that for every Borel set A ⊆ C([0, 1];X)
such that pi(A) 6= 0, we have that piA =
1
pi(A)
pi|A is still a q-plan and so we can infer that∫
A
(f(γ0)− f(γ1))dpi ≤
∫
A
∫
γ
|∇f |w ds dpi. ∀A ⊂ C([0, 1];X), (2.13)
and so f(γ0)− f(γ1) ≤
∫
γ
|∇f |w for pi-almost every curve. Applying the same conclusion
to −f we get that the upper gradient property is true for pi-almost every curve. Since pi
was an arbitrary q-plan, by definition we have
|f(γ0)− f(γ1)| ≤
∫
γ
|∇f |w ds for p-almost every curve γ
and so |∇f |w is a p-weak upper gradient. 
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3 BV space via derivations
From now on, when µ ∈ M(X), we will denote
∫
X
dµ = µ(X).
Definition 3.1 Let f ∈ L1(X, d,m); we say f ∈ BV (X, d,m) if there exists a linear map
Lf : Derb →M(X) satisfying∫
X
dLf (b) = −
∫
X
f div b dm ∀ b ∈ DerL, (3.1)
continuous with respect to the Der∞ norm and such that Lf (hb) = hLf (b) for every h ∈
Cb(X), b ∈ Derb.
As in the W 1,p case, we can prove that Lf (b) is uniquely defined whenever f ∈ BV and
b ∈ DerL:
Remark 3.2 (Well posedness in DerL) Let us fix b ∈ DerL, f ∈ BV ; let Lf and L˜f be
two different linear maps given in the definition on BV . Let h ∈ Lipb(X, d): using Lemma
1.2 we have hb ∈ DerL and so we can use the Cb linearity and (3.1) to get∫
X
h dLf (b) =
∫
X
dLf (hb) = −
∫
X
f div(hb) dm,
and the same is true for L˜f . In particular
∫
X
h dLf (b) =
∫
X
h dL˜f(b), and thanks to the
arbitrariness of h ∈ Lipb(X, d) we conclude that Lf (b) = L˜f(b). We will call this common
value Df(b).
Now we can give the definition of total variation:
Theorem 3.3 Let f ∈ BV (X, d,m); then there exists a finite measure ν ∈ M+(X) such
that, for every Borel set A ⊆ X,∫
A
dDf(b) ≤
∫
A
|b|∗ dν ∀b ∈ DerL, (3.2)
where g∗ denotes the upper semicontinuous envelope of g. The least measure that realizes
this inequality is denoted with |Df |, the weak total variation of f . Moreover
|Df |(X) = sup{|Df(b)(X)| : |b| ≤ 1, b ∈ DerL}. (3.3)
Proof. We argue similarly to Theorem 1.7: by hypothesis we have that f ∈ BV and so
there exists a Cb-linear map Lf : DerL →M(X) such that Lf (b)(X) ≤ C‖b‖L∞ , where we
can take C = sup{|Df(b)(X)| : |b| ≤ 1, b ∈ DerL}. Note that if |b| ≤ h where h ∈ Cb(X)
then we have that ∫
K
dLf (b) ≤ C sup
x∈K
h(x) ∀K ⊆ X compact; (3.4)
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in fact, denoting with ρn = min{1 − nd(x,K)}, we have that ρn → χK pointwise and
0 ≤ ρn ≤ 1 so, by dominated convergence theorem,∫
K
dLf (b) = lim
n→∞
∫
X
ρn dLf(b) ≤ C lim
n→∞
‖ρnb‖∞ ≤ C lim
n
sup
x∈X
ρn(x)h(x) = C sup
x∈K
h(x),
where the last equality holds thanks to the compactness of K. Now, for every compact set
K ⊆ X and consider two functionals in the Banach space Y = Cb(K):
Ψ2(h) = C‖h‖∞ (3.5)
Ψ1(h) = sup
{∫
K
dLf (b) : b ∈ Derb, ∃ h˜ ∈ Cb(X) such that |b| ≤ h˜, h˜|K ≤ h
}
(3.6)
where the supremum of the empty set is meant to be −∞. Equation (3.4) guarantees that
Ψ1(h) ≤ Ψ2(h) ∀h ∈ Y. (3.7)
Moreover, as before, Ψ2 is convex and continuous while Ψ2 is concave; by Hahn-Banach
theorem we can find a continuous linear functional L on Cb(K) such that
Ψ1(h) ≤ L(h) ≤ Ψ2(h).
In particular there exists a measure µK such that L(h) =
∫
K
h dµK and, thanks to (3.5),
we have µK(K) ≤ C. Moreover, thanks to (3.6) we have that if h ∈ Cb(X) is such that
|b| ≤ h for some b ∈ Derb then ∫
K
dLf (b) ≤
∫
K
h dµK ;
since for every k ∈ Cb(X), we have |kb| ≤ |k|h we obtain also∫
K
k dLf (b) ≤
∫
K
|k|h dµK .
In particular, optimizing in k we obtain also that |Lf (b)|, the total variation of Lf (b),
restricted toK, is less then or equal to hµK . This implies that the following set is nonempty:
AK = {ν ∈ M+(K) : |Lf(b)||K ≤ hν whenever b ∈ Derb, h ∈ Cb(X) s.t. |b| ≤ h} .
Clearly this set is convex, weakly-∗ closed and a lattice, in particular there exists the
minimum, that we call νK . We can drop the dependence on K since it is easy to see that if
A ⊂ K1∩K2 then νK1(A) = νK2(A); suppose on the contrary that νK1(A) > νK2(A). Then
we can consider the measure ν˜(B) = νK1(B \ A) + νK2(B ∩ A) that would be a strictly
better competitor than µK1 in AK1.
Now we can extend ν to a measure on the whole space
ν(B) = sup
K⊆B
ν(K) ∀B ⊆ X Borel;
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this is easily seen to be a measure, that is also finite since ν(K) ≤ µK(K) ≤ C for all K
compact and in particular we get ν(X) ≤ C. Thanks to the finiteness of |Lf(b)| and ν,
using that ν|K ∈ AK , we find that
|Lf(b)| ≤ hν whenever b ∈ Derb, h ∈ Cb(X) s.t. |b| ≤ h,
in particular, integrating in A we get∫
A
dLf (b) ≤
∫
A
h dν,
and taking the infimum in h we obtain (3.2), recalling that if g ∈ L∞ then
g∗(x) = inf{h(x) : h ∈ Cb(X), h ≥ g m-a.e.}.
For the last assertion we already proved C ≥ ν(X), while the other inequality is trivial
taking A = X in (3.2). 
Theorem 3.4 (Representation formula for |Df |) Let f ∈ BV . Then the classical
representation formula holds true: for every open set A
|Df |(A) = sup
{∫
A
f · div(b) dm : b ∈ DerL, |b| ≤ 1, supp(b) ⋐ A
}
, (3.8)
where B ⋐ A if d(X \ A,B) > 0 and B is bounded.
Proof. Let us consider two open sets A1, A2 and a closed set C such that A1 ⋐ C ⋐ A2.
We will consider (C, d,m) as a separable metric measure space, and relate the definitions
of bounded variation in X and C. Let us consider a function f ∈ BV (X, d,m); it is clear
that f ∈ BV (C, d,m) since DerL(C) ⊂ DerL(X) (it is sufficient to set bX(f) = bC(f |C)),
and consequently |Df |X ≥ |Df |C by (3.2).
Moreover |Df |X(A1) = |Df |C(A1). This is true because there exists a Lipschitz func-
tion 0 ≤ χ ≤ 1 such that χ = 0 in X \ C and χ = 1 on a neighborhood of A1; then we
have that if b ∈ DerL(X) implies that χb ∈ DerL(C) and so in (3.2) we can imagine that
b ∈ DerL(C) whenever A ⊆ A1; but then we get that the measure ν defined as
ν(B) = |Df |X(B \ A1) + |Df |C(B ∩A1)
is a good candidate in (3.2) and so, by the minimality of |Df |X we get |Df |C(A1) =
|Df |X(A1).
Now, denoting by µ(A) the set function defined in the left hand side of (3.8), it is obvious
that µ(A2) ≤ |Df |(A2). But it is also obvious that µ(A2) ≥ |Df |C(C) ≥ |Df |C(A1) =
|Df |X(A1). Letting A1 ↑ A2 we get the desired inequality. 
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3.1 Equivalence of BV spaces
We just sketch the equivalence with the other definitions given in literature: in particular
we refer to [1], where the authors consider the spaces BV∗ and w − BV and show their
equivalence. As we did for W 1,p we show BV∗ ⊆ BV ⊆ w − BV .
Lemma 3.5 Let f ∈ BV∗(X, d,m). Then we have f ∈ BV (X, d,m) and |Df | ≤ |Df |∗ as
measures.
Proof. By hypothesis, we know that there is a sequence (fn) ⊂ Lip0(X, d) such that
lipa(fn) ⇀ |Df |∗ in duality with Cb(X); in particular, for every b ∈ DerL we have∣∣∣∣
∫
X
fn · div b dm
∣∣∣∣ =
∣∣∣∣
∫
X
b(fn) dm
∣∣∣∣ ≤
∫
X
|b| · lipa(fn) dm
taking limits and recalling that whenever νn ⇀ ν and g ≥ 0, we have lim infn→∞
∫
X
g dµn ≤∫
X
g∗ dµ, we have that∣∣∣∣
∫
X
f · div b
∣∣∣∣ ≤
∫
X
|b|∗ d|Df |∗ ∀b ∈ DerL.
Now this inequality would guarantee that |Df | ≤ |Df |∗ once we construct the linear
functional Lf : DerL → M(X) In order to find Lf (b) we proceed exactly as in Subsection
2.1, and so we omit the construction. 
Lemma 3.6 Let f ∈ BV (X, d,m). Then we have f ∈ w − BV (X, d,m) and |Df |w(X) ≤
|Df |(X).
Proof. As for the second inclusion it is sufficient to recall Proposition 2.4: we know that
for every ∞-plan pi we can associate a derivation bpi ∈ DerL; we use this derivation in the
definition of BV and, using also Theorem 3.3, we obtain
−
∫
X
f · div bpi dm ≤
∫
X
|bpi|
∗ d|Df |.
Now, using (2.7) and (2.8), we obtain∫
AC
(f(γ0)− f(γ1))dpi ≤ C(pi) · |Df |(X)‖Lip(γ)‖L∞(pi) ∀pi ∞-plan. (3.9)
Now we can use Remark 7.2 in [1] to conclude that f ∈ w−BV and |Df |w(X) ≤ |Df |(X)

Using this two lemmas in conjunction with the equivalence result in [1] we can conlcude.
Theorem 3.7 Let (X, d,m) be a complete and separable metric space, such that m is
finite on bounded sets; then BV (X, d,m) = BV∗(X, d,m) = w − BV (X, d,m). Moreover
|Df | = |Df |∗ = |Df |w for every function f ∈ BV .
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Proof. From Lemma 3.5 and 3.6 we know that BV∗ ⊆ BV ⊆ w − BV and moreover
|Df | ≤ |Df |∗ and |Df |(X) ≥ |Df |w(X). Thanks to the equivalence theorem in [1] we get
BV = BV∗ = w−BV and |Df |w = |Df |∗, in particular |Df |w(X) = |Df |∗(X) ≥ |Df |(X),
and so |Df |(X) = |Df |∗(X) = |Df |w(X). This equality, along with |Df | ≤ |Df |∗ let us
conclude that the three definitions of total variation coincide. 
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