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INTRODUCTION 
A slightly sharpened form of Levi’s decomposition theorem says that if 
2 is a finite-dimensional Lie algebra over a field t of characteristic zero, then 
2 decomposes into a semi-direct product 6 * !R, in which B is any of the 
maximal semi-simple subalgebras of 2, and ‘I% is the radical (that is, the 
maximal solvable ideal) of 2. (For a discussion of this result, see [8], [IO], or 
[II].) Throughout this paper, Lie algebra will be used to mean a finite- 
dimensional Lie algebra over the field f. Since virtually nothing is known 
about the fine structure of % in comparison with what is known about that 
of 6, the effect of Levi’s theorem is to reduce the study of Lie algebras in 
general to the study of solvable Lie algebras. For many purposes, it is con- 
venient, indeed necessary, to be able to work with Lie algebras that admit 
a finer decomposition than Levi’s. One such class of Lie algebras is the class 
of almost-algebraic Lie algebras: 
DEFINITION 0.1. Let I? be a Lie algebra, and let W be the nil-radical 
(that is, the maximal nilpotent ideal) of 2. 2 is called almost-algebraic if YI 
is complemented in 2 by a subalgebra C such that ad, CC is completely reduc- 
ible. (Here ad, is the adjoint representation of 2.) The term dmost-dgebruic 
was coined by Jacobson. 
Almost-algebraic Lie algebras have proved essential in several problems. 
(See [2] and [3].) Th ese examples, and others about to appear, indicate the 
need for a coherent account of translating problems concerning general Lie 
algebras into problems concerning almost-algebraic Lie algebras. The object 
of this paper is to provide such an account. 
The fundamental theorem is formulated as follows: 
1 The work of the first author was partially supported by National Science Founda- 
tion Grant GP-5227. The second author was a National Science Foundation Graduate 
Fellow. 
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DEFINITION 0.2. Let 2 be a Lie algebra. An almost-algebraic hull for 9 is a 
pair (i, !?I)), where ‘8 is an almost-algebraic Lie algebra, i is a monomorphism 
from f? into ‘%, and no proper, almost-algebraic subalgebra of % contains i(.C). 
THEOREM 0.1. Let 2 be a Lie algebra. Then there exists an almost-algebraic 
hull (i, %) for 2. Furthermore, ;f  ( j, 23) is any othw almost-algebraic hull for I), 
then there is an isomorphism h from % onto 23 such that 
is commutative. Finally, i(2) is an ideal 3. 
For the case where f is the field of complex numbers, this theorem was 
proved by Malcev [12] who first isolated the class of almost-algebraic Lie 
algebras. For solvable Lie algebras over the field of real numbers, the existence 
of almost-algebraic hulls was first proved in [2] and [3]. It must be admitted 
that the existence assertion is easily proved in general from Ado’s embedding 
theorem. However, for purposes of proving the uniqueness assertion, a 
more direct construction of (i, U) is convenient, if not necessary. 
For solvable Lie algebras, this direct construction is supplied in [2] and [3]. 
In order to extend this construction to general Lie algebras, we prove that 
a Lie algebra is almost-algebraic if and only if its radical is almost-algebraic. 
To the best of our knowledge, this result is new. Even with the direct con- 
struction available the uniqueness assertion is not obviously true and is 
proved only by recourse to a theorem of Mostow [I4 (also Theorem 3.1 
below) on the conjugacy of the maximal ad-reductive subalgebras of a Lie 
algebra. We remark that our proof, both of existence and uniqueness, is 
entirely different from that of Malcev. 
That i(2) is an ideal in %, although superficially a reflection of elementary 
properties of algebraic groups, is in fact a facet of a deeper, Lie-theoretic 
phenomenon. For connected, simply-connected Lie groups, this phenomenon 
was first discovered by Auslander (see [2] and [3].) In order to generalize 
Auslander’s result to Lie algebras over f, the notion of general position (Aus- 
lander, Definitions 2.4 and 2.5) is introduced. Then a completely different 
proof is given of Auslander’s principal lemma (Lemma 2.2) in the proof. 
Because of the lengthy and technical nature of the definitions and of the main 
result (Theorem 2.4), we shall not state them here. Furthermore, the remain- 
ing lemma (Lemma 2.3) in the proof of Theorem 2.4 has also been simplified. 
As a corollary to Theorem 2.4 a characterization of what L. Auslander has 
called the semi-simple splitting of a Lie algebra is described. In order to 
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emphasize the equal importance of the almost-algebraic hull and the semi- 
simple splitting we refer to them as the small and big almost-algebraic hulls, 
respectively, throughout the body of the paper. 
Once again, let L) be a Lie algebra. Let Aut (2) denote the automorphism 
group of .L?, and let Aut (A(B); 2) denote group of all automorphisms of the 
small almost-algebraic hull A(Q) of !l? that leave 2 invariant. We show in 
Sec. 4 that the restriction map r carries Aut (A@); 0) onto Aut (2). Unfortun- 
ately Y is not generally injective. This was first observed by Chevalley, 
Jacobson and Mostow in a note appended to [Z2]. The first crucial result of 
Sec. 4 is that the kernel of Y  can be identified with Hl(Z#, a), where 2# 
is a certain subalgebra of A(B), complementary 2, and 3 is the center of B; 
the second is that the exact sequence 
0 -+ H1(5#, 3) -+ Aut (A(L)), a)r + Aut (2) --, 0 (*I 
splits. The splitting of (*) means that any group of automorphisms of 2 can 
be extended to a group of automorphisms of A(e). The best previous result 
was that a semi-simple group of automorphisms could be extended, this 
being a trivial consequence of the fact that Y  is epimorphic. 
A word about technique. We have tried to keep this paper as free of the 
theory of algebraic Lie algebras as possible. To that end we provide, in 
Sec. 3, an elementary proof of a theorem of Mostow [24] on the conjugacy 
of maximal ad-reductive subalgebras of a Lie algebra. This proof also provides 
a good example of the usefulness of the existence of almost-algebraic hulls. 
As we remarked above, all of our results can be translated into results on 
simply-connected analytic groups. Since this translation presents no sur- 
prises, we have omitted all details. In special cases, it is possible to extend 
these results to Lie groups with finitely many-connected components (f.c.c. 
groups). The crucial fact is that, as a topological space, every f.c.c. group is 
the Cartesian product of a maximal compact subgroup and a Euclidean 
space (Mostow [25]). One then uses the fact that a compact group of auto- 
morphisms always acts completely reducibly on any vector space. Since we 
have found no satisfactory general formulation for the case of f.c.c. groups, 
we have not gone into further detail here. 
CONVENTION. We shall consider only finite-dimensional Lie algebras over 
a fixed field f of characteristic zero. 
1. PRELIMINARY CONSIDERATIONS 
(1.0) Let I’ be a finite-dimensional vector space over the field f. A poZy- 
nomiul function on I’ is an element of s( V*), the symmetric tensor algebra 
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over the dual space V* of V. Let gI( V) denote the endomorphism ring of V, 
let (tjl(V) denote the corresponding Lie algebra, and let GZ(V) denote the 
group of invertible elements in gI( V). 
A subgroup G of GZ( V) is called algebraic if there is a family f of polynomial 
functions on gI(V) such that G is the set of common zeroes in GZ(V) of the 
functions on f. The Lie algebra of an algebraic group is defined as follows: 
Let X E gI( V). Define g(X) : gI( V)* -+ gI( V) by (g(X)f) T =f(XT) for 
all f E gI(V)* and all T E gI(V). There is a unique extension d(X) of g(X) 
to a derivation of s(gI(V)*) and d is a homomorphism from 01(V) into the 
Lie algebra of derivations of 5(g1( V)*). (See [6], pp. 25 and 26). Let G be an 
algebraic subgroup of GZ( Y). The Lie algebra of G is the subalgebra of QjI( V) 
consisting of those X in BI( V) such that d(X) carries the ideal of all polyno- 
mial functions vanishing on G into itself. A subalgebra of @L(V) is called 
algebraic if it is the Lie algebra of an algebraic subgroup of GZ(V). 
(1 .I) Let I! be a subalgebra of %I( V). The intersection of any family 
of algebraic groups is an algebraic group, and hence we can form the Lie 
algebra P# of the intersection of all of the algebraic subgroups of GZ(V) 
whose Lie algebra contains L1. Then 2 CC#. (See [6], p. 173; [9], p. 33.) 
C# is called the algebraic hull of 2. Every ideal in B is an ideal in Q#, and 
[i?, 21 = [i?#, I.?#]. 
(1.2) Let 2 be an abstract Lie algebra, let Der (2) be the Lie algebra of all 
derivations of 2, and let Aut (2) be the automorphism group of 2. Then 
Aut (2) and Der (2) are both algebraic, and Der (2) is the Lie algebra of 
Aut (2). In particular, Der (2) contains the algebraic hull of ad (2). (See [6], 
pp. 177 and 179.) 
(1.3) Let 8 be an algebraic Lie algebra. If n is a nilpotent element of (lj, 
then ade(n) is nilpotent, and if s is a completely reducible element of 6, 
ad,(s) is completely reducible ([14J). Every Ig b a e raic Lie algebra contains the 
semi-simple and nilpotent parts of each of its elements (Definition 2.2 below 
and [6], p. 66). From these last two facts it follows that 6 is locally almost- 
algebraic (as defined in the introduction). By [.5], the nil-radical of 8 is 
complemented by a completely reducible subalgebra. Hence 8 is almost- 
algebraic. 
(1.4) A subalgebra of QI( V), every element of which is nilpotent, is 
algebraic ([14], p. 204). 
(1.5) A subalgebra 2 of BI( V) is completely reducible if and only if its 
algebraic hull is completely reducible. 
(1.6) Let I) be an abstract Lie algebra, and let G be a completely reducible 
group of automorphisms of B. Then G leaves invariant a maximal e-reductive 
subalgebra of 2 (Definition 2.1 below and [Zq). This result is due to G. D. 
Mostow and will be referred to as Mostow’s invariance theorem. By com- 
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bining (1.2), (1.5), and the fact that an algebraic group is completely reducible 
if and only if its Lie algebra is completely reducible, we conclude that every 
completely-reducible Lie algebra of derivations of L! leaves invariant a 
maximal &reductive subalgebra of !& 
(1.7) Mostow’s invariance theorem admits a slight improvement. Nota- 
tion being as in (1.6), if R is any Q-reductive subalgebra of 8, some inner 
conjugate (Definition 3.1 below) of St by a fixed point of G lies in a maximal 
&reductive subalgebra invariant under G. (See [16].) 
2. THE EXISTENCE AND UNIQUENESS THEOREMS 
DEFINITION 2.1. Let L! be a Lie algebra, and let R be a subalgebra of 2. 
St is called &reducible or g-reductive if the action of ad (R) on B is completely 
reducible. Let % be the nil-radical of 8. L) is called almost-algebraic if W is 
complemented in L! by an O-reductive subalgebra K. a is called a Malcev 
factor for !i?, and the semi-direct product decomposition 2 = a * % is called 
a Makev decomposition of !i!. 
We remark that because ads % is completely reducible, K is of the form 
G @ 2, where B is semi-simple and is a Levi factor for 2, and Z is the center 
of a. (See [IO], p. 47, for a proof). 
DEFINITION 2.2. Let V be a vector space, and let A be an endomorphism 
of V. Then there exist unique endomorphisms u and Y of V such that Y 
is nilpotent, u is completely reducible, [a, V] = 0, and X = u + v. (See [6], 
p. 71, or [IO], p. 98.) u is called the semi-simple part, and v the nilpotent part 
of h. 
Let B be a Lie algebra, and let I E 8. We shall call I &split if there exist 
elements s and n in L! such that ad (s) + ad (n) is the decomposition of ad (I) 
into its semi-simple and nilpotent parts. 
The decomposition X = u + v is often called the Jordan decomposition of h. 
We remark that both u and v are polynomials in /\. 
DEFINITION 2.3. Let (! be a Lie algebra, and let U be an almost-algebraic 
Lie algebra that contains B. % is called a small almost-algebraic hull for D if L! 
is an ideal in 2l and no almost-algebraic proper subalgebra of 1c contains 2. 
THEOREM 2.1. Every Lie algebra admits one and, up to isomorphism, otu’y 
one small almost-algebraic hull. 
Proof. If one is willing to use Ado’s theorem ([IO], p. 199), the existence 
of a hull is easy. Let B be a Lie algebra, and let ~JJ be a faithful matrix repre- 
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sentation of 2 (which exists by Ado’s theorem). By (1.3), the algebraic hull 
‘u# of q@) is almost-algebraic, and by (l.l), q(C) is an ideal in Z#. Any 
almost-algebraic subalgebra of ‘u# minimal with respect to containing ~(2) 
is then a small almost-algebraic hull for v(B), as desired. 
For later purposes it is desirable to have a more explicit construction of a 
small almost-algebraic hull. To that end we have devised a second proof. 
Let 6 . ‘% be a Levi decomposition for 2; that is, G is semi-simple and % 
is the radical of 2. Let B# be the algebraic hull of ad (f!). By (1.3), O# decom- 
poses into a semi-direct product (G’ @ 2’) * %’ in which %’ consists of the 
nilpotent elements in the radical of G#, 2’ is Abelian and completely- 
reducible, and 6’ is semi-simple. It follows from the Malcev-Harish- 
Chandra theorem ([IO], p. 92) that we can assume that ad, 6 is contained 
in 6’. Let 7 : Q# -+ 6’ @ 2’ be the projection with kernel a’, let E = 17 * ade, 
and let 2” = &R). The derivation algebra of L! is algebraic (1.2) and contains 
adz (a). Hence 2” is contained in the derivation algebra of 2, and we can 
form 2” * 2. We observe that 2” is Abelian and that its action on 5Y? is com- 
pletely-reducible. We wish to show first that B = 2” * I? is almost-algebraic. 
In order to do this, we shall need a fact that is proved in the next section; 
namely, that a Lie algebra is almost-algebraic if and only if its radical is almost- 
algebraic (Corollary 3.1). By grace of that result, we can restrict our attention 
to 2” * ‘8, which is the radical of 2” * 8. 
Let ‘V be the nil-radical of 2” * W and let !VI be the nil-radical of %. fnz is 
characteristic in ‘%, which is itself an ideal in 2” * %. Thus !JJI is an ideal in 
2” . % and so must be contained in %“. Also, ‘%/%R is Abelian and hence 2” 
acts trivially on ‘% modulo 1111; that is, (2” * %)/Y.R = 2” @ (R/W), which is 
Abelian. It follows, too, that the restriction map carries 2” monomorph- 
ically onto an algebra of derivations of mm. For each x E 2” . ‘%, let z(x) 
denote the restriction of ad (x) to W. The map 5 induces a projection $ 
of i(Z” - rtz) onto i(Y). Let R be the kernel of + * i. Then %” _C R and 
2” * % = 2” . S. Thus if we can prove that R C %“, we shall have proved 
that U = 2” * f! is almost-algebraic. Now R/m is a subalgebra of (2” * %)/!IR 
and therefore is Abelian, and i(R) is an algebra of nilpotent derivations of %X. 
Hence R is nilpotent; in other words, R C X”. 
In general 2I will be too large to be a small almost-algebraic hull for B. 
This will happen, for example, when 2 itself is almost-algebraic. The trouble 
lies in the possibility that there may exist r E % such that ada (Y) E 2”. Let 
Y = t(r) + n(r), where t(r) E 2” and n(r) E %“. Then in order that ad, (r) 
lie in 2”, it is necessary that ad, n(r) = 0. Hence 3 = {n(y) E 8” : ado (Y) E Y’} 
is a central ideal in %. Thus, if U is any vector subspace complementary to 
‘%R n 3 in 3, U is also a central ideal in !!I. Let A@!) = (u/U. One can easily 
check that A($) is a small almost-algebraic hull for L3. It is also easy to see 
that the center of A(2) and that of L! coincide. 
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Let ‘u be a second small almost-algebraic hull for 8, and let X = (%J @ X)% 
be a Malcev decomposition for ‘?I, in which Z is the center of the Malcev 
factor !8~ @ 2. The key to the proof that ‘11 = A(Q) is the observation that X? 
and Z generate ‘u, and B and % generate ‘u. The observation is proved as 
follows: 
Let ‘u’ be the subalgebra of ‘II generated by 8 and 3, and let E’ be the 
projection of ‘u’ onto D @ 2. Then sence % 2 %I’, (5’ C W, and so ‘u’ = a’ * W, 
which is almost-algebraic and contains 2. Hence %I’ = ‘u, so L3 and % gener- 
ate ‘LI. Similarly, L! and FO @ Z generate U. Now 2 is an ideal in ‘u, and 
hence the radical ‘% of 2, which is characteristic in 2, is an ideal in !!I and so 
must be contained in Z * ?R. Also, it follows from the Malcev-Harish-Chandra 
theorem and from the fact that 2 is an ideal in ‘u that we can choose G and m 
so that 6 C m). Then (6 @ 2) % is an almost-algebraic subalgebra of B con- 
taining 0. Hence 2B = 6, ‘?I = (G @ 2) W, and I! and Z generate %. 
Since B and Z generate % and [Z, e] C .(3, it follows that [ 8, %] _C 2 and 
that the center of ‘u and that of 2 coincide. Let x E a[, and let i(x) denote the 
restriction of ad, (x) to !G. Since the center of ‘u is equal to that of 8, i is a 
monomorphism. This i carries % onto the Lie algebra of nilpotent parts of 
the derivations ad, (r), where Y traces Xi. Let W be the nil-radical of A(L3). 
It follows from our construction that i(m) is precisely the restriction to I) of 
adAto) (W#) and thus, because 
(i) 2 and ‘% generate %, 
(ii) ti and YW generate A@?), and 
(iii) the action of R on fi and that %# on 8 coincide, it follows now from 
Theorem 3.1 (below) that A w A(c), and Theorem 2.1 is proved. 
THEOREM 2.2. A Lie algebra L! is almost algebraic if and only if every 
element of L! is g-split. 
Proof. Let us assume that 0 is almost-algebraic, and let (G @ 2) * x 
be a Malcev decomposition for !& 2 being the center of the Malcev factor. 
Let W denote the algebraic hull of ad (8), and let %# = ad, (X). Since 
ad, (n) is nilpotent for all n E %, W# is algebraic by (1.4). It follows that ‘W 
is the nil-radical of the algebra JV. Let YI be the smallest almost-algebraic 
subalgebra of a# that contains the semi-simple and nilpotent parts of every 
ads(x), where x traces 8. (X exists by virtue of (1.3).) By (1.3), we may choose 
a Malcev factor 6# @ U+ for ‘u so that ada (6 @ Z) C G# @ 9. Since 
[W, a#] C ad (0) (see (l.l)), it must be that [@, G#] = ad, 6, and thus, 
6# being semi-simple, @ = ad, 6 Therefore we have 
‘u = (ad, 6 @ ads Z @ 2’) * W, 
where 2’ is a subspace of W complementary to ad, 2. 
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It follows from a theorem of Jacobson and Morozov ([ZO], p. 100) that every 
element of G is e-split. Since the nilpotent part of ad, (I) for any Y E Z * ‘3 
lies in %# = ad, (%), every element of z * % is B-split. Actually, no element 
of 2’ can occur (as a summand) in the nilpotent part of ad, (x) for any x E L), 
and hence the nilpotent part of ada (x) lies in ad (2). Thus 2’ must be trivial, 
and the first half of the theorem is proved. 
Now let us assume that every element of 2 is S-split. We must prove that f! 
is almost-algebraic. Let (G @ 2) * % be a Malcev decomposition for the 
small almost-algebraic hull ‘u off!. The restriction of ada (%) to 2 is precisely 
the algebra of nilpotent parts of the derivations from ads (%), where ‘3 is the 
radical of B. Since the center of 3 equals that of B, and since the center of 2 
is &split, it follows that % _C 8. But % and 0 generate a, se we must have 
!X = 2; that is, L! is almost-algebraic. 
THEOREM 2.3. Let B be a subaIgebra of an almost-akebraic Lie akebra 8. 
Then the idealizer of 2 in 2l is almost-algebraic. 
Proof. Let 3 be the idealizer of 0 in %I. Since ad, (3) leaves 8 invariant, 
so does the algebraic hull of adSI (3). In particular, if a E 3, both the semi- 
simple and nilpotent parts of adPI (a) leave L! invariant. Thus, by Theorem 2.2, 
8 being almost-algebraic implies that every element of 3 is 3-split; that is, 3 
is almost-algebraic. 
COROLLARY 2.1. Let f? be a subal&ebra of an almost-akebraic Lie algebra %. 
If no almost-algebraic proper subalgebra of % contains 8, then % is th small 
almost-algebraic hull of 2. Any almost-algebraic Lie a&ebra containing 2 
contains the small almost-algebraic hull of 2. 
DEFINITION 2.4. Let f! be a Lie algebra, and let R be the nil-radical off?. 
To each element n of R we associate an automorphism E(n) of B by means of 
the formula 
where, as usual, O! = 1 and (ad (n))” (CC) = x for all x E 8. E(n) is called the 
inner automorphism defined by rr. 
DEFINITION 2.5. Let 2l be an almost-algebraic Lie algebra, let 0 be a 
subalgebra of 8, and let (6 @ 2) * X be a Malcev decomposition of % in 
which Z is the center of the Malcev factor. 2 is said to lie in generalposition in 
X if 
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(i) L3 and Z generate Yl, 
(ii) (! and 8 generate ‘u, and 
(iii) for every n E 3 and every inner automorphism u of ‘8, there exists 
some x in G @ Z such that x + n E u(e). 
THEOREM 2.4. If I! is a subalgebra of an almost-algebraic Lie algebra 8, 
and if L! lies in general position in %, then every Levi factor (maximal semi- 
simple subalgebra) for 2 is a Levi factor for ‘u, and the radical of 2 lies in the 
radical of U. If, in addition, the radical of 0 lies in general position in the radical 
of X, then L is an ideal in ‘II. 
Proof. Let 6 * X be a Levi decomposition for 2, and let (m @ 2) * % 
be a Malcev decomposition for U, Z being the center of 111) @ 2. As usual, we 
shall assume 6 C %?. Let 72 be the projection of II onto 83 with kernel z * 8. 
Because L! lies in general position in ‘II, 6 and rr(%) generate’113. But [G, %] C X 
implies that [G, +R)] C n(S), which means that r(S) is a solvable ideal in the 
semi-simple algebra !D3. Thus +X) = 0; in other words, % C 2 * % and 
5 = %3. The first assertion of the theorem is thus proved. 
Now let us assume that 9? is in general position in Z . %. If we knew that % 
is an ideal in 2 * % then, since 6 and 6 * W generate ‘u, we would know that 
Ift is an ideal in 3. But given that ‘% is an ideal in 2l, one can easily see that 
S/S is an ideal in (n/R and hence that 2 is an ideal in %. Thus the proof of 
Theorem 2.4 will be complete if we can prove that % is an ideal in Z - ‘%. 
The proof is rather long, so we have broken it down into several lemmas. 
LEMMA 2.1. Let V be a completely reducible Z-module such that the Fitting 
null-space of Z in V is trivial ([26], p. 37). Then the jrst cohomology group, 
W(Z, V), vanishes. 
Proof. Let t E 2, and let v E V. We shall use [t, v] to denote the action 
of t on v. Because the Fitting null-space of Z in V is trivial, there is some 
t,, in z such that v + [to , v] is an automorphism of V. Let f  be a one-cocycle 
from 2 to V. Then there is some vs E V such that f  (t,,) = [t,, , vs]. Because f  
is a cocycle, [to , f  (t)] = [t, f  (to)] for every t E 2, and hence 
[to ,f  WI = [t, PO , %I1 = PO 8 Pa %ll* 
Thus f  (t) = [t, vs]; that is, f  is a coboundary. 
LEMMA 2.2. If [!I$ ‘921 C ?I$ then % is an ideal in Z * ‘% and (Z * %)/[%, X] 
is Abelian. 
NOTATION. For simplicity’s sake, we shall write U for Z - ‘%. 
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Proof. Since % lies in general position in %, % and % generate ‘ZI. Thus if 
[‘%, ‘%I C %, [X, % n ‘%I _C ‘% n ‘%, and hence % n !R is an ideal in 8. Let 
‘u’ = a/‘% n 3, !R’ = %/R n a, and %’ = X/‘% n R We shall prove that 
%I is abelian. Since % and % generate 8, it suffices to prove that [X’, ‘%‘I = 0. 
Since %’ is Abelian, the Fitting null-space of %’ in ‘9’ is the center of a’, 
which we may assume is trivial or should be factored out. Let r E %‘. 
Then Y = t(r) + n(r), where t(r) E Z and n(r) E 5JY. 111’ being Abelian, the 
restriction of ad,, (r) to ‘C is ad t(r). Thus %’ is a completely reducible 
‘%‘-module. Hence by Lemma 2.1, n(r), which is a one-cocycle from ‘9%’ to 
%‘, is given by n(v) = [Y, n] for some fixed n E 8’. Thus E(n) (92’) lies along 2, 
which contradicts the assumption that ‘8 lies in general position in ‘u. (See 
Theorem 3.1 below). Hence ‘u’ is Abelian. Thus %’ is an ideal in ‘u’, and 
taking preimages, we conclude that !R is an ideal in ‘?I. 
It remains to prove that (u/[%, %] is Abelian. In order to avoid introducing 
new notation, let us assume that [%, ‘81 = 0. Then, it is ?I itsdf that is to be 
proved Abelian. 
If we can prove that [%, %] = 0, then combining Lemma 2.1 and the 
general position of % in 2l, we can conclude, as we just did above in the case 
of X’, that ‘u is Abelian. Because Z is %-reducible, there is a subspace W of % 
complementary to [W, %] and invariant under ad, (2). Using the general 
position of % in 8, we know that if n and m are two elements from W, there 
exist elements t(n) and t(m) in Z such that t(n) + n and t(m) + m lie in 3. 
Then 
0 = [t(m) + m, t(n) + 4 = [t(m), 4 + [w @>I + [m, 4. 
But [x, Wj C W, and hence [m, n] = 0. It follows that [W, w] = 0. a, 
however, is nilpotent, so W generates %. Thus % is Abelian, and the lemma is 
proved. 
We can now complete the proof of Theorem 2.4 by proving the following: 
LEMMA 2.3. [%, ill] C ‘3. 
Proof. The proof is by induction on the dimension of ‘8. If dim !R = 1, 
there is nothing to prove. Let us assume that the lemma has been proved for 
all !JI such that dim % < N, and let dim % = N. If there is an ideal 3 of % 
(which is Z * %) contained in !X n [%, %I, we can apply the induction hypo- 
thesis in a/3, from which point the lemma follows easily. Thus, we may assume 
that % n [%, a] contains no ideals of 8. 
Let !m be the last non-vanishing term in the lower central series for ‘8. 
Since % and W generate X, ‘% n ‘9Jl is an ideal in % and so, by assumption, 
must be trivial. Let 8’ = (Y E Yl : Y = t + m for some m E!JJI and t E Z}, and 
let 2’ = {t E Z : t + m E % for some m E m}. Then 3 lies in general position 
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in 2’ . !I& and ‘8’ is Abelian, since [%‘, %‘I _C % n 9.Q = 0. We may thus apply 
Lemma 2.1 to conclude that 5’ . EQ is abelian. 
Let m, E%R. Because % lies in general position in U, there is some to in 2’ 
such that t, + m,, E %, and since ‘% n W = 0, t, f  0. It follows from what we 
just showed that [t&R] = 0. We shall now prove that [t,, , [to, %]I C 92 n %. 
Let n E 92, and choose t so that t + n E ‘R Then 
and so 
[to + mo 2 t + n] = [m. , t] + [to, n] E % n %, 
PO + m. , PO + m. , t + 41 = [to , [to ,41 E w n s, 
since [to , [m, , t]] E [to , !JJI] = 0. 
Since Z is Abelian, V = [to , [to , ‘%]I is invariant under ada (Z), and hence 
there is a subspace W of I’ complementary to I’ n [%, %] and invariant 
under ada (2). 
Because ad% (to) is completely reducible, there is a complement X to 
[%, %] in ‘8 invariant under ad, (to). Since X generates %, adpI (1,) vanishes 
on X if and only if adn (to) vanishes on ‘R. Since ad, (to) # 0, we conclude 
that W# 0. 
Because [2, W] C W, the ideal %B spanned by Win % is equal to that span- 
ned by Win %. It follows that %I% is an ideal in ‘u contained in % n 9l. Since 
93 n [%, %] = 0, ‘UB is a central ideal in % and 2B = W. 
By the induction hypothesis, [%/‘83, Y&/28] C %/!I& and so by Lemma 2.2, 
%/%B is an ideal in ?.Q% Taking preimages, we discover that % is an ideal in ‘II. 
Thus % n [YI, ‘R] is an ideal in ‘u. and must be trivial. In other words, R n R 
is an Abelian ideal in ‘%, and [R, W n R] = 0. If  % n % # 0 then, applying 
the induction hypothesis in a/‘% n ‘R, we find that [!R, !R] is contained in W 
modulo W n W, which implies that [31, Yt] = 0, in which case the lemma is 
definitely true. Thus we may assume that % n R = 0, which means that 
[a, %] _C % n 9% = 0. Since R is in general position in ‘u, it follows that 
‘11 = R is Abelian. Thus Lemma 2.3 and Theorem 2.4 are proved. 
COROLLARY 2.2. Let I! and ‘3 remain as in the statement of Theorem 2.4. 
Then \II is the small almost-algebraic hull of 13 if and only if 
(i) 5Z lies in general position in X, 
(ii) the radical of 0 lies in general position in the radical of 2l, and 
(iii) the center of B coincides with the center of 2. 
The proof is easy and thus is left to the reader. 
There are, as one might gather from Corollary 2.2, several distinct almost- 
algebraic Lie algebras in which L! is an ideal and sits in general position. 
Let (u = (a @ 2) * %, and assume that I! is an ideal in 2l and lies in general 
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position in %. Let 2’ be a complement to f? n z in 2. Then % = 2’ * 9, since 
Z and B generate U. 
DEFINITION 2.6. Let B be a Lie algebra, and let (~5 @ 2) * % be a Malcev 
decomposition for the small almost-algebraic hull of .f$ where 2, as usual, 
is the center of 6 @ 2. z * 2 is called the big almost-algebraic hull of 2. 
We shall adopt the following notation: A(g) and B(Q) will denote the small 
and big almost-algebraic hull of B, respectively. 
It should be noted that although A(A(2)) = A@), it is not even generally 
true that B(A(S)) = B(g). 
COROLLARY 2.3. Let QI be an almost algebraic Lie algebra that contains f!. 
Then 9I M B(g) if and only if 
(i) L! lies in general position in %, 
(ii) the radical of B lies in general position in the radical of 8, and 
(iii) the dimension of the radical of 0 equals the dimension of the nil-radical 
of a. 
Thus no almost-algebraic Lie algebra 9X that contains B(Q) properly can 
contain k! in general position in such a way that the radical of B is also in 
genera1 position in the radical of 9% 
It is an easy consequence of (1.1) that [B(C), B(g)] = [A(e), A(g)] = [S, 21, 
and that if 3 is an ideal in 0, then both 3 and A(3) are ideals in both A(s) 
and B(g), and B(D) is an ideal in B(L)). 
3. STRUCTURE THEOREMS 
DEFINITION 3.1. Let L! be a Lie algebra. Two subalgebras 5 and R of 2 
are called inner conjugates if there is an inner automorphism of 0 that carries 
& onto 5% 
THEOREM 3.1 (Mostow, [14]). Let A? be a lie algebra. Then any two maximal 
B-reductive s&algebras are inner conjugates. The inner automorphism can be 
realized as E(n) for some n in the radical of [I!, 21. 
Proof. It is clear that the maximal g-reductive subalgebras of L! are 
precisely the intersections with 0 of the maximal A(+reductive subalgebras 
of A(9). Since [A(C), A(Z)] = [fi, %J, it follows that we need only prove the 
theorem for almost-algebraic Lie algebras. 
Let % = (6 @ 2) * % be an almost-algebraic Lie algebra and (5 be a 
maximal %-reductive subalgebra. Let ?D @ U be the Levi decomposition of 6, 
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%B being the semi-simple factor. Since a is maximal, %I must be a Levi factor 
for ?1. 
The proof is by induction on the dimension of [a, 81. We begin with the 
case dim [VI, ‘%I = 0. Let 3 be the center of Z * 9I = %. Since ad8 (n) is 
nilpotent for every n E !I$ 3 is the maximal R-reductive subalgebra of 8, 
and Z @ 3 is a maximal R-reductive subalgebra of 3. Let 13 be any other 
maximal %-reductive subalgebra of !R Let !Ra be the Fitting null-space of b 
in %, and let 9& be a subspace of % complementary to Y&, and invariant under 
ad% (13). Then every a E b decomposes uniquely as a sum 
where t(a) E Z and ni(a) E W( . B is Abelian, because it is X-reductive and 
solvable. Also, n, is a cocycle from b to &. Thus by Lemma 2.1, 
n,(a) = [a, n] for some n E RI and for all u E 8. Let 8’ = E(n) (a). Any 
automorphism of a Lie algebra B takes !&reductive subalgebras onto &reduc- 
tive subalgebras. Hence 8’ is a maximal %-reductive subalgebra. Because 9I 
is Abelian, E(n) (a) = a + [n, u] = a - [a, n] = t(u) + n,(a). Moreover, 
[t(a), n,(a)] = [a - n,(a), n,(a)] = 0, and hence ad, (t(a)) is the semi- 
simple part of ad% (E(n) (a)). The latter being completely reducible, we 
must have ad, (t(a)) = ad% (E(n)(u)). Thus n,(a) E 3, and we see that 
8’ = Z @ 3. Since n E a2, C [Z, 81, the Abelian case for solvable algebras 
is now proved. 
Now let 3 be the center of % = (6 @ 2) . %, where % is still assumed 
Abelian. We may assume that U, because it is the center of a and already lies 
in z * 3, actually lies in z @ 3, since we are free to replace %I @ U by an 
appropriate inner conjugate. For all w E’U~, let s(w) + n(w) = w be the 
decomposition of w in which s(w) E G @ Z and n(w) E 3. Because [:‘m, u] = 0 
and U C Z @ 3, n(w) lies in the Fitting null-space !I&, of U in ‘8. Then, n 
is a cocycle from m to %,, . Th us, by Whitehead’s lemma ([RI], p. 77), 
n(w) = [w, no] for some n,, E %,, and all w ~‘83. Then 
E(n,) (rn 0 U) = (E(nJ (rn)) @ u c G @ z 0 3. 
Since n, E [m, 81, the Abelian case is proved. 
Suppose that the theorem has been proved for dim [%, R] < K, and let us 
assume that dim [‘X, X] = K + 1. The nil-radical of 2X/[%, ‘%I is Abelian. 
Thus we can apply what we have proved and conclude that, after an appro- 
priate inner conjugation, any maximal U-reductive subalgebra (5 can be 
moved into (G @ 2) * %‘, where %’ is the subalgebra spanned by 3, the center 
of ‘u, and [W, %I. But [W, %‘I is strictly smaller than [%, 81, and hence we 
can apply induction to conclude that K is conjugate to G @ Z 0 3, by an 
appropriate inner automorphism in (G @ 2) * %‘, and thus a fortiori in ‘u. 
This completes the proof of Theorem 3.1. 
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THEOREM 3.2. Let % be a nilpotent Lie algebra. Then there exists a com- 
pletely-reducible Lie algebra U of derivations of !R such that every almost- 
algebraic Lie algebra whose nil-radical is ‘% is of the form 6 @ (U’ * ‘S), where 
U’ is a subalgebra of U and 6 is semi-simple. 
Proof. Let a be the Lie algebra of all derivations of %. By (1.2), 3 
is algebraic and therefore almost-algebraic, Let U be a maximal completely- 
reducible subalgebra of a. Because the adjoint representation of Iz, takes 
completely-reducible subalgebras of T, onto completely-reducible algebras 
of derivations of 3, U is D-reducible. 
Let B be an almost-algebraic Lie algebra with nil-radical %. Let (5 be a 
Malcev factor for 2l, K = 6 @ 2, where 2 is the center of E. Z being Abelian, 
no element of Z can centralize %, and hence we may view Z as being contained 
in D. The centralizer G’ of % in 6 is an ideal in 6 and so is complemented 
by an ideal G’ in 6. Then C’ @ Z is a completely-reducible subalgebra of D. 
Hence, in D * W some inner conjugate of (G’ @ 2) * % lies in U * % and the 
proof is complete. 
LEMMA 3.1. Let % be an almost-algebraic Lie algebra, and let D3 be a semi- 
simple Lie algebra of derivations of %. Then there is a Malcev factor 6 @ Z 
for (11 with center Z such that [IL;o, 6 @ 21 C 6. Taking 2B = 6, it may occur 
that [?-X3, G @ 21 = 6, at best. 
Proof. Let 3 be the center of 21. By Mostow’s invariance theorem (1.6), 
we may choose a Malcev factor 6 @ Z for B such that 
The semi-direct product m * ‘LI is formed. The radical of [%B * ‘u, !D * ‘cr] is 
nilpotent ([IO], p. 91), and thus [%3, Z] C X. It follows that [‘%J, 21 C 3. 
For each w E !Z8, we thus get a linear map t + [w, t] from Z to 3. The cor- 
respondence w ---f [w, .] is a cocycle, and by Whitehead’s lemma there exists a 
linear map h from Z to 3, such that for all t E 5 and w E !lB, [w, t] = [w, h(t)]. 
Set Z’ = {t - h(t) : t E t}. Then Z and 2’ are isomorphic, 2’ is ‘%-reductive, 
and [!D, 2’1 = [G, Z’] = 0. Hence [Q G @ Z’] C [.YB, 61. To prove that 
[%?, 61 C 6, apply the Malcev-Harish-Chandra theorem in %I3 *(G @ 2’ @ 3). 
THEOREM 3.3. Let XI be a complete&-reducible Lie algebra of derivations 
of an almost-algebraic Lie algebra %, and let C * ‘9X be a Malcev decomposition for 
8. Then D * % is almost-algebraic and setting3 = (d E 9 : [d, %] = [d, %] = 01, 
we have (D/3;) @ a isomorphic to a Malcev factor for D * ‘u. 
Before going on to the proof, let us consider an example. Let 6 be a 
semi-simple Lie algebra, and let $ be a Cartan subalgebra of G. Then 
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ada is completely reducible. Let 2l = Jj . 6, and view the underlying 
vector space of 2l as being 8 x 6. Let 5’ = {(h, - h) : h E $}. Then 5’ 
is the center of 2l and 2l = G @ fi’. This kind of behavior accounts for the 
bizarre expression for the Malcev factor. 
Proof. Let D = ‘1x) @ U, U being the center of 3. Let 6 @ z @ 3 be 
a maximal %-reductive subalgebra invariant under 3, and let 
3 = II) . (G @ Z 13 3). It follows from Lemma 3.1 and from the Malcev- 
Harish-Chandra theorem that ‘u’ = (m @ B) (U * (2 @ 3)). Moreover, 
[U, 21 C 3, as we proved in the lemma above. Since [U, 31 C 3, 3 being the 
center of ‘u, [U, Z @ 31 C 3, and hence there exists a complement 2’ to 3 
in 2 @ 3 such that [U, Z’] = 0. Thus the radical of D * % is (U + 2’) * 8. 
Let 111’ be the ideal in 3 * B spanned by % and by the annihilator 58 of % in U. 
Let U’ be a complement to % in U. Then 3 = ((ZB Q,J 6) @ (U’ @ 2’)) * W, 
*** and the proof is complete. 
COROLLARY 3.1. A Lie algebra is almost-algebraic if and only if its radical 
is almost-algebraic. 
4. MAPPING THEOREMS 
Let 2 be a Lie algebra, and let 9 be a Lie algebra of derivations of 2. 
Then L! is an ideal in the semi-direct product 3 * 0. Now combining (1.1) 
with the explicit construction for small hulls given in Theorem 2.1, we see 
that 2@) is an ideal in A(% * a). This means, in particular, that 
[a, A(2)] S A(2). In other words, given any Lie algebra 9 of derivations of 8, 
there is a Lie algebra ID’ of derivations of A(2) such that the restriction map 
carries 3’ isomorphically onto D. Unfortunately D’ is not uniquely determin- 
ed by ‘i). The non-uniqueness arises as follows: 
Let 2# be a completely-reducible Abelian algebra of derivations of B such 
that A(2) = Z# * 2, and let 3 be the center of 0. Let X : 2# -+ 3 be a linear 
map. Define a derivation D(h) of A(2) by D(h) (t) = A(t) for t E 2# and 
D(X) (x) = 0 for all x E B. D(X) is a non-trivial derivation of A(B) that restricts 
to zero. It is easy to see that any X can occur, and that every derivation of 
A@) that annihilatesl is D(h) for some h. Recalling that W(Z#, 3) is precisely 
the Abelian Lie algebra of linear maps from 2# to 3, we have the following 
split short exact sequence: 
O+EP(Z#,3)+‘I,~Der(!G)+O, (1) 
in which Der (2) is the derivation algebra of !G!, r is the restriction map, and D 
is the Lie algebra of all derivations of A(2) that leave L3 invariant. 
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The splitting of (1) is effected by forming Der (2) .L! and applying the 
extension process given above. It is easy to see that under such a splitting, 
completely-reducible algebras get taken into completely-reducible algebras. 
It is also true that groups of automorphisms of L! can be lifted to A(2), 
but here the situation is more complicated. Let r be a group of automorphisms 
of 2, and let (Y E r. Let Z# remain as above, and let 2# be the algebraic hull 
of ad (2). We may assume Z# C 2#. Since a(ad (2)) a-l _C ad (2), a 2 #a-l C 2#, 
and so we can form U, = (a%#~+) * 2. One can easily check that ‘?& is a 
small almost-algebraic hull for 2. Define a’ : A(2) ---f 21ti by 
a’(t + x) = a t a-l + a(x), 
where t E 2# and x E 2. Now choose an isomorphism +ti : ?& -+ A(2) that 
is the identity on 2. (I,$= exists by virtue of the uniqueness of A(2)). & o a’ 
is an extension of a to A(2). Unfortunately the extension is not uniquely 
defined by 0~. Let us show how to lift all of r. 
Let a” be the extension of (I: just constructed. 2 takes maximal A(2)- 
reductive subalgebras onto maximal A(2)-reductive subalgebras. Thus, if 8 
is a maximal A(Q)-reductive subalgebra containing 2#, there is an inner 
automorphism u, of A(2) carrying 8 onto a”(B). What we need to know is 
that u,(b) depends only on b and a, and not on a’. Let p be a second extension 
of a: to A(2). Then for all 1 E 2# and x E I! 
at, 4) = m, 441 and 414 4) = [a”(t), 441. 
Thus ,4(t) - a”(t) E 3. Moreover u,(8) does not depend on the choice of an. 
Next we state that there is a unique map /\, : Z# -+ u,(Z), such that 
ad,(a) (b(t)) = atc~-~ for all t E 5 #. Let G @ Z be the Levi decomposition 
of 8. Then there is a unique element x,(t) in u,(Z) such that 
ad,(s) a(t) = at& for all t E 2#. Then t--f x,(t) is the desired map. We 
now define A(a) on A(2) by A(a) (t) = h,(t) for t E 2# and A(a) (x) = a(x) 
for all x E 2. It is easy to check that A(a) is an automorphism of A&?) that 
extends a. Furthermore, A(a) depends only on a choice of 8. It is clear that 
a + A(a) is a homomorphism from r into the automorphism group of A(2); 
thus P lifts to A@), as desired. Let Aut (2) be the automorphism group of 2, 
let A be the group of automorphisms of A(2) that leave 2 invariant, and let t 
be the restriction map from A to Aut (f?). We then get a split short exact 
sequence, 
l-FH~(2#,3)-tA~Aut(O)~l, (2) 
in which Hr(Z#, 3) is now viewed as an Abelian group, and each h E ZP(2# 3) 
corresponds to the automorphism a(h) of A&?) given by a(h) (t) = t + h(t) 
for t E Z# and a(h) (x) = x for x E 8. 
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We summarize our results in the following: 
THEOREM 4.1. Let 2 6e a Lie algebra, let Aut (2) and Der (2) be the 
automorphism group and the derivation algebra of I! respectively, let A be the 
group of automorphisms of A(Q) thet leave 13 invariant, and let 3 be the Lie 
algebra of derivations of A(f?) that leave 2 invariant. Then the restriction map 
carries A onto Aut (2) and 3 onto Der (2). While it is not true that either 
automorphisms or derivations can be extended uniquely to A(Q), the non-unique- 
ness is measured by the split short exact sequences (1) and (2). Because these 
sequences do split, it is possible to extend any group of automorphisms or Lie 
algebra of derivations from !G to A(O). 
An analogous theorem can be proved for B(9). We leave the formulation 
and proof to the reader. 
LEMMA 4.1. Let 3 be an almost-algebraic ideal in an almost-algebraic 
Lie algebra 3. Then S/3 is almost-algebraic. 
Proof. By Corollary 3.1 we need only prove that the radical of (u/D is 
almost-algebraic. Since the radical of ‘u/s is isomorphic to the quotient of the 
radical of ‘u by that of 3, we may therefore assume that both % and 3 are 
solvable. Let Z * ‘8 and U * m be Malcev decompositions for % and 3 respec- 
tively. Then !IR C 8, and SO (u/!IJI M Z * (%/9X). Let 2” be the anni- 
hilator of ‘%/9X in 5 and let 2’ be a complement to 2” in 5. Then 
21/9.X = 2’ * (1” @ %/!Ul), which is almost-algebraic. Next observe that 
[a, 2l] C W, and hence that [a, U] c 3 n 8 = %JI. In other words, Z@.R is 
central in %/!?R. The lemma is now an easy consequence of the identity 
DEFINITION 4.1. Let U be an almost-algebraic Lie algebra, and let (I 
be a homomorphism of ‘11 into another Lie algebra. # is called almost-rational 
if the kernel of I/ is almost-algebraic. 
PROPOSITION 4.1. Let $3 and B be Lie algebras, and let $ be an epimorphism 
from I! to R. Then $ extends to an almost-rational map from B(Q) into B(R). 
Proof. Let 3 be the kernel of I/J. By virtue of the analogue of theorem 1 
for B(Q), we may identify 2/r and St. 3 being an ideal in 2, A(3) is an ideal 
in B(g). Our problem is to produce a copy of A(3) in B(g) such that 
A(3) n L! = 3. Only when that is done can we guaranty !2/3 C B(B)/A(S). 
Let Z be a completely-reducible Lie algebra of derivations of 2 such that 
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B(9) = 2 -2. By Theorems 2.1 and 2.2, there is a subalgebra 2# of Z such 
that A(S) = 2# * 3. Hence A(S) n 2 = 3, as desired. 
Proposition 4.1 is not true if A(9) is substituted for B(f!), as can easily be 
seen by example. 
PROPOSITION 4.2. Let L1 be a Lie algebra, and let 4 be a faithful matrix 
representation of 8. Then 4 extends to a representation 4’ of A(C) such that for 
some realization of A(f?) as Z# * L! (in which 2# is A(C)-reductive), $‘@I#) 
is completely-reducible and is contained in the algebraic hull of 4% 
Proof. Let 9JI be a matrix Lie algebra. Then adrm carries completely- 
reducible subalgebras of ‘5X onto completely-reducible subalgebras of ad (mm). 
Let (m @ U) 2.X be a Malcev decomposition for the algebraic hull of $5. 
Then ad ((!D3 @ U)mZ), restricted to act on I,&, contains the algebraic hull 
of ad ($2). Thus we may choose a subalgebra Z of U disjoint from 1/9 such 
that Z * I,&? M A(+!). But @I? = 2, and hence there exists an isomorphism 
I,U from A(Z) to 2 * I+@. By Theorem 4.1, we may assume that the restriction 
of I/ to 0 is #. Since (#‘)-l takes A($?)-reductive subalgebras onto A(f?)- 
reductive subalgebras, 2# = ($‘)-I (2) is A(c)-reductive. Clearly 
A(g) = 2# * f?, and the proof is complete. 
The proposition remains true even when I/ is not faithful. The proof of 
this fact is the obvious reduction to the faithful case and so is omitted. 
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