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Cap´ıtulo 1
Introduccio´n
La mayor´ıa de los procedimientos estad´ısticos cla´sicos esta´n basados en modelos con
hipo´tesis r´ıgidas, tales como errores normales, observaciones equidistribu´ıdas, etc.. Bajo
estas hipo´tesis, se deducen procedimientos o´ptimos. Por ejemplo, para el caso de regre-
sio´n el procedimiento o´ptimo es el de mı´nimos cuadrados; para modelos parame´tricos en
general, los procedimientos o´ptimos cla´sicos son los estimadores de ma´xima verosimilitud.
Sin embargo, estos me´todos son muy sensibles al incumplimiento de las hipo´tesis que los
generaron, tales como la presencia en la muestra de observaciones at´ıpicas. En efecto,
pequen˜as desviaciones a la normalidad manifestadas por unas pocas desviaciones at´ıpicas
pueden invalidar las conclusiones basadas en estos procedimientos. Los procedimientos
estad´ısticos robustos tienen como objetivo permitir inferencias va´lidas cuando el modelo
no se cumple exactamente y, al mismo tiempo, ser altamente eficientes bajo el modelo
central.
Por otra parte, los modelos cla´sicamente usados son parame´tricos y la suposicio´n es
que la muestra de observaciones proviene de una familia parame´trica conocida. En estos
casos, el problema es estimar los para´metros desconocidos o hallar tests de hipo´tesis o in-
tervalos de confianza para los para´metros. Esta suposicio´n puede ser relativamente fuerte
porque el modelo parame´trico supuesto puede no ser el correcto si existe alguno (los datos
pueden ser tales que no exista una familia parame´trica adecuada que de´ un buen ajuste).
Adema´s, los me´todos estad´ısticos desarrollados para un modelo parame´trico particular
pueden llevar a conclusiones erro´neas cuando se aplican a un modelo ligeramente per-
turbado (falta de robustez respecto del modelo). Estos problemas llevaron a la tendencia
de desarrollar adema´s de procedimientos estad´ısticos robustos, me´todos noparame´tricos
o semiparame´tricos para analizar los datos finito-dimensionales.
En muchas situaciones, uno se enfrenta con datos que, o bien, son, o bien, parecen
provenir de un proceso suave. En tales situaciones, discretizar el proceso para estudiar
las componentes de variacio´n mediante las te´cnicas usuales de componentes principales,
regresio´n parame´trica o noparame´trica no parece ser lo ma´s indicado. Por otra parte, las
te´cnicas de Ana´lisis Multivariado no dara´n informacio´n sobre las derivadas o las integrales
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de las funciones que se suponen yacen bajo los datos.
Un problema muy com un en estadstica consiste en tratar de explicar como una varia-
ble de interes Y se relaciona con una covariable X. Podemos encontrar diversos autores
que en los u´ltimos an˜os han abordado problemas en donde la variable explicativa X toma
valores en un espacio de dimensio´n infinita (o espacio funcional). Este tipo de variables,
conocidas como variables funcionales en la literatura existente, nos permite considerar
variables como funciones (del tiempo, por ejemplo).
En este contexto general, el estudio de modelos estad´ısticos adaptados a datos de di-
mensio´n infinita ha sido objeto de numerosos trabajos en la literatura estad´ıstica reciente.
Trabajos previos sobre modelos parame´tricos (mayormente lineales) y buenas recopilacio-
nes acerca de esta literatura puede encontrarse en Ramsay y Silverman (2005, 2002). En
este u´ltimo, figuran ejemplos basados en datos reales que ilustran co´mo las propuestas
del ana´lisis de datos funcionales son adecuadas en situaciones pra´cticas, en diversas a´reas
de aplicacio´n como son la criminolog´ıa, la economı´a y la psicolog´ıa, entre otras. Pode-
mos mencionar tambie´n diversas te´cnicas de ana´lisis para datos funcionales que se han
desarrollado en los u´ltimos an˜os como el ana´lisis de componentes principales funcional
estudiado por Dauxois et al. (1982) y por Ramsay y Dalzell (1991) y la regresio´n pa-
rame´trica funcional, ver Yao et al. (2005) y Cai y Hall (2006), entre otros (ver tambie´n
Ramsay y Silverman, 1997). Como es bien sabido, en muchos casos la relacio´n entre la
variable respuesta y la explicativa no se conoce exactamente y en ese caso, los mode-
los no–parame´tricos ofrecen una opcio´n ma´s flexible tanto en el caso finito–dimensional
como en el caso en que las variables explicativas provienen de un proceso suave. El es-
tudio de modelos noparame´tricos para datos funcionales es mucho ma´s reciente. Ferraty
et al. (2006) consideraron el problema de predecir una variable aleatoria real a partir
de variables explicativas funcionales mediante una aproximacio´n noparame´trica basada
en nu´cleos. Para una descripcio´n de distintos procedimientos para datos funcionales ver
Ferraty y Vieu (2006) y Ferraty y Romain (2010).
En particular, el modelo de regresio´n noparame´trica funcional puede escribirse como
Y = r(X) +  (1.1)
donde Y es una variable aleatoria, X es una variable aleatoria funcional, es decir, toma
valores en un espacio infinito–dimensional H y r es un operador suave que no tiene
porque´ ser lineal. Supongamos tener n observaciones (Yi , Xi ), 1  i  n, independientes
e ide´nticamente distribu´ıdas que satisfacen (1.1). De ahora en ma´s, se supondra´ que H
es un espacio de Banach separable con norma k  k. Este contexto contiene el espacio
L2 as´ı como espacios de Sobolev o de Besov. La hipo´tesis usual sobre los errores i es
E(i jX i ) = 0 E(2i jX i = X) = σ2(X).
El estimador cla´sico es un estimador de tipo Nadaraya–Watson y puede definirse como
br(x) =
nX
i=1
YiK

kXi   xk
h

(
nX
i=1
K

kXi   xk
h

)
 1
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Por estar basado en un promedio de las variables respuesta este estimador es muy sensible
a observaciones atpicas, particularmente a aquellas que se encuentran en el entorno dex.
Estos estimadores fueron extendidos al caso en que se considera una semime´trica d
para medir la cercan´ıa entre x y Xi . Attouch et al. (2007) extendieron los M  estimadores
robustos dados por Collomb y Ha¨rdle (1986) del caso real al caso funcional. Asimismo,
Crambes et al. (2008) estudiaron sus propiedades asinto´ticas. Sin embargo, estos autores
suponen que la funcio´n de escala es conocida. En el Cap´ıtulo 4, se considera el estimador
definido como la solucio´n br(x) de
nX
i=1
ψ

Yi   br(x)
bs(x)

K

d(Xi , x)
h

= 0
con bs(x) un estimador robusto consistente de la escala σ(x) de las observaciones. Para
ello, supondremos que los errores i = σ(Xi )ui con ui independientes e independientes
de Xi y tales que ui tiene distribucio´n sime´trica. Se obtendra´n resultados de consistencia
fuerte y ordenes de convergencia que resultara´n de utilidad en el Cap´ıtulo 6.
Aneiros-Pe´rez y Vieu (2006) consideraron una generalizacio´n del modelo de regresio´n
no parame´trico en el que adema´s de la variable funcional, se incluye otro conjunto de
covariables Z 2 Rp que se relacionan linealmente con la respuesta. Este modelo, llama-
do modelo de regresio´n parcialmente lineal semi–funcional (PLSF), supone se tienen n
observaciones i.i.d. (Yi ,Z i , Xi ), i = 1, . . . , n, tales que
Yi = 
tZ i + r(Xi ) + i
donde Zij (j = 1, . . . , p) son variables explicativas reales, Xi es otra variable explicativa
pero de naturaleza funcional, los errores i son independientes e ide´nticamente distribu´ıdos
e independientes de (Zti , Xi )t,  = (β1, . . . , βp)t es un vector de para´metros reales desco-
nocidos y r : H ! R es un operador suave desconocido que no tiene porque´ ser lineal. En
el Cap´ıtulo 6, se introduce una familia de estimadores robustos para  y r. Resultados
de consistencia fuerte se obtienen en el Cap´ıtulo 7 as´ı como la distribucio´n asinto´tica del
estimador de  . En el Cap´ıtulo 8, se presentan lo resultados de un estudio de Monte
Carlo que permite comparar el comportamiento de la propuesta dada con el estimador
cla´sicamente utilizado.
Algunas definiciones y resultados preliminares, se resumen en el Cap´ıtulo 2, mientras
que algunas de las propuestas de estimadores existentes en el caso finito–dimiensional se
describen en el Cap´ıtulo 3. Finalmente, en el Cap´ıtulo 5 se obtiene un resultado sobre el
nu´mero de cubrimiento de familias de funciones en espacios funcionales.
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Captulo 2
Deniciones y resultados previos
En este cap´ıtulo, se resumen algunas definiciones y resultados que sera´n utilizados en
los cap´ıtulos siguientes y que se incluyen por completitud.
2.1. Convergencia en espacios de probablidad
En esta Seccio´n, se dan algunos resultados sobre convergencia de probabilidades defi-
nidas sobre un espacio me´trico que pueden verse, por ejemplo, en Billingsley (1968).
Definicio´n 1. Sea P la coleccio´n de las medidas de probabilidad sobre (S;S), donde S es
un espacio me´trico con me´trica d y S es la  -a´lgebra de Borel asociada (o sea, aquella
generada por los conjuntos abiertos del espacio). Una sucesio´n fP ngn1 de elementos de
P se dice que converge de´bilmente a P 2 P y escribimos Pn ) P si
l´ım
n!1
Z
f dP n =
Z
f dP
para toda funcio´n continua y acotada f : S  ! R.
A P se la puede dotar de una topolog´ıa, denominada topolog´ıa de´bil, tomando como
base los entornos de un punto P 2 P a la coleccio´n
fQ 2 P : j
Z
S
f i dQ  
Z
S
f i dPj <  1  i  kg
donde f i : R ! R, i = 1; : : : ; k, son funciones continuas y acotadas sobre S y  2 R es
positivo. De este modo la convergencia de´bil es la convergencia en esta topolog´ıa.
Bajo ciertas condiciones, la topolog´ıa de´bil sobre el espacio S es metrizable. La si-
guiente proposicio´n da una de las posibles me´tricas.
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Proposicion 2.1.1. Sea pi : P  P  ! R la funcio´n definida como
pi(P,Q) = ı´nff : P (A)  Q(A  ) +  8A 2 Sg,
donde A  = fx 2 S : d(x,A)  g.
Entonces pi es una me´trica sobre P y si, adema´s, S es separable y completo entonces
(P, pi) resulta tambie´n un espacio me´trico, separable y completo y pi metriza la topolog´ıa
de´bil.
A pi se la denomina la me´trica o distancia de Prohorov. La me´trica de Prohorov no es
la u´nica que metriza la topolog´ıa de´bil.
Es fa´cil verificar que la me´trica de Prohorov tiene las propiedades de una distancia
tomando valores entre 0 y 1:
pi(P,Q)  0
pi(P,Q)  1
pi(P,Q) = pi(Q,P )
pi(P,Q) = 0 , P = Q.
Lema de Portmanteau. SeanfP ngn1 y P medidas de probabilidad (o funciones de
distribucion) sobre (R,B(R)), donde B(R) es laσ-algebra de Borel de R con la metrica
usual. Son equivalentes:
i) Pn ) P ;
ii) l´ımn!1
∫
f dPn =
∫
f dP para cadaf : R ! R uniformemente continua y acotada;
iii) l´ımn!1
∫
f dPn =
∫
f dP para cadaf : R ! R Lipschitz continua y acotada;
iv) l´ımn!1 ı´nf Pn(G)  P (G) para cada conjunto abiertoG;
v) l´ımn!1 supPn(F )  P (F ) para cada conjunto cerradoF ;
vi) l´ımn!1 Pn(A) = P (A) para cadaA 2 B(R) tal que P (∂A) = 0 donde ∂A es la
frontera deA.
Observemos que, si consideramos fX ngn1 y X variables aleatorias y Fn y F sus
correspondientes funciones de distribucio´n, el item (vi) del Lema de Portmanteau implica
el concepto usual de convergencia en distribucio´n, que denotaremos con Xn
D
 ! X, a
saber, que l´ımn!1 Fn(x) = F (x), para cada punto de continuidad, x, de F .
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Definicio´n 2. Sea (zn)n∈N∗ una sucesio´n de variables reales; decimos que zn converge
casi completamente (zn
a.co.−→ 0) a cero si y solo si ∀ > 0, ∑∞n=1 P(|zn| > ) < ∞. Ma´s
au´n, dada (un)n∈N∗ una sucesio´n de nu´meros reales positivos; decimos que zn = O(un)
a.co. si y so´lo si ∃A > 0, ∑∞n=1 P(|zn| > Aun) <∞.
Por el Lema de Borel–Cantelli, la convergencia casi completa implica la convergencia en
casi todo punto. Por lo tanto, es usual obtener resultados de convergencia completa sobre
sucesiones de estimadores, utilizando desigualdades exponenciales, de modo a deducir la
consistencia fuerte.
2.2. Robustez
Definicio´n 3. Una funcio´n-ρ denotara´ a una funcio´n ρ(u) tal que:
ρ(0) = 0.
ρ(−u) = ρ(u).
0 ≤ u ≤ v implica ρ(u) ≤ ρ(v).
ρ es continua.
supu ρ(u) = 1.
Si ρ(u) < 1 y 0 ≤ u < v entonces ρ(u) < ρ(v).
Observemos que de acuerdo a la terminolog´ıa de Maronna et al. (2006) e´sta ser´ıa una
“funcio´n-ρ acotada”.
Definicio´n 4. Una funcio´n-ψ denotara´ a una funcio´n ψ que es la derivada de una fun-
cio´n-ρ.
Una funcio´n-ρ muy popular es la funcio´n bicuadrada:
ρB(u) =
{
1− [1− (u/k)2]3 si |u| ≤ k
1 si |u| > k, (2.1)
cuya derivada es ρ′B(u) = 6ψB(u)/k
2 donde
ψB(u) = u
[
1−
(u
k
)2]2
I(|u| ≤ k).
En la Figura 2.1 se muestra el gra´fico de la funcio´n-ρ bicuadrada y su correspondiente
funcio´n-ψ para k = 1.
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Figura 2.1: Funciones-ρ y -ψ bicuadradas.
Otro tipo de funciones-ρ (respectivamente ψ) muy utilizada es la familia de funciones
de Huber definida por
ρk(u) =
{
1
2
u2 si |u| ≤ k
k|u| − 1
2
k2 si |u| > k, (2.2)
con derivada ψk(u), donde
ψk(u) =
{
u si |u| ≤ k
signo(u)k si |u| > k.
En la Figura 2.2 se muestra el gra´fico de la funcio´n-ρ de Huber y su correspondiente
funcio´n-ψ para k = 1.
Definicio´n 5. Sean yi variables respuesta y xi = (xi1, . . . , xip)
t covariables tales que
(yi,xi) son indepedientes. El modelo de regresio´n lineal puede escribirse como
yi = x
t
i β + i ,
donde β = (β1, . . . , βp)
t, i son independientes e independientes de xi y E(i) = 0.
11
Funcio´n ρk
í í í í     







ρ
IX
QF
Ly
Q
Funcio´n ψk
í í í í     
í
í
í
í





ψí
IX
QF
Ly
Q
Figura 2.2: Funciones-ρ y -ψ de Huber.
Los valores ajustados ŷi y los residuos ri correspondientes a un vector b esta´n definidos
respectivamente como
ŷi(b) = x
t
i b y ri(b) = yi − ŷi(b).
Definicio´n 6. Los M−estimadores de regresio´n β̂ esta´n definidos como
β̂ = argmin
b∈Rp
n∑
i=1
ρ
(
ri(b)
σ̂
)
(2.3)
Aqu´ı ρ es una ρ-funcio´n, y σ̂ es un estimador de escala auxiliar que es requerido para
que β̂ resulte equivariante por cambios de escala.
Derivando (2.3) obtenemos la ecuacio´n
n∑
i=1
ψ
(
ri(β̂)
σ̂
)
xi = 0, (2.4)
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donde ψ = ρ′.
Se supondra´ que las funciones ρ y ψ son respectivamente ρ- y ψ-funciones y que la
matriz X = (x1, . . . ,xn) tiene rango completo.
Las soluciones de 2.4 con ψ mono´tona (resp. redescendiente) se llaman M−estimadores
de regresio´n mono´tonos (resp. redescendientes). La ventaja de los estimadores mono´tonos
es que todas las soluciones de (2.4) son soluciones de (2.3). Ma´s au´n, si ψ es creciente
entonces la solucio´n es u´nica (ver Maronna et al. 2006).
2.3. Diferenciabilidad
Hay varias maneras de definir diferenciabilidad de aplicaciones φ entre espacios nor-
mados. A continuacio´n se recordara´ la definicio´n de diferenciabilidad de Hadamard y unos
resultados que se pueden encontrar en Van der Vaart (1998).
Definicio´n 7. Una aplicacio´n φ : Dφ → E, definida sobre un subconjunto Dφ de un
espacio normado D que contiene a θ, se dice que es Hadamard diferenciable en θ si existe
una aplicacio´n lineal, continua φ′θ : D → E tal que∥∥∥∥φ(θ + tht)− φ(θ)t − φ′θ(h)
∥∥∥∥
E
→ 0
cuando t ↓ 0, y para toda ht → h. Ma´s precisamente, para cada ht → h tal que θ + tht
esta´ en el dominio de φ para todo t > 0 pequen˜o.
La definicio´n requiere que φ′θ : D → E exista como aplicacio´n sobre todo D. Si
esto no sucede, pero φ′θ existe sobre un subconjunto D0 y las sucesiones ht → h se
restringen a converger a l´ımites h ∈ D0, entonces se dice que φ es Hadamard diferenciable
tangencialmente a ese subconjunto.
La continuidad de la aplicacio´n φ′θ : D → E no debe confundirse con continuidad de
la dependencia θ 7→ φ′θ (si φ tiene derivadas en un entorno de θ).
Teorema 2.3.1. (Regla de la cadena): Sean φ : Dφ → E y ψ : Eψ → F aplicaciones
definidas sobre subconjuntos Dφ y Eψ de espacios normados D y E respectivamente. Sea
φ Hadamard diferenciable en θ tangencialmente a D0 y sea ψ Hadamard diferenciable en
φ(θ) tangencialmente a φ′θ(D0). Entonces ψ ◦ φ : Dφ → F es Hadamard diferenciable en
θ tangencialmente a D0 con derivada ψ
′
φ(θ) ◦ φ′θ.
La demostracio´n de este teorema y otros resultados relacionados se pueden encontrar, por
ejemplo, en Van der Vaart (1998).
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2.4. Entropa y Desigualdad maximal
En esta Seccio´n recordaremos la nocio´n de entrop´ıa y unas desigualdades que son
de utilidad para mostrar resultados de convergencia uniforme. Sea (H ; d) un espacio se-
mime´trico, es decir, H es un espacio (posiblemente de dimensio´n infinita) y d define
una semime´trica, o sea, d : H  H ! R es tal que d(x; y)  0, d(x; y) = d(y; x) y
d(x; z)  d(x; y) + d(y; z). Esta situacio´n incluye el caso de espacios normados. Indicare-
mos B (x; ) = fy 2 H : d(x; y)  g.
Definicio´n 8. Una -red para un subconjunto S de H es un conjunto de puntosfx kgk2J
con la propiedad de que para cadax 2 S existe k 2 J tal que x 2 B (xk ; ), es decir,
S  [ j 2J B (xk ; ). Observese que los puntosxk no necesariamente son elementos deS.
Definicio´n 2.4.1. Dado un subconjuntoS  H y  > 0, sea N

(S) el mnimo numero
de bolas abiertas de radio necesarias para cubrir aS. La -entropa de Kolmogorov del
conjunto S esta dada por  S() = log( N  (S)).
La nocio´n de entrop´ıa fue introducida por Kolmogorov (ver, por ejemplo, Kolmogorov
y Tikhomirov, 1959) y representa una medida de la complejidad de un conjunto, en el
sentido que, una alta entrop´ıa significa que se necesita mucha informacio´n para describir
un elemento con una exactitud . Por lo tanto, la eleccio´n de la estructura topolo´gica (en
otras palabras, la eleccio´n de la semi-me´trica) jugara´ un papel crucial en la bu´squeda de
resultados asinto´ticos uniformes sobre algu´n subconjunto SH de H .
Ejemplos
A continuacio´n se mencionan algunos ejemplos y ca´lculos de entrop´ıa que pueden
encontrarse en Ferraty et al. (2010).
Ejemplo 1 (subconjunto compacto en un espacio de dimension nita):Un teorema
estandar de topolog´ıa garantiza que para cada subconjunto compacto S de Rp y
para cada  > 0 existe una  red y adema´s, se tiene que para cualquier  > 0,
 S()  Cplog
(
1

)
;
donde C es una constante que depende solamente de d y del conjunto S. Ma´s
precisamente, Chate y Courbage (1997) han mostrado que, para cualquier  > 0, el
poliedro regular en Rp con longitud r puede ser cubierto por ([[2rp p=]] + 1) p bolas,
donde [[m]] denota al mayor entero menor o igual que m. Luego, la  entrop´ıa de
Kolmogorov de un poliedro Pr en Rp con longitud r es
8 > 0;  Pr()  p log
([[
2r
p p

]]
+ 1
)
:
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Ejemplo 2 (Bola cerrada en un espacio de Sobolev):Kolmogorov y Tikhomirov
(1959) obtuvieron algunas cotas superiores e inferiores para la −entrop´ıa de varios
subconjuntos funcionales. Sea H = {f : [0, 2p)→ R} con norma L2. Para r > 0 fijo,
consideremos el subconjunto Wm2 (r) ⊂ H de funciones f ∈ H con condiciones de
acotacio´n perio´dicas, m veces diferenciables y tales que
1
2pi
Z 2
0
f2(t)dt+
1
2pi
Z 2
0
f (m)
2
(t)dt ≤ r.
La −entrop´ıa de esta clase (respecto de la norma L2) es
ψWm2 (r )() ≤ C

1


1
m
.
Ejemplo 3 (Subconjunto compacto en un espacio de Hilbert con semi–me´trica pro-
yeccio´n): Las semi–me´tricas basadas en proyecciones se construyen de la siguiente
manera. Supongamos que H es un espacio de Hilbert separable, con producto in-
terno 〈·, ·〉 y con base ortonormal {e1, . . . , ej , . . .}, y sea k un entero fijo mayor que
cero. Como se muestra en Ferraty y Vieu (2006, Lema 13.6), una semime´trica dk
sobre H puede definirse como sigue:
dk(x, y) =
v
u
ut
kX
i=1
〈x− y, ej 〉2. (2.5)
Sea X : H → Rk el operador definido como
X(x) = (〈x, e1〉, . . . , 〈x, ek〉) ,
y sea deucl la distancia eucl´ıdea en Rk . Denotemos por Beucl(·, ·) una bola abierta
en Rk con la topolog´ıa asociada. Similarmente, llamemos Bk(·, ·) a una bola abierta
de H con la semime´trica dk . Como X es una aplicacio´n continua de (H , dk) en
(Rk , deucl), se tiene que para cualquier subconjunto compacto S de (H , dk), X(S) es
un subconjunto compacto de Rk . Luego, para cada  > 0 se puede cubrir X(S) con
bolas de centro zi ∈ Rk y radio , es decir,
X(S) ⊂
N [
i=1
Beucl(zi , ) con N  = N  (X(S)) = C −k para algu´n C > 0. (2.6)
Para i = 1, . . . , N

, sea xi un elemento de H tal que X(x i ) = zi . La solucio´n de
la ecuacio´n X(x) = zi en general no es u´nica, pero se toma xi como una de esas
soluciones. Por (2.5) se tiene que
X−1(Beucl(zi , )) = Bk(xi , ). (2.7)
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Finalmente, (2.6) y (2.7) son sucientes para mostrar que la−entrop´ıa de Kolmo-
gorov de S es
ψS() = C k log
(
1

)
.
Para definir la integral de entrop´ıa recordaremos algunas nociones asociadas.
Sea X1, ..., Xn una muestra aleatoria de una distribucio´n de probabilidad P sobre un
espacio medible (X, A). La distribucio´n emp´ırica es la medida uniforme discreta de las
observaciones y la denotaremos por Pn = n−1
∑n
i=1 δXi donde δx es la masa puntual en
x. Dada una funcio´n medible f : X → R, indicamos por Pnf a la esperanza de f bajo la
medida emp´ırica, y Pf a la esperanza de f bajo P, es decir,
Pnf =
1
n
n∑
i=1
f(Xi), Pf =
∫
fdP.
El proceso emp´ırico evaluado en f esta´ definido como Gnf =
√
n(Pnf − Pf). El supremo
de esos procesos estoca´sticos sobre una clase dada F de funciones medibles se denotara´ por
‖Gn‖F = supf2F |Gnf |.
Definicio´n 9. Una funcio´n envolvente de una clase F es una funcio´n medible F : X → R
tal que |f | ≤ F para toda f ∈ F.
Como sabemos, una forma relativamente simple de medir el taman˜o de una clase F
es en te´rminos de la entrop´ıa. Consideraremos la entrop´ıa con bracketing relativa a la
norma Lr(P) dada por ‖f‖P,r = (P|f |r)1/r. Dadas dos funciones l y u, el bracket [l, u] es
el conjunto de todas las funciones f tales que l ≤ f ≤ u. Un −bracket en Lr(P) es un
bracket [l, u] con ‖u− l‖P,r < .
Definicio´n 10. El nu´mero de bracketing N[ ](,F, Lr(P)) es el mı´nimo nu´mero de −
brackets necesarios para cubrir F. La entrop´ıa con bracketing es el logaritmo del nu´mero
de bracketing.
Definicio´n 11. La integral de bracketing esta´ definida como
J[ ](δ,F, L2(P)) =
∫ δ
0
√
logN[ ](,F, L2(P))d.
Definicio´n 12. El nu´mero de cubrimiento indicado N(,F, Lr(Q)) es el mı´nimo nu´mero
de Lr(Q) bolas de radio  necesarias para cubrir F. La entrop´ıa es el logaritmo del nu´mero
de cubrimiento.
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Denicion 13. Si F es una funcio´n envolvente de F con cuadrado integrable diremos
que F satisface la condicio´n de entrop´ıa uniforme si
Z 1
0
sup
Q
q
logN (kF kQ,2,F, L2(Q))d < +1,
donde el supremo esta´ tomado sobre todas las medidas de probabilidad discretas finitas
con kFkQ,2 > 0.
SeaJ(δ, F) la funcion denida por
J(δ, F) = sup
Q
Z δ
0
q
1 + logN (kF kQ,2,F, L2(Q))d,
donde el supremo esta tomado sobre todas las medidas de probabilidad discretasQ con
kFkQ,2 > 0. EntoncesJ(1,F) < 1 si F cumple la condicion de entropa uniforme dada
en la denicion 13 y ademas J(δ, F) ! 0 si δ ! 0. Para mas detalles ver el Captulo 2.14
de Van der Vaart y Wellner.
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Cap´ıtulo 3
Regresio´n noparame´trica y
parcialmente lineal en el caso finito
dimensional
En este cap´ıtulo, se describen procedimientos de estimacio´n, basados en nu´cleos, para
la funcio´n de regresio´n bajo un modelo de regresio´n noparame´trico y para el para´metro
de regresio´n y la componente noparame´trica bajo un modelo parcialmente lineal.
Recordemos que el modelo de regresio´n noparame´trico esta´ definido como
Y = r(X) +  (3.1)
donde Y es una variable aleatoria en R, X es un vector aleatorio en Rp, r : Rp → R es
una funcio´n suave, y  es una variable aleatoria en R y  = σ(X)u con u independiente
de X.
Es de gran intere´s la estimacio´n de la funcio´n de regresio´n r(·) a partir de una muestra
de observaciones {(Yi,Xi) : i = 1, · · · , n}. En este cap´ıtulo, describiremos los procedimien-
tos de estimacio´n de la funcio´n de regresio´n r. Comenzaremos describiendo los me´todos
cla´sicos de estimacio´n y luego, mencionaremos los procedimientos robustos.
Un inconveniente del modelo (3.1) es que, cuando p es grande, este modelo sufre de
la as´ı llamada maldicio´n de la dimensio´n debido a que los entornos de un punto fijo x
se hacen cada vez ma´s ralos al crecer p. Por esta razo´n, se introdujeron los modelos de
regresio´n parcialmente lineales, que combinan una componente de regresio´n lineal y una
componente noparame´trica. En este sentido, estos modelos combinan la flexibilidad de
los modelos noparame´tricos y la fa´cil interpretacio´n de los modelos lineales. En el modelo
parcialmente lineal, tenemos observaciones (Yi,Z
t
i , Xi)
t ∈ Rp+2 tales que
Yi = β
tZi + g(Xi) + i, i = 1, . . . , n (3.2)
donde Yi ∈ R es la variable respuesta, Zi ∈ Rp yXi ∈ R son las covariables del estudio y los
errores i ∈ R son i.i.d. e independientes de (Zti , Xi)t. El para´metro β y la funcio´n g : R→
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R son desconocidos y se desean estimar. Los modelos parcialmente lineales son mucho ma´s
flexibles que los modelos lineales esta´ndares porque tienen una componente parame´trica y
una noparame´trica. En las secciones que siguen describiremos procedimientos para estimar
r en el modelo de regresio´n noparame´trico funcional y β y g en el modelo parcialmente
lineal.
3.1. Estimadores cla´sicos
Un estimador noparame´trico cla´sico de la funcio´n de regresio´n bajo el modelo (3.1) fue
introducido por Nadaraya (1964) y Watson (1964) en forma independiente, y esta´ dado
por
r̂(x) =
∑n
i=1 K(H  1 (x−Xi))Yi∑n
i=1 K(H  1 (x−Xi))
donde K es un nu´cleo en Rp, es decir, una funcio´n K : Rp → R tal que K(x) ≥ 0 para
todo x ∈ Rp y ∫Rp K(x)dx = 1 y H ∈ Rpp es una matriz ventana que debe tender a
0 cuando n crece, es decir, su norma de Frobenius tiende a cero. La funcio´n K satisface
algunas condiciones de regularidad, como por ejemplo, tener soporte compacto. En general
H = hnIp para alguna sucesio´n de ventanas hn y K es tomado como
K(u) = K(‖u‖)
con K un nu´cleo univariado con soporte [0, 1] que satisface algunas condiciones adicionales
y ‖ · ‖ la norma Eucl´ıdea en Rp, quedando el estimador
r̂(x) =
∑n
i=1K
(‖x−Xi‖
h
)
Yi∑n
i=1K
(‖x−Xi‖
h
) ,
donde h = hn es una sucesio´n de nu´meros reales positivos (llamada ventana) que tiende
a cero. Como se puede ver, para cada x, r̂(x) es un promedio pesado de las respuestas
Yi cuyos pesos dependen de las distancias (con respecto a la norma Eucl´ıdea) entre x y
Xi. Luego, so´lo aquellas observaciones con Xi en la bola centrada en x de radio h sera´n
utilizadas en la estimacio´n.
Si bien existen otros estimadores de la funcio´n de regresio´n, por su simplicidad de
implementacio´n e interpretacio´n, el estimador de Nadaraya-Watson se ha convertido en
un referente en el campo de la regresio´n noparame´trica.
Cuando existen momentos, si E(|X) = 0, tenemos que la funcio´n de regresio´n se
expresa como r(x) = E(Y |X). Podemos encontrar en la literatura numerosos resultados
teo´ricos relacionados con la estimacio´n de la funcio´n de regresio´n. Por ejemplo, bajo ciertas
hipo´tesis, que incluyen que h→ 0 y nhp →∞, cuando n→∞ se ha demostrado que
E(r̂(x))− r(x) = O(h2)
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Var(r̂(x)) = O((nhp)−1)
para x un punto fijo en el interior del dominio de la funcio´n r.
Intuitivamente, cuando estimamos r en x, h debe tender a cero para trabajar so´lo
con observaciones que esta´n lo ma´s cerca posible de x para evitar sesgo, pero al mismo
tiempo, el nu´mero de observaciones usadas en la estimacio´n (es decir, en el entorno de x)
necesita crecer a infinito para asegurar que la varianza del estimador tienda a cero.
Hay numerosos me´todos noparame´tricos para estimar la funcio´n de regresio´n en el caso
de observaciones i.i.d.. Una revisio´n de dichos procedimientos puede verse, por ejemplo,
en Collomb (1981).
Como hemos dicho, cuando p es grande estos modelos sufren de la as´ı llamada maldi-
cio´n de la dimensio´n. Por ello, consideraremos ahora el modelo parcialmente lineal (3.2).
Este modelo ha sido ampliamente estudiado por diversos autores tales como Speckman
(1988), Robinson (1988), Green et al. (1985) y Gao (1992), entre otros.
Speckman (1988) considero´ primero una representacio´n parame´trica de g como Wγ,
donde W ∈ Rn×q es una matriz de rango completo y γ es un para´metro adicional. El
modelo queda en forma matricial
Y = Zβ +Wγ +  ,
donde Y = (Y1, . . . , Yn)
t, Zt = (Z1, . . . ,Zn) y  = (1, . . . , n)
t. Las ecuaciones normales
para determinar β y γ son
ZtZβ = Zt(Y −Wγ),
Wγ = PW(Y − Zβ)
donde PW = W(W
tW)−1Wt es la proyeccio´n sobre el espacio generado por las co-
lumnas de W. Green et al. (1985) propusieron reemplazar el operador proyeccio´n de
Speckman (1988) por un suavizador de nu´cleos y utilizar el hecho que Yi − E(Yi|Xi) =
βt(Zi − E(Zi|Xi)) + i pues E(Yi|Xi) = βtE(Zi|Xi) + g(Xi). De esta forma, definieron
los estimadores como
β̂ = (Zt(I−Wh)Z)−1Zt(I−Wh)Y,
ĝ = Wh(Y − Zβ̂),
donde Wh es la matriz asociada a un procedimiento de suavizacio´n por nu´cleos.
En Ha¨rdle (1984) y en Ha¨rdle et al. (2000), se puede encontrar una descripcio´n ma´s
detallada de estos resultados as´ı como diversos ejemplos en los que se aplican estos pro-
cedimientos.
3.2. Estimadores robustos
Dos de los me´todos ma´s comunes en regresio´n noparame´trica son el me´todo de nu´cleos,
descripto en la Seccio´n 3.1 y el me´todo de k−vecinos ma´s cercanos con nu´cleos, introduci-
dos por Nadaraya (1964) y Watson(1964) y por Collomb (1981), respectivamente. Ambos
20
son promedios pesados de las variables respuesta y por lo tanto, son altamente sensibles
a uctuaciones en los datos.
Un primer acercamiento a los estimadores robustos en el caso i.i.d. fue dado por Tsy-
bakov (1982) y Hardle (1984), quienes estudiaron propiedades asintoticas puntuales de
una version robusta del metodo de Nadaraya{Watson cuando la escala es conocida. Mas
adelante, Hardle y Tsybakov (1988) extendieron sus resultados previos aM−estimadores
equivariantes de escala mediante estimacio´n simulta´nea de la funcio´n de regresio´n y de
escala. Boente y Fraiman (1989) consideraron estimadores noparame´tricos robustos equi-
variantes por escala usando pesos de vecinos ma´s cercanos y pesos basados en nu´cleos
aplicando un funcional de posicio´n robusto al estimador de la funcio´n de distribucio´n
emp´ırica condicional de las variables respuesta. Recordaremos su definicio´n. Indiquemos
por F̂ (y|X = x) la distribucio´n emp´ırica condicional que se define como
F̂ (y|X = x) =
n∑
i=1
wi(x)I(−∞,y](Yi) , (3.3)
donde wi(x) son los pesos basados en nu´cleos tomando la misma ventana para todas las
componentes
wi(x) = K
(
Xi − x
hn
){ n∑
j=1
K
(
Xj − x
hn
)}−1
. (3.4)
F̂ (y|X = x) provee un estimador de la distribucio´n de Y |X = x que indicaremos por
F (y|X = x). El M−estimador local, r̂m(x) se define como el M−estimador de posicio´n
asociado a F̂ (y|X = x), es decir, es la solucio´n r̂m de
n∑
i=1
wi(x)ψ
(
Yi − r̂m(x)
ŝ(x)
)
= 0 , (3.5)
donde wi(x) esta´n dados en (3.4), ψ es una funcio´n impar, acotada y continua y ŝ(x)
es un estimador de escala robusto. Elecciones posibles de la funcio´n de escores ψ son la
funciones de Huber o la funcio´n bicuadrada de Tukey, mientras que la escala ŝ(x) puede
tomarse como la mediana local de los desv´ıos absolutos respecto de la mediana local
(mad local), es decir, la mad (Huber (1981)) respecto de la distribucio´n F̂ (y|X = x)
definida en (3.3). Observemos que la mediana local corresponde a elegir ψ(t) = sg(t).
Las propiedades de consistencia y distribucio´n asinto´tica fueron estudiadas en Boente y
Fraiman (1989) para el caso de observaciones independientes, mientras que ordenes de
convergencia fuerte pueden verse en Boente y Fraiman (1990, 1991). El caso particular de
las medianas locales fue estudiado en Boente y Fraiman (1995). Por otra parte, Boente
y Fraiman (1992) consideraron L−estimadores locales aplicando un funcional asociado
a un L−estimador de posicio´n a la funcio´n de distribucio´n emp´ırica F̂ (y|X = x). Una
propuesta basada en la norma L1 puede verse en Wang y Scott (1994) quienes tambie´n
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consideraron un procedimiento para elegir la ventana h. Es bien conocido el efecto que
la ventana h tiene en la estimacio´n de r. Ventanas grandes producen estimadores con
varianza pequen˜a pero alto sesgo, mientras que valores pequen˜os de h producen curvas
ma´s irregulares. Este compromiso entre sesgo y varianza llevo´ a varias propuestas para
elegir la ventana, tales como convalidacio´n cruzada y me´todos plug–in. Para el modelo de
regresio´n noparame´trica (3.1), la sensibilidad de las ventanas cla´sicas a datos at´ıpicos fue
descripta por varios autores tales como Leung et al. (1993), Wang y Scott (1994), Boente
et al. (1997), Cantoni y Ronchetti (2001) y Leung (2005).
Por otra parte, es sabido que, tanto en regresio´n lineal como en regresio´n noparame´tri-
ca, los estimadores de mı´nimos cuadrados pueden ser seriamente afectados por la presencia
de datos ano´malos. Lo mismo ocurre para el modelo parcialmente lineal (3.2). Por ese mo-
tivo, han surgido en los u´ltimos an˜os procedimientos robustos para este tipo de modelos.
En este contexto, Bianco y Boente (2004) propusieron estimadores robustos mediante
un procedimiento en tres pasos para el modelo de regresio´n parcialmente lineal. En ese
trabajo, establecieron resultados de consistencia de los estimadores propuestos y tambie´n
estudiaron la distribucio´n asinto´tica de los estimadores del para´metro de regresio´n. Los
estimadores considerados en Bianco y Boente (2004) pueden describirse como sigue. Su-
pongamos que se cumple el modelo (3.2) y que Zij = φj(Xi) + ηij 1 ≤ j ≤ p, donde ηij
son independientes, independientes de Xi y tales que ηij ∼ Gj(·/ση, j) con Gj sime´trica
respecto de 0. Ma´s au´n, supongamos que la distribucio´n F0 de 1 es sime´trica respecto
de 0. Indiquemos por φ0(x) = φ(x)
tβ + g(x) de modo tal que , Yi = φ0(Xi) + νi con
νi = η
t
i β + i. Los estimadores robustos definidos en Bianco y Boente (2004) pueden
describirse como
Paso 1: Estime φ0(t) y φj(t), 1 ≤ j ≤ p mediante un estimador robusto, tal
como el M−estimador local definido en (3.5). Sean φ̂0,r and φ̂j,r los estimadores
resultantes y φ̂r(x) = (φ̂1,r(x), . . . , φ̂p,r(x))
t.
Paso 2: Estime el para´metro de regresio´n aplicando un estimador robusto de re-
gresio´n, como el descripto en (2.3), a los residuos r̂i = Yi − φ̂0,r(Xi) and η̂i =
Zi − φ̂r(Xi). Sea β̂r el estimador de β.
Paso 3: Defina el estimador de la funcio´n g como ĝr(x) = φ̂0,r(x)− β̂rtφ̂r(x).
Me´todos robustos de seleccio´n de la ventana para estos modelos fueron estudiados por
Boente y Rodriguez (2008).
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Cap´ıtulo 4
Regresio´n noparame´trica funcional
En este cap´ıtulo, estudiaremos me´todos de estimacio´n noparame´trica de la funcio´n de
regresio´n en el caso funcional, o sea, en el caso en que las covariables se encuentran en un
espacio de dimensio´n infinita. El problema de estimar la funcio´n de regresio´n tiene gran
intere´s y constituye una de las herramientas ma´s importantes para abordar problemas
de prediccio´n noparame´tricos. La literatura existente es muy variada cuando los datos
son reales (ver, por ejemplo, Collomb y Ha¨rdle, 1986, Boente y Fraiman, 1989,1990). Sin
embargo, la literatura es ma´s reducida en el caso funcional. Cadre (2001) estudio´ procedi-
mientos de estimacio´n para la mediana L1 de una variable aleatoria con valores sobre un
espacio de Banach. Ferraty y Vieu (2004) consideraron modelos noparame´tricos para datos
funcionales con aplicaciones a regresio´n. Por otra parte, utilizando tambie´n un enfoque
noparame´trico con nu´cleos, Ferraty et al. (2006) consideraron el problema de prediccio´n
estudiando el comportamiento asinto´tico del estimador e incluyendo convergencia con
tasas as´ı como su distribucio´n asinto´tica.
Recientemente, Ferraty et al. (2010) obtuvieron resultados de convergencia uniforme
casi completa (con tasas) de estimadores con nu´cleo para modelos noparame´tricos que
inclu´ıan la funcio´n de regresio´n y la distribucio´n condicional acumulada, entre otros,
bajo hipo´tesis que involucran, por ejemplo, la entrop´ıa de Kolmogorov y la propiedad
de concentracio´n de la pequen˜a bola de la variable funcional. En Ferraty y Vieu (2006)
se pueden encontrar tambie´n referencias y resultados importantes sobre el problema de
prediccio´n en el caso noparame´trico funcional. Azzedine et al. (2008) estudiaron me´todos
de estimacio´n noparame´trica robusta basado en la clase de M−estimadores, introducido
por Huber (1964), cuando la escala es conocida.
Nosotros daremos aqu´ı resultados de convergencia fuerte uniforme de M−estimadores
locales, cuando se estima la funcio´n de escala, para el caso infinito dimensional extendiendo
resultados previos en dos sentidos. Por un lado, se extienden los resultados obtenidos en
Boente y Fraiman (1989, 1991) del caso eucl´ıdeo al caso funcional y por otra parte, se
extienden los resultados dados por Ferraty et al. (2010) de convergencia sobre compactos
de la distribucio´n emp´ırica condicional, bajo hipo´tesis similares, lo que permite obtener
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tasas de convergencia fuerte uniforme sobre compactos del estimador de la funcion de
regresion cuando se tiene un estimador preliminar consistente de la funcion de escala.
4.1. El espacio y la semime´trica
Consideremos el modelo de regresio´n funcional Y = r(X)+, con Y ∈ R y  un escalar
aleatorio tal que E(|X) = 0 a.s.. Uno podr´ıa pensar que la curva aleatoria X pertenece
a un conjunto apropiado de funciones, como por ejemplo, el conjunto H = L2(I) de
funciones de cuadrado integrable sobre el intervalo I acotado, por lo que ahora r : H → R
es un operador de L2(I) en R que satisface algunas condiciones de regularidad.
Una distancia natural entre dos elementos X1 y X2 de L
2(I) podr´ıa obtenerse en
te´rminos de la norma usual en L2(I) de su diferencia
‖X1 −X2‖2 =
 Z
I
(X1(t)−X2(t))2dt
 1=2
,
y luego una extensio´n del estimador de Nadaraya Watson al caso funcional con esta
distancia nos quedar´ıa
br(x) =
P n
i=1 K(‖x−Xi‖2/h)YiP n
i=1 K(‖x−Xi‖2/h)
.
Hemos mencionado, en el caso finito–dimensional, que a medida que crece la dimensio´n
las bolas se hacen cada vez ma´s ralas. Lo mismo ocurre en L2(I) con la norma ‖·‖2 ya que
para un x fijo, hay muy pocos elementos Xi de la muestra suficientemente cerca de x en el
sentido de la norma ‖·‖2 au´n cuando el taman˜o de la muestra tiende a infinito, resultando
insuficientes para tener una estimacio´n confiable de r(x). Es por eso que interesa contar
con una medida de proximidad que permita encontrar ma´s curvas cercanas a una dada,
y por lo tanto, ma´s observaciones para el ca´lculo del estimador br(x).
Tomemos un ejemplo utilizado en Geenens (2011) para aclarar la situacio´n. Si consi-
deramos dos funciones X1(t) y X2(t) = X1(t) +C con C ∈ R constante, nos encontramos
con dos funciones que son ide´nticas salvo traslaciones. En este caso, la norma ‖ · ‖2 se
centra so´lo en esa traslacio´n y concluye que son totalmente diferentes, cosa acertada si lo
importante son los valores que toman las funciones, pero si ese no es el caso (como por
ejemplo, si so´lo la forma de las funciones esta´ relacionada a la respuesta Y ) puede llevarnos
a conclusiones erro´neas. Una forma de medir la proximidad entre ambas funciones si so´lo
nos interesa la forma ser´ıa considerar
d1(X1, X2) =
 Z
I
(X01(t)−X02(t))2dt
 1=2
.
En este caso tendr´ıamos dos elementos distintos X1 y X2 con d1(X1, X2) = 0, es decir, d1
define una semi-me´trica.
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Por esta razon, resulta mas interesante trabajar con espacios funcionales semimetricos
que con los espacios normados usuales. Obviamente, la eleccion de la semimetrica juega un
rol crucial ya que debe extraer toda la informacion necesaria para relacionar la respuesta
con el predictor funcional. En el trabajo previamente mencionado se puede encontrar un
analisis detallado de este tema. Por otra parte, en Ferraty y Vieu (2006) y Ferratyet al.
(2010) se dan ejemplos que muestran como la eleccio´n de la semime´trica permite resolver
el problema de la maldicio´n de la dimensio´n que es au´n peor en espacios de dimensio´n
infinita.
4.2. Estimadores cla´sicos
Sean {(Yi, Xi) : i = 1, . . . , n} elementos aleatorios independientes con la misma distri-
bucio´n que (Y,X) y que toman valores en R × H , donde (H , d) es un espacio funcional
semime´trico (es decir, X es una variable aleatoria funcional y d es una semi-me´trica sobre
H ). Supongamos que E|Y | < ∞. En este caso, el operador de regresio´n (no lineal) r de
Y sobre X esta´ definido por
r(x) = E(Y |X = x),
El modelo de regresio´n no parame´trico funcional puede escribirse como
Yi = r(Xi) + i, i = 1, . . . , n, (4.1)
donde r : H → R es la funcio´n de regresio´n que, en principio, no tiene porque´ ser lineal
y i ∈ R es una variable aleatoria real. En el caso cla´sico, se supone que E(i|Xi) = 0,
0 < E(2i |Xi = X) = σ2(X) < ∞. Ma´s au´n, si i = σ(Xi)ui, en algunas situaciones se
suele suponer que ui es independiente de Xi.
Por otra parte, la funcio´n de distribucio´n acumulada condicional (c.d.f.) de Y dado
X = x esta´ definida, para cada x ∈ H por
∀y ∈ R, FXY (x, y) = P(Y ≤ y|X = x).
Con esta definicio´n, se esta´ asumiendo impl´ıcitamente que existe una versio´n regular de
esta distribucio´n condicional. Discutir condiciones sobre dicha existencia esta´ ma´s alla´ del
a´mbito de esta tesis. So´lo mencionaremos que si d es una me´trica, la existencia queda ase-
gurada bajo condiciones de separabilidad, ver por ejemplo, Jirina (1984) y Tortrat (1963).
En el caso de espacios ma´s generales, condiciones que implican la existencia de una versio´n
regular es au´n tema de estudio, para algunos resultados y referencias, recomendamos ver
Faden (1985) y Leao et al. (2004).
La mediana m(x) de la funcio´n de distribucio´n condicional FXY se define como
m(x) = ı´nf

y ∈ R : FXY (x, y) ≥
1
2

.
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SeaSXcdf = {f : H ×R→ R : f(x, ·) es una funcio´n de distribucio´n estrictamente creciente
para todo x }.
La condicio´n FXY ∈ SXcdf asegura la existencia y unicidad de la mediana condicional que,
en ese caso, puede definirse como m(x) = (F xY )
 1 (1/2), donde F xY : R→ [0, 1] esta´ definida
por F xY (y) = F
X
Y (x, y).
4.2.1. Estimacion de la funcion de regresion
La estimacio´n de la funcio´n de regresio´n r definida en (4.1) juega un rol crucial en
muchos problemas teo´ricos y aplicados. A continuacio´n, enunciaremos algunos resultados
existentes sobre la estimacio´n en este tipo de modelos, consistencia y tasas de convergencia.
El estimador cla´sico de la funcio´n r es el estimador con nu´cleos funcional definido por
br(x) =
nX
i=1
K

d(x,Xi)
h

Yi
nX
i=1
K

d(x,Xi)
h

, (4.2)
donde K es una funcio´n nu´cleo y h = hn una sucesio´n de nu´meros reales estrictamente
positiva. El estimador (4.2) es la versio´n funcional del estimador de Nadaraya Watson in-
troducida previamente para regresio´n no parame´trica finito dimensional (ver, por ejemplo,
Ha¨rdle, 1990). Claramente, br(x) =
P n
i=1 wi(x)Yi, donde
wi(x) =
K

d(x,Xi)
h

nX
i=1
K

d(x,Xi)
h

. (4.3)
Observemos que los pesos wi(x) satisfacen
P n
i=1 wi(x) = 1.
Ferraty y Vieu (2006) han obtenido, bajo condiciones de regularidad, resultados de
convergencia y tasas de convergencia del estimador br(x). Ma´s precisamente, estos autores
probaron que br(x) a.co.−→ r(x) y que br(x)− r(x) = O(hη) +Oa.co.
 p
log(n)/nφx(h)

donde
φx(h) = P(X ∈ B(x, h)), a.co.−→ y a.co. indican convergencia casi completamente.
Adema´s, Ferraty et al. (2010), obtuvieron resultados de consistencia uniforme con
tasas para la estimacio´n de la funcio´n de regresio´n generalizada
rϕ(x) = E(ϕ(Y )|X = x),
26
dondeϕ es una funcio´n medible Borel a valores reales conocida. El estimador de rϕ(x)
esta´ dado por r̂ϕ(x) =
∑n
i=1wi(x)ϕ(Yi). Bajo condiciones de regularidad, Ferraty et al.
(2010) probaron la convergencia uniforme casi completa de r̂ϕ sobre algu´n subconjunto
compacto SH de H . Ma´s au´n, dicha convergencia se relaciona con la -entrop´ıa de Kolmo-
gorov ψSH () y la funcio´n φ que controla la probabilidad de la pequen˜a bola de la variable
funcional X, de la siguiente forma
sup
x2SH
jr̂ϕ(x)   rϕ(x)j = O(hη) +Oa.co.
(√
ψSH (log(n)/n)
nφ(h)
)
.
4.2.2. Estimacio´n de la funcio´n de distribucio´n acumulada con-
dicional
Existen varios estimadores de la funcio´n de distribucio´n condicional FXY . Ferraty et
al. (2006) definen dos estimadores para FXY (x, y). Uno de ellos puede pensarse como un
caso particular del estimador con nu´cleos de la funcio´n de regresio´n generalizada rϕ(x)
tomando como funcio´n ϕ(Y ) = I( 1,y ](Y ). El otro estimador es un estimador de doble
nu´cleo.
Utilizando la esperanza condicional, podemos redefinir a FXY como
FXY (x, y) = E(I( 1,y ](Y )jX = x) ,
de donde es fa´cil definir estimadores de FXY (x, y). Por lo tanto, por analog´ıa con el contexto
de regresio´n funcional, el primer estimador considerado se define como un estimador con
nu´cleos de la funcio´n de distribucio´n condicional como
F̂XY (x, y) =
n∑
i=1
K
(
d(x,Xi)
h
)
I( 1,y ](Yi)
n∑
i=1
K
(
d(x,Xi)
h
) = n∑
i=1
wi(x)I( 1,y ](Yi), (4.4)
donde wi(x) son los pesos definidos en (4.3).
Ferraty et al. (2010) obtienen resultados de convergencia uniforme del estimador F̂XY
de FXY sobre SH  SR donde SH  H y SR  R son conjuntos compactos. Para ser ma´s
precisos, estos autores muestran que
sup
x2SH
jF̂ xY (y)   F xY (y)j = O(hη) +Oa.co.
(√
ψSH (log(n)/n)
nφ(h)
)
sup
x2SH
sup
y2SR
jF̂ xY (y)   F xY (y)j = O(hη1) +Oa.co.
(√
ψSH (log(n)/n)
nφ(h)
)
,
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dondeφ es como antes una funcio´n que controla la probabilidad de la pequen˜a bola de
la variable funcional, ψSH() es la -entrop´ıa de Kolmogorov del conjunto SH , η y η1 son
constantes positivas
En el segundo caso, el estimador con nu´cleos propuesto para FXY se define como
eFXY (x, y) =
nX
i=1
K

d(x,Xi)
h

H

y   Yi
k

nX
j=1
K

d(x,Xj)
h

=
nX
i=1
wi(x)H

y   Yi
k

,
donde K : R ! R es un nu´cleo, h = hn y k = kn son sucesiones de nu´meros reales
positivos y H es una funcio´n de distribucio´n. Con hipo´tesis adaptadas a este contexto
funcional, Ferraty el al. (2006) establecen resultados de convergencia de este estimador.
En este Cap´ıtulo trabajaremos con el estimador con nu´cleos de la funcio´n de dis-
tribucio´n acumulada condicional, bFXY , y obtendremos resultados de convergencia fuerte
uniforme con tasas de ese estimador sobre SH y R, generalizando el resultado obtenido
en Ferraty et al. (2010).
4.3. Estimadores noparame´tricos robustos
Los me´todos de estimacio´n robustos proveen un enfoque alternativo al de los me´to-
dos cla´sicos cuando, por ejemplo, los datos se encuentran afectados por la presencia de
datos at´ıpicos o outliers. En los u´ltimos an˜os, se han empezado a considerar este tipo de
me´todos para modelos con datos funcionales. Azzedine et al. (2008) extendieron a dimen-
sio´n infinita los me´todos de estimacio´n noparame´trica robusta de la funcio´n de regresio´n
dados por Collomb y Ha¨rdle (1986) para el caso real. Los estimadores robustos considera-
dos esta´n basados en nu´cleos y para ellos establecieron la convergencia casi completa con
tasas, bajo ciertas hipo´tesis que involucran la propiedad de concentracio´n de la pequen˜a
bola de la variable funcional, entre otras. En ese mismo contexto, Attouch et al. (2007)
estudiaron la normalidad asinto´tica de esos estimadores. Cambres et al. (2008) estudia-
ron tambie´n estimadores robustos haciendo mayor hincapie´ en las propiedades asinto´ticas
de los estimadores noparame´tricos condicionales para una variable real con covariable
funcional.
4.3.1. Definiciones y notacio´n
Sea (Y,X) un vector aleatorio con la misma distribucio´n que (Yi, Xi) y denotemos por
g(x) a la u´nica solucio´n de λ(x, a, s(x)) = 0 donde s(x) es una medida robusta de escala
condicional y
λ(x, a, σ) = E

ψ

Y   a
σ

jX = x

, (4.5)
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con ψ : R → R una funcio´n estrictamente creciente, continua y acotada. La medida de
escala condional puede tomarse como la mediana de los desv´ıos absolutos de la distribucio´n
condicional FXY , es decir,
s(x) = mediana(|Y −m(x)| |X = x) = madc(FXY (x, ·)) (4.6)
donde m(x) = mediana(Y |X = x) es la mediana de la distribucio´n condicional. Ob-
servemos que si (Y,X) cumple el modelo (4.1) y los errores i = σ(Xi)ui donde ui son
independientes de Xi y tienen distribucio´n sime´trica, entonces g = r. La funcio´n g(x)
corresponde al funcional definido en Boente y Fraiman (1989) y la llamaremos funcio´n de
regresio´n ya que coincide con r si existe esperanza.
Por otra parte, observemos que indicamos por s(x) a la funcio´n de escala ya que hemos
reservado el nombre de σ(x) para el caso de la funcio´n de dispersio´n, o sea, la ra´ız cuadrada
de la funcio´n de varianza.
Por simplicidad de notacio´n, a partir de ahora, indicaremos por F (y|X = x) a la
funcio´n de distribucio´n condicional de Y dado X y por F̂ (y|X = x) a los estimadores
basados en pesos con nu´cleos de la funcio´n de distribucio´n condicional definidos en (4.4).
Por otra parte, denotemos por ŝ(x) = madc(F̂ (·|X = x)), o sea, a la medida de escala
definida en (4.6) evaluada en F̂ (y|X = x). Con esta notacio´n, el estimador noparame´trico
robusto de g(x) esta´ dado por la solucio´n ĝ(x) de λ̂(x, a, ŝ(x)) = 0, donde
λ̂(x, a, σ) =
∫
ψ
(
y − a
σ
)
dF̂ (y|X = x) =
n∑
i=1
wi(x)ψ
(
Yi − a
σ
)
. (4.7)
Es decir, ĝ(x) es la solucio´n de la ecuacio´n∫
ψ
(
y − ĝ(x)
ŝ(x)
)
dF̂ (y|X = x) =
n∑
i=1
wi(x)ψ
(
Yi − ĝ(x)
ŝ(x)
)
= 0.
4.3.2. Hipo´tesis
Sea B(x, h) la bola de centro x y radio h para la topolog´ıa asociada con la semi-
me´trica d, B(x, h) = {y ∈ H : d(x, y) ≤ h}. Como se indica en Ferraty y Vieu (2006),
todos los resultados en estad´ıstica noparame´trica para variables funcionales esta´n muy
relacionados con las propiedades de concentracio´n de la medida de probabilidad de la
variable funcional, en este caso, X. Como nos interesa obtener resultados de convergencia
uniforme, la hipo´tesis H1 tendra´ tambie´n en cuenta el aspecto uniforme.
De ahora en ma´s, C y C ′ indicara´n constantes gene´ricas estrictamente positivas, que
pueden cambiar de renglo´n a renglo´n. A partir de ahora, sean SR ⊂ R y SH ⊂ H conjuntos
compactos.
Consideraremos el siguiente conjunto de hipo´tesis:
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H1 Para todo x ∈ SH existe φ : R→ R>0 tal que 0 < Cφ(h) ≤ P(X ∈ B(x, h)) ≤ C0φ(h)
H2 F (y|X = x) es sime´trica alrededor de g(x).
H3 Sea SH un conjunto compacto de H tal que
i) para cada y fijo F (y|X = x) es una funcio´n uniformemente continua de x en
un entorno de SH
ii) se verifica la siguiente condicio´n de equicontinuidad:
∀ > 0 ∃δ > 0 : |u− v| < δ ⇒ sup
x2S H
|F (u|X = x)− F (v|X = x)| <  .
H4 El nu´cleo K es una funcio´n no-negativa acotada con soporte [0, 1] tal que
∫
K(u)du =
1 y satisface una condicio´n de Lipschitz de orden uno. Adema´s,
a) SiK(1) = 0,K es derivable con derivadaK0y−∞ < ı´nfu2R K0(u) ≤ supu2R K0(u) =
‖K0‖1 < 0.
b) Si K(1) > 0, existen C,C0> 0 tales que C I [0;1](u) < K(u) < C0I [0;1](u).
H5 Las funciones φ y ψSH son tales que:
a) φ : R → R>0 es derivable con derivada φ0. Ma´s au´n, existen C  > 0 y η0 > 0,
tales que para todo η < η0, φ
0(η) < C

.
Si K(1) = 0, la funcio´n φ debe satisfacer la siguiente condicio´n adicional:
∃C > 0 ,∃η0 > 0 tales que ∀0 < η < η0
∫

0
φ(u)du > Cηφ(η) .
b) para n suficientemente grande,
(log(n))2
nφ(h)
< ψSH
(
log(n)
n
)
<
nφ(h)
log(n)
.
H6 ψ : R → R es una funcio´n impar, estrictamente creciente, acotada y continuamente
diferenciable, con derivada ψ0 tal que uψ0(u) ≤ ψ(u).
H7 La sucesio´n h = hn es tal que hn → 0, nφ(hn) → ∞ y nφ(hn)/log(n) → ∞ cuando
n→∞.
H8 F (y|X = x) tiene una u´nica mediana m(x).
H9 La funcio´n F (y|X = x) es uniformemente Lipschitz en un entorno S H de SH , es decir,
existen constantes D > 0 y η1 > 0 tales que, x1, x2 ∈ S H , se cumple
sup
y2R
|F (y|X = x1)− F (y|X = x2)| ≤ Dd 1(x1, x2) .
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H10 La −entrop´ıa de Kolmogorov de SH satisface
1X
n=1
n
1
2 exp

(1− β)ψSH

log(n)
n

<∞ para algu´n β > 1 .
Observaciones:
i) Las hipo´tesis H1 a H6, se utilizara´n para obtener la consistencia fuerte del M−es–
timador local. Cuando consideremos la mediana local, requeriremos H8 en lugar
de H6. La funcio´n bicuadrada de Tukey no es creciente como se requiere en H6.
Sin embargo, la funcio´n λ(x, a, s(x)) tiene un u´nico cambio de signo en un entorno
de g(x) por lo que, resultados de consistencia puntual se pueden obtener utilizan-
do argumentos ana´logos a los considerados en el Teorema 2.1 de Boos y Serfling
(1980). Por otra parte, la funcio´n ψ bicuadrada es la derivada de una funcio´n ρ,
lo que garantiza Fisher–consistencia y consistencia fuerte puntual puede deducirse
utilizando este hecho. Por otra parte, H9 y H10 se pedira´n para obtener o´rdenes
de convergencia fuerte.
ii) La funcio´n φ definida en H1 controla la concentracio´n de la medida de probabili-
dad de la variable funcional sobre una bola pequen˜a. En regresio´n noparame´trica
multivariada, o sea, si X ∈ Rq, es usual suponer que la covariable X tiene densi-
dad fX acotada y estrictamente positiva sobre compactos. La condicio´n φ(h) > 0
pedida en H1 es una generalizacio´n de la hipo´tesis de densidad positiva pedida en
esta situacio´n. En esta tesis, supondremos que φ(h) → 0 cuando h → 0, lo cual es
equivalente, por H1, a que P(X = x) = 0 para todo x ∈ H . En particular, Ferraty
y Vieu (2006) consideran los as´ı llamados procesos fractales de orden τ > 0 respecto
de la semime´trica d para los cuales φ(h) ∼ C h para alguna constante C > 0.
iii) H3 i) implica que existen nu´meros reales a, b tales que, para todo x ∈ SH , F (b|X =
x) > 1−  y F (a|X = x) < .
Veamos que existe a tal que, para todo x ∈ SH , F (a|X = x) < . Efectivamente, sea
x0 ∈ SH fijo. Sabemos que dado  > 0, existe a(x0) ∈ R tal que F (a(x0)|X = x0) < .
Como F (y|X = x) es una funcio´n continua de x, tambie´n existe δ(x0) > 0 tal que
si d(x, x0) < δ(x0) entonces F (a(x0)|X = x) < .
Como SH es compacto, existen x1, . . . , xm ∈ SH tales que SH ⊂
S m
j =1 B(xj , δ(xj )).
Sean a(x1), . . . , a(xm) ∈ R tales que F (a(xj )|X = xj ) <  para 1 ≤ j ≤ m.
Definamos a = mı´n1j m (a(xj )). Dado x ∈ SH , existe 1 ≤ j ≤ m tal que x ∈
B(xj , δ(xj )) de donde F (a|X = x) ≤ F (a(xj )|X = x) < .
La otra desigualdad se demuestra ana´logamente.
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iv) La funcio´n φ(h) es decreciente en h, luego, la condicio´n de acotacio´n de la derivada de
φ, dada en H5a), nos permite considerar a φ como una funcio´n Lipschitz alrededor de
cero. Por otra parte, por H5a) φ(h) ≤ Ch, luego H7 implica que nh/ log(n)→∞.
En el caso finito–dimensional, o sea, si X ∈ Rq, la funcio´n φ(h) = hq si la densidad
es positiva y acotada sobre compactos, con lo que se cumple H5a). Por otra parte,
la hipo´tesis H5b) extiende los requerimientos pedidos a la ventana del caso finito–
dimensional al caso funcional. Finalmente, como mencionan Ferraty y Vieu (2006),
la nocio´n de la pequen˜a bola esta´ relacionada fuertemente con la semi–me´trica d.
En el cap´ıtulo 13 de Ferraty y Vieu (2006), se dan varios ejemplos de semi–me´tricas
d para las cuales la probabilidad de la pequen˜a bola y por lo tanto, φ(h), puede
calcularse o al menos ser evaluadas asinto´ticamente cuando h → 0, de modo a dar
ejemplos que cumplan H5.
v) H5b) implica que log(n)/(nφ(h))→ 0 cuando n→∞.
Ma´s au´n, ψSH (log(n)/n) (nφ(h))
−1 → 0. Como se menciona en Ferraty et al. (2010),
en muchos casos, ψSH (log(n)/n) ∼ C log(n) luego, H5b) se cumple si C(log(n))2 <
nφ(h).
vi) Supongamos, por ejemplo, que el proceso es fractal de orden τ , es decir, que φ(h) ∼
hτ cuando h→ 0. Tomemos h = n−α, luego, H7 se cumple si α < 1/τ mientras que
H5b) dice que
(log(n))2
n1−α τ
< ψSH
(
log(n)
n
)
<
n1−α τ
log(n)
.
Si adema´s, ψSH (log(n)/n) ∼ C log(n) y α < 1/τ H5b) se cumplira´.
vii) Los resultados de convergencia uniforme con tasas que obtendremos mostrara´n que
ĝ(x)− g(x) tiene tasa uniforme casi completa hη1 + θn donde
θ2n =
ψSH
(
log(n)
n
)
nφ(h)
.
Supongamos que h = n−α y que el proceso es fractal de orden τ . En aquellas situa-
ciones en las que, como se menciona en Ferraty et al. (2010), ψSH () ≤ C log(1/),
si α < 1/(2τ) tendremos que n1/4θn → 0. Por otra parte, si 1/(4η1) < α en-
tonces n1/4hη1 → 0, es decir, eligiendo 1/(4η1) < α < 1/(2τ), tendremos que
n1/4 supx∈SH |ĝ(x)− g(x)|
a.co.−→ 0.
Observemos que, en este caso, H10, se cumplira´ si β es suficientemente grande.
viii) Hemos mencionado que si (Y,X) cumple el modelo (4.1) y los errores i = σ(Xi)ui
donde ui son independientes de Xi y tienen distribucio´n sime´trica, entonces g = r.
32
Por otra parte, si la distribucion F0 de u1 tiene u´nica mediana en 0 entonces se
cumple H8.
Queremos ver que condiciones sobre la distribucio´n de los errores y sobre la fun-
cio´n de regresio´n establecen las hipo´tesis H3 y H9. Observemos que en el caso que
estamos considerando F (y|X = x) = F0((y − r(x))/σ(x)) y como F0 es sime´trica
alrededor de 0, g(x) = r(x). Luego, si F0 : R → [0, 1] es continua y si r : H → R y
σ : H → R son funciones uniformemente continuas en un entorno de SH , se cumple
H3i). Ma´s au´n, si ı´nfx2S H σ(x) > 0 y F0 es Lipschitz entonces se cumple H3ii).
Por otra parte, si σ(x) = σ > 0 para todo x, es decir, en el caso homoceda´sti-
co, la condicio´n H9 se cumple si F0 es Lipschitz y r es Lipschitz de orden η1, es
decir, |r(x1) − r(x2)| ≤ C d 1(x1, x2). En el caso heterosceda´stico, necesitamos los
requerimientos adicionales ı´nfx2S H σ(x) > 0 y σ es Lipschitz de orden η1, es decir,
|σ(x1)− σ(x2)| ≤ C d 1(x1, x2) y adema´s F0 debe tener densidad f0 tal que y f0(y)
es acotada.
4.3.3. Notacio´n y resultados preliminares
En las secciones 4.3.4 y 4.4 obtendremos resultados de convergencia uniforme y tasas
de convergencia uniforme sobre compactos para los M−estimadores locales. Para ello, en
los Teoremas 4.3.4 y 4.4.1 obtendremos resultados ana´logos para la funcio´n de distribucio´n
emp´ırica condicional F̂ (y|X = x), es decir, mostraremos, respectivamente, que
sup
x2S H
sup
y2R
|F̂ (y|X = x)− F (y|X = x)| a:s:−→ 0 (4.8)
y que
sup
x2S H
sup
y2R
|F̂ (y|X = x)− F (y|X = x)| = Oa:co:(h 1 + θn) (4.9)
donde
θn =
√
ψSH (log(n)/n)
nφ(h)
→ 0 .
Para probar esos resultados, introduciremos algo de notacio´n y enunciaremos unos resul-
tados previos. Dado y ∈ R fijo denotamos por
Wi = I( 1;y ](Yi )
Ki (x) = K
(
d(x,Xi )
h
)
R˜j (x) =
1
n
n∑
i=1
W ji
Ki (x)
EK1(x)
(4.10)
Rj (x) =
1
n
n∑
i=1
W ji
Ki (x)
φ(h)
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para j = 0, 1. Entonces bF (yjX = x) = eR1(x)/ eR0(x).
Como en Collomb (1982), tenemos que
sup
x2S H
j bF (yjX = x)   F (yjX = x)j  1
ı´nf
x2S H
eR0(x)

sup
x2S H
j eR1(x)   E eR1(x)j
+ sup
x2S H
j eR0(x)   E eR0(x)j + sup
x2S H
jE eR1(x)   F (yjX = x)E eR0(x)j

. (4.11)
Para probar (4.8), mostraremos que para cada y 2 R
sup
x2S H
j eRj (x)   E eRj (x)j a:co: ! 0 (4.12)
sup
x2S H
jE eR1(x)   F (yjX = x)E eR0(x)j ! 0. (4.13)
y que para algu´n a > 0 X
n1
P( ı´nf
x2S H
eR0(x) < a) < 1, (4.14)
Por otra parte, para probar (4.9), mostraremos adema´s
sup
y2R
sup
x2S H
j eRj (x)   E eRj (x)j = Oa:co: (θn) (4.15)
sup
y2R
sup
x2S H
jE eR1(x)   F (yjX = x)E eR0(x)j = O(h 1 ). (4.16)
Observemos que los Lemas 4.3 y 4.4 de Ferraty y Vieu (2006), H1, H4 y H5 implican
que existen constantes 0 < C < C0< 1 tales que
8x 2 SH , Cφ(h) < EK1(x) < C0φ(h) . (4.17)
Luego, si eC = 1/C, obtenemos que
j eRj (x)   E eRj (x)j  eC jR j (x)   ERj (x)j .
Por lo tanto, para obtener (4.12) sera´ suficiente que mostremos que
sup
x2S H
jR j (x)   ERj (x)j a:co: ! 0 (4.18)
mientras que para probar (4.15) bastara´ probar
sup
y2R
sup
x2S H
jR j (x)   ERj (x)j = Oa:co: (θn) .
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Observemos que como
nf
x2SH
eR0(x)  ı´nf
x2SH
E eR0(x)   sup
x2SH
j eR0(x)   E eR0(x)j;
el hecho que E eR0(x) = 1, la acotacio´n j eRj(x)   E eRj(x)j  eC jRj(x)   ERj(x)j y (4.18)
implican (4.14).
Utilizaremos los siguientes lemas, el primero corresponde a la desigualdad exponencial
enunciada, por ejemplo, en Corolario A.9 de Ferraty y Vieu (2006). La demostracio´n de
los Lemas 4.3.2 y 4.3.3 pueden encontrarse en el Ape´ndice.
Lema 4.3.1. Sea fZ ig una sucesio´n de variables aleatorias independientes, E(Zi) = 0. Si
existe M < 1 tal que jZ 1j  M y si  2 = EZ 21 , entonces para todo  > 0 se tiene que
P
 
j
nX
i=1
Zij > n
!
 2 exp
(
 

2n
2 2
 
1 +  M
σ2

)
:
Lema 4.3.2. Sea SH  H un conjunto compacto. Bajo las hipo´tesis H1, H4 y H5, se
tiene que, para j = 0; 1,
a) para todo n  n0 y para todo  > 0 fijo
sup
y2R
sup
x2SH
PfjR j(x)   ERj(x)j > g  2 exp
(
 

2n(h)
2C0kK k21 (1 + C0kKk1 )
)
:
b) existen a1 > 0, a2 > 0 tales que, para todo n  n0 y para todo  > 0 fijo
P

sup
x2SH
jRj(x)   ERj(x)j > 

 8Nρ(SH ) exp

 

2n(h)
a1(1 + a2 )

;
donde  es tal que =h ! 0 y =(h) ! 0 cuando n ! 1.
c) existe c > 2 tal que, para todo  0 > c y n  n0, se cumple
sup
y2R
P


 1
n sup
x2SH
jRj(x)   ERj(x)j >  0

 8 exp

1  

2
0
8(1 +  0)

 SH

log(n)
n

;
Vale la pena observar que (c) vale tambie´n con tasa (hη1 +  n).
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Lema 4.3.3. Sea eRj (x) definidos en (4.10) para j = 0; 1. Bajo las hipo´tesis H1 y H4,
si hn ! 0, se tiene que
a) supy2R supx2SH jE eR1(x)   F (yjX = x)E eR0(x)j ! 0 :
b) si adema´s se cumple H9 entonces
sup
y2R
sup
x2SH
jE eR1(x)   F (yjX = x)E eR0(x)j = O(h  1) :
Tenemos entonces el siguiente Corolario.
Corolario. Bajo las hipo´tesis del Lema 4.3.3b),
sup
y2R
sup
x2SH
jE eR1(x)   F (yjX = x)E eR0(x)j = O (h  1 +  n ) :
4.3.4. Convergencia fuerte uniforme
En esta Seccion, estableceremos resultados de convergencia uniforme sobre compactos
del estimadorbg de la funcion de regresion g.
El siguiente Teorema generaliza el resultado obtenido en el Lemma 6.5 de Ferraty y
Vieu (2006) y es el equivalente funcional del Teorema 3.1 de Boente y Fraiman (1991).
Teorema 4.3.4. Sea SH  H compacto. Bajo las hipo´tesis H1, H3, H4, H5 y H7 se
tiene que
sup
x2SH
sup
y2R
j bF (yjX = x)   F (yjX = x)j a:s: ! 0
cuando n ! 1.
Demostraci on. Por el Lema 4.3.2b) tomando n = log( n)=n obtenemos que para cada
 > 0
P

sup
x2SH
jR j (x)   ERj (x)j > 

 8 exp

 SH ( n )  

2n(h)
a1(1 + a2 )

 8 exp

 n(h)


2
a1(1 + a2 )  
 SH ( n )
n(h)

Luego, usandoH5b) se deduce que sin  n0
 SH ( n )
n(h) ) <
1
2

2
a1(1 + a2 )
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con lo cual sin ≥ n0 y si c = 2a1
P
{
sup
x∈SH
|Rj(x)− ERj(x)| > 
}
≤ 8 exp
{
−nφ(h) 
2
c(1 + a2)
}
.
Usando que |R˜j(x)− ER˜j(x)| ≤ C˜|Rj(x)− ERj(x)| se obtiene que
P
{
sup
x∈SH
|R˜j(x)− ER˜j(x)| > C˜
}
≤ 8 exp
{
−nφ(h) 
2
c(1 + a2)
}
.
En particular, si A = {´ınfx∈SH R˜0(x) ≤ 12} y usando que ER˜0(x) = 1 obtenemos que para
A−1 = 2C˜ c(2C˜ + a2)
P(A) ≤ P( sup
x∈SH
|R˜0(x)− ER˜0(x)| > 1
2
) ≤ 8 exp {−Anφ(h)} .
Por lo tanto, usando que nφ(h)/ log(n)→∞ se obtiene que supx∈SH |R˜j(x)−ER˜j(x)|
a.co.−→
0 para j = 0, 1 y como
P
(
ı´nf
x∈SH
R˜0(x) ≤ 1
2
)
< 8 exp {−Anφ(h)} , (4.19)
se obtiene (4.14). Esta conclusio´n combinada con el Lema 4.3.3a) y (4.11), permite deducir
que para cada y ∈ R,
sup
x∈SH
|F̂ (y|X = x)− F (y|X = x)| a.s.−→ 0 . (4.20)
Para cada q ∈ Q definamos N(q) = {ω ∈ Ω : supx∈SH |F̂ (q|X = x)− F (q|X = x)| 6→ 0} y
N =
⋃
q∈Q N(q). Luego, (4.20) implica que P(N) = 0.
Sea ω ∈ Ω, ω /∈ N, entonces, para todo q ∈ Q, se cumple que supx∈SH |F̂ (q|X =
x)− F (q|X = x)| → 0.
Dado  > 0, por la observacio´n i) tenemos que H3 implica que existen a, b ∈ Q tales
que F (b|X = x) > 1 −  y F (a|X = x) < , para todo x ∈ SH . Por otra parte, la
equicontinuidad pedida en H3 ii) implica que existen a = y1 < y2 < · · · < y` = b, yi ∈ Q,
tales que |yi− yi−1| < δ y |F (y|X = x)−F (yi|X = x)| <  para todo x ∈ SH y para todo
y tal que |y − yi| < δ.
Sea n0 ∈ N tal que para todo n ≥ n0, ma´x1≤i≤` supx∈SH |F̂ (yi|X = x) − F (yi|X =
x)| < . Entonces, es fa´cil ver que supy∈R supx∈SH |F̂ (y|X = x)− F (y|X = x)| < 2, para
todo n ≥ n0, lo que concluye la demostracio´n. 
Para probar el Teorema 4.3.6 necesitaremos el siguiente lema que es ana´logo al Lema 3.1
de Boente y Fraiman (1991). Su demostracio´n se da en el Ape´ndice.
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Lema 4.3.5. Sea Fn (yjX = x) una sucesio´n de funciones de distribucio´n condicional que
verifican
sup
x2S H
sup
y2R
jFn (yjX = x)   F (yjX = x)j ! 0 : (4.21)
Entonces, si F verifica la hipo´tesis H3, existen constantes positivas A  B tales que
sn (x) = madc(Fn (j X = x)) verifica A  sn (x)  B para todo x 2 SH compacto y
n  n0.
Observemos quesn (x) es la escala denida en (4.6), correspondiente aFn (yjX = x).
Teorema 4.3.6. Supongamos que valen H1 a H5 y H7. Entonces, dado SH  H com-
pacto se cumple
a) supx2S H jbg(x)   g(x)j a:s: ! 0 cuando n ! 1, si adema´s H6 vale.
b) Si adema´s se cumple H8, se tiene que supx2S H j bm(x)   m(x)j a:s: ! 0 cuando n ! 1,
donde bm(x) es la mediana de bF (yjX = x) y m(x) es la mediana de F (yjX = x).
Demostracio´n. La demostracion de la parte a) sigue los pasos de la demostracion del
Teorema 3.3 de Boente y Fraiman (1991).
a) Como F (yjX = x) es simetrica alrededor de g(x) y  es impar, tenemos que
(x; g (x);  ) = 0 para todo  > 0, donde(x; a;  ) esta denida en (4.5). Observemos que
H3i) y H6 implican que (; a;  ) : H ! R es una funcion continua.
Queremos ver queg(x) es una funcion continua sobre SH . Por ser  una funcion
creciente, tenemos que
8 > 0; (x 0; g(x0)   ;  ) > (x 0; g(x0);  ) > (x 0; g(x0) + ;  ):
Sea  =  0 jo y x0 2 SH . Como (; a;  ) es continua enx = x0, tenemos que para todo
 > 0 existe  > 0 tal que
d(x; x0) <  ) j(x; g (x0)  ;  0)   (x 0; g(x0)  ;  0)j < : (4.22)
Sea

= mn f(x 0; g(x0)   ;  0)   (x 0; g(x0);  0); (x 0; g(x0);  0)   (x 0; g(x0) + ;  0)g.
Luego, (4.22) implica que existe 1 > 0 tal que sid(x0; x) <  1 entonces
(x; g (x0) + ;  0) < (x 0; g(x0) + ;  0) +   < (x; g (x);  0) ;
de donde, como es creciente,g(x)   g(x0) <  . Analogamente se ve que existe 2 > 0
tal que, si d(x0; x) <  2, g(x)   g(x0) >   .
Por lo tanto, dado  > 0 si  = mn f 1;  2g > 0 se cumple qued(x0; x) <  )
jg(x)   g(x0)j <  , de donde resulta queg es continua sobreSH y (x; g (x) + a;  ) es
continua para todoa y  jos. Mas aun, es facil ver que (x; g (x) + a;  ) es una funcion
continua de (x;  ) para todo a jo.
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Vamos a probar ahora que supx∈SH |ĝ(x) − g(x)|
a.s.−→ 0. Dado a ∈ R, sea ψa(y) =
ψ ((y − g(x)− a)/ŝ(x)), luego ψa es de variacio´n acotada y ‖ψa‖V = ‖ψ‖V /ŝ(x) donde
‖ψ‖V indica la norma en variacio´n de la funcio´n ψ. El Lema 4.3.5, implica que existen
constantes reales positivas A y B tales que A < ŝ(x) < B para todo x ∈ SH , y todo
n ≥ n0 casi seguramente. Luego, como
|λ(x, g(x) + a, ŝ(x))− λ̂(x, g(x) + a, ŝ(x))| ≤ ‖ψa‖V sup
y∈R
|F (y|X = x)− F̂ (y|X = x)| ,
obtenemos que
sup
x∈SH
|λ(x, g(x) + a, ŝ(x)) − λ̂(x, g(x) + a, ŝ(x))| (4.23)
≤ 1
A
‖ψ‖V sup
x∈SH
sup
y∈R
|F (y|X = x)− F̂ (y|X = x)|,
El Teorema 4.3.4 implica que el lado derecho de (4.23) converge a 0 casi seguramente, por
lo tanto
sup
x∈SH
|λ(x, g(x) + a, ŝ(x))− λ̂(x, g(x) + a, ŝ(x))| a.s.−→ 0 (4.24)
Dado  > 0, H2 y H6 y la continuidad de λ(x, g(x)± , σ) implican que
λ1 = sup
A≤σ≤B
sup
x∈SH
λ(x, g(x) + , σ) < 0 < ı´nf
A≤σ≤B
ı´nf
x∈SH
λ(x, g(x)− , σ) = λ2 . (4.25)
Usando (4.24) y el hecho que P(A < ŝ(x) < B) = 1, de (4.25) deducimos que para n
suficientemente grande
λ̂(x, g(x) + , ŝ(x)) <
λ1
2
< 0 <
λ2
2
< λ̂(x, g(x)− , ŝ(x)) ,
para todo x ∈ SH casi seguramente. Por lo tanto, P(supx∈SH |ĝ(x)− g(x)| < ) = 1, lo que
concluye la demostracio´n de a).
b) Veamos que m(x) es continua en SH . Sea x0 ∈ SH fijo, como existe una u´nica
mediana, sabemos que para todo η > 0 se cumple
F (m(x0) + η|X = x0) > F (m(x0)|X = x0) > F (m(x0)− η|X = x0) .
Por otra parte, H3ii) implica que dado  > 0 existe δ > 0 tal que si d(x0, x) < δ entonces
|F (m(x0)± η|X = x)− F (m(x0)± η|X = x0)| < .
Sea η = mı´n{F (m(x0)|X = x0) − F (m(x0) − η|X = x0), F (m(x0) + η|X = x0) −
F (m(x0)|X = x0)}. Siguiendo la misma idea que en el inciso anterior, llegamos a que si
d(x0, x) < δ1 entonces
F (m(x0)− η|X = x) < F (m(x0)− η|X = x0) + η < F (m(x0)|X = x0) = 1/2 ,
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de donde tenemos quem(x0)−m(x) < η. En forma ana´loga llegamos a que m(x0)−m(x) >
−η si d(x0, x) < δ2 para algu´n δ2 > 0, con lo cual obtenemos que, para todo η > 0, existe
δ = mı´n(δ1, δ2) > 0 tal que d(x0, x) < δ implica que |m(x)−m(x0)| < η, lo que prueba la
continuidad de m en x0.
Sea  > 0 por H3ii) existe δ < /2 tal que
|u− v| < δ ⇒ sup
x∈SH
|F (u|X = x)− F (v|X = x)| < 
2
,
de donde para todo x ∈ SH




F

m(x) +
δ
4
|X = x

− F

m(x)− δ
4
|X = x





<

2
.
Como F (m(x)|X = x) = 1/2 obtenemos
1
2
< F

m(x) +
δ
4
|X = x

< F

m(x)− δ
4
|X = x

+

2
<
1
2
+

2
1
2
− 
2
< F

m(x) +
δ
4
|X = x

− 
2
< F

m(x)− δ
4
|X = x

<
1
2
.
Resumiendo para todo x ∈ SH se cumple
1
2
< F

m(x) +
δ
4
|X = x

<
1
2
+

2
1
2
− 
2
< F

m(x)− δ
4
|X = x

<
1
2
.
Como m es continua, tenemos que
i(δ) = ı´nf
x∈SH
F

m(x) +
δ
4
|X = x

> 1/2 s(δ) = sup
x∈SH
F

m(x)− δ
4
|X = x

< 1/2.
Sea η = mı´n{i(δ) − 1/2, 1/2 − s(δ)} > 0 y 1 = mı´n{η/2, /2}. Luego, por el Teorema
4.3.4 se cumple que si
N = {ω ∈ Ω : sup
x∈SH
sup
y∈R
| bF (y|X = x)− F (y|X = x)| 6→ 0}
P(N) = 0. Sea ω /∈ N, luego existe n0 tal que si n ≥ n0, para todo x ∈ SH y para todo
y ∈ R, se verifica que | bF (y|X = x)− F (y|X = x)| < 1. En particular,




bF

m(x) +
δ
4
|X = x

− F

m(x) +
δ
4
|X = x





< 1




bF

m(x)− δ
4
|X = x

− F

m(x)− δ
4
|X = x





< 1 ,
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es decir, tenemos que
F
(
m(x)− δ
4
|X = x
)
− 1 < F̂
(
m(x)− δ
4
|X = x
)
< F
(
m(x)− δ
4
|X = x
)
+ 1 (4.26)
F
(
m(x) +
δ
4
|X = x
)
− 1 < F̂
(
m(x) +
δ
4
|X = x
)
< F
(
m(x) +
δ
4
|X = x
)
+ 1 .(4.27)
Ahora bien, para todo x ∈ SH tenemos que
F
(
m(x)− δ
4
|X = x
)
+1 < F
(
m(x)− δ
4
|X = x
)
+
η
2
< F
(
m(x)− δ
4
|X = x
)
+
1
4
−s(δ)
2
y F (m(x)− δ/4|X = x) < s(δ) < 1/2 ,de donde
F
(
m(x)− δ
4
|X = x
)
+ 1 < s(δ)− s(δ)
2
+
1
4
=
s(δ)
2
+
1
4
<
1
2
. (4.28)
De igual forma tenemos
F
(
m(x) +
δ
4
|X = x
)
− 1 > F
(
m(x) +
δ
4
|X = x
)
− 1
2
(
i(δ)− 1
2
)
>
1
4
+
i(δ)
2
>
1
2
.
(4.29)
Es decir, (4.26), (4.27), (4.28) y (4.29) implican que
F̂
(
m(x)− δ
4
|X = x
)
<
1
2
y F̂
(
m(x) +
δ
4
|X = x
)
>
1
2
.
Como F̂ (m̂(x)|X = x) = 1/2, obtenemos que m(x) − δ/4 < m̂(x) < m(x) + δ/4, o sea,
supx2S H |m̂(x)−m(x)| < /8, lo que concluye la demostracio´n. 
4.4. Tasas de convergencia fuerte uniforme
Para obtener convergencia en modelos parcialmente lineales necesitaremos tasas en
probabilidad o en casi todo punto para la convergencia de los estimadores de la compo-
nente noparame´trica. En esta Seccio´n, obtendremos tasas de convergencia con tal fin.
Los Teoremas 4.4.1 y 4.4.2 dan tasas de convergencia casi completa para los estimado-
res de la distribucio´n emp´ırica condicional y para los M−estimadores locales de la funcio´n
de regresio´n g.
Teorema 4.4.1. Sea SH ⊂ H compacto. Supongamos que se cumplen H1, H3, H4, H5,
H7, H9 y H10 donde si η1 < 1/2 se cumple adema´s que existe una constante positiva
C? tal que (
n
log(n)
)1  1
φ(h) ≤ C? . (4.30)
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Entonces, se tiene que
sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j = Oa:co:
 
h  1 +
s
 SH (log(n)=n)
n(h)
!
Demostracio´n. El Lema 4.3.2c) y el hecho que  n  e n = h  1 +  n implican que si  0 > c
sup
y2R
P

e

 1
n sup
x2S H
jR j (x)   ERj (x)j >  0

 8 exp

1  

2
0
8(1 +  0)

 SH

log(n)
n

:
Por lo tanto, usando que j eRj (x)   E eRj (x)j  eC jR j (x)   ERj (x)j y llamando b1 = 8 eC2 y
b2 = 1=eC, obtenemos que si  0 > 2c
sup
y2R
P

e

 1
n sup
x2S H
j eRj (x)   E eRj (x)j >  0

 8 exp

1  

2
0
b1(1 + b2  0)

 SH

log(n)
n

;
(4.31)
El Corolario del Lema 4.3.3 y el hecho que  n  e n = h  1 +  n implican que
sup
y2R
sup
x2S H
jE eR1(x)   F (yjX = x)E eR0(x)j  Ce n
Por otra parte, (4.19) implica que
P
n1 P

ı´nfx2S H
eR0(x)  1=2

< 1. Luego, si A =
f ı´nfx2S H eR0(x)  1=2g, obtenemos que si  0 > C=2
sup
y2R
P( sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 4 0e )  P(A) (4.32)
+ sup
y2R
P(
1X
j =0
sup
x2S H
j eRj (x)   E eRj (x)j >  0e )
 P(A) + P( sup
x2S H
j eR0(x)   E eR0(x)j >  0e )
+ sup
y2R
P( sup
x2S H
j eR1(x)   E eR1(x)j >  0e ) (4.33)
Luego, usando (4.31) y (4.19) obtenemos que
sup
y2R
P( sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 4  0e )  8 exp f An(h)g
+16 exp

1  

2
0
b1(1 + b2  0)

 SH

log(n)
n

(4.34)
En lo que sigue suponemos, sin pe´rdida de generalidad, que D = 1.
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i) Supongamos primero queη1 > 1/2.
Sea x1, . . . , x` un cubrimiento de SH por bolas de radio ρn = log(n)/n, es decir,
SH  [ `j=1B(xj, ρn) donde ` = Nρn (SH ) = exp(ψSH (log(n)/n)).
Definamos M = [[
p
n]]+1, donde [[z]] indica la parte entera de z 2 R. Como F (yjX = x)
es una funcio´n continua de y, dado M 2 N, para cada 1  j  ` existe yjk, 1  k  M , tal
que F (yjkjX = xj) = k/M   1/(2M). Como η1 > 1/2 tenemos que ρη1n  1/M . Luego si 
esta´ dado en H9, para n  n0 tenemos que ρn <  y adema´s si x 2 B(xj, ρn) se cumple
jF (yjX = x)   F (yjX = xj)j  ρη1n  1/M . Sea SH ,j = SH \ B(xj, ρn), entonces para
todo x 2 SH ,j
k
M
 
3
2M
< F (yjkjX = x) <
k
M
+
1
2M
,
lo que implica que
θ˜−1n sup
y∈R
sup
x∈SH
jF̂ (yjX = x)   F (yjX = x)j  2 θn
θ˜n
1
θnM
+ θ˜−1n ma´x
1≤j≤`
sup
x∈SH ;j
ma´x
1≤k≤M
jF̂ (yjkjX = x)   F (yjkjX = x)j.
Luego, usando por H5b) obtenemos que
M−1θ−1n 
√√√√ nφ(h)
ψSH
(
log(n)
n
) 1p
n
=
√√√√ φ(h)
ψSH
(
log(n)
n
) ! 0 ,
de donde como θn  θ˜n obtenemos que si n  n0
θ˜−1n sup
y∈R
sup
x∈SH
jF̂ (yjX = x)   F (yjX = x)j  1
+ θ˜−1n ma´x
1≤k≤M
ma´x
1≤j≤`
sup
x∈SH ;j
jF̂ (yjkjX = x)   F (yjkjX = x)j.
Por lo tanto, como 0 > 1 obtenemos que
P(sup
y∈R
sup
x∈SH
j F̂ (yjX = x)   F (yjX = x)j > 50θ˜n)
 P
(
ma´x
1≤k≤M
ma´x
1≤j≤`
sup
x∈SH ;j
jF̂ (yjkjX = x)   F (yjkjX = x)j > 40θ˜
)
 `M sup
y∈R
P( sup
x∈SH
jF̂ (yjX = x)   F (yjX = x)j > 4 0θ˜)
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De donde usando (4.34) y que` = Nρn(SH ) = exp(ψSH (log(n)/n)), se deduce que
P(sup
y2R
sup
x2SH
j bF (yjX = x)   F (yjX = x)j > 50eθn)
 16
p
n exp

ψSH

log(n)
n


exp f Anφ(h)g
+2 exp

1  
20
b1(1 + b20)

ψSH

log(n)
n

 16
p
n
0
@exp
8
<
:
0
@1   A nφ(h)
ψSH

log(n)
n

1
A ψSH

log(n)
n

9
=
;
+2 exp

2  
20
b1(1 + b20)

ψSH

log(n)
n

Ahora bien H5b) implica que
nφ(h)
ψSH

log(n)
n
 ! 1
luego si n  n0,
A
nφ(h)
ψSH

log(n)
n

  1 > β   1 > 0
donde β esta´ dado en H10. Por otra parte, si 0 es tal que 
2
0/(b1(1 + b20)) > 1 + β,
entonces
2  
20
b1(1 + b20)
< 1   β
Luego, si n  n0, existe 0 tal que
P(sup
y2R
sup
x2SH
j bF (yjX = x)   F (yjX = x)j > 50eθn)
 48
p
n exp

(1   β)ψSH

log(n)
n

Por lo tanto,
P
n1 P(supy2R supx2SH j bF (yjX = x)   F (yjX = x)j > 0eθn) < 1.
ii) Consideremos ahora el caso η1 < 1/2. Definamos M = [[ρ
 η 1
n ]] con ρn = log(n)/n, o sea,
M = [[(n/ log(n))η1 ]]. Luego, ρη1n  1/M y usando (4.30) se obtiene que θ
 1
n M
 1
 C? pues
ψSH (log(n)/n)  (log(n))
2/(nφ(h)). Luego si  esta´ dado en H9, para n  n0 tenemos que
ρn <  y adema´s si x 2 B(xj, ρn) se cumple jF (yjX = x)   F (yjX = xj)j  ρη1n  1/M .
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SeaSH ;j = SH \ B(xj , ρn), entonces como en i) tenemos que
eθ  1n sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j  2 θn
eθn
1
θn M
+ eθ  1n ma´x1j ‘
sup
x2S H ,j
ma´x
1k M
j bF (yjk jX = x)   F (yjk jX = x)j.
Como θ  1n M
 1
 C? y θn  eθn obtenemos
eθ  1n sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j  2C?
+ eθ  1n ma´x1k M
ma´x
1j ‘
sup
x2S H ,j
j bF (yjk jX = x)   F (yjk jX = x)j.
Por lo tanto, como 0 > 1/4 obtenemos que
P(sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 50eθn)
 P
 
ma´x
1k M
ma´x
1j ‘
sup
x2S H ,j
j bF (yjk jX = x)   F (yjk jX = x)j > 40eθ
!
 `M sup
y2R
P( sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 4 0eθ)
Como ρn = log(n)/n luego ` = N  n(SH ) = exp(ψSH (log(n)/n)). Por lo tanto, como en i)
deducimos que
P(sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 50eθn)
 16θ  1n exp

ψSH

log(n)
n

(exp f Anφ(h)g
+2 exp

1  
20
b1(1 + b20)

ψSH

log(n)
n

 16θ  1n
0
@exp
8
<
:
0
@1   A nφ(h)
ψSH

log(n)
n

1
A ψSH

log(n)
n

9
=
;
+2 exp

2  
20
b1(1 + b20)

ψSH

log(n)
n

Usando como en i) H5b) y si 0 es tal que 
2
0/(b1(1 + b20)) > 1 + β, obtenemos que si
n  n0
P(sup
y2R
sup
x2S H
j bF (yjX = x)   F (yjX = x)j > 50eθn)
 48
p
n exp

(1   β)ψSH

log(n)
n

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pues θ  1n 
p
n. Por lo tanto,
P
n1 P(supy2R supx2S H j bF (yjX = x)   F (yjX = x)j >
0eθn) < 1. 
Observacio´n: Vale la pena mencionar que si en lugar de estar interesados en tasas de
convergencia uniforme para x 2 SH e y 2 R queremos obtener tasas solamente para x 2 SH
basta con requerir que la -entrop´ıa de Kolmogorov de SH satisfaga
1X
n=1
exp

(1   β)ψSH

log(n)
n

< 1 para algu´n β > 1,
en lugar de H10. Esta condicio´n es pedida en el Corolario 3 de Ferraty et al. (2010). La
uniformidad para y 2 R necesaria para obtener las tasas de convergencia uniforme para
bg exigen una condicio´n ma´s fuerte para la entrop´ıa del conjunto SH .
Teorema 4.4.2. SeaSH  H compacto. Supongamos que se cumplenH1 a H5, H6,
H7, H9 y H10 donde siη1 < 1/2 se cumple (4.30). Entonces,
sup
x2S H
jbg(x)   g(x)j = Oa:co:
 
h 1 +
s
ψSH (log(n)/n)
nφ(h)
!
.
Demostracio´n. Como A  bs(x)  B, dado a 2 R tenemos que
sup
x2S H
jλ(x, g(x)+a, bs(x))  bλ(x, g(x)+a, bs(x))j  1
A
kψkV sup
x2S H
sup
y2R
jF (yjX = x)  bF (yjX = x)j .
Por lo tanto, si eθn = h 1 +
p
ψSH (log(n)/n)/(nφ(h)), el Teorema 4.4.1 implica que para
cada δ > 0
eθ  1n sup
x2S H
sup
jaj
jλ(x, g(x) + a, bs(x))   bλ(x, g(x) + a, bs(x))j = Oa:s:(1).
Entonces, como supx2S H jbg(x)   g(x)j a:s: ! 0, tenemos que
eθ  1n sup
x2S H
jbλ(x, bg(x), bs(x))   λ(x, bg(x), bs(x))j = Oa:s:(1) . (4.35)
Observemos que
λ(x, g(x), bs(x))   λ(x, bg(x), bs(x)) + λ(x, bg(x), bs(x))   bλ(x, bg(x), bs(x)) = 0
luego (4.35) implica que
eθ  1n sup
x2S H
jλ(x, g(x), bs(x))   λ(x, bg(x), bs(x))j = Oa:s:(1) . (4.36)
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Sea
λ′(x, t, σ) =
∂
∂u
λ(x, u, σ)|u=t .
Por la hipo´tesis H6 y el Lema 4.3.5 tenemos que
ı´nf
|a|≤δ
ı´nf
x∈SH
− ∂
∂u
λ(x, g(x) + u, ŝ(x))|u=a > c0 > 0 , (4.37)
para todo n ≥ N0 casi seguramente.
Por el Teorema del valor medio, obtenemos que
λ(x, g(x), ŝ(x))− λ(x, ĝ(x), ŝ(x)) = (ĝ(x)− g(x))[−λ′(x, ξn, ŝ(x))],
donde ξn = ξn(x) es un punto intermedio entre g(x) y ĝ(x).
Como vale (4.37) y supx∈SH |ĝ(x) − g(x)|
a.s.−→ 0, existe N tal que P(N) = 0 y si
ω ∈ N, existe N1 tal que si n ≥ N1, |ξn − g(x)| ≤ δ, θ˜−1n supx∈SH |λ(x, g(x), ŝ(x)) −
λ(x, ĝ(x), ŝ(x))| = O(1) y (4.37) vale. Luego, si ω ∈ N tenemos que ı´nfx∈SH −λ′(x, ξn, ŝ(x)) >
c0 > 0, que junto a (4.36) concluye la demostracio´n. 
El siguiente teorema establece los mismos resultados que el Teorema 4.4.2 bajo con-
diciones sobre g y σ sin pedir condiciones Lipschitz sobre la distribucio´n condicional.
Teorema 4.4.3. Sea SH ⊂ H compacto. Supongamos que se cumplen H1, H4, H5, H6
y H7 y que
∞∑
i=1
n exp
{
(1− β)ψSH
(
log(n)
n
)}
<∞ para algu´n β > 1 . (4.38)
Supongamos adema´s que σ y g son Lipschitz de orden η1 y η2, respectivamente, donde
η = mı´n(η1, η2) es tal que si η < 1 se cumple (4.39) o (4.40) dadas por
h
(
n
log(n)
)1−η
≤ Cη para todo n ≥ 1 (4.39)
φ(h)
(
n
log(n)
)1−η
≤ Cη para todo n ≥ 1 . (4.40)
Sea g(x) la u´nica solucio´n de λ(x, a, s(x)) = 0. Entonces, si ĝ(x) es una solucio´n de (4.7)
tal que supx∈SH |ĝ(x)− g(x)|
a.s.−→ 0 se tiene que
sup
x∈SH
|ĝ(x)− g(x)| = Oa.co.
(
hη +
√
ψSH(log(n)/n)
nφ(h)
)
.
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Observacion: Si H2 se verifica entonces, por el Teorema 4.3.6, tenemos que supx2S H jbg(x) 
g(x)j a:s: ! 0 se cumple.
Demostracio´n. Como en el Teorema 4.4.2 bastara´ ver que
An = e  1n sup
x2S H
sup
jaj
sup
A B
jb(x; g (x) + a;  )   (x; g (x) + a;  )j = Oa:co:(1) :
Llamemos
Wi;a; (x) =  

Yi   g(x)   a


; eR1(x; a;  ) =
1
n
nX
i=1
Wi;a; (x)
K i (x)
EK 1(x)
R1(x; a;  ) =
1
n
nX
i=1
Wi;a; (x)
K i (x)
(h) :
Entonces b(x; g (x) + a;  ) = eR1(x; a;  )=eR0(x), donde eR0(x) esta´ definido en (4.10) y
como antes
j b(x; g (x) + a;  )   (x; g (x) + a;  )j  1
ı´nf
x2S H
eR0(x)
"
sup
x2S H
sup
jaj
sup
A B
j eR1(x; a;  )   E eR1(x; a;  )j
+ sup
x2S H
j eR0(x)   E eR0(x)j + sup
x2S H
sup
jaj
sup
A B
jE eR1(x; a;  )   (x; g (x) + a;  )E eR0(x)j
#
: (4.41)
Como  cumple H6 y si  y g son Lipschitz de orden  1 y  2, respectivamente, para
alguna constante C, tenemos que si d(x1; x) < 1
sup
x2S H
sup
jaj
sup
A B
j(x 1; g(x)+a;  ) (x; g (x)+a;  )j  C[d(x1; x)  1+d(x1; x)  2 ]  Cd(x1; x) 
donde  = mı´nf 1;  2g. Como K 1(x)  I B (x;h) (x1) y d(x1; x) < 1, para n suficientemente
grande, deducimos que
jE eR1(x; a;  )   (x; g (x) + a;  )E eR0(x)j  Ej(x 1; g(x) + a;  )   (x; g (x) + a;  )j K 1(x)EK 1(x)
 Ch :
Luego si e n = h  +  n tenemos que
B2n = sup
x2S H
sup
jaj
sup
A B
jE eR1(x; a;  )   (x; g (x) + a;  )E eR0(x)j  Ce n :
Por lo tanto, si A = f ı´nfx2S H eR0(x) < 1=2g y si  0 > C de (4.41) deducimos que
P(An > 4  0)  P(A) + P( sup
x2S H
j eR0(x)   E eR0(x)j >  0  n) + P( eB1n >  0  n);
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dondeB˜1n = supx∈SH sup|a|≤δ supA≤σ≤B |R˜1(x, a, σ)−ER˜1(x, a, σ)|. Por el Lema (4.3.2)b),
tomando ρn = log(n)/n y usando (4.38) obtenemos que
∑
n≥1 P(A) <∞. Por otra parte
el 4.3.2)c) implica que si 0 > c entonces
∑
n≥1 P(supx∈SH |R˜0(x)−ER˜0(x)| > 0θn) <∞.
Observemos que EK1(x) ≥ Cφ(h) implica que
P(B˜1n > 0θn) ≤ P(B1n > 1θn)
donde 1 = 0C y B1n = supx∈SH sup|a|≤δ supA≤σ≤B |R1(x, a, σ) − ER1(x, a, σ)|. Por lo
tanto, bastara´ mostrar que para algu´n c1 y para todo 1 > c1,
∑
n≥1 P(B1n > 1θn) <∞.
Sea ρn = log(n)/n y sean x1, · · · , x` tales que SH ⊂ ∪`j=1B(xj, ρn) donde ` = Nρn(SH ).
Luego, si llamamos Sn(x, a, σ) = R1(x, a, σ)− ER1(x, a, σ) y S˜n,k(x, a, σ) = Sn(x, a, σ)−
Sn(xk, a, σ), tenemos que Sn(x, a, σ) = Sn(xk, a, σ) + S˜n,k(x, a, σ) con lo cual
P( sup
A≤σ≤B
|a|≤δ
sup
x∈SH
Sn(x, a, σ) > 0θn) ≤ P( sup
A≤σ≤B
|a|≤δ
ma´x
1≤k≤`
|Sn(xk, a, σ)| > 1
2
θn)
+ P( sup
A≤σ≤B
|a|≤δ
ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
|S˜n,k(x, a, σ)| > 1
2
θn).
Observemos que |S˜n,k(x, a, σ)| ≤ |R1(x, a, σ)−R1(xk, a, σ)|+|ER1(x, a, σ)−ER1(xk, a, σ)|.
Por otra parte, como g es Lipschitz de orden η1, tenemos que |Wi,a,σ(x1) −Wi,a,σ(x2)| ≤
Cg‖ψ′‖∞d(x1, x2)η1/A para todo a y A < σ < B donde Cg es la constante de Lipschitz de
g. Luego, si d(xk, x) ≤ ρn < 1 tenemos que
|R1(x, a, σ)−R1(xk, a, σ)| ≤ ‖ψ‖∞ 1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)|+Cg
A
‖ψ′‖∞ ρ
η
n
nφ(h)
n∑
i=1
|Ki(xk)|.
Luego, si A˜1 = Cg‖K‖∞‖ψ′‖∞/A
ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
sup
|a|≤δ
sup
A≤σ≤B
|R1(x, a, σ)−R1(xk, a, σ)| ≤ A˜1 ma´x
1≤k≤`
ρηn
nφ(h)
n∑
i=1
IB(xk,ρ(Xi)
+‖ψ‖∞ ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)| .
Si η ≥ 1 obtenemos que ρηn < ρn
ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
sup
|a|≤δ
sup
A≤σ≤B
|R1(x, a, σ)−R1(xk, a, σ)| ≤ A˜1 ma´x
1≤k≤`
ρn
nφ(h)
n∑
i=1
IB(xk,ρn)(Xi)
+‖ψ‖∞ ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)|
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que ya estudiamos en la demostracio´n del Lema 4.3.2c). Por lo tanto, tenemos que
∑
n≥1
P
(
sup
A≤σ≤B
sup
|a|≤δ
ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
|S˜n,k(x, a, σ)| > 1 θn
2
)
<∞. (4.42)
Si η < 1 y se cumple la condicio´n (4.39) entonces, ρηn ≤ Cηρn/h con lo cual
ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
sup
|a|≤δ
sup
A≤σ≤B
|R1(x, a, σ)−R1(xk, a, σ)| ≤ A˜1Cη ma´x
1≤k≤`
ρn
nhφ(h)
n∑
i=1
IB(xk,ρn)(Xi)
+‖ψ‖∞ ma´x
1≤k≤`
sup
x∈B(xk,ρn)∩SH
1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)| .
y (4.42) se deduce de lo probado en la demostracio´n del Lema 4.3.2c).
Si η < 1 y se cumple la condicio´n (4.40) entonces la sucesio´n θ−1n ρ
η
n es acotada, luego
si definimos
Zi =
ρηn
nφ(h)
IB(xk,ρn(Xi)
argumentos ana´logos a los dados en el Lema 4.3.2c) permiten mostrar que existe c˜ tal que
para 1 > c˜ ∑
n≥1
P
(
ma´x
1≤k≤`
ρηn
nφ(h)
n∑
i=1
IB(xk,ρn(Xi) >
1
4
θn
)
<∞ ,
lo que prueba (4.42).
Falta acotar solamente pin donde
pin = P
(
sup
A≤σ≤B
sup
|a|≤δ
ma´x
1≤k≤`
|Sn(xk, a, σ)| > 1 θn
2
)
.
Consideremos ahora un cubrimiento de |a| ≤ δ por intervalos I(a)j = [aj, aj+1] tales que
|aj+1 − aj| < νn con νn = 1/
√
n. Luego, tenemos a lo sumo N1,νn = 2δν
−1
n intervalos.
Consideremos tambie´n un cubrimiento de A ≤ σ ≤ B con intervalos I(σ)j = [σj, σj+1] tales
que |σj+1−σj| < νn, donde nuevamente tenemos a lo sumo N2,νn = (B−A)ν−1n intervalos.
Observemos que pin ≤ pin,1 + pin,2 donde
pin,1 = P
(
ma´x
1≤s≤N2,νn
ma´x
1≤j≤N1,νn
ma´x
1≤k≤`
|Sn(xk, aj, σs)| > θn 1
4
)
(4.43)
pin,2 = P
 ma´x1≤j≤N1,νn
1≤s≤N2,νn
ma´x
1≤k≤`
sup
A≤σ≤B
σ∈I(σ)s
sup
|a|≤δ
a∈I(a)j
|Sn(xk, aj, σs)− Sn(xk, a, σ)| ≥ θn 1
4
 . (4.44)
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Como|Wi;a; (x)| ≤ ‖ ‖1 , argumentos ana´logos a los utilizados en el Lema 4.3.2, permiten
mostrar que
sup
A B
sup
jaj
ma´x
1k ‘
P

|Sn(xk ; a;  )| >  n  1
4

≤ exp

(1− C 21) SH

log(n)
n

Por lo tanto, si C2 = 2 (B − A), tenemos que
P
0
@ ma´x
1≤j≤N1,νn
1sN 2,νn
ma´x
1k ‘
|Sn(xk ; aj ;  s)| >  n  1
4
1
A ≤ 2N1; nN2; nN  n(SH ) exp

−C 21 SH

log(n)
n

≤ 2C2   2n exp

(1− C 21) SH

log(n)
n

:
Si elegimos  1 tal que (1− C 21) > 1−  y como  n = 1=
√
n tenemos que
 n;1 ≤ 2C2   2n exp

(1−  ) SH

log(n)
n

≤ 2C2n exp

(1−  ) SH

log(n)
n

:
(4.45)
Por lo tanto, (4.38) implica que
P
n1  n;1 < ∞.
Falta mostrar que
P
n1  n;2 < ∞. Observemos que si a ∈ I (a)j , para todo A <  < B
|R1(xk ; aj ;  )− R1(xk ; a;  )| ≤ ‖ 
0‖1
A
 n
n(h)
nX
i=1
K i (xk) ;
Por otra parte, si  ∈ I ( )s llamando  (t) = t 0(t) obtenemos
|R1(xk ; aj ;  s)− R1(xk ; aj ;  )| ≤ ‖ ‖1A
 n
n(h)
nX
i=1
K i (xk) :
Por lo tanto, tenemos que
|R1(xk ; a;  )− R1(xk ; aj ;  s)| ≤ |R1(xk ; a;  )− R1(xk ; aj ;  )|+ |R1(xk ; aj ;  )− R1(xk ; aj ;  s)|
≤
 ‖ 0‖1
A +
‖ ‖1
A

 n
n(h)
nX
i=1
K i (xk)
de donde si llamamos
C3 =
 ‖ 0‖1
A +
‖ ‖1
A

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y observamos que (1/nφ(h))
∑n
i=1Ki(xk) = R0(xk) deducimos que
|Sn(xk, a, σ)− Sn(xk, aj, σs)| ≤ |R1(xk, a, σ)−R1(xk, aj, σs)|+ E|R1(xk, a, σ)−R1(xk, aj, σs)|
≤ C3 νn
nφ(h)
n∑
i=1
Ki(xk) + C3
νn
φ(h)
EK1(xk)
≤ C3 νn |R0(xk)− ER0(xk)|+ 2C3 νn
φ(h)
EK1(xk)
Usando que EK1(xk) ≤ C ′φ(h) y que, como νn = 1/
√
n, θ−1n ηn → 0, obtenemos que existe
n0 tal que si n ≥ n0, θ−1n νn ≤ mı´n{1/C3, 1/(16C ′C3)}. Luego, para n ≥ n0 tenemos la
acotacio´n
θ−1n |Sn(xk, a, σ)− Sn(xk, aj, σs)| ≤ |R1(xk, a, σ)−R1(xk, aj, σs)|+ E|R1(xk, a, σ)−R1(xk, aj, σs)|
≤ C3 θ−1n νn |R0(xk)− ER0(xk)|+ 2C ′C3θ−1n ηn
≤ |R0(xk)− ER0(xk)|+ 1
8
.
Por lo tanto, el miembro derecho de la u´ltima desigualdad no depende de a y σ lo que
implica que
pin,2 ≤ P
(
ma´x
1≤k≤`
|R0(xk)− ER0(xk)| > 1
8
)
.
Recordemos que para todo 0 > 0∑
n≥1
P( sup
x∈SH
|R0(x)− ER0(x)| > 0) <∞
de donde
∑
n≥1 pin,2 <∞. 
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Captulo 5
Un resultado auxiliar sobre el
n umero de cubrimiento
En este Cap´ıtulo daremos un resultado auxiliar que nos resultara´ de utilidad para
obtener la distribucio´n asinto´tica de los estimadores robustos en modelos parcialmente
lineales funcionales.
5.1. El resultado
Sea SH  H compacto.
Lema 5.1.1. Para cualquierδ > 0 y medida de probabilidadQ, se cumple que
logN(2δ,C, L2(Q))  2
δ
+ C N

(SH ) ,
logNb c(4δ,C, L2(Q)) 
2
δ
+ C N

(SH ) ,
donde
C = fg : SH  H ! R continua : kgk1  1 y jg(y)   g(x)j  d(x, y)
8x 2 SH 8y 2 SH g.
y C es una constante que no depende ni deQ ni de SH .
Demostracio´n. Como SH es compacto, dado δ > 0, existen x1, . . . , x‘ 2 H tales que
SH 
‘⋃
i=1
B(xi , δ),
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donde ` = Nδ(SH ). Sin pe´rdida de generalidad podemos suponer xi 2 SH . Elijamos los
ı´ndices en x1, . . . , x` de modo tal que dado j > 1 9i < j tal que B(xi, δ) \ B(xj, δ) 6=;, o
sea, d(xi, xj) < 2δ.
Sea B1 = B(x1, δ); B2 = B(x2, δ)   B1; Bj = B(xj, δ)  
j  1[
i=1
Bi. Luego SH 
S `
i=1 Bi y
Bi \ Bj = ; si i 6=j. Ma´s au´n, SH =
S `
i=1 Ai con Ai = Bi \ SH .
Para cada g 2 C definamos la funcio´n
eg(x) =
`X
k=1
δ

g(xk)
δ

IAk (x),
donde [[w]] indica la parte entera de w.
Luego, la funcio´n eg resulta constante sobre cada conjunto Ak y solamente toma valores
en el conjunto fδ m, m 2 Zg. Adema´s, se tiene que keg   gk1 < 2δ. Efectivamente, dado
x 2 SH ,
i) Como
g(xk)
δ
=

g(xk)
δ

+ d con 0  d < 1,
tenemos que
δ
g(xk)
δ
= δ

g(xk)
δ

+ δd con 0  d < 1 .
Obtenemos entonces que g(xk) = δ [g(xk)/δ] + δd con 0  d < 1, por lo tanto




g(xk)   δ

g(xk)
δ





< δ.
ii) Sea x 2 Ak, luego x 2 B(xk, δ). Por lo tanto, observando que




δ

g(xk)
δ

  g(x)









δ

g(xk)
δ

  g(xk)




+ jg(xk)   g(x)j ,
y usando que jg(xk)   g(x)j  d(xk, x) < δ y lo probado en i), se tiene que




δ

g(xk)
δ

  g(x)




< 2δ .
iii) Dado x 2 SH , como
P `
k=1 IAk = ISH , Ak \ Aj = ;, existe un u´nico k = kx tal que
x 2 Ak luego por ii)
jeg(x)   g(x)j =




δ

g(xk)
δ

  g(x)




< 2 δ .
Es decir, para todo x 2 SH , jeg(x)   g(x)j < 2 δ.
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Como |g(x1)| ≤ 1, [g(x1)/δ] ≤ [1/δ], por lo tanto, [g(x1)/δ] toma a lo sumo 2 [1/δ] + 1
valores.
Ahora bien, dado k > 1 existe j < k d(xj, xk) < 2 δ por lo tanto,
|g˜(xk)− g˜(xj)| ≤ |g˜(xk)− g(xk)|+ |g(xk)− g(xj)|+ |g(xj)− g˜(xj)| < 6δ.
Luego, una vez obtenido g˜(xj), g˜(xk) so´lo puede tomar valores entre g˜(xj)−6δ y g˜(xj)+6δ,
es decir, como
g˜(xk) = δ
[[
g(xk)
δ
]]
y g˜(xj) = δ
[[
g(xj)
δ
]]
,
(1/δ)g˜(xk) puede tomar so´lo 13 valores enteros entre
−
[[
g(xj)
δ
]]
− 6 y
[[
g(xj)
δ
]]
+ 6.
Resumiendo si Mk = [g(xk)/δ],
g˜(x) =
∑`
k=1
δMkIBk(x)
donde M1 toma N = 2
[
1
δ
]
+ 1 valores, una vez elegido Mk−1, so´lo tenemos 13 posibles
elecciones para el valor Mk, es decir, tengo un total de a lo sumo N13
`. Es decir, el nu´mero
de posibles funciones g˜ esta´ mayorado por (2 [1/δ] + 1) 13`. Por lo tanto,
N(2δ,C,‖ · ‖∞) ≤
(
2
[[
1
δ
]]
+ 1
)
13`.
Usando que N(2δ,C, L2(Q)) ≤ N(2δ,C,‖ · ‖∞) y como ` = Nδ(SH ) obtenemos que
logN(2δ,C, L2(Q)) ≤ log
(
2
δ
+ 1
)
+ log(13)Nδ(SH ) ≤ 2
δ
+ log(13)Nδ(SH ) .
Sea h = g˜ una de las posibles funciones que constru´ımos. Para esa funcio´n h, definamos
Uh(x) = h(x) + 2δ y Lh(x) = h(x) − 2δ. Como para cada g ∈ C, existe g˜ tal que
‖g˜ − g‖∞ < 2δ, de donde g˜(x) − 2δ < g(x) < g˜(x) + 2δ. Luego, con cada una de las
funciones h construimos un bracket de taman˜o 4δ de la forma [Lh(x), Uh(x)] y con estos
brackets cubrimos a C. Obtenemos entonces que
Nb c(4δ,C,‖ · ‖∞) ≤
(
2
[[
1
δ
]]
+ 1
)
13` .
Como adema´s cada bracket en ‖ · ‖∞ tiene un taman˜o en L2(Q) de 4δ,
Nb c(4δ,C, L2(Q)) ≤
(
2
[[
1
δ
]]
+ 1
)
13` .
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y por lo tanto, para cualquier medida de probabilidadQ,
logNb c(4δ,C, L2(Q))  log

2
δ
+ 1

+ log(13)N

(SH ) 
2
δ
+ log(13)N

(SH )
lo que concluye la demostracio´n del Lema. 
Del Lema 5.1.1 se deduce inmediatamente el siguiente resultado
Lema 5.1.2. Sea SH  H compacto. Para cualquier δ > 0 y medida de probabilidad Q,
se cumple que
logN(2δ,CM , L2(Q)) 
2M
δ
+ C N δ
M
(SH ) ,
logNb c(4δ,CM , L2(Q)) 
2M
δ
+ C N δ
M
(SH ) ,
donde
CM = fg : SH  H ! R continua : kgk∞  M y jg(y)   g(x)j  M d(x, y)
8x 2 SH 8y 2 SH g. (5.1)
y C es una constante que no depende ni de Q ni de SH .
Para probar el Lema 5.1.2, basta usar que N(2δ,CM , L2(Q)) = N(2δ/M,C, L2(Q)) y
Nb c(4δ,CM , L2(Q)) = Nb c(4δ/M,C, L2(Q)).
En el caso particular, en que H sea un espacio normado obtenemos el siguiente resul-
tado.
Lema 5.1.3. Sea SH  H compacto y convexo. Para cualquier δ > 0 y medida de
probabilidad Q, se cumple que
logN(2δ,CM , L2(Q)) 
2M
δ
+ C N δ
M
(SH ) ,
logNb c(4δ,CM , L2(Q)) 
2M
δ
+ C N δ
M
(SH ) ,
donde
CM = fg : SH  H ! R continua : kgk∞  M y kg′xk  M
8x 2 SH donde g′x es la derivada de Hadamard de g en xg.
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Demostraci on. Sin pe´rdida de generalidad supongamos M = 1. Como SH es compacto,
dado δ > 0, existen x1, . . . , x‘ 2 H tales que SH 
S
‘
i=1 B(xi , δ), donde ` = N  (SH ).
Como en la demostracio´n del Lema 5.1.1, supongamos que xi 2 SH . Elijamos los ı´ndices
en x1, . . . , x‘ de modo tal que dado j > 1 9i < j tal que B(xi , δ) \ B(xj , δ) 6=;, o sea,
d(xi , xj ) < 2δ.
Definamos φi (t) = tx+ (1   t)xi , con t 2 [0, 1] entonces, φi (0) = xi y φi (1) = x. Para
ψ 2 CM como Im(φi )  SH , definamos las funciones gi : [0, 1] ! R, gi (t) = ψ(φi (t)).
Observemos que gi es una funcio´n continua y derivable, pues tanto ψ como φi son
Hadamard diferenciables. Luego, por el Teorema del valor medio existe ξi entre 0 y 1 tal
que gi (1) = gi (0) + g
0
i (ξi )(1   0), es decir,
ψ(x) = ψ(xi ) + g
0
i (ξi )
donde, por regla de la cadena, g0i (ξi )1 = ψ
0
 i( i)(φ
0
i (ξi )1) = ψ
0
 i( i)(x   xi ). Luego, jψ(x)  
ψ(xi )j  d(x, xi ). La conclusio´n se obtiene ahora como en el Lema 5.1.1. 
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Captulo 6
Modelo parcialmente lineal en
dimension innita
En este cap´ıtulo, combinaremos la flexibilidad de un modelado parcialmente lineal con
el tratamiento noparame´trico de datos funcionales.
Como en Aneiros-Pe´rez y Vieu (2006), trabajaremos con el modelo de regresio´n parcial-
mente lineal semi-funcional (PLSF), que supone se tienen n observaciones i.i.d. (Yi,Z
t
i , Xi)
t,
i = 1, . . . , n, tales que
Yi =
p∑
j=1
Zijβj + g(Xi) + i = β
tZi + g(Xi) + i (6.1)
donde Zij (j = 1, . . . , p) son variables explicativas reales, Xi es otra variable explicativa
pero de naturaleza funcional, los errores i son independientes e ide´nticamente distri-
bu´ıdos e independientes de (Zti , Xi)
t, β = (β1, . . . , βp)
t es un vector de para´metros reales
desconocidos y g : H ! R es un operador suave desconocido que no tiene porque´ ser
lineal.
Ya mencionamos que los espacios ma´s interesantes para modelar con variables funcio-
nales son los espacios semime´tricos. Por eso consideraremos que X toma valores en algu´n
espacio abstracto semi-me´trico H y denotamos por d(, ) a la semime´trica asociada.
En este Cap´ıtulo estudiaremos el modelo de regresio´n PLSF. Ma´s precisamente, es-
taremos interesados en estimar el operador de regresio´n g y el para´metro desconocido
multivariado β.
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6.1. Estimadores cla´sicos
Supongamos que (Y,Zt, X)t es un vector aleatorio con la misma distribucio´n que
(Yi,Zi
t, Xi)
t,es decir,
Y = βtZ + g(X) + 
donde  es independiente de (Zt, X)t. Aneiros–Pe´rez y Vieu (2006) suponen que E() = 0.
Luego, usando que  es independiente de (Zt, X)t y definiendo φ0(x) = E(Y |X = x),
φj(x) = E(Zj|X = x) y φ(x) = (φ1(x), . . . , φp(x))t, obtenemos, tomando esperanza
condicional, que g(x) = φ0(x)− βtφ(x), de donde
Y − φ0(x) = βt(Z− φ(x)) + .
Esto sugiere que si proponemos a priori estimadores de φ0(x) y φ(x), que indicaremos
φ̂0(x) y φ̂(x) respectivamente, podemos obtener un estimador para β y, finalmente, un
estimador para g.
En el caso cla´sico se estima las esperanzas condicionales por el estimador de Nadaraya–
Watson, o sea, por
φ̂0(x) =
n∑
i=1
wi(x)Yi φ̂j(x) =
n∑
i=1
wi(x)Zij,
donde wi(x) son los pesos definidos en (4.3). Por otra parte, los estimadores de β y
g propuestos por Aneiros-Pe´rez y Vieu (2006) se obtienen utilizando un estimador de
mı´nimos cuadrados sobre los residuos, o sea,{
β̂ = (Z˜h
tZ˜h)
−1Z˜htY˜h
ĝ(x) =
∑n
i=1wi(x)(Yi − Zti β̂),
donde Y˜h = (In −Wh)Y y Z˜h = (In −Wh)Z, In ∈ Rn×n la matriz identidad y Wh la
matriz de pesos (Wh)ij = wj(Xi).
Como en el Cap´ıtulo 4, h es el para´metro de suavizado que aparece t´ıpicamente en
cualquier enfoque de estimacio´n noparame´trico.
Bajo ciertas hipo´tesis, Aneiros–Pe´rez y Vieu (2006) obtienen resultados de convergen-
cia sobre compactos del estimador ĝ:
sup
x∈SH
|ĝ(x)− g(x)| = O(hα) +Oa.s.
(√
log(n)
nφ(h)
)
donde φ es una funcio´n que controla la probabilidad de la pequen˜a bola dada en H1
y α es una constante positiva relacionada con las hipo´tesis utilizadas. Adema´s, obtienen
resultados sobre el comportamiento asinto´tico del estimador de la componente parame´trica
del modelo extendiendo resultados previos establecidos para el caso no funcional.
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Como se puede apreciar el estimador̂g esta´ basado en un promedio de las variables
respuesta por lo que resulta muy sensible a observaciones at´ıpicas, particularmente a
aquellas que se encuentran en el entorno del punto X. Por otra parte, para la estimacio´n
de β se considera un estimador de mı´nimos cuadrados sobre los residuos, por lo que dicho
estimador tambie´n sera´ sensible a la presencia de datos ano´malos.
6.2. Estimadores robustos
Los me´todos estad´ısticos robustos tienen como objetivo permitir inferencias va´lidas
cuando el modelo no se cumple exactamente. Teniendo en cuenta la sensibilidad de los
estimadores de (β, g) definidos por Aneiros-Pe´rez y Vieu (2006), introduciremos estima-
dores robustos para el modelo PLSF extendiendo una propuesta en tres pasos dada en
el caso finito dimensional por Bianco y Boente (2004) al caso funcional utilizando el
M−estimador local funcional definido en el Cap´ıtulo 4.
Este enfoque no requiere momentos de los errores y esta´ basado, como en el Cap´ıtulo
4, en la extensio´n de la nocio´n de esperanza condicional a la situacio´n en que no existen
momentos dada en Boente y Fraiman (1989). Sea ψ : R → R una funcio´n de escores
acotada y continua y sean F0(y|X = x) y Fj(z|X = x) las distribuciones condicionales
de Y |X = x y de Zj|X = x, respectivamente. Sean φj(x), 0 ≤ j ≤ p los funcionales de
posicio´n condional relacionados a un suavizador robusto. Ma´s precisamente, sean para
cada x ∈ H , φj(x), 0 ≤ j ≤ p las soluciones de
E
[
ψ
(
Y − φ0(x)
σ0(x)
) ∣∣∣X = x] = 0
E
[
ψ
(
Zj − φj(x)
σj(x)
) ∣∣∣X = x] = 0 , 1 ≤ j ≤ p .
donde σ0(x) and σj(x) son la mad de las distribuciones condicionales Y |X = x y de
Zj|X = x, respectivamente.
Los estimadores en tres pasos pueden definirse como sigue
Paso 1: Estimemos φ0(x) y φj(x) con un suavizador robusto. Denotemos con φ̂0(x)
y φ̂j(x) a los estimadores obtenidos y φ̂(x) = (φ̂1(x), . . . , φ̂p(x))
t.
Paso 2: El estimador de β , β̂, se obtiene utilizando cualquier estimador de regresio´n
robusto sobre los residuos Yi − φ̂0(Xi) y Zi − φ̂(Xi).
Paso 3: El estimador de la funcio´n de regresio´n g se define como ĝ(x) = φ̂0(x) −
β̂
t
φ̂(x).
Como en Boente et al. (2006), en el Paso 3, podemos considerar un estimador al-
ternativo de la funcio´n de regresio´n g suavizando robustamente los residuos Yi − β̂tZi.
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Esto puede hacerse utilizando tambie´n estimadores robustos basados en nu´cleos como en
el Cap´ıtulo 4. Para ser ma´s precisos, podemos definir un nuevo estimador de g(x) que
indicaremos ̂̂g(x) como la solucio´n de ̂̂λ(x, a, ̂̂s(x)) = 0, donde
̂̂
λ(x, a, σ) =
n∑
i=1
K
(
d(x,Xi)
h
)
ψ
(
Yi − β̂tZi − a
σ
)
, (6.2)
y ̂̂s(x) es un estimador robusto de escala como, por ejemplo, la mad de la distribucio´n
emp´ırica condicional
̂̂
F (u|X = x) =
n∑
i=1
K
(
d(x,Xi)
h
)
I(−∞,u]
(
Yi − β̂tZi
){ n∑
i=1
K
(
d(x,Xi)
h
)}−1
.
Sin embargo, un para´metro de suavizado h distinto del utilizado en el Paso 1 puede
ser preferible ya que los residuos Yi − β̂tZi tienen menor variabilidad que las variables
originales Yi. Estos estimadores son los que consideraremos en el estudio de simulacio´n
que describiremos en el Cap´ıtulo 8.
En el Paso 1, los suavizadores robustos pueden elegirse como las medianas locales
φ̂0,med(x) y φ̂j,med(x), es decir, como la mediana de las funciones de distribucio´n condi-
cionales emp´ıricas F̂0(y|X = x) y F̂j(z|X = x), correspondientes a los definidos en (3.3).
Es decir, F̂0(y|X = x) y F̂j(z|X = x) esta´n definidas como
F̂0(y|X = x) =
n∑
i=1
wi(x)I(−∞,y](Yi) ,
F̂j(z|X = x) =
n∑
i=1
wi(x)I(−∞,z](Zij) 1 ≤ j ≤ p ,
donde wi(x) son los pesos definidos en (4.3). Observemos que F̂0(y|X = x) y F̂j(z|X = x)
proveen estimadores de las funciones de distribucio´n condicional, F0(y|T = t) y Fj(z|X =
x), de Y |X = t y Zj|X = x, respectivamente.
Por otro lado, en el Paso 1, tambie´n podemos considerar M−estimadores locales de
la regresio´n de Y versus X y de cada componente de Z versus X, φ̂0,m(x) y φ̂j,m(x)
respectivamente. Como en el Cap´ıtulo 4, los estimadores esta´n definidos impl´ıcitamente
como la solucio´n u´nica de λ̂0(x, φ̂0,m(x), ŝ0(x)) = 0 y λ̂j(x, φ̂j,m(x), ŝj(x)) = 0 donde
λ̂0(x, a, σ) =
n∑
i=1
wi(x)ψ
(
Yi − a
σ
)
λ̂j(x, a, σ) =
n∑
i=1
wi(x)ψ
(
Zij − a
σ
)
,
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donde ŝ0 y ŝj, 1 ≤ j ≤ p, son estimadores locales de escala robustos, tales como la mad
de las distribuciones F̂0(y|X = x) y F̂j(z|X = x), respectivamente. Posibles elecciones
para la funcio´n ψ son la funcio´n de Huber que es mono´tona o la bicuadrada que como se
menciono´ en la observacio´n i) de la Seccio´n 4.3.2, no cumple H6.
Como se describe en el Paso 2, una vez que uno obtiene estimadores robustos de φ0(x)
y φj(x), φ̂0(x) y φ̂j(x), el estimador robusto del para´metro de regresio´n puede obtenerse
aplicando a los residuos r̂i = Yi − φ̂0(Xi) y Ûi = Zi − φ̂(Xi) cualquiera de los me´todos
robustos propuestos para regresio´n lineal (ver Maronna et al., 2006).
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Captulo 7
Comportamiento asintotico de los
estimadores bajo un modelo PLSF
En este Cap´ıtulo probaremos la consistencia del estimador β̂ y del estimador ĝ defini-
dos en los Pasos 1 a 3, bajo condiciones generales. Por otra parte, los resultados sobre la
distribucio´n asinto´tica del estimador de β requerira´n como en el caso finito–dimensional
que P(X ∈ SH ) = 1 para algu´n conjunto compacto SH ⊂ H . En este caso, necesitare-
mos pedir algunas condiciones sobre el nu´mero de cubrimiento de SH para asegurar la
convergencia de algunos de los te´rminos del desarrollo lineal del estimador.
7.1. Consistencia
Para obtener resultados de consistencia para los estimadores propuestos necesitamos
considerar las siguientes hipo´tesis adicionales.
H2’ Para 0 ≤ j ≤ p, Fj (·|X = x) son sime´tricas alrededor de φj (x), respectivamente.
H3’ Sea SH un conjunto compacto de H tal que
i) F0(y|X = x) y Fj (z|X = x) son funciones continuas de x en un entorno de SH ,
para 1 ≤ j ≤ p
ii) se verifica la siguiente condicio´n de equicontinuidad:
∀ > 0∃δ > 0 : |u− v| < δ ⇒ sup
x∈SH
ma´x
0≤j≤p |Fj (u|X = x)− Fj (v|X = x)| < .
Las conclusiones de los Teoremas 7.1.1 y 7.1.2, que son consecuencia directa de los
Teoremas 4.3.4 y 4.3.6 permiten, conjuntamente con el Teorema 7.1.4, establecer la con-
sistencia de los estimadores tanto del para´metro de regresio´n β como de la funcio´n g,
cuando el suavizado esta´ basado en las medianas locales o M−suavizadores locales.
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Teorema 7.1.1. Bajo las hipo´tesis H1, H3’, H4, H5 y H7 se tiene que
sup
x2S H
sup
u2R
j bFj (ujX = x)   Fj (ujX = z)j a:s: ! 0
cuando n ! 1, 0  j  p.
Proposicio´n 7.1.2. Supongamos que se cumplen H1, H2’, H3’, H4, H5 y H7. En-
tonces, dado SH  H compacto,
a) si se cumple H6, entonces supx2S H j bφj;m (x)   φj (x)j a:s: ! 0 para 0  j  p,
b) si, Fj (z jX = x) tiene una u´nica mediana en φj (x), para 0  j  p, se tiene que
supx2S H j bφj;med (x)   φj (x)j a:s: ! 0, 0  j  p.
El Lema 7.1.3 y el Teorema 7.1.4 son analogos al Lema 1 y Teorema 1 de Bianco y
Boente (2004), respectivamente.
Lema 7.1.3. Sea H separable y completo y sean (r i ,uti , xi )t 2 Rp+1  H , 1  i  n
vectores aleatorios i.i.d. sobre (
, A, P) tales que (r i ,uti )t tienen distribucio´n comu´n
P . Sean bη0(x) y bη(x) = ( bη1(x), . . . , bηp(x)) t funciones aleatorias tales que para cualquier
conjunto compacto SH  H
sup
x2S H
jbηj (x)j a:s: ! 0, 0  j  p. (7.1)
Definimos a Pn y Qn como las siguientes medidas emp´ıricas sobre Rp+1
Pn (A) = 1
n
nX
i=1
IA (r i ,u i ) Qn (A) = 1
n
nX
i=1
IA (r i + bη0(x i ), u i + bη(x i )),
donde A  Rp+1 es un conjunto de Borel. Entonces,
a) para toda funcio´n continua y acotada f : Rp+1 ! R se tiene que
jEQn (f )   EPn (f )j a:s: ! 0
b) pi(Qn , P ) a:s: ! 0, donde pi es la distancia de Prohorov.
La demostracion del Lema 7.1.3 se encuentra en el Apendice.
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Teorema 7.1.4. Sean (Yi ; Zti ; X i )t , 1  i  n vectores aleatorios independientes que
satisfacen el modelo (6.1). Denotemos por P a la distribucio´n de (r i ; uti )t = (Y i  
 0(X i ); Zti   (X i )t )t , donde  0(x) y (x) esta´n definidas en (H2’) con  0(x) =  t (x)+
g(x). Supongamos que H es separable y completo y que b j (x), 0  j  p son estimadores
de  j (x) tales que para cualquier conjunto compacto SH  H
sup
x2S H
j b j (x)    j (x)j a:s: ! 0; 0  j  p: (7.2)
Sea  (H ) un funcional de regresio´n para el modelo w =  t v+  donde  y v son indepen-
dientes y (w; vt )t  H . Supongamos que  (H ) es continuo en P y que adema´s provee
estimadores Fisher consistentes.
Sean bPn (A) = (1=n) P ni=1 IA (br i ; bui ) con br i = Yi   b 0(X i ) y bui = Zi   b(X i ), donde
b
(x) = ( b 1(x); : : : ; b p(x)) t y b r =  ( bPn ). Entonces, se tiene que
b
 r
a:s:
 !  :
Demostraci on. Sea
Pn (A) = 1n
nX
i=1
IA (r i ; ui ) :
Usando (7.2) y el Lema 7.1.3, tenemos quejE bPn (f )   EPn (f )j
a:s:
 ! 0, mas aun, como
 (Pn ; P) a:s: ! 0 obtenemos que ( bPn ; P) a:s: ! 0.
Usando que (H ) es continua enP , obtenemos que ( bPn ) a:s: !  (P ). Para concluir la
demostracion basta observar queb r =  ( bPn ) y  (P ) =  puesr i =  t ui +  i . 
El siguiente Corolario se deduce inmediatamente del Teorema 7.1.4.
Corolario 7.1.5. Sean (Yi ; Zti ; X i )t , 1  i  n vectores aleatorios independientes que
satisfacen el modelo (6.1) y supongamos que b j (x), 1  j  p son estimadores de  j (x)
tales que para cualquier conjunto compacto SH  H
sup
x2S H
j b j (x)    j (x)j a:s: ! 0; 0  j  p:
Bajo las condiciones del Teorema 7.1.4, el estimador bg(x) = b 0(x)   b tr b(x) de la funcio´n
de regresio´n g cumple que supx2S H jbg(x)   g(x)j a:s: ! 0.
7.2. Distribucio´n Asinto´tica
Sean 1 y w2 una funcion de escores y de peso, respectivamente. Seanb 0(x) y b(x)
estimadores consistentes de 0(x) y (x), respectivamente, donde  0(x) cumple  0(x) =

t
(x) + g(x).
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En este captulo, daremos la distribucion asintotica de los estimadores del parametro
de regresion cuando estan denidos como cualquier solucion de
n∑
i=1
ψ1
(
r̂i − β̂
t
ûi
sn
)
w2(‖ûi‖)ûi = 0, (7.3)
con r̂i = Yi − φ̂0(Xi), ûi = Zi − φ̂(Xi) y sn es un estimador de escala de los residuos.
Observemos que la ecuacio´n (7.3) corresponde a la ecuacio´n derivada que permite defi-
nir un estimador robusto de regresio´n, ya sea, un M−estimador, GM−estimador o un
MM−estimador.
Para obtener la distribucio´n asinto´tica de los estimadores del para´metro de regresio´n,
pediremos que las covariables Xi este´n en un conjunto compacto SH .
Indiquemos por (R(X),U(X)t)t a un vector aleatorio con la misma distribucio´n que
(ri,u
t
i )
t = (Yi − φ0(Xi), (Zi − φ(Xi))t)t. Luego, R(X)−U(X)tβ ∼ , donde  esta´ de-
finido en (6.1).
Necesitaremos el siguiente conjunto de hipo´tesis:
N1 ψ1 es una funcio´n impar, acotada, dos veces continuamente diferenciable con derivadas
ψ′1 y ψ
′′
1 acotadas tales que ϕ1(t) = tψ
′
1(t) y ϕ2(t) = tψ
′′
1(t) son acotadas.
N2 E(w2(‖U(X)‖)‖U(X)‖2) <∞ y la matriz
A = E
(
ψ′1
(
R(X)−U(X)tβ
σ0
)
w2(‖U(X)‖)U(X)U(X)t
)
= E
(
ψ′1
(

σ0
))
E(w2(‖U(X)‖)U(X)U(X)t)
es no singular.
N3 w2(u) = ψ2(u)u
−1 > 0 es una funcio´n acotada y Lipschitz de orden 1. Adema´s, ψ2 es
tambie´n una funcio´n acotada y continuamente diferenciable con derivada acotada
ψ′2 tal que λ2(t) = tψ
′
2(t) es acotada.
N4 E(w2(‖U(X)‖)U(X)|X = x) = 0 para casi todo x.
N5 Las funciones φj(x), 0 ≤ j ≤ p son continuas. Ma´s au´n, φj son Lipschitz de orden 1
para todo x, y ∈ SH , es decir, |φ(x)− φ(y)| ≤ Cd(x, y).
Lema 7.2.1. Sean (Yi,Z
t
i , Xi)
t, 1 ≤ i ≤ n vectores independientes que satisfacen el
modelo (6.1) con i independiente de (Z
t
i , Xi)
t, i con distribucio´n sime´trica. Supongamos
que Xi son elementos aleatorios tales que P(Xi ∈ SH ) = 1 donde SH es un conjunto
compacto. Llamemos (R(X),U(X)t)t un vector aleatorio con la misma distribucio´n que
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(r i ,uti )t = (Yi   φ0(Xi ), (Z i   (X i ))t )t . Sean bφj (x), 0  j  p estimadores deφj (x)
tales que
sup
x∈SH
j bφj (x)   φj (x)j p ! 0, 1  j  p
y supongamos quee p !  y sn p ! σ0. Entonces, bajoN1-N3, A n p ! A donde A
esta dada en N2 y
A n =
1
n
nX
i=1
ψ′1
 
bri   buti e
sn
!
w2(kbu i k)bu i buti .
La demostracio´n del Lema 7.2.1 se encuentra en el Ape´ndice.
Teorema 7.2.2. Sean(Yi ,Z ti , Xi )t , 1  i  n vectores independientes que satisfacen el
modelo (6.1) coni independiente de(Z ti , Xi )t , i con distribucion simetrica. Supongamos
queXi son elementos aleatorios tales queP(X 2 SH ) = 1 donde SH es un conjunto
compacto. Llamemos(R(X),U(X )t )t un vector aleatorio con la misma distribucion que
(ri ,uti )
t = (Yi   φ0(Xi ), (Z i   (X i ))t )t . Sean bφj (x), 0  j  p estimadores deφj (x)
tales quebφj (x) es continua enSH y
n1=4 sup
x∈SH
j bφj (x)   φj (x)j p ! 0, 0  j  p, (7.4)
Supongamos quesn p ! σ0 y queN1 a N5 se cumplen. Si ademas para todox 2 SH y
para todoh 2 H tal quex + h 2 SH y 0  j  p se verica que existe una constanteC1
independiente den, x y h tal que
j( bφj (x+ h)   bφj (x))   (φj (x+ h)   φj (x))j  C1d(x, x+ h) (7.5)
entonces, si
R

0
p
1 +N

(SH )dν < 1 se cumple
n1=2(b    ) D ! N(0,A −1 (A −1)t ),
dondeA esta denida en N2 y
 = σ20E

ψ21

R(X)   U(X )t 
σ0

w22(kU(X )k)U(X )U(X )t

= σ20E

ψ21


σ0

E(w22(kU(X )k)U(X )U(X )t ).
Demostraci on. Llamemos
L n(σ, b) =
σ
n
nX
i=1
ψ1

ri   uti b
σ

w2(ku i k)u i ,
bL n(σ, b) =
σ
n
nX
i=1
ψ1

bri   buti b
σ

w2(kbu i k)bu i .
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A partir de un desarrollo de Taylor de orden 1 alrededor de β̂, se tiene que
L̂n(σ,β) =
σ
n
n∑
i=1
ψ1
(
r̂i − ûti β̂
σ
)
w2(‖ûi‖)ûi+ 1
n
n∑
i=1
ψ′1
(
r̂i − ûti β˜
σ
)
w2(‖ûi‖)ûiûti (β̂−β),
donde β˜ es un punto intermedio entre β̂ y β. Debido a que β̂ es solucio´n de L̂n(sn,b) = 0,
esto implica que
L̂n(sn,β) = 0 +
1
n
n∑
i=1
ψ′1
(
r̂i − ûti β˜
sn
)
w2(‖ûi‖)ûiûti (β̂ − β)
y luego, se tiene que (β̂ − β) = A−1n L̂n(sn,β) con
An =
1
n
n∑
i=1
ψ′1
(
r̂i − ûti β˜
sn
)
w2(‖ûi‖)ûiûti .
Por la consistencia de β̂, el Lema 7.2.1 implica que An
p−→ A y por lo tanto, como
L̂n(sn,β) = (L̂n(sn,β)− Ln(sn,β)) + (Ln(sn,β)− Ln(σ0,β)) + Ln(σ0,β),
a partir de N2 sera´ suficiente mostrar que
(a) n1/2Ln(σ0,β)
D−→ N(0,Σ).
(b) n1/2[L̂n(sn,β)− Ln(sn,β)] p−→ 0.
(c) n1/2[Ln(sn,β)− Ln(σ0,β)] p−→ 0.
(a) Se deduce del partir del Teorema Central del L´ımite, porque ri − uti β = i.
(b) Llamemos ξi a un punto intermedio entre ri−uti β˜ y r̂i−ûti β˜ y η̂j(x) = φ̂j(x)−φj(x)
para 0 ≤ j ≤ p, y η̂ = (η̂1(x), . . . , η̂p(x))t. A partir de un desarrollo de Taylor de segundo
orden, se tiene que L̂n(sn,β) = Ln(sn,β) + L̂n,1 + L̂n,2 + L̂n,3 + L̂n,4 + L̂n,5, donde
L̂n,1 =
1
n
n∑
i=1
ψ′1
(
ri − uti β
sn
)
[η̂t(Xi)β − η̂0(xi)]w2(‖ui‖)ui,
L̂n,2 =
sn
n
n∑
i=1
ψ1
(
ri − uti β
sn
)
[w2(‖ûi‖)ûi − w2(‖ui‖)ui],
L̂n,3 =
sn
n
n∑
i=1
[
ψ1
(
r̂i − ûti β
sn
)
− ψ1
(
ri − uti β
sn
)]
w2(‖ûi‖)(ûi − ui),
L̂n,4 =
1
2sn
1
n
n∑
i=1
ψ′′1
(
ξi
sn
)
[βtη̂(Xi)− η̂0(Xi)]2w2(‖ûi‖)ui,
L̂n,5 =
1
n
n∑
i=1
ψ′1
(
ri − uti β
sn
)
[βtη̂(Xi)− η̂0(Xi)][w2(‖ûi‖)− w2(‖ui‖)]ui.
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Es facil ver que N3 implica que jw2(kbui k)   w2(kui k)j  Ckb (X i )k=kui k, donde C =
kw2k1 + C 2 , luego
n1=2kbLn;3k  pkw2k1 k 01k1 n1=2

ma´x
0j p supx2S H
jb j (x)j
 2
(1 + pkβk);
n1=2kbLn;4k 
1
2
1
sn
k 001k1 n1=2

ma´x
0j p supx2S H
jb j (x)j
 2
(1 + pkβk)2


k 2k1 + pkw2k1 ma´x0j p supx2S H
jb j (x)j

;
n1=2kbLn;5k  p Ck 01k1 (1 + pkβk)n1=2

ma´x
0j p supx2S H
jb j (x)j
 2
:
Por lo tanto, usando (7.4) y la consistencia de sn , se tiene que n1=2kbLn;j k
p
 ! 0, 3  j  5.
Falta ver que n1=2bLn;j
p
 ! 0 para j = 1; 2. Para eso, mostraremos que
n1=2
sn
n
nX
i=1
 
0
1

r i   uti β
sn

b ‘ (X i )w2(kui k)ui
p
 ! 0; 0  ‘  p; (7.6)
n1=2
sn
n
nX
i=1
 1

r i   uti β
sn

[w2(kbui k)bui   w2(kui k)ui ]
p
 ! 0: (7.7)
Para esto, usaremos la desigualdad ma´ximal que puede verse en Van der Vart y Well-
ner (1996), componente a componente, y definiremos clases apropiadas de funciones con
entrop´ıa uniforme finita.
Fijemos una coordenada j , 1  j  p. Para cualquier funcio´n m : H ! R, cualquier
vector de funciones m(x) = (m1(x); : : : ; mp(x))t y cualquier  2 (  02 ; 2 0), si ui;j denota
la j   e´sima coordenada de ui , definamos
Jn;1(; m ) = n1=2

n
nX
i=1
 
0
1

r i   uti β


m(X i )w2(kui k)ui;j ;
Jn;2(; m) = n1=2

n
nX
i=1
 1

r i   uti β


[w2(kui + m(x i )k)(ui;j + mj (x i ))   w2(kui k)ui;j ];
donde por simplicidad se ha omitido el sub´ındice j en las definiciones de Jn;1(; m ) y
Jn;2(; m ).
Sea I = ( 0=2;2 0) y sean C2 y C3 constantes positivas fijas. Definamos
C = fg : SH  H ! R continuas : kgk1  C2; y jg(y)   g(x)j  C3d(y; x)
8x 2 SH ; y 2 SH g
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Luego, C  CC4 con C4 = ma´x(C2; C3) y CM definida en (5.1). Usando el Lema 5.1.2,
tenemos que para cualquier medida de probabilidad Q y 80 <  < 2, el nu´mero de
bracketing Nb c(2; C; L2(Q)) satisface
log N (; C; L2(Q))  C4
2

+ log(13)N 
2C 4
(SH ))
donde N

(SH ) es el mı´nimo nu´mero de bolas de radio  que cubren SH . Consideremos las
clases de funciones
F1 =

f 1;;h (r; u; x ) =  01

r   ut 


w2(kuk)u j m(x);  2 I; h 2 C

F2 =
(
f 1;;h (r; u; x ) =  1

r   ut 


[w2(ku + m(x)k)(u j + mj (x))   w2(kuk)u j ];
 2 I; m(x) = (m 1(x); : : : ; mp(x))t ; m‘ 2 C
o
;
donde nuevamente por simplicidad se ha omitido el sub´ındice j . Observar que F1 y F2
tienen como envolvente las constantes A1 = 2 0k 01k1 k 2k1 y A2 = 4 0k 1k1 k 2k1 ,
respectivamente. Por otro lado, la independencia entre los  i = r i   uti  y (Z ti ; X i )t
implica que, para cualquier f 2 F1, Ef (r i ; u i ; X i ) = 0 ya que vale N4; mientras que,
Ef (r i ; u i ; X i ) = 0 para cualquier f 2 F2, dado que  1 es impar y los errores tienen
distribucio´n sime´trica.
Llamemos  1;s(t) = s 1(t=s) y  01;s(t) = s 01(t=s). Por N1, se tiene que ’ 1 y ’ 2 son
acotadas, por lo tanto
j 01;s1 (r )    01;s2 (r )j  (k 01k1 + k’ 2k1 )js1   s2j;
j 1;s1 (r )    1;s2 (r )j  (k 1k1 + k’ 1k1 )js1   s2j: (7.8)
Sean kf kQ;2 = (EQ(f 2))1=2, B1 = (k 01k1 (3+2 0)+k’ 2k1 )k 2k1 y B2 = 2k 2k1 (k 1k1 +
k’ 1k1 ) + 2  0pk 1k1 (kw2k1 (1 + p) + pk 02k1 ).
Es fa´cil ver que, dada m 2 C,  2 I y 0 <  < 2, si kms   mkQ;2 <  y j ‘    j <  ,
entonces
kf 1; ‘ ;m s   f 1;;m kQ;2  B1  :
Por lo tanto,
N (B 1; F1; L2(Q))  N (; C; L2(Q))N (; I; j  j):
Ana´logamente, dado m = (m1; : : : ; mp)t con mj 2 C,  2 I y 0 <  < 2, si m s =
(ms;1 : : : ; ms;p)t es tal que kms;j   mj kQ;2 <  para 0  j  p y j ‘    j <  , entonces
kf 2; ‘ ;m s   f 2;;m kQ;2  B2 
lo que implica
N (B 2; F2; L2(Q))  N (; C; L2(Q))pN (; I; j  j):
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Por lo tanto, las clases de funcionesF1 y F2 tienen entrop´ıa uniforme finita pues
p
1 + a + b p
a +
p
1 + b si a; b > 0.
Para cualquier clase de funciones F, definamos la integral
J(; F) = sup
Q
Z

0
q
1 + log(N ( kF kQ;2; F; L2(Q)))d ;
donde F es la envolvente de F y el supremo es tomado sobre todas las medidas de proba-
bilidad discretas Q con kF kQ;2 > 0. La funcio´n J es creciente, J(0; F) = 0 y J(1; F) < 1
y J(; F) ! 0 cuando  ! 0 para clases de funciones F que satisfacen la condicio´n de
entrop´ıa-uniforme. Ma´s au´n, si F0  F y si la envolvente F es usada para F0, entonces
J(; F0)  J(; F).
Para cualquier 0 <  < 1, consideremos las subclases
F1; = ff 1;;m (r; u; x) 2 F1 con kmk1 <  g  F1;
F2; = ff 2;;m (r; u; x) 2 F2 con m(x) = (m 1(x); : : : ; mp(x))t y km‘ k1 < ; 1  ‘  pg  F2:
Para cualquier  > 0, sea 0 <  < 1. Usando que sn
p
 !  0 y que (7.4) y (7.5) llevan a
que, para 0  j  p
sup
x2S H
jb j (x)j = sup
x2S H
j b j (x)    j (x)j p ! 0;
jb j (y)   b j (x)j < C 1d(x; y); 8x 2 SH 8y 2 SH ;
se tiene que, para n lo suficientemente grande, P(sn 2 I) > 1   =2 y P(b j 2 Cy kb j k1 <
 ) > 1   =2, para 0  j  p. Sea A3 = 2 0k 1k1 (kw2k1 (1 + p) + pk 02k1 ). Realizando
algunos ca´lculos sencillos se llega a que
sup
f 2F 1;
1
n
nX
i=1
f 2(r i ; u i ; X i )  A21 ;
sup
f 2F 2;
1
n
nX
i=1
f 2(r i ; u i ; X i )  A23 :
La desigualdad maximal para el nu´mero de cubrimiento establece que, para cualquier
0  ‘  p,
P(jJn;1(sn ; b ‘ )j > )  P(jJn;1(sn ; b ‘ )j > ; s n 2 I; b ‘ 2 Cy kb ‘ k1 <  ) + 
 P
 
sup
f 2F 1;





n1=2
1
n
nX
i=1
f (r i ; u i ; X i )





> 
!
+ 

1

E
 
sup
f 2F 1;





n1=2
1
n
nX
i=1
f (r i ; u i ; X i )





!
+ 

1

D1A1J(; F1) + ;
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dondeD1 es una constante que no depende de n. Similarmente,
P(|Jn,2(sn, η̂)| > ) ≤ 1

D2A2J
(
A23
A22
δ,F2
)
+ δ.
Ahora, (7.6) y (7.7) se deducen del hecho de que l´ım
δ! 0
J(δ,F1) = 0 y l´ım
δ!0
J(δ,F2) = 0,
cuando las clases F1 y F2 satisfacen la condicio´n de entrop´ıa uniforme.
(c) Como
n1/2[Ln(sn,β)− Ln(σ0,β)] = n  1/2
n∑
i=1
[ψ1,sn(ri − uti β)− ψ1,σ0(ri − uti β)]w2(‖ui‖)ui,
obtenemos el resultado deseado usando (7.8), la acotacio´n de ψ2 y la desigualdad maximal
para el nu´mero de cubrimiento, como en (b). 
La condicio´n
∫ δ
0
√
1 +Nν(SH )dν <∞ pedida sobre el conjunto compacto SH se cum-
ple por ejemplo si Nν(SH ) ≤ Cν  α para algu´n α > 2. Como se menciona en Ferraty et al.
(2010) esta condicio´n se cumple trivialmente en el caso H = Rq cuando la semime´trica
es la distancia eucl´ıdea usual en Rq. Tambie´n como se menciona en Henry y Rodriguez
(2013) se cumple cuando H es una variedad diferenciable. En Ferraty y Vieu (2006) y
Ferraty et al. (2010), se dan ejemplos de semi–me´tricas que cumplen esa condicio´n en
espacios de dimensio´n infinita. Por ejemplo, si H es un espacio de Hilbert con producto
interno 〈·, ·〉 y si definimos
d(x, y) =
√√√√ k∑
j=1
〈x− y, ej〉
donde {e1, . . . , ej, . . . } es una base ortonormal de H entonces Nν(SH ) ≤ Cν  α se cumple
con α = k
Por otra parte, si estamos en un espacio normado, la condicion (7.5) se cumple si la
derivada de Hadamard η̂0j,x de η̂j(x) = φ̂j(x)− φj(x) en el punto x es tal que ‖η̂0j,x‖ ≤ C1,
0 ≤ j ≤ p.
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Cap´ıtulo 8
Estudio de Monte Carlo
En este Cap´ıtulo, presentamos los resultados de un estudio de simulacio´n realizado
para comparar el comparar el comportamiento del estimdor robusto introducido con la
propuesta de Aneiros–Pe´rez y Vieu (2006).
8.1. Modelo y estimadores considerados
Se realizo´ un estudio de simulacio´n cuando el para´metro de regresio´n tiene dimensio´n
2 y comparamos el comportamiento del estimador de mı´nimos cuadrados introducido por
Aneiros–Pe´rez y Vieu (2006) con los diferentes estimadores robustos. Antes de calcular
el estimador de β los estimadores de φ0(x) y φj(x), j = 1, 2 se calcularon mediante un
suavizado robusto utilizando
un M−estimador local con funcio´n de escores bicuadrada, con constante 4.685, que
da una 95 % de eficiencia para el M−estimador local.
la mediana local.
Luego de suavizar las variables respuesta Y y las covariables de regresio´n Z, se calcularon
los siguientes estimadores de regresio´n de β:
M−estimadores con funcio´n de Huber con constante 1.345.
M−estimadores con funcio´n bicuadrada (Tukey) con constante 4.685.
GM−estimadores con funcio´n de Huber con constante 1.6 para los residuos y con
funcio´n de peso bicuadrada con constante c = χ22,0,95 donde P(χ22 ≥ χ22,1−α) = α.
LMS−estimadores, o sea, los estimadores de menor mediana de los residuos cua-
drados, introducidos por Rousseeuw (1984).
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LTS−estimadores con 33 % de observaciones podadas, o sea, los estimadores de
menor suma de cuadrados podada.
Las constantes de calibracion en los residuos elegidas para los estimadores son las uti-
lizadas por Bianco y Boente (2004) en el caso nito{dimensional. Con estas constantes
losM−estimadores y elLTS−estimador tienen una eciencia asintotica del 95 % y 80 %,
respectivamente. Por otra parte, la eciencia delGM− para el modelo elegido es del 60 %
mientras que elLMS−estimador tiene eciencia 0 ya que converge a una tasa menor.
En todas las tablas y gracos ls indica al estimador de mnimos cuadrados,mh y mt a
losM−estimadores obtenidos con la funcion de Huber y Tukey,gm losGM−estimadores,
mientras quelts y lms denotan los estimadores de alto punto de ruptura obtenidos usan-
do los estimadores \least trimmed of squares" y \least median of squares", respectivamen-
te. Cuando se utiliza como suavizador a la mediana local, los estimadores se denotaran
comomh.m, mt.m, gm.m, lts .m y lms.m, respectivamente.
En el proceso de suavizado, se utilizo el nucleo
K(u) =
 35
16(1− u2)3 0≤ u ≤ 1
0 caso contrario .
Tambien se hizo una simulacion con el nucleo de Epanechnikov, obteniendo resultados
similares. El estimador robusto de la funciong considerado fue elM−estimador localbbg(x)
denido en la Seccion 6.2, suavizando los residuosYi − Z ti b , pero tambien se reportan
los resultados correspondientes al estimadorbg(x) = bφ0;med(x) − b med(x) t b . Para los
estimadores iniciales, se consideraron las ventanash1 = 0 ,04, h1 = 0 ,06. Por otra parte,
para el estimador robustobbg solucion de (6.2), se considero como ventanah2 = h1 y
una ventana menor queh1. Cuando h1 = 0,04 se tomo h2 = 0,03 mientras que cuando
h1 = 0 ,06 se tomo h2 = 0 ,04.
Se realizaronnr = 1000 replicaciones generando muestras independientes de tama~no
n = 100 siguiendo el modelo utilizado en Aneiros-Perez y Vieu (2009)
Yi = Z ti  + g(X i ) + i , 1≤ i ≤ n
donde  = (−1, 3)t , Zij y i son variables aleatorias independientes con distribucion
Zij ∼ N (0,1) y i ∼ N (0, σ2

) dondeσ

= 0 ,1(max x2H g(x) −mn x2H g(x)).
El dato funcional considerado es un elemento del espacio de funciones sobre el intervalo
[0,1] y se genero comoXi (z) = ai (z − 0,5)2 + bi , 0 ≤ z ≤ 1, dondeai y bi son variables
aleatorias independientes con distribucionai ∼ U (0,1) y bi ∼ U (−0,5,0,5).
La funcion de regresion r considerada fue
g(X i ) = exp(−8f (X i )) − exp(−12f(X i ))
con f (X i ) = signo(X 0i (1) −X0i (0))
q
3
R1
0 (X 0i (z))2dz.
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La suavidad de las curvas Xi permite considerar una semime´trica basada en la nor-
ma L2 de derivadas de las curvas. Usaremos, como en Aneiros-Perez y Vieu (2009), la
semime´trica
d(X,X∗) =
(∫ 1
0
(X ′(z)−X∗′(z))2dz
)1/2
.
Los resultados para conjuntos de datos normales se indicara´n con C0, mientras que C1 y
C2 denotara´n las siguientes contaminaciones:
C1: 1, . . . , n son i.i.d. 0.9 N(0, σ
2
 ) + 0.1 N(0, 25σ
2
 ).
C2: 1, . . . , n son i.i.d. 0.9 N(0, σ
2
 ) + 0.1 N(0, 25σ
2
 ) y fueron modificadas artificial-
mente 10 observaciones Zi pero no las variables respuesta, como (−20, 20)t.
En la Figura 8.1 podemos ver las curvas Xi consideradas correspondiente a una de las
muestras generadas.
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Figura 8.1: Ejemplo de una muestra de datos generados
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8.2. Medidas resumen de la simulacio´n
Para cada situacio´n, el comportamiento de un estimador ĝ de g fue evaluado utilizando
dos medidas:
MSE(ĝ) =
1
n
n∑
i=1
[ĝ(xi)− g(xi)]2 ,
MedSE(ĝ) = mediana
1≤i≤n
([ĝ(xi)− g(xi)]2) .
Se consideraron adema´s dos medidas para evaluar el comportamiento en los modelos C1
y C2 evaluando el comportamiento de los estimadores sobre los datos contaminados y los
datos no contaminados. Sea γi = 0 si (Yi,Zi, Xi) corresponde a un dato no contaminado
y γi = 1 si (Yi,Zi, Xi) corresponde a un dato contaminado
ECMP1,1 =
1∑n
i=1 γi
∑n
j=1 γi(Yj − Ŷj)2
Var(Y )
(8.1)
ECMP2,1 =
1∑n
i=1 γi
∑n
j=1 γi(Yj − Ŷj)2
mad2(Y )
(8.2)
ECMP1,0 =
1
n−∑ni=1 γi
∑n
j=1(1− γi)(Yj − Ŷj)2
Var(Y )
(8.3)
ECMP2,0 =
1
n−∑ni=1 γi
∑n
j=1(1− γi)(Yj − Ŷj)2
mad2(Y )
. (8.4)
Las Tablas 8.1 a 8.33 resumen los resultados de las simulaciones. Las Tablas 8.1 y 8.2
presentan la media, desviacio´n esta´ndard, error cuadra´tico medio, mediana y mad de los
estimadores de regresio´n de β1 y β2, respectivamente, mientras que las Figuras 8.2 y 8.3
muestran los boxplots de los estimadores de β1 y β2, respectivamente para el caso en que
la ventana es h1 = 0, 04. En las Tablas 8.12 y 8.13 se presenta la misma informacio´n pero
para el caso en que la ventana es h1 = 0,06 y en las Tablas 8.27 y 8.28 para el caso en que
las ventanas h1 = h2 = 0,15 . Las Tablas 8.3, 8.14 y 8.29 presentan la media y la mediana
sobre las 1000 replicaciones de ‖β̂ − β‖2 . Por otro lado, las Tablas 8.4, 8.8, 8.19, 8.15 y
8.30 reportan la media y la mediana del MSE(ĝ) para las diferentes ventanas, mientras
que las Tablas 8.5, 8.9, 8.20, 8.16 y 8.31 presentan la media y la mediana del MedSE(ĝ).
En las Tablas 8.6 y 8.7 se muestran la media y mediana de los errores de prediccio´n con
las medidas definidas en (8.1) a (8.4) tomados sobre los datos sin contaminar y los datos
contaminados, respectivamente, y cuando las ventanas son h1 = h2 = 0, 04. En las tablas
8.10, 8.11, 8.17, 8.18, 8.21, 8.22, 8.32 y 8.33 tenemos estas mismas medidas obtenidas a
partir de las otras ventanas consideradas.
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8.3. Resultados
El estudio de simulacio´n confirma el esperado comportamiento inadecuado para el
estimador cla´sico ante la presencia de observaciones at´ıpicas. Con respecto a la estima-
cio´n del para´metro de regresio´n β, al analizar los resultados para ambas coordenadas
que figuran en las Tablas 8.1, 8.2, 8.12 y 8.13 bajo C0, se puede observar cierta venta-
ja del me´todo cla´sico sobre los estimadores robustos, siendo los M−estimadores MH,
MT y GM−estimadores los que obtienen los valores ma´s cercanos a LS por ser los ma´s
eficientes. Un aumento de la desviacio´n esta´ndar se puede ver, especialmente bajo C2.
Tambie´n bajo esta contaminacio´n se puede apreciar que para todas las ventanas conside-
radas, el mejor comportamiento para estimar los para´metros de regresio´n se obtuvo con
los GM−estimadores, obteniendo tambie´n un muy buen desempen˜o con los estimadores
de least trimmed (LMS) y least median of square (LTS). Por otro lado, el error cuadra´tico
medio (MSE) para los estimadores de β1 y β2 basados en el procedimiento cla´sico es ma´s
de cien veces mayor que el valor de los estimadores robustos antes mencionados, siendo
mucho mayor esta diferencia en el caso de los GM−estimadores. En las Tablas 8.3 y 8.14
podemos ver que para las distintas ventanas se obtienen valores similares con la medida
de resumen utilizada. Adema´s, bajo C0 la media del GM−estimador de β es aproximada-
mente trece veces mayor que la del LS−estimador lo que muestra la pe´rdida en eficiencia,
mientras que bajo C2 la situacio´n se invierte siendo la del caso cla´sico casi sesenta ve-
ces mayor que el del GM−estimador mostrando su falta de robustez. Para el caso de la
contaminacio´n C2 los estimadores cla´sicos se alejan considerablemente de los para´metros
verdaderos y los errores cuadra´ticos medios aumentan considerablemente. En la Figura
8.2 podemos ver el pobre comportamiento del estimador cla´sico y los M−estimadores en
presencia de outliers en las covariables Z. Recordemos que los M−estimadores toman va-
lores extremos cuando hay presentes puntos de alta palanca. Por otro lado, al observar los
diagramas de caja se ve que tanto los estimadores de LMS como de LTS se comportan
robustamente ya que los mismos se ven muy similares para muestras normales y contami-
nadas. En general, los estimadores basados en M−suavizadores iniciales muestran menor
variabilidad que aquellos basados en la mediana local. Si comparamos los estimadores ob-
tenidos para β luego de un suavizado por medianas locales con aquellos obtenidos luego
de un suavizado basado en M−estimadores locales, podemos observar que tanto cuando
no hay contaminacio´n (C0) como en los casos donde contaminamos con C1 y C2, el sesgo
(entre la media de los estimadores y el valor verdadero) de los estimadores basados en
medianas locales es ligeramente mayor que el sesgo de los basados en M−estimadores
locales y adema´s, los errores cuadra´ticos de los basados en M−estimadores son menores
que los errores cuadra´ticos de los estimadores basados en la mediana local.
Con respecto a la estimacio´n de la funcio´n de regresio´n g, al observar las tablas 8.4,
8.5, 8.8, 8.9, 8.15, 8.16, 8.19, 8.20, 8.30 y 8.31, se puede apreciar que bajo C2 tanto los
estimadores cla´sicos como los M−estimadores estiman inadecuadamente a la funcio´n de
regresio´n. Los estimadores basados en GM−estimadores y aquellos basados en LMS−
77
y LTS−estimadores muestran un mejor desempen˜o. Observemos adema´s que au´n pa-
ra estos estimadores, se evidencian valores grandes del MSE(ĝ) ya que las medias son
considerablemente mayores que las medianas dadas las tablas 8.4 y 8.15. En las tablas
8.6,8.7, 8.10, 8.11, 8.17, 8.18, 8.21, 8.22, 8.32 y 8.33 tambie´n se ve el mejor desempen˜o de
los GM−estimadores, LMS− y LTS−estimadores bajo C2. Adema´s, todos los me´todos
parecen no estar muy afectados ante la presencia de outliers en los errores (contaminacio´n
C1).
En las Tablas 8.23 a 8.26 se presentan los resultados obtenidos por los estimadores
robustos en dos pasos para distintas ventanas, lo que facilita su comparacio´n. En las
dos primeras tablas se encuentran los errores cuadra´ticos medios y errores cuadra´ticos
medianos cuando se utiliza en el paso 1 una ventana h1 = 0, 06 y en el paso 2 las ventanas
h2 = 0, 06 y h2 = 0, 04; y en las dos u´ltimas tablas encontramos estas mismas medidas para
el caso en que se utiliza en el paso 1 una ventana de h1 = 0, 04 y en el paso 2 h2 = 0, 04
y h2 = 0, 03. Para los casos considerados no se observa una mejor´ıa sustancial al tomar
la ventana h2 < h1, lo que podr´ıa indicar que la ventana h1 considerada esta´ cercana a la
ventana o´ptima.
Como era de esperar, podemos concluir a grandes rasgos que el estimador cla´sico tiene
un comportamiento muy pobre ante la presencia de contaminacio´n C2, para todas las
ventanas consideradas, mientras que los GM−estimadores y los estimadores basados en
LMS y LTS logran superarlos.
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Captulo 9
Apendice
Demostracio´n del Lema 4.3.2. a) Sea Zi = Ui∆i − E(U1∆1) donde Ui = W ji para
j = 0 o´ 1 y ∆i = Ki(x)/φ(h). Observemos que como |Ui| ≤ 1 y el nu´cleo K es acotado
|Zi| ≤ 2C1/φ(h) = M , donde C1 = ‖K‖∞.
Como σ2 = Var(Z1) ≤ EU21∆21, para aplicar el Lema 4.3.1, acotaremos EU21∆21. Como
K2 cumple H4 tenemos que EK21(x) ≤ C2φ(h) donde C2 = C ′‖K2‖∞ = C ′C21 y C ′
esta´ dada en H1, luego
EU21∆21 ≤ E∆21 ≤
1
φ(h)2
EK21(x) ≤ C2
1
φ(h)
= A .
Por lo tanto, como EZi = 0, el Lema 4.3.1 implica que para todo y ∈ R, x ∈ SH y  > 0
P(|Rj(x)− ERj(x)| > ) = P(|
n∑
i=1
Zi| > n) ≤ 2 exp
{
− 
2n
2A
(
1 +  M
A
)}
≤ 2 exp
{
− 
2nφ(h)
2C2 (1 + 2/C ′C1)
}
.
lo que concluye la demostracio´n de a).
(b) Sea ρ = ρn > 0 una sucesio´n nume´rica tal que ρn → 0. Consideremos un cubrimiento
de SH por bolas de radio ρ, o sea, SH ⊂
⋃`
k=1B(xk, ρ) donde ` = Nρ(SH ). Sea Sn(x) =
Rj(x)− ERj(x) donde Rj(x) = (1/n)
∑n
i=1W
j
i Ki(x)/φ(h), para j = 0 o 1.
Fijado x ∈ SH existe k tal que x ∈ B(xk, ρ). Sea S˜n(x) = Sn(x)− Sn(xk). Luego,
sup
x∈SH
|Rj(x)− ERj(x)| ≤ ma´x
1≤k≤`
|Sn(xk)|+ ma´x
1≤k≤`
sup
x∈SH∩B(xk,ρ)
|S˜n(x)|
Luego,
P
(
sup
x∈SH
|Rj(x)− ERj(x)| > 
)
≤ βn + γn ,
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donde βn = P(ma´x1≤k≤` |Sn(xk)| > /2) y γn = P
(
ma´x1≤k≤` supx∈SH∩B(xk,ρ) |S˜n(x)| > /2
)
.
Por (a), se tiene que si C3 = 2/(C
′‖K‖∞) donde C ′ esta´ dada en H1 y si C2 = C ′‖K‖2∞
βn ≤
∑`
k=1
P(|Sn(xk)| > /2) ≤ ` sup
x∈SH
P(|Sn(x)| > /2) ≤ 2` exp
{
− 
2nφ(h)
8C2
(
1 + C3

2
)} ,
Luego, la demostracio´n de b) se deduce del hecho
γn ≤
∑`
k=1
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > /2
)
≤ ` ma´x
1≤k≤`
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > /2
)
si probamos que existen a > 0 y b > 0, tales que para todo 1 ≤ k ≤ `
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > /2
)
≤ 6 exp
{
− 
2nφ(h)
b
(
1 + a 
2
)} (9.1)
Consideraremos dos casos i) K(1) = 0, ii) K(1) > 0.
i) Si K(1) = 0 como K es Lipschitz de orden uno en [0, 1] tenemos que
|S˜n(x)| =
∣∣∣∣∣ 1n
n∑
i=1
(
Ui
Ki(x)
φ(h)
− UiKi(xk)
φ(h)
)
− E
[
1
n
n∑
i=1
(
Ui
Ki(x)
φ(h)
− UiKi(xk)
φ(h)
)]∣∣∣∣∣
≤ 1
nφ(h)
n∑
i=1
{|Ki(x)−Ki(xk)|+ E|Ki(x)−Ki(xk)|}
≤ 2Cρ
φ(h)h
,
de donde,
sup
x∈SH
|S˜n(x)| ≤ 2C ρ
φ(h)h
.
Si ρ/(φ(h)h) → 0, podr´ıamos usar esta cota, pero como queremos pedir solamente que
ρ/h→ 0 y ρ/φ(h)→ 0, utilizaremos una cota mejor.
Como se observa en el Lema 8 de Ferraty et al. (2010) tenemos la igualdad
1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)| = 1
nφ(h)
n∑
i=1
|Ki(x)−Ki(xk)|IB(xk,h)∪B(x,h)(Xi)
con lo cual
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| ≤ C sup
x∈SH
ρ
hφ(h)
{
1
n
n∑
i=1
IB(xk,h)∪B(x,h)(Xi) +
1
n
n∑
i=1
E
(
IB(xk,h)∪B(x,h)(Xi)
)}
≤ C ρ
hφ(h)
{
1
n
n∑
i=1
IB(xk,h+ρ)(Xi) + E
(
IB(xk,h+ρ)(X1)
)}
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Observemos primero que como ρ/φ(h) → 0 y se cumple H5a), entonces φ(h + ρ) ≤
φ(h) + Cρ ≤ 2φ(h).
Sea
Zi = IB(xk,h+ρ)(Xi)
ρ
hφ(h)
,
luego
Zi ≤ ρ
hφ(h)
EZi ≤ φ(h+ ρ) ρ
hφ(h)
≤ 2ρ
h
→ 0 (9.2)
Var(Zi) ≤ EZ2i ≤ φ(h+ ρ)
(
ρ
hφ(h)
)2
≤ 2 ρ
2
h2φ(h)
. (9.3)
Con lo cual, (9.2) implica que
ρ
hφ(h)
{
1
n
n∑
i=1
IB(xk,h+ρ)(Xi) + E
(
IB(xk,h+ρ)(X1)
)} ≤ 1
n
n∑
i=1
|Zi − EZi|+ 4ρ
h
y como ρ/h→ 0 obtenemos que
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > /2
)
≤ P
(
1
n
n∑
i=1
|Zi − EZi| > /(4C)
)
Por otra parte, el Lema 4.3.1 implica que para todo  > 0
P
(
1
n
n∑
i=1
|Zi − EZi| > /(4C)
)
≤ 2 exp
− 2n32C2 (2 ρ2
h2φ(h)
+  ρ
2Chφ(h)
)

≤ 2 exp
−2nφ(h) 132C2 (2 ρ2
h2
+ 
2C
ρ
h
)

Luego, como ρ/h → 0, si n ≥ n0 tenemos que ρ/h < (1/4)(1/(2‖K‖∞)) y 2ρ2/h2 < 1/4
con lo cual
32C2
(
2
ρ2
h2
+

2C
ρ
h
)
< 8
(
1 + 
1
‖K‖∞
)
con lo que queda demostrado (9.1).
ii) Si K(1) > 0, sea
˜˜
Sn(x) =
1
n
n∑
i=1
(
Ui
Ki(x)
φ(h)
− UiKi(xk)
φ(h)
)
.
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Luego,|S˜n(x)| ≤ |˜˜Sn(x)|+E|˜˜Sn(x)|. Como en el Lema 8 de Ferraty et al. (2010) obtenemos
que si x ∈ SH ∩B(xk, ρ) entonces
|˜˜Sn(x)| ≤ 1
nφ(h)
{
n∑
i=1
|Ki(x)−Ki(xk)|IB(xk ,h)∩B (x,h) (Xi) +
n∑
i=1
|Ki(x)|IB(xk ,h)c∩B(x,h) (Xi)
+
n∑
i=1
|Ki(xk)|IB(xk ,h)∩B (x,h) c (Xi)
}
≤ C ρ
hφ(h)
1
n
n∑
i=1
IB(xk ,h)∩B (x,h) (Xi) + ‖K‖∞
1
φ(h)
1
n
n∑
i=1
IB(xk ,h)c∩B(x,h) (Xi)
+‖K‖∞ 1
φ(h)
1
n
n∑
i=1
IB(x,h) c∩B(xk ,h)(Xi)
≤ C ρ
hφ(h)
1
n
n∑
i=1
IB(xk ,h)(Xi) + ‖K‖∞
1
φ(h)
1
n
n∑
i=1
IB(xk ,h)c∩B(xk ,h+ρ) (Xi)
+‖K‖∞ 1
φ(h)
1
n
n∑
i=1
IB(xk ,h−ρ)c∩B(xk ,h)(Xi) ≤ C
1
n
n∑
i=1
Zi + An,1 + An,2
donde Zi esta´ definido en i). Observemos que podemos escribir a An,j como An,j =
(1/n)
∑
i=1 Ui,j, donde
Ui,1 = ‖K‖∞ 2
φ(h)
IB(xk ,h)c∩B(xk ,h+ρ) (Xi) Ui,2 = ‖K‖∞
2
φ(h)
IB(xk ,h−ρ)c∩B(xk ,h)(Xi)
con lo cual Ui,j ≤ 2‖K‖∞/φ(h)
EUi,1 ≤ ‖K‖∞ 2
φ(h)
[φ(h+ ρ)− φ(h)] ≤ C ρ
φ(h)
→ 0 (9.4)
EUi,2 ≤ ‖K‖∞ 2
φ(h)
[φ(h)− φ(h− ρ)] ≤ C ρ
φ(h)
→ 0 (9.5)
Var(Ui,j) ≤ EU2i,j ≤ C
ρ
φ(h)2
. (9.6)
Luego, obtenemos que supx∈SH∩B(xk ,ρ) |
˜˜
Sn(x)| ≤ (C/n)
∑n
i=1 Zi+An,1+An,2. Como adema´s
EZ1 ≤ 2ρ/h
sup
x∈SH∩B(xk ,ρ)
E|˜˜Sn(x)| ≤ EZ1 + EU1,1 + EU1,2 ≤ 2ρ
h
+ 2C
ρ
φ(h)
→ 0
Tenemos que
P
(
sup
x∈SH∩B(xk ,ρ)
|S˜n(x)| > 
2
)
≤ P
(
sup
x∈SH∩B(xk ,ρ)
|˜˜Sn(x)| > 
4
)
≤ P
(
C
1
n
n∑
i=1
Zi + An,1 + An,2 >

4
)
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Por i) tenemos que
P
 
1
n
nX
i=1
Z i >

8C
!
 2 exp
8
<
:
 
2n(h) 1
128

1 + 16kK k1

9
=
;
Luego, debemos mostrar que tenemos una desigualdad ana´loga para P (An;j > = 16), j =
1; 2. Como EU1;j  C=(h), basta acotar P ((1=n)
P n
i=1 jUi;j   EUi;j j > = 32) para j =
1; 2. Usando el lema 4.3.1 si C1 = 4kK k21 C y C2 = 4kK k1 , obtenemos que
P
 
1
n
nX
i=1
jUi;j   EUi;j j > 
32
!
 2 exp
8
<
:
 

2n
2048

C1 
(h) 2 + 
C2
(h)

9
=
;
 2 exp
8
<
:
 
2n(h) 1
2048

C1 
(h) + C 2

9
=
;
Luego, como =(h) ! 0, si n  n0 tenemos que C1 =(h) < 1 con lo cual
2048

C1

(h) + C 2

< 2048(1 + C 2)
con lo que queda demostrado (9.1), concluyendo la demostracio´n de b).
(c) Como en b), consideremos un cubrimiento de SH por bolas de radio  = log(n)=n,
o sea, SH 
S
‘
k=1 B (xk ; ) donde ‘ = N  (SH ) = expf SH (log(n)=n)g. Sea Sn(x) =
Rj (x)   ERj (x) donde Rj (x) = (1=n)
P n
i=1 W
j
i K i (x)=(h), para j = 0 o 1.
Fijado x 2 SH existe k tal que x 2 B (xk ; ). Sea eSn(x) = Sn(x)   Sn(xk). Como
en b) P
 
supx2S H jR j (x)   ERj (x)j >  0  n

  n +  n , donde  n = P(ma´x1k ‘ jSn(xk)j >
 0  n=2) y  n = P

ma´x1k ‘ supx2S H \B (x k ;) j eSn(x)j >  0  n=2

y  2n =  SH (log(n)=n)=(n(h)).
Por (a), se tiene que existe a = 8C0kK k21 > 0 y b > 0 independientes de n tales que
 n 
‘X
k=1
P(jSn(xk)j >  0  n=2)  ‘ sup
x2S H
P(jSn(x)j >  0  n=2)
 2‘ exp
(
 

2
0 
2
n n(h)
a
 
1 + b 0  n2

)
 2‘ exp
8
<
:
 

2
0 SH

log(n)
n

a
 
1 + b 0  n2

9
=
;
 2‘ exp
8
<
:
 

2
0 SH

log(n)
n

a(1 +  0)
9
=
; ;
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para n ≥ n0 pues θn → 0.
Luego, la demostracio´n de c) se deduce del hecho
γn ≤
∑`
k=1
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > 0θn/2
)
≤ ` ma´x
1≤k≤`
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > 0θn/2
)
si probamos que para todo 1 ≤ k ≤ `, existe c > 0 tal que si 0 > c y n ≥ n0
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > 0θn/2
)
≤ 6 exp
−
2
0ψSH
(
log(n)
n
)
a(1 + 0)
 (9.7)
Consideraremos dos casos i) K(1) = 0, ii) K(1) > 0.
i) Si K(1) = 0 como en b)
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| ≤ C sup
x∈SH
ρ
hφ(h)
{
1
n
n∑
i=1
IB(xk,h)∪B(x,h)(Xi) + E
(
IB(xk,h+ρ)(X1)
)}
≤ C ρ
hφ(h)
1
n
n∑
i=1
IB(xk,h+ρ)(Xi) + C
ρ
hφ(h)
E
(
IB(xk,h+ρ)(X1)
)
Como en b) sea
Zi = IB(xk,h+ρ)(Xi)
ρ
hφ(h)
.
Luego, por (9.2) y como ψSH (log(n)/n) ≥ (log(n))2/(nφ(h)) obtenemos usando H5a) que
θ−1n EZi ≤ 2θ−1n
ρ
h
= 2
√√√√ nφ(h)
ψSH
(
log(n)
n
) log(n)
nh
≤ 2φ(h)
h
≤ Cφ .
Con lo cual, usando que
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| ≤ C
(
1
n
n∑
i=1
Zi + EZ1
)
≤ C
(
1
n
n∑
i=1
|Zi − EZi|+ 2EZ1
)
obtenemos que si 0 > 8Cφ
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > 0θn/2
)
≤ P
(
1
n
n∑
i=1
|Zi − EZi| > 0θn/(4C)
)
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Por otra parte, el Lema 4.3.1 implica que
P
(
1
n
n∑
i=1
|Zi − EZi| > 0θn/(4C)
)
≤ 2 exp
− 20θ2n n32C2 (2 ρ2
h2φ(h)
+ 0
4Cθn
ρ
hφ(h)
)

≤ 2 exp
−20θ2nnφ(h) 132C2 (2 ρ2
h2
+ 0
2Cθn
ρ
h
)

≤ 2 exp
−20ψSH
(
log(n)
n
)
1
32C2
(
2 ρ
2
h2
+ 0
2Cθn
ρ
h
)

Luego, como ρ/h → 0 y θn → 0 si n ≥ n0 tenemos que θnρ/h < (C/4) y 2ρ2/h2 < 1/4
con lo cual
32C2
(
2
ρ2
h2
+
0
C
θn
ρ
h
)
< 8(1 + 0) ,
con lo que queda demostrado (9.7).
ii) Si K(1) > 0, como en b) definamos
Zi = IB(xk,h+ρ)(Xi)
ρ
hφ(h)
Ui,1 = ‖K‖∞ 2
φ(h)
IB(xk,h)c∩B(xk,h+ρ)(Xi)
Ui,2 = ‖K‖∞ 2
φ(h)
IB(xk,h−ρ)c∩B(xk,h)(Xi) .
Luego, si An,j = (1/n)
∑n
i=1 Ui,j y A˜n = C(1/n)
∑n
i=1 Zi + An,1 + An,2 tenemos que
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| ≤ A˜n + CEZ1 + EU1,1 + EU1,2 .
Por (9.2), (9.4) y (9.5) y como ψSH (log(n)/n) ≥ (log(n))2/(nφ(h)) tenemos que
θ−1n EZi ≤ 2θ−1n
ρ
h
=
√√√√ nφ(h)
ψSH
(
log(n)
n
) log(n)
nh
≤ φ(h)
h
≤ Cφ
θ−1n EUi,1 ≤ ‖K‖∞θ−1n
2
φ(h)
[φ(h+ ρ)− φ(h)] ≤ Cθ−1n
ρ
φ(h)
≤ C (9.8)
θ−1n EUi,2 ≤ ‖K‖∞θ−1n
2
φ(h)
[φ(h)− φ(h− ρ)] ≤ Cθ−1n
ρ
φ(h)
≤ C , (9.9)
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por lo que si 0 > ma´x(2, 2Cφ)
P
(
sup
x∈SH∩B(xk,ρ)
|S˜n(x)| > 0θn/2
)
≤ P
(
A˜n > 0θn/4
)
.
Por i) tenemos que
P
(
1
n
n∑
i=1
Zi > 0θn/(4C)
)
≤ 2 exp
{
− 
2
0
8(1 + 0)
ψSH
(
log(n)
n
)}
.
Luego, debemos mostrar que tenemos una desigualdad ana´loga para P (An,j > 0θn/8), j =
1, 2. Por (9.8) y (9.9), si 0 > 16, basta acotar para j = 1, 2, P ((1/n)
∑n
i=1 |Ui,j − EUi,j| > 0θn/16).
Usando que Ui,j ≤ 2‖K‖∞/φ(h) y (9.6), si llamamos C2 = 2‖K‖∞/16 tenemos que el lema
4.3.1 implica que
P
(
1
n
n∑
i=1
|Ui,j − EUi,j| > 0θn
16
)
≤ 2 exp
− 20θ2n n512(C ρ
φ(h)2
+ 0θn
C2
φ(h)
)

≤ 2 exp
−20θ2nnφ(h) 1512(C ρ
φ(h)
+ 0θnC2
)

Luego, como ρ/φ(h)→ 0, y θn → 0 si n ≥ n0 tenemos que C1ρ/φ(h) < 1/64 y θnC2 < 1/64
con lo cual
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(
C
ρ
φ(h)
+ 0θnC2
)
< 8(1 + 0)
con lo que queda demostrado (9.7), concluyendo la demostracio´n de c). 
Demostracio´n del Lema 4.3.3. Observemos que
|ER˜1(x)− F (y|X = x)ER˜0(x)| ≤ 1
n
n∑
i=1
|ri(x)|
donde ri(x) = E[(F (y|X = Xi) − F (y|X = x))Ki(x)]/EK1(x) = r1(x). Luego, usando
(4.17), tenemos que |ER˜1(x)− F (y|X = x)ER˜0(x)| ≤ |r1(x)|.
a) Para probar a) basta mostrar que supx∈SH |r1(x)| → 0, pero
|ER˜1(x)− F (y|X = x)ER˜0(x)| ≤ |r1(x)|
≤ C1
φ(h)
∫
|F (y|X = u)− F (y|X = x)|K
(
d(x, u)
h
)
dPX(u)
≤ C1
φ(h)
(A1(x, y) + A2(x, y))
103
dondePX indica la medida de probabilidad de X y
A1(x, y) =
∫
S
H
|F (y|X = u)− F (y|X = x)|K
(
d(x, u)
h
)
dPX(u),
A2(x, y) =
∫
(S
H
)c
|F (y|X = u)− F (y|X = x)|K
(
d(x, u)
h
)
dPX(u)
y SH es el entorno de SH que establece la hipo´tesis H3.
Acotemos primero A2(x, y). Como x ∈ SH y u ∈ (SH )c, tenemos que para n lo sufi-
cientemente grande h <  de donde (SH )
c ∩ ShH = ∅. Luego, como K tiene soporte [0, 1),
obtenemos que K (d(x, u)/h) = 0 si u ∈ (SH )c de donde usando que
sup
u∈R
sup
x∈SH
A2(x, y) ≤ 2 sup
x∈SH
∫
(S
H
)c
K
(
d(x, u)
h
)
dPX(u)
obtenemos que si n ≥ n0, para todo y ∈ R y x ∈ SH
A2(x, y) = 0 . (9.10)
Por otra parte, como F (y|X = u) es uniformemente continua en SH tenemos que dado
η > 0 existe δ > 0 tal que para todo x ∈ SH , d(x, u) < δ implica |F (y|X = x)−F (y|X =
u)| < η. Como K tiene soporte compacto en [0, 1] y es acotado
A1(x, y) ≤ ‖K‖∞
∫
S
H
∩B(x,h)
|F (y|X = u)− F (y|X = x)|dPX(u)
Como hn → 0, existe n0 tal que si n ≥ n0 h < mı´n(, δ). Luego, SH ∩B(x, h) = B(x, h) y
ma´s au´n, para todo u ∈ B(x, h), |F (y|X = u) − F (y|X = x)| < η. Por lo tanto, usando
(9.10) y el hecho que por H1, P(X ∈ B(x, h)) ≤ C ′φ(h), tenemos que si n ≥ n0
sup
x∈SH
|ER˜1(x)− F (y|X = x)ER˜0(x)| ≤ sup
x∈SH
|r1(x)| ≤ C1
φ(h)
sup
x∈SH
A1(x, y) ≤ η
de donde se deduce el resultado.
b) En este caso, basta observar que cuando x, u ∈ SH , por H9 |F (y|X = u)−F (y|X =
x)| ≤ Ddη1(x, u). Sea Z(x) la variable aleatoria Z(x) = d(x,X)/h, y PZ(x) su funcio´n de
probablidad. Luego, usando H1 y que K es acotado y con soporte [0, 1) obtenemos que
A1(x, y) = D
∫
S
H
dη1(x, u)K
(
d(x, u)
h
)
dPX(u) ≤ Dhη1
∫
vη1K(v)dPZ(x)(v)
≤ Dhη1
∫ 1
0
K(v)dPZ(x)(v) ≤ D1hη1φ(h).
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Luego, obtenemos que para todoy ∈ R y x ∈ SH
C1
φ(h)
A1(x, y) ≤ D1h 1φ(h). (9.11)
Luego, a partir de (9.11) y (9.10) obtenemos el resultado deseado. 
Demostraci on del Lema 4.3.5. La demostracio´n del Lema 4.3.5 es ana´loga a la del
Lema 3.1 de Boente y Fraiman (1991).
Por la hipo´tesis H3 existen a, b tales que F (b|X = x) > 78 y F (a|X = x) < 18 para
todo x ∈ SH . Sea mn(x) es la mediana de Fn(·|X = x), como (4.21) implica que existe
n0 ∈ N tal que Fn(a|X = x) < 14 y Fn(b|X = x) > 34 para todo n ≥ n0 y x ∈ SH , se tiene
que a < mn(x) < b para todo x ∈ SH . Es fa´cil ver que la eleccio´n de a, b y n implican
adema´s que sn(x) < b− a para todo n ≥ n0 y x ∈ SH . Como F (y|X = x) es una funcio´n
de distribucio´n continua para cada x fijo por H3 ii), dado x0 ∈ SH existen a(x0) y b(x0)
tales que
F (a(x0)|X = x0) = 1
3
, F (b(x0)|X = x0) = 7
10
.
Por la hipo´tesis H3ii), dado  < 160 existe δ0 = δ0(x0) > 0 tal que si d(x, x0) ≤ δ0 entonces
1
3
−  < F (a(x0)|X = x) < 1
3
+ 
7
10
−  < F (b(x0)|X = x) < 7
10
+ .
Denotemos por V(x0, δ0) = {x ∈ H : d(x, x0) < δ0}. Como SH es un conjunto compacto,
existen x1, . . . , x‘ ∈ SH tales que SH ⊂
⋃
‘
j =1 V(xj , δj ). Sean aj = a(xj ) y bj = b(xj ).
Entonces
1
3
−  < F (aj |X = x) < 1
3
+ ,
7
10
−  < F (bj |X = x) < 7
10
+ ,
para todo x ∈ V(xj , δj ) ∩ SH , 1 ≤ j ≤ `.
Por la hipo´tesis H3 ii), existe η > 0 tal que
1
3
− 2 < F (aj − η|X = x) < 1
3
+ 2,
7
10
− 2 < F (bj + η|X = x) < 7
10
+ 2,
para todo x ∈ V(xj , δj ) ∩ SH y 1 ≤ j ≤ `. Finalmente, (4.21) implica que para todo
n ≥ n0 se tiene que Fn(aj |X = x) < 1/2, Fn(bj |X = x) > 1/2, Fn(aj − η|X = x) > 1/4
y Fn(bj + η|X = x) < 3/4, para todo x ∈ B(xj , δj ) ∩ SH , 1 ≤ j ≤ `. Por lo tanto,
aj ≤ mn(x) ≤ bj para x ∈ B(xj , δj ) ∩ SH , 1 ≤ j ≤ `, y sn(x) > η para todo x ∈ SH si
n ≥ n0. 
Demostraci on del Lema 7.1.3. a) Como H es separable y completo, para todo  > 0,
existen conjuntos compactos K 1 ⊂ Rp+1 y SH ⊂ H tales que, si K = K 1 × SH , P(K) >
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1− (=8‖f ‖1 ). Observemos que |EQn (f )− EPn (f )| ≤ A1n + A2n , donde
A1n =
1
n
nX
i=1
|f (r i + b 0(x i ); u i + bη(x i ))− f (r i ; u i )| IK (r i ; u i ; x i );
A2n = 2‖f ‖1 1n
nX
i=1
IK c (r i ; u i ; x i ):
Por (7.1) y la Ley Fuerte de los Grandes Nu´meros, tenemos que existe un conjunto N ⊂ Ω
tal que P(N) = 0 y tal que para cualquier ! =∈ N
sup
x2S H
|b 0(x)| + sup
x2S H
‖bη(x)‖ → 0 y 1
n
nX
i=1
IK c (r i ; u i ; x i )→ P(K c): (9.12)
Por lo tanto, para n suficientemente grande A2n ≤ =2 para ! =∈ N .
Denotemos por C1 la clausura de un entorno de radio 1 de K 1. La continuidad uniforme
de f sobre C1 implica que existe  tal que si ma´x1j p+1 |uj − vj | <  , u; v ∈ C1 entonces
|f (u) − f (v)| < = 2. Luego, por (9.12) tenemos que para ! =∈ N y n lo suficientemente
grande, ma´x0j p supx2S H |b j (x)| <  y por lo tanto, para 1 ≤ i ≤ n,
|f (r i + b 0(x i ); u i + b (x i ))− f (r i ; u i )| IK (r i ; u i ; x i ) < 
2
;
lo que implica A1n < =2. Por lo tanto, |EQn (f )− EPn (f )| <  para n lo suficientemente
grande y ! =∈ N.
b) Se deduce inmediatamente de a). 
Demostraci on del Lema 7.2.1. Para cualquier matriz B ∈ Rpp , sea |B| = ma´x1l;j p |blj |.
Notemos con  i a puntos intermedios entre r i − uti eβ y br i − buti eβ y b j (x) = b j (x) −  j (x)
para 0 ≤ j ≤ p, y bη = (b 1(x); : : : ; b p(x))t . Usando un desarrollo de Taylor de orden 1,
ca´lculos algebraicos permiten obtener que A = A 1n + A 2n + A 3n + A 4n , donde
A (1)n =
1
n
nX
i=1
 
0
1
 
r i − uti eβ
sn
!
w2(‖u i‖)u i uti ;
A (2)n = −
1
n
nX
i=1
 
0
1
 
br i − buti eβ
sn
!
w2(‖bu i‖)[bη(x i )uti + bu i bη(X i )t ];
A (3)n = −
1
n
nX
i=1
 
00
1

 i
sn

 
b 0(X i )− bη(X i )t eβ
sn
!
w2(‖u i‖)u i uti ;
A (4)n =
1
n
nX
i=1
 
0
1
 
br i − buti eβ
sn
!
[w2(‖bu i‖)− w2(‖u i‖)]u i uti :
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Argumentos analogos a los utilizados en el Lema 1 en Bianco y Boente (2002) permiten
mostrar queA(1)n p ! A. A partir de N3, se puede ver que
kui k2jw2(kbui k)   w2(kui k)j  k b (X i )k(k 2k1 + kb (X i )k(kw2k1 + k 02k1 ) + k 2k1 ):
Luego, el resultado sigue de N2, la consistencia de sn y e , la Ley de los Grandes Nu´meros
y el hecho de que ma´x0j p supx2S H jb j (x)j
p
 ! 0, P(X 2 SH ) = 1 ya que
jA(2)n j  k  01k1 ma´x0j p supx2S H
jb j (x)j

2k 2k1 + kw2k1 ma´x0j p supx2S H
jb j (x)j

;
jA(3)n j  k  001k1 ma´x0j p supx2S H
jb j (x)j
 
1 + pke k
sn
!
1
n
nX
i=1
w2(kui k)kui k2;
jA(4)n j  pk 01k1 ma´x0j p supx2S H
jb j (x)j 

k 2k1 + p ma´x0j p supx2S H
jb j (x)j(kw2k1 + k 02k1 ) + k 2k1

:
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