Abstract-In many applications only the low frequency components of a signal can be measured due to the lowpass behavior of many physical systems. Nevertheless, if additional information on the structure of the signal is known, it might still be possible to reconstruct the signal from its low-frequency content. This paper studies signals in shift-invariant spaces with multiple generators and derives necessary conditions on the bandwith of the lowpass filter as well as sufficient conditions on the generators such that signal recovery is possible. If the signal can not be recovered from its low frequency components, an appropriate pre-processing of the signal is proposed which improves the reconstruction ability. In particular, it is shown that modulating the signal with one or more mixing functions prior to lowpass filtering can ensure the recovery of the signal in many cases.
I. INTRODUCTION
Lowpass filters are prevalent in biological, physical and engineering systems such that in many scenarios, we do not have access to the entire frequency content of a signal we wish to process, but only to its low frequencies. In this paper, we study in detail under what conditions a signal x can be recovered from its low-frequency content. Clearly if we have no prior knowledge on the original signal, and we are given a lowpassed version of it, then we cannot recover the missing frequency content. However, if some knowledge on the signal structure is available then it may be possible to interpolate it from the given data. Our focus here is on signals that lie in shift-invariant (SI) spaces, generated by multiple generators [1] - [3] . For these signals, we derive a necessary condition on the cutoff frequency of the low pass filter (LPF) and sufficient conditions on the generators such that x can be recovered from its lowpassed version. If these recovery conditions are satisfied, a concrete method to reconstruct x from its lowpass frequency content is provided.
As expected, there are scenarios in which recovery is not possible. For these cases, we investigate whether we can improve our ability to determine the signal by appropriate pre-processing. In particular, we consider the situation where the signal x is modulated by multiplying it with a periodic mixing function prior to lowpass filtering. We then derive conditions on the mixing function to ensure perfect recovery. As we show, a larger class of signals can be recovered this way. Moreover, by applying a bank of mixing functions, the necessary cutoff frequency in each channel can be reduced. Finally, we briefly discuss how the results we developed can be applied to sampling sparse signals in SI spaces at rates lower than Nyquist. These ideas rely on the recently developed framework for analog compressed sensing [4] - [7] . In our setting, they translate to reducing the LPF bandwidth, or the number of modulators.
Because of the limited space we will not give proofs of the presented results, but we refer to [8] for detailed proofs and for some more concrete examples.
II. PROBLEM FORMULATION
As usual, C N , L 2 , and 2 denote the N -dimensional Euclidean space, the space of square integrable function on the real line, and the space of square summable sequences, respectively. All these spaces are Hilbert spaces with the usual inner products. Throughout the paper
denotes the Fourier transform of a function x ∈ L 2 , and for any T ∈ R, the translation operator
We consider the problem of recovering a signal x ∈ L 2 from its low-frequency content. Specifically, suppose that x is filtered by a LPF with cut-off frequency Ω c /2, as in Fig. 1 :
We are going to study the following two questions: 1) What signals x can be recovered from the LPF output y? 2) Can we perform preprocessing of x prior to filtering to ensure that x can be recovered from y? It is well known that if x is bandlimited to [−Ω c /2, Ω c /2], then it can be recovered from y. However, we assume here that x lies in a general SI subspace of L 2 , and so it is not necessarily bandlimited. More precisely, let φ = {φ 1 , . . . , φ N } be a given set of functions in L 2 and let T ∈ R be a real number. Then the shift-invariant space generated by φ is defined as [1] - [3] S T (φ) = span S k T φ n : k ∈ Z ; n = 1, . . . , N and where the functions φ n are referred to as the generators of S T (φ). Thus, every function x ∈ S T (φ) can be written as
with certain coefficient sequences a n = {a n [k]} k∈Z for every n = 1, . . . , N. The number R I = N/T associated with S T (φ) is usually be called the rate of innovation [9] . To guarantee a unique and stable representation of every signal in S T (φ) in terms of the coefficient sequences a n , the generators φ and the shift parameter T are typically chosen such that the sequence
forms a Riesz basis for S T (φ). This is the case if there exist constants 0 < A φ ≤ B φ < ∞ (the so called frame bounds) such that
for every sequence
Condition (2) implies that for every x ∈ S T (φ), the coefficient sequences a n are in 2 , and conversely that every x ∈ S T (φ) is uniquely determined by some sequences a n ∈ 2 . In particular, (2) guarantees that the coefficient sequences a n can be recovered from x ∈ S T (φ) by means of a linear bounded operator.
Condition (2) the matrix Φ(ω) with N columns and infinity many rows whose entry in the kth row and nth column is
and where Ω := 2π/T . Moreover, the N × N matrix
is called the Grammian associated with the sequence φ. Therewith, we can reformulate the condition for φ to be a Riesz basis. Namely [2] , φ is a Riesz basis with frame bounds A φ , B φ if and only if
Examples of SI spaces include multiband signals [10] and spline functions [11] , [12] . Expansions of the type (1) are also encountered in communication systems, when the analog signal is produced by pulse amplitude modulation.
III. RECOVERY CONDITIONS
The first question we address is whether we can recover x ∈ S T (φ) of the form (1) from the output y = P Ωc x of a LPF with bandwidth Ω c , assuming that the generators φ satisfy (4).
To recover x ∈ S T (φ) it is sufficient to recover the sequences a n = {a n [k]} k∈Z because the generators φ n are assumed to be known. Since P Ωc S T = S T P Ωc and because both operators are bounded, the output of the LPF can be written as
where ψ n := P Ωc φ n denotes the lowpass filtered generator φ n . This shows that y ∈ S T (ψ) lies in the SI space spanned by the functions ψ = {ψ 1 , . . . , ψ N }. Consequently, the coefficient sequences a n , n = 1, . . . , N can be recovered from y if
Whether this is true depends on the bandwidth Ω c of the LPF and on the generators φ. Next we give a necessary condition on the LPF bandwidth Ω c such that signal recovery is possible. Proposition 1: Let S T (φ) be a SI space generated by N functions φ = {φ 1 , . . . , φ N } and set Ω := 2π/T . Then every x ∈ S T (φ) can be recovered from y = P Ωc x only if the LPF bandwith is larger or equal than then the rate of innovation of S T (φ), i.e. only if
The above condition on the bandwidth Ω c of the LPF is not sufficient, in general. However, if Ω c satisfies (5), sufficient conditions on the generators φ can be derived such that the lowpass filtered generators ψ generate a Riesz basis for S T (ψ), i.e. such that x can be recovered from y.
. . , φ N } be the generators of S T (φ) and let Ω c be the bandwidth of the LPF. Denote by L the smallest integer such that
Then every x ∈ S T (φ) can be recovered from y = P Ωc x if there exists a constant α > 0 such that
which by definition satisfies (4). However, since for the calculation of the entries of G L (ω) we are only summing over a partial set of the integers, we are no longer guaranteed that G L (ω) satisfies the lower bound of (4).
IV. SIGNAL RECOVERY We now describe a simple method to reconstruct the desired signal x from its low frequency components. Throughout this section, it is assumed that the necessary and sufficient conditions of Prop. 1 and 2, respectively, are satisfied.
Taking the Fourier transform of (1), we see that every x ∈ S T (φ) can be expressed in the Fourier domain as
where a n (e iωT ) = k∈Z a n [k] e −iωkT is the Ω-periodic discrete time Fourier transform of the sequence {a n [k]} k∈Z , and where a(e iωT ) denotes the length N vector whose nth element is equal to a n (e iωT ) and φ(ω) denotes the vector whose nth element is equal to φ n (ω). The output y = P Ωc x of the LPF is bandlimited to For every ω ∈ [−Ω c /2, Ω c /2], (9) describes an equation for the N unknowns a n (e iωT ). However, we need at least N equations to recover the length-N vector a(e iωT ). According to Prop. 1 the bandwidth of the LPF has to be at least Ω c ≥ N Ω. Therefore we can form more equations from the given data by noting that a is Ω-periodic, while φ, and consequently y, are generally not. Specifically, we have that a(e i[ω+kΩ]T ) = a(e iωT ) for every ω ∈ [−Ω/2, Ω/2] and all k ∈ Z. Consequently, by evaluating y and φ at frequencies
, we can use (9) to generate more equations. To this end, let L be defined as in Prop. 2. We then generate the equations
. All these observations are in the passband regime of the LPF. This set of 2L + 1 equations may be written as
where
T is a length 2L+1 vector containing all the different observations y k of the output y, and Φ L (ω) is the (2L + 1) × N matrix given by (6) .
If the matrix Φ L (ω) satisfies the sufficient conditions of Prop. 2 then the unknown vector a(e iωT ) can be recovered from (10) by solving the linear set of equations for all ω ∈ [−Ω/2, Ω/2]. In particular, there exists a left inverse
Finally, the desired sequences {a n [k]} k∈Z are the Fourier coefficients of the Ω periodic functions a n .
V. PREPROCESSING OF THE SIGNAL
If the conditions of Prop. 2 are satisfied then every signal x ∈ S T (φ) can be recovered from y = P Ωc x. Otherwise an interesting question is whether we can pre-process x before lowpass filtering (u = M x) in order to ensure its recovery from the LPF output y = P Ωc u = P Ωc M x. In particular we consider pre-processing of x by multiplying it with a set of T -periodic mixing functions p m as shown as in Fig. 2 :
A. Single Channel (M = 1)
We begin with the case where the bank of mixers in Fig. 2 consist of only a single mixing function p and a single output y. Since p is assumed to be T -periodic, it can be written as
with the Fourier coefficients
The output y = P Ωc (p x) of the LPF is then given in the frequency domain by
Using (8) and the fact that a n (e iωT ) is Ω-periodic, equation (13) can be rewritten as
with
and denoting by γ the vector whose nth element is γ n , we express (14) as
This equation is similar to (9) with γ replacing φ. Therefore, as in the case without pre-processing, we can create 2L additional equations (where L is defined as in Prop. 2) by evaluating y(ω) at frequencies ω + k Ω. This yields the system of equations
with y and a are defined as in (10) and the
So due to the mixing of the signal, the coefficient matrix (10) . Consequently, a can be recovered from the given measurements as long as Γ L (ω) has full column rank for all ω ∈ [−Ω/2, Ω/2], and it is not hard to see (cf. [8] ) that to this end the LPF bandwidth has to satisfy again the necessary condition Ω c ≥ N Ω of Prop. 1.
However, we now want to show that the sufficient conditions of Prop. 2 are easier to satisfy for Γ L (ω) than for the original matrix Φ L (ω) given in (6) . To this end, we write Γ L (ω) as
where Φ(ω) is the matrix (3) with N columns and infinite rows. The matrix B L with 2L + 1 rows and infinite columns contains the Fourier coefficients {b k } k∈Z of the mixing sequence (11) . Its entry in the nth row and mth column is
Representation (18) follows immediately from the relation
for the entries of the matrix Γ L (ω). Due to the similarity with the case without preprocessing, it is clear that recovery from the LPF output y will be possible if Γ L (ω) satisfies a condition like (7), i.e. the question is whether we can choose the sequence {b k } k∈Z ∈ 2 , and consequently the mixing function p, so that the matrix Γ * 
B. Multiple Channels
In the single channel case, it was still necessary that the cutoff frequency Ω c of the LPF is at least N times larger than the bandwidth of the signal a in order to be able to recover the signal. Using several channels can reduce the cutoff frequency Ω c of the filter in each channel, from which the original signal x is still recoverable. Suppose now that we have M ≥ N preprocessing channels, each of which uses a different mixing sequence, as in Fig. 2 . Since M ≥ N , we expect to be able to reduce the cutoff in each channel. We therefore consider the case in which Ω c = Ω. The output y m = P Ωc (p m x) of the mth channel in the frequency domain is then equal to
where γ m (ω) is the length N vector with nth element
and where {b 
. Now, all we need is to choose the M sequences {b
has full column rank. More specifically, as before we can write
where B M is a matrix with M rows whose mth row is given by the sequence {b
By our assumption Φ(ω) has full column rank and so it remains to choose B M such that Γ M (ω) is invertible for every
Note that compared with the previous section, where only one mixing sequence was applied, the problem of finding an appropriate matrix B M becomes simpler: In the former case B L has to have the special (diagonal) form (19), whereas the entries of B M can be chosen almost arbitrarily.
VI. APPLICATIONS AND EXAMPLES
A special choice of periodic functions that are easy to implement in practice are binary sequences. These mixing functions were studied in [13] in the context of sparse multiband sampling. More specifically, p m , m = 1, . . . , M are chosen to attain the values ±1 over intervals of length T/P where P is a given integer. Formally, 
Setting ω 0 := 2π/P and evaluating the integral gives
and b
k } k∈Z denotes the P -periodic discrete Fourier transform (DFT) of the sequence {α
n=0 . With these mixing sequences, the matrix B M can be written as
where Q is a matrix with P columns and M rows, whose mth row is given by the sequence { α
, F is the P × P Fourier matrix, and W is a matrix with P rows and infinitely many columns consisting of block diagonal matrices of size P × P whose diagonal values are given by the sequence {w k } k∈Z defined by w 0 = 1/P and w k = Since this diagonal matrix is invertible also W Φ K (ω) is invertible for every ω ∈ [−Ω/2, Ω/2]. Therefore, using the fact that the Fourier matrix F is invertible,
of the mixing sequences p m are chosen such that Q is invertible. This can be achieved by choosing Q as a Hadamard matrix of order N . It is known that Hadamard matrices exists at least for all orders up to 667 [14] .
In the previous example, Φ K (ω) was an N × N invertible matrix for all ω ∈ [−Ω/2, Ω/2]. According to Prop. 2 a recovery of the signal x without preprocessing is therefore possible if the bandwidth Ω c of the LPF is larger than N Ω. However, the previous example shows that preprocessing of x by applying binary sequences in M = N channels allows recovery of the signal already from its signal components in the frequency range [−Ω/2, Ω/2].
For simplicity we assumed throughout that the LPF bandwidth Ω c is equal to the signal bandwidth Ω and that the number of channels M is at least equal to the number of generators N . However, if M < N, recovery of the signal may still be possible if the bandwidth of the LPF is increased.
VII. CONNECTION WITH SPARSE ANALOG SIGNALS
In this section we want to discuss the incorporation of sparsity into our approach. To this end, we follow [5] to describe sparsity of analog signals in SI spaces. Specifically, we assume that only K out of the N generators φ n are active, so that at most K of the sequences {a n [k]} k∈Z are nonzero.
In [5] , it was shown how such signals can be sampled and reconstructed from samples at a low rate of 2K/T . The samples are obtained by pre-processing the signal x with a set of 2K sampling filters, whose outputs are uniformly sampled at a rate of 1/T . Without the sparsity assumption, at least N sampling filters are needed where generally N is much larger than K. In contrast to this setup, here we are constrained to sample at the output of a LPF with given bandwidth. Thus, we no longer have the freedom to choose the sampling filters as we wish. Nonetheless, by exploiting the sparsity of the signal we expect to be able to reduce the bandwidth needed to recover x(t) of the form (1), or in turn, to reduce the number of branches needed when using a bank of modulators.
We have seen that the ability to recover x depends on the left invertibility of the matrix Φ L (ω) (or Γ L (ω)). With appropriate definitions, our problem becomes that of recovering a(e iωT ) from the linear set of equations (10) (with Γ L (ω) replacing Φ L (ω) when preprocessing is used). Our definition of analog sparsity implies that at most K of the Fourier transforms a n (ω) have non-zero energy. Therefore, the infinite set of vectors { a(e iωT ) , ω ∈ [−Ω/2, Ω/2]} share a joint sparsity pattern with at most K rows that are not zero. This in turn allows us to recover { a(e iωT ), ω ∈ [−Ω/2, Ω/2]} from fewer measurements. Under appropriate conditions, it is sufficient that y(ω) has length 2K, which in general is much smaller than N . Thus, fewer measurements are needed with respect to the full model (1) . The reduction in the number of measurements corresponds to choosing a smaller bandwidth of the LPF, or reducing the number of modulators.
In order to recover the sequences in practice, we rely on the separation idea advocated in [4] : we first determine the support set, namely the active generators. This can be done by solving a finite dimensional optimization problem under the condition that Φ L (ω) (or Γ L (ω)) are fixed in frequency up to a possible frequency-dependent normalization sequence. Recovery is then obtained by applying results regarding infinite measurement vector (IMV) models [4] . When Φ L (ω) does not satisfy this constraint, we can still convert the problem to a finite dimensional optimization problem as long as the sequences {a n [k]} are rich [6] . This implies that every finite set of vectors share the same frequency support. We refer to [4] - [6] for more details on the recovery of space signals.
The main point we want to stress is that the ideas developed in this paper can also be used to treat the recovery of sparse SI signals from their lowpass content. The difference is that we can relax the requirement for invertibility of Φ L (ω), Γ L (ω). Instead, it is sufficient that these matrices satisfy the known conditions from the compressed sensing literature. This in turn allows in general reduction of the LPF bandwidth, or the number of modulators, in comparison with the non-sparse scenario.
