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ABSTRACT 
In this paper, we describe application of Neuroevolution to a P2P 
lending problem in which a credit evaluation model is updated 
based on streaming data. We apply the algorithm Neuroevolution 
of Augmenting Topologies (NEAT) which has not been widely 
applied generally in the credit evaluation domain. In addition to 
comparing the methodology with other widely applied machine 
learning techniques, we develop and evaluate several 
enhancements to the algorithm which make it suitable for the 
particular aspects of online learning that are relevant in the 
problem. These include handling unbalanced streaming data, high 
computation costs, and maintaining model similarity over time, that 
is training the stochastic learning algorithm with new data but 
minimizing model change except where there is a clear benefit for 
model performance.  
Keywords 
Neuroevolution, NEAT, Evolutionary Computation, Credit 
evaluation, Microfinance, P2P lending 
1. INTRODUCTION 
Credit score evaluation to determine trust and reliability of 
partners in financial transactions is a key issue for the microfinance 
industry. The development of peer to peer (P2P) lending provides 
a mechanism for wider inclusion and participation in the financial 
economy [1]. The complex background of unbanked applicants 
poses challenges for these individuals’ access to finance and 
banking (including saving, borrowing to support a business or 
cushion against emergencies). The Chinese online P2P lending 
industry which first emerged in 2007 is a case in point. The total 
number of online P2P lending platforms reached its peak in 2015, 
and the figure saw a steady decline despite increasing in demand as 
small P2P lending companies encountered problems in finance and 
a significant issue was the rate of defaults arising from an inability 
to predict the credit worthiness of applicants [2].  
These challenges created a need to develop new ways to 
evaluate trust beyond the traditional approaches utilized in 
established lending markets. Innovations discussed in the literature 
that provide ways to address these challenges include utilizing 
additional data beyond the information used in traditional credit 
scoring in established markets and applying data mining and 
learning to develop adaptive models [3, 4].  We find that a crucial 
aspect is consideration of dynamic patterns in models relating trust 
                                                                
1 https://www.lendingclub.com/info/download-data.action 
and changing information. The result is a significantly more 
challenging variation of the traditional credit evaluation problem 
that has been studied previously in the classification and machine 
learning literature [5, 6].  
In this paper, we describe development and application of a 
technique for learning online (or frequently updated) credit scoring 
models as new data is read record by record. We describe the 
approach developed as Online NEAT for Credit Scoring. The 
approach applies neuro-evolution, a technique that combines neural 
networks with evolutionary computation [7]. Neuroevolution is a 
way to optimize neural network models and unlike the widely used 
gradient descent methods determine the weights and the structure 
of the neural network model simultaneously [7]. Machine learning 
methods including neuroevolution are stochastic learning 
algorithms and one drawback of such methods is that models can 
change simply because a new local optimum is identified (which 
may not have advantages in prediction and there may be a business 
cost in changing the credit evaluation model frequently). In our 
approach, we use the basis of the technique in a population-based 
evolutionary algorithm to maintain a population seeded with 
historically high performing models.  Another issue we address is 
class imbalance in the streaming data. Common approaches to 
handle unbalanced data in classification include resampling, 
adjusting the loss function, and using ensembles. Resampling is 
challenging in online learning where new samples arrive with 
unbalanced distributions. We describe an adjustment to NEAT 
where the fitness function is adjusted to give higher penalty to 
misclassifying the minority (default) class, based on the method 
presented in [8].  
Neuroevolution has demonstrated high performance in a wide 
range of classification and learning tasks, but it has not been widely 
applied in credit scoring in the literature. In this paper, we provide 
a feasible and systematic method to build a credit scoring prediction 
model with neuroevolution and also compare the performance of 
proposed strategy with other machine learning methods in on online 
learning task based on real sequential loan data from peer to peer 
lending1 of loan performance.  
This remainder of this paper is organized as follows: a literature 
review is given on neuroevolution and its application to credit 
scoring in section 2; section 3 describes the proposed approach; 
section 4 provides empirical analysis; and finally section 4 
concludes the paper. 
2. LITERATURE REVIEW 
The purpose of credit risk evaluation is to develop a 
classification model that accurately distinguish good applicants 
from bad applicants that tend to default [9]. Credit decisions for 
loans can be analyzed based on 5 factors [10] to assess loan quality: 
- Character or reputation of the borrower or applicant. 
- Capital or leverage defined as the amount of debt the 
borrower is already responsible for. 
- Capacity to repay defined as volatility of the borrowers’ 
income. 
- Collateral used as security for the loan. 
- Cycle which is the current stage of the economic cycle (a 
function of macroeconomic conditions). 
These factors are termed the 5 C’s, the cycle is clearly a dynamic 
quantity and the other factors also may exhibit dynamic 
relationships with ability to repay debt. Other research has also 
demonstrated the use of dynamic models and the variable behavior 
of borrowers and static approaches have been shown to be 
outperformed by dynamic scoring approaches in other research 
[11]. 
Many statistical and machine learning approaches have been 
applied into credit scoring to improve prediction accuracy. An 
overview includes: Logistic Regression [12], K-nearest Neighbours 
[13], Decision Trees [14], Support Vector Machines [15, 16], 
Neural Network [10,17]. Hybrid techniques that combine different 
classification techniques together have demonstrated strong 
performance [18, 19]. Ensemble techniques that use variations of 
model structure and data and combine diverse models to obtain a 
prediction have been shown to be particularly effective [20].  
The majority of studies in the literature concentrate on reporting 
improvements in prediction performance (classification accuracy 
or sometimes precision and recall due to the issue of unbalanced 
classes). Other attributes of performance that may be of interest 
include computation cost, interpretability and use of real data / 
different problem variations are often not a key focus. In this paper, 
we compare and analyze these aspects of performance also. 
Another area of our contribution is in the consideration of the 
dynamic aspects of the problem and online learning. In real 
problems, especially in P2P lending applications, large volumes of 
data for applicants including new user data and information are 
added daily or more frequently. The dynamic aspects of the patterns 
required for lending decisions discussed previously mean that static 
models could be inefficient or even detrimental to performance.  
Artificial Neural Networks (NN) have been shown to be effective 
for many types of supervised learning problems. However, 
parameters including the structure of the network, the learning 
samples and the initial values have a large impact on the final 
performance [21]. Evolutionary Algorithms (EAs), inspired by 
natural selection and genetics, are a strategy that has been used to 
optimize the design of neural networks. An obvious advantage of 
Evolutionary Algorithms (EA) is that EA is a global search strategy 
that can provide benefits in avoiding local optima during the 
searching process without placing strong requirements on the 
problem representation [22] such as convexity.  
These advantages have led to a wide spectrum of evolutionary 
approaches for optimizing the design of neural networks. In the 
beginning, many studies focused on evolving small and fixed-
topology networks [23]. In 2002, NeuroEvolution of Augmenting 
Topologies (NEAT) was proposed and became one of the most 
widely applied neuroevolution models [24]. The main drawback of 
the approach is scalability to larger models. There are a number of 
algorithms extending NEAT which use different schemes to learn 
large networks, for instance, HyperNEAT attempted to adapt the 
representation to the task in a way analogous to the use of domain 
knowledge [25]. DeepNEAT [26] also extends NEAT along these 
lines while maintaining the inherent concepts of NEAT by a 
hierarchical/meta optimization process that includes operations on 
layers (implied by parameters at the nodes) rather than individual 
neurons. CoDeepNEAT [26], is a related approach using 
cooperative co-evolution to learn deep networks in where modules 
which were put together by a design plan. 
The benefits of Neuroevolution as an approach for optimizing 
NN compared with other common ML methods is demonstrated by 
Miguel and Paulo [27] where they showed NEAT could obtain 
competitive results on sixteen real-world tasks of classification and 
regression compared with a set of other data mining algorithms [27]. 
For another recent application where NEAT outperformed other 
methods in a real-world classification problem, see [28]. This paper 
applies neuroevolution to credit evaluation formulated as a 
classification problem and discusses the potential value. More than 
that, we will discuss the capability of NEAT when dealing with 
sequential data, which is more familiar to the application scenarios 
in the real world.   
3. METHODOLOGY 
In this section, we discuss the implementation framework 
including Evolutionary algorithm, NEAT, and NN representation 
 
 
 
Figure 1. Evolution algorithm 
as well as a formulation of the credit scoring problem for loan 
profitability. 
3.1 Evolutionary Algorithm 
Evolutionary algorithms are a computational problem-solving 
technique inspired by natural evolution and genetics. The family of 
algorithms are global meta-heuristics that can avoid many of the 
problems of local search techniques on different search spaces [29].  
A Genetic algorithm has four main components: a way of 
representing and encoding the problem; a method of initializing a 
population of individuals represented as such; a fitness function to 
evaluate each individual in the population; and operators for 
variation of the individuals to simulate producing offspring, 
crossover and mutation [30].  
The general process of a genetic algorithm is shown in Fig.1. By 
fitness evaluation, the algorithm will evaluate all the solutions in 
the population and eliminate some poor performing individuals 
from the population. The power of the intrinsic parallelism of 
genetic search is amplified by the mechanics of population 
modification, allowing the genetic algorithms to attack even NP-
hard problems [31]. 
3.2 Neuroevolution of Augmenting Topologies 
(NEAT) 
The core concept of Neuroevolution is using evolutionary 
computation to optimize the structure and weights of neural 
network. A basic design of neuroevolution is shown in Figure 2. 
NEAT is one of the most popular neuroevolution methods, which 
realizes the evolution simultaneously of the topology and weights 
of neural networks. This subsection briefly reviews the NEAT 
method, see also [24] for a comprehensive introduction. 
NEAT uses a flexible approach for genetic encoding, which 
allows topology represented by the genome to smoothly change 
with the application of genetic operators. Each genome includes a 
list of connection genes that store the related information about 
genes connection, including inputs, outputs, weights, an enable bit 
and an innovation number. Importantly NEAT maintains a record 
of the generation in which parts of the genomes were formed to 
maintain a meaningful relationship between different parts of the 
structure (i.e. different neurons and connections work together). 
In order to determine exactly which gene matches up with which, 
NEAT introduce historical markings to track the historical origin of 
genes. When a new gene is produced during the evolutionary 
process, a global innovation number will be created and assigned 
to the gene to record the historical information. Based on the 
innovation numbers, genes are able to judge the origin and 
topological similarity and know exactly which genes match up with 
which. In order to preserve diversity, speciation is introduced into 
NEAT, so as to protect innovation. Another innovation that reduces 
the computation complexity of NEAT compared with other 
neuroevolutionary techniques is by initializing the population with 
simpler NN genotypes (no hidden layers) and adding complexity 
where a benefit is identified by fitness evaluation. The advantage 
                                                                
2 A selection of datasets for credit evaluation used in the literature 
widely used in ML research. None of the datasets includes 
information on the date applications were made so is not possible 
to evaluate time sensitivity of patterns found. 
- https://archive.ics.uci.edu/ml/datasets/statlog+(german+c
redit+data)  
- https://archive.ics.uci.edu/ml/datasets/credit+approval 
of this design is that the algorithm doesn’t need to optimize 
complex network structures that have limited value and instead can 
focus on exploration of useful structures. In this way, NEAT 
enables evolution to be applied to both optimize and complexify 
solutions simultaneously.  
3.3 Online NEAT for Credit Risk Evaluation 
There is no systemic and integrated research focused on utilizing 
the particular characteristics of neuroevolution to improve the 
performance of credit scoring models. We propose here an online 
version of NEAT which includes credit risk analysis and time series 
data. 
3.3.1 Online NEAT for Dynamic Classification of 
Credit Default Risk 
In real-world P2P credit score evaluation, the volume of data is 
high and the environment in which decisions take place is dynamic. 
Models and data can be updated at frequent intervals (daily, hourly 
or shorter depending on the number of customers). However, it is 
observed that in the literature applying machine learning to credit 
scoring that by far the most common method to evaluate credit risk 
is using randomly selected samples to train a model and then apply 
it in testing in out of sample data points2. This is analogous to a 
business model for credit scoring where a static model is created to 
deal with new applications and never updated. Or rebuilding a new 
- https://archive.ics.uci.edu/ml/datasets/default+of+credit+
card+clients 
- http://archive.ics.uci.edu/ml/datasets/statlog+(australian+
credit+approval) 
 
 
Figure 2. Online Neat algorithm 
 
Algorithm 1. Online Neat algorithm 
model after a large volume of new data is obtained not 
incrementally. Consequently, it is not possible to comprehensively 
evaluate the relation of performance to time and adaptability, 
scalability and need for efficiency for many proposed models in 
more realistic scenarios. Using evolutionary algorithms to train 
models, especially with a huge dataset, can be time-consuming, due 
to inevitable costs to continuous model building and fitness 
evaluation on each individual in population during the genetic 
process. An additional benefit of online neuroevolution for credit 
risk evaluation is that the learning process is not restarted as new 
data is read.  
The processes of online NEAT are depicted in Figure 2 and 
Algorithm 1. The proposed algorithm introduces a new concept into 
the original method: the concept of “Time Window” records the 
data currently in use. The length is delineated by a number of 
records. As shown in Figure 2, an individual in the population 
represents a specific structure of neural network, and the individual 
will mutate and mate with other individuals, producing new 
individuals in this population. Because of the fixed size of this 
population, all individuals compare their fitness values based on the 
data in the current time window with these new offspring. By 
comparison, the population retains the best N neural networks that 
have better predictive performances compared to the eliminated 
individuals. The processes will continue until the population has 
found the optimal solution in this time window. 
For a current population, all individuals continue to evolve to the 
best status based on the data in the current time window. If the 
population has found the optimal solution in this time window, the 
window will move to the next and the population begins a new 
round of evolution. In this way, the model became robust during 
the evolutionary process. 
3.3.2 Fitness Evaluation and Class Imbalance 
Another advantage of evolutionary algorithms is these 
algorithms can control the direction of evolution (i.e. a search 
process and preference for solutions) by altering the fitness function. 
In general, other machine learning methods cannot be so flexible in 
changing the preference for solutions or incorporating meta 
concepts about solution characteristics (such as class imbalance, 
model interpretability, etc), since they have rigid inherent structures 
that direct the process. In particular, we are concerned with class 
imbalance as an inevitable problem in realistic application 
situations, especially in credit risk evaluation, due to a low 
proportion of default examples compared with non-default 
examples. A widely used method to cope with imbalance is 
resampling, converting an imbalance classification problem to a 
balanced classification, nevertheless, an obvious issue is over-
sampling or under-sampling, giving rise to bad performance in final 
results [32]. However, this is not possible in the case of online 
learning where the new samples may be arriving with unbalanced 
distributions. In this case, it has been shown that it is possible to 
adjust the fitness function to give a preference to identifying the 
less frequently occurring class for instance (see [8]). We apply this 
method in our implementation of NEAT for online learning.   
Table 1. Confusion matrix 
 
Predicted 
positive 
Predicted 
negative 
Actual positive TP FN 
Actual negative FP TN 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑇+𝐹𝑁
          (1) 
𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
          (2) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁
𝑇𝑁+𝐹𝑇
          (3) 
Accuracy, recall and specificity are metrics used to evaluate 2-
class classification performance. Accuracy is a quite common 
metric of prediction performance in research or in practical 
applications, which provides the overall accuracy for the whole 
dataset. However, when there is an imbalance in the data, accuracy 
cannot evaluate performance very well since a high accuracy can 
just result from its predictive performance on the major class. 
Recall (Sensitivity) and Specificity measure the accuracy on 
positive applications and negative applications respectively, which 
enable to evaluate a model more comprehensively. Table 1 and 
Function (1) - (3) show the counting process of these metrics.  
The first method to evaluate the fitness is using accuracy (ACC), 
which can be described as   
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑇+𝐹𝑁
          (4) 
The second one combines Recall and Specificity since the 
imbalanced proportion of positive and negative (PAN), which can 
be described as 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑅𝑒𝑐𝑎𝑙𝑙 +  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑃
𝑇𝑃+𝐹𝑁
+
𝑇𝑁
𝑇𝑁+𝐹𝑇
    (5) 
The third one utilizes profits of each loan (PRO), and the 
empirical formulas are described in Table 2 and Function 6. 
Table 2. Profit matrix (L: the amount of loan for a borrower, I: 
total interest from this loan) 
profit(i) 
Predicted 
positive 
Predicted 
negative 
Actual positive I -I 
Actual negative -L L 
 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑝𝑟𝑜𝑓𝑖𝑡 = ∑ 𝑝𝑟𝑜𝑓𝑖𝑡𝑚 (𝑖)      (6) 
Due to making a model based on the sequential data, there may 
be a close connection of fitness value between individuals in 
contiguous generations. A new population calculate its fitness 
based on a new data segment in the next time window, so historical 
fitness will be introduced (PAP) in last method, which can be 
described as R 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑡) = 𝛼 ∙ 𝑝𝑟𝑜𝑓𝑖𝑡(𝑡) +  𝛽 ∙ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑡 − 1)      (7) 
 
4. Empirical Results 
We use a real-world P2P loan dataset to evaluate the proposed 
approaches. This section introduces the loan dataset and compares 
and analyzes the performance of proposed approaches. In our 
experiments, we consider several variations of dynamic sampling 
based on time windows and use different fitness evaluation 
strategies to solve the current issues. 
4.1 Lending Club Data Set   
The Lending Club3 was created in 2007, since then the Lending 
Club has evolved into the largest P2P loan platform in the United 
States. The amount of loan of lending club maintain the rising trend 
all the time and reach 47 billion dollars in the first season of 2019. 
In order to attract more investors, the company has opened up their 
data on every loan they have ever issued on their website, which is 
convenient for researchers and investors to analyze. The paper 
utilized the data from lending club for evaluation. The company 
provides a variety of configurations for loans (e.g. single borrower, 
multiple lenders) and interest rates are dependent on borrower 
attributes. We use information on interest rates and estimated 
default probability in the model. 
As for the data they have provided on their platform, the statistics 
were recorded since 2007. The number of borrower variables is 151. 
Since the company provided all the data, which contains a lot of 
loans which are up to date on all outstanding payments and the loan 
are in the lending term, meaning that we could not obtain their final 
status of loans. Meanwhile, the missing information on some loans 
is very large, so our experiments deleted them. Figure 3 shows 
useable data of leading club from 2007 to 2018, and the reason why 
the figure saw a sharp decline after 2015 is that the proportion of 
applicants who are using their loans normally since the lending 
term is not over is very high.  
4.2 Comparison of Machine Learning 
Techniques and Online NEAT 
In this section, we discuss the effectiveness of online NEAT from 
several aspects and compare its performance with traditional 
classification algorithms.  
4.2.1 Experiments on traditional Approaches 
In this section, four traditional classification approaches would 
be used to evaluate their ability of prediction performance, 
including K-Nearest Neighbor (KNN), Decision Tree (DT), 
Random Forest (RT) and Multi-layer Perceptron (MLP). In the 
training, we will use the usable data in 2017 as the train set to 
predict the results in 2018. The specific distribution of training and 
testing data was presented in Table 3. 
Table 3. Details of experimental data 
 Train (2017) Test (2018) 
Overall amount 168336 61164 
                                                                
3 https://www.lendingclub.com/ 
The amount of positive 121775 43283 
The amount of negative 46561 17881 
Default rate 0.2765 0.2923 
 
   Table 4 and Figure 4 show the results of traditional classification 
methods. From Table 4, we found that all models are able to predict 
positive applicant well, owing to the high value of recall, but with 
low specificity. On the other hand, Figure 4 shows the predictive 
ability on different months in 2018 of the model trained by the data 
in 2017. An obvious result is that the overall predictive 
performance saw a stable decline. In detail, the model trained by 
the data in 2017 could predict the data in January 2018, but the 
model can not achieve better performance in a longer period of time 
in the future.  
 
 
Figure 3. Usable Loan funded per year for Lending Club 
Figure 4. Predictive performance on different months in 2018 
Table 4. Traditional ML Models 
 Accuracy Recall Specificity 
KNN 0.716827 0.937343 0.183043 
DT 0.838426 0.928898 0.619428 
RT 0.883502 0.984278 0.639562 
MLP 0.783247 0.952002 0.374755 
Table 5. Description of methods in the experiments 
 Description 
LSTM Cost was set as accuracy 
ACC+NEAT Fitness function (4) 
PAN+NEAT Fitness function (5) 
PRO+NEAT Fitness function (6) 
PAP1+NEAT Fitness function (7), β=0.1 
PAP2+NEAT Fitness function (7), β=0.5 
PAP3+NEAT Fitness function (7), β=1 
4.2.2 Experiments on online NEAT 
The experiments in the last part told us traditional classification 
algorithms couldn’t deal with unbalanced data well, and keeping 
updating the model is a crucial issue in practical problems. In fact, 
Long Short-Term Memory (LSTM) is well-suited to classifying, 
processing and making predictions based on time series data as a 
recurrent neural network. In this section, we explored the 
performance of online NEAT on the lending club data and compare 
its results with LSTM to show its effectiveness on coping with 
sequential data.  
In the experiments, the amount of data we used is 229501 (from 
2017 to 2018) and the population size was set to 200. Figure 5 and 
Figure 6 show the prediction performance for the data in next time 
window after the end of training on the data in the last time window. 
Table 5 shows the detailed descriptions of methods in our testing. 
As for PAP, we set α as 0.000001 to reduce the scale and test three 
settings on 𝛽, PAP1 (𝛽 = 0.1), PAP2 (𝛽 = 0.5), PAP3 (𝛽 = 1) to 
assess the impacts of historical fitness. The length of time window 
was set to 500 and 1000 respectively in Figure 5 and Figure 6. At 
the same time, we also show the predictive performance of the 
 
(a). Overall accuracy 
 
(b) Specificity 
Recall
 
Figure 5 Prediction performance of Online Neat (The length of time window is 500)
initial model built by ACC+NEAT, which was presented in a grey 
line in Figure 5 and 6.  
From the three pictures in Figure 5, we could find that Online 
Neat has a better performance of classification prediction, because 
the accuracy of online neat is much higher than LSTM. At the same 
time, by setting the fitness function specifically, online NEAT had 
a capability to deal with unbalance and had better adaptability. In 
detail, the default rate is close to 25% as a whole, and it would 
change during the process. PAP1+NEAT and PAP2+NEAT can 
reach better specificity to predict default applications, even though 
the situation is quite different under a higher proportion of loans in 
progress in 2018. The performance of the initial neural network told 
us that NEAT optimized neural networks during the evolution.  
From Figure 6, we found a similar result with Figure 5, though 
the length of time window doubled. LSTM had a bad performance 
on the accuracy prediction and Online NEAT could achieve better 
both on specificity and recall. However, there were some 
differences in the performances of various online NEAT. Although 
ACC+NEAT had worse specificity compared with other online 
NEATs, the gap narrowed when the time window largened. On the 
other hand, when the length of time window was set to 1000, 
PRO+NEAT and PAP1+NEAT (β=0.1) had a similar performance 
 
(a). Overall accuracy 
 
(b) Specificity 
Recall
 
Figure 6 Prediction performance of Online Neat (The length of time window is 1000)
on all three metrics, but PAP2 (β=0.5) and PAP3 (β=1) achieved 
better on accuracy and recall. When comparing the performance of 
the initial model, a bigger time window could improve its 
performance, but the gap between the initial model and the model 
after evolution should not be ignored.Overall, online NEAT is able 
to deal with sequential credit data better than traditional 
classification methods and LSTM since the adaptability of online 
NEAT is better. 
 
5. CONCLUSION 
This paper has presented an online approach for applying 
neuroevolution for credit risk evaluation. The proposed approach 
applies NEAT to evolve the predictive model dynamically, so as to 
improve its performance continually to cope with the sequential 
data. The online NEAT implementation handles class imbalance by 
applying an adjustment to the fitness function to consider 
performance on classifying different classes.  
In the experiments we also compare a static model with the 
dynamic online model and find the dynamic model we develop 
gives superior performance and it is evident that the environment is 
changing and the technique provides benefit through adaptation.  
The online approach was able to predict both positive applications 
and negative application well even though the default rate is low 
(classes unbalanced).  
In the future, we will continue to improve our proposed approach 
and deploy it to a real P2P loan server. Another issue is that NEAT 
is time-consuming when the number of features is large so we will 
develop methods to handle computation time. 
6. REFERENCES 
[1] EIU, E.I.U., 2018. Global Microscope 2018: The Enabling 
Environment for Financial Inclusion. 
[2] Michelle W. L. Fong. 2018. China’s Online Peer-to-Peer 
(P2P) Lending Platforms. The Digitization of Business in 
China: 43–74. https://doi.org/10.1007/978-3-319-79048-0_2 
[3] Hurley, M. and Adebayo, J., 2016. Credit scoring in the era 
of big data. Yale JL & Tech., 18, p.148. 
[4] Jiaqi Yan, Wayne Yu, and J. Leon Zhao. 2015. How 
signaling and search costs affect information asymmetry in 
P2P lending: the economics of big data. Financial 
Innovation 1, 1. https://doi.org/10.1186/s40854-015-0018-1 
[5] Hamers, B., Suykens, J.A. and De Moor, B., 2003. Coupled 
transductive ensemble learning of kernel models. Journal of 
Machine Learning Research, 1, pp.1-48. 
[6] C TSAI and J WU. 2008. Using neural network ensembles 
for bankruptcy prediction and credit scoring. Expert Systems 
with Applications 34, 4: 2639–2649. 
https://doi.org/10.1016/j.eswa.2007.05.019 
[7] Kenneth O. Stanley, Jeff Clune, Joel Lehman, and Risto 
Miikkulainen. 2019. Designing neural networks through 
neuroevolution. Nature Machine Intelligence 1, 1: 24–35. 
https://doi.org/10.1038/s42256-018-0006-z 
[8] Shuo Wang, Leandro L. Minku, and Xin Yao. 2015. 
Resampling-Based Ensemble Methods for Online Class 
Imbalance Learning. IEEE Transactions on Knowledge and 
Data Engineering 27, 5: 1356–1368. 
https://doi.org/10.1109/tkde.2014.2345380 
[9] B Baesens, T Van Gestel, S Viaene, M Stepanova, J 
Suykens, and J Vanthienen. 2003. Benchmarking state-of-
the-art classification algorithms for credit scoring. Journal of 
the Operational Research Society 54, 6: 627–635. 
https://doi.org/10.1057/palgrave.jors.2601545 
[10] Eliana Angelini, Giacomo di Tollo, and Andrea Roli. 2008. 
A neural network approach for credit risk evaluation. The 
Quarterly Review of Economics and Finance 48, 4: 733–755. 
https://doi.org/10.1016/j.qref.2007.04.001 
[11] Xiao-Lin Li and Yu Zhong. 2012. An Overview of Personal 
Credit Scoring: Techniques and Future Work. International 
Journal of Intelligence Science 02, 04: 181–189. 
https://doi.org/10.4236/ijis.2012.224024 
[12] DERRICK N. JOANES. 1993. Reject inference applied to 
logistic regression for credit scoring. IMA Journal of 
Management Mathematics 5, 1: 35–43. 
https://doi.org/10.1093/imaman/5.1.35 
[13] W. E. Henley and D. J. Hand. 1996. A k-Nearest-Neighbour 
Classifier for Assessing Consumer Credit Risk. The 
Statistician 45, 1: 77. https://doi.org/10.2307/2348414 
[14] S.R. Safavian and D. Landgrebe. 1991. A survey of decision 
tree classifier methodology. IEEE Transactions on Systems, 
Man, and Cybernetics 21, 3: 660–674. 
https://doi.org/10.1109/21.97458 
[15] Cheng-Lung Huang, Mu-Chen Chen, and Chieh-Jen Wang. 
2007. Credit scoring with a data mining approach based on 
support vector machines. Expert Systems with 
Applications 33, 4: 847–856. 
https://doi.org/10.1016/j.eswa.2006.07.007 
[16] Fei-Long Chen and Feng-Chia Li. 2010. Combination of 
feature selection approaches with SVM in credit 
scoring. Expert Systems with Applications 37, 7: 4902–4909. 
https://doi.org/10.1016/j.eswa.2009.12.025 
[17] David West. 2000. Neural network credit scoring 
models. Computers & Operations Research 27, 11–12: 
1131–1152. https://doi.org/10.1016/s0305-0548(99)00149-5 
[18] Tian-Shyug Lee, Chih-Chou Chiu, Chi-Jie Lu, and I-Fei 
Chen. 2002. Credit scoring using the hybrid neural 
discriminant technique. Expert Systems with Applications 23, 
3: 245–254. https://doi.org/10.1016/s0957-4174(02)00044-1 
[19] Han Lu, Han Liyan, and Zhao Hongwei. 2013. Credit 
Scoring Model Hybridizing Artificial Intelligence with 
Logistic Regression. Journal of Networks 8, 1. 
https://doi.org/10.4304/jnw.8.1.253-261 
[20] Gang Wang, Jinxing Hao, Jian Ma, and Hongbing Jiang. 
2011. A comparative assessment of ensemble learning for 
credit scoring. Expert Systems with Applications 38, 1: 223–
230. https://doi.org/10.1016/j.eswa.2010.06.048 
[21] Shifei Ding, Hui Li, Chunyang Su, Junzhao Yu, and 
Fengxiang Jin. 2011. Evolutionary artificial neural networks: 
a review. Artificial Intelligence Review 39, 3: 251–260. 
https://doi.org/10.1007/s10462-011-9270-6 
[22] Jeffrey L. Popyack. 2016. Gusz Eiben and Jim Smith (Eds): 
Introduction to evolutionary computing. Genetic 
Programming and Evolvable Machines 17, 2: 197–199. 
https://doi.org/10.1007/s10710-016-9267-7 
[23] Xin Yao. 1993. A review of evolutionary artificial neural 
networks. International Journal of Intelligent Systems 8, 4: 
539–567. https://doi.org/10.1002/int.4550080406 
[24] Kenneth O. Stanley and Risto Miikkulainen. 2002. Evolving 
Neural Networks through Augmenting 
Topologies. Evolutionary Computation 10, 2: 99–127. 
https://doi.org/10.1162/106365602320169811 
[25] Kenneth O. Stanley, David B. D’Ambrosio, and Jason Gauci. 
2009. A Hypercube-Based Encoding for Evolving Large-
Scale Neural Networks. Artificial Life 15, 2: 185–212. 
https://doi.org/10.1162/artl.2009.15.2.15202 
[26] Risto Miikkulainen, Jason Liang, Elliot Meyerson, Aditya 
Rawal, Daniel Fink, Olivier Francon, Bala Raju, Hormoz 
Shahrzad, Arshak Navruzyan, Nigel Duffy, and Babak 
Hodjat. 2019. Evolving Deep Neural Networks. Artificial 
Intelligence in the Age of Neural Networks and Brain 
Computing 1, 1: 293–312. https://doi.org/10.1016/b978-0-12-
815480-9.00015-3 
[27] Miguel Rocha, Paulo Cortez, and José Neves. 2007. 
Evolution of neural networks for classification and 
regression. Neurocomputing 70, 16–18: 2809–2816. 
https://doi.org/10.1016/j.neucom.2006.05.023 
[28] .Guochang Wang, Guojian Cheng, and Timothy R. Carr. 
2013. The application of improved NeuroEvolution of 
Augmenting Topologies neural network in Marcellus Shale 
lithofacies prediction. Computers & Geosciences 54: 50–65. 
https://doi.org/10.1016/j.cageo.2013.01.022 
[29] John Grefenstette. 1986. Optimization of Control Parameters 
for Genetic Algorithms. IEEE Transactions on Systems, 
Man, and Cybernetics 16, 1: 122–128. 
https://doi.org/10.1109/tsmc.1986.289288 
[30] David J. Montana and Lawrence Davis. 1989. Training 
feedforward neural networks using genetic algorithms. 
In Proceedings of the 11th international joint conference on 
Artificial intelligence - Volume 1 (IJCAI'89), Vol. 1. Morgan 
Kaufmann Publishers Inc., San Francisco, CA, USA, 762-
767. 
[31] W. Siedlecki and J. Sklansky. 1989. A note on genetic 
algorithms for large-scale feature selection. Pattern 
Recognition Letters 10, 5: 335–347. 
https://doi.org/10.1016/0167-8655(89)90037-8 
[32] Minlong Lin, Ke Tang, and Xin Yao. 2013. Dynamic 
Sampling Approach to Training Neural Networks for 
Multiclass Imbalance Classification. IEEE Transactions on 
Neural Networks and Learning Systems 24, 4: 647–660. 
https://doi.org/10.1109/tnnls.2012.2228231 
 
  
  
 
