ABSTRACT. In this paper we extend the results proposed in [36] and study the problem of active control in the context of a scalar Helmholtz equation. Given a source region Da and {v 0 , v 1 , . . . , vn}, a set of solutions of the homogeneous scalar Helmholtz equation in n mutually disjoint "control" regions {D 0 , D 1 , . . . , Dn} of R 2 or R 3 , respectively, the main objective of this paper is to characterize the necessary boundary data on ∂Da so that the solution to the corresponding exterior scalar Helmholtz problem will closely approximate v i in D i , respectively, for each i ∈ {0, . . . , n}. Building up on the previous ideas presented in [36] we show the existence of a class of solutions to the problem, provide numerical support of the results in 2D and 3D and discuss the existence of a minimal energy solution and its stability.
desired control effects in the regions {D 1 , D 2 , . . . , D n } of R 2 or R 3 . The method is novel in the sense that, instead of using microstructures, now exterior active sources, modeled with the help of the above boundary controls (which can represent velocity potential, pressure or currents), are employed for the desired control effects.
In the applied community, active designs for the manipulation of fields appear to have occurred initially in the context of low-frequency acoustics (or active noise cancellation). Especially notable are the pioneer works of Leug [26] (feed-forward control of sound) and Olson and May [35] (feedback control of sound). The reviews [11, 12, 27, 28, 38, 40], provide detailed accounts of past and recent developments in acoustic active control.
In the context of cloaking, the interior strategy proposed in [30] employs a continuous active layer on the boundary of the control region while the exterior scheme discussed in [17, 16, 18, 19] (see also [43] ) uses a discrete number of active sources located in the exterior of the control region to manipulate the fields. The active exterior strategy for 2D quasistatics cloaking was introduced in [16] and, based on a priori information about the incoming field the authors constructively described how one can create an almost zero field control region with very small effect in the far field. The proposed strategy did not work for control regions close to the active source, it "cloaked" large objects only when they were far enough from the source region (see [17] ) and was not adaptable for three space dimensions. The finite frequency case was studied in the last section of [16] and in [19] (see also [17] for a recent review) where three (or four in 3D) active sources were needed to create a zero field region in the interior of their convex hull while creating a very small scattering effect in the far field. The broadband character of the proposed scheme was numerically observed in In a recent development in [36] , a general analytical approach based on the theory of boundary layer potentials is proposed for the active control problem in the quasi-static regime. In this spirit, this paper extends the results presented in [36] to the case of scalar Helmholtz equation.
The paper is organized as follows. In Section 2, we state the main results of the paper Theorem 2.1 and Corollary 2.2. Then, in Section 3 we present the proofs for the results, characterize a class of solutions for Theorem 2.1 and Corollary 2.2 and discuss the corresponding minimal energy solution. In Section 4, we show several numerical simulations to support our existence results. In Section 5, we provide a brief discussion about the stability of the minimal energy solution. We conclude the paper with Section 6 where we highlight the potential impact of the results and reiterate some of the ongoing challenges we face.
Statement of main results.
In this section, we will state the general results of the paper, Theorem 2.1 with Corollary 2.2, and then, as an important example, in Remark 2.3 we will reformulate it in the particular context of cloaking.
First, we proceed with the description of the geometry and functional framework. Let 
and consider the following geometrical settings:
Consider also a set of n + 1 functions {v i } n i=0 such that:
The main mathematical result of the paper is stated below in Theorem 2.1 and shows the theoretical possibility of characterizing needed input data on the boundary of the active source D a so that, given desired fields, {v i } i are well approximated in prescribed bounded or unbounded mutually disjoint regions of space, {W i } i , respectively. We have 
There exists an infinite class of functions
, Then, in the setting of Theorem 2.1, for each v b ∈ C(∂D a ), u, the corresponding solutions of (2.7) satisfy Figure 1 . 2D sketch of geometrical setting described at (2.3) for n = 3.
Proofs.
3.1. The case n = 1. In this section, we will consider the case n = 1 and, in subsection 3.2, we will show how the proofs can then be immediately extended to the general case. Note that, in the case n = 1, the two possible geometrical configurations presented at (2.2), (2 
Then Ξ is a Hilbert space with respect to the scalar product given by
for all φ ≡ (φ 1 , φ 2 ) and ψ = (ψ 1 , ψ 2 ) in Ξ, where ( · ) above, denotes the complex conjugate. Let k satisfy (2.5) and (2.6). Consider the following integral operator, K :
where
with ν y denoting the unit normal exterior to ∂D a ′ and where Φ(x, y) represents the fundamental solution of the relevant Helmholtz operator, i.e.,
In what follows, some steps will be similar as in [36] , but for clarity of the exposition we prefer to included them here. Let us consider the integral operator, K : L 2 (∂D a ′ ) → Ξ, defined at (3.5) and (3.6), and introduce its adjoint, i.e., the operator
where (·, ·) Ξ is the scalar product on Ξ defined in 3.
defined as a vectorial space over the complex field. We check, by a simple change of variables and algebraic manipulations, that the adjoint operator K * is given by , we obtain the following result.
, and define
where the integrals exist as improper integrals for x ∈ ∂W 1 ∪ ∂W 0 .
From K * ψ = 0 and (3.9) we have that w satisfies (3.11)
From (2.5), we conclude that
Then, because by definition w is a solution of Helmholtz equation in
where we used the fact that the jump relations for the layer potentials are valid for domains with multiple components. Next, we will make use of the classical interior and exterior jump conditions for the layer potentials with L 2 densities and their adjoints (see [6] and the references therein). Thus, from the continuity of the single layer potential, we have (3.14)
Hypotheses (2.6) and (3.14) imply
By using (3.13), (3.15) , and the interior and exterior jump relations for the adjoint of the double layer potential on ∂W 1 , we obtain that
Note also that (3.13), (3.14), and (3.15) imply that
is true, then we may use the same ideas as above for w given by (3.17) to show that
If, on the other hand, (3.1) is false, then W 0 is an exterior domain and, unless we impose further restriction on k (to insure uniqueness of the Dirichlet exterior problem) we cannot use the same tools as we did above.
Thus, we need to proceed as follows. From the interior jump condition for the adjoint of the double layer potential over ∂W 0 = ∂B, together with (3.18), we have that (3.20) ∂w
Since w is a solution of the Helmholtz equation in
where we used (3.14), (3.17) and (3.20) in the equalities above. Thus, from (3.21) and the jump conditions, the adjoint of the second layer potential over ∂W 0 = ∂B, we obtain ψ 2 = 0 on ∂W 0 .
Next, as a consequence of Lemma 3.1, we obtain: Proposition 3.1. The operator K is compact and has a dense range.
Proof. As in [36], consider
Then U is a subspace of Ξ and, moreover, following similar arguments as in [36] , Lemma 3.1 implies that the set U ⊂ Ξ is dense in Ξ, and thus the statement of Proposition 3.1 is proved.
Proof of Theorem 2.1. The statement of Theorem 2.1 now follows immediately. Indeed, the result of Proposition 3.1 implies that there
Let us consider the double layer potential D with density φ ∈ C(∂D a ′ ), defined as
Then, from (3.22), we have that, for any δ ≪ 1, there exists an infinity of indices j ∈ N such that, for 
have the property that, for any δ << 1, there exists an N δ ∈ N such that, for any j > N δ , the functions u j given by 
and
as the solution of the following exterior problem,
Then, we have
Proof. We first point out that the result can be obtained by adapting the proof in [7, subection 3.4]. Another way to prove (3.28) and (3.29) is by adapting the ideas in [22, subsection 6.5]. We will first sketch the proof for the interior estimate (3.28). Let A denote the double layer potential with L 2 density on ∂V .
As in [22, subsection 6.5], by using the Fredholm alternative in different dual systems together with (3.26), we can show that Ker( 7] ), we obtain
Using the analyticity of z i in U , the fact that dist(U, ∂V ) > 0, Cauchy inequality and the boundedness of (
, we obtain (3.30). Finally, one can see that, using (3.27) and with obvious modifications of the above arguments, one can obtain the proof of (3.31).
Following similar arguments as in [36] , from Proposition 3.1, Lemma 3.2 applied in our context, and the fact that, by definition, for any φ ∈ C(∂D a ′ ), K 1 φ and K 2 φ are restrictions of Dφ on ∂W 1 and ∂W 0 , respectively, we obtain that the sequence {w j } ⊂ C(∂D a ′ ) introduced at (3.22) satisfies
. Therefore, the statement of Corollary 2.2 follows.
The next remark is a simple consequence of classical theory and states that, for any desired level of accuracy δ, there exists a unique function w 0 ∈ L 2 (∂D a ′ ) with minimal energy norm, i.e., with a minimal 
Moreover, the classical theory implies that the solution w 0 of (3.34)
belongs to C(∂D a ′ ) and is the unique solution of (3.35)
3.2. The general case n ≥ 2. The proofs of Theorem 2.1, Corollary 2.2 as well as all the statements of the subsequent remarks offered above for the case n = 1 can be immediately adapted to the general case n ≥ 2 corresponding to two or more regions of control. The only major modifications are the fact that the space Ξ is now defined by
with the Hilbert topology induced by the usual scalar product and the fact that the operator K :
, where (3.38)
∂Φ(x i , y) ∂ν y ds y , for x i ∈ ∂W i , for i = 0, n.
Numerical support.
In this section we will offer numerical support of the results presented in Theorem 2.1 in the context of the cloaking application as described in Remark 2.3. In what follows, B r (x) will denote the disk with radius r and center x ∈ R d .
In Figures 2 and 3 we plot the 2D (d = 2) results predicted by the above theory (see Remark 2.3) in the case n = 1, D a = B 0.1 (0), W 1 = {(r, θ) ∈ (0.13, 0.19)×(2π/5, 3π/5)}, W 0 = R 2 \B R (0) with R = 10, and the interrogating signal is a plane wave given by u int (x 1 , x 2 ) = e −ikx2 , with wavenumber k = 10. The plots in the top half of Figure 2 show the accuracy of the nulling obtained in the region of interest W 1 , while the plots in the lower half of the figure show the necessary density w j for α j = 10 −10 together with the field near D a . We also remark that in fact the relative L 2 control error on ∂W 1 is O(10 −4 ).
In Figure 3 we can see the small residual field existent on ∂W 0 as expected by the density result of Proposition 3.1 in the context of cloaking (see Remark 2.3). We used the Tikhonov regularization scheme to approximate the density function w j on several cross-sections around the center of the antenna (see Remark 3.2). , p) , where l 1 , l 2 , p are given positive reals to be specified in the numerical tests. We also
In Figure 4 , we sketch the geometry considered for the 3D numerical test. We will present the results predicted by the above theory (see Remark 2.3) with
where J 0 represents the 0-th order Bessel-J function, χ 1 represents the first root of J 0 , and β = √ (k 2 − χ 2 1 /R 2 ). We considered k = 6 (corresponding to a frequency of 300MHz), antenna are caused by the fact that ∂D a is not smooth in our numerical test. Even in this situation, one can see that the reasonable level of oscillations in w j as well as the small power needed when away from ±l are a strong indicator about the feasibility of such a scheme.
In Figure 8 we show two plots of the accuracy of the above 3D controls. The top plot shows the interpolation of 20 values of very small, we can observe the high accuracy of the control scheme.
5.
A few remarks about stability. In this section we will offer a few insights into the important question of stability of the solution to problems (2.7) and (2.8). For simplicity, we consider in this section the case of cloaking as described in Remark 2.3 for n = 1. Thus, let (v 0 , v 1 ) = (0, −u int ) ∈ Ξ where u int solves the Helmholtz equation in B R (0) and represents the interrogating field, and let 0 < δ ≪ 1 as above. Proposition 3.1 then implies that there exists a sequence of functions w ∈ L 2 (∂D a ′ ) such that where K was defined at (3.5) and the space Ξ was introduced at (3.3). Remark 3.3 further provides the existence and characterization of a minimal energy solution for problem (5.1) in the sense of (3.34).
Note that, as shown at the end of the respective proof, the statement of Theorem 2.1 for n = 1 is implied by (5.1) if one considers v b = D 1 (w) on ∂D a , where the operator D 1 was introduced in (3.6). Also observe that, by uniqueness, for v b = D 1 (w), problems (2.7) with (2.8) are equivalent to problem (5.1) above and thus can be viewed as a Fredholm equation of first kind associated to the compact operator K. It is well known that this type of problem is usually extremely ill-posed, and thus, the stability of the solution with respect to small perturbations in u int is a major concern from the physical feasibility point of view. That is why we dedicated a separate research effort to this question. In this regard, in [20], we have completed a detailed sensitivity analysis of problem (5.1) where, in the context of cloaking and for several different types of interrogating fields, we studied the broadband character of the scheme, its stability and the power budget (L 2 (∂D a )-norm). Among other important observations, two major facts were strongly suggested by our sensitivity analysis:
A. The minimal norm solution for problem (5.1) will have a broadband character with very small L 2 (∂D a )-norm and will be stable with respect to small perturbations in u int , only in the case when dist(∂W 1 , ∂D a ) << 1. B. The case when u int corresponds to a plane wave appears more sensitive to measurement noise than the case when u int corre- sponds to a far field point source.
In what follows we only present two stability results for fixed frequency in 2D: one for u int (x) = For the stability discussion, we considered a perturbed interrogating field u ϵ int with deterministic noise level of half percent, i.e.,
Then, we studied the power budget (L 2 (∂D a )-norm) and stability of the minimal energy solution for the problem (5.1) as a function of µ = dist(∂W 1 , ∂D a ). In each of the two cases introduced above, plane wave or point source interrogating signals, we respectively considered the power budget of the perturbed solution ϕ ϵ (i.e., minimal energy solution of (5.1) with u ϵ int as the interrogating field) and the relative L 2 error between ϕ ϵ and the unperturbed solution ϕ 0 (i.e., minimal energy solution of (5.1) with u int as the interrogating field).
In Figure 9 we assumed n = 1, Comparing the two figures, one can observe that, even for µ << 1 the L 2 (∂D a ) norm of the solution is larger for the plane wave interrogating field than for the point source interrogating field. This is intuitive since, in the first case, one tries to approximate a plane wave with a decaying field, and this as expected will require a larger L 2 (∂D a ) norm. Also, the decay of the solution is slower for the plane wave interrogating field than for the point source interrogating field, strengthening our conclusion that the former case is less feasible compared with the latter case.
In Figure 9 , one can see the very small L 2 norm on ∂D a and relative good stability associated with dist(∂W 1 , ∂D a ) << 1 for the case of an interrogating signal originating from a far field point source which are encouraging for the cloaking problem described in Remark 2.3.
The above numerical plots support the general sensitivity claims above for k = 10 but a more complete discussion, analytic and numerical, is performed in [20] . We mention also that, for the above computations, we used a Fourier basis to represent the solution on ∂D a . Hence, also encouraged by our current tests in the electromagnetic regime, we believe that these results can be dramatically improved if one considers a localized basis for the representation of the solution on ∂D a , i.e., linear splines interpolation, and we plan to consider this type of basis for our future stability investigations.
Conclusions.
We have theoretically shown the existence of a class of controls for the radiated solution of the scalar Helmholtz equation. Analytic results and numerical tests performed in [20] suggest that these solutions are stable, work over a broadband of frequencies and require realistic power budgets on the source only in near field regions, i.e., for control regions situated in the vicinity of the source. In this regard, in this paper we presented two finite frequency 2D numerical results.
We believe our results can be used for various applications where the control of acoustic fields in homogeneous isotropic media is of importance and we also perceive this paper as a first step towards understanding the more complex problem of control of electromagnetic fields and, in this regard in [1] and [37], we show, analytically and through real data simulations, that by cleverly using the theory of Debye potentials (which provide the link between scalar Helmholtz fields and electromagnetic fields) one can prove similar results in the context of near field control of normal modes in waveguide and of free space electromagnetic fields. In our work, we build on the single antenna case and propose active arrays to control acoustic or electromagnetic fields in the near field regions.
Although equally important for the practical point of view, there are important technical differences between the acoustic regime where, through transducers, a speed differential can be obtained but the environment may be heterogeneous, and the electromagnetic regime where there is no speed differential but the environment is homogeneous. Also, defending a fixed site (e.g., ground building) where the communication with the exterior may be maintained through underground wires, is less challenging than defending a moving airplane, for example, where the doppler effect must be considered and where maintaining communication capabilities and differentiating between friendly and enemy signals are additional challenges.
Finally, we mention that in any real life application of such results, one either needs to know the nature (phase, and magnitude) of the interrogating field or one needs to pair the finite frequency (i.e., timeharmonic) scheme with a feedback time-control loop for the sensing and countering of unknown interrogating signals.
Although our current results, including the forthcoming works [1, 37], consider only time-harmonic fields with a priori known interrogating signals, as a next step we are planning to consider the full time-domain problem first for a case of a dipole antenna defending a conducting surface and then subsequently for planar and, respectively, conformal antenna arrays defending a given site.
