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V této práci je uvedena teorie související s hashovacími algoritmy SHA-1 a SHA-2 spolu s po-
pisem možné implementace aplikace, která demonstruje činnost těchto algoritmů. V obecné
části práce jsou popsány principy vytváření hashovacích funkcí, jejich použití a historie
vybraných hashovacích funkcí. Dále jsou představeny konvence a jednotlivé části algoritmů
SHA-1 a SHA-2. V následující kapitole jsou uvedeny pojmy související s útoky na hashovací
funkce a představeny vybrané z nich. V části poslední je nastíněn návrh a implementace
aplikace vzniklé v rámci této práce. V závěru jsou zhodnoceny výsledky této práce s návrhy
na její případné další pokračování.
Abstract
In this thesis, the theory related to the hash algorithms SHA-1 and SHA-2 is presented,
along with a description of possible implementation of an application that demonstrates how
these algorithms work. The first part of this thesis describes the principles of construction of
hash functions, their use and history of selected hash functions. The two following chapters
present conventions and algorithms of the SHA-1 and SHA-2. The next chapter describes
the general concepts related to the attacks on the hash functions and selected attacks are
presented in more detail. The last two chapters outline the design and implementation of
an application that was created as part of this work. In the end the evaluation of results of
this thesis and proposals for its possible continuation are presented.
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V dnešní době se stále větší poměr komunikace mezi lidmi uskutečňuje elektronickou formou.
A nemusí se nutně jednat pouze o komunikaci neformální, určenou pro domluvu mezi dvěma
či více lidmi. Může jít i o komunikaci mezi firmami a institucemi, které takto chtějí například
uzavírat vzájemné dohody a smlouvy. Protože se při takovémto aktu podepisující strany
nesejdou v jedné místnosti a nemohou tak na vlastní oči vidět, jak druhá strana podepisuje
dokument o určitém obsahu, je třeba toto zajistit jinými prostředky.
Pro zajištění, že se daná zpráva (např. smlouva) od chvíle svého podepsání nezměnila, že
ji podepsal opravdu náš společník a že se později od jejího podepsání nebude moci distan-
covat, se v současné době používá digitálního podpisu. Na digitální podpis se tedy lze dívat
jako na nástroj sloužící pro podepisování elektronických dokumentů, podobně jako ručně
psaný podpis slouží pro podepisování dokumentů v papírové podobě. Algoritmy digitálního
podpisu mají ale jednu nevýhodu – maximální délka jejich vstupu je omezená. A to často
natolik, že většina reálných zpráv by se do tohoto limitu nevešla. K vyřešení tohoto pro-
blému se používají hashovací funkce, které libovolně dlouhou zprávu převedou na její hash
o pevné délce. Hashovací funkce, které mají být použitelné v rámci digitálního podpisu, musí
mít ale jisté vlastnosti, které by měly zaručit, že nebude snadné digitální podpis prolomit
tím, že bude prolomena použitá hashovací funkce. Hashovací funkce s těmito vlastnostmi se
nazývají kryptografické hashovací funkce, mezi které zapadají i SHA-1 a SHA-2, kterými se
zabývám v této práci. A to jak teoreticky, tak prakticky – cílem praktické částí této práce
je implementovat aplikaci demonstrující činnost těchto algoritmů.
Obsah této práce je rozdělen do 8 kapitol. Nejprve budou představeny základní po-
jmy související s hashovacími funkcemi a bude ukázán nejčastější princip jejich konstrukce.
V třetí a čtvrté kapitole budou detailně popsány hashovací algoritmy SHA-1 a SHA-2.
V kapitole následující budou krátce zmíněny pojmy související s útoky na hashovací funkce
a bude detailněji představen nejznámější obecný útok – Narozeninový útok. V kapitolách 6




V této kapitole budou popsány základní pojmy související s hashovacími funkcemi, prove-
dena jejich kategorizace a charakteristika. Budu vycházet z [1, 2, 3, 4, 5] a používat české
překlady anglických termínů jako [4, 6].
2.1 Definice a dělení hashovacích funkcí
Definice 2.1. Hashovací funkce h je každá taková funkce, která má minimálně následující
vlastnosti:
1. Komprese – funkce transformuje vstupní data x libovolné konečné délky lx na data y
nějaké fixní délky ly1. Data y jsou nazývána hash (otisk) původních dat.
2. Snadnost výpočtu – při zadaném h a x je snadné vypočítat y. Zapisujeme h(x) = y.
Z prvního bodu vyplývá, že jistě existuje mnoho různých vstupních dat x1, x2, . . . , xn,
které se mapují do stejného hashe y. Této situaci, kdy h(x) = h(x′) a x6=x′, se říká ko-
lize (angl. collision). Všeobecně v hashovacích funkcích je to nežádaný jev, nicméně už
z podstaty činnosti hashovacích funkcí neodvratný. Například u hashovacích funkcí použí-
vaných v rámci hashovacích tabulek (v [7] také zvaných tabulky s rozptýlenými položkami)
jsou kolize nežádoucí, protože při nich dojde k namapování různých klíčů na stejné indexy
v hashovací tabulce. Tímto dochází k degradaci rychlosti vyhledávání v hashovací tabulce,
protože se na tomto indexu musí data organizovat jiným způsobem (např. jsou uspořádána
do lineárního seznamu). Je ale důležité podotknout, že kolize u těchto tzv. nekryptografic-
kých hashovacích funkcí nejsou — narozdíl od těch v kryptografických hashovacích funkcích
— kritické (viz dále).
Příklad 2.1. Pokud bychom vstup hashovací funkce h, jejíž výstupem je n-bitový hash,
omezili na právě t-bitové vstupy, potom za předpokladu, že h je náhodná ve smyslu, že
všechny její výstupy jsou stejně pravděpodobné, by se na jeden určitý hash namapovalo
2t
2n = 2
t−n vstupních zpráv.2 Dva náhodně zvolené vstupy by se namapovaly na stejný
výstup s pravděpodobností 2−n.
Nyní uvedeme základní kategorizaci hashovacích funkcí a s tímto související definice.
Hashovací funkce můžeme rozdělit na:
1ly i maximální lx se v jednotlivých hashovacích funkcích mohou lišit.
2Například pokud bychom se omezili na 1000 bytové zprávy a použili hashovací funkci SHA-1 (160 bitový
hash), dostaneme 28·1000−160 = 27840 = 1.18896 · 102360 zpráv mapujících se na jeden hash.
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• Hashovací funkce bez klíče (unkeyed hash functions) – Funkce má jako vstup jediný
parametr a to data jejichž hash má vypočítat. Hlavní podskupinu tvoří hashovací
funkce typu kód detekující manipulaci (modification detection codes – MDC).
• Hashovací funkce s klíčem (keyed hash functions) – Funkce má jako vstupní parametry
data a klíč. Hlavní podskupinu tvoří hashovací funkce typu autentizační kód zprávy
(message authentication codes – MAC).
Toto dělení je také zachyceno na obrázku 2.1.
hashovací funkce
bez klíče s klíčem
MDC Jiné použití Jiné použití MAC
OWHF CRHF
Obrázek 2.1: Dělení hashovacích funkcí
Kódy detekující manipulaci (MDC)
Patří sem každá taková hashovací funkce bez klíče h, která má následující vlastnosti:
1. Odolnost proti nalezení vzoru (Preimage resistance) – Pro daný výstup y je výpočetně
neproveditelné najít jakýkoli takový vstup x, že h(x) = y. Zjednodušeně řečeno pro
danou funkci h je obtížné najít inverzní funkci h−1 (obecně se funkce s touto vlastností
nazývají jednosměrné).
2. Odolnost proti nalezení druhého vzoru (Second preimage resistance) – Pro daný vstup
x je výpočetně neproveditelné nalézt takový vstup x′ 6=x, že h(x) = h(x′). Jinak řečeno
je obtížné pro daná vstupní data nalézt jiná vstupní data, která mají stejný hash.
3. Odolnost proti nalezení kolize (Collision resistance) – Je výpočetně neproveditelné
nalézt libovolné dva vstupy x a x′ takové, že x′ 6=x a h(x) = h(x′).
MDC lze z hlediska splnění těchto vlastností dělit na jednosměrné hashovací funkce (one-
way hash function – OWHF), které mají pouze vlastnosti uvedené pod čísly 1 a 2, a ha-
shovací funkce odolné proti kolizím (collision resistant hash function – CRHF), které mají
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vlastnosti uvedené pod čísly 2 a 3. I když většina reálně používaných CRHF má i vlast-
nost 1, není toto v jejich definici vyžadováno. A to z důvodu, že vlastnost odolnost proti
kolizím (3) určité funkce automaticky nezaručuje i odolnost proti nalezení vzoru (1) této
funkce3. V reálném použití se MDC pro zajištění integrity4 přenášené zprávy musí kombi-
novat s dalšími mechanismy (např. zabezpečení hashe digitálním podpisem – viz kapitola
2.3).
Poznámka. Hashovací funkce, které mají minimálně vlastnosti v bodech 1 až 3 se také
nazývají kryptografické hashovací funkce.
Aby byla daná kryptografická hashovací funkce použitelná v reálném provozu, je poža-
dováno, aby se chovala jako tzv. náhodné orákulum.
Definice 2.2. Orákulum je libovolný stroj (např. i program), který na daný vstup x odpoví
výstupem y s tím, že na stejný vstup odpoví vždy stejným výstupem (x i y mohou být
teoreticky libovolně dlouhé).
Definice 2.3. Náhodné orákulum je orákulum, které na nově zadaný vstup odpoví výstu-
pem tvořeným bity, o kterých platí, že každý byl vybrán náhodně a nezávisle na ostatních.
Náhodné orákulum pak poskytuje prostředky pro návrh a validaci kryptografických
protokolů, postup je nejčastěji následující [8, 9]:
1. Nejdříve je teoreticky prokázáno, že protokol je při použití náhodného orákula bez-
pečný.
2. Protože náhodné orákulum nikdy nemůže existovat v realitě, bývá v dalším kroku
nahrazeno kryptografickou hashovací funkcí, která se chová natolik podobně, že důkaz
provedený v prvním bodu můžeme považovat za platný i v realitě.
Autentizační kódy zpráv (MAC)
Patří sem každá taková hashovací funkce s klíčem hk, která má následující vlastnosti:
1. Snadnost výpočtu – při zadaném hk, k a x je snadné vypočítat y. Zapisujeme hk(x) =
y.
2. Komprese – funkce transformuje vstupní data x libovolné konečné délky lx s využitím
klíče k na data y nějaké fixní délky ly.
3. Výpočetní odolnost (Computation resistance) – při zadaných dvojicích (xi;hk(xi)),
kde i = 0. . .n, je výpočetně neproveditelné vypočítat jakýkoliv nový pár (x′;hk(x′)),
kde x′ 6=xi pro i = 0. . .n.
Funkce patřící do této skupiny jsou narozdíl od hashovacích funkcí bez klíče schopny bez
jakýchkoliv dalších pomocných mechanismů zajistit integritu i autentizaci původu dat5. Při
vytváření těchto funkcí se často jako základ používají hashovací funkce bez klíče. Příkladem
mohou být funkce HMAC-SHA-1 a HMAC-MD5. V této práci se hashovacími funkcemi
s klíči dále nebudu zabývat. Čtenáře odkazuji na [1, 2].
3Například funkce identity s fixní délkou svých vstupů je odolná proti kolizím a proti nalezení druhého
vzoru, ale není odolná proti nalezení vzoru.
4Integrita dat je vlastnost znamenající, že data nebyla pozměněna neautorizovaným způsobem od doby
jejich vytvoření odesílatelem až po uložení na straně příjemce.
5Autentizace původu dat je typ autentizace, kdy druhá komunikující strana je potvrzena jako originální
zdroj zmíněných dat, vytvořených v určitém čase v minulosti.
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Poznámka. Narozdíl od šifrování, hashovací funkce neslouží k utajení obsahu přenášené
zprávy, ale pouze k zajištění integrity dat, popř. autentizace původu dat.
V dalším textu budu pod hashovací funkcí vždy myslet hashovací funkci bez klíče (pokud
nebude uvedeno jinak).
2.2 Struktura hashovacích funkcí bez klíče
V této kapitole budou popsány základní principy vytváření hashovacích funkcí a jejich
obecná struktura. Než se podíváme na vnitřní strukturu hashovacích funkcí, musíme si
nejprve definovat pojem jednosměrná a kompresní funkce:
Definice 2.4. Jednosměrná funkce (one-way function – OWF) f s definičním oborem D(f)
a oborem hodnot H(f) je každá taková funkce, která má minimálně následující vlastnosti:
1. ∀x, x ∈ D(f) je snadné vypočítat f(x).
2. ∀y, y ∈ H(f) je výpočetně neproveditelné najít jakékoliv x takové, že y = f(x).
Definice 2.5. Kompresní funkce f je každá taková funkce, která má minimálně následující
vlastnosti6:
1. Komprese – funkce transformuje vstupní data x jisté fixní délky lx na data y nějaké
fixní délky ly7.
2. Snadnost výpočtu – při zadaném f a x je snadné vypočítat y. Zapisujeme f(x) = y.
A právě na základě kompresních funkcí je vystavěna většina hashovacích funkcí. Rozdíl
mezi fixní délkou vstupu u kompresní funkce a téměř neomezenou délkou vstupu hashovací
funkce je řešen tak, že vstupní data hashovací funkce jsou nejprve rozdělena na bloky o délce
odpovídající použité kompresní funkci a zpracování poté probíhá iterativním voláním kom-
presní funkce nad těmito bloky – od toho také často používaný název iterativní hashovací
funkce. Pokud poslední blok zprávy není dostatečně dlouhý na to, aby splňoval podmínku
délky vstupu kompresní funkce, je obecně do této délky doplněn podle nějakého algoritmu.
Obecná struktura většiny hashovacích funkcí je zachycena na obrázku 2.28, kde můžeme
vidět, že průběh hashování lze rozdělit do tří částí:
1. Předzpracování – většinou přizpůsobení vstupní zprávy x do formátu vyžadovaného
kompresní funkcí (např. upravení délky zprávy x a její rozdělení na části M1,M2, . . . ,
Mn).
2. Iterace kompresní funkce – Aplikování kompresní funkce f na všechny dříve vytvořené
části M1,M2, . . . ,Mn zprávy x. Výstup funkce Hi (v [4] zvaný kontext, angl. chai-




Jako fáze (angl. stage) zpracování označujeme části, ve kterých je zpracován vždy
jeden blok Mi zprávy a platí, že na konci fáze i jsou zpracovány bloky Ma, kde
6Kompresní funkce používané v hashovacích funkcích mají typicky ještě i vlastnosti jednosměrné funkce.
7lx i ly se v jednotlivých kompresních funkcích mohou lišit.
8IV – Inicializační hodnota (Initializing Value) – Počáteční hodnota kontextu (H0).
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a = 1 . . . i. Fáze se ještě obvykle dělí na kroky (angl. step), kde v každém kroku je
zpracována jedna část bloku M , často značená jako blok W (jejich počet v bloku M
se různí podle hashovací funkce).
3. Finalizace – Po provedení všech iterací se na výsledek Hn aplikuje nějaká finalizační
funkce g(Hn)9 a platí y = h(x) = g(Hn).
doplnění vyplňujících bitů













x = M1 M2 ... Mn
hashovací funkce h
originální zpráva x
výstup h(x) = g(Hn)
Obrázek 2.2: Obecná struktura hashovacích funkcí
Jak si ale můžeme být jisti, že takto vytvořená hashovací funkce bude mít všechny
podstatné vlastnosti?
Jak bylo původně publikováno v [11] a později dokázáno v [12, 13, 14], lze jakoukoliv
kompresní funkci, která je odolná proti nalezení kolize, rozšířit na hashovací funkci odolnou
proti nalezení kolize. Nejčastěji používaný algoritmus, pomocí kterého lze toto provést, se
nazývá Merkle-Damg˚ardova konstrukce (angl. Merkle-Damg˚ard construction):
1. Předpokládejme, že kompresní funkce f mapuje (n + r)-bitový vstup na n-bitový
výstup.
9Často je touto funkcí identita.
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2. Rozdělíme vstupní zprávu x délky lx na částiM1,M2, . . . ,Mt o délce r. Pokud poslední
blok Mt nemá požadovanou délku je doplněn nulovými bity.
3. Vytvoříme novou část Mt+1, ve které bude uložena délka původní zprávy x zarovnána
doprava (předpokládejme, že lx < 2r). Tento fakt je často označován jako Merkle-
Damg˚ardovo zesílení (angl. Merkle-Damg˚ard strengthening).
4. Nechť 0j značí bitový řetězec obsahující j nul. Potom n-bitový výsledek hashovací
funkce h(x) definujeme jako h(x) = Ht+1 = f(Ht ‖Mt+1)10 vypočítán z:
H0 = 0
n;Hi = f(Hi−1 ‖Mi), pro 1≤ i≤ t+ 1
Tímto je problém vytvoření hashovací funkce odolné proti nalezení kolize zjednodušen na
problém vytvoření kompresní funkce odolné proti nalezení kolize. Ten je možné řešit různými
způsoby, a tak lze hashovací funkce dělit na:
• založené na blokových šifrách – jsou funkce, jejichž kompresní funkce je tvořena blo-
kovou šifrou. Je jim věnována následující kapitola.
• založené na modulární aritmetice – jak již název říká, je při konstrukci kompresní
funkce těchto hashovacích funkcí využita operace modulo (zbytek po dělení). Příkla-
dem mohou být algoritmy MASH-1, MASH-2.
• dedikované (angl. dedicated, někdy také customized) – jsou funkce, které jsou od
začátku svého vývoje určeny pro hashování. Jejich návrh je zaměřen na rychlost
provádění, tyto funkce jsou nezávislé na jiných systémových komponentách (např.
blokových šifrách). Příkladem jsou MD4, MD5, SHA-1.
2.2.1 MDC založené na blokových šifrách
Motivace pro konstruování hashovacích funkcí na základě blokových šifer je, že pokud je
implementace blokové šifry v systému již dostupná, je možné ji použít i pro tento účel.
Dalším argumentem pro jejich použití je, že blokové šifry (jako např. DES a AES) jsou
důvěryhodné z pohledu bezpečnosti (zejména proto, že v minulosti byly podrobeny několika
důkladným testům širokou veřejností).
Definice 2.6. n-bitová bloková šifra je funkce specifikující pro každý klíč k délky r šifrovací
algoritmus E pro výpočet n-bitové šifry y z n-bitového vstupu x a zároveň dešifrovací
algoritmus D pro výpočet n-bitového vstupu x z n-bitové šifry y. Zapisujeme Ek(x) = y
a Dk(y) = x.
Jak je možné si v předchozí definici všimnout, bloková šifra mimo jiné sama realizuje
kompresi vstupu o délce n + r na výstup o délce n. Ve spojení s tím, že bez znalosti klíče
jsou blokové šifry jednosměrné funkce, jsou tyto funkce vhodné pro vytváření kompresních
funkcí. Pro další zesílení jednosměrnosti kompresní funkce založené na blokových šifrách se
používají tzv. schémata11. Před vlastním představením schémat pro vytváření kompresních
funkcí si ale ještě definujme důležitý atribut rate (někdy též zvaný hash-rate).
10‖ zde značí konkatenaci dvou řetězců.
11Tato schémata lze dělit podle poměru délky výstupu hashovací funkce n a výstupu použité blokové
šifry m na single-length (n = m) a double-length (n = 2m). V této práci se zabývám pouze single-length
schématy MDC. Více v [1].
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kde s je počet výpočtů blokové šifry pro zpracování jednoho vstupního n-bitového bloku.
Atribut rate tedy udává potřebný celkový počet výpočtů blokové šifry ke zpracování vstup-
ního bloku.
Nyní budou představeny tři nejpoužívanější schémata pro vytváření kompresních funkcí
z blokových šifer. V jejich definicích bude využito následujících komponent:
1. Obecná n-bitová šifra Ek parametrizovaná symetrickým klíčem k délky r.
2. Funkce g, která mapuje n-bitový vstup na klíč k (pokud platí r = n, pak se může
jednat o funkci identity).
3. Pevnou n-bitovou inicializační hodnotu IV .
Matyas-Meyer-Oseas schéma
Algoritmus:
1. Vstup x je rozdělen na n-bitové bloky. Poslední z nich je popř. doplněn na požadova-
nou velikost. Označme těchto t n-bitových bloků jako x1x2 . . . xt. Dále musí být pevně
specifikovaná inicializační hodnota IV .
2. n-bitový výstup Ht je definován jako: H0 = IV ;Hi = Eg(Hi−1)(xi)⊕xi, 1≤ i≤ t12
Hodnota rate je RMMO = 1. Grafická reprezentace schématu je na obrázku 2.3a.
Davies-Meyer schéma
Algoritmus:
1. Vstup x je rozdělen na r-bitové bloky. Poslední z nich je popř. doplněn na požadovanou
velikost. Označme těchto t r-bitových bloků jako x1x2 . . . xt. Dále musí být pevně
specifikovaná inicializační hodnota IV .
2. n-bitový výstup Ht je definován jako: H0 = IV ;Hi = Exi(Hi−1)⊕Hi−1, 1≤ i≤ t
Hodnota rate je RDM = rn . Grafická reprezentace schématu je na obrázku 2.3b.
Miyaguchi-Preneel schéma
Algoritmus:
1. Vstup x je rozdělen na n-bitové bloky. Poslední z nich je popř. doplněn na požadova-
nou velikost. Označme těchto t n-bitových bloků jako x1x2 . . . xt. Dále musí být pevně
specifikovaná inicializační hodnota IV .
2. n-bitový výstup Ht je definován jako: H0 = IV ;Hi = Eg(Hi−1)(xi)⊕xi⊕Hi−1, 1≤ i≤ t
Hodnota rate je RMP = 1. Grafická reprezentace schématu je na obrázku 2.3c.


















Obrázek 2.3: Single-length schémata MDC založených na blokových šifrách
2.3 Použití
V této kapitole bude uvedeno stručné shrnutí použití hashovacích funkcí, jejich dělení zde
uvedené je stejné jako na obrázku 2.1. Tato kapitola vychází z [1, 6, 3, 15, 16, 7, 8].
2.3.1 Hashovací funkce bez klíče
MDC
• Digitální podpis – Digitální podpis je technika pro zajištění autenticity zdroje dat,
integrity přenášených dat a nepopiratelnosti13. Algoritmy digitálního podpisu mají
často hodně omezenou maximální délku vstupu [17], a tak místo toho, aby se pode-
pisovala přímo odesílaná zpráva, se používá jiný postup. Nejprve je vypočten hash
odesílané zprávy, ten je podepsán (a tedy není možné jej změnit bez zjištění této
skutečnosti na straně příjemce) a spolu s nezabezpečenou zprávou odeslán. Na straně
příjemce je poté vypočten hash přijaté zprávy a provedeno jeho porovnání s hashem
podepsaným odesilatelem. Pokud jsou oba stejné, je velká pravděpodobnost14, že ode-
slaná a přijatá zpráva jsou totožné. Situace na straně odesilatele je na obrázku 2.4a
(pozn.: Obrázek je určen především pro porovnání způsobu zajištění integrity pře-
nášených dat s MAC, takže na něm není přímo zobrazeno podepsání hashe digitálním
podpisem. To je zde pouze symbolizováno jako
”
zabezpečený kanál“).
• Ukládání hesel – Pro ukládání hesel v operačních systémech se používá technika, kdy
nejsou v souboru pro to určeném ukládána hesla v otevřené podobě, ale je ukládán
pouze jejich hash. Pokud útočník získá tento soubor, nedokáže z něj přímo vyčíst
žádné heslo. K jejich získání by musel provést útok pro nalezení vzoru (viz kapitola
5). Autentizace uživatelů v tomto případě probíhá tak, že je vypočten hash hesla
zadaného uživatelem a ten je porovnán s uloženým hashem.
13Nepopiratelnost (někdy také neodmítnutelnost) znamená, že subjekt, který zprávu podepsal, nemůže
tuto skutečnost později popřít.
14Pravděpodobnost není rovna jedné, protože je možné, že hash odeslané a přijaté zprávy (přestože jsou
zprávy odlišné) bude stejný – došlo ke kolizi např. vlivem útoku.
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Jiné použití
• Hashovací tabulky – Datová struktura pro efektivní vyhledávání v datech. Hashovací
funkce jsou zde použity pro mapování klíčů na index do hashovací tabulky obsahující
data. Pokud dojde ke kolizi a na jeden index v hashovací tabulce se namapuje více
klíčů, jsou ukládaná data v tabulce organizována např. do lineárního seznamu, přičemž
ale dochází k degradaci rychlosti práce s hashovací tabulkou.
• Ověření integrity dat – Při přenášení dat přes nespolehlivý kanál může docházet
k chybám v hodnotách některých bitů. Jeden ze způsobů, jak je detekovat, je využití
hashovacích funkcí, kdy odesilatel vytvoří hash odesílaných dat a ten odešle spolu
s daty příjemci. Příjemce po přijetí dat vypočítá jejích hash a ten porovná s tím, který
byl vytvořen odesilatelem. Pokud jsou oba hashe stejné, je velká pravděpodobnost15,
že v průběhu přenosu nedošlo k chybám v datech. Tyto hashovací funkce nemusejí
mít kryptografické vlastnosti, slouží pouze jako základní prostředek pro detekci chyb.
2.3.2 Hashovací funkce s klíčem
MAC
• Autentizace zdroje zprávy – Stejně jako digitální podpis i MAC slouží pro zajištění
autenticity zdroje dat a integrity přenášených dat. Narozdíl od digitálního podpisu
se v MAC používá sdílený tajný klíč, a tak nedokáže zaručit nepopiratelnost, pro-
tože data můžou tímto klíčem podepsat obě strany. Pokud tedy chceme přenášet data
pomocí MAC, musí si nejdříve komunikující strany nějakým bezpečným způsobem do-
hodnout tajný klíč. Poté komunikují tak, že odesilatel vypočítá hash odesílané zprávy
pomocí dohodnutého klíče. Ten následně s nezabezpečenou zprávou odešle příjemci.
Příjemce opět pomocí klíče a přijaté zprávy vypočítá její hash a výsledek porovná
s hashem přijatým od odesilatele. Pokud jsou oba stejné, je velká pravděpodobnost,
že odeslaná a přijatá zpráva je totožná. Situace na straně odesilatele je na obrázku
2.4b.
Jiné použití
• Využití v tzv. challenge-response mechanismu – Jedná se o pokročilejší protokol au-
tentizace, než je pouze ověření, že žadatel P (angl. Prover) zná heslo. Protokol má
následující kroky:
1. P dá najevo, že požaduje autentizovat se ověřovateli V (angl. Verifier).
2. Ověřovatel V pošle tzv. výzvu (angl. challenge) žadateli P obsahující nejčastěji
jím náhodně vygenerovanou hodnotu (angl. challenge value) c.
3. P na základě znalosti klíče s (angl. secret value) a dohodnuté funkce f vypočítá
hodnotu odpovědi r = f(c, s) (angl. response value), kterou odešle V.
4. V hodnotu r porovná s očekávanou hodnotou a na základě jejich rovnosti žada-
tele autentizuje nebo nikoliv.
15Pravděpodobnost není rovna jedné, protože je možné, že hash odeslaných a přijatých dat (přestože jsou


















(b) Přenos pomocí MAC
Obrázek 2.4: Vizualizace metod pro zajištění integrity přenášených dat pomocí hashovacích
funkcí typu MDC a MAC
2.4 Historie vybraných hashovacích funkcí
V této kapitole bude stručně shrnuta historie hashovacích funkcí MD2, MD4, MD5, SHA-0,
SHA-1 a všech funkcí z SHA-2 z hlediska jejich publikace a úspěšných útoků na ně. Pojmy
spojené s útoky na hashovací funkce budou vysvětleny v kapitole 5. Při vytváření tohoto
přehledu bylo čerpáno z [3, 18, 19, 20].
• 1989 – Publikování MD2 [21]
• 1990 – Publikování MD4 [22]
• 1992 – Publikování MD5 [23]
• 1993 – Publikování SHA-0 [24]
• 1994 – Pseudo-kolize v MD5 se složitostí 216 [25]
• 1995 – Publikování SHA-1 [26]
• 1996 – Kolize v MD4 se složitostí 220 [27]
• 1997 – Kolize v oslabené MD2 se složitostí 212 [28]
• 1998 – Kolize v SHA-0 se složitostí 261 [29]
• 2002 – Publikování SHA-256,384,512 [30]
• 2004 – Kolize v SHA-0 se složitostí 251 [31]
– Publikování SHA-224 [32]
• 2005 – Nalezení vzoru v MD2 se složitostí 297 [33]
– Kolize v MD4 se složitostí 28 [34]
– Později kolize v MD4 s nejvýše třemi vyhodnoceními hashovací funkce [35]
– Kolize v MD5 se složitostí 239 (na IBM P690 cca za 15 – 60 minut) [36]
– Kolize v SHA-0 se složitostí 239 [37]
– Kolize v SHA-1 se složitostí 269 [38], později 263 [39]
• 2006 – Kolize v MD5 do minuty na klasickém PC [40]
• 2008 – Nalezení vzoru v MD4 se složitostí 2102 [41]
– Kolize v SHA-0 se složitostí 233 – Do hodiny na klasickém PC. [42]
• 2009 – Nalezení vzoru v MD5 se složitostí 2123 [43]
• 2010 – Kolize v MD2 se složitostí 263.3 [20]




V této kapitole bude uveden popis hashovacího algoritmu SHA-1 spolu s jeho použitím,
v této kapitole bylo čerpáno z [26, 3, 15].
Původní Secure Hash Algorithm (nyní označován jako SHA-0) byl vyvinut National
Security Agency (NSA) a publikován American National Institute of Standards and Tech-
nology (NIST) v roce 1993. V roce 1994 NIST oznámil nalezení chyby v SHA, která měla
způsobit, že algoritmus byl méně bezpečný než bylo uváděno. Proto došlo v roce 1995 k pu-
blikování opravené verze SHA, nyní známou jako SHA-11. SHA-1 pracuje na podobných
principech jako MD4, s několika odlišnostmi. Jedním z rozdílů je, že SHA-1 provádí expanzi
ze 16-ti bloků W pocházejících ze zpracovávané zprávy na celkem 80 bloků W . Dalším roz-
dílem je, že SHA-1 používá uložení dat big endian, zatímco MD4 používá little endian2. Pro
vytvoření SHA-1 hashovací funkce z kompresní funkce je použito Merkle-Damg˚ardovy kon-
strukce spolu s použitím Merkle-Damg˚ardova zesílení při předzpracovávání původní zprávy.
Přestože SHA-1 spadá do kategorie tzv. dedikovaných hashovacích funkcí, bylo při vytváření
kompresní funkce použito Davies-Meyerovo schéma, kdy po 80-ti krokovém zpracování jed-
noho bloku M zprávy je výstupní hodnota přičtena k předchozí hodnotě kontextu H a je
tak vytvořena jeho nová hodnota.
Průběh SHA-1 algoritmu lze rozdělit do dvou částí:
1. Předzpracování zprávy
2. Vlastní výpočet hashe
Obě části zde budou vysvětleny, ale ještě předtím je třeba si ujasnit značení používaných
funkcí, proměnných, konstant a další konvence SHA-1 algoritmu.
3.1 Základní používané konvence
• V souvislosti s SHA-1 budeme jako slovo (word) chápat posloupnost 32 bitů.
• Všechny proměnné slouží pro uložení neznaménkových 32-bitových celých čísel, tedy
všechny operace jsou prováděny modulo 232.
1Jediný rozdíl mezi SHA-0 a SHA-1 je, že SHA-1 má ve fázi hashování při vytváření bloků W16 až W79
bitovou rotaci výsledku o jedna vlevo, zatímco SHA-0 ne.
2Big a little endian jsou způsoby organizace vícebytových dat v paměti počítače. Big endian vkládá
na nejnižší adresy paměti nejvíce významný byte, zatímco little endian vkládá na nejnižší adresy paměti
nejméně významný byte.
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• Zpracovávaná zpráva je dělena na n 512-bitových bloků značených M1,M2, . . . ,Mn.
• Ve fázi hashování se používá 80 32-bitových bloků značených W0,W1, . . . ,W79, kde
v každé fázi i platí, že v prvních 16-ti blocích jsou uchovávány přímo hodnoty z právě
zpracovávaného bloku Mi.
• Používané funkce – SHA-1 algoritmus používá 80 funkcí f0, f1, . . . , f79, kde každá




(B ∧ C) ∨ (¬B ∧D) pro 0 ≤ t ≤ 19
B ⊕ C ⊕D pro 20 ≤ t ≤ 39
(B ∧ C) ∨ (B ∧D) ∨ (C ∧D) pro 40 ≤ t ≤ 59
B ⊕ C ⊕D pro 60 ≤ t ≤ 79
• Používané konstanty – Počet konstant je stejný jako počet funkcí a jsou značeny
K0,K1, . . . ,K79. V šestnáctkové soustavě:
Kt =

5A827999 pro 0 ≤ t ≤ 19
6ED9EBA1 pro 20 ≤ t ≤ 39
8F1BBCDC pro 40 ≤ t ≤ 59
CA62C1D6 pro 60 ≤ t ≤ 79





4 pro uložení přechodné hodnoty hashe zpracovávané zprávy, horní index
i značí, na konci které fáze hashování tyto hodnoty vznikly3. Dále jsou používány
pomocné proměnné A,B,C,D,E a proměnná TEMP.
3.2 Část předzpracování
Obecně je účelem této části připravení vstupní zprávy do formátu vhodného pro vlastní ha-
shovací algoritmus a inicializace proměnných H0, H1, H2, H3, H4. U SHA-1 probíhá zpraco-
vání zprávy po 512-bitových blocích, délka zprávy v bitech tedy musí být po předzpracování
násobkem 512. Dosáhne se toho pomocí třech kroků:
1. Označme délku původní zprávy l. Musí platit l ≤ 264 − 1, jinak nelze SHA-1 použít.
Na konec zprávy přidáme jedničkový bit.
2. Na konec zprávy vzniklé v bodu 1 přidáme takový nejmenší počet k nulových bitů,
aby platilo
(l + 1 + k − 448) mod 512 = 0
Jinak řečeno, aby po přičtení 64 k délce takto vzniklé zprávy byla její výsledná délka
násobkem 512.
3. Na konec zprávy vzniklé v bodu 2 přidáme 64-bitovou reprezentaci l.
3Poznamenejme, že konvence používané ke značení kontextů u SHA-1 a SHA-2 jsou trochu jiné, než jaké
se používají v popisu obecných principů hashování uvedených v kapitolách 2 a 5. Porovnejme např. obecně
uváděný H5 jako hodnotu kontextu na konci páté fáze hashování a v algoritmech SHA uváděný H
(5)
0 jako
první část kontextu na konci páté fáze hashování.
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Takto upravená zpráva je poté rozdělena na n 512-bitových bloků M1,M2, . . . ,Mn a tím je
připravena pro zpracování ve vlastním hashovacím algoritmu. Konkrétní příklad předzpra-
cování zprávy lze nalézt v příloze A.
Na konci fáze předzpracování je ještě provedena inicializace proměnných H0 až H4 a to






Tabulka 3.1: Tabulka inicializačních hodnot pro SHA-1
3.3 Vlastní algoritmus hashování
Při počítání hashe zprávy je využívána předzpracovaná zpráva z kapitoly 3.2. Vlastní hasho-
vání probíhá po jednotlivých blocích M , kdy pro každý blok Mi, kde i = 1. . .n je provedeno
následující (provádění příkazů probíhá po řádcích):
1. Rozděl Mi na 16 slov W0,W1, . . . ,W15, kde W0 je nejlevější slovo.
2. Vypočítej všechna Wt, kde t = 16. . .79 následovně:
Wt = ROTL1(Wt−3 ⊕Wt−8 ⊕Wt−14 ⊕Wt−16)4.
3. Inicializuj proměnné A až E:
A = H
(i−1)
0 B = H
(i−1)
1 C = H
(i−1)
2 D = H
(i−1)
3 E = H
(i−1)
4
4. Postupně pro t = 0. . .79 proveď
TEMP = ROTL5(A) + ft(B,C,D) + E +Wt +Kt
E = D D = C C = ROTL30(B) B = A A = TEMP























Po zpracování všech n bloků M je výsledný hash y zprávy roven:
y = H
(n)
0 ‖ H(n)1 ‖ H(n)2 ‖ H(n)3 ‖ H(n)4
3.4 Použití SHA-1
Algoritmus SHA-1 se používal jako jedna z kryptografických hashovacích funkcí v DSA
(Digital Signature Algorithm). DSA je součástí DSS (Digital Signature Standard) jako
standardu pro vytváření digitálního podpisu. Zlom nastal v roce 2005, kdy Xiaoyun Wang
4ROTLn značí bitovou rotaci vlevo o n.
16
[39] uvedla útok, který nalezne kolizi v SHA-1 se složitostí 263. Reakcí byl článek [44], kde
je nabádáno k urychlenému přechodu k SHA-2 u digitálních podpisů. Také je zde řečeno, že
federální orgány musí přestat v digitálních podpisech používat hashovací funkci SHA-1 do
konce roku 2010. Ve více formálním dokumentu [45] z roku 2009 je doporučeno, aby SHA-1
nebyla používána všeobecně v digitálních podpisech po konci roku 2010. V dokumentu [46]
z roku 2011 je používání SHA-1 v rámci digitálních podpisů shrnuto následovně:
• Do konce roku 2010 – Přijatelné (angl. Acceptable).
• 2011 až 2013 – Nedoporučované (angl. Deprecated).
• Po 2013 – Nepovolené (angl. Disallowed).
V rámci ostatních aplikací je použití SHA-1 přijatelné.





V této kapitole bude uveden popis všech hashovacích algoritmů v rámci SHA-2, v této
kapitole bylo čerpáno z [32, 3].
Skupina hashovacích algoritmů zahrnující SHA-256, SHA-384 a SHA-512 označovaná
jako SHA-2 byla publikována American National Institute of Standards and Technology
(NIST) v roce 2002. V roce 2004 k nim byla v dodatku přidána SHA-224. Všechny hashovací
algoritmy spadající do SHA-2 jsou vystavěny na stejných principech jako SHA-1.
Algoritmy ze skupiny SHA-2 tvoří dvojice spolu jistým způsobem související. SHA-224 je
vlastně SHA-256 s tím, že má odlišné inicializační hodnoty pro proměnnéH (viz tabulka 4.1)
a vrací ořezaný výsledný hash na délku 224 bitů místo původních 256 bitů (viz tabulka 4.2).
SHA-384 je podobným způsobem pozměněná SHA-512 – má odlišné inicializační hodnoty
pro proměnné H (opět viz tabulka 4.1) a vrací ořezaný výsledný hash na délku 384 místo
původních 512 bitů (viz tabulka 4.3). SHA-256 a SHA-512 jsou si také velmi podobné,
proto bude popis všech algoritmů ze skupiny SHA-2 sjednocen a v místech, kde se jejich
vlastnosti liší, to bude explicitně uvedeno. Výjimkou je popis vlastního průběhu hashování,
kdy je popis pro větší přehlednost rozdělen.
Průběh SHA-2 algoritmů lze rozdělit do dvou částí:
1. Předzpracování zprávy
2. Vlastní výpočet hashe
Obě části zde budou vysvětleny, ale ještě předtím je třeba si ujasnit značení používaných
funkcí, proměnných, konstant a další konvence SHA-2 algoritmů.
4.1 Základní používané konvence
• V souvislosti s SHA-256 a SHA-224 budeme jako slovo (word) chápat posloupnost 32
bitů (u SHA-512 a SHA-384 64 bitů).
• Všechny proměnné slouží pro uložení neznaménkových 32-bitových celých čísel (resp.
64-bitových), tedy všechny operace jsou prováděny modulo 232 (resp. modulo 264).
• Zpracovávaná zpráva je dělena na n 512-bitových bloků (resp. 1024-bitových) znače-
ných M1,M2, . . . ,Mn.
• Ve fázi hashování se používá 64 32-bitových bloků (resp. 80 64-bitových) značených
W0,W1, . . . ,W63 (resp. W0,W1, . . . ,W79), kde v každé fázi i platí, že v prvních 16-ti
blocích jsou uchovávány přímo hodnoty z právě zpracovávaného bloku Mi.
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1 (x), kde každá pracuje s parame-
try o délce 32 bitů a vrací 32-bitovou návratovou hodnotu. Funkce jsou definovány
následovně:
Ch(x, y, z) = (x ∧ y)⊕ (¬x ∧ z)
Maj(x, y, z) = (x ∧ y)⊕ (x ∧ z)⊕ (y ∧ z)∑{256}
0 (x) = ROTR
2(x)⊕ ROTR13(x)⊕ ROTR22(x)∑{256}








1 (x) = ROTR
17(x)⊕ ROTR19(x)⊕ SHR10(x)









1 (x), kde každá pracuje s parame-
try o délce 64 bitů a vrací 64-bitovou návratovou hodnotu. Funkce jsou definovány
následovně:
Ch(x, y, z) = (x ∧ y)⊕ (¬x ∧ z)
Maj(x, y, z) = (x ∧ y)⊕ (x ∧ z)⊕ (y ∧ z)∑{512}
0 (x) = ROTR
28(x)⊕ ROTR34(x)⊕ ROTR39(x)∑{512}








1 (x) = ROTR
19(x)⊕ ROTR61(x)⊕ SHR6(x)
• Používané konstanty – SHA-256 a SHA-224 používají 64 32-bitových konstant znače-
ných K{256}0 ,K
{256}
1 , . . . ,K
{256}
63 . Nejsou zde uvedeny z důvodu jejich rozsahu. Čtenář
je může nalézt v [32].
• Používané konstanty – SHA-512 a SHA-384 používají 80 64-bitových konstant znače-
ných K{512}0 ,K
{512}
1 , . . . ,K
{512}
79 . Nejsou zde uvedeny z důvodu jejich rozsahu. Čtenář
je může nalézt v [32].





1 , . . . ,H
(i)
7 pro uložení přechodné hodnoty hashe zpracovávané zprávy, horní
index i značí, na konci které fáze hashování tyto hodnoty vznikly2. Dále jsou použí-
vány 32-bitové (resp. 64-bitové) pomocné proměnnéA,B,C,D,E, F,G,H a proměnné
T1 a T2.
1SHRn značí bitový posun vpravo o n.
2Poznamenejme, že konvence používané ke značení kontextů u SHA-1 a SHA-2 jsou trochu jiné, než jaké
se používají v popisu obecných principů hashování uvedených v kapitolách 2 a 5. Porovnejme např. obecně
uváděný H5 jako hodnotu kontextu na konci páté fáze hashování a v algoritmech SHA uváděný H
(5)
0 jako
první část kontextu na konci páté fáze hashování.
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4.2 Část předzpracování
Obecně je účelem této části připravení vstupní zprávy do formátu vhodného pro vlastní
hashovací algoritmus a inicializace proměnných H0, H1, . . . ,H7. U SHA-256 a SHA-224
probíhá zpracování zprávy po 512-bitových blocích (u SHA-512 a SHA-384 po 1024-bitových
blocích), délka zprávy v bitech tedy musí být po předzpracování násobkem 512 (resp. 1024).
Dosáhne se toho pomocí třech kroků:
1. Označme délku původní zprávy l. Musí platit l ≤ 264 − 1 (resp. l ≤ 2128 − 1), jinak
nelze SHA-256 ani SHA-224 (resp. SHA-512 ani SHA-384) použít. Na konec zprávy
přidáme jedničkový bit.
2. Na konec zprávy vzniklé v bodu 1 přidáme takový nejmenší počet k nulových bitů,
aby platilo
(l + 1 + k − 448) mod 512 = 0
(resp. (l + 1 + k − 896) mod 1024 = 0)
Jinak řečeno, aby po přičtení 64 k délce takto vzniklé zprávy byla její výsledná délka
násobkem 512 (resp. aby po přičtení 128 byla násobkem 1024).
3. Na konec zprávy vzniklé v bodu 2 přidáme 64-bitovou (resp. 128-bitovou) reprezentaci
l.
Takto upravená zpráva je poté rozdělena na n 512-bitových bloků (resp. 1024-bitových)
M1,M2, . . . ,Mn a tím je připravena pro zpracování ve vlastním hashovacím algoritmu. Na
konci části předzpracování je provedena inicializace proměnných H0 až H7 a to následovně
(v šestnáctkové soustavě):
Pro SHA-256 Pro SHA-224 Pro SHA-512 Pro SHA-384
H0 6A09E667 C1059ED8 6A09E667F3BCC908 CBBB9D5DC1059ED8
H1 BB67AE85 367CD507 BB67AE8584CAA73B 629A292A367CD507
H2 3C6EF372 3070DD17 3C6EF372FE94F82B 9159015A3070DD17
H3 A54FF53A F70E5939 A54FF53A5F1D36F1 152FECD8F70E5939
H4 510E527F FFC00B31 510E527FADE682D1 67332667FFC00B31
H5 9B05688C 68581511 9B05688C2B3E6C1F 8EB44A8768581511
H6 1F83D9AB 64F98FA7 1F83D9ABFB41BD6B DB0C2E0D64F98FA7
H7 5BE0CD19 BEFA4FA4 5BE0CD19137E2179 47B5481DBEFA4FA4
Tabulka 4.1: Tabulka inicializačních hodnot pro SHA-256, 224, 512 a 384
4.3 Vlastní algoritmus hashování
Při počítání hashe zprávy je využívána předzpracovaná zpráva z kapitoly 4.2.
4.3.1 SHA-256, SHA-224
Vlastní hashování probíhá po jednotlivých blocích M , kde pro každý blok Mi, kde i = 1. . .n
je provedeno následující (provádění příkazů probíhá po řádcích):
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1. Rozděl Mi na 16 slov W0,W1, . . . ,W15, kde W0 je nejlevější slovo.
2. Vypočítej všechna Wt, kde t = 16. . .63 následovně:
Wt = σ
{256}
1 (Wt−2) +Wt−7 + σ
{256}
0 (Wt−15) +Wt−16
3. Inicializuj proměnné A až H:
A = H
(i−1)
0 B = H
(i−1)
1 C = H
(i−1)





4 F = H
(i−1)
5 G = H
(i−1)
6 H = H
(i−1)
7
4. Postupně pro t = 0. . .63 proveď
T1 = H +
∑{256}





0 (A) + Maj(A,B,C)
H = G G = F F = E E = D + T1
D = C C = B B = A A = T1 + T2



































Po zpracování všech n bloků M je výsledný hash y zprávy roven:
Pro SHA-256 y = H0 ‖ H1 ‖ H2 ‖ H3 ‖ H4 ‖ H5 ‖ H6 ‖ H7
Pro SHA-224 y = H0 ‖ H1 ‖ H2 ‖ H3 ‖ H4 ‖ H5 ‖ H6
Tabulka 4.2: Vytvoření výsledného hashe z proměnných H pro algoritmy SHA-256
a SHA-224
4.3.2 SHA-512, SHA-384
Vlastní hashování probíhá po jednotlivých blocích M , kde pro každý blok Mi, kde i = 1. . .n
je provedeno následující (provádění příkazů probíhá po řádcích):
1. Rozděl Mi na 16 slov W0,W1, . . . ,W15, kde W0 je nejlevější slovo.
2. Vypočítej všechna Wt, kde t = 16. . .79 následovně:
Wt = σ
{512}
1 (Wt−2) +Wt−7 + σ
{512}
0 (Wt−15) +Wt−16
3. Inicializuj proměnné A až H:
A = H
(i−1)
0 B = H
(i−1)
1 C = H
(i−1)





4 F = H
(i−1)
5 G = H
(i−1)
6 H = H
(i−1)
7
4. Postupně pro t = 0. . .79 proveď
T1 = H +
∑{512}





0 (A) + Maj(A,B,C)
H = G G = F F = E E = D + T1
D = C C = B B = A A = T1 + T2
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Po zpracování všech n bloků M je výsledný hash y zprávy roven:
Pro SHA-512 y = H0 ‖ H1 ‖ H2 ‖ H3 ‖ H4 ‖ H5 ‖ H6 ‖ H7
Pro SHA-384 y = H0 ‖ H1 ‖ H2 ‖ H3 ‖ H4 ‖ H5




Útoky proti hashovacím funkcím
V této kapitole bude podán základní přehled o útocích na hashovací funkce. Nejdříve budou
obecně vysvětleny důležité pojmy a následně provedena kategorizace útoků s uvedením
jejich principů. Budou zde popsány pouze útoky na MDC, útoky na MAC může čtenář
nalézt v [1]. V této kapitole bylo čerpáno z [1, 2, 10, 4].
Nejdříve uveďme co se vlastně chápe útokem. Neformálně – útokem na hashovací funkce
je míněn určitý postup, jehož cílem je porušení určité jejich vlastnosti (nejčastěji odolnost
proti nalezení kolize) v kratším čase než je nejhorší teoretický předpoklad. Útoky můžeme
dělit podle několika kritérií, zde uvedeme dělení podle typu hashovací funkce proti které je
útok zaměřen a podle charakteru použité metody.
Kategorizace útoků, v závislosti na typu hashovací funkce proti které jsou zaměřeny, je:
• OWHF – cílem útoku je při zadaném hashi y získat původní zprávu x takovou, že
y = h(x) – jde o útok pro nalezení vzoru (Preimage attack). Nebo při zadaném páru
(x, h(x)) najít jinou takovou zprávu x′, že h(x′) = h(x) a x 6=x′ – jde o útok pro
nalezení druhého vzoru (Second preimage attack).
• CRHF – cílem je najít jakékoliv dvě zprávy x, x′ takové, že h(x′) = h(x) a x 6=x′ – jde
o útok pro nalezení kolize (Collision attack).
Pokud se má hashovací funkce h s délkou výsledného hashe n chovat jako náhodné
orákulum (viz kapitola 2.1), musí mít útok pro nalezení vzoru a útok pro nalezení druhého
vzoru složitost přibližně 2n a útok pro nalezení kolize přibližně 2n/2 (viz dále kapitola 5.1.2).
Při vyvrácení kterékoliv z těchto vlastností říkáme, že hashovací funkce byla prolomena.
Tím přestává platit hypotéza o tom, že se chová jako náhodné orákulum a měla by se
přestat používat v protokolech, které na tuto vlastnost spoléhají.
Poznámka. Útoky na hashovací funkce se nejčastěji začínají provádět na jejich oslabených
variantách. Důvodem je, že umožňují kryptoanalytikům si v začátcích zkoumání hashovací
funkce udělat představu o principu útoku s tím, že tyto oslabené hashovací funkce sdílejí
s původní hashovací funkcí důležité charakteristiky a že na oslabené variantě lze tyto útoky
testovat i na běžných počítačích. Jedním ze způsobů jak lze hashovací funkci oslabit je
dovolit specifikovat inicializační hodnoty pro proměnné H0. . .Hn. Takové útoky se potom
označují jako pseudo-útoky (tedy Pseudo-preimage attack, Second pseudo-preimage attack
a Pseudo-collision attack).
Útoky lze také dělit podle charakteru použité metody na:
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• Obecné metody útoku – Patří zde metody, které lze aplikovat na jakoukoliv hashovací
funkci. Ta je zde chápána jako černá skříňka – jediným důležitým parametrem je délka
výstupu n a délka jednoho výpočtu hashe.
• Metody závisející na určité vnitřní struktuře nebo výpočtu hashovací funkce – U těchto
metod je blíže specifikováno, jaké vlastnosti hashovací funkce musí mít, aby bylo
možné danou metodu použít. Patří zde např. metody závislé na zřetězení, na vlast-
nostech použité blokové šifry.
V další části kapitoly bude představeno několik útoků na nalezení kolize dělených podle
charakteru použité metody. Předtím ale uveďme, jaké je vlastně možné reálné využití dvou
zpráv, které mají stejný hash. Jak bylo uvedeno v kapitole 2.3, nejčastějším využitím MDC
je vytvoření hashe zprávy, který je poté podepsán a s nezabezpečenou zprávou odeslán
příjemci, který vypočítá hash přijaté zprávy a porovná jej s hashem, který byl přenášen
podepsaný a tudíž jej nebylo možné během přenosu změnit (narozdíl od zprávy). A právě zde
můžeme vidět motivaci pro snahu o nalezení kolize v MDC. Pokud se nám podaří nalézt dvě
zprávy se stejným hashem, budou se obě zprávy při ověřování jevit jako legitimní. Nastává
tedy několik scénářů, které může útočník po nalezení dvou zpráv x1 a x2 se stejným hashem
následovat. Nejčastěji se uvádějí následující dva:
• Útočník pošle k podpisu druhé straně pro ni výhodnou zprávu x1 (má tak jistotu,
že ji druhá strana podepíše). Po získání podpisu tvrdí, že byla podepsána zpráva x2
(výhodná pro útočníka).
• Útočník podepíše zprávu x1, která je výhodná pro druhou stranu. Později toto popře
a tvrdí, že podepsal x2 (výhodnou pro útočníka).
5.1 Obecné metody útoku
Jak již bylo zmíněno, obecné metody útoku jsou takové, které lze aplikovat na jakoukoliv
hashovací funkci. Útoky předpokládají, že mapování na hash je rovnoměrně rozděleno (tedy
že na každý hash se mapuje stejný počet vzorů). Pokud toto není ve skutečnosti dodrženo,
budou útoky ještě účinnější.
5.1.1 Random attack
Jedná se o nejprimitivnější útok, kdy útočník náhodně pozmění původní zprávu a doufá, že
změna zůstane neodhalena. Pravděpodobnost úspěchu tohoto útoku je 12n , kde n je délka
hashe zprávy v bitech. Tomu také musí odpovídat počet pokusů, které musí útočník provést
během jistého časového okamžiku, aby měl naději na úspěch.
5.1.2 Narozeninový útok
Narozeninový útok (birthday attack) patří do skupiny útoků pro nalezení kolize hashovací
funkce. Je to vylepšená forma útoku hrubou silou (brute-force attack) využívající naroze-
ninový paradox (birthday paradox) známý v teorii pravděpodobnosti.
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Narozeninový paradox
Uvažujme skupinu k náhodně vybraných lidí. Jak velké musí být k, aby pravděpodobnost,
že v této skupině lidí se najdou alespoň dva, kteří mají narozeniny ve stejný den, byla
alespoň 50%? Uvažujme, že narozeniny lidí jsou v roce rozloženy rovnoměrně a ignorujeme
přestupné roky.





Pokud chceme vypočítat pravděpodobnost, že ve skupině k vybraných lidí se najdou alespoň
dva se stejnými narozeninami, je jednodušší počítat pravděpodobnost opačnou, tedy že ve
skupině k lidí se nenajde ani jedna dvojice, která má narozeniny ve stejný den a tu poté
odečíst od 1 pro získání hledané pravděpodobnosti. Pravděpodobnost, že první vybraný
člověk má narozeniny v libovolný den je P1 = 365365 = 1. Pravděpodobnost, že druhý vybraný
člověk má narozeniny v libovolný den, kromě toho, kdy má narozeniny první vybraný člověk,
je P2 = 364365 . Pravděpodobnost u třetího člověka je P3 =
363
365 . Takto můžeme pokračovat
až ke k-tému vybranému člověku. Protože chceme zjistit pravděpodobnost, že tyto jevy
nastanou současně a zároveň platí že tyto jevy jsou nezávislé, je celková pravděpodobnost,











· . . . · 365− k + 1
365
P365,k =
365 · 364 · 363 · 362 · . . . · 365− k + 1
365k
Potom pravděpodobnost Q365,k, že ve skupině k lidí existuje alespoň jedna dvojice, která
má narozeniny ve stejný den, je:
Q365,k = 1− P365,k
Závislost pravděpodobnosti Q365,k na počtu lidí k je zobrazena na obrázku 5.1. Pokud
uvedený výpočet zobecníme na náhodný výběr k prvků z množiny o n prvcích, kde můžeme
jeden prvek vybrat vícekrát, dostaneme pravděpodobnost toho, že z vybraných k prvků
nebudou žádné dva stejné rovnu:
Pn,k =
n · (n− 1) · (n− 2) · (n− 3) · . . . · (n− k + 1)
nk















· . . . ·
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A tedy pro Qn,k platí
Qn,k ∼= 1− e−
k(k−1)
2n
1Pro pravděpodobnost P (A ∩ B), že dva nezávislé jevy A a B nastanou současně, platí P (A ∩ B) =
P (A) · P (B)[48].
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−k(k − 1) ∼= 2n ln(1−Qn,k)
−k(k − 1)− 2n ln(1−Qn,k) ∼= 0
































+ 2n ln 2
A protože jsme předchozí úpravy prováděli pro n 0, můžeme výsledek zjednodušit na
k ∼=
√
2n ln 2 ∼= 1.177√n
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A tedy například pro hashovací funkci SHA-1 je možné pomocí narozeninového útoku do-
sáhnout kolize s pravděpodobností 50% po k ∼= 1.177
√
2160 ∼= 280.235114 pokusech.

Yuvalův narozeninový útok byl jeden z prvních útoků na hashovací funkce využívající
narozeninový paradox a je tak dobře známý. Algoritmus předpokládá dvě zprávy x1 a x2
hashované pomocí m-bitové hashovací funkce, kde x1 je legitimní zpráva, kterou je druhá
strana ochotna podepsat. x2 je podvodná zpráva, která je výhodná pro útočníka a kterou
by druhá strana nikdy nepodepsala. Algoritmus útoku je následující:
1. Vygeneruj t = 2
m
2 lehkých modifikací x′1 zprávy x1 (lze provést kombinací všech mož-
ností provedení/neprovedení jedné z m2 navržených změn – např. nahrazení tabulátorů
mezerami, nahrazení slova jeho synonymem, vložení netisknutelných znaků atd.).
2. Vypočítej hashe všech takto modifikovaných zpráv a ulož je spolu s danou zprávou
tak, aby bylo možné podle nich následně vyhledávat.
3. Vygeneruj lehkou modifikaci x′2 podvodné zprávy x2, vypočítej její hash a porovnej se
všemi uloženými hashi z kroku 2. Prováděj tento krok dokud nenalezneš dva shodné
hashe. Nalezení shody může být očekáváno po zhruba t pokusech.
5.2 Metody závislé na zřetězení
Metody závislé na zřetězení (angl. Chaining attacks) spadají do kategorie metod závislých
na určité vnitřní struktuře hashovací funkce. K útokům využívají vlastnosti zřetězení vysky-
tující se u většiny hashovacích funkcí, které jsou typické iterativním prováděním kompresní
funkce a využití tzv. kontextu pro uchování přechodné hodnoty hashe zpracovávané zprávy.
• Correcting-block chaining attack – Principem tohoto útoku je vložení speciálních
bloků z1 a z2 do dvou odlišných zpráv x1 a x2 tak, aby jejich výsledné hashe byly
stejné. Tyto speciální bloky jsou nazývány jako tzv. correcting blocks a při tomto
útoku se často vyskytují na koncích zpráv. Pro výsledný hash y těchto zpráv tedy
platí y = h(x1 ‖ z1) = h(x2 ‖ z2).
• Meet-in-the-middle chaining attack – Princip je podobný jako u narozeninového útoku,
ale místo hledání kolizí koncových hashů hledáme kolize kontextů H (chaining vari-
able). Útok probíhá tak, že nejprve je určeno tzv. místo útoku (angl. attack point)
– místo mezi bloky xa a xa+1 zprávy, kde 1 ≤ a < n a n je celkový počet bloků
zprávy x. Poté se pro bloky předcházející i následující toto místo vygenerují změny
podobné jako u Yuvalova narozeninového útoku. Následně probíhá výpočet hashe
vpřed od IV k místu útoku (Hi = f(Hi−1, xi), kde H0 = IV a i = 1 . . . a) a současně
zpětně od konečného (útočníkem požadovaného) hashe y zprávy opět k místu útoku
(Hi = f−1(Hi+1, xi+1), kde Hn = y a i = n − 1 . . . a). V tomto bodě se výsledné
kontexty obou výpočtů porovnají a pokud došlo k jejich kolizi, byla nalezena zpráva
s požadovaným současně obsahem a hashem. Podstatné u tohoto útoku je, že útočník
musí být schopen určit inverzní funkci f−1 ke kompresní funkci f použité hashovací
funkce.
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• Fixed-point chaining attack – Principem tohoto útoku je nalezení páru (Hi−1, xi)2
takového, že f(Hi−1, xi) = Hi−1. Jinak řečeno vložením libovolného počtu těchto
bloků při uvedené aktuální hodnotě kontextu se hodnota kontextu nezmění. Obranou
proti tomuto útoku je vložení bloku obsahujícího délku původní zprávy.
• Differential chaining attack – Principem tohoto útoku je sledování rozdílů mezi vstupy
a jejich odpovídajících rozdílů ve výstupech kompresní funkce. Za současné změny
vstupu kompresní funkce se poté snažíme dosáhnout nulové změny na jejím výstupu
– tato situace odpovídá nalezené kolizi kompresní funkce.




V této kapitole bude ukázán postup, jakým bylo dospěno k výsledné podobě aplikace De-
monstrační aplikace hashovacích algoritmů SHA-1 a SHA-2, která je praktickou částí této
práce. Nejdříve bude provedeno shrnutí z hledání již existujících aplikací na podobné téma.
Poté bude nastíněn základní koncept řešené aplikace a v dalších kapitolách bude uveden
návrh jednotlivých jejích částí více podrobně.
6.1 Existující aplikace a jejich nedostatky
Při hledání existujících aplikací, které nějakým způsobem demonstrují činnost algoritmů
SHA-1 nebo SHA-2, jsem narazil v podstatě na dva typy:
První a obsáhlejší skupinou byly jednoduché webové aplikace, jejichž účel byl pro zadaný
řetězec vypočítat jeho ať už SHA-1 nebo některý z SHA-2 hashů. Bez ohledu na to, že
tyto aplikace činnost zmíněných algoritmů žádným způsobem nedemonstrovaly, jsem si
u nich všiml jedné (a dle mého názoru podstatné) chyby. Žádná z nalezených aplikací totiž
neumožňovala uživateli si zvolit znakovou sadu, v jaké bude jím zadaný řetězec kódován
do binární reprezentace. Často jsem tak narazil na to, že v různých aplikacích byl výsledek
pro stejný řetězec různý. To byla také původní inspirace pro umožnění specifikace kódování
zadaného řetězce ve vytvářené aplikaci.
Ve druhé skupině se nachází aplikace, které už činnost zmíněných algoritmů demon-
strují, avšak je v nich dle mého názoru také několik nedostatků. Prvních z nich je webová
aplikace dostupná na http://nsfsecurity.pr.erau.edu/crypto/sha1.html, která v oka-
mžik psaní této práce nebyla dokončena, protože demonstruje pouze první část hashování
a to část předzpracování. Proto se ní zde dále nebudu zabývat. Druhou aplikací je jistá
semestrální práce dostupná na http://cmp.felk.cvut.cz/~lebedkar/SHA-1.jar. Ta je
mnohem více propracovaná než všechny předchozí zmíněné aplikace. I zde jsou ale z mého
pohledu chyby, kterým jsem se v mé aplikaci snažil vyhnout. Patří mezi ně následující:
1. Autor v levé části aplikace vypisuje obsahy jednotlivých bloků M , ale místo znaků
s diakritikou jsou zobrazeny otazníky. Také se zde snaží zobrazovat jako znaky byty,
u kterých to nemá smysl.
2. Proměnné H0 až H4 zde nejsou vůbec používány, ačkoliv jsou uvedeny ve standardu.
Namísto nich jsou používány proměnné A–E, které ale v algoritmu mají jiné využití,
a tak dle mého názoru dochází ke zbytečnému matení uživatele.
3. Při vložení velkého souboru na vstup aplikace zamrzne.
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6.2 Koncept aplikace
Z chyb uvedených v předchozí kapitole a vlastních představ, jak by měla výsledná aplikace
vypadat, jsem navrhl její koncept, který lze shrnout do těchto bodů:
• GUI aplikace bude rozděleno na tři obrazovky. První bude menu, kde bude uživa-
tel aplikaci zadávat vstupy, volit použité algoritmy atd. Na druhé obrazovce bude
kompletním způsobem ukázána první část hashování – předzpracování zprávy. Na té
poslední bude uveden postup vlastního hashování zprávy.





Další krok“ (ostatní obrazovky). Návrat do menu aplikace bude umožněn z tlačít-
kové lišty.
• Na druhé a třetí obrazovce bude zobrazena krátká nápověda o tom, v jaké fázi hasho-
vání se aktuálně aplikace nachází a také bude informovat uživatele o jeho průběhu.
• Nad všemi prvky aplikace, které by mohly být nejasné, bude při najetí myši zobrazen
tooltip s detailním popisem účelu daného prvku.
6.2.1 Obrazovka menu
Menu bude tvořit vstupní bod aplikace a bude to jediné místo, kde lze nějakým výraz-
ným způsobem ovlivnit její chování. Nejdůležitějším prvkem menu bude políčko pro vložení
vstupu od uživatele, kterým bude moci být řetězec nebo soubor, z čehož vyplývá nutnost
umístit zde také příslušné přepínače. V případě, kdy bude vstupem řetězec, bude navíc
zobrazen rozbalovací seznam pro možnost specifikace znakové sady, která bude použita
při kódování tohoto řetězce do jeho binární reprezentace. V případě, že bude vstupem
soubor, bude na místě zmíněného rozbalovacího seznamu tlačítko
”
Otevřít“, které zobrazí
standardní dialog pro otevření souboru. Dalšími důležitými prvky na obrazovce menu jsou
přepínače na volbu hashovacího algoritmu a volbu tzv. režimu. Režimy, ve kterých bude




Výsledek“. Při volbě režimu
”
De-
monstrace“ bude aplikace fungovat standardním způsobem, tedy provede uživatele celým
výpočtem hashe jeho zprávy. V režimu
”
Výsledek“ naproti tomu po spuštění výpočtu bude
hash zadané zprávy vypočítán interně a uživateli bude pouze zobrazen v dialogovém okně.
Tyto režimy bude možné použít s oběma druhy vstupů. Poslední možnost, jak z menu
ovlivnit chování aplikace, je specifikovat jiné tzv. inicializační hodnoty (IV). K tomu bude
sloužit zaškrtávací políčko, které při zaškrtnutí zobrazí textová pole pro specifikování zmí-
něných IV. Počet těchto polí a maximální délka jejich obsahu bude odpovídat zvolenému
hashovacímu algoritmu.
6.2.2 Obrazovka předzpracování zprávy
Obrazovka předzpracování zprávy uživateli demonstruje, jakým způsobem je jím zadaná
zpráva upravena do tvaru, který je vhodný pro další zpracování hashovacím algoritmem.
Předzpracování zprávy u SHA algoritmů standardně probíhá ve třech krocích (viz kapitoly
3.2 a 4.2). Protože je ale první krok (doplnění bitové jedničky) příliš jednoduchý a sa-
mostatně umístněný by zbytečně zabíral místo, rozhodl jsem se jej sloučit s následujícím
krokem, kterým je doplnění zprávy o bitové nuly. Každý krok na obrazovce jsem se rozhodl
reprezentovat minimálně:
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• Jednou tabulkou obsahující zprávu na konci daného kroku (která zároveň zachycuje
rozdělení zprávy na bloky W ). Z důvodu úspornosti místa budou hodnoty ve všech
tabulkách v šestnáctkové soustavě.
• Krátkým textem, který bude popisovat daný krok, tedy k jakým úpravám ve zprávě
dochází a jaké jsou zásady této úpravy obecně. Volitelně může být doplněn tooltipem,
který bude popisovat tento krok detailněji z pohledu konkrétně zadané zprávy.
Tabulku s textem k prvnímu kroku bude pro větší přehlednost ještě předcházet vypsaný
zadaný řetězec (resp. cesta k zadanému souboru) a tabulka s tímto řetězcem kódovaným ve
vybrané znakové sadě (resp. obsah souboru). A protože doplňování bitové jedničky v tabulce
s hodnotami v šestnáctkové soustavě nemusí být zcela jasně viditelné, rozhodl jsem se pro
přidání poslední tabulky s hodnotami v binární soustavě, která bude zachycovat část zprávy,
ve které dochází k této úpravě. Výsledné pořadí prvků na obrazovce pro předzpracování
zprávy tedy bude:
• Výpis zadané zprávy (řetězec resp. cesta k souboru).
• V první tabulce – zadaný řetězec ve zvolené znakové sadě resp. obsah souboru.
• Popisek a tabulka s provedenými prvními dvěma kroky předzpracování zprávy.
• Doplňující tabulka s popiskem, ve které bude binární reprezentace částí zprávy pro
lepší demonstraci doplnění bitové jedničky.
• Popisek a tabulka s provedeným třetím krokem předzpracování zprávy a tedy její
finální podobou. Vedle této tabulky bude zároveň naznačeno dělení zprávy na bloky
M pro návaznost na následující obrazovku.
6.2.3 Obrazovka hashování
Obrazovka hashování je poslední a nejdůležitější obrazovkou aplikace. Jejím cílem je demon-
strovat uživateli postup, jakým se dospěje od zprávy vzniklé na konci předchozí obrazovky
k jejímu hashi. Všechny algoritmy SHA s zprávou pracují po jednotlivých blocích M , které
ještě dělí na menší celky – bloky W , při hashování také používají proměnné A–E (resp.
A–H) a pro uložení kontextu slouží proměnné H0. . .H4 (resp. H0. . .H7) (viz kapitoly 3.1
a 4.1). Hodnoty všech těchto prvků je třeba mít zobrazeny právě na obrazovce hashování
spolu s ukázkami výpočtů realizovanými v aktuálním kroku. Rozhodl jsem se je na obra-
zovce organizovat následovně (pro lepší představivost je možné využít screenshoty aplikace
v příloze B):
• Bloky M budou z důvodu jejich rozsáhlosti uvedeny pouze svým označením a to
konkrétně v levé části aplikace uspořádány do vertikálně orientované tabulky. Blok,
který bude aktuálně zpracováván, bude zvýrazněn barvou.
• Bloky W odpovídající aktuálně zpracovávanému bloku M budou i se svým obsahem
zobrazeny opět ve vertikálně orientované tabulce, která se bude nacházet vpravo od
tabulky s bloky M .
• Ve spodní části obrazovky budou v horizontálně orientované tabulce zobrazeny aktu-
ální hodnoty proměnných H (kontext).
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• Hodnoty proměnných A–E (resp. A–H) budou zobrazeny v horizontálně orientované
tabulce v horní i spodní části obrazovky – horní tabulka bude obsahovat jejich hodnoty
před a spodní po provedení výpočtu v aktuálním kroku (viz dále). Ta dříve uvedená
tak bude sloužit jako vstup do zobrazovaného vypočtu a ta později uvedená jako jeho
výstup.
• Zbývající plochu bude vyplňovat textové pole, které bude sloužit k zobrazení výpočtu
prováděném v aktuálním kroku. Hodnoty zde uváděné, které budou mít přímou sou-
vislost s hodnotami uvedenými v některé z předchozích tabulek, budou obarveny
stejnou barvou pro zdůraznění jejich vztahu.
Postup kroků na této obrazovce pak bude odpovídat těm uvedeným v kapitolách 3.3 nebo
4.3 (dle zvoleného algoritmu) – Pro každý blok M budou nejprve dopočítány bloky W do
požadovaného počtu, kdy postupným přesouváním se na další kroky se budou v tabulce
s bloky W doplňovat hodnoty s tím, že jejich výpočet bude zároveň ukázán v textovém poli.
Následně budou procházeny jednotlivé bloky W od začátku a budou počítány hodnoty
proměnných A–E (resp. A–H). Na konec zpracování bloku M dojde k výpočtu nových
hodnot proměnných H. Tento postup bude zopakován pro všechny bloky M a u posledního




V této kapitole bude stručně shrnut popis implementace aplikace, jejíž návrh je uveden
v kapitole 6. Cílem je poskytnout čtenáři základní přehled o principech fungování aplikace
a zdůvodnit řešení některých jejích částí.
Jako implementační jazyk byla zvolena Java spolu s využitím GUI toolkitu AWT/Swing.
Celá funkčnost aplikace je implementována v pěti třídách spolu s třídou SHADemo, která
obsahuje pouze metodu main. Ta slouží pro vytvoření potřebných objektů a předání řízení
objektu zajišťujícímu vykreslení grafického uživatelského rozhraní aplikace (GUI). Imple-
mentace aplikace je logicky rozdělena na dvě části: do první patří pouze třída zajišťující
provádění všech výpočtů potřebných v aplikaci (třída HashObject) a do druhé části spadají
zbylé čtyři třídy implementující GUI. V následujícím textu budou postupně představeny
všechny třídy a popsány jejich nejdůležitější metody. Struktura aplikace je zachycena na
obrázku 7.1.
7.1 Výpočetní jádro aplikace – Třída HashObject
Třída HashObject implementuje hashovací algoritmy SHA-1 a všechny uvedené v SHA-2
[32] a poskytuje metody pro práci s nimi. Je absolutně nezávislá na GUI a může tak být
použita i v jiné aplikaci za předpokladu, že budou dodrženy principy, jak s ní pracovat (viz
dále). Třída umožňuje provádět hashování zadaného řetězce nebo souboru. Princip práce
s třídou HashObject je následující:
1. Vytvoření instance třídy HashObject.
2. Volání metody init() s parametry nastavenými podle požadované funkčnosti. Patří
zde specifikace řetězce nebo souboru pro hashování a požadovaného hashovacího al-
goritmu. Při využití první možnosti, je ještě nutné uvést znakovou sadu, pomocí níž
má být zadaný řetězec překódován do binární reprezentace. Pokud byl specifikován
jako vstup soubor, je možnost volit způsob, jakým se s ním bude pracovat – První
možností je, že soubor bude na začátku celý načten do paměti, uzavřen a poté bude
hashování probíhat z paměti. Ve druhém způsobu se při výpočtu hashe budou data
číst přímo ze souboru a ten bude uzavřen až po skončení hashování (vhodné pro velké
soubory).






















































































































































































Obrázek 7.1: Diagram důležitých tříd aplikace
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4. V tomto kroku je možné s HashObjectem pracovat dvěma způsoby:
(a) Krokování výpočtu – Zde je algoritmus hashování implementován jako konečný
automat, který v každém svém stavu zpřístupňuje mezivýsledky výpočtů, které
je pak možné zobrazovat např. v GUI. Pro práci v tomto režimu se využívá
metoda nextStep(), jejímž každým zavoláním se HashObject přesune do ná-
sledujícího stavu, nebo neprovede nic pokud se již nachází ve stavu koncovém.
Tato možnost je ve výsledné aplikaci využita v režimu
”
Demonstrace“, který je
detailněji popsán v kapitole 6.2.1.
(b) Celé hashování najednou – Tady je situace mnohem jednodušší. Pro výsledný
hash zadaného řetězce či souboru stačí zavolat metodu computeHashResult().
Tato možnost je využita v režimu
”
Výsledek“ uvedeném v kapitole 6.2.1.
5. Získání výsledného hashe pomocí metody getFinalHashResult().
Poznámka. Již vytvořený objekt lze použít znovu pro jiný výpočet, stačí opakovat postup
z bodů 2–5 – není tedy třeba pokaždé vytvářet nový objekt.
Poznámka. Není možné kombinovat scénáře uvedené v bodě 4. Pokud již začneme některý
používat, musíme pro použití druhého HashObject znovu inicializovat metodou init().
Třída HashObject dále poskytuje metody usnadňující práci s ní – např. metodu pro uza-
vření všech případně otevřených souborů HashObjectu (použitelné například pokud dojde
k chybě v aplikaci, která jej používá) nebo metody pro získání některých vlastností hasho-
vacích algoritmů (např. počet proměnných H použitých v daném hashovacím algoritmu).
7.2 GUI aplikace
Před tím, než přejdu k popisu dalších tříd, bych zde chtěl nejprve objasnit základní princip
činnosti GUI a jeho způsob práce s HashObjectem. GUI aplikace je implementováno v tří-
dách GUIObject, MyMenu, MyPadPanel a MyHashPanel, kdy první jmenovaná zajišťuje
vytvoření okna aplikace a další obecně proveditelné akce (viz dále) a zbylé třídy slouží po
řadě k vytvoření menu (dále jen menuPanel), obrazovky s předzpracováním zprávy (dále
jen padPanel) a obrazovky s demonstrací hashování zprávy (dále jen hashPanel). Dále budu
popisovat pouze režim činnosti
”
Demonstrace“ (viz kapitola 6.2.1), protože v režimu
”
Vý-
sledek“ jsou akce v GUI aplikace soustředěny pouze v menu, popis režimu
”
Výsledek“ lze
nalézt v kapitole 7.2.2. Uvažujme tedy situaci, kdy uživatel klikne na tlačítko, jehož cílem
má být zobrazení další části výpočtu hashe zadané zprávy a to v závislosti na tom, v jaké
fázi se aplikace nachází (tímto tlačítkem může být
”
Spustit“ v menuPanel nebo
”
Další krok“
v padPanelu či v hashPanelu). Po kliknutí na tato tlačítka jsou v zásadě provedeny dvě
akce: pomocí dříve uvedených metod posun HashObjectu do následujícího stavu a zavolání
metody Actualize() GUIObjectu. Tato metoda na základě stavu HashObjectu rozhodne,
jestli bude zobrazen padPanel nebo hashPanel a zavolá jeho stejně pojmenovanou metodu,
ve které je poté opět v závislosti na stavu HashObjectu rozhodnuto, jak bude vypadat
výsledná obrazovka.
Poznámka. Metoda Actualize() se v menuPanelu nepoužívá, protože menu je z pohledu
změn v HashObjectu statické, a tak této metody není třeba (naplňování menuPanelu prvky
GUI je tak možné provádět jednou, a to už v jeho konstruktoru při spuštění aplikace).
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7.2.1 Třída GUIObject
Jak bylo zmíněno, třída GUIObject spolu s třídami MyMenu, MyPadPanel a MyHashPa-
nel zajišťuje GUI aplikace, pro nějž získává data od HashObjectu. Nejdůležitější metodou
je Actualize(), která slouží pro aktualizaci obsahu okna aplikace v závislosti na stavu
HashObjectu. Dalšími důležitými metodami jsou metody pro přepínání panelů v okně apli-
kace, s tím související metody pro nastavení velikosti a pozice okna aplikace (bližší infor-
mace o tomto chování viz kapitola 7.4) a metody pro zajištění správného ukončení aplikace
(zejména ve spojení s vícevláknovým přístupem – viz kapitola 7.2.2).
7.2.2 Třída MyMenu
Třída MyMenu obsahuje implementace všech metod souvisejících s menu aplikace, mezi než
patří i metoda ošetření stisku tlačítka
”
Spustit“, která tvoří asi nejkomplikovanější část této
třídy. Zmíněná metoda vždy provádí spuštění odpovídající inicializace HashObjectu a poté
zavolá vybranou metodu pro výpočet hashe. Všechny kombinace režimů aplikace jsou z dů-
vodu své nízké časové náročnosti výpočtu implementovány jako jednovláknové (a tedy běží





která může být při vložení velkého souboru na vstup potenciálně hodně časově náročná.
Výpočet hashe v této kombinaci režimů tedy probíhá ve zvláštním vlákně, aby po dobu
jeho provádění nedošlo k zamrznutí GUI aplikace. Pro zajištění uživatelova přehledu o po-
stupu výpočtu je zobrazen indikátor průběhu výpočtu, jehož stav je periodicky obnovován
v dalším nově vytvořeném vlákně, aby touto činností nebylo zbytečně zatěžováno výpočetní
vlákno. S vytvářením nových vláken ale také souvisí jejich korektní ukončování. Správné
ukončení je obzvlášť důležité u výpočetního vlákna, které má po dobu výpočtu otevřený
vstupní soubor. Při správném dokončení výpočtu je soubor samozřejmě korektně uzavřen,
ale situace se komplikuje při přerušení výpočtu uživatelem. Nastalou situaci jsem se rozhodl
řešit zavedením speciální booleovské proměnné. Ta má po inicializaci HashObjectu hodnotu
false a v implementaci výpočtu hashe je neustále kontrolována na hodnotu true. Na tuto
hodnotu je proměnná nastavována z vlákna Event Dispatching Thread při požadavku od
uživatele na ukončení výpočtu nebo rovnou celé aplikace. Výpočetní vlákno na nastavení
této hodnoty reaguje tak, že okamžitě ukončí výpočet, uzavře soubor a ukončí se. Z pohledu
Event Dispatching Threadu je postup následující: nejprve je nastavena hodnota této pro-
měnné na true, poté se čeká na ukončení výpočetního vlákna (jde o prodlevu cca 100ms)
a následně je korektně ukončena celá aplikace (popř. opětovně zobrazeno menu, pokud byl
pouze přerušen výpočet).
7.2.3 Třída MyPadPanel
Třída MyPadPanel zajišťuje na základě dat z HashObjectu zobrazení tabulek a popisků,
tak jak je uvedeno v kapitole 6.2.2, také zajišťuje nastavení obsahů zobrazovaných tooltipů.
Nejdůležitější metodou je Actualize(), která s pomocí dalších metod řeší vykreslení ob-
razovky předzpracování zprávy – patří zde např. vytvoření příslušných tabulek, které jsou
poté naplněny daty z HashObjectu nebo aktualizace obsahu v tooltipech a popiscích.
1Event Dispatching Thread je speciální vlákno, které slouží pro spouštění obsluh událostí provedených
v GUI – jsou v něm spouštěny všechny metody na obsluhu událostí jako kliknutí na tlačítko, změna velikosti
komponenty, zmáčknutí klávesy atd. Toto vlákno tedy není vhodné používat pro realizaci náročných výpočtů,
protože se tím zablokuje obsluha událostí z GUI a uživateli se bude zdát, že aplikace zamrzla.
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7.2.4 Třída MyHashPanel
Třída MyHashPanel provádí vykreslování závěrečné obrazovky aplikace – tj. obrazovky
se zobrazením výpočtu hashe zprávy. I zde je nejdůležitější metodou Actualize(), která
s pomocí různých kratičkých funkcí řeší vykreslení, rozložení a naplnění prvků daty z Ha-
shObjectu na tomto panelu. Dále také zajišťuje aktualizace obsahů tooltipů a popisků
zobrazených na tomto panelu.
7.3 Třída SHADemo
Třída SHADemo obsahuje pouze metodu main, která je vstupním bodem programu. Jsou
v ní vytvářeny instance tříd HashObject i GUIObject a poté zavolána metoda GUIObjectu
pro vytvoření GUI aplikace. Je zde ještě řešena problematika zjišťování dostupného rozlišení
obrazovky a z toho vyplývající nastavení maximálního rozlišení okna aplikace.
7.4 Poznámky k řešení některých problémů
Při implementaci aplikace jsem se setkal s několika problémy, které jistým způsobem mohou
ovlivňovat chování výsledné aplikace. Chtěl bych je tedy zde v krátkosti vyjmenovat a uvést
jaké jsou jejich dopady na používání aplikace v některých situacích.
• Z důvodu zachování přehlednosti jak padPanelu tak hashPanelu jsem omezil maxi-
mální délku vstupní zprávy v režimu
”
Demonstrace“. Dlouhé zprávy by při zobrazení
na těchto panelech nebyly zobrazeny celé najednou a navíc krokování jejich hashování
by bylo velmi zdlouhavé. Přitom principy algoritmů SHA se dle mého názoru lépe
chápou na kratších zprávách, zejména jelikož tyto algoritmy patří mezi tzv. iterativní
hashovací funkce (viz kapitola 2.2). Principielně je však aplikace napsána tak, že by
zrušení těchto limitů po provedení drobných úprav neměl být problém.
• Z estetických důvodů a značného rozdílu velikosti obsahů menuPanelu a padPanelu
spolu s hashPanelem je v aplikaci implementována změna velikosti jejího okna při
přechodech mezi těmito panely. Dopady na uživatele jsem se snažil snížit tím, že
okno při této změně velikosti pozicuji tak, aby bylo na středu obrazovky (výjimkou
je, pokud uživatel s oknem kamkoliv pohne – poté, pokud to není nutné, se pozice
okna nemění).
• Pro usnadnění práce s aplikací bylo na hashPanel přidáno tlačítko
”
Skok na poslední
blok W“, jehož účelem je umožnit uživateli přeskočit opakující se pasáže, pokud mu




Cílem této práce bylo navrhnout a implementovat demonstrační aplikaci hashovacích algo-
ritmů SHA-1 a SHA-2. Tento cíl byl splněn, krátký popis postupu práce lze nalézt v kapi-
tolách 6 a 7. Výsledná aplikace umožňuje pracovat se vstupem z řetězce nebo souboru. Při
specifikování řetězce je možné určit znakovou sadu, ve které bude daný řetězec kódován do





Výsledek“. První zmíněný režim uživatele provede kompletním vytvořením
hashe jím zadané zprávy. Při návrhu tohoto režimu byla snaha o co největší názornost čin-
nosti algoritmů – celé hashování zprávy je rozděleno na dvě části, ve kterých je postupně
ukázáno, jakým způsobem se zadaná zpráva předzpracovává a poté jak je počítán její hash.
Vše je provázeno vysvětlujícími texty uváděnými v nápovědě (která je neustále zobrazena
v okně aplikace), popiscích a v neposlední řadě také v tooltipech zobrazovaných při přejetí
kurzorem myši přes některé prvky GUI. Při krokování výpočtu je využito barev pro zvý-
raznění odpovídajících si hodnot proměnných a hodnot v tabulkách, s kterými se aktuálně
pracuje. Druhým režimem je
”
Výsledek“, který hash zadané zprávy vypočítá a uživateli
rovnou zobrazí. V tomto režimu je umožněno hashovat soubory o libovolné velikosti, což
aplikace provádí pomocí vícevláknového přístupu. Dále je aplikace implementována tak, že
její výpočetní jádro (třída HashObject) je možné využít i samostatně v jiné aplikaci. Pou-
žití aplikace je možné zejména pro výukové účely nebo pro základní demonstraci činnosti
algoritmů SHA, či hashovacích funkcí obecně.
Mezi vylepšení, která by se v aplikaci dala realizovat patří například přidání dalších
hashovacích funkcí. GUI i HashObject jsou napsány tak, že by přidání dalších algoritmů
podobných SHA nemělo činit větší problémy. Dalším vylepšením by mohla být optimalizace





Výsledek“. Pro opravdu citelné zrychlení by pravděpodobně
bylo třeba provést jejich implementaci v některém z nízkoúrovňových jazyků.
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Příklad A.1. Uvažujme hashovací algoritmus SHA-1 a původní zprávu tvořenou 56 znaky
”a”. V kódování ASCII a šestnáctkové soustavě je původní zpráva v tabulce A.1. Po prove-
dení prvních dvou kroků předzpracování je zpráva v tabulce A.2. Konečná podoba zprávy
je v tabulce A.3.
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161
Tabulka A.1: Reprezentace původní zprávy
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161 80000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000
Tabulka A.2: Předzpracování zprávy – Upravená zpráva po kroku 2
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161 61616161 61616161
61616161 61616161 80000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000001 11000000




Obrázek B.1: Screenshot menu aplikace
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Obrázek B.2: Screenshot druhé obrazovky aplikace (Obrazovka předzpracování zprávy)
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Obrázek B.3: Screenshot třetí obrazovky aplikace (Obrazovka hashování)
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