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Abstract
T2K is a long baseline neutrino oscillation experiment studying the oscillation of
νµ to νe over the 295 km baseline between the J-PARC accelerator and the Super-
Kamiokande water Cherenkov detector.
A 3-flavour, 5 sample ν/ν¯ joint analysis on the Run 1-9 dataset is performed
to measure the neutrino CP phase, δ, where values other than zero and npi imply a
difference in the oscillation of neutrinos and antineutrinos. The 2σ confidence level
allowed interval when applying the constraint on sin2(θ13) from reactors in normal
mass ordering is [−2.966,−0.628] and for inverted mass ordering is [−1.799,−0.979].
Thus, CP conservation is rejected at 2σ, a world leading measurement.
Differences in event rates are expected for different true values of the neutrino
mass ordering and thus T2K has some sensitivity to the neutrino mass ordering. A
3-flavour, 5 sample ν/ν¯ joint analysis on the Run 1-9 dataset is performed to mea-
sure the neutrino mass ordering. No strong evidence against either mass ordering
hypothesis is observed.
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Chapter 1
Introduction
The Standard Model, which first emerged in the 1960s, represents the best current
understanding of particle physics. This model has been remarkably successful, cor-
rectly predicting the existence of the W and Z bosons, the gluon, the top and charm
quarks and, most recently, the Higgs boson. Alongside these major achievements
are precision predictions of physical observables that have been verified by exper-
iment. Nonetheless, the Standard Model is known to be incomplete. Among the
most significant open questions are the origin of gravity, the nature of dark matter
and the very existence of a matter-dominated Universe.
The topics covered in this thesis are not part of the Standard Model. Neu-
trino oscillation, experimentally confirmed in the early 2000s, demonstrates that
neutrinos have mass, while in the Standard Model neutrinos are massless particles.
Neutrino oscillation provides the potential for CP violation in the lepton sector
(which may explain the matter-dominated nature of the Universe) and it is this
topic that forms one of the analyses in this thesis. The T2K neutrino oscillation
experiment is used to constrain the value of the lepton CP phase, rejecting CP
conservation at 2σ and thereby hinting at CP violation in the lepton sector.
The discovery that neutrinos have mass raises questions of the absolute mass
scale and the ordering of the neutrino masses. While neutrino oscillation is unable
to access the absolute mass scale of the neutrinos, it can measure the mass-squared
differences between the mass states and thereby address the ordering of the masses.
The order of the first two mass states is already known, but the relationship of the
third mass state to these first two remains an open question; that is, is the third
mass state heavier than the first two mass states, or lighter, the so called normal
and inverted orderings respectively? It is this question that is tackled by the second
analysis in this thesis. Using data from the T2K experiment, the mass ordering is
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measured, finding no strong evidence against either mass ordering.
2
Chapter 2
History and theory of neutrino
physics
2.1 History
2.1.1 Prediction and discovery of the neutrino
The story of the neutrino begins with the electron energy spectrum of β-decay
in the early 20th century. At this time it was thought that in one form of β-
decay an unstable atomic nucleus undergoes spontaneous decay, in which the atomic
number, Z, of the nucleus, N , is increased by one, while the atomic mass, A, remains
unchanged to produce a daughter nucleus N ′
A
ZN → AZ+1N ′ (2.1)
Considering the nucleons involved in the process this is the decay of a neutron, n,
to a proton, p, and an electron, e−
n→ p+ e− (2.2)
There are however two significant problems with this view of β-decay. The first is
with respect to conservation of angular momentum; the neutron is a spin-12 particle
and therefore it cannot decay into exactly two spin-12 particles, as the proton and
electron are, without violating this conservation law. The second problem concerns
the conservation of energy and momentum; in 1914 Chadwick established that the
electron energy spectrum was continuous (see [1]), a fact that was subsequently
confirmed by Ellis andWooster [2], however, with only two outgoing particles, energy
3
and momentum conservation requires that the electron energy spectrum take the
form of a sharp peak, which for the β-decay of 210Bi to 210Po investigated by Ellis
and Wooster would be found at Q ≈ 1.2MeV.
These problems led Pauli to propose, in 1930, that an undetected light,
neutral, spin-12 particle [3] was emitted along with the neutron and electron, thus
resolving the aforementioned conflicts with the conservation laws. Pauli’s proposal
was vindicated in 1956, when Reines and Cowan announced the discovery of the
electron (anti)neutrino [4]. Reines and Cowan designed an experiment to make use
of the substantial neutrino flux generated by nuclear reactors. In particular they
situated large tanks containing a scintillating liquid solution doped with Cadmium
and layers of scintillation counters to detect the inverse β-decay interaction
ν¯e + p→ e+ + n (2.3)
The neutrinos from the Savannah River Plant reactor interacted with the protons in
the scintillator to produce a positron and neutron, the positron detectable by the pair
of photons produced upon annihilation and the subsequent capture of the neutron by
the Cadmium solute produced a delayed gamma ray signal. The combination of the
shielding around the tanks reduced the background from reactor neutrons, gamma
rays and cosmic rays and the dependence of the signal magnitude on reactor power
and proton concentration in the solution provided strong evidence that the signals
originated from interactions occurring within the tanks and therefore provided the
first conclusive proof of the existence of the neutrino.
Having taken 26 years between the prediction and detection of the neutrino,
it took only 6 more years to discover a second flavour of neutrino. This experiment
[5] used a particle accelerator at Brookhaven National Laboratory to produce pions
by colliding protons with a Beryllium target to produce neutrinos via the decay
pi± → µ± + (νµ/ν¯µ) (2.4)
The neutrinos then travelled through an iron shield that attenuated the daughter
muons and residual pions, to interact within a spark chamber where the resultant
charged lepton tracks could be detected. The identification of these tracks only
with muons rather than electrons demonstrated that these neutrinos must be of a
different flavour to those produced in the experiment by Reines and Cowan.
With neutrinos now associated with both the electron and the muon, the
discovery of the charged tau lepton in 1975 [6] raised the obvious question of whether
there was an associated tau neutrino. A provisional answer was provided by the LEP
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experiment [7], which measured the cross-section of the process
e+ + e− → ν + ν¯ + γ (2.5)
near the Z boson resonance. The single photon production cross-section is ap-
proximately proportional to the number of active, light neutrinos, which from the
measurement was calculated to be 3, as would be expected if there is a single neu-
trino for each charged lepton. This picture was finally confirmed in 2000 at DONUT
[8]. This experiment produced a neutrino beam through the collision of 800 GeV
protons with a tungsten target, producing Ds mesons which then decayed via the
process
D−s → τ− + ν¯τ (2.6)
The τ from this decay itself decayed producing a ντ as one of the daughter particles,
before travelling 36 m to a shielded target composed of steel and emulsion plates,
where a ντ interaction would register through the appearance of a track that would
then display a kink after a few millimetres, representing the τ produced by the ντ
interaction decaying into a µ (the visible kink) and ν¯τ (invisible).
2.1.2 Solar Neutrino Problem
With the existence of the neutrino established, the particle provided an avenue to
test the standard solar model (SSM), which predicted that the Sun would produce
a flux of νe as a result of various reactions taking place during nuclear fusion within
the Sun [9]. The long-running Homestake experiment [10] sought to measure part
of this flux by looking for inverse β-decay in a tank filled with Chlorine, specifically
through the interaction
νe +
37Cl→ 37Ar+ e− (2.7)
The resultant Argon atoms were periodically counted following chemical extraction
from the tank (the period being determined by the time at which production of
Argon reached approximate equilibrium with the Argon decay rate). The resultant
measured neutrino capture rate was approximately one-third the expected value.
One of the drawbacks of the Homestake experiment was that the neutrino
energy threshold of ∼ 0.8MeV for the interaction was relatively high. Coupled with
the fact that the cross-section increases with energy this meant that the principle
contribution to the measured neutrino flux was from 8B derived neutrinos, omitting
the lower-energy region that actually provides the dominant component of the neu-
trino flux (see fig. 2.1). This short-coming could be overcome by using a different
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target nucleus to provide the inverse β-decay reaction, specifically Gallium [11]:
νe +
71Ga→ 71Ge+ e− (2.8)
The energy threshold for this interaction, Eν ∼ 0.23 MeV, is lower and therefore
provides sensitivity to all sources of solar neutrinos, with the resultant Germanium
atoms chemically extracted on a periodic basis for counting. This approach was
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uncertainties are taken from Table 8 of Bahcall & Serenelli (2004).
The CNO contribution to the solar luminosity is also reduced
compared to BS04, BP04(Garching), and BP04(Yale). The lat-
ter models have a CNO contribution of 1.55% to the solar
luminosity, while for BS05( N) the CNO contribution is only
0.8%.
OP opacities. BS05(OP) and BS05(AGS, OP) differ in that
BS05(AGS, OP) uses the heavy-element abundance taken
from Asplund et al. (2005). Like all the preceeding models,
BS05(OP) uses Grevesse & Sauval (1998) abundances.
Comparing BS05(OP) with BS05( N), we see that the new OP
they change the other principal model characteristics.
The lower heavy-element abundances used in BS05(AGS,
OP) cause the computed depth of the convective zone to be
too shallow and the surface helium abundance to be unac-
ceptably low, as compared with the helioseismologically mea-
sured values. The depth of the solar convective zone and the
helium surface abundance have recently been redetermined by
Basu & Antia (2004) using the best-available helioseismolog-
ical data. Comparing the values calculated using BS05(AGS,
OP) with the measured values (given in parentheses), we have
R
0.728(0.713 0.001, exp.); (1)
R
Y 0.229(0.249 0.003, exp.). (2)
For BS05(AGS, OP), the disagreements between helioseis-
mological measurements and the computed values of andR
are many times the quoted errors. By contrast, all of theY
models in Table 1 that use the Grevesse & Sauval (1998)
abundances [BP04(Yale), BP04(Garching), and BS04 and
BS05( N) and BS05(OP)] have values for these parameters,
and , that are in much better agree-R 0.715 Y 0.244
ment with helioseismological measurements.
Similar results are obtained with models that use OPALopac-
ities [see the row labeled BS05(AGS, OPAL) in Table 1]. Solar
models constructed with the AGS05 composition disagree with
the helioseismological measurements of and , inde-R Y
pendent of whether one uses OPAL or OP radiative opacities.
Figure 1 shows that, for four representative models, the sound
speeds and densities inferred from solar models that use the
Grevesse & Sauval (1998) solar abundances are in excellent
agreement with the helioseismological measurements (Schou et
al. 1998) of sound speeds and densities. Solar models that use
the new Asplund et al. (2005) abundances are in disagreement
with the helioseismological measurements. For models that use
the Grevesse & Sauval (1998) abundances and OPAL, the rms
differences between the solar model predictions for sound speeds
and densities are, respectively, and0.0015 0.0001 0.015
, where we quote the range that spans the values for the0.002
opacities are even better: 0.00097 and 0.012, respectively. By
contrast, the rms differences for models that use the AGS05
abundances are larger by more than a factor of 3, 0.0053
and , respectively.0.0005 0.047 0.003
How do the adopted element abundances and the radiative
shows the solar neutrino energy spectrum that is calculated
using the BS05(OP) solar model, which may be taken as the
currently preferred solar model. The fractional uncertainties for
(2004).
Using OP opacity, the ratio of the
with the older (larger) heavy-element abundances [or with the
newer (lower) heavy-element abundances] to the total B neu-
med et al. 2004) is (see Table 2)
solar model B flux
1.09 (0.87), (3)
measured B flux
with a 9% experimental error (Ahmed et al. 2004) and a 16%
theoretical uncertainty (Bahcall & Serenelli 2004), with 1
the right-hand side of equation (3) become 1.12 (0.88), very
similar to the values for OP opacities. Turck-Chie`ze et al.
(2004) found a 9% lower
the fact that Turck-Chie`ze et al. did not use the recent and more
accurate pp cross section calculated by Park et al. (2003) and
that Turck-Chie`ze et al. did use intermediate screening for fu-
sion reactions instead of the more accurate approximation of
weak screening (see Bahcall et al. 2002).
Comparing the calculated to the measured (Bahcall et al.
2004) p-p
solar model p-p f lux
0.99 (1.00), (4)
measured p-p f lux
with a 2% experimental uncertainty (Bahcall et al. 2004) and
a 1% theoretical uncertainty (Bahcall & Serenelli 2004). The
agreement is similarly good if we adopt OPAL opacities. The
CNO contribution to the solar luminosity is only 0.5% for the
models BS05(AGS, OP) and BS05(AGS, OPAL).
We conclude that the agreement between solar model pre-
dictions and solar neutrino measurements is excellent and is
dances or the radiative opacity.
J. N. B. and A. M. S. are supported in part by NSF grant
PHY-0070928.
Figure 2.1: Solar neutrino energy spectrum. Reproduced from [12]
implemented by the GALLEX/GNO [13, 14] and SAGE experiments [15], measuring
neutrino capture rates approximately half the value predicted on the basis of the
SSM, thereby confirming the deficit discovered by the Homestake experiment. This
deficit in the measured neutrino capture rate relative to that expected, given the
predicted flux from the SSM, came to be known as the Solar Neutrino Problem
(SNP).
2.1.3 Atmospheric Neutrino Anomaly
An additional natural source of neutrinos takes the form of atmospheric neutrinos.
In particular, these neutrinos are produced by the interaction of cosmic rays (pre-
dominantly protons) with nuclei in the atmosphere, giving rise to hadrons, many of
6
which are charged pions, which in turn can decay to produce neutrinos supplemented
by the additional processes
µ− → e− + ν¯e + νµ (2.9)
µ+ → e+ + νe + ν¯µ (2.10)
from the subsequent decay of a fraction of the daughter muons.
The first observations of atmospheric neutrinos were provided by plastic and
liquid scintillator-based experiments in the Kolar Gold Mine (KGM) [16] and East
Rand Proprietary Gold Mine (ERP) [17]. Both of these experiments measured
muons traversing the detectors along a horizontal trajectory; with the rock sur-
rounding the experiment providing target material for the atmospheric νµ interac-
tions that would produce the muons to be detected, while acting as a shield against
cosmic ray muons (vertical trajectories were still subject to a significant cosmic ray
muon background). The KGM and ERP experiments each detected a number of
events in excess of the expected background rate and interpreted the results as
evidence for atmospheric neutrinos.
Precise measurements of atmospheric neutrinos became available with the
advent of the Kamiokande and IMB water-Cherenkov experiments. Intended pri-
marily as nucleon decay experiments, a precise understanding of the atmospheric
neutrino background to the decay searches was necessary. However, Kamiokande
measured [18, 19] the number of electrons and muons generated by νe and νµ par-
ticles present in the cosmic ray shower and found a deficit in the number of νµ
associated events. A range of theoretical predictions of neutrino flux at the time
meant that the deficit observed would have been unremarkable by itself, but the
ratio of νµ/νe events was much more precisely established and the observed ratio
was only ∼ 0.6 of the predicted value. The IMB experiment similarly measured
this ratio, finding a value ∼ 0.7 of the predicted value [20]. This deficit came to be
known as the Atmospheric Neutrino Anomaly (ANA).
2.1.4 Neutrino oscillation
The solution to the SNP and the ANA would be provided by the discovery of
neutrino oscillation. In 1957 Bruno Pontecorvo produced the first papers [21, 22]
proposing that neutrinos might oscillate to antineutrinos and vice versa, in analogy
with the recently discovered K0 ↔ K¯0 oscillations in the quark sector, with the
neutrinos and antineutrinos observed being a mixed state of two underlying par-
ticles. While this mechanism for neutrino oscillation ultimately turned out to be
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incorrect, the idea of oscillation itself remained, with a new mechanism proposed by
Maki, Nakagawa and Sakata [23], which, rather than considering mixing between
a neutrino and antineutrino, proposed mixing between a neutrino associated with
the electron and a neutrino associated with the muon (the τ particle having not
yet been discovered). These ideas were then developed [24, 25] by Pontecorvo and
Gribov, with the latter paper focusing on the oscillation potential of neutrinos from
the Sun, following the early results of the Homestake experiment, which had, at
the time, failed to detect solar neutrinos despite theoretical predictions that such a
detection should have been possible.
The resolution of the SNP was provided by the SNO experiment [26–28].
The key feature of SNO that allowed it to resolve the SNP was its ability to detect
all three flavours of active neutrinos, rather than only νe, as in the case of the
experiments discussed in section 2.1.2. As a (heavy) water-Cherenkov detector (see
section 3.3), it could detect the charged-current (CC) and elastic scattering (ES)
interactions
CC: νe + d→ p+ p+ e− (2.11)
ES: να + e− → να + e− (2.12)
where α = e, µ, τ . Thus the CC interaction provided the ability to detect the ex-
pected incident νe through the Cherenkov light produced by the outgoing electron,
while the ES process provided the ability to detect interactions involving all active
neutrino flavours through the same process, though with reduced sensitivity to inci-
dent νµ and ντ . Crucially however, the target nuclei in SNO (initially deuterium and
subsequently also Chlorine following doping with salt) provided for neutron capture
via the neutral-current (NC) process
NC: να + d→ p+ n+ να (2.13)
This NC process is equally sensitive to all active neutrinos and can therefore measure
the total flux of neutrinos coming from the Sun. Thus if some fraction of solar νe
were oscillating en route to the detector, the oscillated neutrinos could be detected
to confirm this (note that for all interactions the energy threshold was such that
SNO was sensitive only to 8B derived neutrinos). SNO found that the ratio of the
8B flux from CC and NC interactions was about 0.3, not only confirming the νe
deficit seen in earlier experiments, but further establishing that the missing νe had
indeed oscillated to νµ and ντ en route from the Sun.
Resolution of the ANA would come from Kamiokande’s successor, Super-
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Kamiokande (SK) [29]. The goal of SK was to look for an asymmetry in events based
on the trajectory of the detected particles. Given the weakly interacting nature of
the neutrino (see section 2.2.1), a detected particle could just as easily travel up
through the entire Earth on the way to the detector as travel down through only
the atmosphere above the detector and therefore the flux of atmospheric neutrinos
would be expected to be isotropic in the absence of neutrino oscillation. However,
with neutrino oscillation hypothesised to depend upon the propagation distance of
the neutrino (see section 2.2.2), these two scenarios represent propagation distances
of ∼ 15 km for downward going events and up to 13000 km for upward going events,
allowing for a difference in event rates due to oscillation. This asymmetry was
measured as
A =
U −D
U +D
(2.14)
where U is the number of upward going events and D is the number of downward
going events. In this way, an asymmetry close to zero would be consistent with
no oscillation signal, while positive or negative values would provide evidence of
oscillation. The result is shown in fig. 2.2, in which no significant asymmetry is
observed for electron neutrinos, but a momentum-dependent asymmetry is observed
for muon neutrinos, with events beyond ∼ 1 GeV/c yielding an asymmetry of −0.3.
This asymmetry was explained as resulting from νµ → ντ oscillations. Figure 2.3
shows the ratio of the number of events observed to the number of events predicted
without oscillation, along with a similar ratio where observed events are replaced
by an oscillation hypothesis using the SK best-fit, which clearly shows the deviation
from the expected value of 1 in the absence of oscillation, along with a good fit to
the oscillation hypothesis.
2.2 Theory
2.2.1 Weak interaction
The weak interaction is so named by virtue of the fact that, for small momentum
transfer, electromagnetic and strong processes dominate over weak processes where
such processes are allowed.
The weak interaction is mediated by three bosons; the charged W− and W+
bosons and the neutral Z boson. These give rise to two fundamental weak vertices,
one neutral and one charged, which for the case of leptons can be seen in fig. 2.4.
The neutral vertex has the property that the outgoing lepton is the same as the
incident lepton, whereas the charged vertex does not respect flavour and therefore
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TABLE I. Summary of the sub-GeV, multi-GeV, and PC
event samples compared with the Monte Carlo prediction based
on the neutrino flux calculation of Ref. [2].
Data Monte Carlo
Sub-GeV
Single-ring 2389 2622.6
e-like 1231 1049.1
m-like 1158 1573.6
Multi-ring 911 980.7
Total 3300 3603.3
R ­ 0.63 6 0.03 sstat.d 6 0.05 ssyst.d
Multi-Gev
Single-ring 520 531.7
e-like 290 236.0
m-like 230 295.7
Multi-ring 533 560.1
Total 1053 1091.8
Partially contained 301 371.6
RFC1PC ­ 0.65 6 0.05 sstat.d 6 0.08 ssyst.d
exhibit no excess of e-like events close to the fiducial
boundary [6,7].
The prediction of the ratio of the nm flux to the ne
flux is dominated by the well-understood decay chain of
mesons and contributes less than 5% of the uncertainty in
R. Different neutrino flux models vary by about 620% in
the prediction of absolute rates, but the ratio is robust [13].
Uncertainties in R due to a difference in cross sections
for ne and nm have been studied [14]; however, lepton
universality prevents any significant difference in cross
sections at energies much above the muon mass and thus
errors in cross sections could not produce a small value of
R in the multi-GeV energy range. Particle identification
was estimated to be * 98% efficient for both m-like and
e-like events based on Monte Carlo studies. Particle
identification was also tested in Super-Kamiokande on
Michel electrons and stopping cosmic-ray muons and the
m-like and e-like events used in this analysis are clearly
separated [6]. The particle identification programs in
use have also been tested using beams of electrons and
muons incident on a water Cherenkov detector at KEK
[15]. The data have been analyzed independently by
two groups, making the possibility of significant biases in
data selection or event reconstruction algorithms remote
[6,7]. Other explanations for the small value of R, such as
contributions from nucleon decays [16], can be discounted
as they would not contribute to the zenith angle effects
described below.
We estimate the probability that the observed mye ratios
could be due to statistical fluctuation is less than 0.001%
for sub-GeV R and less than 1% for multi-GeV R.
The m-like data exhibit a strong asymmetry in zenith
angle sQd while no significant asymmetry is observed in
the e-like data [7]. The asymmetry is defined as A ­
FIG. 1. The sU 2 DdysU 1 Dd asymmetry as a function
of momentum for FC e-like and m-like events and PC
events. While it is not possible to assign a momentum to
a PC event, the PC sample is estimated to have a mean
neutrino energy of 15 GeV. The Monte Carlo expecta-
tion without neutrino oscillations is shown in the hatched
region with statistical and systematic errors added in quadra-
ture. The dashed line for m-like is the expectation for
nm $ nt oscillations with ssin2 2u ­ 1.0, Dm2 ­ 2.2 3
1023 eV2d.
sU 2 DdysU 1 Dd where U is the number of upward-
going events s21 , cosQ , 20.2d and D is the num-
ber of downward-going events s0.2 , cosQ , 1d. The
asymmetry is expected to be near zero independent of the
flux model for En . 1 GeV, above which effects due to
the Earth’s magnetic field on cosmic rays are small. Based
on a comparison of results from our full Monte Carlo simu-
lation using different flux models [1,2] as inputs, treat-
ment of geomagnetic effects results in an uncertainty of
roughly 60.02 in the expected asymmetry of e-like and
m-like sub-GeV events and less than 60.01 for multi-GeV
events. Studies of decay electrons from stopping muons
show at most a 60.6% up-down difference in Cherenkov
light detection [17].
Figure 1 shows A as a function of momentum for
both e-like and m-like events. In the present data, the
asymmetric as a function of momentum for e-like events is
consistent with expectations, while the m-like asymmetry
at low momentum is consistent with zero but significantly
deviates form expectations at higher momentum. The
average angle between the final state lepton direction and
the incoming neutrino direction is 55– at p ­ 400 MeVyc
and 20–at 1.5 GeVyc. At the lower momenta in Fig. 1, the
possible asymmetry of the neutrino flux is largely washed
out. We have found no detector bias differentiating e-like
and m-like events that could explain an asymmetry in
m-like events but not in e-like events [7].
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Figure 2.2: Asymmetry in upward and downward going events at SK.
Shaded regions represent the predicted asy metry in the absence of os-
cillation, while the dashed line repres nts νµ ↔ ντ oscillations nder the
best-fit oscillation hypothe is. Fully contained (FC) events deposit all of
th ir Cherenkov light in the inn r detector. Partially contained (PC) events
deposit some light in the outer detector. Reproduced from [29]
the outgoing and incident leptons are not the same. CC weak interactions are the
only processes with this property and it is these interactions that provide the signal
at T2K (see section 4.2.2).
Unlike the photon and gluons which act as mediators for the electromagnetic
and strong interactions respectively, the weak mediators are (very) massive [30]:
MW = 80.379± 0.012 GeV
MZ = 91.1876± 0.0021 GeV
It is this fact that makes interactions mediated by these bosons weak. When con-
sidering energies well below the weak mediator masses, the amplitude of the process
simplifies such that it can be expressed in terms of a ratio of the relevant weak
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FIG. 4. The ratio of the number of FC data events to FC
Monte Carlo events versus reconstructed LyEn . The points
show the ratio of observed data to MC expectation in the
absence of oscillations. The dashed lines show the expected
shape for nm $ nt at Dm2 ­ 2.2 3 1023 eV2 and sin2 2u ­
1. The slight LyEn dependence for e-like events is due to
contamination (2–7%) of nm CC interactions.
experiment [4]. The Super-Kamiokande region favors
lower values of Dm2 than allowed by the Kamiokande
experiment; however the 90% contours from both ex-
periments have a region of overlap. Preliminary stud-
ies of upward-going stopping and through-going muons
in Super-Kamiokande [24] give allowed regions consis-
tent with the FC and PC event analysis reported in this
paper.
Both the zenith angle distribution of m-like events
and the value of R observed in this experiment signifi-
cantly differ from the best predictions in the absence
of neutrino oscillations. While uncertainties in the flux
prediction, cross sections, and experimental biases are
ruled out as explanations of the observations, the present
data are in good agreement with two-flavor nm $ nt
oscillations with sin2 2u . 0.82 and 5 3 1024 , Dm2 ,
6 3 1023 eV2 at a 90% confidence level. We con-
clude that the present data give evidence for neutrino
oscillations.
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Figure 2.3: The ratio of observed events to predicted events in the
absence of oscillation. Dashed lines represent the ratio of predicted
events under the best-fit oscillation hypothesis to predicted events
in the absence of oscillation. Reproduced from [29]
coupling constant, gw or gz and the mass of th relevant mediator, MW or MZ ,
(gw/MW )
2 [31]. From the Particle Data Group (PDG) [30] one can determine the
values gw ≃ 0.653 and gz ≃ 0.741 and from there the corresponding fine structure
constants (α = g2x/4pi), αw ≃ 1/30 and αz ≃ 1/23. This compares to the given
value of the electromagnetic fine structure constant α ≃ 1/137. It is clear that the
weak nature of the interaction is not due to a small intrinsic coupling constant, as
the weak constants are, in fact, larger than the electromagnetic equivalent, rather
it is due to the massive nature of the mediator in the denominator.
The practical implication of the small interaction cross-sections of the neu-
trino due to its weak nature is that it is very difficult to detect and therefore exper-
iments require both extremely large fluxes of neutrinos and large detector masses to
accumulate sufficient numbers of events for useful study.
11
Zl l
(a) Neutral current
W
l νl
(b) Charged current
Figure 2.4: Fundamental weak vertices.
A notable property of weak interactions is that of chirality, which is related
to the concept of helicity. Helicity is defined by
h ≡ s⃗ · p⃗
p
(2.15)
where s⃗ is the spin of the particle and p⃗ is its momentum. For massless spin-12
particles this quantity is well-defined; when the projection of spin onto momentum
is parallel to momentum one has right-handed helicity (h = 12) and when the pro-
jection of spin onto momentum is anti-parallel to momentum one has left-handed
helicity (h = −12). However, neutrinos are massive particles and therefore a Lorentz
boost can reverse the momentum without changing the spin, thereby changing the
helicity1. The Lorentz invariant quantity for massive particles is provided by the
concept of chirality. The chiral projection operators split a Dirac spinor into left-
and right-handed components. In particular for a particle spinor, u, we have [33]
uL = PLu =
1− γ5
2
u, uR = PRu =
1 + γ5
2
u (2.16)
with corresponding adjoint chiral spinors:
uL = uPR = u
1 + γ5
2
, uR = uPL = u
1− γ5
2
(2.17)
where γ5 = iγ0γ1γ2γ3 and γµ are the four gamma matrices of the Dirac equation.
The antiparticle spinor, v, has chiral components [33]
vL = PRv =
1 + γ5
2
v, vR = PLv =
1− γ5
2
v (2.18)
1Given that neutrinos are almost massless, experimentally we observe well-defined helicity in
neutrinos [32]
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with corresponding adjoint chiral spinors:
vL = vPL = v
1− γ5
2
, vR = vPR = v
1 + γ5
2
(2.19)
In addition to the Lorentz invariance of these chiral quantities a second key property
of weak interactions emerges if we look at the contribution, known as the weak
current, jµ, to the amplitude of the fundamental weak vertex in fig. 2.4b, which is
given by [31]:
jµ = uνγµ
(
1− γ5
2
)
ul (2.20)
where uν and ul are, respectively, the standard Dirac spinors for the neutrino and
lepton associated with this fundamental vertex. Given that (PL)2 = PL and noting
also that γ5 anticommutes with γµ (γ5γµ = −γµγ5) [34], the weak current can be
rewritten as follows:
jµ = uνγµ
(
1− γ5
2
)
ul
= uνγµ
(
1− γ5
2
)(
1− γ5
2
)
ul ∵ PL = (PL)2
= uν
(
1 + γ5
2
)
γµ
(
1− γ5
2
)
ul ∵ γ5γµ = −γµγ5
= uν,Lγµul,L (2.21)
Equation (2.21) shows that, in terms of chiral spinors, the fundamental weak vertex
involves only the coupling of left-handed particles. If we now consider the fundamen-
tal vertex in which we exchange the particles for anti-particles we have the following
weak current contribution:
jµ = vνγµ
(
1− γ5
2
)
vl
= vνγµ
(
1− γ5
2
)(
1− γ5
2
)
vl
= vν
(
1 + γ5
2
)
γµ
(
1− γ5
2
)
vl
= vν,Rγµvl,R (2.22)
Equation (2.22) shows that, in terms of chiral spinors, the fundamental weak vertex
with particles exchanged for anti-particles involves only the coupling of right-handed
anti-particles. We can therefore see that the weak force is a chiral interaction and
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the Standard Model (SM) permits only the coupling of left-handed particles and
right-handed antiparticles to the weak bosons.
2.2.2 Neutrino oscillation
In a three-flavour framework, neutrinos can be described in terms of flavour states
(νe, νµ, ντ ) and mass states (ν1, ν2, ν3). The relationship between the flavour states
and the mass states is given by [33]
|να〉 =
3∑
k=1
U∗αk |νk〉 (2.23)
|νk〉 =
∑
β=e,µ,τ
Uβk |νβ〉 (2.24)
From here on we’ll assume that sums over flavour and mass states are over all possible
flavour and mass states. Here, U∗αk can be thought of as the amplitude for the να
created in a CC interaction being of mass state νi and Uβk can be thought of as the
amplitude for the lepton created by the propagating νi upon detection being of type
β [35]. The mixing matrix, U , known as the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) matrix, is [30]: c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 (2.25)
where cij = cos θij , sij = sin θij , θij are the mixing angles and δ is the CP violating
phase. It is clear that for non-zero mixing angles the flavour states are not the same
as the mass states, but are, in fact, a superposition of the mass states and therefore,
under these conditions, a neutrino with a well-defined flavour upon creation in a
charged-current weak interaction is a superposition of three mass states.
One can then ask how the mass states evolve over time. The mass states are
eigenstates of the Hamiltonian, H, [33]
H |νk〉 = Ek |νk〉 (2.26)
where Ek =
√
p⃗2 +m2k is the energy eigenvalue. The time evolution is then given
by the Schrödinger equation
i
d
dt
|νk(t)〉 = H |νk(t)〉 (2.27)
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with the plane wave solution [33]
|νk(t)〉 = e−iEkt |νk〉 (2.28)
The factor e−iEkt is the amplitude for νi to propagate for a time t. Substitut-
ing eq. (2.28) into eq. (2.23) then provides the time evolution of the flavour state
|να〉 = |να(t = 0)〉 as
|να(t)〉 =
∑
k
U∗αke
−iEkt |νk〉 (2.29)
A further substitution of eq. (2.24) into eq. (2.29) yields
|να(t)〉 =
∑
β
[∑
k
U∗αkUβke
−iEkt
]
|νβ〉 (2.30)
and it can therefore be seen that if the PMNS matrix is not diagonal (i.e. it con-
tains non-zero mixing angles), then a neutrino created with a well-defined flavour
eigenstate can evolve in time to become a superposition of flavour eigenstates. The
amplitude of the transition from να → νβ is then given by [33]
Aνα→νβ (t) ≡ 〈νβ|να(t)〉 =
∑
k
U∗αkUβke
−iEkt (2.31)
with the corresponding probability [33]
Pνα→νβ (t) ≡
∣∣Aνα→νβ (t)∣∣2 =∑
k
∑
j
U∗αkUβkUαjU
∗
βje
−i(Ek−Ej)t (2.32)
In the highly relativistic case of accelerator neutrinos, the binomial approximation
can be used to express the energy eigenvalue, Ek, as
Ek ≈ E + m
2
k
2E
(2.33)
where E = |p⃗|, i.e. the neutrino energy neglecting the mass contribution. This gives
Ek − Ej ≈
m2k −m2j
2E
=
∆m2kj
2E
(2.34)
and so the transition probability can be approximated in terms of this squared-mass
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difference, ∆m2kj :
Pνα→νβ (t) =
∑
k
∑
j
U∗αkUβkUαjU
∗
βj exp
{
−i∆m2kjt
2E
}
(2.35)
In oscillation experiments, propagation time is not measured, but the distance L
between the neutrino source and the detector is known. Using the fact that accel-
erator neutrinos are highly relativistic, the approximation t = L can be used and
so
Pνα→νβ (L,E) =
∑
k
∑
j
U∗αkUβkUαjU
∗
βj exp
{
−i∆m2kjL
2E
}
(2.36)
We now have a transition probability specified in terms of the quantities U (and
thereby the quantities θ12, θ13, θ23 and δ), ∆m221,∆m232, L and E. L and E are set by
the experiment, the elements of U determine the amplitude of the oscillations, while
the squared-mass differences contribute to the phases of the neutrino oscillations
(along with L and E).
A further useful step is to separate the oscillation probability into real and
imaginary parts [33]:
Pνα→νβ (L,E) = δαβ − 4
∑
k>j
Re
{
U∗αkUβkUαjU
∗
βj
}
sin2
(
∆m2kjL
4E
)
+ 2
∑
k>j
Im
{
U∗αkUβkUαjU
∗
βj
}
sin
(
∆m2kjL
2E
)
(2.37)
where δαβ is the Kronecker delta. Such a separation makes it immediately clear
that neutrino oscillation will only occur if at least one neutrino has mass and that,
furthermore, at least one of those neutrinos has a mass that is different from the
others, so observation of neutrino oscillation implies neutrino mass.
The separation into real and imaginary parts also allows for a simplified
expression for the probability that a neutrino survives in its original flavour, because
for α = β, we have U∗αkUβkUαjU∗βj = |Uαk|2 |Uαj |2, which is real, therefore
Pνα→να(L,E) = 1− 4
∑
k>j
|Uαk|2 |Uαj |2 sin2
(
∆m2kjL
4E
)
(2.38)
In addition, for the anti-neutrino transition, ν¯α → ν¯β, the sign of the imaginary part
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Figure 2.5: Normal (left) and inverted (right) mass orderings.
of eq. (2.37) flips, giving [35]
Pνα→νβ (L,E) = δαβ − 4
∑
k>j
Re
{
U∗αkUβkUαjU
∗
βj
}
sin2
(
∆m2kjL
4E
)
− 2
∑
k>j
Im
{
U∗αkUβkUαjU
∗
βj
}
sin
(
∆m2kjL
2E
)
(2.39)
This change of sign is significant, because it follows that if U is complex, i.e. δ ̸= 0, pi,
then Pνα→νβ ̸= Pν¯α→ν¯β , implying leptonic CP violation.
2.2.3 Neutrino mass
Though the observation of neutrino oscillation has established that neutrinos have
mass, the absolute scale remains unknown and furthermore, despite measurements
of the mass-squared differences, the ordering of the neutrino masses is not fully
established, with two possibilities remaining. The allowed mass orderings are known
as normal ordering, for which m1 < m2 < m3 and inverted ordering, for which
m3 < m1 < m2, as shown in fig. 2.5. The confirmation that neutrinos have mass
also presents another complication. In the SM fermion masses arise from the Higgs
mechanism [33] and involve the coupling of left-handed and right-handed fields, such
that for neutrinos the Dirac mass term is [34]
LD = −mDνν = −mD (νRνL + νLνR) (2.40)
The implication of the existence of a right-handed neutrino field is prob-
lematic, given that there is no evidence for such a field. Without a right-handed
neutrino field, the Dirac mass term is zero and the SM therefore predicts massless
neutrinos. An alternative to the Dirac mass term is the Majorana mass term. The
idea is to construct a mass-term using the left-handed neutrino field only, by finding
a right-handed function of νL that can be substituted in place of νR. The solution
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proposed by Majorana was to apply the charge conjugation operator to the adjoint
left-handed spinor
νCL = CˆνL (2.41)
where the anti-particle is indicated by the superscript C to avoid notational confu-
sion between adjoint spinors and antiparticles. To see that this is a right-handed
function we can simply apply the chiral projection operators. Starting with PR
PR
(
νCL
)
= PR
[(
1 + γ5
2
)
νC
]
=
(
1 + γ5
2
)(
1 + γ5
2
)
νC
=
(
1 + γ5
2
)
νC
= νCL (2.42)
we retrieve our starting field and when applying PL
PL
(
νCL
)
= PL
[(
1 + γ5
2
)
νC
]
=
(
1− γ5
2
)(
1 + γ5
2
)
νC
=
(
1− γ5 + γ5 − 1
4
)
νC
= 0 (2.43)
the field vanishes. This allows the mass term to be rewritten as [33]
LM = −12mM
(
νCL νL + νLν
C
L
)
(2.44)
where the factor 1/2 is introduced to avoid double-counting because νCL and νL are
not independent. The coupling of the particle and antiparticle via the Majorana
mass, mM , does not violate charge conservation for the neutral neutrino as it would
for charged leptons, but it does imply that the neutrino and antineutrino are the
same particle.
2.2.4 Neutrino oscillation in matter
All of the preceding discussion has assumed neutrinos propagating in a vacuum. For
T2K, however, the neutrinos propagate through Earth’s crust, which is composed
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Figure 2.6: Coherent forward scattering processes.
of matter with an approximately constant density. Wolfenstein showed [36] that
transit through matter introduced a potential due to coherent forward scattering
(see fig. 2.6) with particles in the medium. The potential resulting from the CC
interactions is given by [33]
VCC =
√
2GFNe (2.45)
where GF is the Fermi constant and Ne is the number density of electrons in the
medium. The corresponding NC potential is given by [33]
VNC = −12
√
2GFNn (2.46)
where Nn is the number density of neutrons in the medium; in the NC case the
effects of protons and electrons cancel for neutral matter. All flavours have the
same contribution from the NC potential and so this has no effect on neutrino
oscillation for a three-flavour framework. The result of the potential due to matter
is a modification to the flavour Hamiltonian [33]
H = − 1
2E
(
UM2U † +A
)
(2.47)
where
M2 =
0 0 00 ∆m221 0
0 0 ∆m231
 , A = 2EVCC
1 0 00 0 0
0 0 0

The implications of the matter effect for neutrino oscillation probabilities can be
determined in a two-flavour approximation. In a two-flavour approximation the
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vacuum mixing matrix is described with a single mixing angle, θ, as
U =
[
cos θ sin θ
− sin θ cos θ
]
(2.48)
and the single mass-squared difference is ∆m2 = m22 −m21, defined to be positive
for convenience. The transition probability, Pνα→νβ , for α ̸= β is then [33]
Pνα→νβ (L,E) = sin
2(2θ) sin2
(
∆m2L
4E
)
(2.49)
Introducing matter effects yields an effective Hamiltonian in the flavour basis with
the form [33]
HF = 1
4E
[
−∆m2 cos 2θ +ACC ∆m2 sin 2θ
∆m2 sin 2θ ∆m2 cos 2θ −ACC
]
where ACC = 2EVCC . An effective Hamiltonian in the mass basis can be found by
diagonalisation using the matrix UM [33]
UM =
[
cos θM sin θM
− sin θM cos θM
]
(2.50)
which is the effective mixing matrix in matter, such that
HM = UTMHFUM =
1
4E
[
−∆m2M 0
0 ∆m2M
]
(2.51)
We’ve moved from a two-parameter description in a vacuum with mixing angle θ
and mass-squared difference ∆m2, to a two-parameter description in matter with
an effective mixing angle θM and effective mass-squared difference ∆m2M , given by
[33]
∆m2M =
√
(∆m2 cos 2θ −ACC)2 + (∆m2 sin 2θ)2 (2.52)
sin 2θM =
∆m2 sin 2θ
∆m2M
(2.53)
For constant density matter the transition probability becomes [33]
Pνα→νβ (L,E) = sin
2(2θM ) sin
2
(
∆m2ML
4E
)
(2.54)
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which has the same structure as the two-neutrino vacuum case eq. (2.49), but
with the mixing angle and mass-squared difference replaced by their correspond-
ing effective values in matter. The electron number density relevant to T2K is
Ne ∼ 1.7× 1030m−3 [33], yielding ACC ≈ 1.5 × 10−4 eV2 when E = 600MeV. Set-
ting ∆m2 = 2.463× 10−3 eV2 and θ = 46.5◦ [37] the effective parameters are found
to be
∆m2M ≈ 2.5× 10−3 eV2 (2.55)
θM ≈ 42◦ (2.56)
and so the effective parameters relevant for T2K are barely modified by the matter
effect.
2.2.5 CP violation
During the high-energy phase of the early Universe the processes
γ + γ ↔ p+ p¯ (2.57)
occurred with equal probability. However, as the Universe expanded and tempera-
ture decreased, so did the mean energy of photons, which dropped out of thermal
equilibrium with the baryons and antibaryons and thus the forward process was
suppressed, leaving only the reverse process
p+ p¯→ γ + γ (2.58)
Additionally, the expansion of the Universe reduced the number density of baryons
and antibaryons, such that this process also became very rare, effectively fixing the
number of baryons and antibaryons. The predicted number density of baryons, nB
and antibaryons, nB¯, relative to the number density of photons, nγ , is [34]
nB = nB¯ ≈ 10−18nγ (2.59)
However, observation does not agree with this prediction, finding a difference in the
number densities of baryons and antibaryons [34]
nB − nB¯ ≈ 10−9nγ (2.60)
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That we exist in a matter-dominated Universe despite the expectation that the
early Universe would have been composed of equal parts matter and antimatter
is an observation in need of an explanation. According to Sakharov [38], three
conditions must be met to explain the asymmetry:
1. Baryon number is not conserved (so processes exist that can preferentially
create baryons (antibaryons) over antibaryons (baryons))
2. C and CP are not conserved (so processes that preferentially create baryons
are not balanced by processes preferentially creating antibaryons)
3. Departure from thermal equilibrium (so baryon number violating processes
are not balanced by their inverse reactions)
while CP violation has been demonstrated in the quark sector, it is of insufficient
magnitude to explain the asymmetry and so an additional source of CP violation
is required and this is a key motivation in searching for CP violation in the lepton
sector.
Before discussing CP, it is worthwhile to introduce the component parts;
charge conjugation (C) and parity (P). The operation of charge conjugation converts
a particle, |p〉, into its antiparticle, |p¯〉:
Cˆ |p〉 = |p¯〉 (2.61)
For Dirac spinors the particular form of the charge conjugation operator is Cˆψ = iγ2ψ∗
[34] and a second application of Cˆ gives us the original particle:
Cˆ2 |p〉 = |p〉 (2.62)
and so it is clear that the eigenvalues of this operator are ±1. Furthermore, charge
conjugation is multiplicative, so the eigenvalue for a system is the product of the
eigenvalues of its components. Charge conjugation is not a symmetry of weak in-
teractions, because the application of Cˆ to a left-handed neutrino would result in a
left-handed antineutrino, which does not exist, as established in section 2.2.1.
The operation of parity takes a particle ψ(t, x⃗) and inverts its spatial com-
ponents to give ψ(t,−x⃗): [34]
Pˆψ(t, x⃗) = ψ(t,−x⃗) (2.63)
For Dirac spinors, this operator takes the form Pˆ = γ0 [34]. It should be noted that
when applied to a standard vector, x⃗, we have Pˆ x⃗ = −x⃗, but when applied to the
22
cross-product of two vectors, z⃗ = x⃗ × y⃗, the application of the parity operator to
each of x⃗ and y⃗ results in Pˆ z⃗ = z⃗. Clearly, Pˆ acts differently on ordinary vectors
and these latter, so called axial vectors, a point we will return to below. As with
charge conjugation, a second application of Pˆ returns us to the original state
Pˆ 2ψ(t, x⃗) = ψ(t, x⃗) (2.64)
giving us an eigenvalue of +1 for axial vectors and −1 for vectors. The parity of
fermions and antifermions is required to be opposite in quantum field theory [31]
and are arbitrarily chosen to be +1 and −1 respectively 2, while the weak bosons
possess negative parity [34]. As with charge conjugation, the parity of a composite
system is the product of the parities of its constituents.
While parity is respected in strong and electromagnetic interactions [31], the
V-A structure of the weak interactions results in the violation of parity in weak
interactions [39] due to the different behaviour of the vector and axial vector parts
noted here. This can be seen by an application of the parity operation to the weak
current introduced in section 2.2.1:
jµ = uνγµ
(
1− γ5
2
)
ul (2.65)
Application of the parity operator and noting that (γ0uν)† = u†νγ0 = uν [34] yields
uνγ0
γµ
2
γ0ul − uνγ0γµ
2
γ5γ0ul (2.66)
Splitting eq. (2.66) into its time-like and space-like components, we find the time-like
component is
uνγ0
γ0
2
γ0ul − uνγ0γ0
2
γ5γ0ul
⇒ uνγ0γ0
2
γ0ul + uνγ0
γ0
2
γ0γ5ul ∵ γ0γ5 = −γ5γ0
⇒ uν γ0
2
ul + uν
γ0
2
γ5ul
⇒ uνγ0
(
1 + γ5
2
)
ul (2.67)
We can see that the vector part is unchanged by the parity operator, whereas the
2this choice is relevant to the definition Pˆ = γ0; the opposite convention Pˆ = −γ0 would work
equally well [34]
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axial vector part swaps sign. In a similar fashion, the space-like components produce
uνγ0
γk
2
γ0ul − uνγ0γk
2
γ5γ0ul
⇒ − uνγ0γ0γk
2
ul − uνγ0γ0γk
2
γ5ul ∵ γµγν = −γνγµ
⇒ − uν γk
2
ul − uν γk
2
γ5ul
⇒ − uνγk
(
1 + γ5
2
)
ul (2.68)
Here, the vector part swaps sign due to the parity operation, but the axial vector
part remains unchanged. Combining eq. (2.67) and eq. (2.68) yields the weak current
under a parity operation
jµ = uνγ0
(
1 + γ5
2
)
ul − uνγk
(
1 + γ5
2
)
ul
= uνγ
0
(
1 + γ5
2
)
ul + uνγ
k
(
1 + γ5
2
)
ul ∵ γk = −γk
= uνγ
µ
(
1 + γ5
2
)
ul (2.69)
Proceeding in the manner introduced in section 2.2.1, we find
jµ = uνγ
µ
(
1 + γ5
2
)
ul
= uνγ
µ
(
1 + γ5
2
)(
1 + γ5
2
)
ul ∵ PR = (PR)2
= uν
(
1− γ5
2
)
γµ
(
1 + γ5
2
)
ul ∵ γ5γµ = −γ5γµ
= uν,Rγµul,R (2.70)
To summarise, under a parity operation the weak current transforms left-handed
particles (see eq. (2.21)) to right-handed particles
uν,Lγµ
(
1− γ5
2
)
ul,L
Pˆ−→ uν,Rγµ
(
1 + γ5
2
)
ul,R (2.71)
which, as with charge conjugation, encounters a difficulty in that right-handed neu-
trinos do not exist, as established in section section 2.2.1. The CP operation is
the combination of both the charge conjugation and parity operations. Starting
from eq. (2.70), applying the charge conjugation operator and using γ5γµ = −γ5γµ,
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γ0γ2 = −γ2γ0 and (γk)2 = −1
jµ = uν
(
1− γ5
2
)
γµ
(
1 + γ5
2
)
ul
= iγ2vν
(
1− γ5
2
)
γµ
(
1 + γ5
2
)
iγ2vl
= −i2γ2γ2vν
(
1 + γ5
2
)
γµ
(
1− γ5
2
)
iγ2vl
= −vν
(
1 + γ5
2
)
γµ
(
1− γ5
2
)
iγ2vl
= −vν,Rγµvl,R (2.72)
Thus, the parity operation takes a left-handed neutrino to a right-handed neutrino
(note the overall change in sign is irrelevant), with the charge conjugation operation
producing a right-handed antineutrino and so the combined operator is consistent
with what we observe in nature; left-handed neutrinos and right-handed antineutri-
nos:
uν,Lγµ
(
1− γ5
2
)
ul,L
CˆP−−→ −vν,Rγµ
(
1 + γ5
2
)
vl,R (2.73)
Any potential for CP violation is therefore not a result of the V - A structure of the
weak interaction, rather it comes in the form of the physical phase, δ, in the mixing
matrix, U [33]. If it is found that U = U∗, that is, U is real, then CP is conserved.
However, in the quark sector it was first demonstrated that not even CP
provided a conserved quantity of weak interactions by measuring the decay of long-
lived neutral kaons, KL [40]. This long-lived kaon has CP = -1 and therefore should
decay to three pi, a composite system also possessing CP = -1 if CP is conserved. The
observation of a two pi decay, with CP = 1 conclusively demonstrated CP violation.
What is the magnitude of CP violation in the quark sector? This can be
expressed in a manner that is independent of the chosen parametrisation of the
mixing matrix by means of the Jarlskog invariant [41], which, in the quark sector
is found to be Jq = (3.15± 0.15)× 10−5 [30]. The Jarlskog invariant also offers the
benefit that a maximum amount of CP violation can be defined [33]
|J |max = 1
6
√
3
(2.74)
Clearly, |Jq| ≪ |J |max and this small effect means that quark sector CP violation
is insufficient to explain the baryon asymmetry [42]. In the neutrino sector, the
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Jarlskog invariant can be specified in terms of the standard parametrisation as: [33]
Jν = c12s12c23s23c
2
13s13 sin δ (2.75)
2.3 Current status of research
This section presents a brief overview of the current status of efforts to measure
neutrino oscillation parameters (no consideration will be given to the Dirac or Ma-
jorana character of neutrinos, the absolute mass scale, or sterile neutrinos). While
many experiments have contributed to the current state of our knowledge, a number
being highlighted in section 2.1, this section will focus on contemporary and recently
completed experiments.
2.3.1 |∆m232|, θ23 and the mass ordering
Access to the so called atmospheric parameters and the mass ordering is provided
principally by atmospheric-neutrino experiments and accelerator experiments. The
MINOS (Main Injector Neutrino Oscillation Search) experiment [43] was a long-
baseline accelerator experiment with a neutrino beam produced at the NuMI facility
at Fermilab and plastic scintillator detectors on 1.04 km and 735 km baselines (the
far detector having a 5.4 kton mass), but also took measurements of atmospheric
neutrinos. MINOS had little sensitivity to the mass ordering, finding best-fits [43]
for the atmospheric parameters in the inverted mass ordering
∣∣∆m232∣∣ = 2.41+0.11−0.09 × 10−3 eV2
sin2(θ23) = 0.41
+0.26
−0.07
however, normal ordering intervals were not excluded at 1σ
∣∣∆m232∣∣ = 2.37+0.09−0.09 × 10−3 eV2
sin2(θ23) = 0.41
+0.24
−0.06
More recent results from SK [44] prefer normal mass ordering over inverted
mass ordering at between 81.9% and 96.7% probability when considering the range
of oscillation parameters allowed at SK’s 90% confidence level, with the normal mass
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ordering best-fit of atmospheric parameters found to be
∣∣∆m232∣∣ = 2.50+0.13−0.31 × 10−3 eV2
sin2(θ23) = 0.587
+0.036
−0.069
In addition to the preference for normal mass ordering, SK has a weak preference
for the upper octant (sin2(θ23) > 0.5) at around 1σ.
T2K’s latest result [37] is consistent with the SK result, finding
∣∣∆m232∣∣ = 2.463+0.071−0.070 × 10−3 eV2
sin2(θ23) = 0.526
+0.032
−0.036
While T2K’s fit of sin2(θ23) does not exclude maximal mixing, the Bayesian analysis
also reported in [37] prefers the upper octant with a 78% posterior probability, along
with an 87% posterior probability for the normal mass ordering.
NOvA (NuMI Off-Axis νe Appearance) is another long-baseline accelerator
experiment [45], which, like MINOS, uses a neutrino beam from Fermilab’s NuMI
facility, but employing liquid-scintillator-based detectors at 1 km and 810 km base-
lines, with a 14 kton far detector. NOvA’s latest results [45] find
∣∣∆m232∣∣ = 2.44+0.08−0.070 × 10−3 eV2
sin2(θ23) = 0.56
+0.04
−0.04
with the inverted mass ordering rejected at the 95% confidence level. Though
NOvA’s best-fit is within the upper octant, maximal mixing is still allowed at the
1σ level, with a second, local minimum
sin2(θ23) = 0.47
+0.04
−0.04
The IceCube experiment [46] is an ice Cherenkov neutrino detector located
within the ice of Antarctica, measuring both cosmic and atmospheric neutrinos.
Within IceCube is the DeepCore detector [47], a more densely instrumented region
located in the bottom centre region of IceCube’s 1 km3 volume. The latest result
[47] from IceCube-DeepCore finds normal mass ordering best-fits (though current
data has low sensitivity to the mass ordering)
∣∣∆m232∣∣ = 2.31+0.11−0.13 × 10−3 eV2
sin2(θ23) = 0.51
+0.07
−0.09
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It can be seen that the results from these various experiments are generally consistent
and also provide similar precision, particularly for the contemporary experiments,
with a general preference for the normal mass ordering and best-fits preferring the
upper octant, though with maximal mixing still allowed. The most notable difference
is the low value of
∣∣∆m232∣∣ at IceCube relative to T2K and NOvA, but this represents
little more than a 1σ discrepancy.
2.3.2 Mixing angle θ13
The mixing angle θ13 is accessible to accelerator experiments and reactor experi-
ments. T2K’s latest measurement [48] finds3
sin2(2θ13) = 0.105
+0.027
−0.024
The Double Chooz experiment [49] employs a liquid scintillator detector to measure
the flux of ν¯e at a baseline of 1050 m from two nuclear reactor cores in France (the
experiment has since added an identical near detector at 400 m [50]). Its latest
published results [49] find
sin2(2θ13) = 0.090
+0.032
−0.029
RENO (Reactor Experiment for Neutrino Oscillation) [51] uses two 16 ton liquid
scintillator targets to measure the ν¯e flux from 6 nuclear reactor cores at baselines
of 290 m and 1380 m in South Korea. The latest results [51] from RENO report4
sin2(2θ13) = 0.086± 0.008
Finally, the Daya Bay experiment [52] employs eight identical 20 ton fiducial mass
liquid scintillator detectors measuring the ν¯e flux from six nuclear reactors. Four of
the detectors act as near detectors on ∼ 500 m baselines, while the remaining four
act as far detectors on baselines of ∼ 1.6 km. Daya Bay’s latest result [52] provides
the most precise of the current measurements of θ13, finding5
sin2(2θ13) = 0.0841± 0.0033
3T2K actually reports sin2(θ13), but here the result has been converted to sin2(2θ13) for ease of
comparison with the reactor measurements.
4RENO’s reported statistical and systematic errors have been added in quadrature.
5Daya Bay’s reported statistical and systematic errors have been added in quadrature.
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The various reported measurements of θ13 show good agreement, with the greatest
precision currently provided by RENO and, in particular, Daya Bay.
2.3.3 CP violating phase, δ
The non-zero value of θ13 has made measurements of the CP violating phase, δ, ac-
cessible to the appearance channel of long-baseline neutrino oscillation experiments.
T2K and NOvA provide the most precise constraints to date on the value of the CP
violating phase. In particular, the latest result from T2K [37, 53] finds
δbestfit = −1.87 δ ∈ [−2.41,−1.17]
disfavouring the inverted mass ordering at almost the 2σ level and further excluding
the CP conserving values of 0 and pi at more than 2σ ([−2.99,−0.59]). NOvA’s
latest result [45] finds6
δ = −2.48 δ ∈ [−pi,+0.38] ∪ [+2.86,+pi]
The current measurements of the two experiments are consistent (though uncer-
tainties remain large), with best fits near the maximally CP violating value −pi/2,
though NOvA does not exclude CP conserving values at 1σ.
2.3.4 Global fits
Establishing the values for the various neutrino oscillation parameters that represent
a reference set for our best knowledge of the sector is determined by global fits
combining the different measurements from an array of neutrino experiments. The
PDG reviews global analyses and selects one to use for the reference values, with
the latest instantiation of the PDG [30] using the global fit performed by Capozzi
et al. [54], incorporating data from T2K, NOvA, Daya Bay and Super-Kamiokande
as of mid-2017 (note that more recent results are reported in the preceding sections).
The best-fit parameters from this analysis can be seen in table 2.17.
2.3.5 Future plans
In addition to the continuing operation of a number of the aforementioned exper-
iments in an effort to further refine our knowledge of the oscillation parameters, a
6NOvA reports the CP phase on the interval [0, 2pi], but here the result is shifted to the interval
−pi,+pi for easier comparison with T2K.
7In inverted ordering sin2(θ23) also has an allowed 1σ region in the lower octant; [0.417, 0.448]
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Parameter Best-fit and uncertainty
∆m221 7.37
+0.17
−0.16 × 10−5 eV2∣∣∆m232∣∣ 2.49+0.04−0.03 × 10−3 eV2 (2.54± 0.03× 10−3 eV2)
sin2(θ12) 0.297
+0.017
−0.016
sin2(θ13) 0.0215± 0.0007
(
0.0216+0.008−0.009
)
sin2(θ23) 0.425
+0.021
−0.015
(
0.589+0.016−0.022
)
δ −1.95+0.72−0.60
(−2.17+0.97−0.60)
Table 2.1: Neutrino oscillation parameter best-fits and 1σ uncertainties from a global
fit. Values are for normal (inverted) ordering, or independent of mass ordering if
only a single value is quoted. Reproduced from [54], with |∆m232| computed from
the given value of m23 − (m21 +m22)/2 and δ adjusted to fit the range [−pi,+pi].
number of new experiments are planned to attempt to definitively determine if CP
symmetry is violated in the lepton sector, what the mass ordering is and the octant
of θ23.
Atmospheric neutrinos
PINGU (Precision IceCube Next Generation Upgrade) [55] is a proposed addition
to the IceCube experiment that will improve IceCube’s sensitivity to low energy
atmospheric neutrinos by further increasing the instrumentation density within a
sub-region of DeepCore. The resultant improved νµ disappearance measurement will
allow determination, within 4 years of operation, of the octant at the 3σ confidence
level in normal mass ordering if sin2(θ23) < 0.44 or sin2(θ23) > 0.58 and further
allow a 3σ determination of the mass ordering.
A conceptually similar experiment is ORCA (Oscillation Research with Cos-
mics in the Abyss) [56], also using a dense array of instrumentation to measure
atmospheric neutrinos, but anchored in the deep ocean, rather than ice. ORCA’s
1.8 Mton detector will have the sensitivity to determine the mass ordering at be-
tween 3σ − 5σ within ∼ 10 years of operation.
INO (India-based Neutrino Observatory) [57] is a proposed atmospheric neu-
trino detector, based in India, that will employ a 50 kton magnetized iron calorimeter
using resistive plate chamber (RPC) active detector elements (neutrino interactions
in the iron targets produce charged particles which ionize the gas in the RPCs,
with the resultant electrons read out when they traverse the chamber). The mag-
netic field allows discrimination of neutrinos and antineutrinos and INO expects to
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achieve ∼ 3σ determination of the mass ordering with 10 years of operation.
Finally, Hyper-Kamiokande (HK) is a next generation water Cherenkov de-
tector, based on SK. The current design proposal [58] is for a 258 kton detector with
around eight times the fiducial mass of SK and with the potential for a second tank
to be added. HK should be able to resolve the mass ordering at more than 3σ for
sin2(θ23) > 0.53.
Accelerator neutrinos
DUNE (Deep Underground Neutrino Experiment) is a next generation long-baseline
neutrino oscillation experiment [59] based in the US, employing liquid argon based
detector technology, with a total fiducial mass of ∼ 40 kton on a 1300 km baseline
relative to the source at Fermilab. DUNE’s very long baseline will enable a 5σ
discovery [60] of the mass ordering with 400 kt · MW · year exposure8, as well as
establish 3σ evidence for CP violation for 75% of true values of δ with 1320 kt ·
MW · year exposure and 5σ discovery of CP violation for 50% of true values of δ
with 810 kt · MW · year exposure. DUNE also represents the experiment with the
greatest sensitivity to the octant of θ23, for which it can achieve ∼ 5σ confidence
level for true sin2(θ23) = 0.45.
Alongside the future HK detector is a corresponding long-baseline neutrino
oscillation experiment intended to succeed T2K. T2HK [61] will use an upgraded
J-PARC neutrino beam over the same baseline as T2K, with HK acting as the
far detector. T2HK provides the greatest sensitivity to CP violation, expecting
confirmation of CP violation at the 3σ (5σ) confidence level for 76% (57%) of true
values of δ. T2HK also has sensitivity to the octant of θ23, for which it can achieve
> 3σ evidence for true sin2(θ23) ≤ 0.46 and sin2(θ23) ≥ 0.57 for the normal mass
ordering.
Reactor neutrinos
Finally, the JUNO (Jiangmen Underground Neutrino Observatory) experiment [62]
in China is currently under construction, with a primary goal to measure the neu-
trino mass ordering. The 20 kton liquid scintillator detector will measure reactor
antineutrinos from two reactor complexes at a 53 km baseline and is expected to
achieve > 3σ evidence for the mass ordering.
8All sensitivity figures are based on the CDR reference design
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Chapter 3
The T2K experiment
The T2K (Tokai-to-Kamioka) experiment is a long baseline neutrino oscillation
experiment designed with the primary goals of measuring the oscillation parameter
θ13 and δ via the appearance of νe in a νµ beam and improving the precision of the
measurement of the oscillation parameters θ13 and ∆m232 via the disappearance of
νµ from the νµ beam. Secondary goals include neutrino cross-section measurements
and sterile neutrino searches. The experiment is composed of a neutrino beamline,
near detector complex and the Super Kamiokande (SK) far detector, with neutrinos
derived from a beam of protons produced by the J-PARC proton synchrotron, based
in Tokai (see fig. 3.1). The following sections will describe each of these components
of the experiment.
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Abstract
The T2K experiment is a long-baseline neutrino oscillation experiment. Its main goal is to measure the last unknown lepton
sector mixing angle θ13 by observing νe appearance in a νµ beam. It also aims to make a precision measurement of the known
oscillation parameters, ∆m223 and sin2 2θ23, via νµ disappearance studies. Other goals of the experiment include various neutrino
cross section measurements and sterile neutrino searches. The experiment uses an intense proton beam generated by the J-PARC
accelerator in Tokai, Japan, and is composed of a neutrino beamline, a near detect r compl (ND280), and far d tector (Super-
Kamiokande) located 295 km away from J-PARC. This paper provides a compreh nsive r view of the instr mentation aspect of the
T2K experiment and a summary of the vital information for each subsystem.
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1. Introduction
The T2K (Tokai-to-Kamioka) experiment [1] is a long base-
line neutrino oscillation experiment designed to probe the mix-
ing of the muon neutrino with other species and shed light on
the neutrino mass scale. It is the first long baseline neutrino os-
cillation experiment proposed and approved to look explicitly
for the electron neutrino appearance from the muon neutrino,
thereby measuring θ13, the last unknown mixing angle in the
lepton sector.
T2K’s physics goals include the measurement of the neutrino
oscillation parameters with precision of δ(∆m223) ∼ 10−4eV2
and δ(sin2 2θ23) ∼ 0.01 via νµ disappearance studies, and
achieving a factor of about 20 better sensitivity compared
to the current best limit on θ13 from the CHOOZ experi-
ment [2] through the search for νµ→νe appearance (sin2 2θµe ≃
1
2 sin
2 2θ13 > 0.004 at 90% CL for CP violating phase δ = 0). In
addition to neutrino oscillation studies, the T2K neutrino beam
(with Eν ∼ 1 GeV) will enable a rich fixed-target physics pro-
gram of neutrino interaction studies at energies covering the
transition between the resonance production and deep inelastic
scattering regimes.
T2K uses Super-Kamiokande [3] as the far detector to mea-
sure neutrino rates at a distance of 295 km from the accelerator,
and near detectors to sample the beam just after production.
The experiment includes a neutrino beamline and a near de-
tector complex at 280 m (ND280), both of which were newly
constructed. Super-Kamiokande was upgraded and restored to
40% photocathode coverage (the same as the original Super-
Kamiokande detector) with new photomultiplier tubes in 2005–
06, following the accident of 2001. Fig. 1 shows a schematic
layout of the T2K experiment as a whole.
T2K adopts the off-axis method [4] to generate the narrow-
band neutrino beam using the new MW-class proton syn-
chrotron at J-PARC4. In this method the neutrino beam is pur-
4Japan Proton Accelerator Research Complex jointly constructed and oper-
Figure 1: A schematic of a neutrino’s journey from the neu-
trino beamline at J-PARC, through the near detectors (green
dot) which are used to determine the properties of the neutrino
beam, and then 295 km underneath the main island of Japan to
Super-Kamiokande.
posely directed at an angle with respect to the baseline connect-
ing the proton target and the far detector, Super-Kamiokande.
The off-axis angle is set at 2.5◦ so that the narrow-band muon-
neutrino beam generated toward the far detector has a peak
energy at ∼0.6 GeV, which maximizes the effect of the neu-
trino oscillation at 295 km and minimizes the background to
electron-neutrino appearance detection. The angle can be re-
duced to 2.0◦, allowing variation of the peak neutrino energy, if
necessary.
The near detector site at ∼280 m from the production tar-
get houses on-axis and off-axis detectors. The on-axis detec-
tor (INGRID), composed of an array of iron/scintillator sand-
wiches, measures the neutrino beam direction and profile. The
off-axis detector, immersed in a magnetic field, measures the
muon neutrino flux and energy spectrum, and intrinsic electron
neutrino contamination in the beam in the direction of the far
detector, along with measuring rates for exclusive neutrino re-
actions. These measurements are essential in order to charac-
terize signals and backgrounds that are observed in the Super-
Kamiokande far detector.
ated by KEK and JAEA.
3
Figure 3.1: The T2K experiment. Reproduced from [63]
3.1 Neutrino beam
T2K’s beam is composed predominantly of neutrinos from the decay of secondary
pions where the pion momenta are mostly less than 10 GeV [64]. The resultant
nergy of daug t r neutrinos in the small angle approximation [65] can be expressed
as
Eν ≈ 0.43Epi
1 + γ2θ2
(3.1)
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where Eν is neutrino energy, Epi is pion energy, γ = Epi/mpi, mpi is pion mass and
θ is the angle between the pion and daughter neutrino. Figure 3.2 shows how Eν
varies with Epi for a number of different values of θ and it can be seen that as the
angle between the neutrino and pion moves away from zero the resultant neutrino
energy becomes relatively insensitive to the parent pion energy.
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Figure 3.2: Neutrino energy by parent pion energy
For a fixed baseline, the neutrino oscillation probability depends upon the
neutrino energy and for T2K’s 295 km baseline the oscillation probability reaches a
maximum at around 600 MeV. As such, T2K deploys an off-axis beam methodology,
such that the neutrinos propagate at an angle offset from the baseline that connects
the proton target and SK [63] by 2.5◦, producing a narrow-band beam peaked around
600MeV at SK. The use of the off-axis methodology also has the effect of reducing
the intrinsic νe background to the appearance experiment, by reducing the flux of
high-energy kaons (which decay to νe). The angle can be tuned to between 2.0◦
and 2.5◦ to alter the peak neutrino energy if needed; this angle is constrained by
the need for the beam to pass through the central area of the INGRID detector (see
section 3.2).
The proton beam is produced at J-PARC by a combination of 3 accelerators
(see fig. 3.3); a linear accelerator (LINAC), a rapidly cycling synchrotron (RCS) and
a main ring synchrotron (MR). The LINAC accelerates H− ions to 400MeV, which
are then stripped of their electrons upon injection into the RCS to produce an H+
beam. The RCS has a circumference, L, of 348.33m [66], combined with the RF
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Figure 3.3: The J-PARC accelerator complex. Reproduced from the J-
PARC public website
frequency, fRF , of 1.67− 1.72MHz, the harmonic number can be calculated as
h =
LfRF
c
(3.2)
yielding a value of 2 and 2 bunches are used in each cycle.
The RCS accelerates the beam to 3GeV with a 25Hz cycle, with around 5%
of the bunches being injected into the MR, the remainder going to the Material
and Life Science Facility. The MR accelerates the proton beam to 30GeV, with a
circumference of 1567.5m, 4.5 times that of the RCS and therefore has a harmonic
number of 9. However, only 8 bunches are used in each spill, with all 8 bunches being
extracted in a single turn (MR cycles are 2.48 s for fast extraction to the neutrino
beamline) by 5 kicker magnets, yielding a 4.1µsec spill width, composed of 58 ns
wide bunches, separated by 581 ns. This timing structure of the beam is important
in reducing the cosmic muon induced background.
The extracted bunches then propagate through the neutrino beamline (see
fig. 3.4). In the first instance the protons enter the primary beamline, evacuated to
∼ 3× 10−6 Pa to allow connection with the MR beam pipe, where, during the 54m
preparation section 11 normal conducting magnets are used to steer and focus the
beam so that it can be accepted into the 147m arc section, that employs a further
14 pairs of superconducting magnets to steer the beam through ∼ 81◦ to point in
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the direction of Kamioka, before the final stage of steering and focusing is applied
by 10 normal conducting magnets in the 37m focusing section, which also directs
the beam downwards by ∼ 3.6◦. Various systems, which will not be discussed here,
monitor the intensity, position, profile and loss of the proton beam.
Target station
Beam dump
(1)
(2)
(3)
(4) (5)
(6)
Muon monitor
(1) Beam window
(2) Baffle
(3) OTR
(4) Target and
first horn
(5) Second horn
(6) Third horn
Figure 6: Side view of the secondary beamline. The length of
the decay volume is ∼96 m.
down to a 16 mW beam loss. In the commissioning run, it
was confirmed that the residual dose and BLM data integrated
during the period have good proportionality. This means that
the residual dose can be monitored by watching the BLM data.
3.2. Secondary Beamline
Produced pions decay in flight inside a single volume of
∼1500 m3, filled with helium gas (1 atm) to reduce pion ab-
sorption and to suppress tritium and NOx production by the
beam. The helium vessel is connected to the monitor stack via a
titanium-alloy beam window which separates the vacuum in the
primary beamline and the helium gas volume in the secondary
beamline. Protons from the primary beamline are directed to
the target via the beam window.
The secondary beamline consists of three sections: the target
station, decay volume and beam dump (Fig. 6). The target sta-
tion contains: a baﬄe which is a collimator to protect the mag-
netic horns; an optical transition radiation monitor (OTR) to
monitor the proton beam profile just upstream of the target; the
target to generate secondary pions; and three magnetic horns
excited by a 250 kA (designed for up to 320 kA) current pulse
to focus the pions. The produced pions enter the decay vol-
ume and decay mainly into muons and muon neutrinos. All the
hadrons, as well as muons below ∼5 GeV/c, are stopped by the
beam dump. The neutrinos pass through the beam dump and are
used for physics experiments. Any muons above ∼5 GeV/c that
also pass through the beam dump are monitored to characterize
the neutrino beam.
3.2.1. Target Station
The target station consists of the baﬄe, OTR, target, and
horns, all located inside a helium vessel. The target station
is separated from the primary beamline by a beam window at
the upstream end, and is connected to the decay volume at the
downstream end.
The helium vessel, which is made of 10 cm thick steel, is
15 m long, 4 m wide and 11 m high. It is evacuated down to
50 Pa before it is filled with helium gas. Water cooling chan-
nels, called plate coils, are welded to the surface of the vessel,
and ∼30◦C water cools the vessel to prevent its thermal defor-
mation. An iron shield with a thickness of ∼2 m and a concrete
shield with a thickness of ∼1 m are installed above the horns
inside the helium vessel. Additionally, ∼4.5 m thick concrete
shields are installed above the helium vessel.
The equipment and shields inside the vessel are removable
by remote control in case of maintenance or replacement of the
horns or target. Beside the helium vessel, there is a maintenance
area where manipulators and a lead-glass window are installed,
as well as a depository for radio-activated equipment.
3.2.2. Beam Window
The beam window, comprising two helium-cooled 0.3 mm
thick titanium-alloy skins, separates the primary proton beam-
line vacuum from the target station. The beam window assem-
bly is sealed both upstream and downstream by inflatable bel-
lows vacuum seals to enable it to be removed and replaced if
necessary.
3.2.3. Baﬄe
The baﬄe is located between the beam window and OTR. It
is a 1.7 m long, 0.3 m wide and 0.4 m high graphite block, with
a beam hole of 30 mm in diameter. The primary proton beam
goes through this hole. It is cooled by water cooling pipes.
3.2.4. Optical Transition Radiation Monitor
The OTR has a thin titanium-alloy foil, which is placed at 45◦
to the incident proton beam. As the beam enters and exits the
foil, visible light (transition radiation) is produced in a narrow
cone around the beam. The light produced at the entrance tran-
sition is reflected at 90◦ to the beam and directed away from the
target area. It is transported in a dogleg path through the iron
and concrete shielding by four aluminum 90◦ off-axis parabolic
mirrors to an area with lower radiation levels. It is then col-
lected by a charge injection device camera to produce an image
of the proton beam profile.
The OTR has an eight-position carousel holding four titan-
ium-alloy foils, an aluminum foil, a fluorescent ceramic foil of
100 µm thickness, a calibration foil and an empty slot (Fig. 7).
A stepping motor is used to rotate the carousel from one foil
to the next. The aluminum (higher reflectivity than titanium)
and ceramic (which produces fluorescent light with higher in-
tensity than OTR light) foils are used for low and very low in-
tensity beam, respectively. The calibration foil has precisely
machined fiducial holes, of which an image can be taken us-
ing back-lighting from lasers and filament lights. It is used for
monitoring the alignment of the OTR system. The empty slot
allows back-lighting of the mirror system to study its transport
efficiency.
3.2.5. Target
The target core is a 1.9 interaction length (91.4 cm long),
2.6 cm diameter and 1.8 g/cm3 graphite rod. If a material sig-
7
Figure 3.4: T2K neutrino beamline. Reproduced from [63]
From the focusing section, the beam enters the secondary beamline, com-
posed of the target station, decay volume and beam dump. The target station,
residing inside a helium vessel at 1 atmosphere, contains the target and three mag-
netic horns. The core of the target is a 91.4 cm (1.9 interaction lengths) graphite
rod, with a 2.6 cm diameter. Graphite was chosen as materials with a significantly
higher density would be melted by the beam. The core is further contained within
a 2mm thick graphite tube and 0.3mm thick titanium casing and cooled via helium
gas flowing through the gaps between core, tube and casing. The accumulation of
POT over the course of Run 1-9 is shown in fig. 3.5. The interaction between the
protons and the target results in the production of secondary pions, which are then
collected by the first horn magnet, within which the target resides, with the toroidal
magnetic fields of the second and third horn magnets focusing the pions. When the
horns are operating with a current of 320 kA the maximum field is 2.1T, sufficient
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to increase the neutrino flux at peak energy at SK by a factor of ∼ 16 relative to
0 kA.
23	Jan.	2010	– 31	May	2018
POT	total:	 3.16	x	1021
𝝂-mode	 1.51	x	1021 (47.83%)?̅?-mode 1.65	x	1021 (52.17%)Figure 3.5: T2K POT by run period.
The focussed pions then enter a 96m decay volume, where the pions decay,
primarily to muons and muon neutrinos (see fig. 3.6), before reaching the beam
dump. The beam dump is composed of ∼ 3.2m of graphite, followed by a further
2.4m of iron, such that only neutrinos and muons with an energy greater than
∼ 5GeV pass through.
The distribution of those muons passing through the beam dump is measured
by a muon monitor [67], located just behind the beam dump, to a precision of better
than 0.25 mrad (required precision is 1 mrad), corresponding to ∼ 3 cm at the 118
m distance of the muon monitor from the target and further measures the beam
u
d¯
µ+
νµ
W+
(a) pi+
u¯
d
µ−
ν¯µ
W−
(b) pi−
Figure 3.6: Pion decay.
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intensity to a precision of 2.9%. The direction of the neutrino beam is then taken
to be the direction from the target to the centre of the muon profile.
3.2 Near detectors
The near detector complex comprises a set of detectors 280m from the proton target
whose function is to measure neutrino interactions and thereby predict the neutrino
interactions at the far detector.
The ND280 detector is the primary detector and positioned off-axis, in line
with the target-to-far detector baseline and positioned on a floor about 24m below
the surface within a pit. It measures the neutrino flux, energy spectrum, νe con-
tamination and rates for neutrino interactions. This permits prediction of the νµ
flux at SK along with the intrinsic νe contamination, and the measurement of νµ
interactions allows measurement of backgrounds to the νe appearance search, most
particularly the dominant NC1pi0 background. The capability to measure various
different interactions led to a multi-component detector (see fig. 3.7, composed of a
pi0 detector (P0D), two fine grained detectors (FGDs), three time projection cham-
bers (TPCs), an electromagnetic calorimeter (ECal), contained within a magnet
(previously part of the UA1 experiment) instrumented with a muon range detector
(SMRD).
Figure 3.7: Schematic of the ND280 showing the sub-detectors situated within the
UA1 magnet. Reproduced from [63]
The key detection technologies used at the near detectors are TPCs and
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plastic scintillators. Prior to describing the individual detector components, a brief
introduction to the concept behind the technologies will be given. A TPC is a gas-
filled detector permeated by a uniform electric field parallel to a magnetic field [68].
As charged particles pass through the detector volume they ionize the gas and the
resulting ions drift towards the end caps due to the presence of the electric field,
while the presence of the magnetic field acts to correct any drift perpendicular to
the electric field, causing the ions to spiral tightly around the electric field lines
until reaching the end caps, thus maintaining the radial and azimuthal position
information about the field line. Timing information can then be used to determine
the longitudinal distance of the interaction vertex (i.e. how long the ions take to
drift to the end caps). A scintillator operates via incident particles exciting free
valence electrons into higher energy states, whose subsequent decay to the ground
state results in the emission of scintillation photons, which can be detected by
photon counting detectors. The bars showing hit activity can then be used to
establish the location of the particle interaction and thereby determine the incident
particle trajectory. Due to the presence of a 0.2T magnetic field at the ND280,
PMTs are not a suitable choice of photon detector [69] and thus multi-pixel photon
counters (MPPC) were chosen, being insensitive to magnetic fields. The peak of
the scintillation light from the bars is at 420 nm, whereas the MPPCs operate with
longer wavelengths and thus wavelength shifting (WLS) fibres, running along the
length of each scintillator bar, are employed, absorbing light centred on 430 nm and
re-emitting light centred on 476 nm [63] to better match the requirements of the
MPPCs attached to the WLS fibre.
The most upstream of the detectors is the P0D, designed to measure the
cross-sections of neutrino interactions on water that generate pi0s [70], particularly
neutral current (NC) pi0 interactions
νµ +N → νµ +N + pi0 +X (3.3)
and also to measure the intrinsic νe component of the beam. To achieve this the P0D
is comprised of interleaved water target and plastic scintillator layers (fig. 3.8) to
measure the resultant charged particles from interactions, sandwiched between two
ECals that are composed of interleaved sheets of lead and plastic scintillator layers.
The P0D allows for running without water between the scintillators and therefore
the interaction rate on water can be determined by comparing the interaction rate
during data taking with and without the water. The P0D contains 40 scintillator
modules (7 in each of the ECals and 26 within the water target region), each with
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134 horizontal bars and 126 vertical bars containing scintillating fibre arranged to
form a plane, allowing three-dimensional resolution of a charged particle trajectory
according to which fibres are activated in a given module.
Figure 3.8: Schematic of the P0D. Reproduced from [70]
Downstream of the P0D are the TPCs and FGDs, collectively known as the
tracker. These detectors are interleaved such that two FGDs act as active targets
[71] between three TPCs. The FGDs are relatively short (∼ 30 cm) such that most
particles from neutrino interactions will exit the FGDs to be measured in the TPCs,
but short-range particles, such as recoil protons, are measured by the FGD, therefore
requiring fine granularity of detection to resolve the direction of these short tracks.
The most important interaction to measure is the CCQE interaction
νl +N → l− + p (3.4)
which is the most common interaction at T2K’s beam energy. The incident neutrino
energy can be inferred from the energy and momentum of the outgoing lepton, with
a precision limited (to around 10%) by the Fermi momentum of the neutron in the
target nucleus. CCQE interactions can be used to measure the neutrino beam flux
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and energy spectrum at the near detector and thereby predict the flux and energy
spectrum at SK.
An important background to the CCQE interaction at SK is CC1pi+ produc-
tion,
νl +N → l− +N ′ + pi+ (3.5)
which can often result in only the pi+ being below the Cherenkov threshold, making
the process an irreducible background to the CCQE process at SK and thus assessing
the size of this background is an important measurement at the near detector. With
the tracker able to see all charged particles in an interaction, CCQE events can be
selected from those events containing only a lepton and recoil proton, with events
containing additional charged tracks being rejected. Events fitting this profile can
then additionally be checked for consistency of charge deposition and momentum
with the CCQE hypothesis.
As for the P0D, the FGD uses plastic (polystyrene) scintillators for particle
detection, however, there are no interleaved lead sheets and whereas the scintillators
have a triangular cross-section of 17mm × 33mm in the P0D, the scintillators in
the FGD have finer granularity and a square cross-section of 9.6mm on a side. The
FGD scintillator bars have a hit efficiency [71] by track angle, θ, in excess of 99%
for |θ| > 12◦, falling smoothly to 93% at θ = 0◦, while the hit efficiency by distance,
d, from the bar centre exceeds 99% for d < 0.35 cm, falling smoothly to 88% at
the edge of the bar. These again adopt horizontal and vertical orientation, with 15
layers in FGD1 and 7 layers in FGD2. The reason for the lower scintillator layer
count in FGD2 is that FGD2 also contains 6 water targets interleaved between the
scintillator layers, as in the P0D. Comparing the interaction rates of the two FGDs
allows for determination of cross-sections on both carbon and water.
In T2K, each TPC is designed as a two chamber, Argon gas-filled field cage
(see fig. 3.9) with a central cathode at -25 kV separating the two chambers, which
in turn are contained within a box whose outer walls are at ground potential. The
field cage is instrumented at each end with micromegas modules at -350V parallel
to the cathode plane. The maximum drift distance is 897mm, thereby yielding a
drift field of ∼ 275V/cm, close to the saturation point of the Argon gas mixture (the
point at which the maximum drift speed of charged particles in an electric field is
achieved). Achieving good CCQE neutrino energy resolution depends upon the TPC
momentum resolution, with the T2K goal set to a resolution of approximately 0.1p⊥.
Figure 3.10 compares the simulated TPC momentum resolution against that goal.
For the purposes of νe beam contamination, the important consideration is the fact
that ionization energy loss for electrons is around 45% larger than that for muons in
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Figure 3.9: Schematic of a TPC. Reproduced from [72]
the momentum range of interest (see fig. 3.11) and therefore resolution in ionization
energy loss needs to be better than 10% to distinguish the two particles effectively.
The deposited energy resolution is 7.8 ± 0.2% [72] for minimum ionizing particles,
compared to a 10% requirement, which leads to a probability of misidentifying a
muon as an electron of just 0.2% for tracks with a momentum less than 1GeV/c.
As with the P0D and FGD, the active component of the ECal [69] uses plastic
scintillators, in this case interleaved between lead sheets. The ECal is composed of
13 detectors; 6 surrounding the P0D, known as the P0D ECal; 6 surrounding the
tracker, known as the barrel ECal; and a further detector downstream of the most
downstream TPC, known as the downstream ECal. The P0D and barrel ECals
feature 6 detectors because the top and bottom components must be split in two
to allow for opening of the magnet, to which they are attached, whereas the side
detectors are each single units.
The scintillator bars have a cross-section of 40mm×10mm, the 10mm depth
was chosen to minimise the effect on the size of the inner detectors given the con-
straint of residing within the UA1 magnet, whilst having a thickness sufficient to
produce enough light for a reliable signal. The 40mm width was a compromise be-
tween superior reconstruction efficiency for smaller bar widths and reduced channel
costs of larger bar widths. The hit efficiency of the downstream ECal is ∼ 99%,
while the barrel ECal has hit efficiencies of ∼ 99% for bars with readouts at both
ends and ∼ 97% for bars with readouts only at one end. In addition the number
of layers was determined by a need to contain electromagnetic showers of up to
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Figure 3.10: TPC momentum resolution from MC simulation (points) and the cor-
responding goal (dashed line). Reproduced from [72]
3GeV, with 10 electron radiation lengths being required to ensure at least 50% of
the energy resulting from photon showers associated with pi0 decay. The goal of the
tracker ECal is to measure neutral particle energy and aid the tracker in particle
identification. The ECal PID performance can be seen in fig. 3.12, showing the
excellent separation between muons and electrons, particularly in the downstream
ECal. The scintillator bar orientation varies between the different components of
the tracker ECal, with the downstream ECal adopting the same horizontally and
vertically oriented bars as the FGD and P0D, while the barrel ECal has scintillator
bars that run parallel to the beam in all components. The P0D ECal meanwhile
is designed to tag escaping energy and distinguish between photons and muons,
the P0D itself providing shower reconstruction. Unlike the other active scintillator-
based detectors, the P0D ECal scintillators all run parallel to the beam and requires
a smaller number of interaction lengths (∼ 4.3) to ensure shower containment and
photon/muon separation.
The INGRID (Interactive Neutrino Grid) detector [63] is an on-axis detector
measuring the neutrino beam profile at the near detector complex, sharing the same
pit as the ND280, but with the horizontal detectors located on a floor 33m below the
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Figure 3.11: Distribution of energy loss as a function of momentum for negatively
charged particles. Reproduced from [72]
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Figure 3.12: PID statistic for the downstream (left) and barrel (right) ECals. Re-
produced from [69].
surface and the bottom modules located on a floor 37m below the surface. The beam
direction and intensity is measured based on neutrino interactions on iron, with an
interaction rate sufficient to provide a daily measurement of the beam profile. The
detector, shown in fig. 3.13, is constructed from 16 identical modules, 7 vertically
aligned modules and 7 horizontally aligned modules arranged in a cross, along with
2 additional modules outside the main cross. The centre of the cross corresponds to
the defined neutrino beam centre, and the measured beam centre is determined to a
precision of better than 0.4mrad by measuring event rates in each module. The two
off-cross modules are used to assess beam asymmetry. Each module is composed
of layers of active scintillator interleaved with iron plates, with the bars having a
cross-section of 10mm× 50mm, oriented vertically and horizontally to provide full
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(2) simulation of the neutrino-nucleus interactions in the
iron target (56Fe);
(3) propagation of final-state particles through the de-
tector and modeling of its response.
After these processes, an event selection, which is detailed
in Sec. IV B, is applied to the output in the same way as
the data.
A. Neutrino flux
1. Flux prediction
A detailed description of the neutrino flux prediction
can be found in Ref. [9]. In the simulation, protons are
impinged upon the carbon target to produce hadrons, which
decay into neutrinos. FLUKA2008 [10] and GEANT/GCALOR
[11] are used to model hadron production in the target and
surrounding material. Propagation of the resulting particles
through the electromagnetic horns, which focus the charged
hadrons along the beam axis, is simulated using dedicated,
GEANT3-based [12] code, which also models the sub-
sequent decay of the particles. For each hadron decay
mode which produces neutrinos, the probability of the
neutrinos to be emitted in the direction of the INGRID
detector is calculated. The flux prediction is obtained by
weighting the generated neutrinos with these probabilities.
The flux is then tuned using hadron interaction data,
primarily from the NA61/SHINE experiment [13]. Other
hadron production data (Eichten et al. [14] and Allaby et al.
[15]) are also used to tune the simulation in regions of the
hadron production phase space that are not covered by
the current NA61/SHINE measurement. In this analysis,
the NA61/SHINE data taken in 2007 are used to correct the
neutrino flux [16,17].
The neutrino flavor content across different energy
regions at module 3 (one of the center modules) is
summarized in Table I. This shows that muon neutrinos
account for > ∼95% of the total flux for Eν < 3 GeV. The
muon-neutrino flux fraction then falls to less than 90% for
Eν > 3 GeV, where ν¯μ þ νe account for > ∼10% of the
total flux. Table II shows the νe to νμ flux ratio at modules 0
and 3, demonstrating that the difference in νe contamina-
tion between the different modules is very small.
Figure 4 shows the obtained muon-neutrino flux spectra
at the INGRID modules. The neutrino energy spectrum
changes with module position, with the spectrum at module
0 softer than that at module 3. This is because module 0 is
located at θOA ¼ 1.2° from the neutrino beam axis, and so
the neutrino flux passing through it is shifted to lower
energies due to the off-axis beam effect. This feature is,
indeed, essential for this cross-section measurement.
2. Flux uncertainties
The systematic error on the neutrino flux prediction
comes from uncertainties in hadron production and from
errors in the measurement of the proton beam, the horn
current, and the target alignment. The uncertainties in the
FIG. 3. Top: The INGRID detector. The modules are arranged
in a 10 m × 10 m cross. The two off-axis modules not located in
the arms of the cross are not used in this analysis. Bottom:
Module ID given to each module.
TABLE II. Ratio of the νe to νμ flux at modules 0 and 3.
Neutrino energy range (GeV)
Module 0–1 1–2 2–3 3–4 > 4
0 0.8% 0.6% 1.6% 3.0% 3.1%
3 0.9% 0.5% 0.8% 2.3% 4.1%
TABLE I. Fraction of the integrated flux by neutrino flavor in
each energy range at module 3.
Neutrino energy range (GeV)
Flavor 0–1 1–2 2–3 3–4 > 4
νμ 94.2% 96.8% 95.4% 89.7% 86.5%
ν¯μ 4.8% 2.7% 3.8% 7.9% 9.3%
νe 0.9% 0.5% 0.7% 2.0% 3.5%
ν¯e 0.1% 0.0% 0.1% 0.3% 0.6%
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pπ for different θOA’s is plotted in Fig. 1, showing the
maximum neutrino energy reducing as θOA increases. This
indicates that the energy spectrum of the neutrino beam
peaks at a lower energy and has a narrower width as θOA
increases. In the T2K experiment, θOA ¼ 2.5° was chosen
so that the neutrino flux peaks around 0.6 GeV, an energy
which maximizes the oscillation probability of the muon
neutrino at the far detector.
The T2K IN RID detector is installed on the beam axis
at the near site. It consists of 14 identical modules, which
are spread over a range of θOA from 0° to 1.1°. Thus, the
peak of the neutrino energy spectrum differs among the
modules as in Eq. (1).
In this paper, we present a measurement of the νμ
inclusive CC cross section on iron in the energy range of
1–3 GeV with INGRID. This analysis uses data collected
from 2010 to 2013, corresponding to 6.27 × 1020 protons
on target (POT). The neutrino interactions at different
INGRID modules, which are distributed at different
positions and thus observed different beam spectra, is
used to extract the energy dependence of the cross section.
The topology of each event, which is based on the
kinematics of the outgoing muon, is also used to further
improve the se sitivity of this measurement to the eutrino
energy, since the two are directly elated. The different
energy spectra and event topologies are combined to
construct a probability density function (PDF), which is
used to measure the cross section using the least χ2
method.
The paper is org nized as follows. In Sec. II, w
describe the T2K ne r detector INGRID. Section III
introduces the Monte Carlo (MC) simulation used to
predict neutrino event rates at the INGRID detector and
describes the systematic uncertainties associated with this
model. Next, the analysis method used to extract the
energy dependence of the cross section is explained in
Sec. IV with a discussion of the remaining systematics in
Sec. V. Finally, the result of the analysis is presented
in Sec. VI.
II. THE T2K NEAR DETECTOR: INGRID
Situated 280 m downstream from the pion production
target, the INGRID detector monitors he neutrino beam
direction and intensity. It consists of 14 identical modules,
each of which is composed of nine iron target plates and 11
scintillator tracking planes. The iron plates and the tracking
planes are stacked in alternating layers forming a sandwich
structure, as shown in Fig. 2.
Each of the iron plates has dimensions of 124 × 124 cm2
and a thickness of 6.5 cm, providing a total iron mass of
7.1 ton per module. The module is surrounded by scintil-
lator veto planes, which detect charged particles coming
from out ide of th module. Each tracking pl e has two
layers of scintillator bars aligned rthogonally to one
another, enabling particles to be tracked in all three dimen-
sions as they pass through the plane. Theveto planes are also
formed from scintillator bars. The bars ar coated in TiO2
reflectors to help contain scintillation light, which is then
captured by wavelength shifti g (WLS) fibers which run
through the center of the bars. This light is then read out by a
multipixel photon counter (MPPC) [5,6], and the resultant
signal is digitized by the Trip-t front-end board [7], to give
the integrated charge and timing information. The integra-
tion cycle of the electronics is synchronized with the
neutrino beampulse structure, ensuring all data are captured.
The modules are installed in a cross shape centered on
the beam axis. An overview of the INGRID detector is
shown on the top in Fig. 3. An ID is assigned to each
module as shown on the bottom in Fig 3. Further details of
the detector and the basic performance of INGRID can be
found in Ref. [8].
III. SIMULATING NEUTRINO INTERACTIONS
IN THE INGRID DETECTOR
In this analysis, the cross section is measured by
comparing data to a prediction, which is calculated using
three sequential MC simulations:
(1) prediction of the neutrino flux at the INGRID
modules;
π
FIG. 1. Neutrino energy as a function of the pion momentum
for different θOA’s.
FIG. 2. Schematic drawing of an INGRID module. Each
module has nine iron target plates and 11 tracking planes, with
four veto planes covering the side surfaces.
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Figure 3.13: The INGRID detector (left) and a single mo ule (right). Reproduced
from [73]
3D position resolution.
3. .1 Simulation
Interactions at the Near Detector complex are simulated using the NEUT [74] Monte
Carlo g nerator, with t r sultant energy deposition from final state particles within
the detectors simulated using GEANT4 [75], before si ula ion of active detector
response (including scintillation light produced by scintillator bars and electron drift
in the TPCs) is provided by a custom electronics simul tion (elecSim) p ckage. The
event information produced by elecSim is equivalent to that produced by real data
proc ssing, a d thereafter follows the same calibration and reconstruction process
as real data [63].
3.3 Far det tor
The Super-Kamiokande water Cherenkov d tector acts as T2K’s far det tor. The
detector is 295 km from the target in Tokai, si ua ed 2.5◦ off-axis and measures
the flavour composition of the neutrino beam, looking for νe appearance and νµ
disappearance. The det ctor is located 1 km deep within Mount Ik noyama to reduce
the cosmic muon flux (by 5 o ders of magnitude [76]).
SK is a stainless steel cylindrical tank (see fig. 3.14) of height 41m and di-
ameter 39m cont ining 50 kton of pure water acting as the target. SK’s volume is
split into 2 main volumes; an inner detector having a 33.8m diameter and 36.2m
height and instrumented with 11129 inward f cing photomultiplier tubes (PMTs)
providing 40% coverage of the detector area, and an outer detector extending about
50 cm beyond the inner detector region and instrumented with 1885 outward facing
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PMTs. The two regions are separated by a stainless steel scaffold covered by plas-
tic sheets that act both to optically isolate the two regions and, within the inner
detector region reduce scattering of photons back into the inner detector volume,
while maximising reflection within the outer detector volume to maximise signal
detection despite the relatively sparse instrumentation. The outer detector is used
to veto activity in the inner detector resulting from interactions outside the inner
detector volume.
Figure 30: Diagram of the Super-Kamiokande Detector. The
detector is mainly comprised of two segments, the inner and
outer detectors. The boundary between the two segments is
defined by a cylindrical scaffold used to mount photomultiplier
tubes and optically separate the segments. The figure comes
from [73].
total number of PMT hits within a 200 ns window exceeded a
threshold, a hardware trigger would fire and direct the read-
out electronics to record data over a specified time window.
However, the old front-end’s data throughput was too low to
accommodate a number of neutrino searches at low threshold,
in particular those for solar neutrinos, because the trigger rate at
the required threshold level would overload the front-end elec-
tronics. The new upgraded electronics, therefore, includes a
new front-end capable of a higher data processing rate. Fur-
thermore, it improves upon the triggering method of the old
system. In the new system, the arrival time and charge of each
PMT hit is sent to a cluster of PCs that organizes the hit data and
searches for event candidates based on programmable software
triggers. The new electronics’ combination of higher through-
put and flexible triggers, along with other improvements such
as better impedance matching and a larger front-end dynamic
range, improved Super-Kamiokande’s ability to better accom-
modate a larger range of neutrino studies. For example, super-
nova relic neutrino searches require not only a lower threshold
but also a more complicated delayed-coincidence trigger. The
new electronics is also capable of implementing a coincidence
trigger with a beam arrival time as in the case of the T2K ex-
periment.
The new front-end boards are named QBEE which stands
for QTC Based Electronics with Ethernet. The name describes
the units at the start and end of the boards’ signal processing
chain. The QTC (Charge to Time Converter) is a custom ASIC
that responds to input PMT pulses by producing a square-wave
pulse [76]. The front edge of the QTC’s output coincides with
the arrival time of the PMT signal and the length is propor-
tional to the integrated charge of the PMT pulse. The output
of the QTC is then fed to a TDC (Time to Digital Converter)
that digitizes the QTC pulses’ times and lengths. Finally, the
digitized data from the TDCs is sent to readout PCs using Eth-
ernet technology which provides the needed high rate of data
transfer. Custom-made network interface cards, which trans-
fer the data, consist of a TCP/IP firmware, called SiTCP [77],
and other interface logic routines that are installed on an FPGA
chip. The whole circuit on the QBEE board is able to trans-
fer 11.8 MB/s of data according to a test where analog pulses
are sent through the QBEE. This throughput corresponds to an
input pulse rate of 80 kHz/channel and is an order of magni-
tude improvement over the old system which had a maximum
hit rate of 1.4 kHz/channel. Each QBEE has eight QTC chips,
and the whole DAQ system employs 550 QBEE boards which
together read out Super-Kamiokande’s 13,014 PMTs and send
their hit information to a cluster of online PCs.
The online PCs’ role in the DAQ system is to organize the
PMT hit information from the QBEEs and produce data files of
candidate events which later undergo more oﬄine analysis. The
PCs fall into three groups based on their task. The first group
consists of 20 “Frontend” PCs. Each PC collects data from 30
ID QBEEs (20 OD QBEEs), and then sorts the PMT hit in-
formation in order of time. The second group of PCs, called
“Mergers”, collects all hits into a time-ordered list of PMT hits.
They also apply a set of software triggers to select event candi-
dates from these lists. There are ten Merger PCs, which each
collect data from 30 QBEE boards. For each candidate event,
a window is defined around the time of the event trigger and
all the information for hits falling within that window is sent
to a single “Organizer” PC. The Organizer PC collects all of
the candidate events, eliminating overlaps, and writes them to
disk for later oﬄine analysis. During a typical period of de-
tector operation, about 470 MB/s of data flows from the Super-
Kamiokande PMTs through to the Merger PCs. That stream of
hit information results in a software trigger rate of 3 kHz and
eventually 9 MB/s worth of candidate event information being
written to disk.
For the T2K experiment, the DAQ system was extended to
trigger in time with the beam spills produced by the J-PARC
accelerator. Each beam spill is given a GPS timestamp that is
passed to the online Super-Kamiokande PCs. Each timestamp
is used to define an additional software trigger that records all
the hit information in a 1 ms window around the T2K beam
arrival time. These spill events are then collected and written
to disk. Later the events are fed into oﬄine processing which
applies the usual Super-Kamiokande software triggers used to
search for neutrino events, and any candidate events found are
extracted for further T2K data analysis.
5.3. Super-Kamiokande Software and MC Simulation
The Super-Kamiokande software can be divided into four
categories: (1) neutrino event generators, NEUT and GENIE,
used to simulate neutrino interactions in the Super-Kamiokande
detector, (2) SKDETSIM, which is responsible for modeling
Super-Kamiokande’s response to particles propagating through
the detector, (3) the T2K reduction software which selects neu-
trino candidate events from detector backgrounds and calibra-
tion events, and (4) the Super-Kamiokande event reconstruction
library.
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Figure 3.14: Super-Kamiokande detector. Reproduced from [63]
When neutrino interactions produce charged particles above a particular en-
ergy threshold, those particles can propagate with a speed greater than that of light
in water, resulting in the emission of Cherenkov light, which in turn is detected by
the PMTs, producing a characteristic ring-shaped pattern on the walls of the SK
tank. The resultant pattern can be analysed to determine momenta and interaction
vertices of the particles as well as determine the particle identification. SK’s parti-
cle discrimination is excellent at T2K energies, with the probability to misidentify
an electron as a muon at 0.7%, while the probability to misidentify a muon as an
electron is 0.8% [77] (see fig. 4.22). Furthermore, SK’s momentum resolution for
muons (electrons) is 1.7% + 0.7%/
√
p (GeV/ c) (0.6% + 2.6%/
√
p (GeV/ c)), with
corresponding angular resolution of 1.8◦ (3.0◦) [77].
Consider fig. 3.15, where a charged particle travels from point A to point B
at a fraction, β, of the speed of light in a vacuum, c, for a time, t. As the particle
emits light at points along its path, it continues to travel with speed βc and hus
covers a distance βct en route from A to B. Meanwhile, the light emitted from each
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A βct B
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nct
θ
Figure 3.15: Structure of Cherenkov light. Adapted from [78].
point along the path AB travels at a speed c/n, where n is the refractive index of
the medium, approximately 1.33 for water and thereby covers a distance ct/n, as
indicated by the red circles. With βc > c/n one can see that the light produces a
wavefront as indicated by the green arrows, with an opening angle given by
cos θ =
1
βn
(3.6)
and it is this opening angle that gives rise to the Cherenkov rings in the detector.
3.3.1 Simulation
Interactions in the far detector are simulated, based upon input neutrino flux and
energy spectrum, using the NEUT [74] Monte Carlo generator, with simulation of
particle propagation through the detector volume and the resultant detector re-
sponse provided by a custom detector simulation software package, SKDETSIM.
3.3.2 Event reconstruction
The events identified either from simulation or real data are reduced and categorized;
in particular, events are restricted to those coincident with the beam trigger window
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and then classified as:
• Fully contained (FC): Events above a particular energy threshold and origi-
nating and terminating in the inner detector.
• Outer detector (OD): Events above a particular energy threshold with more
than 15 hits in an outer detector cluster.
• Low energy (LE): Events below the energy threshold that are still indicative
of neutrino interactions.
Each category is subject to selection cuts to reduce backgrounds and it is the resul-
tant set of events that are passed to the physics analyses.
Event reconstruction proceeds by determining the initial interaction vertex
and track direction based on the timing of PMT hits and from a well-defined edge in
the PMT charge pattern. A Hough transform [79] is then applied iteratively to iden-
tify rings in the distribution of PMT hits, with candidate rings then being classified
as either electron-like or muon-like according to comparison of the reconstructed ring
to an analytically computed ring for muons and an MC calculated ring for electrons.
CCQE interactions involving νµ and νe produce leptons of their respective flavours.
Muons, by virtue of their relatively large mass undergo little scattering and there-
fore produce sharp rings of PMT hits. By contrast, electrons scatter more easily
due to their low mass and therefore produce electromagnetic showers that produce
fuzzy rings of PMT hits from the overlap of multiple Cherenkov rings. These char-
acteristics of the hit patterns produced by electron and muons allow flavour to be
inferred for the incident neutrino, with example patterns shown in fig. 3.16. Finally,
the momentum of the reconstructed particle can be calculated from the distribution
of charge within the corresponding ring.
3.4 Physics results
As noted at the beginning of this section, among T2K’s primary goals were a first ob-
servation of non-zero sin2 θ13 and improved precision in the measurements of sin2 θ23
and ∆m232. These goals were achieved with the discovery of νe appearance [80] and
world-leading disappearance parameter measurements [48].
Among other important goals for the T2K experiment was the measurement
of neutrino interaction cross-sections. T2K now has numerous such publications;
νµ, νe and ν¯µ CC inclusive cross-sections on carbon [81–83], νµ CC inclusive cross-
sections on iron [73, 84], the νµ CC1pi+ cross-section on water [85], νµ CCQE cross-
sections on carbon [86–88], νe CCQE and νµ CC0pi cross-sections on water [89, 90]
47
Super-Kamiokande IV
T2K Beam Run 0 Spill 797537
Run 66776 Sub 770 Event 178987674

10-05-11:12:14:31
T2K beam dt =  1899.2 ns
Inner: 1332 hits, 3282 pe
Outer: 6 hits, 5 pe
Trigger: 0x80000007
D_wall: 1136.5 cm
mu-like, p = 536.2 MeV/c
Charge(pe)
    >26.7
23.3-26.7
20.2-23.3
17.3-20.2
14.7-17.3
12.2-14.7
10.0-12.2
 8.0-10.0
 6.2- 8.0
 4.7- 6.2
 3.3- 4.7
 2.2- 3.3
 1.3- 2.2
 0.7- 1.3
 0.2- 0.7
    < 0.2
0
1 mu-e
decay
0 500 1000 1500 2000
100
200
300
400
500
Times (ns)
0
1
2
3
4
5
0 500 1000 1500 2000
OD Times (ns)
(a) muon-like event
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(b) electron-like event
Figure 32: Example of reconstructed T2K events in Super-Kamiokande for (a) a muon-like ring and (b) an electron-like ring. Both
figures show the cylindrical detector, unrolled onto a plane. Each colored point represents a PMT, with the color corresponding
to the amount of charge, and the reconstructed cone is shown as a white line. The second figure in the upper right corner shows
the same hit map for the OD. The white crosses indicate the location of the reconstructed vertex. The diamond marks the location
where a ray starting from the event vertex and heading in the direction of the beam would intersect the detector wall.
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Figure 3.16: Reconstructed events in Super-Kamiokande. Reproduced from [63].
and NCQE cross-s ctions on oxyge and oherent pion production cross-section on
carbon [91].
In addition to these studies, T2K has also performed searches for sterile
neutrinos [92] by lo king for νe disappearance in the ND280 detector, Lorentz and
CPT violation [93] by looking for νµ disappearance at the INGRID detector and use
time of flight information to compute an upper bound for ne trino mass [94].
As of Run 1-9 (May 2018) T2K achieved a tot l integrated POT in Forward
Horn Current (FHC)1 mode of 1.4938× 1021 and in Reverse Horn Curre t (RHC)
mode of 1.6346× 1021. Run 9 has moved the ratio of FHC to RHC POT close to 1,
which will help to improve the constraint on δ and help the experiment to publish
more antineutrino results.
1FHC refers to the horn magnet configuration that preferentially focuses pi+ and thereby pro-
duces a neutrino-dominated beam, while RHC refers to the horn magnet configuration that prefer-
entially focuses pi− and thereby produces an antineutrino-dominated beam.
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Chapter 4
Inputs to the analysis
The analysis in this thesis depends upon a number of inputs. The simulation of
the beamline and resulting flux prediction is described in section 4.1, whilst the
subsequent simulation of neutrino interactions at the ND280 and SK is discussed in
section 4.2. Tuning of predicted spectra at SK using data from T2K’s near detector is
described in section 4.3, along with details relating to the production of a covariance
matrix for flux and cross-section parameters. The SK data selection methodology
is outlined in section 4.4 and finally determination of the systematic uncertainties
at SK are covered in section 4.5. Figure 4.1 provides a high-level overview of how
the inputs into the analysis fit into the analysis procedure.
ν flux
prediction
T2K
ND data
External data
(NA61/SHINE)
ND280 fit
ND280
detector
model
Cross-section
model
SK fitT2KSK data
SK detector
model
Oscillation
parameters
Figure 4.1: High-level overview of analysis procedure.
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4.1 Flux prediction
The T2K beam simulation is used to predict the neutrino flux at the T2K near
and far detectors. Interaction of the incident protons with the carbon target and
baffle is simulated in FLUKA (version 2011.2c.6) [95] and interactions outside the
target/baffle are simulated by GCALOR (version 1.05/04) [96], with the flight and
subsequent decay of the secondary pions and kaons throughout the beamline (see
section 3.1) simulated in JNUBEAM (a bespoke package based on GEANT3) [97].
These predictions are then tuned on external data sources, as well as T2K data. The
NA61/SHINE experiment (hereafter NA61), uses the interaction of 30 GeV protons
with a thin (2cm long, about 4% of the nuclear interaction length) graphite target
[64, 98, 99] and a replica of the T2K target [100] to measure the distribution of
hadrons produced in proton-graphite interactions. These data are then used to tune
the beam simulation such that it can reproduce the hadron production distribution
when predicting the neutrino flux. The pion and kaon phase space relevant to T2K
that is covered by these data are shown in figs. 4.2 to 4.3, with a large fraction of
the phase space covered.
 [GeV/c]+πp
0 10 20
 [r
ad
]
+ πθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
10
202009 Coverage
2007 Coverage
210×
 [GeV/c]-πp
0 10 20
 [r
ad
]
- πθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
100
2009 Coverage
2007 Coverage
 [GeV/c]pp
0 10 20
 [r
ad
]
pθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
1000
2009 Coverage
 [GeV/c]+Kp
0 10 20
 [r
ad
]
+ Kθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
5
10
2009 Coverage
2007 Coverage
10×
 [GeV/c]-Kp
0 10 20
 [r
ad
]
- Kθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
10
2009 Coverage
 [GeV/c]
s0k
p0 10 20
 [r
ad
]
s0 kθ 
0
0.2
0.4  A
rb.
 U
nit
s
0
52009 Coverage
Figure 1: The phase space of ⇡+, ⇡ , K+, K , K0S and protons contributing to the predicted
neutrino flux at SK in the positive focusing configuration [4], and the regions covered by new
2009 data (dashed line) and by previously published NA61/SHINE measurements (solid line)
[5, 6].
2 Negative focussing mode flux prediction132
In principle, the evaluation of the negative focussing (antineutrino enhanced) mode flux and133
the associated uncertainty is done with the same method as the one used for the positive134
focussing (neutrino) mode flux. In fact, the only change for the flux simulation is the135
change of the horn currents from 250 kA to -250 kA. While the right sign neutrinos in136
positive focussing mode are dependent on the ⇡+ production at low energy and the K+137
production at high energy, the right sign neutrinos in the negative focussing mode depend138
on the ⇡  production at low energy and K  and K0L production at high energy. The139
relative K0L contribution is larger for the antineutrinos because the K
  production rate is140
lower than the K+ production rate. As shown in Fig. 1 and Fig. 2, the 2009 NA61/SHINE141
data (discussed in Section 4) cover most of the relevant phase space for both positive and142
negative focussing operation. Fig. 3 shows the comparison of neutrino and antineutrino143
fluxes in positive and negative focussing modes. In general the fluxes are similar at low144
energy, although the positive focussing mode flux is about 15% larger near the flux peak.145
The wrong sign fluxes are larger in negative focussing mode, particularly at high energy.146
The systematic parameters used to model the hadron production uncertainties will be147
largely correlated for positive focussing mode and negative focussing mode fluxes. The 2009148
NA61/SHINE thin target data release includes systematic correlations evaluated between149
the charged meson data, and these are accounted for when evaluating the uncertainty on150
the flux prediction. For systematic parameters that vary the hadron interaction lengths,151
correlations between the particle types and momenta are also included, as described in TN-152
39 [2] (Fig. 13). Finally the secondary nucleon variations are applied simultaneously to the153
flux predictions for both polarities.154
The correlations of systematic parameters describing the beam conditions or beam line155
equipment alignment are more subtle. Much of the data taken from Run 5 onward is neg-156
ative focussing mode data (as of autumn 2014), while all of the Run 1-4 data is positive157
4
Figure 4.2: The predicted (shaded) phase space of pi+, pi−, p, K+, K−,
K0S (top-left to bott m-right) co tributing to the neutrino flux at SK along
with the regions covered by NA61 data (outlines) for a neutrino beam.
Reproduced from [101]
The final tuned T2K flux at SK, under a no oscillation hypothesis and with-
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Figure 2: The phase space of ⇡+, ⇡ , K+, K , K0S and protons contributing to the predicted
neutrino flux at SK in the negative focusing configuration, and the regions covered by new 2009
data (dashed line) and by previously published NA61/SHINE measurements (solid line) [5, 6].
focussing mode data. Between Runs 1-4 and Run 5, all three magnetic horns, the target158
and the OTR monitor were replaced and re-aligned. The uncertainty on the alignment159
of these components are propagated as the proton beam profile, target angular alignment,160
horn 1 angular alignment and horn 2 and 3 alignment uncertainties to the flux prediction.161
One might assume that the most conservative scenario is to assume the same systematic162
parameters for Runs 1-4 and Run 5 so that the flux predictions vary in a correlated man-163
ner for those two run periods, leading to the largest uncertainty on the overall number of164
events. However, in a CP violation measurement, the largest uncertainties are from system-165
atic parameters that are anti-correlated or uncorrelated between the positive focussing and166
negative focussing modes. The assumptions made for the correlation of these systematic167
parameters are described in Section 10 and Section 11.168
3 Review of hadron interaction tuning169
The neutrinos in the T2K beam are produced in the decays of hadrons or subsequent muons170
which themselves are produced in hadron decays. The dominant sources of uncertainty on171
the flux prediction are the uncertainties on the mtsodeling of hadronic172
interactions. In the previous flux prediction [3], uncertainties on the hadronic interaction173
rates and the kinematics and multiplicities of produced pions and baryons dominate the174
flux prediction uncertainty around the flux peak. At high energy, the uncertainties on the175
kinematics and multiplicities of produced kaons are the dominant source of uncertainty. To176
improve the accuracy of the flux simulation and reduced systematic uncertainties, T2K tunes177
the hadronic interactions in the flux simulation using hadron production data, including178
data from NA61/SHINE [7]. The methods for this tuning have been described in previous179
technical notes [1],[2],[8] and are reviewed here.180
Each neutrino simulated in the flux Monte Carlo (MC) simulation has one or more181
ancestor hadrons produced in a hadronic interaction. For each simulated interaction, the182
5
Figure 4.3: The predicted (shaded) phase space of pi+, pi−, p, K+, K−,
K0S (top-left to bottom-right) contributing o the neutrino flux at SK along
with the regions cov red b NA61 data (outlines) for an antin utrin beam.
Reproduced from [101]
out SK detector effects is shown in fig. 4.4.
Figures 4.5 to 4.7 show the pion, kao a d proton mul iplicities observed by
NA61 overlaying the prediction from FLUKA. The agreement between observation
and prediction is good for both pions and kaons, bu the prediction for protons is
generally biased towards larger values. This information can be used to compute
weights to tune the MC prediction. This is performed in tw steps [97, 101]; first
a weight is applied based on the interaction probability (the probability that an
incident proton interacts in the target and produces a particular daughter particle
that then escapes the target without undergoing another interaction) by calculating
the ratio of the interaction probabilities assuming the cross-sections from data and
assuming the cross-sections from the model. A second weight is computed from the
ratio of observed and predicted particle multiplicities.
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Figure 104: Tuned Runs 1-4 (top), 1-9a (middle) and 5c-9c (bottom) combined fluxes at ND280
(left) and Super-Kamiokande (right). All species of neutrinos are shown. Only statistical error
bars are shown.
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Figure 104: Tuned Runs 1-4 (top), 1-9a (middle) and 5c-9c (bottom) combined fluxes at ND280
(left) and Super-Kamiokande (right). All species of neutrinos are shown. Only statistical error
bars are shown.
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(b) RHC
Figure 4.4: T2K flux prediction at SK. Reproduced from [101]
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Figure 7: Multiplicities of ⇡+ (left) and ⇡  (right) as a function of momentum in bins of
✓. Weighted average of data 2007 and 2009 is calculated. Error-bars indicate statistic and
systematic uncertainties added in quadratures. Data points are overlaid by prediction from
FLUKA2011 2.8.
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Figure 8: Relative uncertainties on the ⇡+ (left) and ⇡  (right) multiplicities. Statistical (blue
line), systematic (red line) uncertainties are indicated. The overall uncertainty due to the
normalization procedure is not shown.
20
re 4.5: Observed multiplici ies of pi+ (left) and pi− (r ght) using the NA61 thin
target. The FLUKA prediction is shown in green. Reproduced from [101].
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Figure 9: Multiplicities of K+ (left) and K  (right) as a function of momentum in bins of ✓.
Error-bars indicate statistic and systematic uncertainties added in quadratures. Data points
are overlaid by prediction from FLUKA2011 2.8.
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Figure 10: Relative uncertainties on the K+ (left) and K  (right) multiplicities. Statistical
(blue line), systematic (red line) uncertainties are indicated. The overall uncertainty due to the
normalization procedure is not shown.
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Figure 4.6: Observed multiplicities of K+ (left) and K− (right) using the NA61 thin
target. The FLUKA prediction is shown in green. Reproduced f om [101].
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Figure 11: Multiplicities of proton (left) and its relative uncertainty (right) as a function
of momentum in bins of ✓. Data points on the left figure are overlaid by prediction from
FLUKA2011 2.8.
Figure 12: Multiplicities of K+ obtained with data 2007 and 2009 in (p, ✓)-bins of the anal-
ysis 2007 [6]. Vertical error bars represent statistical uncertainties. Points are overlaid with
predictions from VENUS and FLUKA.
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Figure 4.7: Observed proton multiplicities using the NA61 thin target. The FLUKA
prediction is shown in green. Reproduced from [101]
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The application of these weights yields the final tuned/untuned flux ratios shown
in fig. 4.8. The tune has the effect of increasing the rate of νµ and νe events in
both FHC and RHC beam modes, while the ν¯µ and ν¯e events are enhanced at low
energies and suppressed at high energies in both beam modes.
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Figure 21: The results on the flux of tuning the meson production in proton and neutron
interactions on nuclei for ND280 (top) and SK (bottom) with flux from positive focussing mode
(left) and negative focussing mode (right).
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Figure 4.8: Ratio of tuned and untuned SK flux for FHC (left) and RHC (right)
beam modes. Reproduced from [101]
4.2 The neutrino event generator
The simulation of neutrino interactions is implemented in the NEUT (version 5.3.2)
MC generator [102]. Detection of neutrino interactions must proceed indirectly
given that neutrinos carry no charge, and thus we study the products of neutrino
interactions. This section will discuss the different stages involved in calculating the
interaction cross-sections.
T2K uses water and hydrocarbon targets for neutrino interactions and there-
fore interactions with multiple nucleons within each nucleus must be considered. In
this analysis, ν-nucleus interactions are modelled, using the ‘impulse approxima-
tion’, as the incoherent sum of the cross-section of the neutrino with each nucleon
(or pair of nucleons for 2p2h) [102] based on the initial momentum of the nucleon:
σνA =
Z∑
i=1
σp (pi) +
A−Z∑
j=1
σn (pj) + σ (2p2h) (4.1)
where A and Z are respectively the atomic mass number and atomic number of
the target nucleus, σp (pi) is the interaction cross-section associated with the proton
having momentum pi, σn (pj) is the interaction cross-section associated with the
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neutron having momentum pj and σ (2p2h) is the interaction cross-section associated
with two-body current interactions (see section 4.2.2).
4.2.1 Nuclear model
Modelling of the nuclear effects depends upon the kinematics of the initial nucleus,
the energy needed to remove a nucleon from the nucleus, re-interaction of outgoing
hadrons with the remaining nucleons and any screening or enhancement of the cross-
section due to the nuclear potential.
A number of different nuclear models have been considered for T2K [103];
the Relativistic Fermi Gas (RFG), the Local Fermi Gas (LFG) and the Spectral
Function (SF). The RFG assumes a uniform distribution of nucleon momenta in
the space of energy, momentum and radial position up to the Fermi momentum, pF ,
which depends upon the size of the nucleus and models the density of nuclear matter
as being constant, which is valid for an infinite system. The LFG includes the effect
of the finite nucleus size, modifying the density and momentum distributions, while
the SF models nuclear matter based on a two-dimensional distribution of momentum
and removal energy.
The choice of nuclear model used in T2K was informed by data from the
MiniBooNE [104, 105] and MINERvA [106] experiments. In particular, the T2K
Neutrino Interaction Working Group (NIWG) undertook fits [107] of these data. In
addition, two possibilities exist for handling the nuclear potential (see below) in the
RFG models; relativistic Random Phase Approximation (RPA) and non-relativistic
RPA [108] and thus fits were undertaken for three nuclear models:
1. SF
2. RFG with relativistic RPA
3. RFG with non-relativistic RPA
Implementation of the LFG model is ongoing within the T2K collaboration
and will be included in future fits. The best-fits of the SF and RFG with relativistic
RPA are shown in figs. 4.9 to 4.10 and show small differences. RFG with non-
relativistic RPA is not shown in these plots, being disfavoured in the fits.
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Figure 20: Comparison of the best fit from the combined fits detailed in Table 7
with the MiniBooNE double-differential datasets used in the fit. The χ2 values in
the legend are the contribution from each dataset at the best fit point, and the total
χ2min for the combined fit. Note that some of the cos θµ slices have been combined
for presentational purposes. The solid lines include the MiniBooNE normalization
terms, the dashed lines are without, to indicate the large pulls on these parameters.
32
Figure 4.9: Comparison of nuclear model best-fits to MiniBooNE data (solid lines
include MiniBooNE flux normalisation parameters as fit parameters, dashed lines
do not fit the flux normalisation parameters). Neutrino interactions on multiple
nucleons (MEC) are included. θµ is the angle between the incoming neutrino and
outgoing muon. Reproduced from [107].
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Figure 19: Comparison of the best fit from the combined fits detailed in Table 7
with the MINERνA datasets used in the fit. The χ2 values in the legend are the
contribution from each dataset at the best fit point, and the total χ2min for the
combined fit.
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Figure 19: Comparison of the best fit from the combined fits detailed in Table 7
with the MINERνA datasets used in the fit. The χ2 values in the legend are the
contribution from each dataset at the best fit point, and the total χ2min for the
combined fit.
31
(b) Antineutrino
Figure 4.10: Comparison of nuclear model best-fits to MINERvA dat . Neutrino
interactions on multiple nucleons (MEC) are included. θµ is the angle between the
incoming neutrino and outgoing muon. Reproduced from [109].
While SF is the nominal model used in NEUT 5.3.2, disagreements between
this model and data were observed. In particular, using the Parameter Goodness of
Fit (PGoF) test [109], it was found that the SF model joint fits of MINERvA and
iniBooNE data sets were ret rning v ry diff rent parameters when compared to
separate fits of the data sets, while the RFG model showed greater compatibility
between joint and separate fits. When considering all data and the number of degrees
of freedom (DOF), the χ2PGoF/DOF statistic was found to be 25.3 / 6 for RFG with
non-relativistic RPA, 17.9 / 6 for RFG with relativistic RPA and 41.1 / 4 for SF.
As a result of these findings, T2K adopts the RFG nuclear model with relativistic
RPA, requiring the application of two weights to the MC, one to reweight from the
default SF model to RFG for QE processes (NC and pion production processes are
simulated directly in RFG [110]) and a second to reweight from RFG to RFG with
relativistic RPA.
Once the primary ν-nucleon interaction has been handled, one must check
for the exit of the nucleon from the nucleus based on the value of the removal energy,
subtracting the removal energy from the exiting nucleon if this happens. The value
of the removal energy, Eb, is constrained by electron scattering data [111], where its
value can be determined based on the location of the CCQE peak (see section 4.2.2).
The next stage is to simulate the interaction of daughter particles from the
primary interaction with the remaining nucleons (the so-called ‘final state inter-
action’ (FSI)) through a cascade model that treats hadrons as moving classically
within the nucleus and undergoing independent collisions, where energy and momen-
tum are conserved and the mean free path calculation takes into account medium
effects and is tuned by free particle nucleon scattering data.
The nuclear potential is accounted for by the Random Phase Approximation
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(RPA) [108, 112], which attempts to describe the collective effects of nucleon-nucleon
interactions and correlations as a function of q2, where q is the four-momentum
transferred to the nucleon, constrained by pi-nucleus scattering data [113]. How-
ever, as theoretical uncertainties remain large, an alternative parameterisation us-
ing Bernstein polynomials [114] attempts to reproduce the q2 dependence of the
Nieves model [108] while covering larger uncertainties (see fig. 4.11). These effects
are applied only in CCQE processes because, while such effects are expected in
pion-production, no calculation exists for pion-production and therefore they are
accommodated as part of the tuning of pion-production parameters on external
data.
Figure 4.11: Nominal Nieves RPA correction factor (solid black
line) and uncertainties (dashed black lines) and the corresponding
nominal BeRPA correction (black data points) and uncertainties
(grey band). Reproduced from [103].
4.2.2 Neutrino scattering
Neutrino scattering processes implemented in NEUT include quasi-elastic, resonance
production and decay, two-body current interactions, coherent pion production and
deep inelastic scattering.
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CCQE
The CCQE process is the most important scattering process for T2K, being the
dominant ν-nucleon interaction at energies below ∼ 1 GeV. The process involves
the interaction of a neutrino (antineutrino) with a neutron (proton) to produce a
negatively (positively) charged lepton and a proton (neutron), as shown in fig. 4.12.
The cross-section is calculated under the Llewellyn-Smith [115] model. However,
this model calculates cross-sections under an assumption that the nucleons are free,
which is not the case for T2K and therefore in-medium effects are accommodated
using the RFG model described in the previous section.
The CCQE cross-section is very sensitive to the shape of the weak axial form
factor, FA(q2), of the nucleon [116], which T2K assumes to be modelled by a dipole
of the form
FA(q
2) =
FA(0)[
1 + q2/
(
MQEA
)2]2 (4.2)
While the value of FA(0) can be determined from beta-decay experiments and is
known quite well, the value of the axial mass, MQEA is constrained only by neutrino-
deuterium scattering in bubble chambers [117] and remains a significant source of
uncertainty [116]. In this analysis the form factor uncertainty is included within the
νµ/νe cross-section systematic [103].
The energy of the incident neutrino in a CCQE interaction can be recon-
structed from the outgoing lepton energy, El, momentum, pl and angle, θl, assuming
the target nucleon is initially at rest, as
Er =
M2p − (Mn − Eb)2 −M2l + 2El(Mn − Eb)
2(Mn − Eb − El + pl cos θl) (4.3)
where Mp, Mn and Ml are the proton, neutron and outgoing lepton masses respec-
tively and Eb is the removal energy. Strictly, eq. (4.3) is the reconstructed neutrino
energy for the neutrino CCQE process, with the neutron and proton mass terms ex-
changed for the antineutrino CCQE case. However, the difference between the two
versions is negligible, so T2K uses only the neutrino CCQE version when computing
reconstructed energy. It should also be noted that for the purposes of computing
reconstructed energy, events are assumed to be CCQE (though see the comment on
single pion production below).
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Figure 4.12: CCQE processes.
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Figure 4.13: Charged current single pion production processes via ∆(1232) reso-
nances.
Resonances
At sufficiently high energies charged current neutrino interactions can result in the
production of heavier intermediate baryons along with the outgoing lepton. This
baryon can then undergo decay into a nucleon and another particle, either a photon
or meson, typically a pion, as shown in fig. 4.13.
Single pion production is modelled using the Rein-Sehgal formalism [118],
with the cross-section of each process computed in two steps; the amplitude of
the resonance is determined and then multiplied by the decay probability of the
resonance into (in this case) one pion and one nucleon. A total of 18 resonances below
2 GeV are considered [102]. For this analysis, the single pion production processes
have individual interaction modes for charged current (CC1pi) and neutral current
(NC1pi) processes, while all other resonances are grouped together in combined
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interaction modes for each of charged current (‘CC other’) and neutral current (‘NC
other’).
The Rein-Sehgal model depends upon the axial mass constant (MRESA ), axial
form factor (CA5 ) and the non-resonant background scaling (BgRes). The non-
resonant background scaling factor is included because single pion production is not
adequately described solely in terms of resonances [118], so an additional energy-
dependent contribution (rising with energy) to the cross-section is included.
It should also be noted that single pion production (specifically pi+ produc-
tion) has its own sample at SK (see section 4.4), for which an alternative recon-
structed energy formula is used
Er =
MpEl +
1
2(M
2
d −M2l −M2p )
Mp − El + pl cos θl (4.4)
where Md is the mass associated with the ∆ resonance.
2p2h
2p2h (2 particles, 2 holes) processes involve the interaction of a neutrino with two nu-
cleons (see fig. 4.15). The total cross-section is a combination of three contributions;
meson exchange currents, which are dominated by pionless∆ decay (PDD), nucleon-
nucleon correlations (NN) and an interference term between PDD and NN [103]. In
this scenario, both nucleons can be ejected from the nucleus, leaving behind two
holes, hence 2 particles, 2 holes. Electron scattering data [111, 119] demonstrates
that 2p2h processes contribute substantially to the cross-section between CCQE and
resonance regions; that is, the dip in the region between the CCQE and resonance
peaks (see fig. 4.14) is shallower than expected and 2p2h interactions are believed
to explain this. These processes are important in ν-nucleus interactions because the
signal can be misidentified as quasi-elastic and therefore result in a biased energy
reconstruction. NEUT simulates 2p2h using the Nieves model [108].
There are four systematic parameters governing uncertainties in 2p2h pro-
cesses; two concern the overall normalisation, one for each of ν and ν¯, the uncertainty
on the propagation of the normalisation from Carbon to Oxygen, and an uncertainty
on the 2p2h shape on Oxygen.
Coherent pion production
Rather than interacting with an individual nucleon in the target nucleus, neutrinos
can interact with the nucleus as a whole, leaving the nucleus unchanged and creating
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Figure 4.14: Cross-sections from electron scattering data on carbon showing the
observed excess between the CCQE and resonance regions, which is described by
2p2h processes. Reproduced from [111].
νµ
µ−
n p
p p
W+
pi0
Figure 4.15: An example 2p2h process.
a pion (see fig. 4.16). This process has been observed at energies above 2 GeV and is
modelled in NEUT using the Rein-Sehgal model [120]. At energies below 1 GeV this
model over-estimates the cross-section and so a reweighting based on comparison to
the Berger-Sehgal model [121] is used to correct this over-estimation.
In this analysis there are also systematic parameters describing the nor-
malisation uncertainty associated with the CC and NC coherent pion production
processes (uncorrelated).
Deep inelastic scattering and multiple pion production
At sufficiently high energies (Eν ≫ mN ), neutrino-nucleon interactions are dom-
inated by deep inelastic scattering (DIS), where the nucleon in the interaction is
broken up and hadronisation occurs. DIS is simulated for hadronic invariant mass
above 1.3 GeV [102]. The distribution of nucleons is determined from the method of
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Figure 4.16: Coherent pion production. A represents the entire atomic nucleus,
while P is a Pomeron carrying 4-momentum to that nucleus.
Glück, Reya and Vogt [122], with corrections applied to improve the agreement with
data at low q2 [123] and neutral current cross-sections for DIS processes come from
[124, 125]. Due to the overlap in the range of hadronic invariant masses with the sin-
gle pion production processes below 2 GeV, a pion multiplicity probability function
is used to cut out single pion events in this region to avoid double counting, with the
pion multiplicities being tuned on hydrogen bubble chamber data [126]. Systematic
parameters associated with DIS describe the uncertainty on the charged current
pion multiplicity and the uncertainty on the neutral current event normalisation.
Final state, secondary and photo-nuclear interactions
As previously noted, daughter particles in neutrino-nucleon interactions must pass
through the nuclear medium before exiting the nucleus and therefore there is the
opportunity for those particles to undergo interactions within the nucleus prior to
observation. In particular, absorption, scattering and particle production can affect
the observed final state. Such interactions are referred to as final state interac-
tions (FSI). While daughter leptons can undergo FSI, because these interactions
are electromagnetic the interactions are not strong enough to warrant considera-
tion, whereas daughter hadrons undergo strong interactions and therefore must be
accounted for.
FSI are relevant to T2K because changes to the observable particles and kine-
matics of those particles can lead to biases in the reconstructed neutrino energy. For
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example, at T2K the main channel for neutrino interactions is the CCQE channel,
which is assumed to be a two body interaction, where the daughter particles are an
observable charged lepton and a (typically) unobservable nucleon, with the energy
reconstruction being based on the observed lepton energy, momentum and angle
(see eq. (4.3)). However, if a single pion production interaction was to take place,
with daughter charged lepton, nucleon and pion and the daughter pion were to be
absorbed, the event would look like a CCQE event, leading to an incorrect neu-
trino energy reconstruction from a failure to account for the third daughter particle.
Even (quasi-)elastic scattering of pions, that don’t change the observable particles
can have an effect, as changes to the kinematics can affect both the pion identifi-
cation efficiency and reduce the visible energy of an interaction as the pion loses
energy with each scattering event. In addition, charge exchange interactions (e.g.
pi+ → pi0) change the rate of pi0 production, which is an important background for
νe appearance. With these various channels allowing for misidentification of events
and incorrect energy reconstruction, accurate modelling of FSI and SI processes is
very important.
NEUT implements a cascade model for FSI and SI, tuned to external data
sets. Whilst FSI affects all final state particles, the pion is most significant at T2K
energies and so pion re-interaction is given special consideration for FSI and SI in
NEUT. It should be noted that the pi0 lifetime outside of the nucleus is extremely
short and therefore pi0 does not undergo secondary interactions [127]. The FSI model
is tuned to external pion scattering data [113]; while this external data has a beam
of pions incident on a target nucleus, rather than a pion created within the nucleus,
as is the case for T2K, the physics of pion-nucleus interaction should be the same
in each case. This also motivates the use of the same cascade model for SI once a
pion has left the nucleus.
In the NEUT cascade model [127] the starting position for a pion produced
within an Oxygen nucleus is determined based on a Woods-Saxon potential describ-
ing the nuclear density:
ρ(r)
ρ0
=
1
1 + exp
(
r−c
α
) (4.5)
where r is the distance from the centre of the nucleus, while c and α are the nuclear
radius and surface thickness respectively, whose values are determined from electron
scattering data [128]. The initial pion kinematics are determined from the ν-nucleus
interaction model described previously, and the pion is then classically propagated
through the nuclear medium in a sequence of steps until it is either absorbed, or
leaves the nucleus. A pion is determined to have left the nucleus once its distance
64
from the centre exceeds a value RN , which is determined such that ρ(RN )/ρ0 ≃
10−4, ensuring that most of the nuclear medium is encompassed without wasting
computational time in the low density region. Interaction probabilities are calculated
at each step according to the model of Salcedo et al [129] for pion momenta below
500 MeV and are taken from pion scattering data on free protons and deuterons
[130] for pion momenta above 500 MeV, with the two regions blended over 400-500
MeV to prevent discontinuities. At each step the pion travels a distance dx, where
dx is chosen so that the probability of two or more interactions in a single step is
negligible (dx = RN/100).
In the cascade model five parameters control pion interaction probability
at each step; at low momenta (< 500 MeV) there are parameters for pion absorp-
tion and QE scattering along with a sixth parameter that controls the fraction of
charge exchange in QE scattering; while at higher momenta there are parameters
governing QE scattering, single charge exchange and inelastic scattering. However,
these parameters are not implemented as response functions at SK. Rather a covari-
ance matrix is constructed relating the number of events in bin i to bin j from a
reweighting of each SK sample according to a set of 16 variations of the aforemen-
tioned parameters, selected to conservatively cover external data. The binning is the
same as used for the SK detector matrix (see section 4.5) and as such the FSI+SI
errors are added in quadrature with the SK detector errors (see section 4.5).
A simple model for photo-nuclear effects, in which one of the photons from
pi0 → γγ is absorbed by a nucleon (reducing the efficiency of pi0 rejection), is imple-
mented in SKDETSIM [131]. In this model propagation of photons with an energy
below 150 MeV is stopped according to the measured photo-nuclear cross section.
The uncertainty in the photo-nuclear interactions is also added in quadrature to the
SK detector matrix (see section 4.5).
4.3 Near detector constraints
The predicted spectra at SK are tuned based on a fit of data collected from neu-
trino interactions in ND280 (see fig. 4.1). This fit is performed using two different
frameworks [132]; one frequentist framework, known as the BANFF fit (Beam and
ND280 Flux Extrapolation Task Force) and a Bayesian Markov Chain Monte Carlo
fitter called MaCh3. These two fitters provided cross-validation of the near detector
fit, but for the purpose of this analysis the input is provided by the frequentist
framework and so the discussion of the near detector constraint will be undertaken
in the context of the BANFF fit. This input takes the form of a vector of tuned
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central values for systematic parameters, along with a covariance matrix describing
the uncertainties and correlations between the various parameters.
4.3.1 Near detector samples
The BANFF fit adopts a binned likelihood fit for selected event samples, with sys-
tematic weights applied on an event-by-event basis and with penalty terms applied
for selected systematic parameters. Data from T2K runs 2-6 are used in the near
detector fit, with 3 FHC samples and 4 RHC samples being fit simultaneously. In
particular:
• FHC: νµ CC0pi, νµ CC1pi+ and νµ CC-other
• RHC: ν¯µ CC 1-Track, ν¯µ CC N-Track, νµ CC 1-Track and νµ CC N-Track
with each sample binned in pµ and cos θµ, where pµ is the observed muon momentum
and θµ is the opening angle of the muon with respect to the nominal beam direction.
As is the case for the SK MC, the MC at the ND280 is reweighted from an SF nuclear
model to RFG with an RPA correction applied to CCQE events and coherent pion
production events reweighted based on MINERvA data to correct from the Rein-
Sehgal to Berger-Sehgal model [133].
Inclusive selection
Each of the 7 samples undergoes a common set of pre-selection cuts to extract CC
events before a final set of cuts selects 1 of the 7 samples for each event. The cuts
for the pre-selection are [134]:
1. Data quality cut: This requires events to arrive within the beam time window
(events in different bunches within the same spill are treated independently)
and a good global ND280 data quality flag.
2. Track multiplicity cut: There must be at least 1 track crossing a TPC.
3. Track quality cut: To improve the reliability of track reconstruction the highest
momentum track in the event is selected and this track must be of sufficient
length (more than 18 hit clusters in the TPC). Furthermore, there must be a
corresponding segment of the track in an FGD (FGD1 + TPC2 or FGD2 +
TPC3), with the vertex for the track within the FGD fiducial volume (at least
5 scintillator bars away from the edge of an XY module and not in the first
XY module in the z-direction).
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4. Upstream background veto: Tracks originating in the P0D and undergoing
scattering in an FGD can be reconstructed as two tracks (P0D + TPC1 +
FGD1 and FGD1 + TPC2). If the second highest momentum track starts
150mm upstream of the primary track the event is excluded. Additionally, if
the primary track starts in FGD2 then the event is excluded if the secondary
track starts in FGD1.
5. Broken track cut: Muon tracks can be broken such that one track is fully
contained in an FGD, with a second track starting in the last layers of the
FGD and then propagating to the TPC. If an FGD-only track is present,
the FGD + TPC track must start more than 425mm away from the most
downstream edge of the FGD.
6. Muon PID: The primary track is a muon according to a dE/dx measurement
PID hypothesis.
FHC CC selections
Having performed the pre-selection, the allocation of an event to 1 of the 3 FHC
CC selections is based on the content of any secondary tracks accompanying the
primary muon candidate. The selection can follow 1 of 2 paths depending on the
availability of TPC PID and is undertaken as follows [134]:
1. Coincidence cut: Any secondary track must exist in the same bunch and FGD
fiducial volume as the muon candidate.
2. Track quality cut: The secondary track must enter a TPC and deposit more
than 18 hit clusters in that TPC.
3. PID cut: If the secondary track is positive, select either pi+, e+, or p based on
TPC PID hypothesis. If the secondary track is negative, select either pi−, or
e− based on TPC PID hypothesis.
The second path where TPC PID is not available, due to momentum being too low
or track angle too high1 is:
1. Coincidence cut: Any secondary track must exist in the same bunch and FGD
fiducial volume as the muon candidate.
1In this instance it is also possible that a secondary track is not evident in the same bunch as
the primary track due to low pi momentum, but that a Michel electron is observed outside of the
bunch time window (pi± → µ± → e±) due to the 2.19µs decay time of the muon, in which case the
pi antecedent can be identified by the presence of a Michel electron
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2. PID cut: If the secondary track is positive, select pi+ based on FGD PID
hypothesis or Michel electron tag. If the secondary track is negative, select
pi− based on FGD PID hypothesis or Michel electron tag.
Finally, with secondary tracks identified and classified the event is allocated to an
FHC sample as:
• If no pi± or e± are identified, the event is assigned to the FHC CC0pi sample.
• If the sum of TPC pi+, FGD pi+ and FGD Michel electrons is 1, then the event
is allocated to the FHC CC1pi sample.
• Events with one or more pi−, or pi0 and more than 1 pi+ form the CC-Other
sample.
RHC CC selections
The RHC CC selections allocate events to 1 of 4 samples based on the number of
tracks in the sample and whether or not the primary muon candidate is a ‘right-
sign’ µ+ or ‘wrong-sign’ µ−. Having performed the pre-selection cuts, the final cut
to allocate an event to a particular sample is trivial [135, 136]:
• Events with 1 track and a right-sign primary muon candidate are allocated to
the RHC ν¯µ CC 1-Track sample.
• Events with more than 1 track and a right-sign primary muon candidate are
assigned to the RHC ν¯µ CC N-Track sample.
• Events with 1 track and a wrong-sign primary muon candidate are added to
the RHC νµ CC 1-Track sample.
• Events with more than 1 track and a wrong-sign primary muon candidate form
the RHC νµ CC N-Track sample.
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4.3.2 Fit methodology
The BANFF fit minimises the chi2 function, which is defined as [137]:
∆χ2 = 2
Nbins∑
i=1
Npi (⃗b, x⃗, d⃗)−Ndi +Ndi ln
[
Ndi /N
p
i (⃗b, x⃗, d⃗)
]
(4.6)
+
Nflux∑
i=1
Nflux∑
j=1
∆bi(V
−1
b )i,j∆bj
+
Nxsec∑
i=1
Nxsec∑
j=1
∆xi(V
−1
x )i,j∆xj
+
Ndet∑
i=1
Ndet∑
j=1
∆di(V
−1
d )i,j∆dj
where Ndi is the observed number of events in each analysis bin i, with i ranging
over all pµ and cos θµ bins in each sample and Npi is the corresponding predicted
number of events, which depends upon the flux, b⃗, cross-section, x⃗ and detector,
d⃗, systematic parameters. Vb, Vx and Vd are the covariance matrices for the flux,
cross-section and detector systematic parameters respectively and ∆b, ∆x and ∆d
are variations away from the nominal values of the beam, cross-section and detector
systematic parameter nominal values respectively.
The vector d⃗ and its associated covariance matrix Vd are first determined by
computing the mean and variance of the number of events in each bin from 2000
throws of the detector systematic parameters. These parameters can modify event
weights and observed quantities, such as momentum, allowing events to migrate
between samples and bins in addition to altering the normalisation.
4.3.3 Fit result
The resultant covariance from the BANFF fit is shown in figs. 4.17 to 4.18, with
central values and pre- and post-fit errors presented in Appendix A.
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Figure 4.17: The flux covariance matrix from the BANFF fit. The parameters in
the flux covariance matrix are presented from bottom-to-top and left-to-right in the
order specified in tables A.1 to A.2.
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Figure 4.18: The cross-section covariance matrix from the BANFF fit.
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4.4 SK samples
Events at SK are split into five different categories; 1-ring νµ-like, 1-ring νe-like and
1-ring νe CC1pi+-like in FHC and 1-ring νµ-like and 1-ring νe-like in RHC. The aim
is to achieve a high purity of the desired type of event whilst retaining the largest
possible sample and as such, the event selection procedure is designed to achieve
these goals.
4.4.1 Common cuts
In the first step, a set of cuts common to all five samples are applied to the SK data
to ensure that only high-quality data are retained in each sample [138–140]:
1. Good beam spill: A set of cuts applied based on parameters such as beam
direction and horn current.
2. SK data quality: The SK data quality depends upon a variety of different
factors, with cuts applied to exclude events taken when the data acquisition
program was not working correctly, when bad subruns2 occur (for example a
subrun coincident with blasting in Kamioka mine), when parts of the detector
cease to function correctly, when errors occur in both sets of GPS data, when
special data blocks3 are taken and when there is activity in the detector in the
100µs before beam arrival to avoid contamination of the event sample due to
cosmic ray muons.
3. Timing cut: A cut is applied to retain only those events occurring in the
interval [−2,+10] µs of the arrival time of the leading edge of a beam spill.
4. Containment cut: Events that originate outside the inner detector and then
enter are rejected by looking for activity in the outer detector. In particular,
if 16 or more PMT hits are observed in the highest charge outer detector hit
cluster the event is rejected, otherwise it is classified as fully contained (FC).
4.4.2 Fiducial volume definitions
Discrimination between e-like and µ-like events depends upon features of the Cherenkov
rings and thus it is important to have well imaged rings. Events that are close to
the inner detector wall and point towards the wall will typically hit too few PMTs
to generate well imaged Cherenkov rings, whereas those that are close to the inner
2A subrun is approximately 1 minute of real-time observation
3special data blocks periodically replace PMT hit signal data with other information
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detector wall, but point inwards, towards the opposite wall will typically hit enough
PMTs to produce well imaged Cherenkov rings. As such, the fiducial volume (FV)
within the inner detector is defined in terms of the minimum distance from the event
vertex to the inner detector wall (wall) and the distance from the event vertex to
the inner detector wall along the direction of the particle track (towall) [141]. While
all samples apply an FV cut, the FV itself has a different definition for the case of
1-ring νe-like, 1-ring νµ-like and 1-ring νe CC1pi+-like samples, with the respective
definitions applying in both FHC and RHC samples where relevant.
4.4.3 1-ring νe-like selection
This section details the cuts that are applied to the SK events to produce the FHC
and RHC 1-ring νe-like samples. The cut descriptions refer to the conditions under
which an event is retained.
1. FV cut: wall > 80 cm and towall > 170 cm
2. Ring counting cut: 1 Cherenkov ring
3. PID cut: Cherenkov ring identified as 1-ring νe-like over 1-ring νµ-like
4. Visible energy cut: Er > 100 MeV (in practice reconstructed momentum is
used)
5. Decay electron cut: 0 decay electrons
6. Reconstructed energy cut: Er < 1250 MeV
7. pi0 rejection cut: Cherenkov ring identified as 1-ring νe-like over pi0-like
Figures 4.19 to 4.26 show the selection effect as each cut is applied in se-
quence. One can see that very few oscillated νe are found within bins of higher
ring multiplicity and thus this cut eliminates a large fraction of the dominant νµ
CC and NC backgrounds. The PID cut then eliminates much of the remaining
νµ CC background, leaving predominantly NC and intrinsic νe backgrounds. Most
of the remaining νµ CC background and a large fraction of the NC background
is eliminated by requiring a minimum visible energy. The decay electron cut has
the largest effect on the RHC sample, where the sample is dominated by back-
ground where decay electrons are found, while in FHC it serves to split the sample
into the 1-ring νe-like and 1-ring νe CC1pi+-like samples. The reconstructed en-
ergy cut has the principal effect of eliminating the intrinsic νe background that
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exists at higher energies where few oscillated νe are found. Finally the pi0 rejection
cut serves to reduce much of the remaining NC background while retaining most
of the CC events, producing the final, high purity selections shown in fig. 4.27.
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Figure 4.19: Distribution of events by the shortest distance to the inner detector
wall in the 1-ring νe-like sample in FHC (left) and RHC (right). Reproduced from
[138].
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Figure 4.20: Distribution of events by the distance to the inner detector wall along
the direction of particle momentum in the 1-ring νe-like sample in FHC (left) and
RHC (right). Reproduced from [138].
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Figure 4.21: Distribution of events by the number of Cherenkov rings in the 1-ring
νe-like sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.22: Distribution of events by the PID parameter in the 1-ring νe-like
sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.23: Distribution of events by visible energy in the 1-ring νe-like sample in
FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.24: Distribution of events by the number of decay electrons in the 1-ring
νe-like sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.25: Distribution of events by reconstructed neutrino energy in the 1-ring
νe-like sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.26: Distribution of events in PID parameter and reconstructed pi0 mass in
the 1-ring νe-like sample in FHC (left) and RHC (right). The size of the magenta
boxes indicates the number of CC events, while the blue shading indicates NC events.
Reproduced from [138].
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Figure 4.27: Final selection after all cuts are applied in the 1-ring νe-like sample in
FHC (left) and RHC (right). Reproduced from [138].
4.4.4 1-ring νe CC1pi+-like selection
This section details the cuts that are applied to the SK events to produce the FHC
1-ring νe CC1pi+-like sample. The cut descriptions refer to the conditions under
which an event is retained.
1. FV cut: wall > 50 cm and towall > 270 cm
2. Ring counting cut: 1 Cherenkov ring
3. PID cut: Cherenkov ring identified as 1-ring νe-like over 1-ring νµ-like
4. Visible energy cut: Er > 100 MeV (in practice reconstructed momentum is
used)
5. Decay electron cut: 1 decay electron
6. Reconstructed energy cut: Er < 1250 MeV
7. pi0 rejection cut: Cherenkov ring identified as 1-ring νe-like over pi0-like
Figures 4.28 to 4.31 show the selection effect as each cut is applied in se-
quence, with the effect of each cut behaving, unsurprisingly, much like the 1-ring
νe-like sample and producing the final selection shown in fig. 4.32.
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Figure 4.28: Distribution of events by the shortest distance to the inner detector
wall (left) and the distance to the inner detector wall along the direction of particle
momentum (right) in the 1-ring νe CC1pi+-like sample. Reproduced from [138].
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Figure 4.29: Distribution of events by the number of Cherenkov rings (left) and by
PID parameter (right) in the 1-ring νe CC1pi+-like sample in FHC (left) and RHC
(right). Reproduced from [138].
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Figure 4.30: Distribution of events by visible energy (left) and number of decay
electrons (right) in the 1-ring νe CC1pi+-like sample. Reproduced from [138].
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Figure 4.31: Distribution of events by reconstructed neutrino energy (left) and in
PID parameter and reconstructed pi0 mass in the 1-ring νe CC1pi+-like sample. The
size of the magenta boxes indicates the number of CC events, while the blue shading
indicates NC events. Reproduced from [138].
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Figure 4.32: Final selection after all cuts are applied in the 1-ring νe CC1pi+-like
sample. Reproduced from [138].
4.4.5 1-ring νµ-like selection
This section details the cuts that are applied to the SK events to produce the FHC
and RHC 1-ring νµ-like samples. The cut descriptions refer to the conditions under
which an event is retained.
1. FV cut: wall > 50 cm and towall > 250 cm
2. Ring counting cut: 1 Cherenkov ring
3. PID cut: Cherenkov ring identified as 1-ring νµ-like over 1-ring νe-like
4. µ momentum cut: pµ > 200 MeV
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5. Decay electron cut: < 2 decay electrons
6. pi+ rejection cut: Cherenkov ring identified as 1-ring νµ-like over pi+-like
Figures 4.33 to 4.39 show the selection effect as each cut is applied in se-
quence. Similarly to the 1-ring νe-like samples, few CC events are observed at
higher ring multiplicities and therefore the ring counting cut eliminates much of the
NC and CCnQE background, while the PID cut eliminates νe events. The decay
electron cut reduces the CCnQE background while having little effect on the CCQE
events, while the pi+ rejection cut removes much of the NC background to produce
the final selections shown in fig. 4.40, where the principal remaining background is
from CCnQE events in FHC and both CCnQE and wrong-sign muon events in the
RHC sample.
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Figure 4.33: Distribution of events by the shortest distance to the inner detector
wall in the 1-ring νµ-like sample in FHC (left) and RHC (right). Reproduced from
[138].
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Figure 4.34: Distribution of events by the distance to the inner detector wall along
the direction of particle momentum in the 1-ring νµ-like sample in FHC (left) and
RHC (right). Reproduced from [138].
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Figure 4.35: Distribution of events by the number of Cherenkov rings in the 1-ring
νµ-like sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.36: Distribution of events by the PID parameter in the 1-ring νµ-like
sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.37: Distribution of events by visible energy in the 1-ring νµ-like sample in
FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.38: Distribution of events by the number of decay electrons in the 1-ring
νµ-like sample in FHC (left) and RHC (right). Reproduced from [138].
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Figure 4.39: Distribution of events in PID parameter and reconstructed muon
momentum in the 1-ring νµ-like sample in FHC (left) and RHC (right). The size
of the magenta boxes indicates the number of CC events, while the blue shading
indicates NC events. Reproduced from [138].
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Figure 4.40: Final selection after all cuts are applied in the 1-ring νµ-like sample
in FHC (left) and RHC (right). Reproduced from [138].
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4.5 SK detector systematics
SK detector systematics describe the uncertainties associated with the efficiency
with which SK characterises the different event topologies described in the preceding
sections. In order to categorize each event a number of (sample-dependent) cuts are
applied to SK events by the fiTQun reconstruction algorithm [141]:
• Fiducial volume cut: Event vertices must be within the inner detector volume
and a sufficient distance from the detector wall
• Outer detector activity cut: Reject tracks that might have originated outside
the inner detector
• Ring counting cut: Classify events according to the number of Cherenkov rings
produced
• Particle identification cut: Classify the particle species
• Momentum cut: Reject events with insufficiently high momentum
• Decay electron cut: Identify events that produce decay electrons in addition
to a main ring
• pi0 rejection cut: Identify Cherenkov rings arising from pi0 decay
As a result the number of events corresponding to each observable topology
depends upon the choices made for the cuts and the uncertainties associated with
the cut variables. A covariance matrix is produced to quantify the uncertainties as-
sociated with the SK detector efficiencies, using the following binning (which applies
to both FHC and RHC configurations):
1-ring νe-like sample
For each of 3 reconstructed neutrino energy bins in the range (0, 0.35) GeV, [0.35,
0.8) GeV and [0.8, 1.25) GeV:
• Oscillated νe CCQE-like
• νµ/ν¯µ CCQE-like
• Intrinsic νe CCQE-like
• All NC
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1-ring νµ-like sample
For each of 3 reconstructed neutrino energy bins in the range (0, 0.4) GeV, [0.4, 1.1)
GeV and [1.1, 30) GeV:
• νµ/ν¯µ CCQE-like
For all reconstructed neutrino energies:
• νµ/ν¯µ CCnQE-like
• Oscillated and intrinsic νe CCQE-like
• All NC
1-ring νe CC1pi+-like sample
For each of 2 reconstructed neutrino energy bins in the range (0.3, 0.8) GeV and
[0.8, 1.25) GeV:
• Oscillated νe CCQE-like
• νµ/ν¯µ CCQE-like
• Intrinsic νe CCQE-like
• All NC
Note that the CCQE-like reconstructed energy binning is designed to provide
a single bin covering the region of maximal oscillation and then bins above and below
this region. Uncertainties are computed for each of the cuts outlined above (also
for vertex position and track direction are also calculated, as the fiducial volume
cut depends upon these values) before being combined to give a single uncertainty
in each of the bins defined above [142]. The data used to evaluate the systematic
uncertainties come from SK atmospheric fits [143] and from hybrid pi0 samples [144]
(in which the data sample is constructed by combining e-like rings from SK data
with simulated γ-ray events to create composite pi0-like events). Control samples
are produced from these data sets where the cut of interest has not been applied,
with the distribution of the cut variable compared between data and MC and the
difference is taken to be the 1σ error. The cut value is then varied by this amount
and the resultant effect on the number of events passing the cuts for each sample is
evaluated to determine a systematic error for the cut variable [142]. The resultant
SK detector covariance matrix is shown in fig. 4.41.
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Figure 4.41: The SK detector covariance matrix.
In addition to the SK detector systematics outlined above, there is an ad-
ditional uncertainty on the SK energy scale, which is not correlated with the other
parameters. The error in the absolute energy scale is calculated from four SK Run
IV control samples [138]; decay electrons from stopping cosmic ray muons; pi0s
from atmospheric neutrino interactions; sub-GeV stopping cosmic ray muons; and
multi-GeV stopping cosmic ray muons. These four samples provide coverage over a
momentum range of about 30 MeV to 10 GeV. This uncertainty is computed as the
difference between the positions of the peaks of the energy distributions in data and
MC, with the largest uncertainty among the four samples representing the absolute
energy scale error. Finally, the total energy scale uncertainty is computed as the
sum, in quadrature, of the absolute energy scale uncertainty and the variation in
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time of the light attenuation length in SK.
As noted in section 4.2.2, the final SK matrix is the result of a sum in
quadrature of the detector errors and the FSI, SI and PN errors. The covariance
matrix associated with the FSI, SI and PN effects is presented in fig. 4.42, while the
associated table of errors due to the sum in quadrature of all SK-related uncertainties
can be found in Appendix B.
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Figure 4.42: The SK FSI, SI and PN covariance matrix.
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Chapter 5
CP phase measurement
T2K began collecting data on 23 January 2010 and currently has data processed up
to 31 May 2018. This chapter describes the measurement of the neutrino CP phase
performed with this data. This dataset was collected over the course of nine distinct
run periods, incorporating a mixture of FHC and RHC running, such that a similar
amount of POT is now observed in each configuration; in particular 1.4938× 1021 in
FHC and 1.6346× 1021 in RHC. Figure 3.5 shows the pattern of POT accumulation
for the entire T2K run history. Section 5.1 describes the hypothesis being tested,
in which the δ parameter is fitted, section 5.2 describes the so called Asimov sim-
ulated data sets, used for sensitivity studies, while section 5.3 describes the fitting
methodology. Section 5.4 presents the predicted event rates and associated spectra,
while the effects of systematics on these spectra are documented in section 5.5. The
method for constructing confidence regions is described in section 5.6. The expected
sensitivity of the analysis is determined for different true oscillation parameter values
in section 5.7. Observed event rates and spectra are shown in section 5.8.1. Con-
fidence intervals produced using the constant-∆χ2 method and Feldman-Cousins
method are presented in section 5.8.2 and section 5.8.3 respectively.
5.1 Hypothesis
The goal of this analysis is to provide a T2K measurement of the neutrino CP phase,
δ and evaluate whether or not there is any indication of leptonic CP violation. From
87
eq. (2.38), the survival probability, Pνµ→νµ , is given by
Pνµ→νµ = 1− 4
(
c212c
2
13c
2
23s
2
23 + c
2
13s
2
12s
2
13s
4
23 − 2c12c213c23s12s13s423 cos δ
)
sin2
(
∆m232L
4E
)
− 4 (c213c223s212s223 + c212c213s213s423 + 2c12c213c23s12s13s223 cos δ) sin2(∆m231L4E
)
(5.1)
where terms involving ∆m221 are omitted given that for T2K’s baseline and energy
sin2
(
∆m23kL/4E
)≫ sin2(∆m221L/4E). The corresponding νe appearance probabil-
ity (eq. (2.37)), Pνµ→νe , is given by
Pνµ→νe =− 4c13s13s23
[
c23s13s23
(
s212 − c212
)− c12s12c223 cos δ] sin2(∆m232L4E
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− 4c12c13s13
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2
12s13 cos 2δ
]
sin2
(
∆m231L
4E
)
+ 2c13s13s23c12s12c
2
23 sin δ sin
2
(
∆m232L
4E
)
− 2c12c13s13
[
c12c23s12s23 sin δ + c
2
23s
2
12s13 sin 2δ
]
sin2
(
∆m231L
4E
)
(5.2)
where terms involving ∆m221 are again omitted, along with terms including a factor
sin3(θ13)). It can be seen in eq. (5.1) that the terms involving δ are equal and op-
posite apart from the factor of sin2
(
∆m23kL/4E
)
. Given that sin2
(
∆m23kL/4E
) ≫
sin2
(
∆m221L/4E
)
, it follows that sin2
(
∆m232L/4E
)
and sin2
(
∆m231L/4E
)
are ap-
proximately equal and therefore the terms involving δ largely cancel, leaving the
disappearance channel relatively insensitive to the value of δ. As a result, the key
channel is the appearance channel. The oscillation parameters have effects that are
at least of similar magnitude to that of δ. For this reason, in this analysis, variations
in the other oscillation parameters will be taken into account (see section 5.3).
Fits are performed separately for the case of normal and inverted mass or-
dering and thus the prior is specified in terms of ∆m232 in normal ordering and ∆m213
in inverted ordering.
5.2 Asimov data sets
Throughout this chapter references will be made to the ‘Asimov data sets’. These are
simulated data sets that are generated according to different oscillation hypotheses
and are used as representative data sets to determine T2K’s sensitivity (see sec-
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tion 5.7) without the need to generate large numbers of toy experiments1. The
oscillation parameter values corresponding to each Asimov data set are provided in
table 5.1.
Parameter(s) Asimov A Asimov B Asimov FC NO Asimov FC IO
sin2 θ23 0.528 0.450 0.535 0.530
sin2 θ13 reactors 0.0212 0.0212 0.0216 0.0216
sin2 θ12 0.307 0.307 0.307 0.307
|∆m232| (NH) / |∆m231| (IH) 2.509× 10−3 eV2/c4 2.509× 10−3 eV2/c4 2.452× 10−3 eV2/c4 2.404× 10−3 eV2/c4
∆m221 7.53× 10−5 eV2/c4 7.53× 10−5 eV2/c4 7.53× 10−5 eV2/c4 7.53× 10−5 eV2/c4
δCP -1.601 0 -1.885 -1.382
Mass Ordering Normal Normal Normal Inverted
Table 5.1: Values of oscillation parameters for the Asimov data sets. In the Asimov
A data set the nominal values of sin2 2θ13, sin2 2θ12 and ∆m221 are from the PDG
global fit [30], while all the other oscillation parameter values correspond to the most
probable values obtained by the Bayesian analysis on the T2K run 1-4 neutrino mode
data [77]. The Asimov FC values for non-solar parameters are based on the best-fits
obtained using T2K Run 1-9 data with the reactor constraint [146].
5.3 Fit Method
The nominal SK MC templates (templates specify neutrino event rates from simu-
lation and are described below) are constructed by applying the 1-ring νe-like cuts,
1-ring νµ-like cuts and 1-ring νe CC1pi+-like cuts (see section 4.4) to the official SK
MC templates constructed during the full SK simulation to produce five distinct
samples at SK; the 1-ring νe-like and 1-ring νµ-like samples in FHC and RHC, and
the 1-ring νe CC1pi+-like sample in FHC. Then, for a given set of input parameters
predictions are made for the spectra of each of the five samples based upon the
application of weights for POT, oscillation probabilities and systematic parameters
to the nominal templates
The templates are constructed for a variety of true interaction modes and
binned in true neutrino energy (Et), reconstructed neutrino energy (Er) and for the
three νe-like samples, in the angle between the lepton and beam directions (θ).
Oscillation probabilities are calculated for the Et bin, using the energy at
the centre of the bin and applied to the CC templates, with P(νµ → νµ) applied
to the νµ → νµ template, P(νµ → νe) applied to the νµ → νe template and so on.
Oscillation probabilities are not applied to the NC templates, since these already
represent the mixture of νe + νµ + ντ (and their antineutrino counterparts), which
are unchanged under 3 flavour oscillations.
1The name ‘Asimov’ is a reference to Isaac Asimov’s short story, Franchise [145], in which a
supercomputer selects a single individual considered to be representative of the whole population
to determine what the outcome of an election would have been without the need to hold one.
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In this analysis, each of the five SK samples uses 50 templates, covering the
range of interaction modes. In particular
• 6 CCQE (νµ, ν¯µ, νe, ν¯e, νµ → νe, ν¯µ → ν¯e)
• 6 CC1pi (νµ, ν¯µ, νe, ν¯e, νµ → νe, ν¯µ → ν¯e)
• 6 CC coherent (νµ, ν¯µ, νe, ν¯e, νµ → νe, ν¯µ → ν¯e)
• 6 CC 2p-2h (νµ, ν¯µ., νe, ν¯e, νµ → νe, ν¯µ → ν¯e)
• 6 CC other (νµ, ν¯µ, νe, ν¯e, νµ → νe, ν¯µ → ν¯e)
• 4 NC1pi0 (νµ, ν¯µ, νe, ν¯e)
• 4 NC1pi± (νµ, ν¯µ, νe, ν¯e)
• 4 NC coherent (νµ, ν¯µ, νe, ν¯e)
• 4 NC other (νµ, ν¯µ, νe, ν¯e)
• 4 NC 1γ (νµ, ν¯µ, νe, ν¯e)
Note that for the NC templates νµ is a proxy for the mixture of νµ + νe + ντ as
a result of oscillations and similarly for the other flavours, with no corresponding
oscillated templates to avoid double-counting.
The binning scheme for the templates was optimised to balance the goal of
maximum sensitivity to oscillation parameters with the need to ensure a reasonable
number of events in each reconstructed bin, with the finest binning occurring in
the region of the oscillation maximum around 600 MeV. For νµ-like samples the
templates have 84 bins in Et and 73 bins in Er. νe-like templates have 84 bins in
Et, 25 bins in Er and 15 bins in θ.
The two-dimensional binning scheme used for the e-like samples is to improve
the separation of the different interaction/flavour components, in particular νµ → νe
and ν¯µ → ν¯e, which is fundamental to a measurement of δ. The improved separation
becomes possible as a result of events populating slightly different regions of the
phase space; it can be seen in fig. 5.1 that the Er spectra are rather similar in both
FHC and RHC, while the θ spectra show clear shape differences. For all templates
the Et binning is:
• 6 50-MeV bins from 0-0.3 GeV,
• 28 25-MeV bins from 0.3-1 GeV,
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Figure 5.1: Predicted Asimov A spectra. Distributions are a function of the recon-
structed neutrino energy (left) and reconstructed angle (right). The distributions
correspond to the statistics collected in the full Run 1-9 data set. The spectra are
generated with the nominal values of the systematic parameters.
• 40 50-MeV bins from 1-3 GeV,
• 5 100-MeV bin from 3-3.5 GeV,
• 1 bin from 3.5-4 GeV,
• 1 bin from 4-5 GeV,
• 1 bin from 5-7 GeV,
• 1 bin from 7-10 GeV and
• 1 bin from 10-30 GeV
For νµ-like samples the Er binning is:
• 60 50-MeV bins from 0-3 GeV,
• 4 250-MeV bins from 3-4 GeV,
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• 4 500-MeV bins from 4-6 GeV,
• 4 1000-MeV bins from 6-10 GeV and
• 1 bin from 10-30 GeV.
For νe-like samples the Er binning is:
• 25 50-MeV bins from 0-1.25 GeV.
The θ binning used for νe-like samples is
• 14 10◦ bins from 0◦ to 140◦,
• 1 bin for the range 140◦ − 180◦.
The nominal SK MC templates are constructed by applying the 1-ring νe-
like, 1-ring νµ-like and 1-ring νe CC1pi+-like selection cuts to the official SK MC
samples [138].
The normalisation of each event sample is calculated from the number of
events with a MC truth interaction vertex within the fiducial volume
N =
∫
dSdIdE · d
3ΦSK
dSdIdEν
· σH2O ·
NA
A
· ρ · L (5.3)
where d3ΦSK/dSdIdE is the number of flux particles for the given neutrino species
per neutrino energy bin dEν , per unit area dS, per POT. The total interaction
cross-section on water for the given neutrino species is given by σH2O, I is the beam
exposure in terms of POT, NA is Avogadro’s number, A is the mass number for
water, ρ is the water density and L is the neutrino path length in the water volume.
The SK MC samples are normalised to the Run 1-9 POT. Each sample is
first normalised to 1 POT by weighting it with the ratio of the number of events per
22.5 kt per POT to the number of generated events in the true fiducial volume in all
available MC. Each sample is then normalised to the Run 1-9 exposure according
to whether the sample is FHC or RHC, by weighting the result respectively by
1.4938× 1021 and 1.6346× 1021 .
The test statistic used to quote confidence intervals for δ is based on a com-
parison of the observed and predicted spectra at SK. The predicted number Nr,θ of
single ring events in the r-th and θ-th bin (treating the νµ-like samples as having a
single bin in θ) is computed for each sample as follows:
Nr,θ =
∑
m
∑
t
∑
r′
Pm;t · Tr;r′;fSKE;r · Sm;t;r′,θ;f⃗ ·N
MC
m;r′,θ;t (5.4)
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where NMCm;r′,θ;t is the input SK MC template containing the number of events in the
MC sample with true reaction mode, m, in the true energy bin, t, reconstructed
energy bin, r′, and reconstructed lepton angle bin, θ. S
m;t;r′,θ;f⃗ is an overall, mul-
tiplicative, systematic error factor depending on a vector of systematic parameters
f⃗ , which is a function of m, t, r′ and θ. Tr;r′;fSKE;r is a transfer function describing
the migration of events between the reconstructed energy bins r and r′ due to un-
certainty in the SK reconstructed energy scale, fSKE;r . Finally, Pm;t is the 3-flavour
oscillation probability applied to the true energy bin of the SK MC template cor-
responding to mode m. Oscillations are applied as a function of true energy to the
MC templates for all CC interactions.
The MC templates calculated from the 1-ring νµ-like and 1-ring ν¯µ-like MC
samples are weighted with P(νµ → νµ) and P(ν¯µ → ν¯µ) respectively, while those
from the 1-ring νe-like and 1-ring νe CC1pi+-like MC samples are weighted via
P(νµ → νe), with the 1-ring ν¯e-like MC samples weighted by P(ν¯µ → ν¯e). Oscillation
probabilities are computed in a 3-flavour framework that includes matter effects
from constant-density matter, where Earth’s crust is assumed to have a density of
2.6 g/cm3. While oscillations of νe and νµ to ντ are possible, their effect is negligible
(≪ 1%) [147] because their energy threshold is around 3.5 GeV and therefore no ντ
nor ν¯τ samples or templates are used.
The likelihood function used for this analysis is:
− 2 lnλ(δ; a⃗) = 2
N−1∑
i=0
[
nobsi ln
(
nobsi
nexpi
)
+ nexpi − nobsi
]
(5.5)
where δ is the estimated value of δ, a⃗ is the vector of systematic parameter values
(including the oscillation parameters that are not being fitted), N is the number of
reconstructed energy and lepton angle bins, nobsi is the number of events observed
in bin i and nexpi = nexpi (δ; a⃗) is the corresponding expected number of events. The
total likelihood is then the product of the likelihoods of each SK sample
λ(δ; a⃗) =
Ns∏
s=1
λs(δ; a⃗) (5.6)
where s is the sample from Ns samples, which in turn can be expressed as the sum
− 2 lnλ(δ; a⃗) =
Ns∑
s=1
−2 lnλs(δ; a⃗) (5.7)
Rather than allowing all parameters to float and applying a penalty term for
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parameters that deviate from their prior, the systematic parameters are marginalised
while δ is maximised with respect to the likelihood distribution, eliminating the
nuisance parameters. This involves generating toy spectra in which each systematic
parameter is thrown from a Gaussian distribution with a mean and standard devi-
ation determined by the BANFF fit (see section 4.3), which acts to weight throws
according to prior information, eliminating the need for a penalty term for the
systematic parameters. The likelihoods for each toy are then averaged to yield a
marginal likelihood, λmarg(δ) that only depends on δ:
λmarg(δ) =
∫
Φ
λ(δ; φ⃗)pi(φ⃗)dφ⃗ = 1
n
n∑
1
λ(δ; φ⃗i) (5.8)
where φ⃗ is the set of nuisance parameters in the parameter space Φ, pi(φ⃗) is the prior
of the nuisance parameters, n is the number of toys used for marginalisation and φ⃗i is
the single set of nuisance parameters extracted for the i-th toy. In order to effectively
sample the parameter space, Φ, many φ⃗ are needed, with this analysis using 40 000
toys for marginalisation when the reactor constraint is applied and 80 000 toys for
marginalisation when the reactor constraint is not applied. An alternative approach
to eliminating nuisance parameters is the profile likelihood, which follows a similar
approach to marginalisation, but takes the maximum likelihood from the toys at
each point of interest, rather than the average likelihood. However, the profile
likelihood is known to produce intervals that do not have correct coverage for all
values of the nuisance parameters and can also produce biased estimates [148].
For this analysis, the marginal log-likelihood, is used, because it follows a χ2
distribution in the large sample limit (Wilks’ theorem [149]):
χ2 = −2 lnλmarg(δ) = −2 ln
[
1
n
n∑
1
λ(δ; φ⃗i)
]
(5.9)
Correlations between systematic variations are taken into account for the marginali-
sation toys through Cholesky decomposition [150], though no statistical fluctuations
are applied. It should be noted that if throws of the systematic parameters result in
a predicted number of events that is negative, or a systematic parameter is thrown
outside of its physical range, the toy is rejected and parameters re-thrown.
According to whether the fit is to be performed with or without the reactor
constraint, the appropriate number of Er-θ spectra are generated and stored for
each sample at each point of interest for δ and in each mass ordering. The points
of interest for δ are defined as the centres of 101 bins on the interval [−pi,+pi]. The
94
Sample Not Osc Asimov A
FHC νµ 1226.6± 71.9 272.4± 21.6
FHC νe 15.6± 4.2 72.8± 10.8
RHC νµ 459.1± 29.6 139.5± 13.4
RHC νe 7.0± 2.7 16.8± 4.3
FHC νe CC1pi+ 2.6± 1.7 6.9± 2.9
Table 5.2: The expected number of events in Run 1-9 data set for each selected
sample. Statistical and systematic (see table 5.4) errors are added in quadrature.
set of systematic parameter throws, a⃗, is the same at each point of interest. For a
given data set and a single point of interest of δ and mass ordering, the procedure
for calculating the marginal log-likelihood is:
• Retrieve the marginalised spectra for the point of interest
• For each marginalisation toy:
– Use eq. (5.5) to retrieve the log-likelihood
– Compute the likelihood as λ(δ; a⃗) = e−(−2 lnλ(δ;⃗a))/2
• Compute the marginal log-likelihood, χ2, from eq. (5.9)
Finally, the best-fit value, δbf , is found by looking for the minimum value of χ2
across all points of interest.
5.4 Predicted spectra
In this section, expected spectra at SK are presented. Unoscillated and oscillated
spectra assuming Asimov A (table 5.1) oscillation parameters are considered. All
plots are generated for an integrated exposure corresponding to Run 1-9. The per-
sample event rates, with all selections applied, for the no-oscillation hypothesis
and the Asimov A oscillation hypothesis are given in table 5.2. The corresponding
predicted spectra can be seen in figs. 5.2 to 5.3, with comparisons of the FHC νe
sample and RHC ν¯e sample spectra showing that θ vs Er distributions are populated
differently by νµ → νe and ν¯µ → ν¯e events.
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Figure 5.2: Predicted unoscillated spectra. µ-like distributions are a function of
the reconstructed neutrino energy, while the e-like distributions are functions of
both the reconstructed neutrino energy and the reconstructed angle between the
outgoing lepton and the neutrino direction. The distributions correspond to the
statistics collected in the full Run 1-9 data set. The spectra are generated with the
nominal values of the systematic parameters.
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Figure 5.3: Predicted Asimov A spectra. µ-like distributions are a function of the
reconstructed neutrino energy, while the e-like distributions are functions of both
the reconstructed neutrino energy and the reconstructed angle between the outgoing
lepton and the neutrino direction. The distributions correspond to the statistics
collected in the full Run 1-9 data set. The spectra are generated with the nominal
values of the systematic parameters and the oscillation parameters corresponding
to the Asimov A data set.
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5.5 Effect of systematics on predicted spectra
It is important to understand the effect of the 119 systematic parameters used in
this analysis on the SK spectra. Of particular importance for a measurement of
the neutrino CP phase is the effect of the systematic uncertainties on the ratio of
the number of events between FHC and RHC samples. If correlations do not re-
produce the physics correctly, a fake asymmetry between neutrino and antineutrino
oscillations could be observed. Furthermore, if correlations exist but are not taken
into account, the measurement of δ could be biased. The true value of δ deter-
mines whether correlations or anti-correlations between systematic parameters have
the greatest effect in hiding any oscillation asymmetry. In particular, if true δ is
equal to ±pi/2 then anti-correlation in the e-like samples could hide any oscillation
asymmetry. Alternatively, in the case that true δ ∼ 0, it is uncorrelated parame-
ters that reduce the sensitivity to δ. Particularly important individual parameters
in this regard are those representing the uncertainties on the νe/νµ and ν¯e/ν¯µ CC
cross-section ratios, σνe and σν¯e , which are applied respectively to νe and ν¯e events.
Their fractional error from the near detector fit is ∼ 2.8% and they are partially
anti-correlated with non-diagonal elements in the covariance matrix of -0.0004. The
binding energy parameter, Eb, also produces a large uncertainty on the ratio of
events between FHC and RHC samples, though this parameter is uncorrelated with
the other systematic parameters.
Parameter(s) Prior Range
sin2 θ23 uniform [0.3; 0.7]
sin2 2θ13 reactors gaussian 0.0857± 0.0046
sin2 2θ13 T2K only uniform [0.03; 0.2]
sin2 2θ12 gaussian 0.846± 0.021
∆m232 (NH) / ∆m213 (IH) uniform [2.3; 2.7]× 10−3 eV2/c4
∆m221 gaussian (7.53± 0.18)× 10−5 eV2/c4
δCP uniform [−pi; +pi]
Mass Hierarchy fixed NH or IH
Table 5.3: Treatment of the oscillation parameters in the ν/ν¯ joint analysis. All
the gaussian priors are from [30]. The parameter sin2 2θ13 is constrained using the
gaussian prior when the reactor constraint is applied and the uniform prior when
it is not. The mass hierarchy is not marginalised but fixed to either normal, or
inverted hierarchy.
The effect of each category of systematic parameter on the expected event
rate for each SK sample is given in table 5.4. The mean and RMS of 10 000 throws of
the respective systematics, with all correlations taken into account using Cholesky
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decomposition [150] is computed for each sample, both without and with the near
detector constraint applied (see Appendix C). Oscillation parameters are fixed at
Asimov A values when not varied and varied according to the priors defined in
table 5.3 (reactor constraint applied) when they are varied. Table 5.4 summarizes
the errors with the near detector constraint applied.
1-Ring µ 1-Ring e
Error source FHC RHC FHC RHC FHC CC1pi+ FHC/RHC
SK Detector 2.40 2.01 2.83 3.80 13.15 1.47
SK FSI+SI+PN 2.21 1.98 3.00 2.31 11.43 1.57
Flux + Xsec constrained 3.27 2.94 3.24 3.10 4.09 2.67
Eb 2.38 1.72 7.13 3.66 2.95 3.62
σ(νe)/σ(ν¯e) 0.00 0.00 2.63 1.46 2.61 3.03
NC1γ 0.00 0.00 1.09 2.60 0.33 1.50
NC Other 0.25 0.25 0.15 0.33 0.99 0.18
Osc 0.03 0.03 2.69 2.49 2.63 0.77
All Systematics 5.12 4.45 8.81 7.13 18.38 5.96
All with osc 5.12 4.45 9.19 7.57 18.51 6.03
Table 5.4: Percentage error on event rate by error source and sample. Final column
is the percentage error on the ratio of FHC/RHC events in the one-ring e sample.
Figures 5.4 to 5.5 show the error envelopes and fractional errors by Er for the
case where all systematic errors (including marginalised oscillation parameters) are
applied. In the error envelope plots (left), the solid blue line represents the event
rate by reconstructed energy with all systematic parameters set to their nominal
prior values, with the solid black line representing the corresponding event rate
with all systematic parameters set to the best-fit determined by the near detector
constraint. The envelopes defined by the dashed blue lines represent the 1σ intervals
determined from 10000 throws of the systematic parameters according to the prior
uncertainties, while the envelopes defined by the red regions are the corresponding
1σ intervals based on throws of the systematic parameters using post-near detector
fit uncertainties. The fractional error plots (right) are then defined as the respective
ratios of the event rates at ±1σ to those at nominal for pre- and post-near detector
fit systematic parameter values and uncertainties.
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Figure 5.4: Error envelopes (left) showing the post-BANFF fit nominal event rates
(black line) and RMS errors (red band), and the pre-BANFF fit nominal event rates
(solid blue line) and RMS errors (dashed blue line) in each reconstructed energy bin
for each FHC sample at SK. The corresponding fractional errors (right) are shown
for the post-BANFF fit event rates (red lines) and pre-BANFF fit event rates (blue
lines).
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Figure 5.5: Error envelopes (left) showing the post-BANFF fit nominal event rates
(black line) and RMS errors (red band), and the pre-BANFF fit nominal event rates
(solid blue line) and RMS errors (dashed blue line) in each reconstructed energy bin
for each RHC sample at SK. The corresponding fractional errors (right) are shown
for the post-BANFF fit event rates (red lines) and pre-BANFF fit event rates (blue
lines).
5.6 Construction of confidence intervals
Following the fit procedure described in section 5.3, the χ2 distribution is shifted
with respect to the χ2 value at the best-fit value of δ, χ2(δbf )
∆χ2(δ) = χ2(δ)− χ2(δbf ) (5.10)
A confidence interval can then be set according to the inequality
∆χ2(δ) > ∆χ2crit (5.11)
where ∆χ2crit is the critical value for a given confidence level (CL), X%. If the
inequality in eq. (5.11) holds, then the given value of δ can be said to be excluded
at the X% CL. In the Gaussian approximation, constant values of ∆χ2crit can be
used and this approach is referred to as the constant-∆χ2 method.
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However, the oscillation probability is not linear in oscillation parameters
and this can result in unreliable confidence intervals when using the constant-∆χ2
method. To address this problem, confidence intervals are also computed using
the Feldman-Cousins method [151]. In this method, rather than having a single
critical value for a given CL, a critical value is computed for each point of interest
in δ and both mass orderings. Given that the Feldman-Cousins procedure is highly
computationally intensive, requiring thousands of CPU hours of computation for
each point of interest, critical values for nine points of interest of δ are computed for
each mass ordering, which includes the CP conserving and maximally CP violating
points 0, ±pi and ±pi/2 (given the equivalence of δ at −pi and +pi, the critical value
is calculated for only one of these points and copied for the other) and linearly
interpolated between these values. Furthermore, the method is only undertaken for
the case in which the reactor constraint is applied. The procedure consists of the
following steps:
1. At least 2× 104 simulated data sets are produced assuming true δ takes on the
value of the grid point and taking into account both statistical and systematic
uncertainties (i.e. systematic parameters, including the remaining oscillation
parameters, are thrown from the standard analysis priors).
2. For each simulated data set:
(a) χ2(δtrue) is obtained by computing χ2(δ) with respect to the marginal-
isation toys produced for the data fit, with δ fixed to the true value
corresponding to the grid point.
(b) χ2(δbf ) is obtained by minimizing χ2(δ) with respect to the marginalisa-
tion toys produced for the data fit, leaving δ free.
(c) The test statistic is then calculated as
∆χ2 = χ2(δtrue)− χ2(δbf ) (5.12)
3. This results in a distribution of ∆χ2(δ), f(∆χ2).
4. Several critical values for X% CL (68.27%, 90%, 95.45%), ∆χ2(δ)crit, are then
defined as:
∆χ2crit :
∫ ∆χ2crit
0
f(∆χ2)d(∆χ2) = X% (5.13)
5. This procedure is repeated to produce critical values for all of the points of
interest of δ in each mass ordering.
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Throws of the non-δ oscillation parameters use the priors defined in table 5.3,
with the exception of the atmospheric parameters, sin2 θ23 and ∆m232 (∆m213). The
atmospheric parameters are thrown from the likelihood surface (see fig. 5.6) that is
the result of a simultaneous fit of the atmospheric parameters to a simulated data set.
The simulated data set is generated assuming true atmospheric parameters equal
to those found in a simultaneous fit of the atmospheric parameters using the Run
1-9 data, with remaining oscillation and systematic parameters set according to the
Asimov FC simulated data sets defined in table 5.1. The fit method is the same as for
δ, with the reactor constraint applied, appropriate substitution of fit variables and δ
thrown from a uniform prior. The reason to avoid using the likelihood surface from
the data fit directly is because this approach causes the critical values to become
smaller in the vicinity of the best-fit for δ because the generated simulated data
sets more closely correspond to the real data, artificially shrinking the confidence
interval.
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Figure 5.6: Distribution of atmospheric parameter throws for calculating Feldman-
Cousins critical values.
5.7 Sensitivity studies
One approach to determining the sensitivity of an analysis is to produce and fit a
large number of toy experiments. However, such an approach incurs a high compu-
tational cost and therefore this analysis defines two ‘Asimov’ data sets, for which fits
are performed to provide a representative median sensitivity without the need to fit
very large numbers of toys (such an approach is used for the single case of the best-
fit value of δ in section 5.9). In particular, the Asimov data set A uses oscillation
parameter values near existing best-fit values to provide the ‘most representative’
sensitivities, whereas the Asimov data set B is similar to Asimov A, but assumes CP
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is conserved and has a value for sin2 θ23 in the lower octant (see table 5.1). Thus,
the resultant sensitivity contours indicate the ability of the analysis to measure δ
in the absence of statistical fluctuations, under the assumption that true values of
the oscillation parameters correspond to the Asimov values and with all systematic
parameters fixed at their central values. Fits are performed for each of normal and
inverted mass ordering, and also with and without the reactor constraint on sin2 θ13.
Sensitivity is determined with respect to the constant-∆χ2 method.
5.7.1 Sensitivity to δ
The sensitivity to δ with and without reactor constraint is shown for the Asimov
data sets A and B in fig. 5.7.
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Figure 5.7: The expected ∆χ2 distribution as a function of δ with and without
reactor constraint for Asimov data sets A and B. The normal and inverted mass
ordering ∆χ2 distributions are shifted to reflect the global best-fit χ2 value, which
is taken to be the minimum between normal and inverted mass ordering for the
given Asimov set.
One can see from fig. 5.7 that for Asimov A a broad range of positive values
of δ can be excluded at 2σ if the reactor constraint is applied to sin2 θ13, but CP
conserving values are only excluded at 1σ. If the reactor constraint is not applied,
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a small range of values of δ around +pi/2 are excluded at 2σ, while CP conserving
values are again excluded at 1σ. The Asimov B case demonstrates little sensitivity
to δ. Furthermore, for Asimov A it can be seen that the inverted mass ordering is
disfavoured relative to the true normal mass ordering, whereas for Asimov B the
best-fit value of δ near −pi in the inverted mass ordering is narrowly preferred over
the true value of δ = 0 in normal mass ordering. This is the result of a lack of
sensitivity to distinguish δ = 0 in normal mass ordering from δ = pi in inverted mass
ordering, as demonstrated by fig. 5.8, which shows normalised one-ring e-like spectra
for Asimov data set B with different values of δ. It is clear from the plots that the
spectrum for δ = 0 in normal mass ordering is similar in shape to the spectrum for
δ = pi in inverted mass ordering and vice versa.
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Figure 5.8: Normalised spectra for one-ring e-like samples showing the effect of
changing the mass hierarchy and true value of δ for the Asimov B data set.
5.8 Results
The results of the Run 1-9 data set fit, for an exposure of 1.4938× 1021 POT in
neutrino mode and of 1.6346× 1021 POT in antineutrino mode, are shown in this
section.
5.8.1 Predicted and observed spectra
The expected number of events in the Run 1-9 data set are shown in table 5.5 for
oscillation parameters as defined for Asimov A and B, Asimov A with δ at zero,
for the case of no oscillation and also Asimov FC NO (i.e. T2K’s best-fit with Run
1-9 data applying the reactor constraint). The observed number of events is also
shown in Table 5.5. The predicted and observed spectra are shown for each of the
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Sample Asimov A Asimov A Asimov B Asimov BF Not Osc Observed
(δ = 0)
FHC νµ 272.4 272.1 285.0 276.7 1226.6 243
FHC νe 72.8 60.8 54.2 73.7 15.6 75
RHC νµ 139.5 139.2 143.2 141.9 459.1 140
RHC νe 16.8 19.2 17.4 17.2 7.0 15
FHC νe CC1pi+ 6.9 6.0 5.4 6.9 2.6 15
Table 5.5: The observed, expected and best-fit number of events in Run 1-9 data set
for an FHC exposure of 1.4938× 1021 POT and an RHC exposure of 1.6346× 1021
POT are shown for each selected sample. The prediction is produced using the
BANFF tuning and the oscillation parameters shown in table 5.1.
samples in fig. 5.9. The e-like samples are broken down into Er and θ projections
in fig. 5.10. While a deficit in observed events in the FHC νµ sample relative to
the best-fit prediction is evident, one can also see from the spectra that shape
and normalisation are described rather well within the errors and the discrepancy
between the observed and predicted sample event rate is approximately 1.5σ when
adding systematic (5.1%) and statistical (6.0%) errors in quadrature. For the RHC
ν¯µ sample one can see that predicted event rates are in excellent agreement with
observation both in terms of normalisation and shape. A similar picture can be seen
for the FHC νe sample and RHC ν¯e sample, though the pattern of excess and deficit
in observation relative to prediction is interesting here for reasons to be discussed
in later sections. The FHC νe CC1pi+ sample stands out for an observed event rate
that is more than double the best-fit prediction, albeit on a small event rate, which
is consequential for the fit of δ, as shall be discussed later.
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Figure 5.9: Predicted spectra and observed events (points). µ-like distributions are
a function of the reconstructed neutrino energy, while the e-like distributions are
functions of both the reconstructed neutrino energy and the reconstructed angle be-
tween the outgoing lepton and the neutrino direction. The distributions correspond
to the statistics collected in the full Run 1-9 data set. The spectra are generated with
the systematic parameters at nominal and the oscillation parameters corresponding
to the best-fit values from the data fit (solar parameters at PDG 2018).
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(c) RHC ν¯e sample
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(f) FHC νe CC1pi+ sample
Figure 5.10: Predicted spectra and observed events (points). The e-like distributions
are functions of both the reconstructed neutrino energy and the reconstructed angle
between the outgoing lepton and the neutrino direction, with the projections in each
variable shown here. The distributions correspond to the statistics collected in the
full Run 1-9 data set. The spectra are generated with the systematic parameters
at nominal and the oscillation parameters corresponding to the best-fit values from
the data fit (solar parameters at PDG 2018).
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5.8.2 Constant ∆χ2 confidence intervals
The result for δ with and without reactor constraint is shown in fig. 5.11.
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(a) δ with reactor constraint
 (Radians)CPδ
3− 2− 1− 0 1 2 3
ln
(L
)
∆
-
2
0
2
4
6
8
10
12
14
16
σ1
σ2
Normal
Inverted
T2K Run 1-9 Preliminary
(b) δ without reactor constraint
Figure 5.11: The observed ∆χ2 distribution as a function of δ with and without
reactor constraint. Normal and inverted mass ordering ∆χ2 distributions shifted to
the same global best-fit χ2 value, which is taken to be the minimum between normal
and inverted ordering.
The most notable feature of each fit is the stronger contour relative to the
Asimov A sensitivity study, for which a direct comparison can be seen in fig. 5.12.
This feature can be explained with reference to table 5.6, which presents expected
event rates for Asimov A oscillation parameters, but with varying values of δ. From
Sample δ = −pi/2 δ = 0 δ = pi/2 δ = pi Observed
FHC νµ 272.4 272.1 272.4 272.8 243
FHC νe 72.8 60.8 49.3 61.3 75
RHC νµ 139.5 139.2 139.5 139.9 140
RHC νe 16.8 19.2 21.3 18.9 15
FHC νe CC1pi+ 6.9 6.0 4.8 5.7 15
Table 5.6: Predicted total number of events in each SK sample for an FHC exposure
of 1.4938× 1021 and an RHC exposure of 1.6346× 1021 POT, for Asimov data set
A oscillation parameters, but with varying δ.
this it can be seen that expected FHC νe event rates (including the FHC νe CC1pi+
sample) reach a maximum value for δ = −pi/2, which is exceeded by the observed
event rate, particularly for the FHC νe CC1pi+ sample. Considering the RHC νe
event rate, it can be seen that the expected event rate reaches a minimum value
for δ = −pi/2 and that the observed event rate is lower than this value. Observed
event rates that are somewhat more extreme than those expected for maximal CP
violation results in stronger exclusion of values of δ away from this region. The
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observed contour will be compared to the expected sensitivity in section 5.9. With
the reactor constraint applied the fit excludes CP conservation in normal ordering
at 2σ and inverted ordering is almost excluded entirely at 2σ. Table 5.7 shows the
best-fit values and confidence intervals on δ based on the constant-∆χ2 method.
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(a) Normal ordering with reactor constraint
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(b) Inverted ordering with reactor constraint
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(c) Normal ordering without reactor con-
straint
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(d) Inverted ordering without reactor con-
straint
Figure 5.12: The observed ∆χ2 distribution as a function of δ with and without
reactor constraint, compared to expected ∆χ2 distributions for Asimov A.
Reactor Best-fit (NH) ±1σ (NH) Best-fit (IH) ±1σ (IH)
Yes -1.885 [-2.460,-1.187 ] -1.382 -
No -2.136 [-2.827,-1.234 ] -1.257 -
Table 5.7: The best-fit and confidence intervals at 1σ CL obtained with the constant-
∆χ2 method for the measurement of δ versus mass ordering.
5.8.3 Feldman-Cousins critical values
The Feldman-Cousins critical values, computed using the method described in sec-
tion 5.6 are shown in fig. 5.13. The critical values at 1σ, 90% and 2σ CL are com-
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puted for both true mass orderings at the following true values of δ; −pi, −3pi/4,
−pi/2, −pi/4, 0, +pi/4, +pi/2, +3pi/4, and +pi. As previously noted, the reason for
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Figure 5.13: Feldman-Cousins ∆χ2 critical values for Run 1-9. Critical values are
shown for 1σ, 90% and 2σ confidence levels for 9 evenly spaced values on the range
[−pi, pi] and linearly interpolated between these points. Critical values are deter-
mined true normal hierarchy (solid lines) and true inverted hierarchy (dashed lines).
The ±1σ uncertainty on the critical values for each confidence level is also shown
as a shaded band.
undertaking the Feldman-Cousins method is that critical ∆χ2 values are not ex-
pected to follow the Gaussian approximation and the deviation from the Gaussian
approximation is evident at most values of δ. The largest deviations are seen in the
regions around maximal CP violation, where, for example the 2σ critical value in
normal ordering at δ = −pi/2 is around 3.1, rather than the value of 4 that one would
find for the Gaussian case. This section will discuss the reasons for the particular
pattern of behaviour observed in the Feldman-Cousins critical values; in particular,
fig. 5.13 shows that the critical values typically exceed the Gaussian value for a
single degree of freedom at low confidence levels, but are generally lower than the
Gaussian value at higher confidence levels. Furthermore, within a fixed confidence
level and mass ordering, the Feldman-Cousins critical value decreases as the maxi-
mally CP-violating points are approached, with the magnitude of this effect at each
point depending upon the true mass ordering.
As an aid to discussion the bi-event plot in fig. 5.14 shows how the event
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rate in the νe-like (the FHC νe sample and FHC νe CC1pi+ sample are combined
for the purpose of this plot) and ν¯e-like samples varies as oscillation parameters are
varied. In this plot those oscillation parameters that are not varied take on Asimov
data set A values, systematic parameters are fixed at nominal values, while sin2(θ23)
variously takes on values of 0.45 (red), 0.5 (black) and 0.55 (blue), ∆m232 (∆m231) is
set to values constituting normal (solid) and inverted (dashed) ordering, while δ is
varied between −pi/2, 0, +pi/2 and pi, denoted by the points on the ellipses formed
by interpolating between these values. T2K’s observation is also presented on the
plot.
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Figure 5.14: This plot shows the candidate RHC νe-like event rate vs the candidate
FHC νe-like event rate (combining the two FHC νe-like samples) for a variety of
different oscillation parameter values. Predictions are generated for the given values
of δ and sin2(θ23) for normal mass ordering (solid lines) and inverted mass ordering
(dashed lines), with remaining oscillation parameters fixed at the central values
defined in table 5.1 and systematics at nominal. T2K’s observation is also shown
along with statistical errors.
Mass ordering effect
Mass ordering is a discrete, non-nested parameter [152] and there is significant de-
generacy between the two mass orderings, as evidenced by the bi-event plot, where,
for a broad range of values of δ, a given value of δ in the normal ordering (for exam-
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ple) produces an event rate prediction that is very similar to an inverted ordering
prediction for a different value of δ. As a result of this degeneracy it is possible to
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Figure 5.15: Critical ∆χ2 values for fixed mass order
find a best-fit for a given toy in the wrong mass ordering. Given the definition (see
section 5.6) of ∆χ2 is
∆χ2 = χ2true − χ2bf
it follows that finding a best-fit in the incorrect mass ordering leads to a higher value
of ∆χ2 than would be the case for a fit in the true mass ordering, because finding
a minimum in the wrong mass ordering necessarily implies that the minimum χ2
value in that mass ordering is lower than the minimum χ2 value in the true mass
ordering. This effect can be clearly demonstrated by recomputing the critical ∆χ2
values while prohibiting fits to the wrong mass ordering (fig. 5.15); the critical
values largely converge for the two true mass orderings and shift to lower values of
∆χ2. Furthermore, fig. 5.16 shows, for true δ = −pi/2 and true normal ordering,
how best-fits from the wrong mass ordering provide global best-fits, with the region
−pi < δ < 0 being populated almost exclusively by best-fits from the wrong mass
ordering for higher values of ∆χ2. The ability to fit the wrong mass ordering
is particularly relevant near physical boundaries. Consider the black ellipses in
fig. 5.14; the νe event rate for true δ equal to +pi/2 in true normal ordering is
approximately 51, but there are no variations in δ within this mass ordering that
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Figure 5.16: Distribution of best-fit values in δCP for true δCP = −pi/2 for the
specified ranges of ∆χ2.
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Figure 5.17: ∆χ2 vs νe event rate for true normal ordering
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produce a lower νe event rate. Thus, even a small downward fluctuation in the νe
event rate goes beyond this physical boundary. However, the inverted ordering toys
can still cover such a fluctuation, where the physical boundary at true δ equal to
+pi/2 predicts approximately 45 νe events, providing a range of values of δ able to
cover fluctuations below 51 events. Such fluctuations result in an increase in the
the ∆χ2 values. This effect can be observed in fig. 5.17b. If the inverted ordering
was unavailable to fit fluctuations below the physical boundary we would expect to
see a narrowing of the ∆χ2 distribution as the rate of νe events decreases due to
the inability to fluctuate to lower values of χ2 within the normal ordering, much
as is seen for upward fluctuations with true δ = −pi/2 (fig. 5.17a), where inverted
ordering toys do not cover such fluctuations. Instead we see the width of the ∆χ2
distribution is maintained below the physical boundary. As a result, it is reasonable
to expect lower critical ∆χ2 values for true δ < 0 than for true δ > 0 in true normal
ordering and vice versa for true inverted ordering.
Effect of the physical boundaries
For a given set of true oscillation parameters the νe event rate reaches a maximum
for δ = −pi/2 and a minimum for δ = +pi/2 (see fig. 5.14). Considering δ = −pi/2
in true normal ordering, fluctuations above this maximum are therefore unable to
produce downward fluctuations in ∆χ2, as can be seen in fig. 5.18a, where, as noted
above, best-fits pile up at the physical boundary and the ∆χ2 distribution narrows
as the event rate increases, because a more extreme statistical fluctuation cannot
be accommodated by a more extreme value of δ or mass ordering.
Considering in turn δ = +pi/2 (figs. 5.17b and 5.18b), downward fluctua-
tions still hit the physical boundary, but with two additional effects; the previously
noted ability to fit in the wrong mass ordering, which causes some pileup at nearby
non-maximal values of δ (as confirmed by the disappearance of this pileup when dis-
allowing fits to the wrong mass ordering in fig. 5.19b), along with a lower νe event
rate in the region of δ = +pi/2 leading to lower sensitivity and therefore producing a
more even spread of best-fits in the region around the true value within the normal
ordering (fig. 5.19b). It should be noted that effects from the opposite physical
boundary (e.g. δ = +pi/2 for true δ = −pi/2) are more common for higher values of
∆χ2, since this naturally corresponds to larger fluctuations in the event rate.
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Figure 5.18: Distributions of best-fit values for different ranges of∆χ2 in true normal
ordering.
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Figure 5.19: Distributions of best-fit values for different ranges of ∆χ2 in fixed
normal ordering.
Degeneracy in δ
It remains to consider one additional feature in the pattern of critical ∆χ2 values;
the elevated critical values for true δ = 0 at only 1σ confidence levels (even for fixed
mass ordering) relative to the Gaussian approximation. Figure 5.19a highlights that
for fixed normal ordering, the degeneracy between 0 and pi pushes up the critical
value for lower confidence levels, with this effect being absent at higher confidence
levels due to a lack of sensitivity to separate 0 and pi, meaning ∆χ2 = χ20 − χ2pi is
not large enough to populate the tail of the ∆χ2 distribution.
Summary
The behaviour observed in the critical ∆χ2 values relative to that expected in the
Gaussian approximation can be explained by the following factors:
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1. The physical boundaries in δ act to bias critical values away from their Gaus-
sian approximation.
2. Mass ordering is a discrete, non-nested parameter and works as an additional
degree of freedom, though without sufficient freedom to make the critical values
behave as if the problem has two degrees of freedom.
3. The mass ordering can help to keep the best-fit value of δ away from the
physical boundary when fluctuations in the number of events are modest,
broadening the ∆χ2 distributions and thereby increasing the critical values,
most notably at the 1σ level.
4. The physical boundary effect is increasingly evident at higher confidence levels,
since these confidence levels correspond to more extreme statistical fluctua-
tions that favour best-fit δ-mass order values far from the true point and more
frequently beyond the physical boundaries and therefore we continue to see
lower critical values at greater distances from the physical boundaries.
5.8.4 Feldman-Cousins confidence intervals
In figs. 5.20a to 5.20c the confidence intervals obtained with the Feldman-Cousins
method are shown for δ and mass ordering with the reactor constraint for the Run
1-9 data set. Inverted ordering is almost excluded at 2σ, except for a small interval
around δ = −pi/2, while inverted ordering is excluded altogether at 90% CL. In
normal ordering, which corresponds to the best-fit mass ordering, the CP conserving
values of δ = 0 and δ = pi are excluded at 2σ.
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Figure 5.20: Feldman-Cousins confidence intervals for the observed ∆χ2 distribu-
tions for Run 1-9. Observed ∆χ2 distributions are shifted with respect to the global
minimum.
The corresponding Feldman-Cousins confidence intervals are shown in ta-
ble 5.8. Comparing the intervals in the constant-∆χ2 and Feldman-Cousins methods
it can be seen that the 1σ intervals in normal ordering are similar (the constant-∆χ2
interval being ∼ 2% wider), which is not surprising, given that the Feldman-Cousins
critical values are quite close to 1 in the relevant regions (slightly higher than 1 at
the lower limit of the interval, slightly lower than 1 at the upper limit). In both
cases, the 1σ interval for inverted ordering is empty. As we consider the higher
confidence levels more notable differences begin to emerge, for the 90% CL the
constant-∆χ2 interval in normal ordering is [−2.804,−0.750], while for the 2σ CL,
the constant-∆χ2 interval in normal ordering is [−2.986,−0.523] and in inverted
ordering is [−1.773,−1.051]. The net result is that the normal ordering contours
are around 5% wider using the constant-∆χ2 method, while the inverted ordering
interval is 14% narrower. This is consistent with the behaviour of the Feldman-
Cousins critical values, where the critical values in normal ordering are less than the
Gaussian value of 4 in the region around the best-fit due to the physical boundary,
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whereas the inverted ordering critical values are greater than the Gaussian value
due to the mass ordering degeneracy.
Reactor CL Normal ordering Inverted ordering
Yes 1σ [−2.509,−1.260] -
Yes 90% [−2.801,−0.844] -
Yes 2σ [−2.966,−0.628] [−1.799,−0.979]
Table 5.8: The confidence intervals at 1σ, 90% and 2σ CL obtained with the
Feldman-Cousins method for the Run 1-9 data set is shown for the measurement of
δ versus mass ordering.
5.8.5 Jarlskog invariant
Having established a best-fit value for δ we can now compute the Jarlskog invariant
to determine a parametrisation-independent measure of CP violation. The oscilla-
tion parameter values used are those for T2K’s best-fit, defined in table 5.1. From
this the Jarlskog invariant is found to be
J = −3.15× 10−2 (5.14)
which is approximately 11% of the maximum allowed value and three orders of
magnitude larger than the value in the quark sector.
5.9 Expected sensitivity
In section 5.7 it was noted that sensitivity was determined based on the results of
fits of a representative simulated data set, rather than based on the distribution
of many toy experiments for computational reasons. However, in light of the ob-
served constraints being rather stronger than those expected based on Asimov A
fits, further consideration of how the observed result compares to the sensitivity of
the experiment is warranted.
5.9.1 Expected sensitivity method
This section outlines the procedure to produce the expected sensitivity comparison
plots, in particular, the description assumes true normal ordering and δ = −1.885.
• 2× 104 simulated data sets are generated following the Feldman-Cousins method
for a true value of δ and mass ordering, in this case δ = −1.885 and normal
ordering.
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• A χ2 distribution is computed with respect to the marginalisation toys as a
function of δ and mass ordering.
• For each simulated data set, the minimum value of χ2 for each bin of δ, χ2bin,min
is found with respect to both normal and inverted ordering.
• The test statistic is then computed as ∆χ2bin = χ2bin−χ2bin,min, which is slightly
different to the Feldman-Cousins method, where ∆χ2FC = χ2true − χ2bf . The
distributions of ∆χ2bin and ∆χ2FC coincide if the bin centre is equal to the true
value of δ and normal ordering.
• This results in a ∆χ2 distribution from which we can draw conclusions about
the expected ∆χ2 for each value of δ given a hypothesised true value and mass
ordering.
• The spread of the ∆χ2 distribution for each point of δ and mass ordering is
obtained as the range of the ∆χ2bin distribution that contains respectively the
68.27% and 95.45% of the toy experiments on its left side. The test statistic
∆χ2bin is assumed to be one-sided by construction, because χ2bin,min ≤ χ2bin.
5.9.2 Expected sensitivity results
In fig. 5.21 the Run 1-9 data result for δ versus mass ordering is compared to the
1σ and 2σ uncertainties on the ∆χ2 distributions corresponding to δ = −1.885.
It can be seen that the data contour is contained within the one-sided 2σ band
for inverted ordering and approximately contained within the 2σ band for normal
ordering. Thus, while the data contour appears stronger than the sensitivity given
by Asimov A fits, approximately 5% of simulated data toys yield contours more
extreme than that observed in the data.
Furthermore, it is possible to consider the probability to exclude the CP
conserving points in the simulated data. Table 5.9 shows the probability to exclude
the CP conserving points (separately and jointly) at the 2σ confidence level, with a
substantial fraction of the toys (∼ 25%) excluding CP conservation.
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Figure 5.21: The one-sided distribution of ∆χ2 vs δ obtained with 2× 104 toy
experiments generated with δ = −1.885 and normal ordering is shown. The ∆χ2
distributions obtained by fixing the mass ordering to normal (a) and inverted (b)
are shown, along with the ∆χ2 values corresponding to 68.27% and 95.45% of the
toy experiments.
δ Mass ordering 2σ
0 NH 0.344
pi NH 0.320
0 IH 0.742
pi IH 0.734
0 and pi NH 0.249
0 and pi IH 0.688
Table 5.9: The fraction of toy experiments for which δ = 0, pi in normal and inverted
ordering are excluded at 2σ CL is shown.
5.10 Summary
The T2K Run 1-9 dataset corresponds to an integrated J-PARC neutrino beam
exposure of 1.4938× 1021 POT in neutrino mode and 1.6346× 1021 POT in an-
tineutrino mode. This dataset has been used to provide a measurement of the
neutrino CP phase, δ.
This analysis predicts 272.4 ± 21.6 (stat + syst) for neutrino 1-ring νµ-
like, 139.5 ± 13.4 (stat + syst) for 1-ring ν¯µ-like, 72.8 ± 10.8 (stat + syst) for
neutrino 1-ring νe-like, and 16.8 ± 4.3 (stat + syst) for 1-ring ν¯e-like single-ring
events in Super-K and 6.9 ± 2.9 (stat + syst) 1-ring νe CC1pi+-like events, given
the oscillation parameters of the Asimov data set A in 5.1. The observed event rates
are respectively 243 for 1-ring νµ-like, 140 for 1-ring ν¯µ-like, 75 for 1-ring νe-like, 15
1-ring ν¯e-like and 15 for 1-ring νe CC1pi+-like.
A joint ν/ν¯ analysis in a 3-flavour framework with matter effects due to
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constant density matter was performed to measure δ. The observed spectra were
fitted for both normal and inverted mass ordering hypotheses, with δ allowed to float,
whilst all other oscillation (and systematic) parameters were eliminated through
marginalisation.
The global best-fit with the reactor constraint applied is for the case of normal
ordering, yielding a best-fit value of δ = −1.885, with a 1σ confidence interval given
by the Feldman-Cousins method of [−2.509,−1.260]. The 2σ confidence level is
([−2.966,−0.628]) and thus this result provides a hint of CP violation in the lepton
sector. For the case of inverted ordering with the reactor constraint applied, the 1σ
confidence interval is empty, but the 2σ confidence interval given by the Feldman-
Cousins method is [−1.799,−0.979] containing a local best-fit of δ = −1.382.
The corresponding Jarlskog invariant is found to be J = −3.15× 10−2, ap-
proximately 11% of the maximum allowed value and three orders of magnitude larger
than the value in the quark sector.
The global best-fit without the reactor constraint applied is for the case
of normal ordering, yielding a best-fit value of δ = −2.136, with a 1σ confidence
interval given by the constant-∆χ2 method of [−2.827,−1.234]. For the case of
inverted ordering without the reactor constraint applied, the 1σ confidence interval
is empty.
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Chapter 6
Mass ordering measurement
6.1 Introduction
As discussed in section 2.2.3, the neutrino mass ordering is a discrete, non-nested
parameter and while one might assume that the mass ordering would naturally fol-
low the particle generations to adopt a normal ordering, as is the case in the quark
sector, the inverted mass ordering is not excluded by currently available data. This
chapter describes the measurement of the neutrino mass ordering. The data set used
for this measurement is the same as that used for the CP phase measurement. Two
approaches are taken to the measurement of the mass ordering. The first approach
is the calculation of the posterior probability of the mass ordering in section 6.2,
with the method described in section 6.2.1, the frequentist properties of the poste-
rior probability distribution are discussed in section 6.2.2 and the result presented
in section 6.2.3. The second approach involves the calculation of a ∆χ2 statistic
(section 6.3), the method for which is described in section 6.3.1, the sensitivity of
T2K to this measurement of the mass ordering, along with a goodness of fit, is
discussed in section 6.3.2 and the result is presented in section 6.3.3.
6.2 Mass ordering posterior probability
The Bayesian posterior probability for the mass ordering can be considered from
a frequentist perspective by looking at the distribution of mass ordering posterior
probabilities for given true values of the mass ordering and δ. The posterior proba-
bility for the (arbitrarily chosen) normal mass ordering is defined as
P(NO|E) = P(E|NO)P(NO)P(E|NO)P(NO)+ P(E|IO)P(IO) (6.1)
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where P(NO|E) is the probability of the normal mass ordering given the evidence,
E, P(E|NO) is the probability of observing the evidence given a true normal mass
ordering (P(E|IO) for the corresponding true inverted mass ordering), P(NO) is the
prior probability of a true normal mass ordering and P(IO) is the prior probability
of a true inverted mass ordering. For this analysis, the a priori assumption is that
each mass ordering is equally likely and the thresholds to be considered for the
posterior probability are 68.27% and 90%, higher thresholds being computationally
impractical.
Given a distribution of posterior probabilities it is possible to understand, for
a particular threshold, the rate of Type-I errors, α, (the fraction of toys for which
the false mass ordering has a posterior probability exceeding the threshold) and the
rate of Type-II errors, β, (the fraction of toys for which the true mass ordering has
a posterior probability below the threshold) for a given true mass ordering and true
value of δ, given the current T2K exposure. These values can, in turn, be used
to provide a check that the distribution of posterior probabilities corresponds to
the interpretation of posterior probability. It is expected, for example, that if a
90% posterior probability is observed, then, given equal prior probability, ∼ 90% of
the toys should prefer the correct mass ordering. This means that for a posterior
probability threshold of 68.27%, the ratio of the rate at which the false mass ordering
is accepted, α, to the rate at which the true mass ordering is accepted, 1−β, should
be 46.4% and for a threshold of 90%, this ratio should be 11.1%.
6.2.1 Method
The approach taken makes use of the Feldman-Cousins toys generated to determine
critical ∆χ2 values for the CP phase measurement (section 5.6). Recall that for
the Feldman-Cousins toys a large number of simulated data sets are generated for a
given true value of δ and the mass ordering, with χ2 values for each toy computed
relative to the marginalisation toys. This results in a χ2 distribution in terms of δ for
each of the two fitted mass orderings. The goal however, is to compute a posterior
probability for the normal mass ordering for each toy. It’s therefore necessary to
move from a χ2 distribution to a likelihood distribution and also to eliminate δ to
produce a likelihood purely in terms of the mass ordering. The likelihood is retrieved
as e−χ2/2 and δ is eliminated by averaging the likelihoods over each bin of δ in the
distribution for each fitted mass ordering, rather like the marginalisation procedure
applied to the other parameters. The posterior probability then has the property
that for inverted ordering it is simply P(IO|E) = 1−P(NO|E). For a given true value
of δ, this procedure is followed to find the distributions of P(NO|E) and P(IO|E) for
124
each of the true mass orderings. To summarise, substituting LNO = P(E|NO) and
LIO = P(E|IO):
1. For each true mass ordering, at least 2× 104 simulated data sets are pro-
duced for a true value of δ taking into account both statistical and systematic
uncertainties (i.e. systematic parameters, including the remaining oscillation
parameters, are thrown from the standard analysis priors)
2. For each simulated data set:
(a) χ2 values are obtained for 101 bins of δ by fitting with respect to the
marginalisation toys produced for the CP phase measurement in each
mass ordering.
(b) The χ2 values are converted to likelihood values via L = e−χ2/2
(c) The likelihood values are averaged over the bins of δ in each fitted mass
ordering to produce likelihood values LNO and LIO in terms of the fitted
mass ordering only
(d) The posterior probability is calculated as
P(NO|E) = LNO
LNO + LIO
3. This results in a distribution of posterior probabilities for each true mass
ordering
Having obtained distributions of posterior probabilities in each true mass ordering
for a given value of δ, threshold values of 68.27% and 90% can be used to determine
the rate of type-I and type-II errors at these threshold values and the ratio α/(1−β).
6.2.2 Frequentist properties of the posterior probability distribu-
tion
This section presents the posterior probability distributions determined from the
Feldman-Cousins toys for a variety of true values of δ and the mass ordering.
Throughout this section, thresholds will be specified to only two significant figures.
Posterior probability distributions for δtrue = ±pi
In fig. 6.1 the posterior probability distributions for the mass ordering are shown
with δtrue = ±pi in the case of each true mass ordering, while table 6.1 shows the
probability of rejecting each mass ordering for a given true mass ordering at a given
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(b) True inverted ordering
Figure 6.1: Posterior probability distributions of the two mass orderings given δ =
±pi and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.16295 0.00855Inverted 0.06505 0.02712
90% Normal 0.00405 0.00000Inverted 0.00047 0.00015
Table 6.1: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
threshold. It can be seen from table 6.1 that at the 68% threshold the extent
of the overlap between the distributions results in toys that can reject both mass
orderings, irrespective of which is true. The ratio for rejecting the true ordering to
rejecting the false ordering, α/(1− β), is ∼ 17%, considerably less than the ∼ 46%
expected. At the 90% threshold the true normal ordering is not rejected by any
of the toys, whilst α/(1 − β) is ∼ 4%, which, again, is much less than the ∼ 11%
expected. Clearly, the power to distinguish the mass ordering for a true value of
δ near zero is extremely limited and furthermore, quoting posterior probability for
the mass ordering appears inappropriate given the deviation between the observed
and expected value of α/(1− β).
Posterior probability distributions for δtrue = −3pi/4
In fig. 6.2 the posterior probability distributions for the mass ordering are shown
with δtrue = −3pi/4 in the case of each true mass ordering, while table 6.2 shows
the probability of rejecting each mass ordering for a given true mass ordering at a
given threshold. Table 6.2 shows that at the 68% threshold it is possible to reject
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(b) True inverted ordering
Figure 6.2: Posterior probability distributions of the two mass orderings given δ =
−3pi/4 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.50110 0.00085Inverted 0.00768 0.16972
90% Normal 0.05215 0.00000Inverted 0.00005 0.00359
Table 6.2: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
both the true and false mass orderings. The ratio α/(1 − β) is ∼ 34%, closer to
the expected value than for δtrue = ±pi, but nonetheless smaller than expected. At
the 90% threshold the normal ordering cannot be rejected for either true ordering,
whilst α/(1− β) is ∼ 7%, also somewhat less than expected. Thus, for a true value
of δ near −3pi/4 the power to distinguish the mass orderings remains rather limited
and the posterior probability distribution still deviates from the expected behaviour
to a degree that makes its use questionable. Also of note is that the type-I error rate
is very high; the variations in δ assuming normal ordering cover a larger fraction
of the statistical fluctuations in the inverted ordering toys than do the variations
in δ assuming inverted ordering as one approaches δtrue = −pi/2, as discussed in
section 5.8.3. As a result, for true inverted ordering the true mass ordering is more
likely to be rejected than the false mass ordering.
Posterior probability distributions for δtrue = −pi/2
In fig. 6.3 the posterior probability distributions for the mass ordering are shown
with δtrue = −pi/2 in the case of each true mass ordering, while table 6.3 shows
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the probability of rejecting each mass ordering for a given true mass ordering at
a given threshold. From table 6.3 we can see that at the 90% threshold, normal
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(b) True inverted ordering
Figure 6.3: Posterior probability distributions of the two mass orderings given δ =
−pi/2 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.65025 0.00045Inverted 0.00265 0.28885
90% Normal 0.11030 0.00000Inverted 0.00000 0.01285
Table 6.3: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
ordering is not rejected by any of the toys, irrespective of the true mass ordering, as
we again observe lower posterior probabilities for the inverted ordering hypothesis
even for true inverted ordering. At the 68% threshold the ratio α/(1−β) is ∼ 44%.
If we considered the 90% threshold, the ratio α/(1 − β) becomes ∼ 12%. For each
threshold this is approximately the expected value.
Posterior probability distributions for δtrue = −pi/4
In fig. 6.4 the posterior probability distributions for the mass ordering are shown
with δtrue = −pi/4 in the case of each true mass ordering, while table 6.4 shows the
probability of rejecting each mass ordering for a given true mass ordering at a given
threshold. Table 6.4 shows that, once again, the normal ordering is not rejected
for either true mass ordering at the 90% threshold. We can also see that for the
68% threshold the ratio α/(1− β) is ∼ 36%, and at the 90% threshold it is ∼ 11%,
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Figure 6.4: Posterior probability distributions of the two mass orderings given δ =
−pi/4 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.48830 0.00040Inverted 0.00789 0.17362
90% Normal 0.04685 0.00000Inverted 0.00000 0.00492
Table 6.4: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
thus we see a similar behaviour as for δtrue = −3pi/4 for the 68% threshold, though
at 90% the ratio is quite close to the expected value.
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Posterior probability distributions for δtrue = 0
In fig. 6.5 the posterior probability distributions for the mass ordering are shown
with δtrue = 0 in the case of each true mass ordering, while table 6.5 shows the
probability of rejecting each mass ordering for a given true mass ordering at a given
threshold. For δtrue = 0 we see a shift in the behaviour of the posterior probability
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Figure 6.5: Posterior probability distributions of the two mass orderings given δ = 0
and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.14665 0.01042Inverted 0.06377 0.03139
90% Normal 0.00360 0.00000Inverted 0.00060 0.00020
Table 6.5: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
distributions, in line with that observed for δtrue = ±pi. In particular, we observe
that the true mass ordering is generally preferred (even if rather weakly) for both
true mass orderings, rather than finding a preference for normal ordering even when
the true mass ordering is the inverted ordering. Table 6.5 shows that at the 68%
threshold the ratio α/(1 − β) is ∼ 21%, and at the 90% threshold it is ∼ 6%. As
with true δ = ±pi, these values are clearly different from the expected values.
Posterior probability distributions for δtrue = +pi/4
In fig. 6.6 the posterior probability distributions for the mass ordering are shown
with true δtrue = +pi/4 in the case of each true mass ordering, while table 6.6 shows
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the probability of rejecting each mass ordering for a given true mass ordering at
a given threshold. For δtrue = +pi/4 we again begin to see the preference for a
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Figure 6.6: Posterior probability distributions of the two mass orderings given δ =
+pi/4 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.01942 0.08623Inverted 0.30929 0.00455
90% Normal 0.00013 0.00063Inverted 0.01000 0.00000
Table 6.6: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
single mass ordering, irrespective of the true mass ordering. However, for δtrue > 0,
the preferred mass ordering is the inverted ordering. The behaviour has the same
origin as for the case of δtrue < 0, but now we are in the upper-left region of the
bi-event plot (fig. 5.14), where variations in δ assuming the inverted ordering cover
a larger fraction of the statistical fluctuations in the normal ordering toys than do
the variations in δ assuming normal ordering. Table 6.6 shows that at the 68%
threshold the ratio α/(1−β) is ∼ 28%, while at the 90% threshold it is ∼ 6%, both
much less than the expected value.
Posterior probability distributions for δtrue = +pi/2
In fig. 6.7 the posterior probability distributions for the mass ordering are shown
with δtrue = +pi/2 in the case of each true mass ordering, while table 6.7 shows
the probability of rejecting each mass ordering for a given true mass ordering at
a given threshold. In table 6.7 we can see that at the 90% threshold, inverted
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Figure 6.7: Posterior probability distributions of the two mass orderings given δ =
+pi/2 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.00775 0.16785Inverted 0.48732 0.00106
90% Normal 0.00000 0.00360Inverted 0.03051 0.00000
Table 6.7: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
ordering is not rejected by any of the toys, irrespective of the true mass ordering,
as we again observe lower posterior probabilities for the normal ordering hypothesis
even for true normal ordering. At the 68% threshold the ratio α/(1− β) is ∼ 34%,
while at 90% this ratio becomes ∼ 12%, and therefore we see a deficit relative to
the expected value at 68%, while at 90% the behaviour is inline with expectation.
Posterior probability distributions for δtrue = +3pi/4
In fig. 6.8 the posterior probability distributions for the mass ordering are shown
with δtrue = +3pi/4 in the case of each true mass ordering, while table 6.8 shows the
probability of rejecting each mass ordering for a given true mass ordering at a given
threshold. Finally, we can see that at the 90% threshold, inverted ordering is not
rejected by any of the toys, irrespective of the true mass ordering. From table 6.8
we observe ratios α/(1−β) at the 68% threshold of ∼ 26% and at the 90% threshold
of ∼ 5%, again, rather less than expected.
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Figure 6.8: Posterior probability distributions of the two mass orderings given δ =
+3pi/4 and the true mass ordering.
Threshold True ordering Reject false ordering Reject true ordering
68% Normal 0.02328 0.08138Inverted 0.31132 0.00334
90% Normal 0.00008 0.00048Inverted 0.00968 0.00005
Table 6.8: The probability to reject the false and true mass orderings at 68% and
90% thresholds for the given true mass ordering.
Summary
Considering the posterior probability distributions from the toy studies it is clear
that T2K’s power to distinguish the mass ordering is limited; indeed power exceeds
0.5 in only two cases at the 68% threshold, peaking at 0.65, while power peaks at
∼ 0.1 at the 90% threshold. However, it is noteworthy that power is dependent
upon the particular true value of δ. There is almost no power to distinguish the
mass orderings in the event that δtrue conserves CP even for a low threshold of
68%. The power increases as the CP violating values are approached, peaking for
δ = −pi/2 in true normal ordering, which is close to the best-fit found in section 5.8.
True inverted ordering generally results in lower power, driven by a reduction in the
expected νe event rate relative to true normal ordering.
The type-I error rate depends upon the true mass ordering and the sign of
δtrue (see fig. 6.9). In particular, for true normal ordering and δtrue < 0 the type-I
error rate is very low, but transitioning to δtrue > 0 sees the type-I error rapidly
increase, peaking for δtrue = +pi/2 because the wrong mass ordering is preferred due
to greater coverage of the statistical fluctuations in inverted ordering in this region
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of δtrue. For true inverted ordering the picture is reversed, with low type-I errors for
δtrue > 0 and very high type-I error rates for δtrue < 0. The corresponding type-II
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Figure 6.9: The type-I and type-II error rates for each true mass ordering at the
68% and 90% posterior probability thresholds.
error rate (fig. 6.9) is also dependent upon the true mass ordering and sign of δtrue.
For true normal ordering and δtrue > 0 the type-II error rate is very high, such that
one cannot expect to reject the inverted ordering for positive values of δtrue, but
transitioning to δtrue < 0 sees the type-II error rate fall to a minimum (though still
rather high) value at δtrue = −pi/2. For true inverted ordering the picture is again
reversed, with high type-II error rates for δtrue < 0 and falling type-II error rates
for δtrue > 0, reaching a minimum at δtrue = +pi/2.
A key feature of the posterior probability distributions is the extent to which
they fail to correspond to the interpretation of the posterior probability. That is,
the ratio α/(1− β) is largely not the value that one would expect (see fig. 6.10). In
fact, the ratio only approaches its expected value for the case of δtrue = −pi/2. At all
other values there is some deviation, which peaks at the CP conserving values. This
result calls into question the reliability of the posterior probability away from the
maximally CP violating region of δtrue. It is plausible that this effect is driven by the
features of the mass ordering degeneracy observable in the bi-event plot (fig. 5.14).
As described in section 5.8.3, degeneracy in the event rates for different values of δ
and the mass ordering leads to a lowering of the χ2 values for the incorrect mass
ordering. The region around δtrue = −pi/2 and true normal ordering, for example,
has relatively low compatibility with the inverted ordering because statistical fluctu-
ations in the event rates need to be quite large to move to a region compatible with
inverted ordering. However, as we move towards δtrue = 0 the predicted event rates
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start to become compatible with those for the inverted mass ordering and as a result
the likelihood for inverted ordering increases, the posterior probability for normal
ordering decreases and the type-II error rate increases. However, if we consider the
same scenario for true inverted mass ordering we start in a region where upward
(downward) statistical fluctuations in the νe (ν¯e) event rate are highly compatible
with the wrong mass ordering, increasing the likelihood and posterior probability
for normal ordering and thereby increasing the type-I error rate. As we move to-
wards δtrue = 0 in this case, upward statistical fluctuations permit fits of both mass
orderings, reducing the type-I error rate relative to its high starting point. The net
effect of this is a gradual increase in type-II error rate for the true normal ordering
along with a more rapid decrease in the type-I error rate in true inverted ordering
as δtrue moves away from the maximally CP violating values, leading to lower values
of the ratio α/(1− β).
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Figure 6.10: The rate at which the true mass ordering is rejected relative to the
rate at which the false mass ordering is rejected (α/(1 − β)) at the 68% and 90%
posterior probability thresholds.
6.2.3 Result
T2K’s best-fit finds δ = −1.885 and normal ordering, which is in the region for
which T2K’s power to distinguish the mass ordering is greatest and the posterior
probability distribution from toy studies behaves in the way expected. As a result,
Feldman-Cousins toys were generated for this best-fit and the posterior probability
distribution calculated. The result can be seen in fig. 6.11. The posterior probability
for the normal mass ordering is found to be 87.7% from data. Such a result should
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Figure 6.11: Posterior probability distributions of the two mass orderings given true
δ = −1.885 and true normal ordering.
not be considered particularly surprising given the findings from the toy studies
in the previous section, with 14% of the toys finding a posterior probability more
extreme than this value.
6.3 Mass ordering ∆χ2
An alternative approach to the determination of the mass ordering is to consider the
∆χ2 statistic directly. Rather than computing a posterior probability for the mass
ordering we instead look at the distribution of ∆χ2 values for given true values of
the mass ordering and δ for a ∆χ2 definition
∆χ2 = χ2NO − χ2IO (6.2)
where χ2NO is the χ2 value computed for a given simulated data set assuming normal
mass ordering and χ2IO is the χ2 value computed for the same simulated data set
assuming inverted mass ordering. This allows the assessment of T2K’s ability to
distinguish the two mass orderings for the current exposure. The ∆χ2 definition
above is naturally two-sided, with the 68.27% and 90% intervals to be considered in
this analysis.
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6.3.1 Method
The approach taken again makes use of the Feldman-Cousins simulated data sets
generated to determine critical ∆χ2 values for the CP phase measurement (sec-
tion 5.6). As was the case for posterior probability, it is necessary to eliminate δ
to achieve a χ2 value only in terms of the mass ordering. This follows the same
procedure as described in section 6.2.1, with the additional step to move from the
average likelihood, L, to the corresponding χ2; χ2 = −2 log(L). To summarise:
1. For each true mass ordering, at least 2× 104 simulated data sets are pro-
duced for a true value of δ taking into account both statistical and systematic
uncertainties
2. For each simulated data set:
(a) χ2 values are obtained for 101 bins of δ by fitting with respect to the
marginalisation toys produced for the CP phase measurement in both
mass orderings.
(b) The χ2 values are converted to likelihood values via L = e−χ2/2.
(c) The likelihood values are averaged over the bins of δ in each fitted mass
ordering to produce likelihood values LNO and LIO only in terms of the
fitted mass ordering.
(d) Each average likelihood is then converted to a χ2 value as χ2 = −2 log(L).
(e) The mass ordering statistic is then calculated as:
∆χ2 = χ2NO − χ2IO
3. This results in a distribution of ∆χ2 values for each true mass ordering.
Having obtained distributions of ∆χ2 in each true mass ordering for a given true
value of δ, T2K’s power to reject a given mass ordering for different true values of
δ and mass ordering can be determined and can also act as a goodness of fit for the
different δ-mass ordering hypotheses.
6.3.2 Mass ordering sensitivity and goodness of fit
Figure 6.12 shows the∆χ2 distributions for the case of δtrue = 0. In this plot, the red
lines demarcate the two-sided 90% ∆χ2 interval for true normal ordering, while the
blue lines cover the corresponding interval for the true inverted ordering. It is these
intervals (and the equivalent 1σ intervals) that are shown on the following plots,
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which present these intervals for all true values of δ in both true mass orderings
simultaneously. T2K’s sensitivity is neatly illustrated in fig. 6.13. It can be seen
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Figure 6.12: ∆χ2 distributions for each true mass ordering given δtrue = 0.
that T2K has greatest sensitivity near the maximally CP violating values of δ, in
particular the greatest potential to reject inverted ordering is seen for δtrue = −pi/2,
while the greatest potential to reject normal ordering is seen for δtrue = +pi/2. There
is little scope to reject the normal ordering for δtrue ∈ (−pi, 0) and correspondingly
little scope to reject inverted ordering for δtrue ∈ (0,+pi).
In addition to determining the sensitivity to the different mass ordering hy-
potheses, the Feldman-Cousins toys can be used to check the level of agreement
between the model and the data. Comparing the ∆χ2 value for the data to the ∆χ2
distribution from the toys provides a Goodness of Fit test. Figure 6.13 presents the
two-sided intervals from the Feldman-Cousins toys at 1σ and 90% confidence levels.
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Figure 6.13: Two-sided ∆χ2 distributions for each true mass ordering at all true
values of δ. Normal and inverted ordering intervals are separated to aid readability.
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6.3.3 Result
Figure 6.14 overlays the data ∆χ2 value (-3.51) on the distributions from the pre-
vious section. From this it can be seen that the inverted mass ordering is rejected
at the 90% confidence level for all true values of δ, consistent with NOvA’s latest
reported result [153] rejecting the inverted mass ordering at the 1.8σ level. Fur-
thermore, fig. 6.14 demonstrates that the model describes the data quite well for
δtrue = −pi/2 and true normal ordering, with the data point falling narrowly outside
of the range covered by 68% of the simulated data sets.
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Figure 6.14: Two-sided ∆χ2 distributions for each true mass ordering at all true
values of δ. The ∆χ2 value for the data is overlaid. The normal ordering and
inverted ordering intervals have been separated to aid readability.
Summary
Considering the ∆χ2 distributions from the toy studies we again confirm that T2K’s
sensitivity to the mass ordering is rather limited, with substantial overlap in the
∆χ2 distributions of the two mass orderings for all true values of δ. The behaviour
of the distributions is consistent with that exhibited by the posterior probability
distributions, with almost no power to reject the inverted mass ordering for positive
values of δ and correspondingly little power to reject normal mass ordering for
negative values of δ. The data prefer the normal mass ordering with ∆χ2 = −3.51
and reject the inverted mass ordering at the 90% confidence level for all values of
δ. Furthermore, the data are in agreement with the toys for δtrue = −pi/2 and true
normal ordering at approximately the 1σ confidence level.
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Chapter 7
Conclusion
This thesis presented two analyses of beam data gathered by the T2K experiment.
Each analysis fits the same five SK samples, using an exposure of 1.4938× 1021 POT
in neutrino-mode running and 1.6346× 1021 POT in antineutrino-mode running.
The expected event rate from the best-fit is shown in table 7.1 along with
T2K’s observation. From these data, using the constant-∆χ2 method without
Sample Asimov BF Observed
FHC νµ 276.7 243
FHC νe 73.7 75
RHC νµ 141.9 140
RHC νe 17.2 15
FHC νe CC1pi+ 6.9 15
Table 7.1: The observed and expected best-fit number of events in Run 1-9 data set
for an FHC exposure of 1.4938× 1021 POT and an RHC exposure of 1.6346× 1021.
the constraint on sin2(θ13) from reactor experiments, δ is measured to be -2.136
([−2.827,−1.234]), in normal mass ordering. With the Feldman-Cousins method
and applying the constraint from reactor experiments δ is measured to be -1.885
([−2.509,−1.260]), in normal mass ordering and CP conservation is rejected at 2σ,
a world-leading measurement.
The second analysis used similar techniques to measure the mass ordering.
The posterior probability for the normal mass ordering is found to be 87.7%. Mea-
suring the difference in χ2 values between the two mass orderings, ∆χ2 is found to
be -3.51, rejecting the inverted mass ordering at the 90% confidence level. Neither
result represents strong evidence against the inverted mass ordering.
T2K will continue to collect data toward a final goal of 7.8× 1021 POT, with
the methods and software developed for this analysis used to further constrain δ and
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the mass ordering. The next generation of neutrino experiments, including DUNE
and T2K’s planned successor T2HK, are currently in development and will provide
an order of magnitude more data to help resolve these open questions.
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Appendix A
Flux and cross-section
systematic parameters
Tables A.1 to A.3 present the central values and corresponding pre- and post-fit
errors for parameters in the BANFF fit. Note that the cross-section parameters
listed below include parameters for the axial and vector second class currents, which
are fixed at 1 for the analyses in this thesis. As such, they have no effect on the
analyses and are not included in the covariance matrix in fig. 4.18.
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Index Parameter Description Best fit 1σ pre/postfit
fractional error
0 f banff0;t,r FHC νµ flux normalisation, E = 0.0 - 0.4 GeV 0.998 0.106 / 0.059
1 f banff1;t,r FHC νµ flux normalisation, E = 0.4 - 0.5 GeV 1.019 0.105 / 0.054
2 f banff2;t,r FHC νµ flux normalisation, E = 0.5 - 0.6 GeV 1.002 0.096 / 0.047
3 f banff3;t,r FHC νµ flux normalisation, E = 0.6 - 0.7 GeV 0.962 0.088 / 0.044
4 f banff4;t,r FHC νµ flux normalisation, E = 0.7 - 1.0 GeV 0.913 0.105 / 0.056
5 f banff5;t,r FHC νµ flux normalisation, E = 1.0 - 1.5 GeV 0.937 0.088 / 0.051
6 f banff6;t,r FHC νµ flux normalisation, E = 1.5 - 2.5 GeV 1.012 0.072 / 0.044
7 f banff7;t,r FHC νµ flux normalisation, E = 2.5 - 3.5 GeV 1.025 0.077 / 0.046
8 f banff8;t,r FHC νµ flux normalisation, E = 3.5 - 5.0 GeV 1.011 0.089 / 0.044
9 f banff9;t,r FHC νµ flux normalisation, E = 5.0 - 7.0 GeV 0.967 0.099 / 0.044
10 f banff10;t,r FHC νµ flux normalisation, E = 7.0 - 30.0 GeV 0.947 0.116 / 0.054
11 f banff11;t,r FHC ν¯µ flux normalisation, E = 0.0 - 0.7 GeV 0.970 0.108 / 0.076
12 f banff12;t,r FHC ν¯µ flux normalisation, E = 0.7 - 1.0 GeV 0.961 0.083 / 0.050
13 f banff13;t,r FHC ν¯µ flux normalisation, E = 1.0 - 1.5 GeV 0.977 0.085 / 0.058
14 f banff14;t,r FHC ν¯µ flux normalisation, E = 1.5 - 2.5 GeV 1.033 0.086 / 0.064
15 f banff15;t,r FHC ν¯µ flux normalisation, E = 2.5 - 30.0 GeV 1.099 0.087 / 0.066
16 f banff16;t,r FHC νe flux normalisation, E = 0.0 - 0.5 GeV 1.002 0.095 / 0.049
17 f banff17;t,r FHC νe flux normalisation, E = 0.5 - 0.7 GeV 1.004 0.091 / 0.045
18 f banff18;t,r FHC νe flux normalisation, E = 0.7 - 0.8 GeV 1.002 0.087 / 0.044
19 f banff19;t,r FHC νe flux normalisation, E = 0.8 - 1.5 GeV 0.993 0.081 / 0.042
20 f banff20;t,r FHC νe flux normalisation, E = 1.5 - 2.5 GeV 1.010 0.080 / 0.043
21 f banff21;t,r FHC νe flux normalisation, E = 2.5 - 4.0 GeV 1.009 0.086 / 0.045
22 f banff22;t,r FHC νe flux normalisation, E = 4.0 - 30.0 GeV 1.023 0.096 / 0.061
23 f banff23;t,r FHC ν¯e flux normalisation, E = 0.0 - 2.5 GeV 1.037 0.077 / 0.056
24 f banff24;t,r FHC ν¯e flux normalisation, E = 2.5 - 30.0 GeV 1.088 0.131 / 0.116
Table A.1: Summary of neutrino mode flux systematics.
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Index Parameter Description Best fit 1σ pre/postfit
fractional error
25 f banff0;t,r RHC RHC νµ flux normalisation, E = 0.0 - 0.7 GeV 0.972 0.100 / 0.069
26 f banff1;t,r RHC RHC νµ flux normalisation, E = 0.7 - 1.0 GeV 0.982 0.083 / 0.054
27 f banff2;t,r RHC RHC νµ flux normalisation, E = 1.0 - 1.5 GeV 0.997 0.080 / 0.050
28 f banff3;t,r RHC RHC νµ flux normalisation, E = 1.5 - 2.5 GeV 1.047 0.082 / 0.053
29 f banff4;t,r RHC RHC νµ flux normalisation, E = 2.5 - 30.0 GeV 1.038 0.082 / 0.049
30 f banff5;t,r RHC RHC ν¯µ flux normalisation, E = 0.0 - 0.4 GeV 0.984 0.112 / 0.067
31 f banff6;t,r RHC RHC ν¯µ flux normalisation, E = 0.4 - 0.5 GeV 0.999 0.105 / 0.055
32 f banff7;t,r RHC RHC ν¯µ flux normalisation, E = 0.5 - 0.6 GeV 0.980 0.097 / 0.048
33 f banff8;t,r RHC RHC ν¯µ flux normalisation, E = 0.6 - 0.7 GeV 0.960 0.087 / 0.044
34 f banff9;t,r RHC RHC ν¯µ flux normalisation, E = 0.7 - 1.0 GeV 0.956 0.108 / 0.066
35 f banff10;t,r RHC RHC ν¯µ flux normalisation, E = 1.0 - 1.5 GeV 0.973 0.092 / 0.056
36 f banff11;t,r RHC RHC ν¯µ flux normalisation, E = 1.5 - 2.5 GeV 1.022 0.073 / 0.046
37 f banff12;t,r RHC RHC ν¯µ flux normalisation, E = 2.5 - 3.5 GeV 1.052 0.076 / 0.052
38 f banff13;t,r RHC RHC ν¯µ flux normalisation, E = 3.5 - 5.0 GeV 1.056 0.094 / 0.066
39 f banff14;t,r RHC RHC ν¯µ flux normalisation, E = 5.0 - 7.0 GeV 1.029 0.088 / 0.060
40 f banff15;t,r RHC RHC ν¯µ flux normalisation, E = 7.0 - 30.0 GeV 0.985 0.117 / 0.094
41 f banff16;t,r RHC RHC νe flux normalisation, E = 0.0 - 2.5 GeV 1.036 0.072 / 0.050
42 f banff17;t,r RHC RHC νe flux normalisation, E = 2.5 - 30.0 GeV 1.032 0.087 / 0.068
43 f banff18;t,r RHC RHC ν¯e flux normalisation, E = 0.0 - 0.5 GeV 0.991 0.100 / 0.054
44 f banff19;t,r RHC RHC ν¯e flux normalisation, E = 0.5 - 0.7 GeV 0.990 0.093 / 0.046
45 f banff20;t,r RHC RHC ν¯e flux normalisation, E = 0.7 - 0.8 GeV 0.987 0.093 / 0.054
46 f banff21;t,r RHC RHC ν¯e flux normalisation, E = 0.8 - 1.5 GeV 0.993 0.083 / 0.044
47 f banff22;t,r RHC RHC ν¯e flux normalisation, E = 1.5 - 2.5 GeV 1.025 0.079 / 0.054
48 f banff23;t,r RHC RHC ν¯e flux normalisation, E = 2.5 - 4.0 GeV 1.030 0.090 / 0.066
49 f banff24;t,r RHC RHC ν¯e flux normalisation, E = 4.0 - 30.0 GeV 1.081 0.154 / 0.134
Table A.2: Summary of antineutrino mode flux systematics.
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Index Parameter Description Best fit 1σ pre/postfit
fractional error
50 f banffNorm2p2h Two particle two hole normalisation for
16O 1.477 1.000 / 0.196
51 f banff
CA5
CA5 nucleon to ∆ transition axial form factor 0.964 0.149 / 0.063
52 f banffBgRES Scale of isospin 1/2 nonresonant background 1.017 0.308 / 0.194
53 f banff
MQEA
CCQE axial-mass scaling factor 0.940 0.025 / 0.066
54 f banff
MRESA
Resonance-production axial-mass scaling factor 0.846 0.158 / 0.047
55 f banffSCCA BANFF; Second current class axial 1.000 1.000 / 1.000
56 f banffSCCV BANFF; Second current class vector 1.000 1.000 / 1.000
57 f banffpf Fermi momentum for 16O 0.911 0.058 / 0.067
58 f banffShapeCCoth CC other shape 0.351 0.400 / 0.199
59 f banffNormCCcoh CC coherent for
16O normalisation 0.866 0.300 / 0.282
60 f banffNormNCcoh NC coherent normalisation 0.937 0.300 / 0.297
61 f banffNormNCother NC other normalisation 1.000 0.300 / 0.300
62 f banffNormνe→νµ CC νe normalisation 1.000 0.028 / 0.028
63 f banffNormNC1γ NC 1γ normalisation 1.000 1.000 / 1.000
64 f banffNormν¯e→ν¯µ CC ν¯e normalisation 1.000 0.028 / 0.028
65 f banffNorm2p2hBar Antineutrino two particle two hole normalisation for
16O 0.731 1.000 / 0.231
66 f banffShapeBeRPAA Bernstein Polynomial coefficient A 0.684 0.118 / 0.057
67 f banffShapeBeRPAB Bernstein Polynomial coefficient B 1.599 0.210 / 0.118
68 f banffShapeBeRPAD Bernstein Polynomial coefficient D 0.961 0.170 / 0.135
69 f banffShapeBeRPAE Bernstein Polynomial coefficient E 0.875 0.352 / 0.353
70 f banffShapeBeRPAU Bernstein Polynomial coefficient U 1.200 0.100 / 0.100
71 f banffShape2p2hν Neutrino two particle two hole
16O shape 0.987 3.000 / 0.362
72 f banffNorm2p2hCtoO Two particle two hole
12C to 16O normalisation 0.963 0.200 / 0.167
73 f banffShapeEb Binding energy shape 0.000 2.000 / 2.000
Table A.3: Summary of cross section systematics. Parameters with no prefit error
were unconstrained.
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Appendix B
Detector, FSI, SI and PN
systematic parameters
Table B.1 present the errors for the SK detector, final state and secondary interac-
tions and photo nuclear parameters.
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Index Parameter Description 1σ fractional error
0 fSK+FSI0;t,r SKDet + FSI/SI 0; Ereco range 0.00 - 0.40 GeV; numu/numubar CCQE (1Rmu) 0.008
1 fSK+FSI1;t,r SKDet + FSI/SI 1; Ereco range 0.40 - 1.10 GeV; numu/numubar CCQE (1Rmu) 0.013
2 fSK+FSI2;t,r SKDet + FSI/SI 2; Ereco range 1.10 - 30.00 GeV; numu/numubar CCQE (1Rmu) 0.015
3 fSK+FSI3;t,r SKDet + FSI/SI 3; Ereco range 0.00 - 30.00 GeV; numu/numubar CCnQE (1Rmu) 0.176
4 fSK+FSI4;t,r SKDet + FSI/SI 4; Ereco range 0.00 - 30.00 GeV; nue/nuebar/signue CC (1Rmu) 1.006
5 fSK+FSI5;t,r SKDet + FSI/SI 5; Ereco range 0.00 - 30.00 GeV; all NC (1Rmu) 0.660
6 fSK+FSI6;t,r SKDet + FSI/SI 6; Ereco range 0.00 - 0.35 GeV; oscillated nue CC (1Re) 0.124
7 fSK+FSI7;t,r SKDet + FSI/SI 7; Ereco range 0.35 - 0.80 GeV; oscillated nue CC (1Re) 0.032
8 fSK+FSI8;t,r SKDet + FSI/SI 8; Ereco range 0.80 - 1.25 GeV; oscillated nue CC (1Re) 0.041
9 fSK+FSI9;t,r SKDet + FSI/SI 9; Ereco range 0.00 - 0.35 GeV; numu/numubar CC (1Re) 0.271
10 fSK+FSI10;t,r SKDet + FSI/SI 10; Ereco range 0.35 - 0.80 GeV; numu/numubar CC (1Re) 0.320
11 fSK+FSI11;t,r SKDet + FSI/SI 11; Ereco range 0.80 - 1.25 GeV; numu/numubar CC (1Re) 0.393
12 fSK+FSI12;t,r SKDet + FSI/SI 12; Ereco range 0.00 - 0.35 GeV; nue/nuebar CC (1Re) 0.089
13 fSK+FSI13;t,r SKDet + FSI/SI 13; Ereco range 0.35 - 0.80 GeV; nue/nuebar CC (1Re) 0.050
14 fSK+FSI14;t,r SKDet + FSI/SI 14; Ereco range 0.80 - 1.25 GeV; nue/nuebar CC (1Re) 0.063
15 fSK+FSI15;t,r SKDet + FSI/SI 15; Ereco range 0.00 - 0.35 GeV; all NC (1Re) 0.307
16 fSK+FSI16;t,r SKDet + FSI/SI 16; Ereco range 0.35 - 0.80 GeV; all NC (1Re) 0.195
17 fSK+FSI17;t,r SKDet + FSI/SI 17; Ereco range 0.80 - 1.25 GeV; all NC (1Re) 0.473
18 fSK+FSI0;t,r RHC SKDet + FSI/SI 0; Ereco range 0.00 - 0.40 GeV; numu/numubar CCQE (1Rmu); RHC 0.008
19 fSK+FSI1;t,r RHC SKDet + FSI/SI 1; Ereco range 0.40 - 1.10 GeV; numu/numubar CCQE (1Rmu); RHC 0.009
20 fSK+FSI2;t,r RHC SKDet + FSI/SI 2; Ereco range 1.10 - 30.00 GeV; numu/numubar CCQE (1Rmu); RHC 0.010
21 fSK+FSI3;t,r RHC SKDet + FSI/SI 3; Ereco range 0.00 - 30.00 GeV; numu/numubar CCnQE (1Rmu); RHC 0.140
22 fSK+FSI4;t,r RHC SKDet + FSI/SI 4; Ereco range 0.00 - 30.00 GeV; nue/nuebar/signue CC (1Rmu); RHC 1.005
23 fSK+FSI5;t,r RHC SKDet + FSI/SI 5; Ereco range 0.00 - 30.00 GeV; all NC (1Rmu); RHC 0.659
24 fSK+FSI6;t,r RHC SKDet + FSI/SI 6; Ereco range 0.00 - 0.35 GeV; oscillated nue CC (1Re); RHC 0.076
25 fSK+FSI7;t,r RHC SKDet + FSI/SI 7; Ereco range 0.35 - 0.80 GeV; oscillated nue CC (1Re); RHC 0.033
26 fSK+FSI8;t,r RHC SKDet + FSI/SI 8; Ereco range 0.80 - 1.25 GeV; oscillated nue CC (1Re); RHC 0.055
27 fSK+FSI9;t,r RHC SKDet + FSI/SI 9; Ereco range 0.00 - 0.35 GeV; numu/numubar CC (1Re); RHC 0.317
28 fSK+FSI10;t,r RHC SKDet + FSI/SI 10; Ereco range 0.35 - 0.80 GeV; numu/numubar CC (1Re); RHC 0.337
29 fSK+FSI11;t,r RHC SKDet + FSI/SI 11; Ereco range 0.80 - 1.25 GeV; numu/numubar CC (1Re); RHC 0.417
30 fSK+FSI12;t,r RHC SKDet + FSI/SI 12; Ereco range 0.00 - 0.35 GeV; nue/nuebar CC (1Re); RHC 0.060
31 fSK+FSI13;t,r RHC SKDet + FSI/SI 13; Ereco range 0.35 - 0.80 GeV; nue/nuebar CC (1Re); RHC 0.043
32 fSK+FSI14;t,r RHC SKDet + FSI/SI 14; Ereco range 0.80 - 1.25 GeV; nue/nuebar CC (1Re); RHC 0.065
33 fSK+FSI15;t,r RHC SKDet + FSI/SI 15; Ereco range 0.00 - 0.35 GeV; all NC (1Re); RHC 0.329
34 fSK+FSI16;t,r RHC SKDet + FSI/SI 16; Ereco range 0.35 - 0.80 GeV; all NC (1Re); RHC 0.198
35 fSK+FSI17;t,r RHC SKDet + FSI/SI 17; Ereco range 0.80 - 1.25 GeV; all NC (1Re); RHC 0.465
36 fSK+FSI0;t,r MultiRing SKDet + FSI/SI 0; Ereco range 0.30 - 0.80 GeV; oscillated nue CC (MultiRe); MultiRing 0.197
37 fSK+FSI1;t,r MultiRing SKDet + FSI/SI 1; Ereco range 0.80 - 1.25 GeV; oscillated nue CC (MultiRe); MultiRing 0.165
38 fSK+FSI2;t,r MultiRing SKDet + FSI/SI 2; Ereco range 0.30 - 0.80 GeV; numu/numubar CC (MultiRe); MultiRing 0.502
39 fSK+FSI3;t,r MultiRing SKDet + FSI/SI 3; Ereco range 0.80 - 1.25 GeV; numu/numubar CC (MultiRe); MultiRing 0.236
40 fSK+FSI4;t,r MultiRing SKDet + FSI/SI 4; Ereco range 0.30 - 0.80 GeV; nue/nuebar CC (MultiRe); MultiRing 0.192
41 fSK+FSI5;t,r MultiRing SKDet + FSI/SI 5; Ereco range 0.80 - 1.25 GeV; nue/nuebar CC (MultiRe); MultiRing 0.189
42 fSK+FSI6;t,r MultiRing SKDet + FSI/SI 6; Ereco range 0.30 - 0.80 GeV; all NC (MultiRe); MultiRing 0.983
43 fSK+FSI7;t,r MultiRing SKDet + FSI/SI 7; Ereco range 0.80 - 1.25 GeV; all NC (MultiRe); MultiRing 0.523
44 fSKE;r SK energy scale 0.024
Table B.1: Summary of SK detector + FSI + SI + PN systematics included in the
VALOR joint fit analysis.
148
Appendix C
Effect of the BANFF fit
The effect of each category of systematic parameter on the expected event rate
for each SK sample is given in tables C.1 to C.5. The mean and RMS of 10 000
throws of the respective systematics, with all correlations taken into account using
Cholesky decomposition is computed for each sample, both without and with the
near detector constraint applied.
Pre-BANFF Post-BANFF
Group Mean 1σ % Mean 1σ %
SK Detector - - - 273.06 6.56 2.40
SK FSI+SI+PN - - - 272.36 6.01 2.21
Flux+Xsec constrained 259.08 36.84 14.22 270.71 8.86 3.27
σ(νe)/σ(ν¯e) - - - 272.40 0.00 0.00
NC1γ - - - 272.40 0.00 0.00
NC Other - - - 272.40 0.69 0.25
Eb - - - 272.31 6.48 2.38
Osc - - - 272.44 0.07 0.03
All 258.96 37.96 14.66 271.33 13.88 5.12
All with osc 258.99 37.97 14.66 271.36 13.89 5.12
Table C.1: Average event rate and RMS error broken down by systematic parameter
group for µ-like Super-K events with Run 1-9 POT for neutrino mode.
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Pre-BANFF Post-BANFF
Group Mean 1σ % Mean 1σ %
SK Detector - - - 139.77 2.80 2.01
SK FSI+SI+PN - - - 139.50 2.76 1.98
Flux+Xsec constrained 136.49 16.07 11.77 138.90 4.09 2.94
σ(νe)/σ(ν¯e) - - - 139.51 0.00 0.00
NC1γ - - - 139.51 0.00 0.00
NC Other - - - 139.52 0.35 0.25
Eb - - - 136.92 2.36 1.72
Osc - - - 139.52 0.04 0.03
All 134.46 16.84 12.52 136.58 6.07 4.45
All with osc 134.46 16.84 12.52 136.58 6.07 4.45
Table C.2: Average event rate and RMS error broken down by systematic parameter
group for µ-like Super-K events with Run 1-9 POT for antineutrino mode.
Pre-BANFF Post-BANFF
Group Mean 1σ % Mean 1σ %
SK Detector - - - 74.58 2.11 2.83
SK FSI+SI+PN - - - 74.41 2.23 3.00
Flux+Xsec constrained 67.71 10.23 15.10 73.52 2.39 3.24
σ(νe)/σ(ν¯e) - - - 74.41 1.96 2.63
NC1γ - - - 74.71 0.81 1.09
NC Other - - - 74.42 0.11 0.15
Eb - - - 75.96 5.42 7.13
Osc - - - 72.82 1.96 2.69
All 68.98 11.62 16.85 75.35 6.63 8.81
All with osc 67.52 11.50 17.04 73.74 6.78 9.19
Table C.3: Average event rate and RMS error broken down by systematic parameter
group for e-like Super-K events with Run 1-9 POT for neutrino mode.
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Pre-BANFF Post-BANFF
Group Mean 1σ % Mean 1σ %
SK Detector - - - 17.20 0.65 3.80
SK FSI+SI+PN - - - 17.13 0.40 2.31
Flux+Xsec constrained 16.78 2.07 12.34 16.98 0.53 3.10
σ(νe)/σ(ν¯e) - - - 17.13 0.25 1.46
NC1γ - - - 17.29 0.45 2.60
NC Other - - - 17.13 0.06 0.33
Eb - - - 17.10 0.63 3.66
Osc - - - 16.78 0.42 2.49
All 17.01 2.45 14.41 17.17 1.22 7.13
All with osc 16.67 2.44 14.64 16.82 1.27 7.57
Table C.4: Average event rate and RMS error broken down by systematic parameter
group for e-like Super-K events with Run 1-9 POT for antineutrino mode.
Pre-BANFF Post-BANFF
Group Mean 1σ % Mean 1σ %
SK Detector - - - 7.13 0.94 13.15
SK FSI+SI+PN - - - 7.03 0.80 11.43
Flux+Xsec constrained 7.99 0.98 12.21 7.01 0.29 4.09
σ(νe)/σ(ν¯e) - - - 7.02 0.18 2.61
NC1γ - - - 7.03 0.02 0.33
NC Other - - - 7.03 0.07 0.99
Eb - - - 7.02 0.21 2.95
Osc - - - 6.88 0.18 2.63
All 8.07 1.75 21.75 7.10 1.30 18.38
All with osc 7.90 1.73 21.94 6.95 1.29 18.51
Table C.5: Average event rate and RMS error broken down by systematic parameter
group for νe CC1pi+-like Super-K events with Run 1-9 POT for neutrino mode.
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