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Abstract: A two-phase Stefan problem modelling a fusion or a solidification phenomenon is
presented. It involves partial differential equations with discontinuities due to the latent heat. A
regularisation of these equations is introduced, removing the discontinuities. Convergence results
prove that it is possible to replace a problem of identifying the latent heat by a continuous
problem issued from the regularisation. The difficulties inherent to the discontinuities are then
avoided. A resolution method, based on the minimisation of a cost function by means of the
calculus of variations is then presented.
1. INTRODUCTION
Hybrid systems admit a continuous dynamic in which
discrete controlled or autonomous events occur [Van Der
Schaft and Schumacher, 2000]. The modelling of the con-
tinuous process can be done by means of differential equa-
tions – it is the case when studying the behaviour of a
thermostat [Que´mard et al., 2005] or the movement of a car
[D’Apice et al., 2003] – or by means of partial differential
equations (PDEs) such as, for instance, in the study of the
vibrations of a flexible beam [Castro and Zuazua, 1998].
The considered system is here a hybrid system with an
autonomous model jump in which the continuous dynamic
is described by means of PDEs. It is a two-phase Stefan
problem (see for example Visintin [2008]), modelling a fu-
sion or solidification process, that consists in determining
the respective temperatures of the solid and liquid phases
and also the position of the melting front.
Many studies have been devoted to the Stefan problem, in
which theoretical [Friedman, 1968], numerical [Ciavaldini,
1975] or inverse [Slota, 2008] points of view have been
emphasized. The study of such problems is made difficult
by the discontinuities occurring in the state equation
that accounts for the jump of the enthalpy. In order
to avoid the use of specific methods such as variational
inequalities, taking directly into account the discontinuous
aspect of the problem, regularisation techniques have been
developed to obtain continuity results with respect to the
data [Niezgodka and Pawlow, 1983] or to obtain standard
numerical algorithms [Grossmann et al., 2001]. The general
principle of this approach, already used in the domain
of hybrid optimal control [Bengea and DeCarlo, 2005,
Gapaillard, 2008], is to prove convergence results allowing
the replacement of discontinuous problems by regularised
continuous systems, which are easier to solve.
We try here to identify the latent heat in a two-phase
Stefan problem. The identification, computed from mea-
surements, is set as the minimisation of a cost function.
A resolution method using a regularisation of the problem
is presented. It is based on convergence results allowing
the replacement of the discontinuous PDEs of the original
problem by continuous PDEs. The convergence of the
solution of the regularised problem towards the solution
of the original discontinuous problem is proved in an
adequate functional context. The resolution of this new
problem gives then an approximation of the latent heat,
avoiding the difficulties due to the discontinuities. Indeed,
the formalism of the calculus of variations is then applied
in a classical and straightforward way to the regularised
problem. The calculation of the gradient of the cost func-
tion is then greatly facilitated.
The original Stefan problem is presented in section 2.
Classical and enthalpy formulations are given as well as
proof of the existence and uniqueness of the solution. The
regularisation of the enthalpy function is introduced in
section 3, and the convergence of the regularised solution
towards the solution of the initial problem is proved. The
identification problem of the latent heat is presented in
section 4, in both the initial and regularised cases. The
convergence between the two cases is proved. Finally, the
detailed calculation of the gradient of the cost function is
given for the regularised problem.
2. TWO-PHASE STEFAN PROBLEM
2.1 Classical formulation
We consider between instants 0 and tf , a melting/solidifi-
cation problem where the liquid and solid phases belong
to interval Ω = [0, Lx] of R. We study temperature θ on
domain Q = Ω× [0, tf ].
For each instant t ∈ [0, tf ] we set:
Ω = Ωl(t) ∪ Ωs(t) ∪ {xf(t)} ,
where Ωl(t) and Ωs(t) correspond to liquid and solid
phases respectively, and where xf(t) represents the abscissa
of the melting or solidification point (see Fig. 1).
By denoting:
Ql = {(x, t) ∈ Q|x ∈ Ωl(t)}
and
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Fig. 1. Liquid and solid phases at instant t
Qs = {(x, t) ∈ Q|x ∈ Ωs(t)} ,
we get the following equations:
∀(x, t) ∈ Ql
ρ1C1
∂θ
∂t
(x, t) =
∂
∂x
(
λ1
∂θ
∂x
)
(x, t) + f(x, t) (1)
∀(x, t) ∈ Qs
ρ2C2
∂θ
∂t
(x, t) =
∂
∂x
(
λ2
∂θ
∂x
)
(x, t) + f(x, t) (2)
where f ∈ L2(Q) represents an external heat source and
ρi, Ci and λi respectively denote the densities, the specific
heat capacities and the heat conductivities in the liquid,
for i = 1, and solid phases, for i = 2.
At the liquid/solid interface S, defined by:
S = {(x, t) ∈ Q|x = xf(t)} ,
we have :
∀(x, t) ∈ S θ(x, t) = 0
and
∀(x, t) ∈ S
ρ2L
dxf
dt
(t) = −λ1 ∂θ
∂x
(x−, t) + λ2
∂θ
∂x
(x+, t) ,
where L corresponds to the latent heat.
The Fourier boundary conditions are given by:
∀t ∈ [0, tf ] λ1 ∂θ1
∂x
(0, t) = α0
(
θ1(0, t)− θex0
)
∀t ∈ [0, tf ] λ2 ∂θ2
∂x
(Lx, t) =−αLx
(
θ2(Lx, t)− θexLx
)
where α0 and αLx are positive constants and θex0 and θexLx
represent the outside temperature at abscissae 0 and Lx
respectively.
As initial condition we have:
∀x ∈ Ω θ(x, 0) = θ0(x)
where θ0 ∈ L2(Ω) verifies:
θ0(x) 6= 0 a.e. x ∈ Ω . (3)
2.2 Enthalpy formulation
From equations (1) and (2), we get the following formula-
tion:
∀(x, t) ∈ Q\S
C(θ)
∂θ
∂t
(x, t) =
∂
∂x
(
λ(θ)
∂θ
∂x
)
(x, t) + f(x, t)
in which we set:
C(θ) = ρ1C1 if θ > 0
C(θ) = ρ2C2 if θ < 0
and
λ(θ) = λ1 if θ > 0
λ(θ) = λ2 if θ < 0 .
Let β be the function defined by:
∀r ∈ R β(r) =
∫ r
0
λ(τ) dτ
and let H˜ be an enthalpy function defined over R by:
H˜(θ) = ρ1C1θ + ρ2L if θ ≥ 0
H˜(θ) = ρ2C2θ if θ < 0 ,
where the temperature θ is in degrees Celsius except for
an additive constant.
We then consider the following change in variable:
v = β(θ)
and we set:
H = H˜ ◦ β−1 .
Function H is thus defined by:
H(v) =
ρ1C1
λ1
v + ρ2L if v ≥ 0
H(v) =
ρ2C2
λ2
v if v < 0 .
Furthermore, remarking that:
∀(x, t) ∈ S v(x, t) = 0,
and that S is not necessarily a set of measure zero, the
discontinuity of H at 0 leads us to consider function H(v)
as a multivalued function.
We shall thus introduce a function w such that:
w ∈ H(v) ,
which means:
w(x, t) =H
(
v(x, t)
)
if (x, t) ∈ Q\S
w(x, t) ∈ [H(0−), H(0)] if (x, t) ∈ S .
With the help of the new variables v and w, we obtain
the enthalpy formulation of the Stefan problem introduced
in the previous section. This formulation is given by the
following equations:
∀(x, t) ∈ Q\S ∂w
∂t
(x, t) = ∆v(x, t) + f(x, t) (4)
∀t ∈ [0, tf ] ∂v
∂x
(0, t) = g0
(
v(0, t)
)
(5)
∀t ∈ [0, tf ] ∂v
∂x
(Lx, t) = gLx
(
v(Lx, t)
)
(6)
∀(xf(t), t) ∈ S v(xf(t), t) = 0 (7)
∀(xf(t), t) ∈ S
ρ2L
dxf
dt
(t) = −∂v
∂x
(
xf(t), t
)
+
∂v
∂x
(
xf(t), t
)
(8)
∀x ∈ Ω v(x, 0) = v0(x) (9)
where we set:
v0 = β(θ0)
and where g0 and gLx are functions defined by:
∀v ∈ R g0(v) = α0
(
v
λ1
− θex0
)
and
∀v ∈ R gLx(v) =−αLx
(
v
λ2
− θexLx
)
.
Moreover, from (3), we have:
v0(x) 6= 0 a.e. x ∈ Ω . (10)
2.3 Existence and uniqueness result
In order to formulate existence and uniqueness result, we
shall introduce the variational formulation associated with
equations (4–9).
Let ϕ ∈ H1(Q) such that ϕ(., tf) = 0 over Ω.
By formally multiplying (4) by ϕ and integrating over Q,
we obtain:(∂w
∂t
, ϕ
)
L2(Q)
=
(
∆v, ϕ
)
L2(Q)
+
(
f, ϕ
)
L2(Q)
.
By integrating by parts and using (10), we deduce the
following equation:
−
∫
Ω
H
(
v0(x)
)
ϕ(x, 0) dx−
(
w,
∂ϕ
∂t
)
L2(Q)
=
∫ tf
0
gLx
(
v(Lx, t)
)
ϕ(Lx, t) dt−
∫ tf
0
g0
(
v(0, t)
)
ϕ(0, t) dt
−
(∂v
∂x
,
∂ϕ
∂x
)
L2(Q)
+
(
f, ϕ
)
L2(Q)
(11)
which defines the variational formulation of the two-phase
Stefan problem.
We can now introduce, as in Nochetto [1985], the following
definition:
Definition 1. A function v ∈ L2(0, tf ;H1(Ω)) is called
weak solution of the Stefan problem given by (4–9) if there
exists a function w ∈ L2(Q) such that:
• w ∈ H(v);
• equation (11) holds for all functions ϕ ∈ H1(Q) with
ϕ(., tf) = 0 over Ω.
Let us now give an existence, uniqueness and regularity re-
sult for the two-phase Stefan problem (see Niezgodka and
Pawlow [1983] and Nochetto [1985] and its bibliography
for the proof).
Theorem 2. We suppose that θ0 ∈ H1(Ω) ∩ L∞(Ω) and
f ∈ L∞(Q).
Then, there exists a unique weak solution v in sense of
Definition 1.
Moreover, we have:
v ∈ L∞(Q) ∩ L∞(0, tf ;H1(Ω)) ∩H1(0, tf ;L2(Ω)) .
3. REGULARISATION OF THE STEFAN PROBLEM
3.1 Regularisation of H
In order to obtain a regularisation of the Stefan prob-
lem introduced in section 2, it was decided to approach
the function H through a sequence of regular functions(
Hn)n>0 verifying the following conditions:
• for all n > 0, Hn belongs to class C2 over R and has
first and second derivatives, H
′
n and H
′′
n , bounded
over R;
• the sequence converges uniformly toH on all compact
sets of R that do no include 0;
• for all n > 0, Hn coincides with H over the set:
]−∞, 0[∪
[ 1
n
,+∞
[
.
These properties will be required to prove the existence
and uniqueness result in §3.2 as well as the convergence
and continuity theorems in §§3.3 and 4.2.
From now on, we shall consider the sequence of functions(
Hn
)
n>0
defined over R by:
Hn(v) =
ρ1C1
λ1
v + ρ2L if v >
1
n
(12)
Hn(v) = av
5 + bv4 + cv3 +
ρ2C2
λ2
v if v ∈
[
0,
1
n
]
(13)
Hn(v) =
ρ2C2
λ2
v if v < 0 (14)
where we set:
a= 3
(
ρ1C1
λ1
− ρ2C2
λ2
)
n4 + 6ρ2Ln
5
b=−8
(
ρ1C1
λ1
− ρ2C2
λ2
)
n3 − 15ρ2Ln4
c= 6
(
ρ1C1
λ1
− ρ2C2
λ2
)
n2 + 10ρ2Ln
3 .
3.2 Regularised problem
We introduce a regularised problem by replacing, in the
enthalpy formulation (4–9), equation (4) by:
∀(x, t) ∈ Q ∂Hn(v)
∂t
(x, t) = ∆v(x, t) + f(x, t) (15)
and the initial condition (9) by:
∀x ∈ Ω vn(x, 0) = v0,n(x)
where we set v0,n = H
−1
n
(
H(v0)
)
.
Boundary conditions are kept unchanged.
By multiplying equation (15) by a function ϕ ∈ H1(Ω)
and by integrating over Ω, we obtain the variational
formulation of the regularised problem. We can then
introduce the following definition:
Definition 3. Let n > 0.
A function vn ∈ L2
(
0, tf ;H
1(Ω)
)
is called a weak solution
of the regularised problem if it verifies:
∀t ∈ [0, tf ] ∀ϕ ∈ H1(Ω)(∂Hn(vn(., t))
∂t
, ϕ
)
L2(Ω)
+
(∂vn
∂x
(., t),
dϕ
dx
)
L2(Ω)
+ g0
(
vn(0, t)
)
ϕ(0)− gLx
(
vn(Lx, t)
)
ϕ(Lx)
=
(
f(., t), ϕ
)
L2(Ω)
(16)
with the initial condition:
∀x ∈ Ω vn(x, 0) = v0,n(x) . (17)
In the same way as for the initial Stefan problem, we
give below an existence and uniqueness result for the
regularised problem.
Theorem 4. For all n > 0, there exists, in sense of Defini-
tion 3, a unique weak solution vn.
Proof. The regularity hypotheses made on functions Hn
allow to use a proof developed in Burger and Pogu [1991].
It is sufficient to adapt this proof in order to take into
account the boundary condition at Lx, which is assumed
to be zero in Burger and Pogu [1991].
3.3 Connection with the initial problem
The following theorem ensures the convergence of the
solution of the regularised problem to that of the initial
problem.
Theorem 5. Let v be the solution of the initial problem
given by Theorem 2.
For all strictly positive integer n, we note:
An(v) =
{
(x, t) ∈ Q, |v(x, t)| ≤ 1
n
}
and we assume:
∃M ∈ R ∀n > 0 ∣∣An(v)∣∣ ≤M 1
n
. (18)
Then, sequence
(
vn
)
n>0
, given by Theorem 4, converges
to v in L2(Q) when n tends to infinity.
Proof. This proof uses ideas developed in Grossmann
et al. [2001] and Nochetto [1985] where Stefan problems
are studied within other frameworks. Actually, Grossmann
et al. [2001] consider Dirichlet boundary conditions and
Nochetto [1985] studies an initial problem that does not
include a function w such that:
w ∈ H(v).
Due to shortage of space, the following calculations will
not be completely detailed.
Let n > 0 and ϕ the following test function:
∀(x, t) ∈ Q ϕ(x, t) =
∫ tf
t
vn(x, τ)− v(x, τ) dτ .
By using this function in (16) and by integrating over
[0, tf ], we obtain by means of an integration by parts:
−
∫
Ω
Hn
(
v0,n(x)
)
ϕ(x, 0) dx−
(
Hn(vn),
∂ϕ
∂t
)
L2(Q)
+
(∂vn
∂x
,
∂ϕ
∂x
)
L2(Q)
+
∫ tf
0
g0
(
vn(0, t)
)
ϕ(0, t) dt
−
∫ tf
0
gLx
(
vn(Lx, t)
)
ϕ(Lx, t) dt =
(
f, ϕ
)
L2(Q)
. (19)
Equations (11) and (19) then allow to write:(
Hn(vn)− w, ∂ϕ
∂t
)
L2(Q)
=
(∂vn
∂x
− ∂v
∂x
,
∂ϕ
∂x
)
L2(Q)
+
∫ tf
0
(
g0
(
vn(0, t)
)− g0(v(0, t)))ϕ(0, t) dt
−
∫ tf
0
(
gLx
(
vn(Lx, t)
)− gLx(v(Lx, t)))ϕ(Lx, t) dt .(20)
With similar calculation techniques as used in Grossmann
et al. [2001], we show that each term of the second member
of equation (20) is positive. It then follows:
(
Hn(vn)− w, ∂ϕ
∂t
)
L2(Q)
≥ 0.
Now, we have
(
Hn(vn)− w, ∂ϕ
∂t
)
L2(Q)
= −
(
Hn(vn)− w, vn − v
)
L2(Q)
.
Therefore, by introducing Hn(v), we therefore get:
−
(
Hn(v)−w, vn−v
)
L2(Q)
≥
(
Hn(vn)−Hn(v), vn−v
)
L2(Q)
.
By remarking that:
∀x ∈ R H ′n(x) ≥ p,
where we set p = min
(
ρ1C1
λ1
, ρ2C2
λ2
)
, the mean value
inequality then allows to write:
−
(
Hn(v)− w, vn − v
)
L2(Q)
≥ p‖vn − v‖2L2(Q). (21)
Let us suppose n > 1.
By using Cauchy-Schwarz inequality and properties of
An(v) and Hn and by writing Q as follows:
Q = An(v) ∪Q\An(v) ,
we obtain:∣∣∣∣
∫
Q
(
Hn(v)− w
)
(vn − v) dxdt
∣∣∣∣ ≤ K 1√n∥∥vn − v∥∥L2(Q)
where we set K =
(
ρ2L+
ρ1C1
λ1
)√
M .
We thus deduce from (21):∥∥vn − v∥∥L2(Q) ≤ Kp 1√n
which completes the proof.
Thanks to Theorem 5, it has been shown how the regu-
larised problem allows to approach the initial Stefan prob-
lem. This result will be used in the next section in order
to simplify the resolution of an identification problem.
4. LATENT HEAT IDENTIFICATION
4.1 Identification problem and its regularisation
The studied problem consists in identifying, from measure-
ments, the latent heat L.
We set ΩL = [L1, L2], where L1 and L2 are strictly positive
real numbers. For L ∈ ΩL, we write v(L; ., .) the solution
of the Stefan problem given by Theorem 2.
The identification problem then consists in minimising on
ΩL the cost function defined by:
∀L ∈ ΩL J(L) = 1
2
∫ tf
0
s∑
i=1
(
v(L;xi, t)− β(θˆ)(xi, t)
)2
dt
where s denotes the number of sensors and where θˆ(xi, t)
is the measure of the temperature performed at the point
of abscissa xi at instant t.
In order to establish the convergence result of §4.2, we
consider a theoretical framework in which we have mea-
surements at each point in time and space. In numerical
applications, it will be sufficient to perform an interpola-
tion from measures θˆ(xi, t).
We then replace the above cost function by a new function,
still denoted J , involving an observed state vˆ defined over
the whole domain Q. This function is defined by:
∀L ∈ ΩL J(L) = 1
2
‖v(L; ., .)− vˆ(., .)‖2L2(Q) .
The regularised formulation of this identification problem
is defined with the help of the regularised Stefan problem
introduced in section 3.
For n > 0, this new problem consists in minimising over
ΩL the cost function Jn defined by:
∀L ∈ ΩL Jn(L) = 1
2
‖vn(L; ., .)− vˆ(., .)‖2L2(Q)
where vn(L; ., .) denotes the solution given by Theorem 4.
4.2 Convergence between solutions
We shall show in Theorem 9 that the minimisation of Jn
allows to obtain an approximation of the minimum of J .
This convergence result is based on the continuity of cost
functions J and Jn. Due to shortage of space, we only give
the main arguments to prove these continuity results.
Theorem 6. Let n ≥ 1. Assume:
f ∈ L∞(Q)
and
θ0 ∈ H1(Ω) ∪ L∞(Q) .
Then, the solutions v of the initial Stefan problem and vn
of the regularised problem are continuous with respect to
L.
Moreover, v and vn are uniformly bounded with respect
to L.
Proof. The continuity of v with respect to L is obtained
by means of changes of variables and by using a continuity
result, with respect to the initial data, which is proved in
Niezgodka and Pawlow [1983].
The continuity of vn is proved with the help of the conti-
nuity of H
′
n with respect to L and by using a continuity re-
sult, with respect to parameters, for a nonlinear parabolic
system [Burger and Chen, 1995].
By studying the variations of H
′
n, we show that H
′
n is
bounded independently of L. A theorem, proved in Burger
and Pogu [1991], then allows to obtain that vn is uniformly
bounded with respect to L.
Finally, by using this result and the convergence of vn to
v, we obtain that v is uniformly bounded with respect to
L.
Corollary 7. Functions J and Jn are continuous on inter-
val ΩL = [L1, L2].
Proof. Thanks to Theorem 6, we can use the Lebesgue
dominated convergence theorem and achieve the an-
nounced result.
According to the above corollary, functions J and Jn reach
their minimum values on the compact set ΩL at points
denoted L⋆ and L⋆n respectively. Now, since the sequence(
L⋆n
)
n>0
is bounded, there exists a subsequence, which we
do not relabel, that converges towards a point denoted L¯.
In order to establish the convergence results of Proposi-
tion 8 and Theorem 9 below, we suppose that the constant
M , given in Theorem 5, is independent of the latent heat.
Proposition 8. Sequence
(
vn(L
⋆
n; ., .)
)
n>0
converges to
v(L¯; ., .) in L2(Q) when n tends to inifinity.
Proof. We adapt the proof of Theorem 5 to the present
case.
We replace v, vn, H and Hn by v(L¯; ., .), vn(L
⋆
n; ., .), H(L¯)
and Hn(L
⋆
n) respectively.
The proof is similar to that of Theorem 5 up to equation
(21). For the continuation of the proof, the same mathe-
matical tools, combined with the definitions of H(L¯) and
Hn(L
⋆
n), lead to:∣∣∣∣
∫
Q
(
Hn
(
L⋆n; v(L¯)
)− w)(vn(L⋆n)− v(L¯)) dxdt
∣∣∣∣
≤
((
ρ2L2 +
ρ1C1
λ1
)√
M
1√
n
+ ρ2|L⋆n − L¯|
√
Lxtf
)
∥∥vn(L⋆n)− v(L¯)∥∥L2(Q) .
We complete then the proof by using the following inequal-
ity:∥∥∥vn(L⋆n)− v(L¯)∥∥∥
L2(Q)
≤ 1
p
((
ρ2L2 +
ρ1C1
λ1
)√
M
1√
n
+ ρ2|L⋆n − L¯|
√
Lxtf
)
remarking that the sequence (L⋆n)n>0 converges to L¯ when
n tends to infinity.
Theorem 9. Sequence
(
Jn(L
⋆
n)
)
n>0
converges to J(L⋆)
when n tends to infinity.
Proof. Let n > 0.
The definition of L⋆n allows to write:
∀L ∈ ΩL Jn(L⋆n) ≤ Jn(L) . (22)
Theorem 5 leads to:
∀L ∈ ΩL lim
n→+∞
Jn(L) = J(L)
and, according to Proposition 8, we have:
lim
n→+∞
Jn(L
⋆
n) = J(L¯) .
Equation (22) implies therefore:
∀L ∈ ΩL J(L¯) ≤ J(L) .
We deduce therefrom:
J(L¯) = J(L⋆) .
The claim is confirmed.
The above theorem shows that the sequence
(
L⋆n
)
n>0
,
obtained by minimising the functions Jn, converges to a
point which achieves the minimum of J . Thus, if L⋆ is
supposed to be unique and if we choose n big enough,we
can identify the latent heat by solving the regularised
problem.
4.3 Resolution method
The resolution method introduced in this section consists
in determining the gradient of the cost function Jn with
respect to the latent heat L. This expression is actually
needed to implement descent methods in order to minimise
Jn.
Difficulties associated with discontinuities can be avoided
through the use of the regularised problem, justified by
Theorem 9. It is therefore possible to obtain the gradient
by means of classical techniques of the calculus of varia-
tions, as will now be shown.
We introduce an adjoint state pn, where pn ∈ {p : [0, tf ]→
H1(Ω)}, and a lagrangian as follows:
L (vn, pn;L) = Jn(L) +
(∂Hn(vn)
∂t
, pn
)
L2(Q)
+
(∂vn
∂x
,
∂pn
∂x
)
L2(Q)
+
∫ tf
0
g0
(
vn(0, t)
)
pn(0, t) dt
−
∫ tf
0
gLx
(
vn(Lx, t)
)
pn(Lx, t) dt−
(
f, pn
)
L2(Q)
where, to alleviate the writing, we used v and vn instead
of v(L; ., .) and vn(L; ., .) respectively.
After integrations by parts and by using the initial condi-
tion (17), we obtain:
L (vn, pn;L) = Jn(L)−
(
Hn(vn),
∂pn
∂t
)
L2(Q)
−
(
vn,
∂2pn
∂x2
)
L2(Q)
− (f, pn)L2(Q)
+
∫ tf
0
(
g0
(
vn(0, t)
)
pn(0, t)− vn(0, t)∂pn
∂x
(0, t)
)
dt
−
∫ tf
0
(
gLx
(
vn(Lx, t)
)
pn(Lx, t)− vn(Lx, t)∂pn
∂x
(Lx, t)
)
dt
+
∫
Ω
(
Hn
(
vn(x, tf)
)
pn(x, tf)−Hn
(
v0,n(x)
)
pn(x, 0)
)
dx .
By choosing pn to cause the Gaˆteaux-derivative of L with
respect to vn to vanish, we obtain the following adjoint
system:
∀(x, t) ∈ Q H ′n
(
vn(x, t)
)∂pn
∂t
(x, t) = −∂
2pn
∂x2
(x, t)
+ vn(x, t)− vˆ(x, t) (23)
∀t ∈ [0, tf ] ∂pn
∂x
(0, t) =
α0
λ1
pn(0, t) (24)
∀t ∈ [0, tf ] ∂pn
∂x
(Lx, t) = −αLx
λ2
pn(Lx, t) (25)
∀x ∈ Ω pn(x, tf) = 0 . (26)
We notice that the function Hn, defined by (12–14), is
differentiable with respect to L. This derivative will be
denoted ∂Hn
∂L
.
The lagrangian derivation with respect to L then gives the
following expression of the gradient of the cost function:
∇(Jn)L = −
(∂Hn
∂L
(vn),
∂pn
∂t
)
L2(Q)
− ρ2
∫
{x∈Ω, v0(x)>0}
pn(x, 0) dx
where pn is the solution of (23–26) and where we used the
initial condition (17).
5. CONCLUSION
An identification method of the latent heat in a two-phase
Stefan problem has been presented. It is based on the
regularisation of the jump occurring in the enthalpy for-
mulation of the Stefan problem. Convergence results have
allowed to replace the initial discontinuous problem by a
continuous one. This approach leads to a straightforward
use of the calculus of variations.
In a future work, this study may be extended to the two-
dimensional case or to other problems such as optimal
control problems.
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