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NOTAÇÃO MAIS FREQUENTE: 
- p,1 -Elementos da matriz de Projecção, P -..\(XTX) 1 X 1. 
- p,,, - ElE'fiY"ntos da matriz de Projecção, P, X,(X~X.). 1 X[. construída a 
rertir da matri z X em variáveis centradas. 
- p~,, - Elerrentos da matriz de Projecção, P, -zczrzj 1 Z 1 , cem z-[Y X]. 
- P to>r• - Elementcsdamatriz de projecção, P,0 - '<,, 1(X [, 1X,, 1)- 1X[,1, construída 
<:1 parti r da matriz X sem a observaçao i. 
- Õ~q - Variancia eles residLJOS calculada sem a observação i. 
-r, - i--ésimo resíduo studentizado (externo). 
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- u. ,, 1, i-és i roo resíduo predi tivo. 
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- Média da'S colunas de X. 
- x,,,1 -Média das colunas de x 01 em variãve is cen t1·actas, x,,,1. 
- x, - L i nha i da matr i z X. 
- x., - Linha i da matriz X, . 
- z, - Li nha i da matr iz Z=[Y X]. 
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O. INTRODUÇÃO 
Quando se está a trabalhar no âmbi to do Modelo de Regressão 
Li near Múltipla (MRLM, daqui em diante), acontece por vezes que 
a I guma ou a I gumas das observações não se adequam conven ien temente 
aos resu I ta dos est I rn ados, no sent ido e m que diferentes subcon juntos 
de o bservações proporei onam estimativas que estão 1 onge de serem 
seme lha n tes. Estâ-se numa situação e m que os parâmetros d o modelo 
são demasia dos sens t veis a a I gumas observações, c o I cea ndo prob 1 e mas 
não sO relati vos à sua estabi !idade, mas também à validade das 
condições de Causs-Markov, comprometendo consequentemente, qua 1 quer 
inferência estatística que lhe possa ser feita. 
As pr i nc i pais razões deste prob I ema assentam numa 
incorrecta expeci ficação do modelo e/ou na ex i stência de e rros nas 
observações Apesar de os modelos resul tarem de um corpo teóri co 
coerente, ne m sempre se clar ifi ca conveniente mente o tipo de relação 
fu nc i o nal existenLe entre as variáveis, por exempl o entre uma 
especi fi cação I inear ou log-1 inear. Quando a presença deste tipo 
de observações puder, por exempl o, ser imputada a um problema de 
esca l a, uma especificação log-1 inear pode reduzi r ou mesmo e liminar 
os seus e f eitos. Por out r o lado, qualquer model o, como uma sim-
PI i fi cação da rea I i da de, procura traduzi r os aspectos mai s re 1 evan tes 
daqui l o que o invest i gador conhece ou pensa conhecer . Ora, pode 
muito be m acon tecer que essa simplificação seja demasiado forte , 
no senti d o e m que as variáveis consideradas como as mai s relevantes 
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sejam em número insuficiente para a expli cação do fenómeno e m estudo. 
Em s uma, está-se numa s ituação em que a l gumas observações aparecem 
desart i cu l adas do modelo em conseq uência de uma má modelização. 
De out ro modo, se não houver razões para se duvidar da 
releva ncia do modelo com que se está a trabalhar então é porque 
algu mas das observações contêm erros . 
A presença de tais o bservações anda assoe i ada quer à 
v ar i áve 1 dependente quer às v ar i áve is inde pendentes. No prime i r o 
caso são gera lmente conhecidas na 1 i teratura pela designação de 
'outliers' e caracterizam-se por originarem res1duos e l evados em 
valor absoluto. No segundo caso, designadas por 'Jeverages', são 
caracterizadas pelo seu afastamento (significativo) face é!:> n~s-
tantes observações, no espaço das variáveis independen tes ' . Em 
consequência, quanto ma ior o afastamento de uma observação do seu 
'centro de g r avidade ', me nor a impor Uincia das restantes observações 
na determinação do v a I o r dos coe ficientes esti ma dos 
'Outliers' e ' leverages ' são os responsáveis pela presença 
de observações influentes, isto é, de observações que q uando 
remo v i das 1 evam a uma a 1 te ração substancia I nos resu I ta dos da 
regressão . No entanto nem todas as observações identificadas como 
1 - Rousseeuw e Leroy (1987), considerando o espaço das variáveis do m:delo, 
atribuem-lhe também a desi gnação de 'outliers na dira:::ção das var i áveis inde-
çendentes'. Quanto maior o afastamento de uma observação da média das observações, 
no espaço das var i áveis independentes do nx::del o , maior o seu 'efeito alavanca', 
no sentido em que o hi perplano ajustado, tende a deslocar-se na direcção dessa 
observação . No 1 i mi te, quando esse efeito é máxioo, o residuo asscciado é nulo. 
Caoo ta l , wna tradução çossive l para este term::J, pelo menos aquela que melhor 
reflecte o seu s ignificado, p::derá ser a de 'Efeito Alavanca da Observação ' . 
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'outliers' e/ou' leverages' são influentes, como severa no capitulo 
2. Por exemplo, 'outliers' associados a observações que no espaço 
das variáveis independentes estejam em torno da sua média, apenas 
i nf 1 uenc iam o termo autónomo do mede I o, sem afecta r os restantes 
coeficientes. 
Sendo pouco desejável a presença de 'ou ti iers' ou' Jev-
erages ', é importante para além da simples identificação, conhecer 
os seus efeitos nos resul tactos da regressão. Este estudo é conhecido 
na I i teratura por 'influênc ia das observações' que, no caso do MRLM, 
pode ser medida nos coeficientes de regressão estimados, no desvio 
padrão, na estatística t de Student, entre outros . 
Um dos primeiros trabalhos nesta área é devido a Cook 
( 1977) , com a apresentação de uma medida para avaliar o efeito de 
cada observação nos coeficientes estimados do MRLM. Desde então, 
têm-se desenvolvido vários tipos de abordagens que, em termos 
genéricos , podem ser classificadas em clássicas e robustas. Quanto 
á abordagem c lássica, as medidas ai propostas agrupam-se. de acordo 
com a metodologia uti I izada, nas seguintes: 
- Medi das fundamentadas na noção de função de influência 
do estimador [Cook (1977,1979). Cook e Weisberg (1980), 
Belsley, Kuh e Welsch (1980) e Atkinson (1981)]; 
- Medidas fundamentadas no volume de e l ipsóides [Andrews 
e Pregibon (1978), Belsley, Kuh e Welsch (1980) e Cook 
e Weisberg (1980)]; 
- Medidas fundamentadas na função de verosimilhança [Cook 
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e Weisberg (1982)]; 
- Medi das fundamentadas na estrutura dos v a I ores e vectores 
próprios da matriz das variáveis independentes [Belsley, 
Kuh e Welsch (1980)] e 
- Medi das fundamentadas em métodos Bayes i anos [Johnson e 
Geisser (1979, 1980)]. 
A identl ficação de observações influentes a partir de procedimentos 
robustos é essencial mente devida aos trabalhos de Rousseeuw (1984) 
e Hawk i ns, Bradu e Kass ( 1984). O prime iro método assenta na regressão 
robusta. uti I izando para o efeito um estimador que se obtém pela 
minimização da mediana do quadrado dos resíduos (LMS- Least Median 
of Squares). O segundo método parte da noção de conjunto elementar, 
seguindo posteriormente um procedimento sim i 1 ar ao anterior. 
Em face desta mui tipl i cidade, optou-se neste trabalho pelo 
tratamento da abordagem clássica , em particular pelo estudo da 
i n fI uênc i a fundamenta do no cone e i to de função de i nf 1 uênci a do 
es limador dos m .I n i mos quadrados. 
No 1 2 capl tu lo apresentam-se alguns conceitos que são 
fundamenta is para uma me I h ar compreensão do significada das medi das 
de influência. Após uma ligeira apresentação do MRLM, a atenção vai 
centrar-se no estudo da matriz de projecção, mediante a apresentação 
de algumas propriedades , bem como dos residuos do modelo, no sentido 
de formular os conceitos de 'Jeverage' e 'outlier' 2 , estudando 
si muI taneamen te a 1 gumas medi das para a sua detecção. 
2- Para um estudo mais aprofW1dado veja-se Hawkins (1980). 
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O 2 2 capitulo inicia-se com uma apresentação breve da 
noção de funçao de influência de um estatlstica, sendo derivada na 
secção 2. 2 a função de i nf I uênc i a do estima dor dos m 1 n i mos quadrados. 
Esta função é em geral uti 1 izada para estudar a robustez dos 
estima dores ou, di to de outra forma, a sua sens i b i 1 idade à presença 
de observações que se afastam do seu 'centro de gravidade'. Funções 
de i n f 1 uênc i a não I i m j ta das correspondem a estimadores que não são 
robustos, como é o caso dos mínimos quadrados. Atendendo a que esta 
função é deduzida em termos da população, propõem-se também algumas 
versões amostrais. Na secção seguinte procura-se fazer a ligação 
entre o conceito de função de i nf I uênc i a amostral e as diferentes 
medidas de influência das observações nos coeficientes do modelo, 
com a sua apresentação e discussão. 
A finalizar é feito no 3º capitulo uma aplicação a um 
modelo econométrico para a procura de moeda em Portugal, com o 
principal object i vo de elucidar e discutir alguns dos métodos 
ap r esen tactos. 
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1 . RES:IDUOS E MA= DE PROJEC:ÇÃO. 
PRIMEIRA ABORDAGEM A INFLUENCIA. 
O pri ncipa l o bj ectivo deste capítulo é evidenciar o papel 
desempe nhado pelos restduos e pela matriz de projecção no estudo 
da i n fI uênc i a . bem como a r e 1 ação destes com outros cone e i tos, em 
espec ia I com os de 'outl ier' e 'Jeverage'. 
Valores e levados para os restduos, geralmente associados 
à presença de 'otJtliers ' na variável dependente do modelo, podem 
ser ou não i n f J uen tes em a 1 gum ou a J guns dos resu l ta dos da regressão. 
De modo análogo, os 'Jeverages' presentes, associados à existênc ia 
de valores elevados da diagonal principal da mat ri z de projecção, 
podem ser o u na o i n fI uen tes. No capJ t~J I o seguinte ver ifi ca-se que 
as medidas d e influênc i a se baseiam numa combinação destes efeitos 
1.1. MODE LO E HIPOTESES. 
o est udo da influência que aqu i se ini c ia, centra-se no 
MRUI , 




Y-[YsYz .. y,.]T 
x, x., 
... j x,. x, x,. 
x-
x., x., XM 
p - [p,p, · · ~~)r 
U * (UsU2 .. u"]r 
Estas matrizes tem o seguinte significado: 
- Yé a matriz coluna das n observações da variável endógena 
e y, a i-ésima observação, i=1.2 .... ,n; 
- X é a matriz das n observações r e 1 ati v as a cada uma das 
k v ar i áve is exógenas e x 'J a i -és i ma observaçao da j -és i ma 
variável exógena, i"'l,2, .... n, j""l,2,. ,k. Para não 
sobrecarregar a notação v a i adm i ti r-se que x, representa 
a i -és i ma I i nha de X; 
- 13 é o vector~ dos k parametros desconhecidos; 
- U é o vector das n componentes da variável residual, 
não observáve I , e u, a v ar i áve l res i dua 1 correspondente 
à i -és i ma observação, i =1, 2, . . , n. 
A J ém da 1 i near i da de admitem-se subjacentes ao mode I o ( 1 .1) 
as seguintes hipoteses, 
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- independência 1 inear das co lunas da mat ri z x, r(X) =kl ; 
- a matr i z X é não estocástica, observáve l sem er r os 2 ; 
- o vector, U, das variáveis residuais. é ortogonal aos 
regressa r es no sentido de garant ir a consistência do 
est imador; 
- o vector U é aleatór i o3 com uma distribuição que se 
supõe conh ec i da. Em geral, admi te-se que U-N( O, a 2 ! 'f . 
O esti mad or clássico dos mínimos quadrados de f3 obtém-se 
pela minimização de (Y-X[3)r(Y-Xj3) e é dado po r , 
(1. 2) 
Ver i ficando-se as hipóteses subjacentes a o modelo, vai 
apresenta r-se, sem demonstração , um conjunto de pro priedades que 
serão ut i I izadas no decorrer deste capítu l o [veja-se Johnston (1984), 
cap. 5 ] : 
1 - O simOO!o r(.) representa a característica da matriz que figura dentro de 
parêntes is. 
2 - Esta h i pó tese será 1 evan tada ma is adi ante para a dedução da func iona l do 
estimador dcs minirocs quadradas. 
3 -A a leatoriedade da variéve l resi dua l decorre do seguinte; a presença do vector 
U no mede! o, deve-se simpl esrrente ao facto de cs JOCXiel cs constitui rem uma 
simplificação da realidade. Cerno tal, contemplam açenas as variáve is mais rel-
evantes para a explicação do fenómenO em estudo, deixando de fora uma infinidade 
de outras variáveis can um reduzido p::xier de explicação e sumariadas em U. E: 
então razoavel admiti r que estas sejam aleatórias. 
4 -A partir da nota anterior e admitindo-se que o número de variávei s insig-
nificantes, excluídas do rrn::leJo, e swnarizadas JXlr u., são independentes e 
identicamente distribuídas, então pelo Teorema do Li mi te Central prova-519 que a 
sua soma tem distribuição que tende para uma nonnal [veja-se Murteira, Eento 
(1990), vol.I, pag.386]. 
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1. Para o estimador ~verif icam-se as seguintes propriedades, 
a) ~ é esti mador centrado de (3, isto é , E(~) - ~ 
b) entre os est imadores centrados de f3. $, tem variância 
mínima com, Var(a)-a 2 (XrXf 1 
c) ~-N'(~.a'(X' X) .' ) 
2. Os v a I ores esti ma dos da v ar i áve 1 endógena o btê m-se por, 
(1. 3) 
em que P•X(XrXf 1 Xr é a matriz de projecção.5, e possuem as 
seguintes propriedades, 
a) E(l") - E(Y) - X~ 
d) ?-N"(X~.a'P) 
3 . Para o vector dos restduos estimados tem-se , 
(1 . 4) 0-Y-?-(1-P)Y 
a verificar, 
5- Esta matri z desempenha WTI papel fulcral no estudo da influência, sendo algumas 
das suas propriedades estudadas no sutx::apltulo seguinte. 
6- Cor( ... ) é o cceficiente de correlação das variáveis que figuram dentro de 
parêntesis [veja-se Murteira (1990), vol .1 , pég.l98]. 
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a) E(0)-0; 
b) V ar( O)- a'(J - P) 
c) Cor(ü.,,U 1 ) - (l-p,.)':,:·:.P11)1,1 
d) 0-N"(O,a ' {I - P)) 
1.2. MATRIZ DE PROJECÇÃO. PROPRIEDADES. 
Nesta secção e numeram-se algumas das principais pro-
priedades respeitantes à matriz de projecção, P -X(XTX)-•xr, dada 
a sua importância para as diferentes medidas de influência. Uma 
forma d e me lhor se compreender o papel da ma tr i z de projecção, P, 
é mediante a apresentação algébrica do MRLM , que abrev iadamente se 
passa a descrever. 
A) Significado da matri z de projecção no MRLM. 
Se ja, Y- X f3, um sistema J inear de n equações a k incógnitas 
em que o vector Y e as colunas da matriz X sao elementos (pontos) 
de um espaço eucJ ideano :Rn. Admita-se a inda que C(X) é um subespaço 
k-d imensiona l gerado pelas colunas da matriz X. Como em geral Y não 
pertence à variedade linear C(X)1, aque le sistema de equações é 
i mposs i v e I . Nestas condições, o método c 1 áss i co dos mini mos quadrados 
propõe uma so lução aproximada para 1'3, obedecendo ao cr itério da 
7 - veja-se fullcck (1979), pags 83-84. 
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minimização do quadrado dos erros. Em termos algêbricos esta solução 
pode ser vista em duas fases: numa primeira. projecta-se ortogo-
nalmente o vecto1 Y c$:~ no subespaço C(X). PY- f, mediante a 
utilização da matriz rle projecção P; numa segunda, calcula-se o 
vector~- a partir do sistema consistente. f - x(!. 
De modn analogo, como P projecta Ol~togonalmente qualquer 
vector de :Rn em C(\). conclui-se facilmente qne P projecta Y nela 
própria. P\-\'. e por-Lantn os residuos estimados do modelo (1 1). 
O. obtidos pela diferença. }'-r"'. podem ser vistos como a projecção 
Ol"togona I de > no subespaço complementar. ortogonal a C( X), por 
intermédio da rn~triz de projecção {1- P). 
Em sumu, 1) vec Lo r Y t :J<: ·~ pode ser decomposto em duas com-
ponentes: uma obtida pela projecção ortogonal em C(X), 9; outra, 
pela projecção ortogonnl no subespaço complementar. O. 
A abordagc'm ao ~IRLN pela via algébrica. permite não só 
r-ea l çar o pa pel da mnt.l-jz P, como uma matr i z de projecção, mas 
também a sua import8nci1) para a qua l i dade dos resul tactos da regressão 
em geral, na medida em que, a relação entre os verdadeiros valores, 
V, U e 13, e os co!~respondentes valores estimados,'?, O e~. dependem 
exclusivame n te desta matriz. Neste sen t i do, as hipóteses inicial-
mente formu ! adas para o vector U só podem ace i ta r-se para o cor-
responden te vector estimado O e conseque n teme n te para},. e~. desde 
que os e I e me n tos da matriz P obedeçam a um cer to tipo de comportamento. 
A violação destas hipóteses anda geralmen te assoc i ada à presença 
de obse r vações extremas e m X isto é, a potenciais observações 
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infl ue ntes. Este e outros problemas que fazem depender a performance 
do modelo relativamente à matriz P, serão abordados no decorrer 
deste capitulo. 
B) Propriedades da matriz de projecção. 
Para um estudo mais aprofundado destas propriedades, 
remete-se o leitor para os trabalhos de Pollock (1979), Belsley, 
Kuh e Welsch (1980), Huber (1973,1981) e Chatterjee e Hadi (1988) 
Uma primeira propriedade resulta da prOprja definição de 
matriz de projecção, dispensando quaisquer comentár-ios adicionais. 
Propriedade 1 . As matrizes Pe (I-P) são simétricas e idempotentes. 
Demonstração. Tendo presente a expressão da matriz P, resu J la 
imediatamente que pr - pe P 2 - P. 
Como conseq uência da propriedade anterior é possl ve1 
expressar os seus eleme n tos diagonais por, 
(1. 5) 
que constitui uma relação importante para a dedução de alguns 
resu 1 ta dos apresenta dos mais adiante. 





( c ) 
tr(P)=k ; 
tr(/ - P)=n-k 
Demonstração. Pelas propriedades do traço de uma matriz [veja-se 
Luis e Ribeiro (1985), pag. 75] tem-se para (a), 
tr(P) - tr[X(XT Xf 1 X r] 
- lr((Xr Xf 1 XT X] 
- tr(l) - k , 
em que I é a matri z identidade de ordem k. De modo análogo prova-se 
(b) Para demonstrar (c) faz-se uso da igualdade (1. 5). 
A propri edade seguinte, mostra que a matriz de projecção 
pode ser decomposta na soma de duas matrizes (de projecção). 
Propriedade 3. Seja X - [X 1 X 2 ] onde X 1 é de ordem nxq com r(X 1)=q e 
X 2 é de ordem nx(k-q) com r(X~=k-q. Consider e-se ainda que 
mente, a matriz de projecção para X 1, a projecção de X 2 no complemento 
ortogonal de X 1 e a matriz de proj ecção para w. Então a matri z de 
projecção, P, pode ser expressa por P-P 1 -+ P 2 
Demonstração. Veja-se Chatterjee e Hadi (1988), pág 1 6 e Pollok 
(1979). 
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Um caso particular decorre quando o modelo (1.1) tem termo 
autónomo. Considerando a partição X= [e XJ, em que e é um vector 
uni tá r I o de dimensão n, tem-se 
w -( 1-~eer)xz 
Como a matriz W mai s não é do que a matriz X em variáveis centradas, 
X c, fa z-se por conve niência de notação. W=X .=CX em que 
(1. 6) 
é a matri z de centragem. Nestas condições , tem-se pe I a propriedade 
(1.7) p ~ ~cer + x,cx; x .)- 1 x; 
ou para o i-ési mo elemento diagonal, 
(1 8) 
1 
- ~+ p ,., ' 
com p.11 -x •• cxrx .)- 1 xr,e xc~-(x,-X)a linha i da matriz X,,. onde X é a 
média das colunas de X. 
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As duas propriedades seguintes propore i onam um melhor 
conhecimento da estrutura da matriz Pe sua relação com os reslduos 
esl i mados. 
Pro rl edade 4. Os elementos da matriz de projecçao são I i mi tactos, 
ver i ficando-se o seguinte, para i=l,2, . . . ,n, J=1,2, .. ,n, 
(a) O~ Pu S.: I 
(b) - 0.5 ~ p,, ~ 0.5 I+ J ; 
(c) se p" - I então p,1 - o, para todo o j+i 
(d) se p .. - o então p,1 - 0, para todo o j ; 
(e) se a matriz X contém uma coluna constante. isto é, se o modelo 
C 1 . J ) tem termo au tOnomo, tem-se 
- n ·l ~Pu S.: l 
- t P ., • I 
,., 
Demons tração. A demo nstração das allneas (a). (b) e (e) pode se 1~ 
vista e m Chatterjee e Had i (1988), págs 17-18. Para (c) vai partir-se 
da i gua l dade (1.5). Quando p,.=1, tem-se Pu "" P~ e, pe l a a l fnea (a) 
desta propriedade, a igualdade (1.5) só é verif i cada pa r a L pf1 =0 (/•1) 
isto é, quando p,,-o para todo o j diferente de i. Para demonstrar 
(d) procede-se de modo aná l ogo . 
Propri edade 5 . A re l ação entre os elementos de P e os resld uos, 
para i=1,2,. ,n e J =l,2, .. . , n , é dada por: 
-15-
(b) PuP 11 -P~1 ~0 ; 
(c) p 11 •ú~IO'T0'5.1 
Demonstração. Tendo presente (1.3) c) e (1.4) c). Lem-se de imed iato 
(a) e (b), respectivamente. Para uma demonstração de (c), veja-se 
Chat terjee e J-ladi (1988), pag. 19-::.w. 
As a l lneas (c) e (d) rla propriedade 4 apresentam duas 




(] .10) U~'-'(1 p,.)y,- 1~1 p,1 y 1 
J-es pec t j vamen te. quando Pa ~ ay ,I ày =O, então da propriedade 4, a 1 i nea 
(d). deduz-se que y,=O i sto é, Y ~ não é afectado pel o comportamento 
de y,, sendo o correspondente resíduo esti mado igual a y,. No extremo 
oposto, quando p
11
=1, tem-se, pela mesma propriedade a 1 i nea (c). 
y,-y, isto é, y, é determinado exclusivamente a partir da observação 
y, e, consequentemente, u, - o. Estas s ituações são, como se disse. 
extremas, sendo pouco provãve I a sua ocorrência num problema 
concreto. Definem en tretanto duas polaridades, entre as quais se 
deve dar particu lar atenção aos valores elevados de p.,. Por o u tro 
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lado. estabe l ecem uma importante relação entre os resfduos e os 
elemenLos da matriz das variáveis explicativas. x. por intermédio 
de P. como se deduz explicitamente da proriedade 5(c) Em parti cu lar. 
a um valor e l evado (r-eduzido) de p,. corresponde um valor reduzido 
(elevado) de U, e portanto, a ideia que frequentemente se tem de 
considerar as ' boas' observações como aquelas que têm associarlas 
res i duos i ns i gn i fi cantes, não é em gera 1 verdade i r a. Como se v i u 
na introdução, I inhas de X muito afastadas da sua média, forçam o 
hiperplano ajustado a passar por esse ponto. 
Esta relação foi inicialmente estudada por Behnken e Dcaper 
(1972), confrontando o compOI-tamento das variancias de y. e a,, com 
o posicionamento de-"· no espaço :K~. A sua importttncia está associada 
à maior ou menor dificuldade na identificação de 'outliers' no 
modelo (1.1). Se por hipótese se adm ite que y 1 é um 'nutlier'. o 
sucesso da sua identificação, a partir da analise dos residuos. 
depende do correspondr-::>n te v a I o r assumi do por Pu· Em parti cu I ar, um 
va l or e levado dificulta a sua identificação em virtude rle a, se 
aproxi mar de zero. De modo análogo um valor reduzido de p, pode, 
eJTadamen te, 1 e v ar a aceitação de y, ser um ' out 1 i e r' 
Este problema Lem levado ao desenvolvimento de difeJ-entes 
transformações dos reslduos, no sentido de minorar algumas das suas 
deficiências, como se verá mais adiante. 
A relação. que implicitamente se tem analisado. entre os 
elementos diagonais da matriz P e o posicionamento das I inhas de X 
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no espaço :R~. pode ser vista a partir de um resul tacto geométrico 
inter essante. O conjunto de pontos, xESt~ que satisfazem a desi-
gua Idade, 
(1.11) 
determinam um e l ipsoide, contendo o ambiente convexo dos n pontos 
x,. Em conc lusão, I inhas de X associadas com pontos próximos da 
fronte ira do elipsóide, correspondem a va l ores elevados da diagonal 
pri nc i paI de P, isto é . a 'Jeverages' em X que, segundo Hoagl i n e 
Welsc h (19 78), podem ter uma i nf I uência consideráve l nos coe ficientes 
esli mados do modelo. 
Os factores que determinam o posicionamento destes pontos 
de ~·no e lipsóide (1.11). dependem não só do afastamento face à 
sua média, mas também da es tru tu r a dos v a 1 ores e vectores próprios 
da matri z x. Para ta l admita-se que a matriz X tem uma coluna 
constante e tome-se o modelo (1. 1 ) em variáveis centradas. 
(1 12) 
onde 
0. 13) Y, • CY 
x, - cx 
~' - [~ , .. ~.l' 
e C tem o significado dado em (1.6). 




é a matriz dos vaI ores próprios e 
a matriz dos vectores próprios associados. Então, apresentando a 
inversa de ( 1 . 14) por , 
e substituindo posteriormente em (1.8), com x,1 •(x 1 -X) obtém-se 
(1.15) 
.!. t[(x,-::q ']' 
n 1• 2 "A. 1 
Sendo e,, o ângulo que o vector própr i o q_ 1 faz com (x,-X), o coseno 




Por esta decomposição da matriz P conclui-se que Pu é elevado se x, 
estiver multo afastado de X, e ainda, se estiver substancialmente 
na direcção de um vector próprio associado a um valor próprio 
pequeno. 
A propriedade que a segui r se apresenta. r e 1 aciona os 
elementos diagonais da matriz P com a dimensão da amostra, 
estabe lecendo a possibilidade de minorar os efeitos da presença de 
'Jeverages ' em X, aumentando a dimensão daquela. An tes da sua 
apl~esentaçã o, vai dar-se, sob a forma de lema, um resul tacto que é 
importante para a demo nstração da prop i edade seguinte, conheci do 
como teorema de Sherman-Morr i son-Woodbury (veja-se Henderson e 
Searle (1981)]: 
Lema 1 Sejam A e D matrizes não singulares de ordem k e m 
respec tivamente e B e C de ordem (kxm) Nestas condiçOes, prova-se 
que a inversa de (A ... BDCr) existe e é dada por 
(A- BDCrf' • A ~ 1 + A~ 1 B(D~ 1 - C r A. 1 B)~ 1 Cr A~ 1 
Propr iedade 6 . Seja X uma matr iz de ordem nxk, com r(X)=k. Então, 
para k fixo, os elementos diagonais de P, Pn• i=l,2, ... ,n, são não 
crescentes e m n 
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Demonstração. Seguindo Cook (1979), seja x,,>a matriz que se obtém 
de X excluindo a I inha i 8 . O elemento de ordem (r, 1) da matriz de 
projecção calculado a partir de x,,> e representado por Pc,>r' é dado 
por Pc,>r,-x,(X[qXc,>)- 1 xT. Aplicando o lema 
ao seguinte 
(1.17) p,,p a 
Pc,Jrl "' Pr,"'"~ , para r,l,.i 
à expressão 
Para o r-ésimo elemento diagonal, quando l=r, (1.17) reduz-se para 
(1.18) 
Como OS puS I e p~,I(I-pu)>O tem-se imediatamente que Polrr>p,, para 
todo o r isto é. os elementos diagona i s da matriz de projecção são 
não crescentes quando se adiciona a I inha (observação) i à matriz 
x,,r 
R e 1 ati vamen te à demons traçao anterior admiti u-se 
implic itamente a ex i stência da inversa de X[,>X<•J· Atendendo a que 
[Veja-se Belsl ey, Kuh e Welsch (1980) , pag.65) 
( 1.19) 
8- O tndice (i) refere-se à emissão da ohservação i , qualquer que seja a variável 
C vector ou matri z). 
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uma condição necessária e suficiente para que rCX[,>x,,}) =k é dada 
pe l a não nu l jdade do determinante (1.19) [veja-se Luis e Ribeiro 
(1985), pag.121]. Ora, como por hipótese r(xrx)=k, (1.19) será não 
nu lo desde que p 11 " I. 
Sendo P e (1- P) matrizes idempotentes, a sua estrutura em 
termos de va l ores e vectores próprios é apresenta da a segui r. 
Propri edade 7. As matri zes P e (!- P) têm v a 1 ores próprios iguais a 
O e 1. Em particular, P tem (n-k) valores próprios iguais a O e 
iguais a 1. De modo anélogo (1-P) tem (n-k) valores próprios iguais 
a 1 c k i gua í s a O. 
De mon s tração. Veja-se Luis e Ribeiro (1985), cap.6. 
1. 3. PRIMEIRA ABORDAGEM A INFLU~NCIA. 
Deu-se a conhecer na í n troduçao deste traba I h o que as 
diferen tes medi das de i nf I uênci a das o bservações, procuram ava 1 i ar 
o seu impacto nos pa rametros esti mados do MRLl-1, a parti r da í nformação 
proveni ente da matriz de projecção e dos resíduos. A presença deste 
tipo de observações leva a uma ai teração substanc ial dos coefi cien tes 
est imados do mode l o e a minoração ou a total e liminação dos seus 
efeitos, nem sempre é tarefa fácil. Os factores que estão na sua 
Origem, devem-se à presença de 'outliers' e/ou 'leverages' e, esta 
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i den ti f J cação pode, por vezes, ajudar a mi nora r os seus efeitos 
Neste sentido, vão apresentar-se, separadamente para O e P, algumas 
das medi das mais comuns na 1 i ter atura. 
1. 3 . 1 . RES!DUOS E I NFLUeNCIA. 
A impossibi I idade de observar a variável aleatória, u, 
leva a considerar os reslduos estimados, O, como a melhor aproximação, 
dada a relação existente entre O e U. Esta relação, impltci ta em 
O .4), é evidente quando se substitui Y pela sua expressão (1.1), 
obtendo-se 
(1. 20) 0~(1-P)(X~•U) 
•(1-I')U 
Como ta I , é desejável que O herde tanto quanto possfvel as pro-
priedades deu. No entanto. devido a (1.20) e a (1.4) b) e c), isto 
é, à dependência entre O e a matriz P, tal si tuaçao nem sempre é 
verif icada. Em particular. uma ou mais observações extremas e m X, 
podem levar à violação das hipóteses referentes é homocedasticidade 
e não autocorrelação dos restduos. Pelas mesmas razões, a uti 1 ização 
do critér io m~x{!l,), pa,~a a detecção de eventuais 'outliers ' em Y 
só seré. fiável, se os correspondentes va l ores diagonais de P não 
se afastarem ' signi f i cat i va mente ' da sua média. Dito de outra forma, 
os va l ores de ü, variam negativamente com os correspondentes Pu• 
i=l,2, .. ,n, pelo que ii., reduzido pode corresponder a uma obser vação 
y, que é um 'ou ti ier'. 
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Em s uma, mesmo q ue os e l e mentos deu sejam independentes 
com i g ual var i a n c l a, (1. 20 ) e (1. 4 ) b ) e c) mostram q ue o mesmo não 
se passa com os e l e me nto s d e O, a não ser numa situação h ipotética 
e m que a mat r i z P se j a di agonal. 
Neste sen t ido, pa r a var i ações acentuadas de p", 
i= l ,2 , . .. , n, Be hnke n e Drape r ( 1972 ) acon se lha m a q ue, numa a ná l ise 
de d i a g nOs ti co, se tra ba I h e com uma t r a ns f ormação dos r es i ctuos 
ord inári os , no senti d o d e uI trapass ar a 1 guns dos seus i nconven i e n tes. 
Para o propósito des t e t r a ba lho, va i considerar-se um tipo de 
trans f ormação q ue cons i s t e, e m t ermos genéricos, na eli minação da 
sua depe ndê nc i a do f ac to r de esca l a9 . Margo I i n ( 1977), des i g na - os 
por r es íduos s tu dent izados . Mai s ta rde , Davies (.1981) s ubd i v i de - os 
e m duas c l asses: s tudenti zação interna e e x te1na [ re f erenc iado e m 
Coo k e We i s berg (198 2 ) )10 
A) Studenti zação inte rna dos resíduos.'' 
De a cordo c om o precedente, e s t es r es íduos obtêm-se 
d ividindo os res lduos ordi nários por um estimad o r da sua escala 
9 -Note-se ror (1.4.d) que a, tem uma distribuição que é dependen t e de um factor 
de esca l a pois, a sua variência é função de 0 2 e de p 11 • 
10 -A diferença entre studentização interna e externa é dev ida a Davies (1981) 
e baseia-se no seguinte: dividindo uma estatt stica , V, dependente de um factor 
de escala, ror wn estimador de escala, T, obtém-se uma estat1stica can wna 
di s tribuição que não de~ de qual quer factor de escala. Se V e T forem 
construtdas a partir das mesmas otxservaçCes, serão dependentes; em OPJSição, 
serão independentes. Estes , designam-se por studentizaç.ão interna e externa, 
respectivamente. 
11 --Q:ok e Weisl:erg (1982) atribuem-lhe a designação abreviada de resíduos 
studentizadas. Outro:; autores, designam--os çor resíduos standart i zados. 
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[ Behnken e Draper (1972). pag. 103]. A tendendo a que, por (1. 4) b). 
Var(üi}=o 2 (l - p 11 ), um estimador 'natural', obtém-se substituindo 0 2 
por ô 2. Nestas condições tem-se 
(1. 21) 
t, • Ô(l-pn) "~ , t - 1,2, . . . ,n 
ü, 
Ellenberg (1973), [referenciado e m Cook e Weisberg (1982) , 
pág.lS] deduz a distribuição conjunta para um subconjunto de m 
( <n-k) resíduos studentizados. Para m=l a distribuição de cada t ,, 
é apresenta da no seguinte teorema. 
Teorema 1 1. Se r(X ,,})=k e se verificam as hipóteses inicialmente 
postu l adas para U, então para i=l,2, .. n 
-1 '--Be[~.!(n-k - I) ] 
n-k 2 2 
onde Be se refere à distribuição beta. 
Demonstração: veja-se Cook e Weisberg (1982), pags.lS-19. # 
Dada a dificuldade em conhecer os valores da distribuição 
beta, sem o recurso de meios ou 'packages' informáticos, não é 
frequente a utilização dos res 1 duos ( 1 21) na detecção de 'ou ti i ers' . 
A importânc ia de tais resíduos deve-se, essencialmente, ao facto 
de integrarem algumas das medidas de influência que serão apre-
sentadas no capl tu I o seguinte. 
-2:;... 
B) Studentização externa dos reslduos'2 
Esta operação , requer um outro esti mador para a 2 , de forma 
a que númerador e denominador de (1. 21) sejam independentes. Belsley, 
Kuk e We l sch (1980), Atkinson (1981),Cook e Weisberg (1980,1982), 
ent r e outros, propõem que se estime o parametro a não considerando 
a o bservação i , 
(1 22) 
·z (n-k)Ô 2 -~ 
o- ,1> = n- k- l 
_ .,(n-k -t,) 
-a ---n-k-1 
Nestas cond i ções, em a l ternativa a (1.21) obtém-se, 
(1. 23) ü, 
r, - â(')(l- Pu) 112 
Este tipo de res.iduos têm desempenhado importante papel 
na detecção de 'outliers', sendo vasta a literatura ex i stente nesta 
área. A derivação de ( 1. 23) pode ser, em a I terna ti v a, precedi da 
pe la construçao de um modelo (Nean Shift o utl i e r Node l , na 1 i teratura 
i ng 1 esa ), e m que se suspeita que uma , ou um conjunto de observações, 
por exempl o a observação i, é um ' outl ier' . Nestas condi ções esti ma-se 
o modelo, 
(1. 24 ) 
12 -Na 1 i teratura, é fre::]uente a uti 1 ização de outras designações para este ti PJ 
de resíduos. Belsley, Kuh e Welsch (1980) , atribuem a tenninologia genérica de 
restducs studentizados (apenas), ou abreviadamen t e RSTUDFNI' . Atkinson (1981) 
designa-os por res íduos Jackknife (dada a sim i 1 i tude cem este estimador). 
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onde d , é um vector co luna de dimensão n, com o 1-ésimo elemento 
igual à unidade e os restantes nulos eu· tem as mesmas propriedades 
deu. Um valor não nulo para o parametro ct~ impli ca que a observação 
i é um ' outl ier' . A regra de teste será então, 
H,< E(Y) ·X~ 
H,, E(Y) · X~ ·d, $ 
Para testa r H 0 versus H r con s tro i -se a segui nte esta t 1 s ti ca, 
(1. 25) o'o- o·'o· 
F ,· o·'O.I(n-k-1) 
que, quando H 0 é verdadeira, tem distribuição F com 1 e (n-k-1 ) 
graus de I i berdade. No e ntanto, como 
a expressão ( 1 .25) é s imilar a (1.23), isto é F, - r~. 
O princ ipal prob l ema da ut jl ização deste tipo de residuos 
para a detecção ele 'outliers ' , e portanto para a detecção ele 
potenciais observações influentes, prende-se com o facto de sob H 1 , 
r~ segu i r uma distribuição F não central, com parametro de não 
centralidade 4l z(l - pu)loz, que varia inversamente com p 11 , dificul-
tando a di stinção entre a distribuição de r~ sob H 0 e H 1• 
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Refi ra-se a i nda que quando a observação candidata a 
'ou t 1 i e r' é desconheci da, uma regra prã ti ca consiste em tomar 
máx 1 s1s,.lr,J, rejeitandoH 0 sempre que máx 1s1s,.J r, >t,. 12,.(n-k-J)13. Este 
procedimen to limita a probabilidade do erro de 1~ espécie em a'' · 
Uma derivação não menos i nteressante desta esta t 1st i ca 
pode ser vista em Atkinson (1981). Se j a a(,1,-y,-x,fl(•>• i =1,2, ... ,n, 
o resfd uo ca l cu l ado em i quando y, não é uti I izado na estimação 
(vulgarmente con hecido por i - és imo reslduo predictivo) A 
estatlstica t para ava l iar a diferença y,-x,!1,, 1 ê designada residuo 
Jackknife por Akti nson e é dada por, 
(1. 26) 
r ' - Üc•>• 
' o,,>[ i +x,(X[c>X cq) ' \.!] ''z 
onde x,,> é a matr i z que se o bté m de X omit i ndo-se a linh a i. De 
acord o com We i sberg (1980), 
(1 . 2 7 ) 
e, tend o e m atenção qu e os resíduos ordi nér i os e predi ti vos se 
re lac i o na m por , 
- a, 
u,,>,-~ 
13 Cook e Weisberg (1980) , sugerem que se tane = regra 
máx u u ,. I r , I> t p .... n~C n - /c - I) em v irtude de ser mais p:>tente em observações can 
Pu e l evado . 
14- A est e rest:e i to vej a-se Kramer e Sonnberger (1986), pág .85. 
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[veja-se Cook e Wei sberg (1982), pag. 33]. a igua Idade (1. 26) coincide 
com (1.23). 
Como vai ver-se no capitulo seguinte, a opçao por um destes 
tipos de resfduos tem estado na origem da apresentação de diferentes 
rnerlidas da influência. A preferência de alguns autores como Be1sley. 
Kuh e Welsch (1980) e Atkinson (1981), por r 1 fundamenta-se no 
seguin te: 
(a) r 1 tem uma distribuição fac i I ment e manuseável; 
(h) r, parle ser interpretado como a estat1stica t pnra o teste 
de significtmcia do parãmet r o o no modelo (1 24); 
(c) r 1 reflecte mais acent•Jadamente valores elevados pois, quando 
l~-l(n-k), rt-Ho; 
(d) o esti mador de o, õ-,11 , é robusto relativamente à observação 
i . 
O debate sobre a utilização de t, ou r 1 nas diferentes 
medidas de inf l uência é retomado no capltulo 2. 
1.3.2 MATRIZ DE PROJECÇÃO E INFLUtNCIA . 
A) El eme ntos di agonai s de P 
A tendendo a que uma observação i nf I uente pode estar 
associada à presença de 'Jeverages' em x, uma possf vel medida , 
baseia -se no estudo dos elementos diagonais da matri z p. A questão 
que desde l ogo se co l oca, é a de saber a partir de que valores de 
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p,, i=l,2, .... n. a correspondente observação pode ser considerada 
como 'l everage' e, portanto. como potencial influente. A resposta 
a esta questão não é unânime na I iteratura devido â inexistência 
de um pror:edirnen to matemático que conduza a um unico valor critico 
para p,.. 
Huber (1973. 1981), interpretando t/p., como o número de 
ohservaçoes equ i v a 1 entes que determinam y., afirma que devem ser 
cons i det-adas c r f t i cas observações correspondentes a um v a 1 o r rle 
p,;>O. 5, sendo a s i luação i dea 1 quando P u < O. 2 1 .s . Portanto. para 
q11e uma observação não seja extrema. y, deve ser determinada por um 
numero razoével de observações equiva len tes. y. nunca inferior a 
dois 
Um outro proced i men Lo, mais comum na 1 i teratura. consiste 
pm tomar a média dos elementos di agonais de P. q ue pela propriedade 
2, a J f neé.l (a), é i gua I a k/n. comparando-os posteriormente com cada 
p.,. i =1, 2, . . . n. Seguindo Behnke n e Dr a per (1972), se a um espaçamento 
homógeneo das I inhas de X cor r espondem elementos diagonai s de P em 
torno da s ua méd i a, Hoagl in e Welsch (1978) propõem, corno regra 
pt·ãt i ca, que se considerem extremas, 1 inhas de X associados a 
p,;>2k/n. Uma forma de c hegar ao resul tacto propos to por Hoagl in e 
We!sch. consi ste e m contornar a hipótese da não aleatoriedade da 
matriz X, s upo ndo que as k va riáveis explicativas são independen tes 
15 - E'..<5te valor limite é prop:lSto p:Jr Huber(1981),pags.157-162, em estreita 
re lação com o estudo da consistência do est imador. Segundo este, só é p:xssivel 
garantira consi stênc ia de qua lquer combinação linear de~, se ~~;p 11 -.0, quando 
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com di str i bu ição norma J multi dimensiona 1 de ordem k I 6 . Representando 
por x~c•> o vector da média dos regressares da matriz X, c•> isto é, da 
matriz X em variéveis centradas, a que se excluiu a observação 
(linha) i, pode-se uli lizar a estatística Ade Wilk para dois grupos 
onde um deles é constituído por um único ponto, x.,-(x,-X), com a 
seguinte expressão, 
(1. 27) 
Simpl i fica ndo o númerador de (1 27) [Veja-se Bels l ey, Kuh e Welsch 
(1980), pag.67] obtém-se. 
(l. 28) n 1\(x~,)- I -~p.., 
-n: l (I-p.,) 
Nestas condi ções, prova-se que [veja-se Rao ( 1973), pag.570], 
(1. 29) 
n- k[ 1-1\(x")]-F(k- I, n- k) 
k- I /\(xc,) 
ou, atende ndo a (1 28), que 
16 - Esta hi pót ese é a.{:efla.S ut ili zada CCJIOC) or i entação para a determinação de wn 
va lor crit ico para Pu· 
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Belsley, Kuh e Welsch (1980), mostram que para k>lO e 
n-k>50, o valor da estat1stica F a 95% é inferior a 2 pelo que 2k/n 
constitui um bom valor de referência, a partir do qual uma dada 
observaçào. x, é considerada como extrema. 
B) Di s t a nc i a de Ma ha l a nobi s . 
No caso de o modelo (1.1) ter termo autónomo, pode-se 
medir o afastamento das linhas de X, entendidas como pontos de ~t, 
face ã média das suas colunas, por intermédio da chamada distancia 
de Mahalanobis. Viu-se anteriormente que um procedimento passivei, 
para medir o afastamento de x, face a X, pode ser dado pelo cálculo 
rle. 
No entanto, se o objectivo for o de medir o afastamento de x,, não 
r e I at i vame n te à média das co I unas de X, mas às r estantes 1 i nhas de 
X (en tenda-se, pontos de :R"'), é n a t u r al exc l uir x 1 quer de X quer 
de (n-1)" 1 (X[X.)" 1 • Sendo x<{l)""(n- l )" 1eTXc(l) a média das co l unas de 
X•c•J• isto é, das colunas de X c sem a 1 inha i , a distancia de 
Maha l anob i s é dada por, 
(1. 30) 
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Atendendo a que a média das colunas de x. é nula , n- 1erx.-X.-o, a 
média das colunas de X•t•>• X•<•>• é não nul a, com [ veja -se Chatterjee 
e Hadi (1988), pag.l02]. 
Xc(t)- ~eT Xc(t) • -~X., 




A relação entre/\., e MD é, para o mesmo i=1 ,2, _ .. ,n, dada 
1 -/\ (n -1) 
-~=--~MO 
A n(n- 2) 
podendo-se uti l izar, como referência, a estatística de Wilk para a 
determinação de um I i mi te super i o r para MD. 
C) E l eme n tos diagona i s de P~. 
Uma das principa i s desvan tagens das med idas anteriores, 
prende-se com o fac to de es tas desprezarem a info rmação contida em 
Y. Esta informação pode ser introduzida, alongando a matri z X com 
o vector Y isto é , construi ndo a matr i z Z-[Y X]. de ordem nx(k+l). 
Para a matri z z. a correspondente matriz de projecção, P ,., seré 
(1. 33) 
_____ -33~- --------------------------
e a tendendo â propriedade 3, a matriz p ~ pode ser decomposta na soma 
de duas matrizes. obtendo-se 




ou para o i-ésimo elemento diagonal, 
(l. 35) ú~ 
P~u-Pu ... oro 
Pela proriedade 5, os p~., são também inferiores à unidade e serão 
tanto mai ore~ quanto maiol-es a, e/ou p.,. Para a determinação de um 
valor ' crf tico '. pode-se proceder de formf1 análoga à que se fez 
para os e I E'men tos diagonais de P. 
Esta medida proporciona de alguma forma, uma ideia da 
influência de cada par z, nos resultados da regressão. No entanto. 
os resultados onde essa influência se faz notar não é c lara. Por 
outro lado, a sua dedução carece de fundamentação teórica. Uma forma 
na tu r a 1 ele abordar a i n f lllê n c i a parte da noção de função de i nf 1 uênci a 
teor i c a que se passa a descrever no capi tu 1 o seguinte. 
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2. FUNÇÃO DE INFLUE:NCIA E INFLUE:NCIA 
DAS O:Bs:ERVAÇOES 
O conce 1 to de função de i n fI uênc i a foi apresentado e 
estudado por Hnmpel (1968,1974), em estreita relação com a noção 
de robustez 1 • Mui to genéricamente, esta função é construi da pon-
tua lmente e procura medir a influência que uma particular observação 
tem sobre o estimarlor. Um estimador será classificado de robusto 
se esta função for limitada, isto é, se as estimativas obtidas não 
variarem significativamente. quando se é confrontado com a presença 
de observações extremas. 
Uma grande parte deste trabalho vai-se basear na noção de 
função de influência, não com o objectivo de ava l i ar ou propor 
estlmadores t-obustos, mas de estudar as consequências da presença 
de observações extremas, na performance dos resultados estimados, 
quando estes se obtêm a partl r de estimadores que não são robustos. 
Os fundamentos deste conceito. remontam ao trabalho 
iniciado por Von l\1ises (1947), com a criação da c l asse das funcionais 
estatísticas. Neste sent ido inicia-se com uma breve exposição do 
seu método, não sO pela razão apontada mas , essencia lmente, por 
per·m i ti r uma melhor compreensão da noção de influência. 
1-Inic iaJnente, Hampel designa-a çor curva de influência. SOmais tarde se faz 
a sua generalização para o caso n diiiEilSional. 
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2.1. NOÇÃO DE FUNÇÃO DE INFLU~NCIA. 
A) Funcionai s estatíst i cas e expansões de Von Mises. 
Seja, x 1 •• "· 2 , •.. x ... uma amostra casual de n variáveis 
aleatórias, com domfnio no espaço amostral f12, indepententes e 
identicamente distribufdas (iid), com distribuiç3o F,3 e F .. a 
correspondente função de distribuição empJrica, dada por 
(2 .1) 
onde 5., é a distribuição que atribui toda a massa de probabilidade 
ao ponto x,. Se uma 0sta ti st ica, T, - T .. (X 1, X 2, .... Y ,.), pode ser expressa 
como funcional, T . da função de distribuição e mplrica , T,.-T(F,), 
onde T não depende rlc> n, diz-se que T é uma funciona I esta ti st i c a. 
Relativamente à eslatfstica T,, vai-se admitir a sua consistência 
no sentido de Fisher. Esta exigência, de modo algum limitativa para 
o pro pós i to deste u-a ba t h o, tem a van tagern de perm i ti r traba I h ar 
com a mesma funcional. T. que t~ para o parametro a estimar, T(F}=-9, 
quer para o estimado!-. T(F.,)=ê. 
Definindo 'F como o conjunto de todas as funções de dis-
tribuição (teóricas e e mpíricas), então a funcional T pode ser 
interpretada como uma aplicação que a cada elemento de 'F faz 
2-Para simplificar, admita-se que o espaço aJOOStral coi ncide ou é subconjunto 
de"· 
3-- Por cancx:lidade de notação vai-se suprimir o lndice de F. Daqui p::>r diante, 
sempre que se refere a uma função de distribuição, admite-se a sua dependência 
de um parême tro desconheci do. 
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corresponder um número real. Com base nestes conceJtos. Von Mises 
procura 1 inearizar localmente a estatística T(F,), aproximando-a 
por uma funcional 1 inear, numa vizinhança de F. isto é, considerando 
uma expansão em fOrmula de Taylor, com o objectivo de estudar a sua 
distribuição assimptótica. 
Em traços gerais, se 'f é um conjunto convexo então, 
quaisquer que sejam as funções de di stri bu i ção F e G de 'f, com T(F) 
e T(G) finitas, a funciona l , 
(2.2) T(F,)-T[F+t(G - F)] 
é, sob certas condições, uma função cont 1 nua de t, podendo expandi r-se 
em fOrrou I a de Tay lar de ordem m, baseada no ponto fixo F ( t=O). 
isto é, 
(2.3) 
em que T~(G-F), T~' (G - F), ... , são as sucessivas derivadas de Von Hises 
da func ional T(F,). Em particular, a primeira derivada de Von Hises 
é dada por, 
(2. 4) 
T;(G-F)-1};T[F•t(G-F)],., , 
_ lim T[F+t(G-F)]-T(F) 
<• 0 [ 
se existi r uma função rea I cpF, independente de C, ta 1 que 
(2.5) 
T;(c- F) ~ f o,Cx)d(G - F)(x) 
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onde o integra 1 c definido em n. A função OF na equação (2. 5) é 
ún i cn. a mPnos de uma constante aditiva, e é usua I mente norma 1 i zada 
de forma a QUP., 
(2.6) j ~,(x)dF(x) • O , 
obtendo-sP, 
(2. 7) T~(C- F) = J $F(x)dG(x) 
O termo T[F""l(C-F)]. designa-se por funcionC~I da função 
de distribuição F contaminada por G e. de acordo com (2 4), a 
der i vadr1 rle Von N i ses mais não é do que a der i v ada de T em F na 
di rPcçAo de c ' . 
,\derivada de Von t•Hses. definida por (2.4), aparece por 
vezes ~~efer i da com a eles i gnação de der i v ada de Gà teaux. Em termos 
forma is são idênticas mas. no entanto, os fundamentos divergem 
Df>signe '}.(o conjunto das medidas de probabi !idade em :R e 
defina-se neste conjunto uma topologia fraca-5, isto é, a mais fraca 
topologia na qual todas as funcionais 1 ineares do tipo, 
(2.8) T(F)~ f o,(x)dF(x) 
4- Von ~li ses faz tuna adaptação da derivada de Vol terra às funcionais estatisticas. 
5-- Uma forma habitua i de intrcx:luzir a topJ1ogia fraca consiste em admiti r que 
'M é um espaço métrico. intn::duzindo ~terionnen te uma métrica geradora desta 
to{Xl!ogia. lluber(l981), faz uma discussão em torno das métricas de lévy, Prohorov 
e Upschitz limitada. 
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são con t 1 nuas, para qua 1 quer função, lP ti mi ta da e con t 1 nua. Então 
a derivada de Von Mi ses é conti nua em ~. Adicionalmente, sendo ~-
o conjunto de todas as medidas de sinal I imitadas (signed measures, 
na literatura inglesa), munido da topologia fraca, se a funcional 
estat í stica puder ser extendida a 'M', então as derivadas de Von 
Mi ses P de Cateaux serão coincidentes neste espaço6 . 
Quanto maior a proximidade entre as d istr i bu ições F, e F, 
menor a magnitude dos termos de ordem super i or de (2. 3). Portanto, 
para G e F 'relativamente próximas', a expansão (2.3), para t =l, 
pode ser truncada nos seus primeiros termos. Para uma aproximação 
I incdr, (2.3) reduz-se a, 
(2.9) T(G)=T(F)• J o,(x)dG(x)• R(G-F) 
Substituindo em (2.9) a função de distribuição G pela função de 
distr ibui ção e mptrica , F", tem-se , 
(2 10) T(F .) ~ T(F)+ J o,(x)dF .(x) + R(F" - F) 
Com base nesta expressão Von Mises desenvolve um estudo da dis-
tr ibui ção assimptótica da funcional T(F"), baseando-se no facto de 
o termo linear, 
6- Para tq::ologias mais fortes, caro é o caso da tOJX)logia induzi da pe!la métrica 
de Hell inger, estas duas der i vadas não são comparáveis [ veja-se Fernhol z (1983), 
pog.18]. 
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T~(F,-F)- f 6,(x)dF,(x) 
I" 
- - L~,(x,) , 
nr·l 
poder ser dado por uma soma de variáveis aleatórias i id. No entanto, 
a va II da de deste desenvolvimento, bem como fl norma I idade assimptótica 
da fun c i ena I , dependem do comportamento do resto, R(F n -F). Ta I só 
será poss I v e I se 
(2 .11) 
em que o tndice superiOI- 'p' sign ifica convergência em probabi 1 idade. 
Por sua vez, esta ui ti ma está directamente relacionada com as 
propriedades da der i v ada da funciona I . Bás i camen te, encontram-se 
na I i ter a tu r a três noções distintas de der i v ada: derivada de Càteaux 
(ou derivada fraca) e de Fréchet e Hadamard (ou derivadas fortes) 7 . 
Cada uma, prende-se com diferentes noções de convergência do resto 
para zero, à medida que F., converge para F. Utilizando a derivada 
de Gateaux (ou a de Von Mises) é suficiente para (2. 11 ) provar que, 
O principal inconveniente desta abordagem está na necessidade de a 
verif i cação de (2.11) passar pe l o cálculo de uma derivada de ordem 
super i o r é prime i r a, que nem sempre se apresenta tarefa fá c i 1 . Em 
7- Para wna discussão destes conceitos, CG trabalhCG de Serfling (1980) e Huber 
(1981), para as derivadas de Gateaux e Fréchet, e Fernholz (1983), para a de 
Hadamard, const i luem OOas referências. 
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consequência têm-se uti 1 izado outras noções mais fortes de derivada 
como é o caso da der i v ada de Fréche t e de Hadamard. Para o propósito 
deste trabalho, em particular para a definição de função de 
influência, é suficiente a derivada de Gateaux (Von Mises). 
8) Função de influê ncia de uma estat1stica. 
O trabalho iniciado por Von Mises. de I'}Ue se deu a conhece r 
a I guns dos passos mais r e 1 evan tes, es tâ na base da noção de função 
de influência proposta por Hampel. 
Se a funcional T é diferenciâvel à Cateam:, admitindo a 
va lidade do desenvolvimento (2.10), isto é, admitindo queR-OP(n_ 1 . 2 ), 
deduz-se fâcilmente desta expressão que o erro cumetido na estimação 
de T(F) a partir de T(F,J é aprOximadamente, 
(2 .12) 1. 
-L ~,(x,) , 
n!•! 
pe lo que $..-(x,) pode sef' interpretado como a conr r·ibuição de x, para 
o erro aproximado, T(FJ-T(F) ou a influênci a de x 1 sobre o mesmo 
erro. Uma f orma alternativa de apresentar a noção de função de 
inf 1 uência, mais com um na 1 i teratura, sem 1 igaçào di recta ao traba 1 ho 
de Von Mises. é dada na seguinte definição: 
Def in ição. A função de influência da funcional Tem Fé a derivada 
de Gateaux de Tem F. na direcção de ô"', isto é 
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(2. 13) I C( x : F , T) _ IIm _:_To_:[ F_•_ct_,_( 6'-'''-c-;-'F--')_,_] -_T_:_C::.._F_:_) 
o•O t 
Esta função é rleflnida pontualmente e, para n elevado, mede o efeito 
que a obsm~vaçao adicional x tem sobre a estatlstica T,.a. 
2.2. FUNÇÃO DE INFLUENCIA DO ESTIMADOR DOS MINI MO S 
QUADRADO S. 
A dedução da função de influência do estimador dos mini mos 
qu<:~drado~. ~.como uma particularização de (2.1 3). tem por principal 
objectivo funrlamentar as diversas medidas de influência das 
observações ü apr0sentar na secção 2.3. Com base no MRLM (1.1) e 
de aco1~cto com Hinkley (1977). vai admiti r-se o caso mais geral em 
que o vector z-(.""C,y), de ordem lx(k+l). é aleatório, possu indo 
distr i buição conj unta F. com vector de médias nulas e matriz de 
segundos mo mentos dadas por, 
(2.14) 
Nestas condições o esti ma dor de 13 obtém- se de modo sim i I ar a (1. 2) 
por, 
(2.15) 
8-rts suas propriedades são discut idas detalhadarrente em Hamçel (1974). 
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cuja solução fornece a funcional ~. 
A consideração de E(z.)'"'O visa apenas a si mpl ifi cação dos 
cá l e u l os nao prejudicando os resu 1 tados subsequentes. Por outro 
l ado, a aleatoriedade de z-(x.y) é apenas uma generalização e não 
invalida que numa ap li cação concreta se cons idere os regressares 
como não estocãsl i cos. 
Se I:."""(F) em (2. 14 ) é uma matri z de ordem k não singular, 
a funcion a I correspondente ao est ima dor dos m 1 n i mos quadrados 
representa-se por, 
(2. 16) T(F)-í:;! (F)í:~,(F) 
Seja 6., a função de d i str ibui ção de massa 1 no ponto 
z.=(x,y)e F,-(1-t)F+tõ. a função de distribui ção F contaminada por 
õ ... Então 
(2 .17) T (F,) - í:;!(F,)í:~,(F,) 
Atendendo à I inearidade da funcional, os dois factores do segundo 




- ( 1 -t)[ í: .. (F)+ JSx'x J 
í::,(F,)- í::, [(l -t)F•t6,] 
- (1-t)í:~,+ txry 
Por (2.18) constata-se fac i !mente que a passagem de r.,....(F)para r.,....(F,) 
é equi v a 1 e nte à adição de um ponto xde massa discreta, com ponderação 
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t/(1-t). Esta expressão, é dada como uma soma de duas matrizes e 
portanto a sua inversão será feita a partir do lema 1, apresentado 
na secção 1. 2. Fazendo .-1- L""(F), B c .. x e D-I, L~!(F,) vem dado por, 
(2. 20) ~-'(F) t l ., t ., '( t ., ') ' ., J 4•• , " !=ll [ •• (F)-!=I[••(F)x I •Nx[ •• (F)x x[ •• (F) 
Substituindo (2 20) e (2.19) em (2.17), e este último conjuntamente 
com (2.16) na definição de função de influência (2.13), simplificando 
e passando ao limite obtêm-se a função de influência do estimador 
de 13, 
(2. 21) /C[(x. y). T. F]- [;;cFJx' (y- xT(F)) 
Se o object ivo for o de analisar a influência numa 
combinação I inear de q<k elementos do estimador de f3, a dedução da 
função de i nf 1 uência para essa combinação processa-se de modo 
anã 1 ogo. Fazendo UJ ~ Lf3, onde L é uma matriz de Ol~ctem (qxk), com 
r(L)=q, a função de influência para~ é dada por 
(2.22) IC[(x. y), LT. F] • L.IC[(x. y). T. F] 
A image m do que foi di to no capitulo da introdução, 
confirma-se por (2.21) que a função de influência não é limitada, 
pois depende da diferença y-xT(F). Por outro lado, mesmo que esta 
diferença seja reduzida, a influência de um particular z• (x,y) pode 
ser significativa desde que o valor assumido por x se afaste 
consideráve l mente de E(x), em especial, quando este afastamento se 
dá na direcção de um vector próprio correspondente a um pequeno 
valor prOprjo de I:=(F} 
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A expressão (2.21) mede a influência no estimador, 
decorrente da adição de um ponto z=(x.y) de massa discreta. em 
termos populacionais. Numa aplicação concreta, a amostra dispontvel 
é de dimensão finita, ou mesmo reduzida, sendo conveniente a 
uti 1 ização de uma aproximação áquela expressão. As aproximações que 
vão ser abordadas podem-se subdividir em dois grupos: um primeiro. 
parte da definiçao de função de influência (2.13). onde se substitui 
a função de distribuição teórica, F, pela distribuição da amostra: 
segundo grupo é construido de modo análogo, com a diferença de 
se omitir o limite de (2.13). Para o efeito. e em quaisquer dos 
casos, (2.13) ou (2.21) devem ser modificadas substituindo (x.y) 
por (x"y,) , 1-1.2, ... n . e os paràmetros por estatísticas. 
A) Função de influê ncia empírica baseada em n observações (E/C() 
A funç o de influência emp1rica baseada em n observações. 
constitui urna aproximação directa de (2.21) e obtém-se substituindo 
F pe la função de distr i bu i ção ernpirica, F,. onde T(F,) - ~- Nestas 
condi ções, L""'(F")-n- 1(XrX ) e a E/C é dada por 
(2 23) 
Esta expressão. mede o efe ito de uma pel~turbação infinitésima! de 
F, no ponto x, e corresponde ao Jackknife infinitésima! de Jaeckel 
( 1 972), discutido em Mil l er (1974) 
B) Função de influê ncia empíri ca baseada em (n-1) o bservações (E/C('l) 
A função de influência empírica baseada em ( n-1) obser-
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vações, procura evidenciar a influência que a observação i tem no 
estimador, mediante a sua exclusão, e obtém-se de (2.21) tomando 
F- F ~~<•>• L...,(F 11<1>) .. (n- I) 1 (X[,>X<•>) e T(F ,.,,,)-~<~>onde F ,<•>• X <•> e ~C•> são. 
respectivamente, a função de distribuição empfrica. a matriz dos 
regressares e o estimador dos mínimos quadrados, calculados sem a 
observação i . En lão 
(2. 24) 
O termo (y,-x ~;1))-a,,,, é o i-ésimo resfduo preditivo. Expressando 
~<•> por 
ou. utilizando o l ema l, por 
(2. 25) 
r, r, T -1 T Ú, ~-"<'>~ p-(X X) x, ~ 
e aplicando posteriormente o mesmo lema ao termo cx~,x,,>) - 1 de (2.24), 
a E/C"' pode ser dada, de uma forma mais conveniente, pela seguinte 
expressão equ i v a I ente, 
(2.26) 
Estas duas últimas aproximações medem a i nfluência em 
termos infinitésimais e portanto, a sua aplicação está limitada 
pelo facto de ser necessário a uti 1 ização de uma amostra infinita mente 
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grande para a estimação de Fn e Fn ccJ · De forma a obviar este 
i nconveniente vai-sesuprimir o limite de (2.13), cujas aproximações 
se pa ssam a descre ver; 
C) Função de influê nc i a amos tral (SIC,) 
A funçã o de influê ncia amostral deduz-Se a partir da 
definiçao (2 13), fazendo (x,y) - (x.,y ,), F =F,, t •- (n - 1) ! . 
omitindo-se o limite em te é dada por 
(2.27) 
S IC ,- -(n-l)[T(~F"-___!_6, \ T(F")J 
n-1 n - I · 
ou , atendendo a que , 
por, 
(2. 28) SIC,-( n - l)[T(F")-T(F"1" )], 1 1.2 .. 
Subs ti tu indo em (2.28) T(F,) e T(F,,,>) por~ e ~C•)· respect i vamente, 
obtém-se a seguinte exp 1~essão para a SIC 
(2. 29) stc, - cn-IHI'l-ac,J). l - 1.2 . .. ,n 
D) Curva de sensi bi 1 idade (SC,) 
A curva de sensib ili dade obtém-se de um modo si mi l ar da 
anter i or, fazendo F - F "cll e t - n ~' e m (2.13), e é dada por 
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(2.30) 
- [T(F") - T(F "''') ) , <-1,2, .. ,n 
Como T(F,.) - ~ e T(F,.,,l)-~ :•> tem-se, 
( 2 . 3 1) se,- n(~- ~,.,l 
. t-I, 2, ... , n , 
com ~<•>dado por (2.25). Em traços gerais, a SIC e a SCsão identicas 
podendo ser interpretadas como a var i ação ocorrida nos coeficientes 
est imados quando se exclui uma observação da amostra. 
Comparando estas quatro aproximações à função de 
influência, consta ta-se que a principal diferença, à parte da 
dimensão da amostra, estâ na potência do denominador de cada uma 
da que I as expressões Em consequênc i a, 
EJC, :s; SC , _SIC,::;; ~IC ,,l 
n n. n-1 n.-1 
Como vai ver-se na secção seguinte, de entre as 
versões finitas da função de influência, a que mais se 
di fundiu neste tipo de problemas foi a SIC, , nã o sO p or 
permitir uma interpretação mais sugestiva, mas também por 
correspo nder a uma situação int ermédia entre a EIC, e a 
Ele,,>. A interpretaçã o mais sugestiva, derjva do facto de 
esta poder ser vista como a variação ocorrida no estimador, 
devida à não co nsid eração de uma observação, que é em geral 
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a ideia subjacente no espirita do analista, quando proc:ura 
analisar a influência individual de uma observação. Por 
outro lado, sendo p., uma medida da existência de 'Jever-
ages', a E/C, peca por ser pouco sensfvel a este tipo de 
observações, nao as detectando em muitos problemas 
concre Los. Em oposição, a E/C(!) é demasiado sens 1 v e I 
Portanto, a situação intermédia, mais moderada. tem-se 
apresentado como a mais comum neste tipo de problemas. 
Note-se entretanto que não hâ, do ponto de vista teórico, 
nada que justifique a opção por uma ou outra aproximação. 
E: por vezes a natureza do problema ou o tipo de anâl i se 
pretendido que está na base da uti I ização de uma particular 
função de influência amostral. 
Uma abordage m alternativa para a derivação da EIC,. 
SIC, e EIC,,> foi proposta por Pregibon (1979,1981) e Belsley, 
Khu e We l sc h (1980). Estes a u tores parte m de um esquema 
de pert u rbação (des i gnado por per t urbação in f ini tésima!) 
q u e co n sis t e e m a lterar a po n deração dada a u ma observação 
Pa r a o efe it o, postu l am que a variáve l residual tem 
va ri a n cia o 2 , à excepção da i-ési ma observação, com 
Var(u,)-a 2 1w, e O:Sw,:Sl. De acordo co m esta espec i ficação, o 
esti mador e fi c i e n te de 13, esti mador de Aitken, será 
(2.3 2 ) 
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em que l.t é uma matriz diagonal com o i-ésimo elemento 
igual a w, e os restantes iguais à unidade. Aplicando o 
lema 1 a (.Ari..IX)" 1 , o estimador (2 32) pode ser dado por 
[veja-se Belsley, 
(2.33) 
Kuh e Welsch (1980) pag.65-66], 
j1(w,) -!1- (X r X)- 1 x[ ü,( 1- w,) 
I- (1 -w,)p,. 
Para Pregibon (1981), o efeito de uma perturbaç~o 
infinitésima! na variência da i-ésima variável residual, 
é dado pela diferenciação de (2.33) em relação a w., isto 
é, 
(2.34) d~(wd, cxrx)- 1x:ül 
dw; [l -( l -wt)pu ] 2 
Então, à parte da dimensão da amostra, a EIC, obtém-se 
calculando (2.34) em w,-1 e descreve a taxa de variação 
no estimador à medida que w,se desvia de isto é, à medida 
que se ai Lera o peso dado à observação i. Do mesmo modo, 
a E/Cc•l obtém-se de (2.34) quando w,-tO e mede a taxa de 
variação no estimador resultante da omissão da i-ésima 
observação. A SIC, pode ser vista como uma medida intermédia 
pois, 





2.3. MEDIDAS DA INFLU~NCIA DE UMA OBSERVAÇÃO 
Quando se está perante um modelo de regressão com k> 1 
variáveis, a influência de cada observação no estimador, obtida a 
partir de uma das aproximações anteriores, pode ser vista como um 
ponto de :R a. Estando-se parti cu 1 armen te interessado na ordenação 
desses pontos segundo o seu grau de influência, teré de se construi r 
uma medi da conveniente, isto é, uma aplicação de :R.., em !R. Uma posst vel 
medida é p1·oposta por HampeJ ( 1 974) e dada por 
(2. 36) s~p /C[x,T.F] 
Hampel designa-a por 'Cross errar sensitivity' e pode ser vista 
como a maior influência, para qualquer z. exercida nos coeficientes 
estimados A principa l desvantagem de (2.36) está no faclo de não 
ser invariante a modificações de localização e escala. Por out r o 
1 ado. não se es t â tão in teressado e m encontra r~ a ma i o r influência 
poss 1 v e l de um<:l observação nos resulta dos da regressão, mas apenas 
na sua or-cle ndçào e m função d o seu nível de influência. Uma via 
alternativa, i rnp J te i ta nos traba 1 hos de Cook (19 77) e Cook e Weisberg 
C 1982), passa PI? 1 a construção de uma norma , de terminada por uma 
matri z, M , simétrica, def inida-positiva de ordem k e por um factor 
de esca I a, c, e conduz a , 
(2 .37) {IC[z., T. F])' M (IC[ z., T. F]) 
D,(M,c ) - c , t-1,2 .. . ,n , 
em que a /C(z,. T, F] deve ser substi tu ida por uma das aproximações 
anteriores e M e c devem esco lher-se de modo a que D,(M,c) seja 
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invariante a alterações de escala e a transformações lineares não 
s ingul ares das linhas da matriz X. Para uma escolha apropriada de 
Me c tem-se uma medida (escalar) da influência de cada uma das n 
observações. 
A) Medida de Cook. 
Nu m dos seus primeiros artigos, Cook (1977) propõe uma 
medi da para ava 1 i ar o impacto de uma observação nos coeficientes 
estima dos, sem qua I quer referência A função de i n fI uênc i a do 
estimador dos mlnimos quadrados. Para tal, inspira-se na noção de 
e ! ipsóide de confiança a (1 - a).lOO% para f3, baseado em~ e definido 
como o con junto de todos os ~ - tais que. 
(2 38) 
Se o objectivo for o de avaliar a infl11ência da observação i no 
vector dos coefic ientes est imados. um procedimento natural passa, 
numa primeira fase, pelo calcul o de~. sem a o bservação i , i sto é, 
de ~ c o· Subs ti tu indo pos ter i ormen te e m ( 2. 38), ~ · por ~ C'l ' a expressão 
que se obtém, 
(2.39) 
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constitui uma medida que pode ser interpretada como a distancia 
quadrática entre~ e P..(''' relativa à geometria fixa de (XrX)tkâ 2 . Um 
valor elevado para D, indica que a i-ésima observação tem um peso 
considerável na determinação de ~-
Só mais tarde, Cook e Weisberg (1980.1982) integram esta 
abordagem no âmbito da teoria das funções de influência. Tendo 
presente as vá r i as a prox imações an ter i orme n te descri tas, a medi da 
de Cook pode ser constru1da a partir da SIC. Substituindo-se em 
(2 37) IC(z,.T.F) por (n- l )S/C,. tem-se 
(2 40) 
D,(M, c)_ (n- I ) 2 (S/C,)r M(SIC,) 
c 
Se em (2.40) se fixar a métrica M-xrx e o factor de escala c-kô". 
chega-se à medida de influência de Cook, apresentada em (2 39). 
A questão que Obviamente se coloca é a de saber a parl i r 
de que val o r de D,. a observação i pode ser considerada como influentP. 
Dada a similitude entre (2.38) e (2.39), Cook (1977) sugere que se 
compare D, com os correspondentes vai ores assumidos pela di stribuição 
F,_"'(k,n-k). Portanto, a omissão da observação i leva a uma alteração 
dos coeficientes estimados para o el ipsOide de confiança a ( 1 - a.).\00%, 
baseado em n observações o u , dito de outra forma, a magnitude da 
distancia entre~ e ~c•> pode ser aval i ada, e ncontra ndo o ntve l a. do 
elipsóide centrado em ~e que passa por (\,,l. Note-se que (2.39) não 
tem uma distribuição F. Esta é apenas introduzida para converter 
D, numa escala mais fami J i ar. Cook e Weisberg (1982) e Montgomery 
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e Peck (1982) indicam que valores de D. em torno ou maiores do que 
l , con~esponden tes a uma des I ocação de ~rn para o e I i psó i de de 
confiança a c i ma de 50%. devem gera 1 mente ser considerados como 
influentes. Por detrás desta regra não existe um rigoroso proce-
dimento matemático E em contrapartida uma regra prática resultante 
da aplicação desta medida a diferentes trabalhos empíricos 
A obtenção dos valores para D, i=1.2, .. ,n, obriga ao 
calctilo de n+l regressões. Para problemas com uma dimensão razoãvel, 
Ln! facto pode levar a um grande dispêndio computacional. Neste 
sentido, é passivei obter-se uma expressão equivalente, menos 
ex i gen L e em tempo de CPU e com interpretação mais sugestiva. em 
termos da informação proveniente da matriz de projecção e dos 
resfduos Substituindo em (2.39) ~ti) po1~ (2.25) chega-se. após 
algumas simplificações ao seguinte, 
(2 41) 
D,- ~ li~ ~ Ô2 (1- Pu) I- Pu 
I 
t ~ p., k ~ 
Então , à pal~te a constante k. D, é o produto do quadrado dos resíduos 
studentizados (definido em (1.21)), pelo rãcio Pui(I-p 11 ) que, de 
acordo com (1.11) pode ser visto como a distancia de x 1 ao centro 
do e! ipsóide definido por (X~>Xcll)- 1 • Se o número de regressares, k, 
é fixo, a magnitude de D 1 será determinada por do is fac tores: por 
um lado pelo valor de t,, que por ser uma transformação monótona de 
r 1 (definido em (1.23)), constitu i uma medida para a detecção de 
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'outliers'; por outro, pela distância de x. ás restantes linhas da 
matriz.\. reflectida por p,.. que é uma medida para a detecção de 
'Je,·erages' Em sfntese está-se agora em condições de poder afirmar 
que 'out" 1 iers' 01 1 ' /everages' nem sempre correspondem a observações 
influentes9. enf"]uanto que estas resultam necessá1~iamente de uma 
combinação dõ'ls duêl.S primeiras. 
Sr o objectivo do investigador for o de ava I ia r a influência 
numa combinar •• -~~ I inear, ou num subconjunto q<k. dos coeficientes, 
CooJ.. (lq77) J.H"fl!Jflt' a utilização de uma norma de dimensão inferior, 
isto é, de umd matriz A tal que rC;)=q<k. Quando se está perante 
uma obset·vAçolo i n f 1 uen te, este procedimento tem a i nda a vantagem 
de permitir JdPnt i ficar o ou os coeficientes mais afectados 
Se l. P urna matriz de ordem (qxk) com r(L)=q<k, tal qUf'! 
1J.I ... LP const i lw-1 n combinação desejada. a SIC, par· a Ü1,. L~ é. de modo 
similar a (2.L9), dada por, 
(2. 42) S/C,-(n-l){W-Wc,J), i-1.2, 
Substituindo /crz, T.F] em (2.37) por (n-I)- 1SJC,, a influência da 
obse,~vaçao i snhnõ' ü obtém-se a par li r da seguinte medi da, 
9- Em COfL<>;E"Quência é canwn a designação de 'OOns outliers' e 'OOns Jeverages'. 
Ospriii"IE'!iros. sao ' outliers' corresp::>ndentes a valores reduzidos de p 11 e p:>rtanto 
a sua presença apenas influP..ncia o teflOCI autónaro do roodelo. Em termos geanétricas 
a sua presença p:xje ser vista c:cmJ uma. deslcx:aç.ão paralela do hiperplano definido 
DOr Y - X~. Os seg~.mdos são 'Jeverages' (p, elevado) corresPJndentes a um valor 




e m que, do mesmo modo, A e c devem ser escolhidos de forma a que 
D,(L) seja invariante a modificações de escala e a transformações 
I ineares não singu lares das I inhas da matriz X. Para o efeito. Cook 
( 1977) sugere que se tome A- (L( X r X)- 1 Cf 1 e c - qâ 2 • Nestas condições, 
fazendo M- LrAL, (2.43) pode ser expressa de uma forma si mi lar a 
(2.39) por, 
(2.:.4) D,(L) • (~-~<•l)T~,(~-~<•l) . 
qa 
_ .!_ tz X1(Xr X)- 1 M(Xr Xf 1 x"[ 
q 1 I- Pu 
Sem pe,~cta de genera 1 idade. admita-se uma situação concreta, 
em que se procura estudar o impacto nos últimos q elementos de (3. 
Então, considerando as partições X•[X 1 fX 2 ], com X 2 de ordem (nxq) 
e L=(OJ/"], onde lq é a matriz identidade de ordem q, demonstra-se 
(2 45) 
Sendo P 1 •X 1 (X\X 1 )- 1 Xi a matriz de projecção para X 1 e W-(I-P 1 )X 2 
a projecção de X 2 no complemento ortogona l de X 1, a expressão (2.45) 
si mplifica-se para 
(2. 46) 
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em que p 111 e w .. são. respectivamente. o i-ésimo elemento diagona l 
da matriz P, e da matriz P P ... P 2 - !..'(W'W) w·T (veja - se a propriedade 
3]. Substituindo (2.46) em (2.44), tem-se finalmente, 
(2. 4 7) 
Portanto, a influência do par· (x,,y,) nos últimos q elementos de (3, 
à parte a constante 1/q , será tanto ma i o r quanto ma i o r t~ e w"l( I - p.,). 
em que a dimensão deste 11ltimo é função directa da distancia da 
i-ésimn linha de (1-P ).\ â média amostral. 
Quanrlo se estA em p1~esença de uma observação i nf I uente 
pode ser particnli::lrmentP iotprpssante irlentific:ar o seu impacto em 
cada um dos coeficientes e~: 1mados. Se o objectivo for o de analisar 
o impacto no coeficient~· i=l 2 .... ,k, L sera uma matri z I inha de 
o rdem ( lxk ) onde o j-ésimo elemr-mto é igual à unidade e os restantes 
nu I os , e a ex p1 ·essão anfll oga a ( 2 4 7) pode ser dada por. 
(2 48) 
onde Cor 2 (x 1 ~.L(l) é o quadrado do coeficiente de correlação entre 
x,~·y, e L~·~,. i s t o é, 
(2 49) 
com ex r- X)~/ e (X r x);} a co luna j e o j-ésimo eleme nto diagonal da 
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Belsleyl Kuh e Welsch (1980) chegam a um resultado simi lar 
ao estudarem o impacto da observação i sobre o coeficiente j 1 em 
que a medida desse impacto é dada pela diferença ~~ - ~<•l 1 IO I relativa 
ao desvio padrão de jj,. com o estimado por õ-,,l. isto é 
(2.50) 
Como O~Cor 2 (.~.)S: I I o impacto no coeficiente j 1 medido por (2.48), 
será sempre inferior ao impacto em todos os coeficientes. Cook 
(1977), mostra ainda que o valor máximo de D 1(L), para i fixo, é 
atingido em L- x, isto é, 
(2 51) 
Portonlo, pode-se desde já conc luir que se a influência de uma dada 
observação for diminuta. é desnecessário estudar a influência 
i nd i\' i dua 1 em cada coeficiente ou para qua 1 quer combinação linear 
desses coef i c ientes 
B) Medida de We l sch- Kuh . 
We lsc h e Kuh (1977), apresentam uma medida para a influênc ia 
da observação i em y,. Dada a relação (1. 3), entre ? e ~. ver-se-à 
que essa medi da pode ser v is ta em termos da i nf 1 uênc i a em ~-
1ü- Os autores atribuem a esta diferença a desinação 'DF BETA/. 
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A dedução desta medida de influência passa numa primeira 
fase, pela obtenção do valor estimado da i-ésima variável endógena 
sem a observação i. Y1c1J- x,Jl<,v calculando numa segunda fase a 
diferença y,-y,<tf l, estandartizada pelo desvio padrão de Yn isto 
é, 
(2.52) 
Para a estimação de a estes autores e Belsley, Kuh e Welsch (1980) 
sugerem a utilização de Ô'<n· definida em (1 22). pelo facto de esta 
ser robusta á observação i Como y,-y,<•>""x,(jj-()<,>)então, substituindo 
~-~<'>por (2.25) . o resultado (2.52) pode ser dada por. 
(2.53) DFF/TS,-(~)'". ü, ,, 
l Pu 0(1){\- Pu) 
ou, atendendo à expressão (1.23) para ro por, 
(2 54) ( )'" DFF/TS -r ~ 1 1 I - Pu 
em que a terminologia 'DFFITS' é devida a Belsley, Kuh e Welsch. 
Comparando (2.54) com a medida de Cook (2.41), constata-se que a 
pri ncipal diferença está no factm- de escala utilizado, pelo que 
(2.55) 
11- Belsley, Kuh e toJelsch designam esta diferença (Xlr DFFJT,. 
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Do mesmo modo, coloca-se a questão de saber qual o valor 
crltico a considerar. Apesa,~ de (2.55) não ter uma distribuição t 
de Studen t, esta pode ser u ti 1 i zada como um indicador, 1 evando 
Velleman e Welsch (1981) a tomar como influentes, observações 
correspondentes a um valor de (2.55) superior a 1 ou 2. 
Como r, tem uma distribuição t de Student e atendendo a 
que os pontos correspondentes a p 11 - kln podem ser identificados com 
uma situação idea l de não existência de 'Jeverages', um outro I imite 
crftico possível é dado por, 
(2.56) 
( k ) '" l,.(n-k - 1) n~k 
Uma escolha razoável para t se1~á 2, pelo que os valores de (2 54) 
deverão ser confronta dos com 1 2 , 
(...!f.__)'" 2 n-k ' 
C) Medida de We l sch. 
We l sch (1982) parte da E/Cc,J• de f i nida em (2.26), como uma 
aprox imação à função de i nf 1 uência ( 2. 21) . Subs t itui ndo a expressão 
da EIC ( 2 . 26) e m (2.37) obtém, 
12- Bel s l ey, Kuh e Welsch (1980), segui ndo a J1ESIJl8 uetcdol ogia prop:Sem de uma 
fonna s imp l i fi cada 2(kln) 112 • 
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( 2 57) 
Na definição de :\1 e c. Welsch p r ocura que estes sejam robustos à 
observação i. Para o efeito. vai considerar M-X[1)X<•>·(.\.,..X-xix,) e 
r .. (n-I)Ô(,)' pelo flUe (2.57) pode sei~ dada pela seguinte expressão 
equ i \'a lente, 
(2. 58) 
Relacionando (2 5S) com (2.54) Lem-se, 
onrlP se denota uma maior sensibi I idade à presença de 'let·erages', 
a tenctendo a I - p, em denominado!~. 
D) Medida de Atk i nson . 
Atkinson (1981). sugere que se uti 1 ize uma versão 
modificada da medida de Cook, propondo ô~,> em vez de ô 2 e tornando a 
raiz quadrada de o,. corr igida pelos graus de 1 iberdade. Esta 




n- k Pu 
k 1- Pu 
r, , 
ln-k'V'" 
- DFF/TS . . k) . 
.. \s 1 dLf'>f_·s rlesta modificação devem-se essencialmente a dois 
fact<w~'-~s por um larlo, T dá mais enfase a observações extremas 
devido /1 cr.~nsideraçâo de Õ~1 :; por outro lado, no caso de não existirem 
'levt:'réJ,zes', p k!n. e portanto T- r.!. isto é, a influência da 
i-esJm<-J tJbservaçao depP.nrlP. apenas da existência de 'outliers ' c m 
) ' 
Da anã! i se anterior pode-se. a titulo de s1ntese. extrair 
duas impnr·t<-lntes conclusões: por um lado, as medidas de influência 
apresenntclil.., podem ser deduzidas a partir de uma das diferentes 
apnJ.\iffiatJJt·s feitas à função de influencia teórica: por outro, é 
Possi\·eJ flc-Jra uma mesma aproximação constJ~u i r diferentes medidas. 
c:onsnant;"' <1 rnétt~íca e o factor de escala uti l izados em (2.37). 
·\ r,•.'\cepçâo da medida de \.Jelsch (2 58), todas as restantes 
Podem SI? I 1l0r j vadas a par·t i r da SIC (ou da SC). As razões subjacentes 
à escolh.l d<:>sla ap roximação pelos diferentes autores devem-se, como 
se fr i so11 no fi na I da secção 2. 2, ao fac to de poderem ser interpretadas 
corno a vot~ i é1çiio ocot~r i da nos coef icientes esti ma dos quando se orn i te 
lima obse ,~vnção. e por constit uirem medidas intermédias entre a EIC 1 
e a EICcw 
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Utilizando a SIC como aproximação à função de influência 
(2.13), as medidas de Cook, Welsch-Kuh e Atkinson destinguem-se 
essencialmente pelo factor de escala uti I izado. A medida de Cook, 
como uma medida da influência em jj, é dada pela distancia, ~-~'')' 
relativa à geometria fixa de X'XIÔ 2 . Para as medidas de Welsch-Kuh 
e Alkinson o mesmo tipo de racioc:inio deixa de ser \'él ido, pois a 
regra uti I izada para comparar jj, e ~ <•J ' isto é, XTX!âf,J• varia de 
observação para observação, dificultando a sua interpretação como 
medidas da influência em jj,. Em consequência, estas medidas devem 
ser interpretadas, de acordo com We I ~eh ( 1982) e Cha t ter jee e Had i 
(1988), como medidas da influência, simultaneamente em~ e ô 2 • 
r e I ali v a a xr X O mesmo tipo de cone J usào pode ser t i r ado para a 
medida de Welsch. A principal dife,~ença está no facto de esta ser 
definida relativamente a X[,JX<•J• q11e não é fixa, dificultando ainda 
mais a sua interpretação. 
2. 4. MEDIDAS DA INFLUJlNCIA DE UM SUBCONJUNTO DE OBSER-
VAÇOES. 
A razao desta secção prende-se com o facto de certas 
observações só serem i nf 1 uen tes quando consideradas conj un tamen te 
com out r a ou out r as observações. Esta situação é também referida 
por 'efeito de disfarce' (masking effect, na literatura i ng1esa) J3 
em virtude de a inf l uência de uma dada observação estar disfarçada 
13- fsta dcsjgnação é devi da a Atki nson (1986). 
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pe I a presença de outra. Em consequénc i a. a ap I i cação de uma das 
medidas (2.41). (2.5-4). (2.58) ou (2.59) torna-se ineficaz par-a a 
sua detecçào. 
As diferentes medidas de influência de um subconjunto m<k 
das observaçOes podem ser v is tas como uma genera I i zação das medi das 
apresenta das na secção 2. 3. Para o efe i to, v a i -se adm i t i r que 
/r-(t 1 ,t 2 , •.. ,t,.), !:Si 1 :Sn., é um vector de índices, relativo a m 
observações, cuja influência se procura conhecer. No que se segue, 
e em eslreiltl analogia com a notaçc:io dnlerior. os sirnbolos '(!)'e 
'!'em fndice inferior de um vector ou matriz r~epresentam. 
respectivamente, a omissão de m observaçOes indexadas por~ 1 e o 
vector ou matriz com as observações definidas por /. Sendo a..,.:;;im. 
as medidas de Cook, Welsch-Kuh, {Yelsch e Atkinson param ohser·vnções 
são em termos forma is i den t .i cas às que se apresentaram n?'l sf'cção 
anterior, bastando que se substituam os fndices em i por 1 Deste 
modo. a expressão equivalente a (2.40), resultante da substituição 
da SIC, pela SJC 1 e m (2.37), e que serve de suporte para a derivação 
das medida s de Cook, Welsch-Kuh e Atkinson, vem dada por. 
(2 60) 
Esta igualdade pode também ser apresentada em termos dos cestduos 
studentizados e dos elementos diagonais da matri z P. Para tal vai-se 
expressar !1,,> por, 
(2 61) ~u>·(X[nXcnflX[,>Yu> ' 
... ex r x-xj X,)- 1 (XrY- XjY,) 
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Apl ir:ando posterior-mente o lema 1 ao primeiro factor do segundo 
memb r~o de (2.61), P definindo P 1 como uma submatriz de P, obtida 
pelo cruz.ormento das m I inhas e co l unas indexadas por /, chega-se 
após algumas sirnplific<:'lções algébricas ao seguintE". 
(2.62) (lu> ~ (Y \) ·xJ[(I•(I-P,) 'P,)>, (1-P,) 'X~] 
(;o rn o (I P) 1 1 ·(I P) p (veja-se Cook e Weisberg (1982). pág 136] 
(2 62) sirnpl i fica-se par·a. 
(2. 63) 
Substitu i ndo (2.63) em (2 60) Lem-se, 
(2 . 64) D (M.c)-~i(l Pt)- 1 \'t(Xr.X) ;M(.\'"_\) 1 .''(;(1-P) 1 ü, 
IIJestas condições a med i da de Cook para m obspr·vações. <..!presentada 
por Cool..: e l~eisbe r~g (1'180). obtém-se de (2.6~) paraM- yry e c- k Õ2 , 
isto e . 
(2. 6 >) Dr-Dt(XrX ,kÕ) - ü. f (I - P t) 'P,(! PI) 'a, 
k Ô2 
Um va l o r e l evado pa r a (2 65) i ndi ca que as obser-vações indexadas 
por 1 são conjuntame ntes in f luentes e m r., . No caso par-t i cu l ar em que 
m-= 2, i s t o é, /=(r,s), Gr ay e L ing (198 4 ) apr esentam (2.65) po r, 
(2 66) 
onde , 
·z ·z ( P ~s) 2 2 ( Ü.~(2-pr,.)+ Ü :(2- p ., )] ko D 1 - k o ( D,. ... D, ) I + d ,.. ... p,.. d:. 
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z a .a,p,. ( 1 • p ~.- p ._ p ,. ) 
d:. 
Como pela propt iedado 5(a) dr,~ O, se (üril,p,,) >O. então D > D ... D, 
isto B, a i nf J uênc ia conjunta é sernpr·e supPr ior· a soma das i nf 1 uéncias 
iudividuais A igualdade é veciíicad~ se a matrtz P1 for- diagonal 
(p., O. ., r" s> 
:'I! o c aso mais gE>t·a 1 em que I tPm di mensào m, pode-SP em 
ai tPI nat i v<1 v ( 2. 65) det~i var umé1 e:·qwessão ma is conveniente. medi ante 
n dPcomposiç<io da matriz P Pm. 
(L 67) 
onde l1 C a mo1 t t i 2 rl i fl.gona I dos v a I orr>s própt i os. O 5.' JJ 1 :S: n 2 S: ... <: 11,., s I, 
PI Jy.,y 2 •..•• y ... J 1 maltiz. dos verteres p!-Optio~ associados. Sub-
stilttindo (2 f·7) etn (2.65) olltém-se, 
(2. 68) 
Par·a que:> Pst •. l expressão tenha sentido 11 m t e m de ser diferente de 
1; caso contrario a matriz (l-fi) será s ing ul ar. Neste últ i mo caso. 
Cook e Weisberg (1980. 1 982) conside r a m D 1 .. a:J . 





t e m-se, 
(2. 69) 
de acorrlo com Cook e WeisbPrg (1980). 
(2 70) 
1 - I, 2 ..... rn , 
r'l medida de Cook para m observações pode ser dada em analogia com 
(2. 41) por, 
(2. 71) 
e m que o papel de l~ é agora desempenhado por h~ e p 11 1( 1 - p 11 ) é 
Esta analogia carece no entanto de alguns comentãrios 
prévios. A generalização do quadrado dos resíduos studentizados 
(]. 21), como uma medida para a detecção de m 'ou ti iers' . é de acordo 
com Gentleman e Wilk (1975), dada por, 
(2 72) 
-67-
onde, sob normal idade os h~ são independentes Na hipótese nula de 
as m observações não serem 'outliers', a estat1sttca, 
(2 73) 
tem uma distribuição F com me n-k-m graus de I i herdade. 
A gene r a I i zação da medi da para a detecção de m ' Jeverages' 
é menos pact fica Em estre ita ana l ogia com p,I(I- p 11 ), Cook e Weisberg 
(1980) propõem , 
(2. 74) 
Para o caso m=l nu-se no capitulo 1 que p 11 const i tuía uma medida 
adequada para a detE:~cção de '!everages', tal como qua !quer trans-
for mação mo nótona rleste, como é o caso de p 11 1( 1 - p,.). Para o caso 
m>l, o problema prenrle-sP com o facto de (2. 74) não ser uma 
transforma ção monótnnn de tr(P,). Nestas condições, Cook e Weisberg 
(1982) propõem urna fartorização alternativa para (2.71). Hulti-
p li cand o e di vidindo (2 71) por [h;-t~obtêm-se, 
( 2 75) 
D - tJ f(':l)...."L_ 




como o 'potencial generalizado ' (Cook e Weisberg (1982), pág.l38). 
(2.75) pode ser apresenlada por, 
(2. 77) 
em que a influência conjunta das m observações indexadas por 1 é 
dada como uma combinação de l 11 por um factor. Q, . qtle pode se r visto 





1 - n 1 1 - n ,. 
a presença de 'Jeverages ' e m X pode ser av~riguc1da pela magnitude 
de n 1 e n,. ou, atendendo a que n,. :<;;: t r(PJ)- ~~Pu e n, ~ rmn(p 11 ), pela 
magnitude de p 11 , com it:l. Sendo assim, se p.,é peq ueno t ambém o será 
n 1 e Q,. Por outro l ado. se p, é elevado tambem o será n 1 e portanto 
Q,. 
Para a der i vação das medida s de \~e l sc h -K uh e Atkinson 
procede-se de modo anã 1 ogo, rea 1 çando apenas que õ- ,,> de (2. 54) e 
(2.59) deva ser s ubst ituído por ã ,,> em que, 
(2. 79) 
com t 1 definido e m (2.72). 
., .,(n-k-t,) 
O' u>- a n -k-m 
14- Note-se que , ao contrário do potenc ial definido para urna observação, Q1 tem 
uma. ccmp:men te a I ea tór i a . No entanto , esta canPJI1ell te é independente dos parêmetros 
do rrodelo e o i ntervalo apresentado é não estocástico. 
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A merlida de Welsch obtém-se de (2 37). substituindo a 
/C[z., T, F] peiR EIC baseada em (n-m) observações eM e c por X[1 •• \ n 
e (n-m)õtl)· re~pect ivf!mPnte Lstas levam ao segninte. 
(2.80) 
Ut i I izando a dt>cnrnnnsiçdo de P em valores e ver tores próprios 
rrova-se, por um processo aná Jogo ao que se descreveu para a medidd 
de Cook que a expressao anterior sirnpl i fica-se pan.-t, 
(2 Yl) 
I),(X 7 X 
Poder ia neste Jtivel pPnsar-se que o problema da influência 
estaria resolvido Quer parQ n caso individual, rn=I, quer pant v 
ca~o múltiplo, a anl ic<-Jç<lü dH uma das medida s anter·iores permite 
lançar alguma luz sobn=" a Slld influência No entanto. o investigador 
desconhece à priot i quais os subconjuntos de obse,~vações influentes 
Estudar todos os subconjunti)S possíveis constitui uma tarefa penosa 
pela dimensão dos célculos a efectuar Por exemplo, para n=30 e m=5 
ler-se-iam 17.!.436 sub(:onjuntos distintos. 
As tentativas de contornar este prob I em a tem estado na 
or igem do desenvolvimento rla aplicação de métodos robustos, para a 
detecção de subconjuntos de observações influentes. Estes métodos, 
apresentados por Ha1.,kins, Bradu e Kass (1984). Atkinson (1986) e 
Rousseeuw e Leroy (]987), fundamentam-se em traços gera i s num 
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estimador que se obtém pPia minimização da mediano do quadrado dos 
resfduos (Least Neclian Squares). proposto por Rousseeuw (1984). Sem 
o devido rigm~ matemático. pode-se afirmar que o fundamental destes 
métodos baseiam-se na 'identificação' das 'boas' observações. isto 
é, daquelas ohservaçocs que nao sejam consideradas 'outliers' nem 
' ]e\·erages'. r:afec tunndn posteriormente uma regressão sobre estas 
observações. Dad11 que as 'mâs' observações não foram consideradas 
no processo de ,-pgn?sséln. estas são fáci !mente identifiCadas por· 
uma anã I i se dos r-es i 1.1111 ,s 
Em a ILenld 1 i\ 1 ;H)S métodos robustos (que não serao ti~ a tactos 
neste trabalho). fotum de'jenvolvid<:~s por Cook e t~eislwrg (]980) e 
f;ray e f ing (]984) d11:1S <lf>ot·dagens que procuram reduZi! O n(Jmero 
de subconjuntos a e>stud;cll~ 
A) Abordagem d e Cook e We i s berg. 
Estes aut,,, ._ ..... procuram majorar D 1 utilizando apenas a 
informação provenic·ntP rln matl~iz de projecção e dos ,~esiduos Em 
função desta infonlkH,/H•. um de t erminado subconjunto seré ou não 
seleccionado como um potencial influente. 
Como por j =l, 2, ... , m, ta mbém 
tt,,J(l-n,.)~n 1 /( l -n,), Pm \'irlude de este ser u ma transformação 





n (Í"') D ~--m- :;  
' (I- n ,..)2 kÕ2 
Paul (]IJe o cálculo dn membro direito da desigualdmJe (2 . 8~i) seja 
operacional, no sentido em que não seja necessário formal· fi matriz 
P., Cook e Weisberg pro["lôPm um substituto para n"'. Atendendo a que 
H,.~lr(P 1 )e desde que lr(P 1 )<1, a sua substituição em (1. 8J) leva ao 
seguinte, 
(2.84) D,~ ~p, (~ü~) (I - ~ P, )' kd' 
a sua subst ituição em (2.81) deix<J de se1~ 
posslvel. Param pequenn (não superior a três). os aulut·es conside ram 
q u e não se ganha em aproximar n...,, propondo que seapliquro din:'!ctamente 
(2 .77 ) a cada subconjunto. 
A aplicação deste método é eficiente se a r·elaçêo entre 
o número de observações 8 o número de variáveis explica tivas é 
elevada, e m v i rtude de não haver mui tos subconjuntos de observações 
correspondentes a tr(P 1 )2 l. 
D) Abor·dagem de Gray e Lj ng. 
Cray e Ling (1984) p r opõem a aplicação de um método de 
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'cluster' à matriz P,., para a detecção de potenciais subconjuntos 
rle observações influentes com o principal objectivo de reduzir o 
numl?ro de subconjuntos a processar. 
Dado q11e a matriz de projecç .. 1o P%. apresentada em (1 1~), 
po<l<· se,- decomposta na soma de uma matriz P por uma outra que depende 
ex~ I us i vamen te dos resíduos, esta con Lém segundo os auto1·C"s to<ia a 
informaçflo JWCessária para o estudo da influência. Em consequênria. 
subconjuntos de observações potencia I mente i nf l uen les podPm ser 
assoe i adas a submatri zes de P,. contendo \'a J ores elevados em magnitude, 
isto é, a valores qu e ultrapassem um cPrlo limiar préviamentP fi.\odo. 
Parô3 uma melhor identificação destCJS submatrizes. sugen?-~e troca 
rle 11 nhas e colunas de P %' de modo a que se obtenha uma m<l r r i. 
(quase) diagonal por blocos. De uma form<:l mais eficiente, os autores 
servem-se do algoritmo 'k -clustering ' desenvolvido por Ljng (lY/2) 
O papel desempenhado pelos C.!lementos de P ... bem como n 
relaçao destes com a medirla de Cook, é mais intuiti va no caco;n 
bidimensional, /={r,s}, a partir da expressão (2.66). Por esta. 
tem-se que quanto menor dr• e quanto mai or tlrll,pr., maior serão \'<Jior 
de D 1 • No mesmo sentido, se ücü.>O e dr,>O. 0 1 é função cJ·escc n tc 
de Pr.; se 11 rü.• <O e Pr• <O D 1 é função decrescente de Pr•• pm que> 
-0 .5 S: Prs S: 0.5. 
Após se terem identifi cado estes subconjuntos poLen-
c i a 1 mente i nf l uen tes, a ap J i cação de uma das medi das es tucladas 
per-mite identificar q uais os influentes. 
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3 . :E.STU.DO DA INFLU:E:NCIA NUM MODELO PARA 
A PROCURA DE MOEDA EM PORTUGAL. 
NestP capitulo são a pi icadas algumas medidas de influência 
a um modelo C>conométri co para a procura de moeda, M 1- (moeda em 
circulação fora das instituições mo netár ias mais depósitos à ordem, 
Rxc luindo os do SE=>c l or Público). e m Portugal, no período 1961-1990. 
Os objectivos subjacentes à elaboração desta aplicação foram os 
seguintes: 
- aval i a r sobre o comporta mento das diferentes medi das da 
i n fI uênr: i a apresentadas e, 
- identificar ao longo do período de esti mação alguns dos 
fac L ores que possam estar n a origem de eventuais 
obse r vações i n f 1 uen tes. 
3. 1. ALGUMA S CONSIDERAÇOES TEORICAS SOBRE A DEDUÇÃO DA 
FUNÇÃO PROCURA DE MOEDA. 
Antes da apresentação dos resu I ta dos da estimação fazem-se 
a 1 gumas cons i del-ações teóricas sobre a procura de moeda no senti do 
de justifi ca r o mo delo que irá servir de suporte a este ca pitulo. 
Sal i ente-se que um est udo exaustivo da procura de moeda e m termos 
teór i cos está fora dos ob jectivos deste trabalho. 
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O estudo da pl-ocura de moeda neste século, em especial 
apos os anos 20, 30, tem sofrido um desenvolvimento divergente, 
consoante as diferentes correntes económicas. A parte do confronto 
entre as duas principais Escolas Teóricas (Monetaristas e Keyne-
sianos), é no entanto possível obter-se algum consenso no que 
respeita às variáveis explicativas do modelo. Em traços gerais, a 
procura de moedd em termos reais é função de uma variável de escala 
(em gera I , do rendi IDl"'n lO rea I , do 1~end i rnen lo permanente ou da r i queza 
dos agentes) e de uma OtJlra que mede o custo de opm~tunidade da sua 
detenção. Designando pnr· Y a variável de escala e RJ o custo de 
oportunidade tem-sP 
(3 .1) M' 
-;,- f(Y,,R,) 
em que o indtce i e o tempo e Mcl!P é a procura por saldos reais, 
com Md., os saldos numinflis e P o nivel dos preços. A equação (3.1) 
tem i mp1 I c i ta a h i póte~P de a elasticidade moeda-preços ser uni tá ria. 
Para alguns auton:>s. Pntre os quais Goodhart,C.A.E.(l989), esta 
hipótese deve ser dp\·idornente testada, pois nem sempre é validada 
pelos estudos empiricos Neste sentido, optou-se pela reformulação 
de (3.1) para, 
(3 2) 
1 -O custo de op:>rtunidade é em geral apresentado rx:>r um ve:.tor de variáveis. 
As que can maior frequência aparecem nos estudas empfriccs são a taxa de juro 
de curto e longo prazo. Cem:> tal, daqui em diante vai-se atribuir a designação 
genérica de taxa de juro a R. 
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ou, admitindo umn especificação l og- Ji near2 , para, 
(3. 3) 
o ndernd. p, ye r representamo l oga t~itmonatural de Md. P, Ye R. 
respectivamente. De acordo com a teoria económi ca, espera-se que a 
procura de mneda e m termos no minai s varie positivamente com o nível 
dos preços. pos i ti va men te com o rendimento rea I e i nve,~samen te com 
a taxa de juro. 
A l?quação (3 3) deve ser interpretada como uma relação de 
equi l tbrio de longo prazo, isto é, como uma ,~eJação de equi I i brio 
onde a quantidarle de moeda em c irculação (ofel~ta de moeda) e o nivel 
de procura desejado pelos agentes económicos se igualem. llavendo. 
po 1~ exemp I o, uma variação da oferta de moeda. a passagem de uma 
s ituação de equillbri o a outra é estatica. O que entt~etanto se 
passa, o u a forma como os agentes económi cos se ajustam à nova 
s ituação de equiJlbrio, nã o é contemplado por este modelo. Em 
conse fluência, dado que as es tatísti cas monetárias f ornecem a 
quanUdade de moeda em circu lação e como. em cada momento, esta não 
t e m necessâriamente que coinci dir com a procut-a desejada pel os 
2 - A opção JXlr urna especificação !ag-linear, tradicional neste tiPJ de mcxlelos , 
visa essenc ialfJE1te faciJ itar a interpretação dos cceficientes das variáveis 
exógenas do modelo. Sem entrar nesse campo, refira-se no entanto que a escolha 
)Xlr uma especificação J inear ou log-linear é passível de ser testada. 
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agentes', <'l aplicação directa dos Mínimos Quadrados a (3.3), pro-
porciona resultados que em geral não são satizfatórios" . 
Pelos motivos apontados, a estimação de uma função procura 
de moeda. requer que se entre em I inha rle conta com a forma como 
us agentes se ajustam ao nível desejado de moeda. Para o efeito 
e:-:istem na literatura dois tipos de aj~1stamentos: (i) um parcial, 
ele\ i rio a Chow ( 1966) e (i i) outro mais gera I medi ante uma modelização 
tipo ADL (Autoregressive Distributed Lag), proposto inicialmente 
P<:H- Dnvidson. Hendry, Srb e Yeo (1978) para a função consumo. Apesar 
dr> (i) pode! spr- visto como um caso pRrticular de (ii)' va i-se . por 
tJma questão de simplicidade. propor um esquema dP ajustamento parcial 
PFin'l a procura dP moeda. 
De acordo com (i). a va riação do stock de moeda detido 
pelos tlgen tes. num determinado momento, deverá ser i g ua j a uma 
proporção da diferença entre o n i ve I desejado e o n 1 ve I verificado 
no rn o menlo anterior, i sto é, 
ou' 
(3.4) m,- em~+ (I - 9)m,_1 
3- Se se ad1ni ti r que as agentes nào detém to:ia a informação disponível (informação 
incompleta) e se existirem custas asscci ados à alteração do stock de activos, o 
que é razoáve I . 
4- Em particular. os resíduos estimadas do rocdeJo não sao i ndependentes. 
5- Ve ja-se por e.'<emplo OJthbe:rtson e Taylor (1987), pág. 66. 
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Substituindo m1 de (3.3) em (3 4), a função procura de moeda de 
curto prazo vem dada por. 
(.3.5) m,-f3o..-f3tP,...-~2y, ... j3Jr,-S~m,, 
com f3 1 O a 1, 1- o. 1 . 2. 3 e 13~ - 1 -e. 
3.2. RE S ULTADO S DA ESTIMAÇÃO DO MODELO PARA A PROCURA DE 
MOEDA . 
De acordo com a terminologia utilizada em Portugal para 
representar os agregados monetár·ins. él série rPlativa .é procura de 
moeda, cor responde ao agregado tvll (moeda em circulação fora das 
i nst i tu i ções monetár ias ma is de pós i to~ à ordem, exc 1 ui ndo os do 
sector púb li co). As restantes sér·ies tém o seguinte signif icado: p 
- def I a c to r do consumo privado com base em 1 977; y - P IBprn a preços 
constantes de 1977; r - taxa dP jtlro rios depósitos a prazo de 6 
meses a 12 meses 
Para a es timação do mode l o (3.5). obtenção dos va l ores das 
estat1sticas t este e cá l c ulo das diferentes medidas da influência 
(secção 3.3), utili zou-se o programa '386 TSP vers. 4.2A' num 
computador AT 386/387-25Hhz. 
A esti mação do modelo (3.5) pelo Método Ordinário dos Mlnimos 
Quadrados CMOMQ) , para os a nos de 1961 a 1990, condu z i u aos seguintes 
res u I ta dos, 
-78-
QUADRO 3.1 - ESTIMATIVAS DO MOMQ 
coef. est i mal . desv. pad. estat. 
p, -2 772 o 8051 -3 44.32 
~ . [) 1726 o. 1047 3. 5586 
p, o. 9748 o. 2444 3. 9878 
~, -0.0912 o. 0380 -2 .1552 
~. (l !.2'1!. o. 1530 2. 5077 
R'~ 0.9981 !?'- o. 9979 
Õ2 = o 0'582 
De acordo com 11:-; r~es tdtados o btidos, as es timati vas dos 
parâmetros têm o si na I p_....,perado , são estatisticamente s i gnificativas 
(atendendo aos vaJores do r ác io t) e, pe la estatística F. as variáveis 
exp ! i ca tivas, no SPI I cnnjun t o . são dete rminan tes para a expli cação 
da proc ura d e moed a 
Ten do p01~ base rt IWOposta de Hendry (1980), sobre a necess idade 
de uma avaliação estatrst i ca mais completa do mode l o, procedeu-se 
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à ap I icoçao de um cw1j unto de testes no senti do de detectar eventua i.s 
per r urbnções flUe nossam afectar a eficiencia do MOMQ6 De uma forma 
breve. os tf'Slf'S 111 ilizndos foram os seguintes: 
DURBIN 70 - Tesrr de autocorTelaçãn rle 1"' ordem (AR(l) ou 
MA(J )) para modPlos com variáve l e ndógena desfasada (070) Esta 
esta t1st i c a tem t11na rl i str i bu ição ass i mptól ica t(, ~ 2 ,. Refi r·H-sc a i nela 
que a sua potencia é afectada em amostr-as rle dimensào reduzida. 
HARVEY - Teste de autocorre lação de ordem q (AR(q) ou MA(q)) 
Este Leste apresentndo por Harvey (J981). pode ser ,·isto como uma 
generalização do teste anterior, sendo recomendado por Kiviet (1986) 
paro amo:=.tn1s de pequena dimensão; tem rlistrihuiçào F<q ... -t-q 
WHITE - Teste de heter·ocedasticidadc>, apresentado pm· White 
(1980). que resulta do confronto do estimador· usual da matriz dP 
variancius-covariãncias de ~com um outro est imadnr da mesma mdtriz 
robusto à heterocedasticidade Tem a vantagem de não exigir nenhum 
conhec ime nto pr~év i o quanto ao tipo de heterocedas ti c i da de po Len-
c ialmenlc presenre e permite La mbém inf0r"i!' sobre a especificação 
do modelo. 
ENGLE - Teste de heterocedasti cidade construido a partir dos 
processos ARCII (heterocedast i cidade condi c i o na I autoregressi v a), 
6- Refira-se que a aplicação de testE!S de espa ificação a mr.xlelos dinâmicas só 
é, em geral, vá I ida em termos ass imptóticos, sendo a sua p:Jtência fortenente 
afectada em J:B:]Uenas anostras. Tendo p:~r base os trabalhos de simulação de Kiviet 
0985, 1986), seleccionarc un-se, de entre os vários testes de d i agn6st i co, aqueles 
que mel ho1- se Lêm reveJado em pequenas amostras. 
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devido a EnglP (19A2), que ensaia a hipótese de homocedasticidade 
dos reslrluos cc,nltil i1 d]ternativa de est~s seguirem um processo 
ARCH(q) 
Em traços grn1 is tJm processo ARCH(q) carnr ter- i za-se por. 
V, 0,_ 1 - N(O.h,) 
tt,- h(U,_ 1 • ... 1./'"',.a) 
onde n,. é o COI/JUnto dP informação di!"ponJvel no perlnrlo t-1 e a 
um vector de pa,·amt•l ,-os rlcsconhecidos. 
A construção dPste teste processa-se em duas fases. 
estimaçAn rl:l regressão auxiliar de 0 1 sobre cz, .... ,o:_, 
mais uma l·nnstante e. 
cálc:uln Jp nR 2 • onde R 2 é o coeficientE=> de corTelação 
mültiplc~ r1.1 regressão anterior. 
estatlstic<;l do 1c•-...tP é equival ente a nR 2 com distribuição 
assi mptóti ca xf~c~·l)l~ 
CHOW - Te.«;te dP pronnanência de estrutunl proposto por Chow 
(1960) e recomenrli:'ldn ["" Ki\iet (1986), com distribuição Fc~ •. n.-kl• 
onde 11 1 é a dimensào clllltiStJ-al e n 2 a dimensão pós amostral. 
Atendendo a nur• (•ste teste é frequ entE;>mente utl I izado sem a 
construção de uma pdt til 11lar hipótese alternativa7 (/-/ 1), pode se1~ 
interpretado não só para a detecção de eventuais variações do valor 
7 - Veja-se Kiviet (19R6), P:~· 248. 
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dos parame!rns, mas também noutros erros de espec ifi cação 
RINBOW - Teste à ndo 1 inearidade do modelo e outros Unos de 
ma especific::aç.ão da forma funcional, pr~oposto por Jessica Uts e 
1efer i do f'm Kramer e SrJnnbPrger (1986) Este teste pode ser visto 
< nmo umc-1 v;:~riante do teste de Chow, em virtude de confrontar a soma 
rln quadn:~do dos r-es 1 duas do mode I o esti ma do a parti r de n observações 
rnm a do mode l o PSLimado a pattir de uma subamost1·a de dimensão n 2 
fr1 1 mcldo por observaçôes mais rr~oxirnas do 'centro de gnn·irlade' das 
\'flriáveis ex p i icat i Vds. isto E?, com um menor valor de p, i =1. 2, . n 
A PS tatl slica Lem dislr ibui çào F(~-~, ,., u· 
BJ - Teste <:1 normal idade dos residuos apresentado por Bera 
A Jd r que. Em traços gera is este teste mede o a fastamento das 
esti mativas de ~ 3 e ).l 4 de O f" 3Õ\ respectivamente Sob a hipótese 
n11l;1 de o~ erros ter~em distribuição norma l , a estatística do teste 
BJ tem uma distribuição ass imptót i ca x~>· 
O cá lculo da s es tattsti cas que s umáriamente se acaham de 
apresenta r conduziu üos seguj n tes r esu I lados. 
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QUADRO 2 - TESTES EST ATISTICOS• 
070 IIARVEY WH ITE ENGLEI ' 
-o 0181 0.0077 8. 226 o. ~ln 
( -1 7 J 4) ( 1 42) (25 O) (J k41) 
ENGLE2 RINBOW CHOW(73)' o CHOW(74) 
o. 995 o. 743 2 152 l. 209 
( 5 991) (2 .R 4) ( 2 48) (2.58) 
CHOW( 75) CHOW(76) CHOW (77) BJ 
l :)89 o 998 o. 950 1.405 
(2 70) (2 .84 ) (3.02) (5. 99) 
Da anã! is(• dPstes resultados pode-se concluir que o modelo 
esti mado é arroit l\(•1. em virtuda de t er 'passado' e m Lodos os testes 
estat1st i co:s rJIH' dqui se apresentam 
B - D3!1Lr-o de parente.-::: is Pncontram-se os nl veis crt ticos a 5%. 
9 - A designação 8\'GLEl e ENGLf2 refere-se ao teste de ENGLE s;ob a hipótese 
a i terna ti va de os res1duos seguirem um pra:esso ARCH(l) e ARQ1(2), respect ivamente. 
10 - A des i gnação QIOW(i), i=73, .... 77. di z respeito ao Leste de Chow em i. A 
se l ecção destes 811Cl"'õ prende-se essenc ialmente caTJ 19 cheque pe t ro l tfero, 1973, 
e com a r evo l uçàn de 1 fJ74. 
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3.3. IDENTIFICAÇÃO DAS OBSERVAÇOES INFLUENTES . 
A) Inf luê ncia individual . 
\Ses t~l su bsecçào vão ser~ ap I i cadas as mPd i das de Coo h C 2 41) , 
Welscll-~uh (2.54), Welsrh (2.58) e Atkin::>on (L. 59) às observações 
do modelo <"Sl imado e m '.3.2 Atendend o a f]lJP Pstas medid~s dependem 
essenc j a I mente de uma t 1 ansformação dos rP:<-.1 rluos est i marlos. O, e dos 
e l ementos didgonais da matr·iz de projpcçao P. se1Aào tomhêm apre -
sen lados os v a 1 ores dos res I duos s 1 uden t i btdos e dos e I emen tos 
diagonéJis de P, no sentido de se consPgHir tve, lguar pnssiveis 
causas rle uma even tual observação inf]IJE'lliP isto é. ' Out 1 iP.t-' ou 
'Levprage' 
Num<~ prime i r a abordagem. pode-s~.=> desdP já cone I ui r, a parti r 
dos gráficos J. 10. 11 e 12. r e lativos as medidns D 1 (2.41). DFFITS, 
(2.54), l,l , (2 S8) e T, (2.59). respectivam(•ntr• opresentarlos no final 
el es ta subserçtlo. que no exempl o em estudo. e I <Js não são con L rad i tó r i as 
em Lermos o r-d ina i s. Apesar- de es tas medi rlds na o fornecerem a mesma 
informação. d nao cont rar i edade deve-se essc•nc ia i mente ao facto d e 
os val o r es das est imatr vas ô,,l, i=l96l, , 1990, não diferirem 
s ignifi cativamen t e d e ôll (confronte-se os gr·éf i cos 3 e 4, no final 
11 - t: de rea lçar que, de acordo can Co:Jk, R.D.(198h), D, eleve ser- interpr-etado 
c:.cm::J uma medida da influência em ~ enquando que DFFITS, e T,, devem ser 
interpr-etadas como med idas da inf l uência em ({l. Õ'), como se r-ef eriu no fina! da 
secção 2.1. A interpretação da medida ele Welsch. l,l,. é dificu l tada çe l o fac t o 
de a métr-i ca utll Jzada depender da observação i 
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desta subsecção, re l ativos aos reslduos studentizados t 2 e r 2 • 
respectiva iTIPnle) Em consequência a identificação de Pventuais 
obset-v()ções i n fI uentes irá ser feito ét parti r da medi dn de C:nnh 
nào só peln motIvo apontado. mas tambem por ser l tma das que mats 
se populat tznu n<~ I I tf'ré'ltura. 
No uue respeita a esta medida [veja-se o Quadro J seguinte 
ou o C J ·.?~ fi c...o 1 . no final desta s ubsecção], constata-se que nenhumu 
das obsP t-vaç.oes, tornadas individua 1 mente. exerce uma influencia 
consideJá\'PI nos coeficientes estimado!;:; do modelo, pois ns \·alm-es 
de D, i=l961 , .. 1990, são signifi cativamente inferiores à unidade 
Apesar da infltJéncia diminuta, são de rlestacar os anos de 19""''1 e 
1975 peln va l or assumido por p" e t~. resppcf ivamente [\'eja-se o~; 
gráficos 2 e 3] Sendo a média dos el~mentos diagonais da matriz 
de projecçao. P, dada por k / n=O .l66 7 . n obse1vação r elativa a l'l7J 
tem associ.:ld<J um va l or de p 11 ligeiramente acima do 'ntvel critico' 
rroposto por lloag l in e \~ e l sc h (1978). 2(k n ) =0 .333 12 . Quanto ao <Htn 
de 1975, pode-se o bservar pelo quadro 3 que a sua influência é em 
grflnde parte devida ao valor assumido por l , que sob a hipOtese nula 
é um ' o utli er ' nã o influe nte em~. 
12 - cano t..a!, a linha da matri z X, referente ao ano de 1973, está relativamente 
afastada rla 11Jédia das I inhas de X. isto é, do seu ' c..entro de gravidade'. 
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QUADRO 3 
Maiores valo r es para D. 
ANO D, p, '~ 
197'1 o. 286 o. 39R 2. 169 
I 989 o. 261 o . 257 ., 780 
197, o. 216 o. 141. J29 
I 9A6 o 140 o. 137 6.406 
1966 o 073 o. 155 1. 983 
1983 o. 061 o. 142 .836 
Não hav~:>ndo ,~azões para se suspeitar da presença de obsc:>rV(:)Ç{•'õ'S 
influentes. pro(urou-se no entanto seguir o procedimento habitual 
de identi fie<·H quuis os coeficientes mais afectados. Tendo presente 
os graficos 5 a 9. no f inal desta subsecção. pode-se. para cada 
coeflc i e nte, conC"i LLir o segu inte, 
(1 0- o ano de 1973 é o mais influente, seguido do 
ano de 1966; 
~r o ano de 1975 é o mais influente seguidos dos 
anos de 1973 e 1986; 
~~ o a no de 1973 é o mai s influente seguidos dos 
anos de 1 975 e 1966; 
~ 3- o Hno de 1973 é o mais influente seguidos dos 
anos d e 1989 e 1966; 
~r o ano de 1973 é o mai s influ ente seguido rio 
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O ano rle> l 1J7'i o.;;pndo o m.1is influentE> em~ (apec:;ar de esta 
não se1 'p!T•ncupontC"' ), dP<:Har::e tamhE>m cnmo n ma i~ influente em 
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8) ln f luê nc i a Con j un t a. 
Como se referiu no capítulo 2, secção 2 4, deste trabalho. 
existem observações que só se reve Iam i n fI uen tes quando assoe i adas 
com outras e portanto, o diagnóstico feito em A) pode levar a 
conclusões distorcidas, como é o caso do presente trabalho Neste 
senti do v a 1 ser estudada a i nf luênc i a conjunta para subconjuntos 
de duas, três, quatro e cinco observaçOes. ut i I i zando para o efPi to 
a medida de Cnok D,(XrX.kÕ) 
As técnicas apresentadas na secção 2.6 para calcular os 
potencia i~ subconjuntos d<~ observações i n fI uen les não sao tão 
eficientes como seria de desejar. Por um lado, existe uma g:ancle 
di ficuldaciA em estabelecer um 1 i mi te superior para estas medidas: 
se esse valor é reduzido con~e-se o risco de deixar de fora alguns 
subconjuntos influentes; se é elevado, o número de subconjuntos 
potencia I mente i n f 1 uen Les aprox ima-se do número de subcon j un I os 
poss I ve i s, não havendo portanto um ganho s u bstanc i a I e m tempo de 
computação. Por ou t ro. vi u-se na secção 2.4 que o método apresentado 
por Cook e lVeisberg só é aplicáve l a s ubcon j untos de obse!~vações 
em q ue a soma dos corresponde n tes e l e mentos d i agon a i s de P, P,. 
se j am inf e t~ i ores à unidade (o que não é o c a so). Mas, mes mo que a 
des i g ua l dade anteri o r se j a ver ifi c ada, se a relação entre o número 
de obse r vações e para met r os é baixa, a soma dos e l eme n tos diagonais 
de ?,aproxima-se da un idade, contr ibuindo para aume n tar a dificuldade 
de deLecçáo de potenciais s ubconjun tos influentes. 
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Como ct,nsequPncia destas dificuldades optou-se pelo cfllculo 
da i n f lw?nc i o Ô(;) todos os subconjuntos de observações, não del xando 
no entanto rlP salientar que o volume de cal cu los e portanto o tempo 
de computaçeto, <JIJmen~a consiclerávelmente com o número de elementos 
em o:tda subconjunto. No presente trabalho consideraram-se subr.on-
juntos de 2. '.\ .t. e S observações, resum i ndo-se no quadro seguinte o 
número de elemt>n1os e o tempo dispendido. 
QUADRO 4 
T e mp o d e Co mputa ção Di s pendid o J ' 
Subconjuntos N• Elementos Te mpo 
d e m Obs. (aprox imado) 
435 01'44" 
4060 22'04 ' ' 
27405 02h 19 ' 
142506 13h 02' 
Os result<.~1los apresentados no quadro 4 falam por si. Para 
subconjunto~ cum mais do que 4 observações, o tempo dispendido tem 
um c usto extremcJmPnte elevado, se ndo aceitável para os de 2 ou 3 
observações. 
13 - Note-se que estes tempos d i zem re.spei to ao tempJ total (carregamento do 
prugrama, cálcu los e rc...->g i sto dos resultados num fiche i ro de output) e está 
óbviamente clJfldicionarlo pelo ti !XI de máqui na e eficiência de cód i go do programa. 
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Quan tu à i n f J uênc i a conjunta de duas ohservações nenhum dos 
s ubconjuntos se apresenta influente em~. como se pode obse1 va1 pelo 
quadr·o S. n11 pelo Gráfico 1'3, que a sPguir se apresentam no 
entanto de realçar que os anos de 1988 e l 1Jh9 não evidenciados no 
diagnóstico individual, aparecem agorn como os mais influent('S em 
Uti 1 izando o método de Gray e Ling lhlra a determinação de 
potenciais observações influentes. são ratPntes as dificuldades 
inicialmente referidas Uma dessas dificuldades. está no facto de 
p.11 não ser llffitl transformação monótona dP D com I={ i . j}, i , j =1961. 
... , 1990 e i "j Considerando. do mesmo mnrlo qup Gray e L i ng, apenas 
os va l ores de p.,,ll':O.JS (ver quarlro Cl) cnustata-se que não são 
considecadoso 2º, 4º e 5º subconjuntos mais influentes. Por exemplo. 
o valor de p~, 1 para (i .j)=(l973.1989) é em valo! absoluto bastantP 
reduzido (0.07) e simultaneamente é identificado como o 4º sub-
conjunto ma i s influen te (ver Quadro ')) Se em contrapartida se 
tomassem os va l o r es de ]p.,1 i;?:0.07 haver io~ demasiados subconjuntos 
de d uas o bservações a processar, prát icn que pode não ser vantajosa 
qua ndo con f ronta da c:om o cá I cu l o da i n f llrf-nc i a de todos os conjuntos 
passive i s. 
-%-
GR AFICO 13 
I nflu ê n c i a co n j un ta de 2 o bse r vaçõesJ4 
L_ _____________________________________ j 
14 - Pcn- conve niência de constn1ção, o gráfico é simétrico em relação ao par 
(i,i), 1=1961, ... , 1990, não incluido. 
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QUADRO 5 
Influ ê nc i a co njunta d e 
( D: 0 > 0.5 ) 















Para a identificação de três, quatro e cinc0 observações 
conjuntamente influentes. aplicou-se a medida de Cook C L. 65) a todos 
os subconjuntos de observações. apresentando-se os vai ores mais 
significat i vos. nos quadros 6, 7 e 8, respectivamc•JH P A partir 
destes resu 1 ta dos é de cone J u i r pela presença ck o bservações 
con juntame n te in f l uentes em~. Por exemplo, a omissão das observações 
de 1987 a 1 990, correspondente a 0 1 =2.878 (quadro 7). levam a um 
deslocamento da esti mativa de [3aci ma da região de confiunça a 95% 
para ~. E: a i nda interessante nola J-, a part i r do quadro 8, a i mporU\nc i a 
assumi da pelas observações rela t ivas aos anos de 1987 a 1990, 
juntamente com os anos de 1974, 1966, 1979, 1981, entre outros. que 
se revelara m pouco significativos no diagnóstico individual. 
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QUADRO 6 
I nf l u ê n c ia c o njunt a d e 3 o bser vações 
( D:r. 1 . Jt ) > 0.9 ) 
( i , j,k ) D,, 
(1973. l9B6. 1990) . 352 
( 1987, 1988. 1 989 ) . 127 
(1966' 1 9 7 5, 1 9 7 6) . 1 0 1 
(J 973' 1988, 1989) 1 . 021 
(1985. 1986. 1 990 ) o. 975 
(196 l ' 1973, 1990) o. 925 
(1 9 7 3' 1983. 1984) o. 905 
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QUADRO 7 
Influ ê nc ia co njunt a d e 4 observações 
( D(I.J.~ > 1.5 ) 
( i , j , k , I ) D(l.J." 1: 
(I 987. 1983, 1989 , 1990) 2. q783 
(1973, 1987' 1988, 1989) . 0515 
(1973' 1985, 1386. 1990) .8778 
(J 966. 1967, 1975 , 1976) . 7769 
(1973, 1979, 1986, 1990) . 7201 
(J 961' 1973. 1986. 1990) . 6918 
(1964' 1973' 1986, 1990) .6699 
(1986. 1987' 1988. 1990) .6598 
(1 974' 1987' 1988, 1989) .6175 
(1973' 1986. 1987' 1990) .5489 
(1973' 1986. 1988 , 1990) .5473 
(]963' 1973, 1986, 1990) 5224 
(1973. 1980, 1986, 1990) 5139 
(19 70' 1973, 1986, 1990 ) . 5022 
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QUADRO 8 
Influ ê nc j a co njun t a d e 5 obse rvações 
( D<• · t·~< t . ... l > 3 ) 
(i, j,k,l,w) o, .. f. lt; ..... ) 
(1974, 1987, 1988, 1989. 1990) 5 867 
( J'166, 1987. 1988, 1989, 1990) 5. 255 
(I '179, 1987, 1988, 1989, 1990) 4 190 
( ]'J91 1987, 1988, 1989, 1990) 4.124 
C 1 Y73. 1987, 1988, 1989, 1990) 3. 510 
C 1 Y7b. 1987. 1988. 1989, 1990) 3. 245 
( !964' 1987, 1988, 1989, 1990) 3. 215 
(1982' 1987, 1988. 1989, 1990) 3. 146 
( (977, 1987. 1988, 1989, 1990) 3. 100 
( 1981, 1987, 1988, 1989, 1990) 3 069 
( 1967' 1987, 1988. 1989, 1990) 063 
(]969. 1987. 1988, 1989. 1990) 3 0 18 
(1%1' 1987, 1 988, 1989. 1 990) .001 
(1978. 1987, 1988, 1989' 1990) .000 
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QUADRO 9 - MATRIZ DE PROJECÇÃO P, 
( p.,, l 2 0.15) 
61 62 63 64 6l 6ó 67 611 69 70 n n 73 74 7l 
61 0.27 0.11 0.17 
62 021 0.23 021 0.18 
63 0.17 021 0.21 020 
64 0.18 Ol'l 0.20 
6l 





71 0.16 0.!5 
n 0.15 0.21 0.22 0.16 
73 015 021 o "~ 
74 0.!6 O !O 











































8J 0.211 021 
84 0.21 0.26 0.12 
8l 0.22 0.25 0.20 
86 0.20 0.29 0.19 
87 0.19 021 0.19 0.17 
88 021 Oll 0.2l :~ 89 0.19 021 0.31 
'!! 0.19 0. 17 0.211 0.20 0.31 
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Ava l i a 1 as posslveis causas da influência não é tarefa fácil 
pois não existe 11ma solução comum para este p1·oblema As causas 
podem ser diversas e devem ser analisadas caso a caso 
No que 1·esp1:?i ta ao problema em estudo passam a enumerar-se 
alguns dos possi\·eis factores 
-admi tindo a vai idade do modelo com que se está a tra-
balhar, uma das razões da influê ncia pode ler a ver com 
as séri es económicas existentes. A passagem em 1977 do 
a n ligo para o novo sistema de contas nacionais trouxe 
problemas de compatibili zação, por não haver um ano de 
r eposição entre es t es dois sistemas. Em consequência a 
compatibilização de algumas das séries foi baseada em 
processos ' exped itos' , reduzindo a sua qua lidade 1 ~; 
-outro factor possível prende-se com o facto de a partir 
de 1 985 se ter trabalhado com dados que não são defi-
nitivos, i s t o é, com dados, baseados em est imativas. 
extraidos dos Relatórios do Banco de Po 1·tuga l; 
- um terce i r o e ú 1 ti mo fac to r pode resu I tal- da combinação 
de uma defi ciente qual idade dos dados com um modelo que 
pode não ser o mais adequado para expl i car a procura de 
moeda e m Portugal, por não ser capaz de assi milar toda 
informação contida nas observações. Por exemplo, 
fac tores como o tipo de ajustamento à procura dese jada , 
15 - A este resr;ei to veja-se Gartaxo e Rosa (1986). 
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bem como o tipo de variáveis incluldas (e não incluídas. 
como é o caso da taxa de inflação e da taxa de juro 
externa). podem desempenhar aqui um papel importante 
Com ba::.e nestes posslveis factores, tendo presentes os valores da 
influAnci<:~ conjunta obtidos anteriormen te. existem fortes suspeitas 
de quP as observações posterior·es a 1986 não tenha m uma qual idade 
desep:'tvf"l No entanto é importante frisar que esta conclusão carece 
de um cst udo mais aprofundado. 
Outros factores que se prendem com o tipo de modelo utilizado 
podem ter con tribuldo para explicar essa influê ncia. A corro borar 
esta h i pó tese estão as di versas a I te rações na soe i edade portuguesa 
em E'speciol as posteriores aos anos de 1985/86, 
- a integração na CEE , 
-a progressiva liberali zação dos mercados financeiros e 
-o dinamismo do mercado de cap itais. 
Estas 11 t e rações, que não se esgotam nos três casos anteriores, 
podem tf'r con tri bu I do para uma a 1 teração do comportame n to dos agentes 
econom i r o~, face à proc ura de moeda, obrigando deste modo a um 
reespeclf i cação mai s cuidadosa do modelo (3.5). 
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4- CXlNSIDERAÇOE::s FINAIS -
Uma grande parte dos trabalhos realizados em Econometria 
Aplicada assenta na uti I ização do esl imador que não é robusto 
(m 1 n i mos quadrados). Em consequência. o v a I o r das estima ti \·as dos 
parâmetros (para além do modelo que I hes est~ subjacente). depende 
em grande Pélrte da qualidade> dos dados utilizados Valores ext,~emos 
no espaço das va,·iâveis do modelo, podem levar a uma alteração 
subst.:mc~ial dessas estimati,·as Como tal. é desejãvel C]Ue na fase 
de aval iaçao de qualquer modelo econométr·ico se disponha de alguma 
medida que permita aval i ar sobre a flllalidade (estabi I idade) dos 
seus parametros, em funçao dos rladns disponiveis. 
Neste contexto, o estudo da i n fI uênc i a das observações 
surge como um método de diagnóstico 0xtremamente importante em 
q ua l quer Lrabalho de econometr·ia aplicada. apesar de ainda hoje ser 
po uco u ti I i zado. 
En111.1anto o estudo da inf l uência ind i v i d ual, nas s uas 
mú I ti p I as abordagens, está conven i en temente trata do n a 1 i ter a tu r a, 
o mesmo não se pode afirmar no q ue diz respci Lo à i n f I uênc ia conjunta, 
como se v i u no capi tul o 3 Uma pr-imeira dificuldade prende-se com 
a d ime nsão do prob l e ma, tor na ndo extremamente custosa a aná 1 i se de 
todos os casos pass i ve i s. Uma segunda tem a ver com o facto de as 
técnicas apresentadas por Cook e IVeisberg (1980) e Gray e Ling 
-106-
(1984). com o propósito de obviar as dificuldades anteriores nao 
se 1·eve !aram suficientemente eficazes, em especi a I quando se traha I ha 
com uma dnlfJt:>t r a pouco ,-eduzida. 
Por este facto, o estudo da influência conjunta em especial 
a pnrt ir rle meados dos anos 80, tem sido fel to com o n:•c.:urso â 
uti I ização de técnicas r·obustas, mais eficazes e menos dispPndiosas. 
por aulrwe~ como Atkinson (1986), Kauss e Bradu (198~) e Rousseeuw 
e Leroy (19B7). 
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S. ANEXOS. 
5.1 PROGRAMA 'TS P' PARA O CALCULO DA INFLU~NCIA CONJU NTA . 
Apresenta-se de seguida o programa. em TSP. que servlu de 
ba~e para o cá l eu ln da influência conjunta de 2, 3, 4 e 5 observações 
~IFJ ~~-ca-_-lcu~l~o-da_Inf_l_lé:"c ___ i_a_cx:n~jtm~ta~IXJ~nr::>:E~l-o-para--a-procura-------===u 
;~'~~~--------------~~1-9&_1_-_1~----------~----~-------d 
Leitura do ficheiro de dadas. 
OPITONS CRT; 
FREQ N; 
SMPL 1960 1990; 
WAD (Fi le='MOFJlA.DAT') y jdp p ml; 






E:sli mação do nxxlel o 
SMPL 1961 1990; 
TRENJ) <staJ t=l96l.step=J) l, 
Lisr vd, lml c Lp Ly LJdp r"' I( -1): 
OL'{l vd i: 
SET si g2=(~2 : 
MFURf-1 &Aa=@t·(e>f; 
~t'IAKE X c Lp Ly f.jdp lm1( -1): 
~1AT M=X'X, 
SI'PRE.S ó'i«>-:1 ~'&!5 @::o<>f @smp!; 
inf2 vdi Beta sig2; 
infJ wli Rctél sig2; 
inf.4 vdi fk't;.-1 sig2; 
irlf5 wli &•ta ">ig2: 
? Lista can as variáveis do IOCdelo 
? Estimação ç:elo ~-
? Variancia 
? Vector da3 Cceficientes estimados. 
? Ha triz X dos regr·esso,~. 
Pru-..:ed i me:n tas para 
? cálculo da influência conjunta. 
PRCCEDINENIU5 
Inf 1 uênc i a de duas observaçCes. 
PRO: inf'2 vars B s2; 
SEr cnnt=O; 
SEr a=l961: 
!Xl i=\961 to 1989 by 1; 
SF.T a=a+l; 
lX> j=a to 1990 by 1; 
SEr conL=cont+l; 
SMPLlf t•=i & t·=j; 
OLSQ (si lent) vars; 
MAT Cook = (@Ccef -8) 'W (@Ccef -B)/(@nmef's2); 
If Cook , 0.5; THEN; fXl: 
PRifo/1" i j Cook; 
ENDfXl; 






Influência de lrês utservaçC::es. 




00 i=1961 11) 1988 BY 1; 
SET al=al+l; 
00 j=al 11) 1989 BY 1; 
SEr a2=a2+ 1. 
00 k=a2 1U 1990 BY 1; 
SEr cont=conL+l; 
51-lPLIF t•=i & t•=J & r·=k; 
OLSQ (si lent) vars; 
flAT Cook = (@:cef -8) 'N" (ótoef -BJ / (@ncoef's2): 
IF Oook > 0.8; TIIEN: [XI' 
PRINT i j k G:ok. 
ENDOO; 








Influêocia de CJUatro observaç:Ces. 





IXJ 1=1961 1U l987 BY 1; 
SEf b1=bl+l: 
IXl J=b1 TO 1988 BY 1; 
SIT b2=b2+ l; 
IXJ k=b2 TO 1989 BY 1; 
SEJ' b3=b3+ 1; 
IXJ I =b3 10 1990 BY J; 
SEr cont=cont+l; 
Sf!PLIF t"=i & t"=J & I " =k & t"=l: 
01.-9:) (si lent) vars; 
MAT Ox>k = (@Ccef-B)'W(@Ccef-B)/(@ncoef•s2): 
IF Ox>k > O. 99; THEN; IXJ; 
PRINT i J k I Ox>k; 
ENDr:o: 





SIT b2=b1 +1; 





Influencia de cinco observações. 






00 i=l961 1D 19S6 BY 1; 
SET bl=bl+l, 
00 j=b1 1D 1987 BY 1; 
ser b2=b2+ 1. 
00 k=b2 1D 1988 BY 1; 
ser b3=b1+1: 
00 l=b3 1D 1989 BY 1; 
SEf b4=b4+ 1; 
00 w=h4 ro 1990 BY 1; 
SET cont=cont+l; 
So'lPLif t'=i & t'=j & t'=k & l'=l & t'=w; 
OL'l) (si lent) vars; 
MAT t.l:>ok = (@Coef-B) 'W (@Ccef -B)/ (@ncoef's2); 
lf ('.nok > 1.5; 11IDI; 00; 
PRINT i j k I w Cook: 
ENDOO; 















5.2 DADOS ESTAT!STICOS. 
refi actor Taxa de Juro 
ANO Ca1suno PIB pD dcs Depósitos ~ 
Privado P.TI a Pra= MI. 
6 Meses/ 1 Aro 
(p) (y) (jdp) (ml) 
J'J60 0.28JO~ 246.037 1.250 40.737 
1961 o. 28461 258.831 1.250 41.276 
1962 o. 29031 275.914 1.250 44.673 
1963 o. 29356 292.192 1. 250 50.214 
1964 0.29576 312.938 1.250 56.823 
1965 0.31001 336.096 2.375 62.198 
1%6 0.32692 348.867 3 .500 70.148 
1967 0.33192 377.125 3.625 75.274 
1968 0.34624 404.656 4.000 80.725 
1969 0.36327 418.009 4.000 91.320 
1970 o. 37488 453.958 5.125 92.582 
1971 0.40101 483.920 5. 750 104.900 
1972 0.42635 522.633 5 .750 120.928 
l 1J73 0.46417 581.168 5.750 165.526 
Lg74 0.57343 587.561 6. 250 182.254 
1')75 0.66522 562.296 8.000 227.098 
1976 o. 78577 597.158 9 .500 246.319 
1977 1.00000 625.835 11.625 274.807 
1978 ]. 21200 647.033 17.000 314.878 
1979 1. 50400 689.737 19.000 396.569 
1980 1. 79400 718.016 19.000 484.536 
1981 2.18700 721.606 19.250 524.597 
1982 2.67876 744.697 20.825 610.601 
1983 3.36153 742.463 25.700 666.375 
1984 4. 34641 730.584 28.000 772.619 
1985 5.17232 754.693 25.500 980.701 
] 986 5 .87058 787.145 17.400 1334.402 
1987 6.47525 827 .289 14.500 1527.179 
1988 7.10335 860.381 13.200 1722.082 
1989 8.02679 907.702 13.000 1827.821 
1990 9.10238 947.641 13.547 2351.671 
Uni dades e Fontes: 
p: Jndlce de base fixa ( 1977=1 l. Cartaxo e Rosa (19861 e Relatórios do Banco de Portugal. 
y: PreÇos constantes de 1977 , 10 6 Contos. Cartaxo e Rosa (1986) e Relatór i os do Banco de 
Portugal. 
jdp: Percentagens. Banco de Portugal (Oados nao Publicados!. 
Pre ç os Correntes , 10 6 Contos. Cart~xo e Santos (!984) e Relatórios do Bam:;o de Portugal· 
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