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ABSTRACT
This Dissertation is devoted to the detailed study of two major subjects.
In the first part, we study non-perturbative aspects of quantum electrodynamics on
Riemannian manifolds by using heat kernel asymptotic expansion techniques. Here,
we established the existence of a new non-perturbative heat kernel asymptotic ex-
pansion for a Laplace type operator on homogeneous Abelian bundles with parallel
curvature, and we evaluated explicitly the first three coefficients of the expansion. As
an application of this important result, we computed the imaginary part of the non-
perturbative effective action in quantum electrodynamics and derived a generaliza-
tion of the classical Schwinger’s result for the creation of scalar and spinor particles
in an electromagnetic field induced by the gravitational field. We also discovered
new infrared divergences due to the gravitational corrections, which represents a
completely new physical effect.
In the second part of the Dissertation, we studied some aspects of a newly
developed non-commutative theory of the gravitational field called Matrix Gravity.
There are two versions of Matrix Gravity, in the first one, called Matrix General Rel-
ativity, the action functional is obtained by generalizing the Hilbert-Einstein func-
tional to matrix-valued quantities. In the second one, called Spectral Matrix Gravity,
the action is constructed form the first two spectral invariants of a non-Laplace type
second order partial differential operator. For the first version, we found the dynam-
ical equations of the theory, while, for the second version, we computed the first
non-commutative corrections to Einstein equations in the weak deformation limit.
For Spectral Matrix Gravity we analyzed the spectrum of the theory on DeSitter
space and found that the dynamical degrees of freedom are represented by a num-
ber of massive spin-2 and massive scalar particles. Furthermore, we developed the
kinematics of test particles in Matrix Gravity and found the first and second order
corrections to the usual Riemannian geodesic flow. We evaluated the anomalous
non-geodesic acceleration in a particular case of static spherically symmetric back-
ground. We applied this result to study the problem of the Pioneer anomaly.
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CHAPTER 1
INTRODUCTION
One of the most important achievements in theoretical and mathematical
physics in the 20th century was the development of a quantized theory of fields.
Today, this area of research is still thriving and presenting researchers with com-
plex mathematical and experimental challenges. Quantum field theory begun when
physicists tried to unify the newly discovered special theory of relativity with quan-
tum mechanics. The seminal paper by P. A. M Dirac in 1927 [45], The Quantum
Theory of the Emission and Absorption of Radiation, represents the first attempt to
create a quantized theory of the electromagnetic field and is generally recognized as
the beginning of quantum field theory.
After the work of Dirac an extraordinary amount of work in this field, both
theoretical and experimental, was carried out by many physicists leading to striking
discoveries. Amongst the most important are the prediction of the existence of an-
tiparticles, relativistic effects on the spectra of atoms like Lamb shift, the discovery
of a number of elementary particles, the formulation of the scattering matrix which
describes the interaction and decay of particles, and the development of gauge theo-
ries which lead to a unified formulation of three of the fundamental forces of Nature.
Perhaps one of the most fundamental contributions to the development
of the quantum theory of fields was given by Feynman in his dissertation [48], The
Principle of Least Action in Quantum Mechanics, where he developed the formalism
1
2that is known as path integral. This method is based on the description of quantum
systems by using the Lagrangian formalism instead of the Hamiltonian one. This
method leads to a covariant formulation of quantum mechanics and quantum field
theory, namely a formulation in which the form of the fundamental relations does not
depend on the system of reference used. The extreme importance of this formalism is
promptly recognized when one attempts to unify quantum mechanics with Relativity
which is, essentially, a covariant theory.
The path integral gives the transition amplitudes of quantum processes as
an integral (sum) over all the possible paths in the configuration space joining the
initial and final states of the process. Since the integral, in Euclidean formulation,
contains the exponential of the (negative) classical action, it is straightforward to
realize that only the paths that are close to the one that extremises the classical action
contributes the most to the sum. The paths that are far from the classical path become
exponentially small and are negligibly small in the sum. Unfortunately, in many
cases of physical interest, the path integral cannot be evaluated exactly, and therefore
some approximations need to be used. The features of the path integral make this
formalism particularly suitable for a semiclassical (or WKB) approximation.
It is well known that this is not the only case in which one uses approxima-
tion techniques. Several approximation methods have been the most important tools
for studying phenomena in quantum field theory. The reason for that is very simple:
as any other field of study in Physics, quantum field theory presents very complicated
non-linear problems for which a closed analytic solution cannot be found explicitly.
Therefore various approximation schemes have been developed in order to obtain
observable predictions at different regimes.
3One of the most important approximation schemes, especially for its man-
ifestly covariant form, is the background field method which was developed in major
part by DeWitt [40, 41]. This method is, actually, a generalization of the method of
generating functionals developed by Schwinger [72, 73]. The most important object
in the background field method is the so called effective action. The effective action
is a functional of the background field and, in principle, contains all the information
about the quantum theory. In order to yield observable predictions, quantum field
theory needs to give the probability amplitudes of a variety of scattering processes
in which the initial interacting states are known and the final products can be mea-
sured by using particle detectors. Theoretically, this interaction is studied by means
of the so called S -matrix (or scattering matrix). In the Feynman diagrammatic tech-
nique the S -matrix is described in terms of the propagator and vertex functions. The
effective action determines the propagator and the vertex functions with regard to
all quantum corrections. Of course, once these basic ingredients are known, the
complete S -matrix is determined and, hence, measurable predictions can be made
[39]. Moreover the effective action yields, upon variation, the effective equations
of motion which describe the back-reaction of quantum processes on the classical
background field. Another important feature of the effective action is its low-energy
limit (also called effective potential), which is the natural tool for studying the vac-
uum structure of the quantum theory under consideration.
The effective action is one of the most powerful tools in quantum field
theory and quantum gravity (see [72, 43, 14, 17, 28]). The effective action is a
functional of the background fields that encodes, in principle, all the information of
quantum field theory. It determines the full one-point propagator and the full vertex
functions and, hence, the whole S -matrix. Moreover, the variation of the effective
4action gives the effective equations for the background fields, which makes it pos-
sible to study the back-reaction of quantum processes on the classical background.
In particular, the low energy effective action (or the effective potential) is the most
appropriate tool for investigating the structure of the physical vacuum in quantum
field theory.
The effective action is expressed in terms of the propagators and the vertex
functions. One of the most powerful methods to study the propagators is the heat
kernel method, which was originally proposed by Fock [52] and later generalized by
Schwinger [72] who also applied it to the calculation of the one-loop effective action
in quantum electrodynamics. Finally, DeWitt reformulated it in the geometrical
language and applied it to the case of gravitational field (see his latest book [43]).
Unfortunately, in most interesting physical cases the effective action can-
not be computed exactly, and therefore approximation methods need to be devel-
oped. Since the effective action can be written in terms of a path integral, one of
the most effective approximation methods is the semiclassical perturbative expan-
sion of the path integral in the number of loops, also known as the loop expansion.
The basic idea is the following: all the fields are decomposed in a classical back-
ground part φ and a quantum disturbance h, like ϕ = φ+
√
~ h, where ~ is the Planck
constant. By substituting this decomposition in the classical action, one can expand
the action in the quantum fields. The quadratic part of the expansion in the quan-
tum fields gives the propagator and the higher order terms give the various vertex
functions. This information is basically all we need in order to obtain the effective
action, because, as we mentioned before, it is constructed in terms of the propagator
and the vertex functions [39, 43]. The number of loops in the perturbative expan-
5sion corresponds to the power of the Planck’s constant: ~ corresponds to one-loop
expansion, ~2 represents two-loop expansion, and so on. One of the most effective
mathematical tools to study the propagators in quantum field theory is the proper
time method or heat kernel method which was developed by Schwinger in [72, 73]
and then generalized to include curved spacetime by DeWitt in [40, 42]. Some nice
reviews on this subject can be found in [33, 79].
It is clear that the various approximation methods only give correct re-
sults within their own specific regime. In other words each approximation method
has its limits of validity. There are, mainly, three types of regimes that have been
extensively studied in the literature (a good review can be found in [7]),
• Semiclassical Approximation: This approximation is used in the case in which
the fields of interest have a large mass. The main idea of the method is to
expand all the relevant quantities (like effective action) in a series of inverse
powers of the mass. In this way, since the mass is large, the higher order
terms become smaller and smaller and can be treated as perturbations. Of
course this approximation fails completely if one considers small or vanishing
masses because the higher order terms, in the expansion in inverse powers of
the mass, would became larger and larger posing problems for the convergence
of the expansion.
• High Energy Approximation: This approximation is particularly useful in the
case in which one is interested in weak, rapidly varying background fields.
This approximation analyzes the short-wave, and hence the high energy, part
of the spectrum of the background field. The idea is to construct an expansion
6in powers of the field strength. Obviously this expansion will not produce
correct results when the field strength becomes large.
• Low Energy Approximation: This approximation is the opposite of the previ-
ous one, and it is used when one is interested in strong and slowly varying
background fields. This approximation probes the long-wave, and therefore
the low energy, part of the spectrum of the background field. In this approx-
imation the idea is to construct an expansion in the derivatives of the fields.
Exactly as in the other cases described above, this approximation fails if the
field strength becomes small and the derivatives become large.
In the first part of this Dissertation we will mainly study quantum elec-
trodynamics on curved spacetime. However, before describing in details the work
done here, it is important to briefly review the past literature and results about this
subject. One of the first attempts to utilize the heat kernel method for studying the
effective action in quantum electrodynamics was carried out by Schwinger in [72].
In his paper he was able to successfully derive the effective action for quantum elec-
trodynamics and evaluate its imaginary part which, in turn, gives the probability am-
plitude for the creation of pairs of particles in an electromagnetic field. This result,
although of fundamental importance, was obtained on a flat (Minkowski) spacetime.
The generalization of the results obtained by Schwinger in curved spacetime repre-
sent a much more complicated task. As mentioned before, in general cases the heat
kernel and, therefore, the effective action cannot be computed exactly: the curved
spacetime case is one of them. For this reason the research was focused on trying to
obtain some results in particular regimes by using suitable approximation methods.
7In order to study such case one of the oldest methods used was the Mina-
ckshisundaram-Pleijel short-time asymptotic expansion of the heat kernel. This
method is essentially perturbative, in fact in this approach the expansion is written
in terms of powers of the curvature of the spacetime and its derivatives. Of course
this method is inadequate when the curvature becomes large (strongly curved space-
times). If some of the geometric invariants of the curvature are large, the method
of partial summation has been developed in which one sums the terms in curvature
that are large. This is still a perturbative approach because the expansion is written
in terms of powers of the geometric invariants of the curvature that are not large.
In the low-energy approximation, when the curvature, but not their deriva-
tives, is large, an effective manifestly covariant method for the evaluation of the heat
kernel asymptotics has been developed [6, 7, 10]. In the case the derivatives of the
curvature are small, this method effectively sums the contribution from the curvature
of the spacetime in the heat kernel expansion. However this study does not contain
the electromagnetic field. A recent paper [24] overcomes this difficulty by treating
covariantly constant gauge fields over symmetric spaces which are manifolds with
covariantly constant Riemann tensor.
The first part of this Dissertation deals with the evaluation of the heat ker-
nel asymptotic expansion for covariantly constant electromagnetic field on arbitrary
Riemannian manifolds. We obtain, for the first time in literature, an expansion, for
the heat kernel, in powers of the geometric invariants of the curvature of the space-
time but to all orders of the electromagnetic field. This represents a completely new,
non-perturbative, heat kernel asymptotic expansion. Before this important result, the
heat kernel expansion in presence of an electromagnetic field in curved spacetime,
8and hence the effective action, were only known as power series in the electromag-
netic field strength and its derivatives. Our result, instead, presents analytic functions
of the electromagnetic field which means that we have effectively summed all the
infinite contributions coming from the electromagnetic field to the effective action
in curved spacetime. In this sense our results are non-perturbative in the electro-
magnetic field. In physical language this means that we have a tool, which was
missing before, for studying the behavior of matter in a gravitational field under the
influence of a very strong electromagnetic field. One can promptly realize that these
results can be applied, for instance, to the study of matter close to any astrophysical
object which possesses a strong electromagnetic field (like magnetars, pulsars, etc.).
Moreover our results can be used as a tool in order to study charged black holes,
in particular the important subject of creation of pairs of particles near a black hole
possessing a strong electromagnetic field. In other words, we can apply our non-
perturbative method to any physical system under the influence of the gravitational
field and a strong electromagnetic field. Since this result is completely new, it is
possible that new, non-perturbative, physical phenomena, unpredictable if one uses
perturbative methods, might be found in the near future. The results obtained in the
first part of this Dissertation have a profound impact also in mathematics especially
in the area of study of Ka¨hler manifolds which are, basically, complex manifolds
with some specific algebraic conditions imposed on them. The complex structure
on Ka¨hler manifolds is a covariantly constant antisymmetric two-tensor which plays
the role of our covariantly constant electromagnetic field. Our result, applied to this
case, would give a new heat kernel asymptotic expansion of Ka¨hler manifolds which
can be used to obtain specific geometric information about these manifolds. This is
an important topic that would be interesting to study in the near future.
9As an application of the new non-perturbative heat kernel asymptotic ex-
pansion analyzed in this Dissertation, we studied the effective action for scalar and
spinor fields under the influence of the gravitational and the electromagnetic field.
In particular we considered the imaginary part of the effective action. The imaginary
part actually measures the probability amplitude for the creation of pairs of particles,
in particular if it vanishes no particles are created. In this Dissertation we applied the
heat kernel asymptotic expansion in order to find the imaginary part of the effective
action for particles in a gravitational field under the influence of an electromagnetic
field. This important study generalizes the result obtained by Schwinger in [72] to
curved spacetime and effectively yields the probability amplitude of creation of pairs
in an electromagnetic field induced by the gravitational field. Our result is of partic-
ular importance because, in this effect, we take into account, in a non-perturbative
fashion, the effect of the electromagnetic field in particle creation in curved space-
time. This is a completely new result that was absent in the literature.
Undeniably the Standard Model is the most successful achievement of
quantum field theory, unifying strong, weak and electromagnetic interactions. How-
ever a quantized theory of the remaining fundamental force of Nature, namely grav-
itational interaction, remains still elusive. Researchers have put a great deal of effort
in order to find a consistent theory of quantum gravity. This work, over the years,
produced a number of different theories trying to reconcile quantum theory and grav-
itation but none of them has been proved to be the correct one yet. A review of the
present status of quantum gravity can be found in [44] and references therein.
For this, and other reasons, recent research has been focused on the de-
velopment of alternative theories of gravity. The aim is to find a new theory which
10
would address the problem of quantization of the gravitational field and also some
recent discrepancies between the predictions of General Relativity and the observa-
tions in particular physical systems.
In the second part of this Dissertation we will present various results con-
cerning a newly developed theory of the gravitational field called Matrix Gravity.
Gravity is a universal physical phenomenon. It is this universality that leads to a
successful geometric interpretation of gravity in terms of Riemannian geometry in
General Relativity. General Relativity is widely accepted as a good approximation
to the physical reality at large range of scales.
However some important open issues in General Relativity are still un-
der debate. First of all, the experimental evidence points to the fact that all matter
exhibits quantum behavior at microscopic scales. Thus, it is generally believed that
the classical general relativistic description of gravity is inadequate at short distances
due to quantum fluctuations. However, despite the enormous efforts to unify gravity
and quantum mechanics during the last several decades we still do not have a con-
sistent theory of quantum gravity. There are, of course, some promising approaches,
like string theory, loop gravity and non-commutative geometry. But, at the time,
none of them provides a complete consistent theory that can be verified by existing
or realistic future experiments.
Secondly, in the last decade or so it became more and more evident that
there might be a few problems in the classical domain as well. In addition to the
old problem of gravitational singularities in General Relativity these gravitational
anomalies include such effects as dark matter, dark energy, Pioneer anomaly, flyby
anomaly, and others [60]. They might signal to new physics not only at the Planckian
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scales but at very large (galactic) scales as well.
This suggests that General Relativity, that works perfectly well at macro-
scopic scales, should be modified (or deformed) both at microscopic and at galactic
(or cosmological) scales (or, in the language of high energy physics, both in the ul-
traviolet and the infrared). It is very intriguing to imagine that these effects (that is,
the quantum origin of gravity and gravitational anomalies at large scales) could be
somehow related. Of course, this modification should be done in such a way that
at the usual distances the usual General Relativity is recovered. This condition puts
some constraints (experimental bounds) on the deformation parameters; in the case
of non-commutative field theory such bounds on the non-commutativity parameter
were obtained in [36].
The main ideas of General Relativity are closely related to the geometric
interpretation of linear second-order partial differential operators which describe the
propagation of waves, in particular light, in the spacetime [74]. In fact, in Einstein’s
General Relativity, light is used to measure distances and to synchronize clocks in
different points of the space. At the time of discovery of General Relativity the elec-
tromagnetic radiation (light) was the only known field that could serve the purpose.
Today it is known that there exist different kinds of fields that can transmit infor-
mation in the spacetime in particular fields with some internal structure (like gauge
fields). Matrix Gravity is based on the idea that the structure of spacetime can be
analyzed with fields possessing an internal structure rather than light. The role of
the electromagnetic field in General Relativity is played, in Matrix Gravity, by some
other gauge field (e.g. gluons or other vector bosons) [20].
This generalization to gauge fields completely changes the structure of the
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spacetime. In General Relativity one is concerned with propagation of light which
is described by a hyperbolic partial differential operator. The matrix of the second
derivatives is smooth symmetric and non-degenerate, moreover it transforms like a
contravariant two-tensor of type (2, 0). These properties allow us to interpret the
matrix of the second derivatives as a Riemannian metric. Obviously, once the metric
on the manifold is known, one can construct all the relevant geometric quantities
that are used in General Relativity, like the Christoffel symbols, Riemann tensor and
the invariants coming from it. In Matrix Gravity the picture is different. The prop-
agation of gauge fields is determined by a system of hyperbolic partial differential
operators. In this case the matrix of the second derivatives becomes endomorphism-
valued, or, in other words, it becomes a “matrix of matrices”. The latter object does
not describe a Riemannian metric but rather a more general collection of Finsler
metrics. This metric is a generalization of the Riemann metric in which the distance
between neighboring points is an homogeneous function of the point and the tan-
gent vectors. The spacetime manifold is, now, equipped with a matrix-valued metric
which describes a collection of Finsler metrics. At this point the construction of all
the geometric quantities we need is the same as in General Relativity, however, in
Matrix Gravity, the abovementioned quantities are matrix-valued.
Once the geometric framework is set, we need to focus on the dynamics
of the gravitational field. General Relativity is nothing but the dynamical theory of
the metric tensor defined on the spacetime manifold. Analogously, Matrix Gravity is
the dynamical theory of the matrix-valued metric. However, because of the matrix-
valued nature of the geometrical quantities, namely their non-commutative nature,
in this theory, the definition of an action which yields the dynamics is not unique. If
fact, if we try to generalize the Hilbert-Einstein action to matrix-valued quantities,
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we are soon faced with the problem of ordering the matrix-valued measure on the
spacetime manifold with the matrix-valued scalar curvature. In order to avoid this
problem we can define the action for Matrix Gravity via spectral invariants of the
partial differential operator which describes the dynamics of the theory. In general
Relativity the action can be written as a specific combination of the first two global
spectral invariants of a Laplace type operator (which in Euclidean formulation de-
scribes the propagation of light). In Matrix Gravity we can write the action as same
combination of the first two global spectral invariants of a more general non-Laplace
type partial differential operator. In this way the action is uniquely defined and does
not depend on the order in which we write the geometric quantities.
The evaluation of the dynamical equations of the theory is an important
step because we can use them in order to study some particular case of physical
interest. In this Dissertation we analyzed the kinematics of test particles in the am-
bit of Matrix Gravity. We found that the motion of test particles in the spacetime
is quite different from the predictions of General Relativity. Since Matrix Gravity
is basically a dynamical theory of a collection of Finsler metrics, a particle is de-
scribed by N different mass parameters instead of one mass parameter m: For each
Finsler metric we have a mass parameter. Every single Finsler metric in the collec-
tion determines a particular geodesic which is followed by the corresponding mass
parameter. The sum of all the different mass parameters is the usual mass. The
idea here is similar to the concept of colors in Quantum Chromodynamics (QCD):
In Matrix Gravity the mass consists of different mass parameters as in QCD; the
proton, for example, consists of three quarks of different color. The different mass
parameters describe the tendency for a particle to move along a particular geodesic.
We would like to stress, at this point, that in this picture the trajectory of a parti-
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cle “splits” in a system of trajectories (Finsler geodesics) close to the Riemannian
geodesic. Obviously when everything commutes the bundle of trajectories collapses
in one trajectory which coincides with the one predicted by General Relativity. As
a result, the test particles exhibit a non-geodesic motion in the sense that they do
not follow any geodesic derived from any Riemannian metric. This non-geodesic
motion can be interpreted in terms of an anomalous acceleration affecting the test
particles. Driven by this interesting result, we applied the kinematics of test particle
in Matrix Gravity to the Pioneer spacecrafts which present an unexplained (in the
ambit of General Relativity) acceleration.
The outline of the Dissertation is as follows. In the next chapter we will
review some basic technical material and concepts that have been used throughout
the Dissertation. In the third Chapter we will derive the first three heat kernel asymp-
totic coefficients for a covariant Laplace type operator in powers of the Riemannian
curvature but to all orders of the electromagnetic field. In the fourth Chapter we
will use the results obtained in Chapter three in order to study the effective action
in non-perturbative quantum electrodynamics and compute, in particular, its imagi-
nary part which gives the probability amplitude for the creation of pairs of particles
in the electromagnetic field induced by the gravitational field. In the fifth Chapter
we will be mainly concerned with the computation of the non-commutative Einstein
equations derived from the action in Matrix Gravity constructed by generalizing the
usual Hilbert-Einstein action to matrix-valued quantities. In the sixth Chapter we
will focus on the action for Matrix Gravity derived from spectral invariants of a non-
Laplace type operator. We utilize the heat kernel asymptotic expansion technique
to compute the spectral invariants that form the action. In the second part of the
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Chapter we use the spectral action to find the non-commutative corrections to Ein-
stein equations in the low-energy limit, and discuss the spectrum of the theory. In
the seventh Chapter we analyze the kinematics of test particles in Matrix Gravity,
especially the new phenomenon of non-geodesic motion which is related to some
anomalous acceleration. In order to obtain a more specific expression we study the
motion of test particles in a static and spherically symmetric spacetime by using
an algebra of 2 × 2 commuting matrices. As an application of Matrix Gravity, in
the eighth Chapter, we describe the Pioneer anomaly in the ambit of the anomalous
acceleration of test particles in Matrix Gravity. At the end of the Chapter we give
an estimate of the free parameters of the theory to match the value of the observed
anomalous acceleration of the Pioneer spacecrafts. We conclude, then, the Disserta-
tion with a summary of the most important results obtained in this work and some
ideas for future directions of research.
We would like, at this point, to fix the units which will be used throughout
this Dissertation. In quantum field theory it is convention to set
~ = c = e = 1 .
According to these units, all the relevant quantities can be expressed in terms of
length l. More precisely we obtain
[x] = [x0] = l , [m] = [Energy] = l−1 , [F] = [R] = l−2 ,
where m is the mass, F is the electromagnetic field strength and R is the scalar
curvature. Moreover, for the gravitational constant G and the cosmological constant
Λ we have
[G] = l2 , [Λ] = l−2 .
CHAPTER 2
MATHEMATICAL BACKGROUND IN QUANTUM FIELD
THEORY AND GRAVITY
In this chapter we review the basic ideas and techniques that have been
used over the years in the literature in order to develop a covariant formalism in
quantum field theory. We will present the main ideas of the formal development of
covariant methods in quantum field theory and the derivation and use of the effective
action. Moreover, we will discuss the heat kernel method as a way (mostly used
in this Dissertation) to deal with the effective action calculations in quantum field
theory. In the second part of this chapter we will describe the basic mathematical
tools that are used in Matrix Gravity.
2.1 Introduction to Quantum Field Theory
Classical mechanics is one of the milestones of human understanding of
the physical world. Newton’s dynamical equations describe, by means of a set of
second order differential equations, the motion of a system of point masses. Given
the initial position and the initial velocity for each mass, the subsequent motion is
completely determined. This description of nature was the paradigm for many years.
With the discovery of electric and magnetic phenomena, Maxwell realized that these
entities were better described by utilizing the concept of field.
The solution of Newton’s equations is a dynamical trajectory, which is an
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object that associates to every instant in time a vector in the space. A field, instead,
is a relation that associates to every point in space and every instant in time an object
in a particular space. Maxwell described the electric and magnetic fields as vector
fields. One of the most important achievements of Maxwell was the formulation of
a dynamical theory in which the electric and magnetic fields were described as two
manifestations of one single entity: the electromagnetic field.
One of the most striking prediction of the theory of electromagnetism was
the finiteness of the speed of propagation of the electromagnetic radiation in any in-
ertial system of reference. This was a completely new feature which was not present
in classical mechanics in which information could propagate instantly. Moreover,
the constancy of the speed of light in any reference frame was in direct contrast with
the well established classical Galilean transformations. In order to overcome these
difficulties, Einstein developed a theory, special relativity, in which the constancy
of speed of light in any inertial reference frame was the starting point. In this the-
ory, time and space are treated on an equal footing forming a single 4-dimensional
entity called spacetime. In special relativity the electromagnetic field is described
by a 4 × 4 antisymmetric matrix Fµν which transforms as a tensor (a 2-form) under
Lorentz transformations. It is soon realized, in the framework of special relativity,
that the usual electric and magnetic fields do not have an absolute meaning. In fact,
in different reference frames, the electric field can become a magnetic field and vice
versa. This means that observers in different inertial systems of reference would
not agree on what to call electric and magnetic field. In these circumstances, only
certain invariant combinations of the electric and magnetic fields are physical ob-
servables. For this reason it is often convenient to utilize the spectral decomposition
of the 2-form Fµν. In this way the electromagnetic field is represented in terms of
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invariants and projection on invariant subspaces. This means that there is a reference
frame in which Fµν can be written as a block diagonal matrix where the entries are
the field invariants.
In the period in which Einstein developed the theory of special relativity,
another important theory, which would change the vision of the world, was just at its
early stages. Quantum mechanics was developed in order to explain certain exper-
imental observations, especially in atomic physics, which could not be predicted in
the ambit of classical mechanics and electromagnetism. A few years later, quantum
mechanics and special relativity became accepted in the scientific community as the
theories best suited to describe the physical world. However, it was soon realized
that the two theories were not completely compatible with each other. The reason
is the following: in special relativity, space and time play the same role and are
treated equally in the formulation of the fundamental equations. In quantum me-
chanics, instead, time still plays a privileged role, as one can see by just analyzing
the Schro¨dinger equation.
Quantum field theory was developed in order to reconcile quantum me-
chanics and special relativity in a quantum theory that would be relativistically in-
variant. In this theory, the microscopic world is described in terms of fields which
transform, in a certain specific way, under the Poincare´ group. The Poincare´ group
contains two subgroups, the Abelian group of translations along the four coordinates
and the non-Abelian Lorentz group of rotations in Minkowski space. The fields
are characterized by their transformation properties under the Lorentz group. More
specifically, the Lorentz group has, in general, two types of representations in terms
of matrices of the corresponding algebra. The first type representations are called
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single-valued and the second type representations are double-valued. Fields that
transform under the single-valued representations of the Lorentz group are tensor
fields, such as scalar and vector fields. The fields that transform under the double-
valued representation of the Lorentz group are called spinor fields. These represen-
tations are also called spinor representations of the Lorentz group. The more familiar
concept of spin of a field is related to the particular dimension of the representation
of the Lorentz group under which the field transforms.
The dynamics of a field is described by an action functional. From the
action one derives the dynamical equations for the fields by utilizing the station-
ary action principle. For instance, the dynamics of scalar fields is described by the
Klein-Gordon equation and the dynamics of fields of spin 1/2 is described by the
Dirac equation. In general the fields satisfy hyperbolic second order partial differ-
ential equations together with some suitable boundary conditions which are usually
determined from the particular physical situation. The canonical quantization pro-
cedure for field theory is the following: one solves the dynamical equations by using
the Fourier transform method. In this way the field will be described by a Fourier
integral containing a combination of positive and negative frequencies. The field is
quantized in the canonical quantization scheme by treating the field as an operator
and by imposing specific equal time commutation relations. These relations induce
similar commutation relations to the coefficients of the negative and positive fre-
quencies in the solution for the field. These coefficients, which are now operators as
well, are interpreted as creation and annihilation operators.
Let us, now, describe in more detail the Klein-Gordon and the Dirac equa-
tions in the light of their use in Chapter 4. It is well known that the Klein-Gordon
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equation can be derived by varying the following action functional with respect to ϕ
S KG =
∫
M
dx g1/2 (gµν∇µϕ∗∇νϕ + m2ϕ∗ϕ) , (2.1)
where ϕ represents a complex field, m its mass, M the spacetime manifold, dx g1/2
the invariant measure on M and ∇µ is the covariant derivative. Since in this Disser-
tation we are primarily interested in curved spacetimes, we consider the following
generalization to curved spacetime of the above action functional
S KG =
∫
M
dx g1/2 (gµν∇µϕ∗∇νϕ + ξRϕ∗ϕ + m2ϕ∗ϕ) , (2.2)
where R is the scalar curvature, and ξ is a dimensionless coupling constant which
represents the interaction of ϕ with the gravitational field. In general, one tries to
find the simplest generalization from flat to curved spacetime. However, more com-
plicated choices can be made if there are important, physical or technical, reasons to
do so [51].
We would like to stress, at this point, that the action (2.2) describes the
dynamics of a free scalar field in curved space. In order to describe a self-interacting
scalar field, one can add a self-interaction term to the action (2.2); The most common
term is λ(ϕ∗ϕ)2, where λ is the coupling constant for self-interaction. In this case,
by varying the action functional containing λ(ϕ∗ϕ)2, one would get the following
dynamical equation
Lscalarϕ = 0 , (2.3)
where
Lscalar = −∆ + ξR + m2 + Qscalar , (2.4)
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where ∆ is the Laplacian containing covariant derivatives and Qscalar = 2λϕ∗(ϕ∗ϕ).
In Chapter 4 we consider charged free scalar fields. In this case no self-interaction
is present and the term Qscalar is set to zero.
The dynamics of fermions, such as electrons, in flat spacetime is described
by the following action
S D =
∫
M
dx g1/2 ¯ψ(iγµ∂µ + m)ψ , (2.5)
where ψ represents the spinor field, ¯ψ is the Dirac conjugate and γµ are the gamma
matrices. The variation of this action with respect to the independent field leads to
the Dirac equation. The generalization of the above action to curved spacetime is
obtained by replacing the ordinary derivative with covariant derivative. No scalar
analytic term proportional to the curvature of the spacetime can be added to the
above action because any invariant of the spacetime curvature does not have the
right dimensions. In order to obtain a wave equation for spinors, one considers the
square of the Dirac operator D = iγµ∇µ + m. More specifically, one has
Lspinor = ¯DD = (−iγµ∇µ + m)(iγµ∇µ + m) = γµγν∇µ∇ν + m2 . (2.6)
By writing the coefficient of the second derivatives as sum of the commutator and
anticommutator of the gamma matrices and by taking into account that the commu-
tator of the covariant derivatives introduces the Riemann curvature tensor Rabµν as
follows
[∇µ,∇ν]ψ =
1
4
Rabµνγ[aγb] ψ , (2.7)
it is not difficult to prove that one obtains
Lspinor = −∆ +
1
4
R + m2 . (2.8)
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As we can notice, from the last expression, there is a very specific value, ξ = 1/4, of
the coupling constant for spinors in the gravitational field which is the same in any
dimension.
Let us consider, now, the case in which a background electromagnetic
field Fµν is present, which will be studied in Chapters 3 and 4. As it is explained
in detail in the next section, introducing a background electromagnetic field in the
formalism is equivalent to replacing the covariant derivatives in the action ∇µ with
Dµ = ∇µ + iAµ, where Aµ represents the vector potential. For charged scalar fields,
the introduction of the electromagnetic field is treated in detail in the next section. It
is interesting to consider spinor fields in curved spacetime under the influence of a
background electromagnetic field. By using the exact same argument that lead us to
equation (2.8), and by noticing that, in this case,
[∇µ,∇ν]ψ =
(
1
4
Rabµνγ[aγb] + iFµν
)
ψ , (2.9)
one gets
Lspinor = −∆ +
1
4
R + m2 + Qspinor , (2.10)
where in this case it is not difficult to show that
Qspinor = − i2Fµνγ
[µγν] . (2.11)
Obviously, in absence of the underlying electromagnetic field, the term Qspinor van-
ishes. The presence of the term Qspinor in the previous equation represents the reason
why spinors and scalars behave differently in an electromagnetic field. It is the spin,
represented by the antisymmetric product of gamma matrices, that directly couples
with the electromagnetic field.
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In fact, in the semiclassical approximation, charged scalar fields are de-
scribed by just their electric charge. Spinor fields, instead, are described by the
electric charge and the so called magnetic moment
µ= 1
m
s , (2.12)
where s represents the spin of the particle. For instance, the intrinsic magnetic mo-
ment of the electron is the negative of the Bohr magneton µB which, in the usual
units, has the value
µB =
e~
2me
= 9.27 · 10−24 J T−1 . (2.13)
The magnetic moment couples to the electromagnetic field making spinors behave
differently from scalars in an electromagnetic field. This different behavior is the
reason why we obtain different results for the creation of scalars and spinors in
curved spacetime under the influence of a strong electromagnetic field in Chapter 4.
An important difference between quantum mechanics and quantum field
theory is in the description of particles. In quantum mechanics, a certain wave func-
tion is an element of the Hilbert space and describes a system with a fixed number
of quantum particles. Moreover it is well known that the number of particles is con-
served. In quantum field theory a field is an element of a more general Fock space
which is a direct sum of Hilbert spaces; this field describes quantum states with
variable number of particles. This means that in quantum field theory the number of
particles is not constant leading to the interesting phenomenon of creation of parti-
cles. In this framework, the operators introduced in the fields above are interpreted
as creation and annihilation of particles.
Quadratic actions containing single fields describe the propagation of free
fields without interactions. However, interesting physical processes arise from the
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interaction of two or more fields. These processes are described by adding a La-
grangian of interaction to the free Lagrangian of the field. In particle physics one
tries to predict the outcome of a process of interaction of two or more fields in a finite
region of the spacetime. In particular, one is interested in the probability that specific
“in” quantum states become, after interaction, some “out” quantum states, in other
words scattering of particles. This probability amplitude is given in terms of the so
called S -matrix. As explained later, these fundamental quantities are expressed in
terms of the so called effective action.
One of the most interesting features of quantum field theory is the struc-
ture of the vacuum. The vacuum is defined as the quantum state with no particles.
However, in quantum field theory the vacuum is not really “empty”. In fact, there are
continuous processes of creation and annihilation of pairs of particles. This means
that the vacuum is a very dynamical entity. In the mathematical framework of the
effective action, these processes of creation and annihilation of pairs in the vacuum
are described by the imaginary part of the effective action. One interesting process
related to the properties of the vacuum is the Schwinger mechanism. Suppose that
we introduce a constant electric field in a region where the are no particles (vacuum).
As we already mentioned above, pairs of particles and antiparticles are created and
annihilated. Now if the electric field is not strong enough (of energy less than the
rest mass of the pairs created), all the created pairs will behave like small electric
dipoles and will align with the field generating a “dielectric effect”. This dielectric
effect of the vacuum is also known as vacuum polarization. Now let us suppose that
the energy density of the electric field is much greater than the rest mass density of
the pairs produced in the vacuum. At this point once a pair (of opposite charges)
is created the positive one tends to move parallel to the electric field lines and the
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other, charged negatively, tends to move in the opposite direction. In the assumption
of strong electric field, the two particles that are created drift apart to the point in
which they cannot annihilate each other. This means that particles have been created
because of the presence of a strong electric field. Schwinger found that the rate of
particle production of mass m and charge e per unit volume and per unit time in a
constant electric field E is given by [72]
R =
1
16π4 E
2
∞∑
n=1
n−2 exp
(
−nπm
2
E
)
. (2.14)
Formally, the presence of the electric field leads to an imaginary contribution in the
effective action which is interpreted as probability of creation of particles. This pro-
cess of particle creation in an electric field was studied by Schwinger in a Minkowski
(flat) space and for strong constant electric fields. In this Dissertation, we general-
ize his result to Riemannian (curved) spaces and strong covariantly constant electric
fields.
In all the discussion above there is an important element missing; namely
the above theories do not take into account General Relativity (GR). GR is a the-
ory of the gravitational field in which the spacetime is described by a manifold and
the gravitational field is described by a symmetric non-degenerate 2-tensor field gµν.
GR successfully describes a wide range of physical phenomena at large scales. De-
spite this, it is believed that at a more fundamental level any theory describing the
physical world should be quantized. Great efforts have been made in order to find
a consistent theory of quantum gravity and yet this is still an open problem. Many
theories have been conceived in order to unify quantum mechanics and General Rel-
ativity, but none of them seems to be correct. One of the most difficult problems
to overcome when trying to construct a quantum theory of gravity is that General
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Relativity falls in a class of theories that are non-renormalizable. This means that
the infinities that appear in the quantized theory cannot be consistently removed,
unlike renormalizable theories in which this procedure is well defined. One of the
most important achievements in the direction of a full quantized theory of gravity,
was the development of quantum field theory on curved space. In this theory, the
gravitational background is treated classically and the fields defined in the spacetime
are quantized. Even though quantum field theory in curved space is just an effective
theory (it should be the result of a certain limiting case of the full and still unknown
quantum theory of gravity), it has predicted some important phenomena. The most
famous one is the Hawking radiation. Hawking discovered that a black hole emits a
thermal radiation with a black body spectrum due to quantum effects. The Hawking
radiation process reduces the mass of the black hole and is also known as black hole
evaporation. Besides the problem of quantization, it has been recently discovered
that the predictions of General Relativity are not in full agreement with the obser-
vations. Because of the open issues in General Relativity and its problems with
quantization, it is generally believed that a new theory of gravity needs to be found.
For this reason, in this Dissertation we study a modified theory of gravity called
Matrix Gravity in which the gravitational field is described by a matrix-valued met-
ric tensor. The idea is to understand whether or not this modified theory is able to
address and solve the open issues that are present in General Relativity.
2.2 The Electromagnetic Field as U(1) Gauge Theory
In this section we will explicitly show that the electromagnetic field can
be described as the gauge theory of the U(1) group following the discussion in [69].
We will see that the electromagnetic field arises naturally by requiring the invari-
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ance under local U(1) transformations of the Lagrangian for a charged scalar field.
A charged scalar field is described by two real functions or, equivalently, by one
complex function. In what follows we will restrict ourselves to the case of a (flat)
Minkowski spacetime. The Lagrangian for a complex field φ can be written as fol-
lows
L = (∂µφ∗)(∂µφ) − m2φ∗φ . (2.15)
Obviously, this Lagrangian is invariant under internal rotations of the field; namely
under the following transformation
φ→ e−iΛφ , (2.16)
with Λ being an arbitrary constant. This transformation implies that the field is
rotated at every point in the space at the same time. This is in contrast with the
principles of special relativity in which information propagates at finite speed. For
this reason a more appropriate transformation (which respects the principles of Rel-
ativity), is the following
φ→ e−iΛ(x)φ , φ∗ → eiΛ(x)φ∗ . (2.17)
These transformations are called local U(1) transformations. At this point one can
easily see that the original Lagrangian is no longer invariant under the transfor-
mations (2.17). More precisely, under the transformations (2.17) the field and its
derivative vary as follows
δφ = −iΛ(x)φ , δ(∂µφ) = −iΛ(x)(∂µφ) − i[∂µΛ(x)]φ . (2.18)
By using the above variations, one can show that the variation of the Lagrangian
(2.15) is not vanishing, but acquires an additional term
δL = jµ∂µΛ(x) , (2.19)
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where
jµ = i
[
−φ∂µφ∗ + φ∗∂µφ
]
. (2.20)
Now, in order to make the original Lagrangian invariant under the transformations
(2.17), we need to introduce an additional term for which the variation cancels ex-
actly the variation of the original Lagrangian. This means that we add to (2.15) the
following term
L1 = − jµAµ , (2.21)
where Aµ is a vector field which varies, under the transformations (2.17) as follows
Aµ → Aµ + ∂µΛ(x) . (2.22)
We now proceed with the variation ofL+L1, and check if this combination
is invariant under local U(1) transformations. By taking the variation of both terms
we obtain
δL + δL1 = −(δ jµ)Aµ = −2φ∗φAµ ∂µΛ(x) . (2.23)
As we can see, the last combination is not yet invariant. In order to cancel the above
term, we introduce, in the same spirit as earlier, the following term
L2 = AµAµφ∗φ . (2.24)
Now, by taking the variation of the combination L + L1 +L2, we finally obtain
δL + δL1 + δL2 = 0 . (2.25)
This means that the correct Lagrangian for a charged field which is invariant under
local U(1) transformations is the following
LCF = (∂µφ∗)(∂µφ) − m2φ∗φ − i [−φ∂µφ∗ + φ∗∂µφ]Aµ + AµAµφ∗φ . (2.26)
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At this point we see that the vector field Aµ enters the Lagrangian and
interacts with the field φ. One, therefore, expects that this field would be dynamical.
Let us then, write a Lagrangian that describes the dynamics of the new field Aµ. The
Lagrangian for Aµ, in general, must be a scalar quadratic in the derivatives of the
field and invariant under local gauge transformations. The simplest choice would be
LA = (∂µAν)(∂µAν). However, this choice is not gauge invariant. A gauge invariant
quantity which can be constructed from the derivatives of Aµ is the following 2-form
Fµν = ∂µAν − ∂νAµ . (2.27)
Therefore, the Lagrangian describing the dynamics of the field Aµ invariant under
the local gauge transformations (2.17) is
LA = −
1
4
FµνFµν . (2.28)
The dynamics of the complex scalar field φ coupled with the Aµ field is described by
the Lagrangian
LTotal = (∂µφ∗)(∂µφ)−m2φ∗φ−i [−φ∂µφ∗ + φ∗∂µφ]Aµ+AµAµφ∗φ− 14FµνFµν . (2.29)
Let us, now, see what the dynamical equations for the field Aµ are. It is not
difficult to prove, by varying the action constructed from (2.28), that the dynamical
equations for Aµ are
∂µFµν = −J ν , (2.30)
where
Jν = i(φ∗∂νφ − φ∂νφ∗) − 2Aνφ∗φ . (2.31)
These are nothing but the covariant version of Maxwell’s equations for the electro-
magnetic field, where Aµ is the vector potential.
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We would like to mention, here, that this discussion has a nice geometrical
interpretation. The final Lagrangian (2.29) can be written, by rearranging the terms,
as follows
LCF = (∇µφ∗)(∇µφ) − m2φ∗φ − 14FµνF
µν , (2.32)
where we have defined a covariant derivative as
∇µ = ∂µ + iAµ . (2.33)
This derivative is nothing but the covariant derivative defined on the U(1) bundle
which transforms covariantly under U(1) transformations. In this interpretation, the
vector potential Aµ is nothing but the connection coefficient. Since, in general, the
covariant derivatives do not commute, their commutator is called curvature. The
commutator of the covariant derivative on the U(1) bundle is
[
∇µ,∇ν
]
φ = iFµν φ . (2.34)
Therefore, the electromagnetic 2-form Fµν is nothing but the curvature of the U(1)
bundle. This discussion shows that there exists a nice geometrical interpretation of
the origin of the electromagnetic field as a gauge theory.
2.3 Effective Action in Quantum Field Theory
In this section we will describe the role of the effective action within the
framework of quantum field theory. We will be mainly concerned, here, with the
description of the quantization of non-gauge field theories (for a detailed description
of the quantization of gauge field theories see [43]).
The basic object of any physical theory is the spacetime which is described
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as a n-dimensional manifold, say M, with the following topological structure
M = I × Σ , (2.35)
where I is a one-dimensional manifold diffeomorphic either to part of or to the whole
real line, and Σ is an (n − 1)-dimensional manifold. The manifold M is assumed to
be globally hyperbolic and equipped with a pseudo-Riemannian metric. These con-
ditions are sufficient for saying that the spacetime manifold M possesses a foliation
into spacelike sections diffeomorphic to Σ. This topology is necessary in order to
have the correct causal structure of the spacetime. The additional structure of a vec-
tor bundle V can be defined over the spacetime manifold M, where each fiber is
isomorphic to a vector space V . The sections of the vector bundle V over the mani-
fold M, which we can denote by ϕi, are the fields. The fields describe different kinds
of particles (depending on the structure of the vector bundle) in quantum field theory
[28]. In what follows we will consider bosonic fields. The label “i” attached to the
field represents a compact notation introduced by DeWitt and denotes not only its
components but also the point in spacetime where the field is defined. This label
can be considered as a set of two labels i ≡ (A, x) where A is a discrete index taking
values from 1 to some D associated with the field, and x is the spacetime point [16],
for instance we can write
ϕi ≡ ϕA(x) and ϕi′ ≡ ϕA(x′) . (2.36)
The set of all possible fields ϕi on every point of the spacetime manifold is a manifold
itself, M, and is called configuration space.
The first and most important assumption in quantum field theory is that
every isolated dynamical system is describable in terms of a characteristic action
32
functional, S , defined on the configuration space M with values on the real line,
S : M −→ R . (2.37)
The dynamics of the isolated system is described by the least action principle; In
other words, the dynamics is determined by setting the first functional derivative of
the action with respect to the independent fields to zero,
δS
δϕi
= 0 . (2.38)
The fields that satisfy the above equation, and suitable boundary and initial condi-
tions, are called dynamical fields. They form a subspace of the configuration space
M called dynamical subspace which is often called, in quantum field theory, the
mass shell [16].
Most of the problems in quantum field theory deal with processes of scat-
tering of particles. In more details, in the remote past we have well defined mea-
surable field states (or particles) which are described by the linearized equations of
motion. As the system evolves in time, the field states interact in a specific finite
region in the spacetime. The equations describing this interaction are highly non-
linear and cannot be solved exactly. After the interaction, in the remote future, we
have again well defined measurable field states which, in general, are different from
the initial states. We will call the initial state |in〉 and the final states |out〉 which
are defined, respectively, in the remote past and in the remote future. The scattering
process is, then, essentially described by the transition amplitude 〈in|out〉.
A powerful method for studying the transition amplitudes is given by the
Schwinger variational principle which gives a relation between the variation of the
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transition amplitude 〈in|out〉 and the variation of the action describing the dynamical
system in the region of interaction. In more detail, the principle states that
δ〈in|out〉 = i
~
〈in|δS |out〉 . (2.39)
This principle is generally recognized as the principle of quantization because all
the information about the quantum system can be derived from the above equation
[16, 39, 43]. In general the action is replaced with a functional obtained by adding,
to the previous action, a linear interaction with an external classical source J, namely
S (ϕ) → S (ϕ) + Jiϕi , (2.40)
where repeated indices mean a summation over the discrete labels and an integration
over the continuous ones. Under this variation of the action functional the transition
amplitude 〈in|out〉 becomes a functional of the external source J, in other words
Z(J) = 〈in|out〉|S (ϕ)→S (ϕ)+Jiϕi . (2.41)
Some of the most important objects in quantum field theory are the chronological
mean values of the quantum fields defined as
〈in|T (ϕin · · ·ϕi1)|out〉
〈in|out〉 , (2.42)
where T represents the chronological ordering operator which orders the noncom-
muting quantum fields with respect to their time label from right to left.
By considering the following specific variation of the action
δS = δJiϕi , (2.43)
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it can be shown [16, 28, 39, 43] that Z(J) is the generating functional for all the
chronological amplitudes, namely
Z(J + η) =
∑
n≥0
in
n!ηi1 · · · ηin〈in|T (ϕ
in · · ·ϕi1)|out〉 . (2.44)
The chronological amplitudes are easily obtained by repeatedly differentiating the
above functional with respect to the auxiliary fields η and then setting η equal to
zero.
From the functional Z(J) one can construct a new functional W(J) defined
as follows
Z(J) = eiW(J) . (2.45)
The utility of this newly introduced functional W(J) is soon recognized by taking
its functional derivatives with respect to the external sources; explicitly, one obtains
[16, 28, 39, 43]
〈ϕin · · ·ϕi1〉 = (−i)ne−iW(J) δ
n
δJin · · · δJin
eiW(J) , (2.46)
where 〈ϕin · · ·ϕi1〉 is the mean value of the quantum fields. In particular one has [16]
〈ϕi〉 = φi , (2.47)
〈ϕiϕ j〉 = φiφ j + 1
i
Gi j , (2.48)
〈ϕiϕ jϕk〉 = φiφ jφk + 3
i
φ(iG jk) −Gi jk , (2.49)
where the parentheses () denote symmetrization over the included indices, φi rep-
resents the background (or mean) field, Gi j is the one-point Green function (or
propagator) and Gi jk is called multi-point Green function. To summarize, Z(J) is
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the generating functional for the chronological products and W(J) is the generating
functional for the Green functions.
It is clear that the mean field φ is a functional of the external source J. It
is not difficult to show that the functional derivative of the mean field with respect to
the external source is the propagator Gi j. Therefore, if the matrix (propagator) Gi j
is non-degenerate we can write the external source J as a functional of φ. By using
this property, it can be shown [39, 43] that there exists a functional Γ(φ), the effec-
tive action which depends on the mean (background) field φ and is the functional
Legendre transform of W(J), namely
Γ(φ) = W(J) − Jiφi . (2.50)
In terms of the effective action the dynamical equations of the theory take the form
δΓ
δφi
= −Ji , (2.51)
δ2Γ
δJiδJk
Gkm = −δim , (2.52)
where the first equation represents the effective equations of motion determining the
dynamics of the background field, and the second relation defines the full propaga-
tor of the theory, namely the propagator of the background field with regards to all
quantum corrections. The higher functional derivatives of the effective action de-
termine the full vertex functions. We can say, then, that the effective action is the
generating functional of the full vertex functions. The vertex functions and the full
propagator determine the full Green functions and, hence, the chronological ampli-
tudes which, in turn, give the complete matrix of scattering processes. It is clear,
at this point of the discussion, that the effective action is the most important ob-
ject in the theory because it encodes all the information about the quantum fields
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[16, 28, 39, 43]. An advantage of basing the theory on the effective action is that the
external sources no longer appear. Moreover, as we will see later in this section, the
functional integral representation of the effective action has a particularly suitable
form for a perturbative analysis [46].
A very useful representation of the effective action is via the Feynman
path integral. By integrating the Schwinger variational principle, one obtains the
following expression for the 〈in|out〉 amplitudes [28], namely
〈in|out〉 =
∫
M
Dϕ exp
{ i
~
[S (ϕ) + Jkϕk]
}
, (2.53)
where Dϕ represents the functional measure defined on the configuration space.
From this last expression it is possible to get a useful representation of the effective
action [16, 28], more precisely
exp
{ i
~
Γ(φ)
}
=
∫
M
Dϕ exp
{
i
~
[
S (ϕ) − δΓ(φ)
δφk
(ϕk − φk)
]}
. (2.54)
Strictly speaking this expression is purely formal, however meaningful results can
be obtained in the framework of perturbation theory. For this reason it is convenient
to use the semi-classical approximation of the effective action. One decomposes the
effective action according to:
Γ = S + Σ , (2.55)
where Σ is called the self-energy functional which describes all the radiative correc-
tions to the classical theory [16]. The self-energy functional is computed in terms of
an asymptotic expansion in powers of ~ as follows
Σ ∼
∑
k≥1
~
kΓ(k) . (2.56)
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The next step is to substitute the above expansion for Γ in the functional integral
representation (2.54), and to make a change of variables in the functional integral
ϕ = φ +
√
~ h , (2.57)
where φ is the background field and h represents a small quantum perturbation.
Because of the above change of variables, the measure in the functional integral
(2.54) transforms as Dϕ = Dh and the classical action in the functional integral is
expanded in terms of h as follows [28],
S (φ +
√
~ h) = S (φ) +
√
~
δS (φ)
δφi
hi − ~
2
hiLi j(φ)h j
+
∞∑
n=3
~
n
2
n!
δ(n)S (φ)
δφi1 · · · δφin h
in · · · hi1 , (2.58)
where L is a partial differential operator, which is also called the operator of small
disturbances, defined as the second variation of the classical action
Li j = − δ
2S
δϕiδϕ j
. (2.59)
We would like to stress that in a non-gauge field theory this operator is
non-degenerate, and therefore has a well defined Green function G = L −1 and a
well defined functional determinant. In what follows we will consider non-gauge
field theories. At this point all the needed quantities are expanded in powers of the
small disturbances h. The final step is to expand both sides of the functional integral
relation (2.54) in powers of ~ and equate the terms of equal powers in ~. This expan-
sion is called the loop expansion where the number of loops is given by the power
of ~. The terms in the final expansion in ~ are functional integrals as well. However,
since we previously expanded in powers of the small disturbances, the functional
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integrals are of Gaussian form and can actually be computed. These Gaussian inte-
grals contain the quadratic form hiLi j(φ)h j and the result of the integration is written
in terms of the functional determinant of the operator L , namely Det L and also in
terms of the bare propagator G = L −1. In general one finds the following integrals
[16, 28] ∫
M
Dh exp
{
− i
2
hiLi jh j
}
= (Det L )− 12 , (2.60)∫
M
Dh exp
{
− i
2
hiLi jh j
}
hk1 · · · hk2n+1 = 0 , (2.61)∫
M
Dh exp
{
− i
2
hiLi jh j
}
hk1 · · · hk2n = (2n)!
2nn!in
(Det L )− 12 G(k1k2 · · ·Gk2n−1k2n) .(2.62)
The above expansion and the Gaussian integrals give a method to evaluate recur-
sively all the terms Γ(k) of the expansion of the effective action. Since we are partic-
ularly interested in the one-loop effective action, we will explicitly compute Γ(1). By
substituting the expansions (2.58) and (2.56) in the expression (2.54), one obtains
exp
{
iΓ(1)(φ)} exp
i
∞∑
k=2
~
k−1Γ(k)(φ)
 =∫
M
Dh exp
{
− i
2
hiLi jh j
}
exp
{
i
∞∑
n=3
~
n
2−1
n!
δ(n)S (φ)
δφi1 · · · δφin h
in · · · hi1
− i
∞∑
k=1
~
k− 12 δΓ(k)
δφ j
h j
}
. (2.63)
By equating the same power of ~ on both sides of this equation we obtain, in partic-
ular for the one-loop effective action, the following expression
exp
{
iΓ(1)(φ)} = ∫
M
Dh exp
{
− i
2
hiLi jh j
}
. (2.64)
By using the integral in (2.60) it is easy to show that [16, 43]
Γ(1) =
i
2
log Det L . (2.65)
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It is clear now that the effective action is a fundamental object in quan-
tum field theory. All the information about quantum theory is encoded in the func-
tional structure of the effective action, its functional derivatives give the full vertex
functions and therefore the full propagators of the theory with are used to build the
scattering matrix. We would like to stress that neither the classical action nor the
self-energy functional are physical objects by themselves, only the effective action,
Γ = S + Σ, describes physical and measurable processes. If the self-energy func-
tional has some divergent terms one can add equal and opposite counter-terms to the
classical action. The coupling constants of these terms are the observable ones. The
classical action with the addition of these counter-terms is called the renormalized
classical action. This is, in a nutshell, the main idea of renormalization theory [16].
In a physical theory the effective action describes the in-out vacuum tran-
sition amplitude via
〈out|in〉 = exp[iΓ(1)] . (2.66)
The real part of the effective action describes the polarization of the vacuum of quan-
tum fields by the background fields and the imaginary part describes the creation of
particles. Namely, the probability of production of particles (in the whole spacetime)
is given by
P = 1 − |〈out|in〉|2 = 1 − exp [−2 ImΓ(1)] . (2.67)
Unitarity requires that the imaginary part of the effective action should be non-
negative
ImΓ(1) ≥ 0 . (2.68)
Notice that when the imaginary part of the effective action is small, one has
P ≈ 2 ImΓ(1) . (2.69)
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The one-loop effective Lagrangian is defined by
Γ(1) =
∫
M
dx g1/2L . (2.70)
Therefore, the rate of particle production per unit volume per unit time is given by
the imaginary part of the effective Lagrangian
R =
P
VT
≈ 2 ImL . (2.71)
We would like to make a final remark here. In quantum field theory, the
operator L describes the propagation of small disturbances in the spacetime and is
a hyperbolic operator. By performing a Wick rotation, t → it, Minkowski space
gets mapped into the Euclidean space. In particular, the hyperbolic operator L be-
comes an elliptic operator. The Euclidean formulation has some advantages: Elliptic
operators have been intensively studied and important information is known about
their spectrum. Moreover, it is easier to study the convergence of the integrals pre-
sented above resulting from the path integral formulation. Of course once a solution
is found in Euclidean formulation, one can rotate back to Minkowski formulation
and obtain the solution for Minkowski space. After a Wick rotation one obtains the
Euclidean effective action which is defined by
Γ(1) = ̺
1
2
log Det L , (2.72)
where ̺ is the fermionic number of the field, (+1) for bosons and (−1) for fermions.
This particular form of the one-loop effective action will be used in Chapter 4.
In this section we exposed the very basic and main ideas of the effective
action approach to quantum field theory. A more detailed description of the sub-
ject (including gauge theories) can be found in the references that have been cited
throughout the section.
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2.4 The Heat Kernel Method
In the previous section we saw that the one-loop effective action is written
in terms of the functional determinant of the operator of small disturbances which,
in general, is a second order partial differential operator. The main challenge, at
this point, is to find a formal way to deal with the determinant of an operator. The
functional determinant is defined as a formal expression, and therefore needs to
be regularized. In renormalizable field theories this procedure can be carried out
in a consistent way. However, many field theories of physical interest, including
General Relativity, are non-renormalizable. The short time asymptotic expansion
of the trace of the heat kernel is constructed in terms of spectral invariants which
determine the spectral asymptotics of the operator. Before starting to analyze the
heat kernel methods, we will introduce the Laplace type operator on manifolds and
present its main features.
2.4.1 Laplace Type Operators
We consider an n-dimensional manifold M which is smooth, compact and
without boundary equipped with a positive definite Riemannian metric g. The couple
(M, g) will denote a Riemannian manifold with the properties described above. The
coordinates on M will be denoted by xµ where µ ranges over {1, · · · n}. For any point
p on the manifold we can locally define the tangent space TpM to the manifold M at
the point p. The space TpM is the vector space of tangent vectors to M at the point
p. Moreover, the space T ∗p M is the cotangent space to the manifold M at the point
p and represents the space of the linear functionals, also called forms, acting on the
tangent vectors.
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The tangent bundle T M is the disjoint union of the tangent spaces at each
point of the manifold M. The notion of bundle can be easily generalized, in particu-
lar, to vector spaces V . A vector bundle V is the disjoint union of the vector spaces
V at each point of the manifold M, moreover the dual bundle V∗ is the vector space
of all the linear functionals defined onV. A section of the vector bundle is a smooth
map
ϕ : M −→ V , (2.73)
such that at each point of the manifold M it associates a vector in the vector bundle
V. It is easily recognized that this map represents a vector field defined on the
manifold M which we will denote by ϕA where A ranges over {1, · · · , dimV}. Of
course this idea can be generalized to functions, tensors, etc. giving functions, tensor
fields etc. defined on a manifold. The vector bundle V itself has the structure of a
manifold. We equip the vector bundle with a non degenerate, Hermitian positive
definite metric
E : V ×V −→ R , (2.74)
which we will call the fiber metric on the vector bundleV and which can be naturally
identified with the map
E : V −→ V∗ . (2.75)
Since we aim at introducing operators on manifolds, particularly the Lapla-
cian, we need to construct a suitable space where the operator can be defined, namely
a functional space. For M we introduce the natural Riemannian volume element de-
fined by the Riemannian metric gµν on the manifold M as follows: dvol(x) = dx g1/2,
where g = |detgµν|. We introduce the set C∞(V) of all smooth sections of the bundle
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V, which is a vector space. Let ϕ and ψ be in C∞(V). By using the fiber metric, in
the above functional space we introduce the following inner product
(ϕ, ψ) =
∫
M
dvol(x)ϕA(x)EAB(x)ψB(x) . (2.76)
Therefore the space C∞(V), equipped with this inner product, is an inner product
space. The inner product space can be made into a normed space by defining the
following norm
||ϕ||2 = (ϕ, ϕ) =
∫
M
dvol(x)ϕA(x)EAB(x)ϕB(x) . (2.77)
By completing the space C∞(V) with respect to this norm one obtains the Hilbert
space L 2(V) of square integrable sections of the vector bundle V.
A connection on the vector bundle V is a linear map
∇ : C∞(V) −→ C∞(T ∗M ⊗V) , (2.78)
from the smooth sections of the bundle V to 1-form valued sections of the bundle
V obeying the Leibnitz rule. We assume that the connection is compatible with the
Hermitian metric on the vector bundle V. In a more explicit form we write
∇µϕ = (I ∂µ +Aµ)ϕ , (2.79)
where I represents the identity on the vector bundle V and Aµ are the connection
coefficients which bear a mixture of fiber and manifold indices. We would like to
stress here that the operator defined above is a derivative operator. By explicitly
writing all the indices we have
∇µϕA =
(
δAB ⊗ ∂µ +AµAB
)
ϕB , (2.80)
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We can also define the formal adjoint ∇∗ of the derivative operator ∇ with the help
of the Riemannian metric on M and the Hermitian structure on V. Finally, let Q ∈
C∞(End(V)) be a smooth section of the bundle of the endomorphisms of the vector
bundle V.
A Laplace type operator is a linear partial differential operator
L : C∞(V) −→ C∞(V) , (2.81)
of the following form
L = ∇∗∇ + Q = −gµν∇µ∇ν + Q . (2.82)
In local coordinates the Laplacian operator can be written, in a manifestly self-
adjoint form, as
gµν∇µ∇ν = ∆ = g−1/2(∂µ + Aµ)g1/2gµν(∂µ + Aµ) . (2.83)
One can write the above operator by explicitly separating the terms with second, first
and zeroth order in the derivatives, namely it is possible to show that
L = −gµν∂µ∂ν + bµ∂µ + c , (2.84)
where
bµ = −2gµνAµ − g−1/2∂ν(g1/2gµν) , (2.85)
c = Q − gµνAµAν − g−1/2∂µ(g1/2gµνAν) . (2.86)
Associated to any partial differential operator there is a function σ(x, ξ)
called the symbol,
σ : M × T ∗x M −→ C∞ (End(V)) , (2.87)
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which is obtained from the operator by replacing the derivatives with a covector iξµ
(momentum). For the operator L considered above, it reads
σ(x, ξ) = Igµν(x)ξµξν + ibµ(x)ξµ + c(x) . (2.88)
The leading symbol σL of L is the part of the symbol with the highest power of the
covector ξ. In the case we are analyzing, it has the form
σL(x, ξ) = Igµν(x)ξµξν . (2.89)
From the form of the Laplace type operator we can say that the second
order part of L is determined by the metric gµν on the manifold M, the first order
part of L is determined by the connection Aµ on the vector bundle V and the
zeroth order part of L is given by the endomorphism Q. It is important to say that
any second order partial differential operator with a scalar leading symbol given by
the metric is of Laplace type and can be put in the above form by a suitable choice
of the connection and the endomorphism.
Second order partial differential operators can be classified by utilizing
their leading symbol. For Laplace type operators this classification is equivalent to
the following:
• The operator L is elliptic if the eigenvalues of gµν are all different from zero
and have the same sign.
• The operator L is hyperbolic if the eigenvalues of gµν are all non-vanishing
and all have the same sign except one that has the opposite sign.
• The operator L is parabolic if the eigenvalues of gµν have all the same sign
except one which is zero.
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It can be proved that the Laplacian, and therefore the operator L , is an
elliptic and symmetric partial differential operator. An important property that we
will assume for the second order partial differential operators in the rest of this work
is for them to be self-adjoint. An operator is called essentially self-adjoint if for any
ϕ, φ ∈ C∞(V),
(L ϕ, ψ) = (ϕ,L ψ) . (2.90)
It can be proved that we can always find a unique self-adjoint extension. Moreover,
we will assume, from now on, that the operators have a positive definite leading
symbol.
It is worth mentioning, here, that for a Laplace type operator the lead-
ing symbol is scalar. However, in Matrix Gravity we consider more general partial
differential operators of non-Laplace type with non-scalar leading symbol. In fact,
the coefficient of the second derivative of the operator we consider in Matrix Grav-
ity bears two spacetime indexes and two fiber indexes making it a matrix-valued
symmetric, non-degenerate tensor of type (0, 2). A general second order partial dif-
ferential operator acting on a vector bundle has the general form
L = −aµν(x)∂µ∂ν + bµ(x)∂µ + c(x) , (2.91)
with coefficients (aµν(x))AB, (bµ(x))AB and (c(x))AB. The operator L is called of non-
Laplace type if it is self-adjoint and if the leading symbol is not scalar, which means
that it cannot be written as product of the identity I on the bundle and a 2-times
contravariant tensor. More explicitly, the leading symbol of a non-Laplace type
operator is
σL(x, ξ) = aµν(x)ξµξν . (2.92)
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We will study non-Laplace type operators and their heat kernel asymptotic expan-
sion in Chapter 6.
For an elliptic self-adjoint second order partial differential operator with
positive definite leading symbol on a compact manifold, the following properties are
well known [53]:
• The spectrum, {λn}∞n=1 is real discrete and bounded from below
λ0 < λ1 < · · · < λn < · · ·
with some real constant λ0.
• The eigenvalues have the following asymptotic behavior λk ∼ Ck n2 as k → ∞,
where n = dim(M).
• The eigenspaces are finite-dimensional.
• The eigenvectors, {ϕn}∞n=1, are smooth sections of the vector bundle V and
form a complete orthonormal basis for the functional space L 2(V).
2.4.2 Spectral Functions
In this section we will present some basic material regarding spectral func-
tions, in particular the spectral zeta function. This particular object is of primary
interest in quantum field theory because it gives a way to define the regularized
functional determinant of an operator, which appears in the one-loop effective ac-
tion. The spectrum of an operator contains important information both from the
physical and mathematical points of view. That is why many efforts have been put
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in order to find objects that would give knowledge about the spectrum. Of funda-
mental importance to the study of the spectrum of an operator are particular spectral
invariants called spectral functions. Here, we will be mainly interested in two par-
ticular spectral functions, namely the heat trace and the spectral zeta function. The
heat trace is the function Θ defined as
Θ(t) =
∞∑
n=1
e−tλn , (2.93)
where λn are the eigenvalues of the operator counted with their multiplicity. The heat
trace is related, as we will show later in this Chapter, to the spectral zeta function and,
therefore, to the one-loop effective action. The heat trace is a well defined function
for positive t, moreover it can be analytically continued to the plane Re t > 0.
We would like to mention that if the spectral functions are known exactly, then the
spectrum is completely determined. Unfortunately, in general, the spectral functions
are not known exactly. However, their asymptotic expansions are known, and they
give important information about certain parts of the spectrum.
The spectral zeta function ζ is a generalization of the Riemann zeta func-
tion, defined as follows:
ζ(s) =
∞∑
n=1,λn,0
λ−sn , (2.94)
where λn are the non-vanishing eigenvalues of the operator counted with their mul-
tiplicity. The spectral zeta function can be analytically continued on the whole com-
plex s-plane yielding a meromorphic function with only simple poles and regular at
the origin. There is a nice representation of the spectral zeta function in terms of
the heat trace. One can utilize the well known integral representation of the Gamma
function
Γ(s) =
∫ ∞
0
dt ts−1e−t . (2.95)
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By performing the following change of variables t → λnt, it is not difficult to show
that
λ−sn =
1
Γ(s)
∫ ∞
0
dt ts−1e−λnt . (2.96)
By taking the sum of this last expression one obtains
ζ(s) =
∞∑
n=1,λn,0
λ−sn =
1
Γ(s)
∫ ∞
0
dt ts−1
∞∑
n=1,λn,0
e−λnt . (2.97)
Alternatively, by recalling the expression for the heat trace, one can write
ζ(s) = 1
Γ(s)
∫ ∞
0
dt ts−1 [Θ(t) − N] , (2.98)
where N = dim ker L is the number of zero eigenvalues of L . From this expression
we clearly notice that the heat trace and the spectral zeta function are related to one
another by a Mellin transformation.
In particular the spectral zeta function is used in order to define complex
powers of an elliptic non-degenerate self-adjoint operator [53]. One can use this
general result to evaluate the determinant of a suitable operator which appears in the
semiclassical approximation of the path integral in quantum mechanics and quantum
field theory. The relation between the spectral zeta function and the determinant of
an operator can be formally shown as follows. Let L be a Laplace type operator.
Because of its discrete spectrum one defines the logarithm of the determinant of L
in complete analogy to the finite dimensional case, namely
log DetN(L ) = log
N∏
n=1,λn,0
λn =
N∑
n=1,λn,0
log(λn) . (2.99)
Now, by recalling the expression for the spectral zeta function, and taking the deriva-
tive with respect to the parameter s, one gets
ζ′N(s) = −
N∑
n=1,λn,0
λ−sn log(λn) . (2.100)
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By setting s = 0 in the last expression, one obtains a formula for log DetN(L ), more
explicitly
log DetN(L ) = −ζ′N(0) . (2.101)
In particular the determinant of the operator L can be obtained by taking the limit
as N → ∞ and by exponentiating the last expression, more explicitly
Det(L ) = e−ζ′(0) . (2.102)
In order to relate the spectral zeta function to the one-loop effective action in quan-
tum field theory, we recall equation (2.65). The operator of small disturbances on
the right hand side of equation (2.65) is an elliptic, non-degenerate and self-adjoint
second order partial differential operator. By using the relation obtained above, one
can write an expression for the one-loop effective action in the zeta function regu-
larization as follows
Γ(1) = −
i
2
ζ′(0) . (2.103)
Since the spectral zeta function and the heat trace are related by the Mellin
transform, we can find an expression for the one-loop effective action and the heat
trace. By taking the derivative with respect to the parameter s in (2.98) it is not
difficult to show that
Γ(1) = − i2
∫ ∞
0
dt t−1Θ(t) . (2.104)
The one-loop effective action will be of primary interest in Chapter 5 where we will
evaluate its imaginary part. This integral needs to be regularized because it diverges
at t = 0 (ultraviolet divergences), moreover it could also diverge at t = ∞ (infrared
divergence). The integral can be regularized by means, for example, of a cutoff
regularization. It is clear, now, from the last expression, that the knowledge of the
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heat trace is of fundamental importance in order to obtain information about the
one-loop effective action. Unfortunately the heat trace cannot be computed exactly
in many interesting cases. However, one can find suitable asymptotic expansions to
get some information on Γ(1). In the next section we will analyze the heat kernel (and
in particular the heat trace) and some methods for the computation of its asymptotic
expansion.
2.4.3 The Heat Kernel
Let L be the operator that we utilized so far. For t > 0 the one-parameter
family of operators
U(t) = exp (−tL ) , (2.105)
forms a semigroup of bounded operators on L 2(V) which is called the heat semi-
group. Associated with the heat semigroup one can define the heat kernel as follows
[53]
U(t|x, x′) =
∞∑
n=1
e−tλnϕn(x) ⊗ ϕ∗n(x′) , (2.106)
where λn are the eigenvalues of the operator L counted with their multiplicity, and
ϕn are the corresponding eigenfunctions. The heat kernel satisfies the following
partial differential equation
(∂t +L ) U(t|x, x′) = 0 , (2.107)
with the initial condition
U(0|x, x′) = δ(x, x′) , (2.108)
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where δ(x, x′) represents the covariant Dirac delta function. It can be shown [53]
that the heat semigroup is a trace-class operator, namely its L 2-trace is well defined
Tr exp (−tL ) =
∫
M
dvol trVU(t|x, x) , (2.109)
where trV represents the trace over the vector bundle indexes. By using the definition
of the L 2-trace and the explicit expression (2.106) for U(t|x, x′), it is easy to realize
that the heat trace, in (2.93), is equal to the trace of the heat semigroup
Θ(t) = Tr exp (−tL ) . (2.110)
It is completely clear, now, that the knowledge of the trace of the heat kernel is
equivalent to the knowledge of the one-loop effective action.
2.4.4 Asymptotic Expansion of the Heat Kernel
As we mentioned earlier, the heat kernel, and therefore its trace, cannot be
evaluated explicitly in many cases of interest. For this reason some approximation
schemes have been developed. It is important, at this point, to briefly introduce some
two-point geometric quantities that will be used throughout the Dissertation. A more
complete introduction to this subject can be found in [43, 74].
Let us fix a point, say x′, on the manifold M and consider a sufficiently
small neighborhood of x′, say a geodesic ball with a radius smaller than the injectiv-
ity radius of the manifold. Then, it can be proved that there exists a unique geodesic
that connects every point x to the point x′. In what follows we will restrict ourselves
to this neighborhood. In order to avoid a cumbersome notation, we will denote by
Latin letters tensor indices associated to the point x and by Greek letters tensor in-
dices associated to the point x′. Of course, the indices associated with the point x
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(resp. x′) are raised and lowered with the metric at x (resp. x′). Also, we will denote
by ∇a (resp. ∇′µ) the covariant derivative with respect to x (resp. x′). We will use
the standard notation of square brackets to denote the coincidence limit of two-point
functions, more precisely, for any functions of x and x′ we define
[ f ] (x) ≡ lim
x→x′
f (x, x′) . (2.111)
The world function σ(x, x′) is defined as one half of the square of the
length of the geodesic between the points x and x′. It satisfies the equation [5, 14,
43, 39]
σ =
1
2
uaua =
1
2
uµu
µ , (2.112)
where
ua = ∇aσ, uµ = ∇′µσ . (2.113)
The variables uµ are nothing but the normal coordinates with the origin at the point
x′. Next, one defines the tensors which are the second derivative of the world func-
tion [5, 14]
ηµb = ∇b∇′µσ , ξab = ∇a∇bσ , (2.114)
and the tensor
Xµν = ηµaηνa . (2.115)
In particular, one needs the tensor γaµ inverse to ηµa defined by
γaµη
µ
b = δ
a
b , η
µ
bγ
b
ν = δ
µ
ν . (2.116)
The two-point quantities defined above satisfy the following equations [5, 14, 43, 39]
ξabu
b = ua , ηµau
a = uµ , ηµauµ = ua , (2.117)
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with the boundary conditions
[σ] = [ua] = [uµ] = 0 , (2.118)
[ξab] = δab , [ηµa] = −δµa . (2.119)
Another useful two-point quantity is the Van Vleck-Morette determinant
which is defined as
∆(x, x′) = g−1/2(x) det[−∇a∇′νσ(x, x′)]g−1/2(x′) . (2.120)
This quantity should not be confused with the Laplacian ∆ = gab∇a∇b. Usually, the
meaning of ∆ will be clear from the context. Following [5, 14], we find it convenient
to parameterize it by
∆(x, x′) = exp[2ζ(x, x′)] . (2.121)
Next, one defines new derivative operators by [5, 14]
¯∇µ = γaµ∇a . (2.122)
These operators commute when acting on objects that have been parallel transported
to the point x′ (in other words the objects that do not have Latin indices). In fact,
when acting on such objects these operators are just partial derivatives with respect
to normal coordinate u
¯∇µ = ∂
∂uµ
. (2.123)
Next, the parallel displacement operator P(x, x′) of sections of the vector
bundleV along the geodesic from the point x′ to the point x is defined as the solution
of the equation [5, 14, 43, 39]
ua∇aP(x, x′) = 0 , (2.124)
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with the initial condition
[P] = I . (2.125)
It is not difficult to show that the parallel displacement operator satisfies the equation
[∇a,∇b]P = RabP , (2.126)
where Rab represents the curvature of the connection on the vector bundle V. Fi-
nally, one defines the two-point quantity which is the derivative of the parallel trans-
port operator [5, 14]
Aµ = P−1 ¯∇µP . (2.127)
It is important, for future reference, to present here the coincidence limits
of higher derivatives of the two-point functions introduced above. They are ex-
pressed in terms of the curvature and, in particular, the ones that we will need are
found to be [14, 5, 43, 39]
[ζ; a] = 0 (2.128)
[ζ; bc] =
1
6Rbc , (2.129)[
ηµa; b
]
= 0 , (2.130)[
ηµc; ab
]
= −13(R
µ
ναβ + Rµανβ) , (2.131)
[Aν] = 0 (2.132)
[Aν; b] = −12Rνb , (2.133)
where Rµνρσ is the Riemann tensor and Rµν = Rαµαν is the Ricci tensor.
We will briefly present, here, the role of the previous geometric quantities
in the evaluation of the heat kernel and, therefore, of its trace. We consider a second
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order partial differential operator of Laplace type, L = −∆ + Q. The heat kernel
cannot be computed exactly in this case, however, one can find an asymptotic ex-
pansion for small time following [5, 14, 39]. We know that the heat kernel U(t|x, x′)
satisfies the equation (2.107) with the initial condition (2.108). To start, we consider
the following ansatz,
U(t|x, x′) = A(t; x, x′) exp
{
−S (x, x
′)
t
}
, (2.134)
where S represents the action (2.37). By substituting the ansatz in the heat equation
it is not difficult to show that
∂tA +
1
t2
[
S − gab(∇aS )(∇bS )
]
A +
1
t
[
2gab(∇aS )∇b − ∆S
]
A + (−∆ + Q) A = 0 .
(2.135)
Since we are considering the asymptotic expansion for small t, we set the coefficient
of t−2 in the previous equation to zero, by doing so we obtain
gab(∇aS )(∇bS ) = S . (2.136)
These are nothing but the Hamilton-Jacobi equations for the action S . By using
(2.112), it can be proved that the solution of this equation is
S (x, x′) = σ(x, x
′)
2
. (2.137)
By substituting the explicit solution for S in (2.135), we obtain
∂tA +
1
t
[
ua∇a + 12ξa
a
]
A = − (−∆ + Q) A . (2.138)
At this point we introduce an ansatz for the function A(t; x, x′). By careful
inspection of the previous equation it is useful to write
A(t; x, x′) = (4πt)−n/2∆ 12 (x, x′)P(x, x′)Ω(t; x, x′) , (2.139)
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where P is the parallel transport operator defined in (2.124) and the choice of the
factor (4πt)−n/2 will assure that the solution satisfies the initial condition (2.108). By
utilizing this last ansatz we obtain
∂tΩ +
1
2t
[
∆−1ua(∇a∆) + ξaa − n
]
Ω +
1
t
ua∇aΩ = −∆−1/2P−1(−∆ + Q)P∆1/2Ω .
(2.140)
At this point, it can be proved [5, 14, 39] that the Van Vleck-Morette determinant
(2.120) satisfies the equation
∆−1ua∇a∆ + ξaa − n = 0 , (2.141)
By using this remark the equation for Ω becomes[
∂t +
1
t
ua∇a + ∆−1/2P−1(−∆ + Q)P∆1/2
]
Ω = 0 . (2.142)
Since we want an asymptotic expansion as t → 0 we writeΩ as asymptotic
series
Ω(t; x, x′) ∼
∞∑
k=0
ak(x, x′)tk . (2.143)
By substituting this expression in the equation above we finally obtain an expression
for the asymptotic expansion of the heat kernel
U(t|x, x′) ∼ (4πt)−n/2∆ 12 (x, x′)P(x, x′) exp
{
−σ(x, x
′)
2t
} ∞∑
k=0
ak(x, x′)tk , (2.144)
where the heat kernel coefficients ak satisfy the DeWitt recurrence relation
[(k + 1) + ua∇a]ak+1(x, x′) = ∆−1/2P−1(−∆ + Q)P∆1/2ak(x, x′) , (2.145)
with the initial condition
a0(x, x′) = 1 . (2.146)
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This expansion will be generalized in Chapter 3 in order to include, in a non-
perturbative way, the electromagnetic field.
The lower order diagonal heat kernel coefficients are well known and have
the form [53, 5, 14]
a
diag
0 = 1 , (2.147)
a
diag
1 =
1
6R , (2.148)
a
diag
2 =
1
30∆R +
1
72
R2 − 1
180RµνR
µν +
1
180RαβµνR
αβµν
+
1
12
RµνRµν , (2.149)
where adiagk = ak(x, x). To avoid confusion we should stress that the normalization of
the coefficients ak differs from the papers [5, 13, 14].
It can be easily proven, by taking the trace of both sides of (2.144), that the
heat trace, which is of primary interest here, has the following asymptotic expansion
Tr exp{−tL } ∼ (4πt)−n/2
∞∑
k=0
tkAk , (2.150)
where Ak are global heat kernel coefficients
Ak =
∫
M
dvol trV adiagk . (2.151)
One should point out, here, that the heat trace for a non-Laplace type operator has
the same asymptotic expansion as t → 0 [53].
In the next section we will describe two methods for the evaluation of the
heat kernel asymptotic expansion: the covariant Taylor expansion method which we
59
use in the computation of the non-perturbative heat kernel asymptotics on homo-
geneous Abelian bundles in Chapters 3 and 4, and the covariant Fourier transform
method that we use for the evaluation of the action in Spectral Matrix Gravity in
Chapter 6.
2.4.5 Covariant Taylor Expansion and Covariant Fourier Transform
In this section we will briefly discuss two methods for evaluating the coef-
ficients of the heat kernel asymptotic expansion which are different from the DeWitt
method presented in the previous section. In the previous section we described some
two-point geometric functions that are widely used for heat kernel calculations on
Riemannian manifolds. Since we ultimately want to find an expansion for the heat
kernel and its trace, we need to develop an expansion for the two-point quantities.
In the first part of this section we will briefly describe the Taylor expansion of the
two-point quantities following [5, 14].. A more detailed discussion on this subject
can be found in [5, 14].
Let us consider, as before, two neighboring points x and x′ connected by
a unique geodesic. The derivatives, uµ, of the world function σ(x, x′) form a set of
normal coordinates for the neighborhood,U, under consideration. Our aim is to find
an expansion in terms of the normal coordinates for functions defined on U. Since
the language that we use is covariant, we need an expansion which is independent on
the system of coordinates that we choose. It is evident, from the discussion above,
that the quantity uµ is a vector at the point x′ and a scalar at the point x. Since
scalars are the simplest invariant quantities, one can develop the Taylor expansion
for a scalar function f at the point x by using the coordinate uµ. By parameterizing
the geodesic between x and x′ with an affine parameter one can show that for a scalar
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function we obtain the expansion [14, 5]
f (x) =
∞∑
n=0
(−1)n
n! u
µ1 · · · uµn
[
gµ1
a1 · · · gµn an∇a1 · · · ∇an f
]
, (2.152)
where gµa is the parallel transport of covectors from the point x to the point x′. By
multiplying this expression by the parallel transport operators (2.124), as many as
needed, we can find an expression for the covariant Taylor expansion of arbitrary
tensors. In particular, we can find the covariant Taylor expansion for the two-point
quantities that we need. It can be shown that [14, 5]
ηµb = gbν
[
− 13R
µ
ανβu
αuβ − 1
2
∇αRµβνγuαuβuγ − 35∇α∇βR
µ
γνδu
αuβuγuδ
− 7
15R
µ
αρβRργνδuαuβuγuδ + O(u5)
]
, (2.153)
ζ =
1
12
Rαβuαuβ −
1
24
∇αRβγuαuβuγ +
1
80∇α∇βRγδu
αuβuγuδ
+
1
360RµανβR
µ
γ
ν
δu
αuβuγuδ + O(u5) , (2.154)
∆1/2 = 1 + 1
12
Rαβuαuβ − 124∇αRβγu
αuβuγ +
1
80
∇α∇βRγδuαuβuγuδ
+
1
288
RαβRγδuαuβuγuδ +
1
360RµανβR
µ
γ
ν
δu
αuβuγuδ + O(u5) , (2.155)
Xµν = gµν +
1
3R
µ
α
ν
βu
αuβ − 16∇αR
µ
β
ν
γu
αuβuγ +
1
20∇α∇βR
µ
γ
ν
δu
αuβuγuδ
+
1
15R
µ
αλβRλγνδuαuβuγuδ + O(u5) , (2.156)
Aµ = −12Rµαu
α +
1
3
∇αRµβuαuβ + 124RµανβR
ν
γu
αuβuγ
− 1
8
∇α∇βRµγuαuβuγ + O(u6) , (2.157)
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where the above quantities have been defined, respectively, in (2.114), (2.121),
(2.120), (2.115) and (2.127). We would like to stress that all coefficients of such
expansions are evaluated at the point x′.
Here, we will briefly describe the covariant Fourier transform which we
will use in Chapter 6 to evaluate the heat kernel asymptotic coefficients for a non-
Laplace type operator. The Fourier integral can be defined by using the two-point
functions that we introduced earlier. Let f be a function defined on U. Its covariant
Fourier transform is defined as follows [5, 14]
f (x) =
∫
Rn
dk
(2π)n g
−1/2(x′)e−ikµuµ ˆf (k; x′) , (2.158)
where kµ represents the coordinate in the momentum space. The inverse Fourier
transform is written as
ˆf (k; x′) =
∫
M
du g1/2(x′)eikµuµ f (x) . (2.159)
We can transform the last integral from normal coordinates to local coordinates. It
is not difficult to show, by making a change of variables, that
du = g1/2(x)g−1/2(x′)∆(x, x′)dx . (2.160)
By using this formula one gets [5, 14]
ˆf (k; x′) =
∫
M
dx∆(x, x′)g1/2(x)eikµuµ f (x) . (2.161)
We would like to mention, here, that by multiplying this expression by the parallel
transport operators, as many as needed, we can find an expression for the covariant
Fourier transform of arbitrary tensors. At this point it is convenient to derive a
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representation of the covariant Dirac delta function in terms of the Fourier integral.
It is not difficult to show, by substituting (2.161) into (2.158), that one obtains
δ(x, x′) = ∆1/2(x, x′)
∫
Rn
dk
(2π)n exp {ıkµu
µ} . (2.162)
The covariant Fourier transform represents another important tool for the evaluation
of the heat kernel asymptotic expansion which we will mainly use in Chapter 6.
2.4.6 Perturbation Theory for the Heat Semigroup
The operators for which we want to evaluate the heat kernel asymptotic
expansion are known in terms of power series in a small formal parameter ε, namely
L = L0 +
∞∑
k=1
Lk , (2.163)
where L0 represents the unperturbed part and Lk is of order εk.
In order to evaluate the heat kernel for the operator L we need to compute,
first, the heat semigroup for L . Since L is given in terms of a perturbative series,
we are faced with the problem of finding an expansion for the exponent of two
non-commuting operators. The expansion for the exponent of two non-commuting
operators, known in the literature, is called Volterra series.
Let A and B be arbitrary, non-commuting operators, then the following
can be proved [22, 76]
eA+B = eA +
∞∑
k=1
1∫
0
dτk
τk∫
0
dτk−1 · · ·
τ2∫
0
dτ1e(1−τk)ABe(τk−τk−1)A · · · e(τ2−τ1)ABeτ1A .
(2.164)
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By considering only few of the low order terms (the ones we will use in this work)
we write
eA+B = eA +
∫ 1
0
dτ1e(1−τ1)ABeτ1A
+
∫ 1
0
dτ2
∫ τ2
0
dτ1e(1−τ2)ABe(τ2−τ1)ABeτ1A + · · · . (2.165)
This series can be also written in another way. Let us suppose that the
operator A is of zeroth order (unperturbed) and the operator B represents higher
orders in the perturbation theory. The Volterra series can be written in terms of a
specific operator T acting on the unperturbed semigroup as follows [22, 76]
exp(A + B) = T exp A , (2.166)
where
T = I +
∞∑
k=1
1∫
0
dτk
τk∫
0
dτk−1 · · ·
τ2∫
0
dτ1 ˜B(τ1) ˜B(τ2) · · · ˜B(τk) (2.167)
and
˜B(τ) = eτABe−τA . (2.168)
This particular form of the Volterra series will be utilized in Chapter 3.
2.5 Mathematical Framework in Matrix Gravity
2.5.1 Motivation and Discussion
In the rest of the present Chapter, we will describe the motivations and
the mathematical framework of the second major topic in this Dissertation, namely
Matrix Gravity. The main idea in Matrix Gravity is to describe the gravitational
field as a matrix-valued symmetric two-tensor field. It is well known that General
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Relativity is nothing but the dynamical theory of the metric 2-tensor field which is,
basically, an isomorphism between tangent and cotangent bundles. The dynamics of
the metric is described by the Hilbert-Einstein action,
S HE =
1
16πG
∫
M
dx g1/2(R − 2Λ) , (2.169)
where G is the Newtonian gravitational constant,Λ is the cosmological constant and
R is the scalar curvature.
In Matrix Gravity, the metric 2-tensor field gµν, is replaced by a endomo-
rphism-valued 2-tensor field aµν which represents an isomorphism of more general
bundles over the manifold M. The main idea here, similar to General Relativity, is
to develop a dynamical theory of this endomorphism-valued 2-tensor field aµν. This
generality brings a much richer structure and content to the model.
We would like to stress, at this point, that the dynamical equations that we
will derive in this Dissertation for Matrix Gravity, are classical and therefore they
should be studied from the classical point of view.
The motivation for such a deformation of General Relativity is explained
in detail in [20]. The very basic physical concepts are the notions of event and the
spacetime. An event is a collection of variables that specifies the location of a point
in space at a certain time. To assign a time to each point in space one needs to place
clocks at every point (say on a lattice in space) and to synchronize these clocks.
Once the position of the clocks is fixed the only way to synchronize the clocks is
by transmitting the information from a fixed point (say, the origin of the coordinate
system in space) to all other points. This can be done by sending a signal through
space from one point to another. Therefore, the synchronization procedure depends
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on the propagation of the signal through space, and, as a result, on the properties of
the space it propagates through, in particular, on the presence of any physical back-
ground fields in space. The propagation of signals is described by a wave equation (a
hyperbolic partial differential equation of second order). Therefore, the propagation
of a signal depends on the matrix of the coefficients (a symmetric 2-tensor) gµν(x) of
the second derivatives in the wave equation which must be non-degenerate and have
the signature (− + · · ·+). This matrix can be interpreted as a pseudo-Riemannian
metric, which defines the geodesic flow, the curvature and the Einstein equations of
General Relativity (for more details, see [20]).
The picture described above applies to the propagation of light, which is
described by a single wave equation. However, now we know that at microscopic
scales there are other fields that could be used to transmit a signal. In particular,
the propagation of a multiplet of N gauge fields is described not by a single wave
equation but by a hyperbolic system of second order partial differential equations.
We would like to stress, here, that the number N of gauge fields that one should use
in order to describe the gravitational field is not known at this time. It is possible
that a quantized version of this theory could shed light on the precise number of
gauge fields to use, however this problem needs further research. For simplicity of
calculations, in Chapter 7 we analyze a model of Matrix Gravity where two gauge
fields are taken into account. For now, we will leave N arbitrary.
The coefficients at the second derivatives of such a system are not given
by just a 2-tensor like gµν(x) but by a N×N matrix-valued symmetric 2-tensor aµν(x)
as in (2.91). If aµν does not factorize as aµν , Ξgµν, where Ξ is some non-degenerate
matrix, then there is no geometric interpretation of this hyperbolic system in terms
66
of a single Riemannian metric. Instead, one obtains a new kind of geometry that is
called Matrix Geometry, which is equivalent to a collection of Finsler geometries.
In this theory, instead of a single Riemannian geodesic flow, there is a system of N
Finsler geodesic flows. Moreover, a gravitating particle is described not by one mass
parameter but by N mass parameters (which could be different). The general idea is
similar to the concept of colors in quantum chromodynamics. In Matrix Gravity each
particle is considered to be composed of N different “colors” each of them described
by a different mass parameter. Each of these colors follows its own Finsler geodesic.
In this sense, the introduction of a matrix-valued metric aµν leads to the splitting of
a single Riemannian geodesic to a system of N close Finsler geodesics. We argue
that at microscopic distances, and high energies, a single Riemannian geodesic is
described by a system of N Finsler geodesics. As we will see in Chapter 7 the
equations of the geodesics in Matrix Gravity are non-linear with respect to the mass
parameters µi. This makes it not possible to write the geodesics in Matrix Gravity as
a weighted sum (with weight µi) of all the Finsler geodesics for each mass parameter.
However, if one consider the following splitting µi = 1/N +αi where αi are assumed
to be small, one could linearize the equations for the geodesics and obtain, in the
first order, a description of the geodesics in Matrix Gravity as weighted sum (with
weights αi) of the single Finsler geodesics.
Notice that because the tensor aµν is matrix-valued, various components
of this tensor do not commute, that is, [aµν, aαβ] , 0. In this sense, such geometry
may be also called non-commutative Riemannian geometry. In the commutative
limit, aµν → gµν, and the standard Riemannian geometry with all its ingredients is
recovered. Only the total mass of a gravitating particle is observed. For more details
and discussions see [20, 21].
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We would like to mention, at this point, that Matrix Gravity contains two
important physical consequences. The first is the presence, in the theory, of a new
non-geodesic acceleration. In General Relativity, the motion of a test particle in the
gravitational field is described by the equation
d2xµ
dt2 + Γ
µ
αβ x˙
α x˙β = 0 , (2.170)
where x˙ represents the tangent vector to the geodesic and Γµαβ are the Christoffel
symbols. This equation describes the motion of a test particle free from external
forces. As we will see in Chapter 7, in Matrix Gravity the equation for the geodesics
becomes the following
d2xµ
dt2 + Γ
µ
αβ x˙
α x˙β = Aµanom(x, x˙) . (2.171)
In this equation a non-geodesic acceleration is present which is written only in terms
of the non-commutative part of the metric. In other words, the test particles in Ma-
trix Gravity, do not follow any Riemannian geodesic. The second important physical
consequence of this model is the violation of the equivalence principle. In General
Relativity, test particles move along specific geodesics of a Riemannian metric in-
dependently of their masses. In Matrix Gravity, instead, test particles exhibit a non-
geodesic motion Aµanom which depends on the different mass parameters. Therefore,
test particles that are described by different mass parameters will follow different
trajectories in the spacetime. This is the origin of the violation of the equivalence
principle.
Main Differences Between Matrix Gravity and Non-commutative Gravity
It is important to stress that this approach for deforming General Relativity
is different from the ones proposed in the framework of non-commutative geometry
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[51, 59, 61, 55], where the coordinates do not commute and the standard product
between functions is replaced by the Moyal product [62]. In flat space one usually
introduces non-commutative coordinates satisfying the commutation relations
[xµ, xν] = θµν . (2.172)
Here, θµν is a real constant anti-symmetric matrix, and one replaces the standard
algebra of functions with the non-commutative algebra with the Moyal star product
f (x) ⋆ g(x) = exp
(
i
2
θµν
∂
∂yµ
∂
∂zν
)
f (x + y)g(x + z)
∣∣∣∣
y=z=0
. (2.173)
An extensive review of different realizations of gravity in the framework of non-
commutative geometry, especially in connection with string theory, can be found in
[75]. An extension of the star product and noncommutativity from flat to curved
spacetime can be found in [31, 55].
We list below the most relevant differences between the two approaches; a
more detailed and extensive discussion can be found in [20, 21, 26, 49]. The biggest
problem with the curved manifolds is the nature of the object θµν. All these models
are defined, strictly speaking, only in perturbation theory in the deformation parame-
ter. That is, one takes θµν as a formal parameter and considers formal power series in
θµν. In the approach of [20, 21] to Matrix Gravity the deformation parameters are not
formal and the theory is defined for all finite values of the deformation parameter.
In the standard non-commutative approach the coordinates themselves are
non-commutative. This condition raises the questions of whether the spacetime has
the structure of a manifold, and how one can define analysis on such spaces. More-
over, one needs a way to relate the non-commutative coordinates with the usual
(commutative) coordinates. In Matrix Gravity one does not have non-commutative
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coordinates. The spacetime, here, is a proper smooth manifold with the standard
analysis defined on it.
In non-commutative geometry approach the deformation parameter θµν is
non-dynamical, therefore there are no dynamical equations for it. This poses the
question of what kind of physical, or mathematical, conditions can be used in order
to determine it. In addition, in many models of non-commutative gravity (as in [31]),
θµν is a non-tensorial object which makes it dependent on the choice of the system of
coordinates. This feature leads the theory to be not invariant under the usual group of
diffeomorphisms. In [31] the authors construct all the relevant geometric quantities
(such as connection, curvature, etc.) in terms of the non-commutative deformation
parameter. In this framework, they obtain an expansion of these quantities and of
the action up to second order. In their approach the object θµν is a constant anti-
symmetric matrix (not a tensor). This violates the usual diffeomorphism invariance,
Lorentz invariance, etc. for which there exist very strict experimental bounds. The
main result in [31] is the derivation of the deformed Einstein equations. The zero-
order part (Einstein) is diffeomorphism-invariant, and the corrections (quadratic in
theta) are not. Therefore the theory contains some preferred system of coordinates
and its whole content depends on it. Of course, the theory needs to justify the choice
of such system of coordinates.
In the approach of [20, 21] there is no need to introduce any non-tensorial
objects. As a result the theory is diffeomorphism-invariant. So, there are no prob-
lems related to the violation of Lorenz invariance, etc. and there are no preferred
systems of coordinates. Moreover, the non-commutative part of the metric in this
approach is dynamical. There are non-commutative Einstein equations for it. The
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goal of this chapter is, in particular, to derive these dynamical equations in the per-
turbation theory.
In [55] the authors assume that θµν is a covariantly constant tensor. But
then, there are strict algebraic constraints on the Riemann curvature tensor of the
commutative metric (obtained by a commutator of second covariant derivatives). In
Matrix Gravity such algebraic constraints are absent— the commutative metric is
arbitrary.
In the usual approach of non-commutative geometry (as in, for example,
[31]), when one defines the affine connection, the covariant derivative, the curvature
and the torsion the ordering of factors is not unique. There is no natural reason why
one should prefer one ordering over the other. That is, the connection coefficients
can be placed on the left, or on the right, (or one could symmetrize over these two
possibilities) from the object of differentiation. Another aspect of the ordering prob-
lem is the fact that there is no unique way to raise and lower indices. One can act
with the metric from the left or from the right. The approach in [21], instead, is
pretty much unique. There is no need to define the affine connection, the covariant
derivative, the curvature and the torsion. There is no ordering problem.
The definition of a “measure”, in standard non-commutative geometry, as
a star determinant (as in [31]) does not guarantee its positivity. It only guarantees the
positivity in the zero order of the perturbation theory. In the definition of [20, 21],
the measure is positive even in strongly non-commutative regime.
Moreover, the Moyal star product is non-local which makes the whole
theory non-local with possible unitarity problems. In the approach [21] the action
functional is a usual local functional of sigma-model type (like General Relativity,
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but with additional non-commutative degrees of freedom). There may be problems
with the renormalizability (which requires further study) but not with unitarity.
One should also mention the relation of Matrix Gravity to so called “ana-
log models of gravity”. In particular, the analysis in [32] is surprisingly similar to
the analysis of the papers [19, 20]. The authors of [32] consider a hyperbolic system
of second order partial differential equations, the corresponding Hamilton-Jacobi
equations and the Hamiltonian system as in [19, 20]. In fact, their fµν is equivalent
to the matrix-valued tensor aµν, However, their goal was very different—they impose
the commutativity conditions on fµν (eq. (44) in [32]) to enforce a unique effective
metric for the compatibility with the Equivalence Principle. They barely mention the
general geometric interpretation in terms of Finsler geometries as it “does not seem
to be immediately relevant for either particle physics or gravitation”. The motiva-
tion of the authors of [32] is also very different from the approach of [20, 21]. Their
idea is that gravity is not fundamental so that the effective metric simply reflects the
properties of an underlying physics (such as fluid mechanics and condensed matter
theory). They just need to have enough fields to be able to parameterize an arbitrary
effective metric. In the approach of Matrix Gravity, the matrix-valued field aµν is
fundamental; it is: i) non-commutative and ii) dynamical.
The action of Matrix Gravity can be constructed in two different ways.
One approach, developed in [19, 20], called Matrix General Relativity, is to try to
extend all standard concepts of differential geometry to the non-commutative setting
and to construct a matrix-valued connection and a matrix-valued curvature. We will
be mainly interested in this approach in Chapter 5.
The second approach, developed in [21], called Spectral Matrix Gravity, is
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based on constructing the action form the coefficients of the spectral asymptotics of
a non-Laplace type self-adjoint elliptic partial differential operator L of second order
with a positive definite leading symbol. We will analyze this particular approach in
Chapter 6.
2.5.2 Matrix General Relativity
We will describe, in this section, the construction of the action for Matrix
General Relativity following [19, 20]. The formalism that we are going to describe
is related to the algebra-valued formulation of Mann [64] and Wald [81]. In these
papers the authors introduce algebra-valued tensor fields and generalize the formal-
ism of differential geometry to the algebra-valued case. More precisely they were
studying a consistent theory to describe the interaction of a collection of massless
spin-2 fields. The authors found that in order to have a consistent theory, the algebra
to consider must be associative and commutative. In this case the theory simply be-
comes a sum of usual Hilbert-Einstein actions for the fields without cross-interaction
terms. In the approach of [20, 21], the algebra is associative but non-commutative
where the gauge group is simply the product of the group of diffeomorphism of a
real manifold with the internal group. Because of this form of the gauge transfor-
mations one can allow the algebra to be non-commutative which leads to a different
dynamics from the one described in [64] and [81].
Let V be an N-dimensional Hermitian vector bundle over M, let T =
T M⊗V be the bundle constructed by taking the tensor product of the tangent bundle
to the manifold M with the vector bundle V, and let T ∗ = T ∗M ⊗ V, where T ∗M
is the cotangent bundle to M. Let a be a symmetric self-adjoint element of T M ⊗
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T M ⊗ End(V), that is,
aµν = aνµ, (aµν)∗ = aµν . (2.174)
Suppose that aµν is an isomorphism between T and T ∗, then the inverse isomor-
phism bµν satisfies the equation
aρνbνµ = bµνaνρ = δρµ · I . (2.175)
There are some properties of the matrix bµν that need attention. The first property is
the following: the matrix bµν satisfies the equation
b∗µν = bνµ , (2.176)
but it is not necessarily a self-adjoint matrix symmetric in its tensor indices. More-
over, one can use aµν and bµν to lower and raise indices, although particular care is
required in these operations because, in general, aµν and bµν do not commute and bµν
is not symmetric in its tensorial indices [20].
Let A αλµ be the matrix-valued Christoffel symbol defined as [20]
A αλµ =
1
2
bλσ(aαγ∂γaρσ − aργ∂γaσα − aσγ∂γaαρ)bρµ , (2.177)
it is not difficult to prove that this quantity transforms as a connection coefficient. It
is important to notice, at this point, that in matrix geometry the connection (2.177)
is not symmetric in the two lower indices.
In complete analogy with the ordinary Riemannian geometry, by using the
matrix-valued Christoffel symbol, one can define the matrix-valued Riemann tensor
as follows [20]
Rλαµν = ∂µA λαν − ∂νA λαµ +A λβµA βαν −A λβνA βαµ . (2.178)
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Once the matrix curvature (Riemann) tensor is defined one can construct
the matrix Ricci tensor, namely
Rµν = Rαµαν . (2.179)
In order to write the action for Matrix Gravity, one needs to introduce the matrix
scalar curvature R. Since the metric aµν and the Ricci tensor Rµν are matrices, they
do not commute in general and the definition of the scalar curvature, obtained by
contracting the metric tensor with the Ricci tensor from the left, would be different
if the contraction would be performed with the metric tensor on the right. In order
to avoid this choice, we use a symmetrized definition of the matrix-valued scalar
curvature as follows
R = 1
2
(
aµνRµν + Rµνaµν
)
. (2.180)
In order to write an action for the model under consideration a generaliza-
tion of the concept of measure is needed. As a guiding principle, any generalization
of the measure µ has to lead, in the commutative limit, to the ordinary Riemannian
measure
√| det gµν|. Let ρ be a matrix-valued scalar density, which can be defined,
for example, as follows
ρ =
∫
Rn
dξ
π
n
2
exp(−aµνξµξν) . (2.181)
Then ρ only depends on the metric a and transforms in the correct way under diffeo-
morphisms of M. We would like to stress, here, that the choice of the measure is not
unique. However, the definition (2.181) seems to be the most natural because it rep-
resents the quantity that appears as the A0 coefficient in the heat kernel asymptotic
of a generalized Laplace operator with matrix-valued symbol defined on the mani-
fold M under consideration. Of course different choices of the measure would lead
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to different non-commutative limits of the theory. More precisely, the zeroth order
of the expansion in the deformation parameter of the action always gives the usual
General Relativity. The second order term, which gives the dynamical equations for
the non-commutative part of the metric, instead, changes if the definition of measure
is different. Further studies are required in order to fully understand how the choice
of the measure affects the dynamics of the non-commutative part of the metric.
Now that all the relevant geometric quantities have been described, one
can construct the action functional for the field aµν following [20]. This functional
has to be invariant under both diffeomorphisms of M and gauge transformations. By
using the matrix-valued scalar curvature, defined in (2.180), and the matrix-valued
scalar density (2.181), one obtains, by analogy to (2.169), [20]
S MGR(a) = 116πG
∫
M
dx 1
N
Tr V[ρ(R − 2Λ)] . (2.182)
It is worth noticing that because of the cyclic property of the trace, the relative po-
sition of ρ and the scalar curvature is irrelevant, moreover it is easily shown that
the action functional (2.182) is invariant under the diffeomorphisms of M and un-
der the gauge transformations. Of course, as aµν → gµν this action reproduces the
Hilbert-Einstein action (2.169) of General Relativity.
The field equations for the tensor aµν, that we call non-commutative Ein-
stein equations are obtained by varying the action with respect to aµν. In the vacuum
we have,
∂L
∂aαβ
− ∂µ ∂L
∂aαβ,µ
= 0 , (2.183)
where aαβ,µ = ∂µaαβ and L is the Lagrangian density.
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The action has an additional new global gauge symmetry
aµν(x) 7→ Uaµν(x)U−1 , (2.184)
where U is a constant unitary matrix (for more details, see the papers cited above).
By the Noether theorem this symmetry leads to the conserved currents (vector den-
sities)
Jµ =
[
aαβ,
∂L
∂(aαβ,µ)
]
, ∂µJµ = 0 .
In other words, this suggests the existence of new physical charges
Q =
∫
dxˆJ0 ,
where dxˆ denotes the integration over the space coordinates only. These charges
have purely non-commutative origin and vanish in the commutative limit.
This model may be viewed as a “non-commutative deformation” of Ein-
stein gravity, which describes, in the weak deformation limit, General Relativity,
and a multiplet of self-interacting massive two-tensor fields of spin 2 that interact
also with gravity.
2.5.3 Spectral Matrix Gravity
By using the equations (2.147), (2.148) and (2.151), it is easy to see that
the Hilbert-Einstein action (2.169) is nothing but a linear combination of A0 and A1
for a Laplace type operator. In full analogy, the action of Spectral Matrix Gravity
proposed in [21] is a linear combination of the global heat kernel coefficients A0 and
A1 for a general second order non-Laplace type operator, more precisely
S = 1
16πGN [6A1 − 2ΛA0] . (2.185)
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We would like to point out here that the above action can be also thought of as a
particular case of the Spectral Action Principle introduced in the framework of non-
commutative geometry in [38] and [37]. For the Laplace operator, L = −∆, the
heat kernel coefficients are (2.147) and (2.148) and, therefore, the action of Spectral
Matrix Gravity reduces to the standard Hilbert-Einstein action (2.169).
We would like to stress, here, that we are interested in a much more com-
plicated general case of an arbitrary non-Laplace type operator (with a non-scalar
leading symbol). In this case there is no preferred Riemannian metric and the whole
language of Riemannian geometry is not very helpful in computing the heat kernel
asymptotics. That is why, until now, there are no explicit general formulas for the
coefficient A1. A class of so-called natural non-Laplace type operators was studied
in [15, 18] where this coefficient was computed explicitly.
We would like to mention, here, that similar calculations have been per-
formed in non-commutative geometry regarding heat kernel asymptotics expansion.
In [70, 71], the author evaluates the relevant geometric quantities from an approxi-
mate power expansion of the trace of the heat kernel for a Laplace operator on a com-
pact fuzzy space. In [80], the author studies the quantization of non-commutative
gravity in two dimensions by considering a non-commutative deformation (using the
Moyal product) of the Jackiw-Teitelboim model for gravity. In this case the path in-
tegral can be evaluated exactly and the operator for the quantum fluctuations can be
found. Once the operator is known one can study the first two heat kernel asymptotic
coefficients and obtain information about the conformal anomaly and the Polyakov
action.
CHAPTER 3
NON-PERTURBATIVE HEAT KERNEL ASYMPTOTICS
ON HOMOGENEOUS ABELIAN BUNDLES1
Abstract
We study the heat kernel for a Laplace type partial differential operator act-
ing on smooth sections of a complex vector bundle with the structure group G×U(1)
over a Riemannian manifold M without boundary. The total connection on the vector
bundle naturally splits into a G-connection and a U(1)-connection, which is assumed
to have a parallel curvature F. We find a new local short time asymptotic expansion
of the off-diagonal heat kernel U(t|x, x′) close to the diagonal of M × M assuming
the curvature F to be of order t−1. The coefficients of this expansion are polynomial
functions in the Riemann curvature tensor (and the curvature of the G-connection)
and its derivatives with universal coefficients depending in a non-polynomial but an-
alytic way on the curvature F, more precisely, on tF. These functions generate all
terms quadratic and linear in the Riemann curvature and of arbitrary order in F in
the usual heat kernel coefficients. In that sense, we effectively sum up the usual short
time heat kernel asymptotic expansion to all orders of the curvature F. We compute
the first three coefficients (both diagonal and off-diagonal) of this new asymptotic
1The material in this chapter has been published in Communications in Mathematical Physics:
I. G. Avramidi and G. Fucci, Non-Perturbative Heat Kernel Asymptotics on Homogeneous Abelian
Bundles, Comm. Math. Phys. (2009) doi: 10.1007/s00220-009-0804-6
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expansion.
3.1 Introduction
The heat kernel is one of the most powerful tools in quantum field theory
and quantum gravity as well as mathematical physics and differential geometry (see
for example [53, 79, 14, 17, 13, 58, 78, 56] and further references therein). It is of
particular importance because the heat kernel methods give a framework for mani-
festly covariant calculation of a wide range of relevant quantities in quantum field
theory like one-loop effective action, Green’s functions, effective potential etc.
Unfortunately the exact computation of the heat kernel can be carried out
only for exceptional highly symmetric cases when the spectrum of the operator is
known exactly, (see [35, 56, 58] and the references in [11, 24, 23, 25]). Although
these special cases are very important, in quantum field theory we need the effective
action, and, therefore, the heat kernel for general background fields. For this reason
various approximation schemes have been developed. One of the oldest methods is
the Minackshisundaram-Pleijel short-time asymptotic expansion (2.144), (2.150) of
the heat kernel as t → 0 (see the references in [53, 5, 79]).
Despite its enormous importance, this method is essentially perturbative.
It is an expansion in powers of the curvatures R and their derivatives and, hence, is in-
adequate for large curvatures when tR ∼ 1. To be able to describe the situation when
at least some of the curvatures are large one needs an essentially non-perturbative
approach, which effectively sums up in the short time asymptotic expansion of the
heat kernel an infinite series of terms of certain structure that contain large curva-
tures (for a detailed analysis see [7, 12] and reviews [13, 17]). For example, the
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partial summation of higher derivatives enables one to obtain a non-local expansion
of the heat kernel in powers of curvatures (high-energy approximation in physical
terminology). This is still an essentially perturbative approach since the curvatures
(but not their derivatives) are assumed to be small and one expands in powers of
curvatures.
On another hand to study the situation when curvatures (but not their
derivatives) are large (low energy approximation) one needs an essentially non-per-
turbative approach. A promising approach to the calculation of the low-energy heat
kernel expansion was developed in non-Abelian gauge theories and quantum gravity
in [6, 7, 8, 9, 10, 11, 25, 23, 24]. While the papers [6, 7, 9, 10] dealt with the par-
allel U(1)-curvature (that is, constant electromagnetic field) in flat space, the papers
[8, 11, 25] dealt with symmetric spaces (pure gravitational field in absence of an
electromagnetic field). The difficulty of combining the gauge fields and gravity was
finally overcome in the papers [23, 24], where homogeneous bundles with parallel
curvature on symmetric spaces were studied.
In this chapter we compute the heat kernel for the covariant Laplacian
with a large parallel U(1) curvature F in a Riemannian manifold (that is, strong
covariantly constant electromagnetic field in an arbitrary gravitational field). Our
aim is to evaluate the first three coefficients of the heat kernel asymptotic expansion
in powers of Riemann curvature R but in all orders of the U(1) curvature F. This is
equivalent to a partial summation in the heat kernel asymptotic expansion as t → 0
of all powers of F in terms which are linear and quadratic in Riemann curvature R.
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3.2 Setup of the Problem
Let M be a n-dimensional compact Riemannian manifold without bound-
ary and S be a complex vector bundle over M realizing a representation of the group
G ⊗ U(1). Let ϕ be a section of the bundle S and ∇ be the total connection on the
bundle S (including the G-connection as well as the U(1)-connection). Then the
commutator of covariant derivatives defines the curvatures
[∇µ,∇ν]ϕ = (Rµν + iFµν)ϕ , (3.1)
where Rµν is the curvature of the G-connection and Fµν is the curvature of the U(1)-
connection (which will be also called the electromagnetic field).
In the present chapter we consider the Laplacian
L = −∆ . (3.2)
The asymptotic expansion of the heat kernel U(t|x, x′) for the Laplacian has the form
(2.150) and its coefficients are (2.151). The diagonal heat kernel coefficients adiagk
are polynomials in the jets of the metric, the G- connection and the U(1)-connection;
in other words, in the curvature tensors and their derivatives. Let us symbolically
denote the jets of the metric and the G-connection by
R(n) =
{
∇(µ1 · · · ∇µnRaµn+1bµn+2) , ∇(µ1 · · · ∇µnRaµn+1)
}
, (3.3)
and the jets of the U(1) connection by
F(n) = ∇(µ1 · · · ∇µn Faµn+1) . (3.4)
Here and everywhere below the parenthesis indicate complete symmetrization over
all indices included.
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By counting the dimensions it is easy to describe the general structure of
the coefficients adiagk . Let us introduce the multi-indices of nonnegative integers
i = (i1, . . . , im), j = ( j1, . . . , jl) . (3.5)
Let us also denote
|i| = i1 + · · · + im, |j| = j1 + · · · + jl . (3.6)
Then symbolically
a
diag
k =
k∑
N=1
N∑
l=0
N−l∑
m=0
∑
i,j≥0
|i|+|j|+2N=2k
C(k,l,m),i,jF( j1) · · ·F( jl) R(i1) · · ·R(im) , (3.7)
where C(k,l,m),i,j are some universal constants. The lower order diagonal heat kernel
asymptotic coefficients are (2.147)-(2.149).
In the present chapter we study the case of a parallel U(1) curvature (co-
variantly constant electromagnetic field), i.e.
∇µFαβ = 0 . (3.8)
That is, all jets F(n) are set to zero except the one of order zero, which is F itself. In
this case eq. (3.7) takes the form
a
diag
k =
k∑
N=1
N∑
l=0
N−l∑
m=0
∑
i≥0
|i|+2N=2k
C(k,l,m),iF l R(i1) · · ·R(im) , (3.9)
where C(k,l,m),i are now some (other) numerical coefficients.
Thus, by summing up all powers of F in the asymptotic expansion of the
heat kernel diagonal we obtain a new (non-perturbative) asymptotic expansion
Udiag(t) ∼ (4πt)−n/2
∞∑
k=0
tka˜diagk (t) , (3.10)
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where the coefficients a˜diagk (t) are polynomials in the jets R(n)
a˜
diag
k (t) =
k∑
N=1
N∑
m=0
∑
i≥0
|i|+2N=2k
f (k)(m,i)(t) R(i1) · · ·R(im) , (3.11)
and f (k)(m,i)(t) are some universal dimensionless tensor-valued analytic functions that
depend on F only in the dimensionless combination tF.
For the heat trace we obtain then a new asymptotic expansion of the form
Tr exp(−tL ) ∼ (4πt)−n/2
∞∑
k=0
tk ˜Ak(t) , (3.12)
where
˜Ak(t) =
∫
M
dvol tr a˜diagk (t) . (3.13)
This expansion can be described more rigorously as follows. We rescale
the U(1)-curvature F by
F 7→ F(t) = t−1 ˜F , (3.14)
so that tF(t) = ˜F is independent of t. Then the operator L (t) becomes dependent on
t (in a singular way!). However, the heat trace still has a nice asymptotic expansion
as t → 0
Tr exp[−tL (t)] ∼ (4πt)−n/2
∞∑
k=0
tk ˜Ak , (3.15)
where the coefficients ˜Ak are expressed in terms of ˜F = tF(t), and, therefore, are
independent of t. Thus, what we are doing is the asymptotic expansion of the heat
trace for a particular case of a singular (as t → 0) time-dependent operator L (t).
Let us stress once again that the eq. (3.11) should not be taken literally; it
only represents the general structure of the coefficients a˜diagk (t). To avoid confusion
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we list below the general structure of the low-order coefficients in more detail
a˜
diag
0 (t) = f (0)(t) , (3.16)
a˜
diag
1 (t) = f (1)(1,1)αβµν(t)Rαβµν + f (1)(1,2)µν(t)Rµν , (3.17)
a˜
diag
2 (t) = f (2)(1,1)αβµνσρ(t)∇(α∇β)Rµνσρ + f (2)(1,2)αβµν(t)∇(α∇β)Rµν
+ f (2)(2,1)αβγδµνσρ(t)RαβγδRµνσρ + f (2)(2,2)αβµν(t)RαβRµν
+ f (2)(2,3)αβµνσρ(t)RαβRµνσρ , (3.18)
with obvious enumeration of the functions. It is the universal tensor functions
f (i)(l,m)(t) that are of prime interest in this chapter. Our main goal is to compute the
functions f (i)(l,m)(t) for the coefficients a˜diag0 (t), a˜diag1 (t) and a˜diag2 (t).
Of course, for t = 0 (or F = 0) the coefficients a˜k(t) are equal to the usual
diagonal heat kernel coefficients
a˜
diag
k (0) = adiagk . (3.19)
Therefore, by using the explicit form of the coefficients adiagk given by (2.149) we
obtain the initial values for the functions f (i)( j,k). Moreover, by analyzing the corre-
sponding terms in the coefficients adiag3 and a
diag
4 (which are known, [53, 5, 78]),
one can obtain partial information about some lower order Taylor coefficients of the
functions f (i)( j,k)(t):
f (0)(t) = 1 − 1
12
t2FµνFµν + O(t3) , (3.20)
f (1)(1,1)αβµν(t) =
1
6δ
α
[µδ
β
ν] + O(t) , (3.21)
f (1)(1,2)µν(t) =
1
6 tiF
µν + O(t2) , (3.22)
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f (2)(1,1)αβµνσρ(t) =
1
30
gαβδµ[σδ
ν
ρ] + O(t) , (3.23)
f (2)(1,2)αβµν(t) = −
1
15 tiF
(α
[νδ
β)
µ] + O(t2) , (3.24)
f (2)(2,1)αβγδµνσρ(t) =
1
180
gµ[αgβ]νgσ[γgδ]ρ − 1180δ
[γ
[αgβ][νg
δ][ρδσ]
µ]
+
1
72
δ
γ
[αδ
δ
β]δ
σ
[µδ
ρ
ν] + O(t) ,
(3.25)
f (2)(2,2)αβµν(t) =
1
12
δα[µδ
β
ν] + O(t) , (3.26)
f (2)(2,3)αβµνσρ(0) = −
1
36 tiF
αβδ
µ
[σδ
ν
ρ] −
1
30
tiFµνδα[σδ
β
ρ] +
1
9δ
[µ
[σtiF
ν][αδβ]
ρ] + O(t2) .
(3.27)
This information can be used to check our final results.
Notice that the global coefficients ˜Ak(t) have exactly the same form as the
local ones; the only difference is that the terms with the derivatives of the Riemann
curvature do not contribute to the integrated coefficients since they can be eliminated
by integrating by parts and taking into account that F is covariantly constant.
Moreover, we study even more general non-perturbative asymptotic ex-
pansion for the off-diagonal heat kernel and compute the coefficients of zero, first
and second order in the Riemann curvature. We will show that there is a new non-
perturbative asymptotic expansion of the off-diagonal heat kernel as t → 0 (and
F = t−1 ˜F, so that tF is fixed) of the form
U(t|x, x′) ∼ P(x, x′)∆1/2(x, x′)U0(t|x, x′)
∞∑
k=0
tk/2bk(t|x, x′) , (3.28)
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where U0 is an analytic function of F such that for F = 0
U0(t|x, x′)
∣∣∣∣∣∣
F=0
= (4πt)−n/2 exp
[
−σ(x, x
′)
2t
]
. (3.29)
Here bk(t|x, x′) are analytic functions of t that depend on F only in the dimension-
less combination tF. Of course, for t = 0 they are equal to the usual heat kernel
coefficients, that is,
b2k(0|x, x′) = ak(x, x′) , b2k+1(0|x, x′) = 0 . (3.30)
Moreover, we will show below that the odd-order coefficients vanish not only for
t = 0 and any x , x′ but also for any t and x = x′, that is, on the diagonal,
bdiag2k+1(t) = 0 . (3.31)
Thus, the heat kernel diagonal has the asymptotic expansion (3.10) as t → 0 with
a˜
diag
k (t) = (4πt)n/2Udiag0 (t)bdiag2k (t) . (3.32)
In what follows we will consider the operators
Dµ = ¯∇µ − 12 iFµαu
α . (3.33)
Obviously, they form the algebra
[
Dµ,Dν
]
= iFµν ,
[
Dµ, uν
]
= δµ
ν . (3.34)
For a covariantly constant electromagnetic field, considered in this work, the follow-
ing relation holds [14, 5]
∇µFαβ = 0 . (3.35)
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In this case we find it useful to decompose the quantity Aµ as
Aµ = −12 iFµαu
α + ¯Aµ . (3.36)
It can be easily shown that ¯Aµ has the following Taylor expansion
¯Aµ = −12Rµαu
α +
1
24
RµανβiFνγuαuβuγ +
1
3∇αRµβu
αuβ
+
1
24
RµανβRνγuαuβuγ − 18∇α∇βRµγu
αuβuγ
− 1
720RµανβR
ν
γλδiFλǫuαuβuγuδuǫ + O(u6) . (3.37)
We would like to stress that, the expansion for ¯Aµ is valid in the case of a
covariantly constant electromagnetic field.
By utilizing the Taylor expansion for all the relevant quantities we are able
to find an expansion for the heat kernel. First of all, the heat kernel can be presented
in the form
U(t|x, x′) = exp (−tL )P(x, x′)δ(x, x′) , (3.38)
which can also be written as
U(t|x, x′) = P(x, x′)∆ 12 (x, x′) exp(−t ˜L )δ(u) , (3.39)
where δ(u) is the usual delta-function in the normal coordinates uµ (recall that uµ
depends on x and x′ and u = 0 when x = x′) and ˜L is an operator defined by
˜L = P−1(x, x′)∆− 12 (x, x′)L∆ 12 (x, x′)P(x, x′) . (3.40)
As is shown in [5, 14] the operator ˜L can be written in the form
˜L = −
(
Dµ + ¯Aµ − ζµ
)
Xµν
(
Dν + ¯Aν + ζν
)
, (3.41)
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where ζµ = ¯∇µζ.
Now, by using these equations and by recalling the formula in (3.36), one
can rewrite the operator in (3.41) in another way as follows
˜L = −
(
XµνDµDν + YµDµ + Z
)
, (3.42)
where Xµν is defined in (2.115) and
Yµ = ( ¯∇µXµν) + 2Xµν ¯Aµ , (3.43)
Z = ¯AµXµν ¯Aν − ζµXµνζν + ( ¯∇µXµν) ¯Aν + ( ¯∇µXµν)ζν
+ Xµν ¯∇µ ¯Aν + Xµν ¯∇µζν . (3.44)
By using the covariant Taylor expansion of the two-point quantities that
we described in Chapter 2, we obtain an expansion for the coefficients Xµν, Yµ and
Z of the operator L up to the fifth order
3.3 Perturbation Theory
Our goal is now to develop the perturbation theory for the heat kernel. We
need to identify a small expansion parameter ε in which the perturbation theory will
be organized as ε → 0. First of all, we assume that t is small, more precisely, we
require t ∼ ε2. Also, since we will work close to the diagonal, that is, x is close to
x′, we require that uµ ∼ ε. This will also mean that ¯∇ ∼ ε−1 and ∂t ∼ ε−2. Finally,
we assume that F is large, that is, of order F ∼ ε−2. To summarize,
t ∼ ε2, uµ ∼ ε, F ∼ ε−2 . (3.45)
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3.3.1 Perturbation Theory for the Operator L
Now, we expand the operator ˜L in a formal power series in ε (recall that
D ∼ ε−1 and u ∼ ε) to obtain
L ∼ −
∞∑
k=0
Lk , (3.46)
where Lk are operators of order εk−2. In particular,
L0 = D2 , (3.47)
L1 = 0 , (3.48)
Lk = Xµνk DµDν + YµkDµ + Zk , k ≥ 2 . (3.49)
where
D2 = gµνDµDν , (3.50)
and Xµνk , Y
µ
k and Zk are some tensor-valued polynomials in normal coordinates uµ.
Note that Xµνk are homogeneous polynomials in normal coordinates uµ and
F of order εk. Similarly, Yµk ∼ εk−1 and Zk ∼ εk−2. Of course, here the terms Fuu are
counted as of order zero. That is, they have the form
Xµνk = P
µν
(1), k(u) , (3.51)
Yµk = P
µ
(2), k−1 + FαβP
µαβ
(3), k+1(u) , (3.52)
Zk = P(4), k−2 + FαβPαβ(5), k(u) + FαβFρσPαβρσ(6), k+2(u) , (3.53)
where P( j), k(u) are homogeneous tensor valued polynomials of degree k.
By using the covariant Taylor expansions in (2.156), (3.37) and (2.154)
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we find the explicit expression of the coefficients
Xµν2 = C
µν
2 αβu
αuβ , (3.54)
Yµ2 = E
µ
2αu
α +Gµ2αβγu
αuβuγ , (3.55)
Z2 = H2 αβuαuβ + L2 , (3.56)
Xµν3 = C
µν
3 αβγu
αuβuγ , (3.57)
Yµ3 = E
µ
3αβu
αuβ , (3.58)
Z3 = H3 αuα , (3.59)
Xµν4 = C
µν
4 αβγδu
αuβuγuδ , (3.60)
Yµ4 = E
µ
4 αβγu
αuβuγ +Gµ4 αβγδǫu
αuβuγuδuǫ , (3.61)
Z4 = H4 αβuαuβ + L4 αβγδuαuβuγuδ + O4 αβγδǫκuαuβuγuδuǫuκ , (3.62)
where
Cµν2 αβ =
1
3R
µ(ανβ) ,
Eµ2α = −
1
3R
µ
α − Rµα ,
Gµ2αβγ = −
1
12
Rµ(ανβiFγ)ν ,
H2 αβ = −
1
24
Rµ(αiFµβ) ,
L2 =
1
6R , (3.63)
Cµν3 αβγ = −
1
6∇(αR
µ
β
ν
γ) ,
Eµ3αβ =
1
3
∇(αRµβ) − 16∇
µRαβ +
2
3
∇(αRµβ) ,
H3 α =
1
3
∇µRµα − 16∇αR , (3.64)
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Cµν4 αβγδ =
1
15R
µ(α|λ|βRλγνδ) +
1
20
∇(α∇βRµγνδ) ,
Eµ4 αβγ = −
1
15R
µ
ν(α|λ|Rνβλγ) − 160R
µ(ανβRγ)ν − 14R
µ(ανβR|ν|γ)
+
1
10
∇(α∇µRβγ) − 320∇(α∇βR
µ
γ) − 14∇(α∇βR
µ
γ) ,
Gµ4 αβγδǫ =
1
40
Rµ(α|ν|βRνγλδiF|λ|ǫ) ,
H4 αβ =
1
4
Rµ(αRµβ) − 130RµαR
µ
β − 14∇(α∇|µ|R
µ
β) +
1
60RµνR
µ
α
ν
β
+
1
60RµλγαR
µλγ
β +
1
40∆Rαβ +
3
40∇α∇βR ,
L4 αβγδ = − 180Rµ(α
ν
βRµγiF|ν|δ) − 180Rµ(α|λ|βR
λ
γ
µνiF|ν|δ) − 124Rµ(αR
µ
β
ν
γiF|ν|δ) ,
O4 αβγδǫκ =
1
576Rµ(α
ν
βRµγλδiF|ν|ǫiF|λ|κ) . (3.65)
Here and everywhere below the parenthesis denote the complete symmetrization
over all indices enclosed; the vertical lines indicate the indices excluded from the
symmetrization.
3.3.2 Perturbation Theory for the Heat Semigroup
Now, by using the perturbative expansion (3.46) of the operator ˜L and
recalling that D2 ∼ ε−2 and t ∼ ε2, we see that the operator tD2 is of zero order and
the operator tLk, k ≥ 2, is of (higher) order εk. Therefore, we can consider the terms
tLk with k ≥ 2 as a perturbation.
By using the Volterra series for the operator in (3.46) we obtain
exp(−t ˜L ) = T (t) exp(tD2) , (3.66)
where T (t) is an operator defined by a formal perturbative expansion
T (t) ∼
∞∑
k=0
Tk(t) , (3.67)
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with Tk(t) being of order εk. Explicitly, up to terms of fifth order we obtain
T0(t) = I , (3.68)
T1(t) = 0 , (3.69)
T2(t) = t
1∫
0
dτ1 V2(tτ1) , (3.70)
T3(t) = t
1∫
0
dτ1 V3(tτ1) (3.71)
T4(t) = t
1∫
0
dτ1 V4(tτ1) + t2
1∫
0
dτ2
τ2∫
0
dτ1 V2(tτ1)V2(tτ2) , (3.72)
and
Vk(s) = esD2Lke−sD2 . (3.73)
3.3.3 Perturbation Theory for the Heat Kernel
As we already mentioned above the heat kernel can be computed from the
heat semigroup by using the equation (3.39). By using the heat semigroup expansion
from the previous section we now obtain the heat kernel in the form
U(t|x, x′) ∼ P(x, x′)∆1/2(x, x′)U0(t|x, x′)
∞∑
k=0
tk/2bk(t|x, x′) , (3.74)
where
U0(t|x, x′) = exp(tD2)δ(u) , (3.75)
and
bk(t|x, x′) = t−k/2U−10 (t|x, x′)Tk(t)U0(t|x, x′) . (3.76)
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Thus, the calculation of the heat kernel coefficients reduces to the evaluation of the
zero-order heat kernel U0(t|x, x′) and to the action of the differential operators Tk(t)
on it.
The zero order heat kernel U0(t|x, x′) can be evaluated by using the alge-
braic method developed in [6, 7]. First, the heat semigroup exp(tD2) can be repre-
sented as an average over the (nilpotent) Lie group (3.34) with a Gaussian measure
exp(tD2) = (4πt)−n/2J(t)
∫
Rn
dk exp
{
−1
4
kµMµν(t)kν + kµDµ
}
, (3.77)
where
J(t) = det
(
tiF
sinh(tiF)
)1/2
, (3.78)
and M(t) is a symmetric matrix defined by
M(t) = iF coth(tiF) . (3.79)
We would like to stress, at this point, that here and everywhere below all the func-
tions of the 2-form F are analytic and should be understood in terms of a power
series in F.
Then by using the relation
exp(kµDµ)δ(u) = δ(u + k) , (3.80)
one obtains
U0(t|x, x′) = (4πt)−n/2J(t) exp
{
−1
4
uµMµν(t)uν
}
, (3.81)
which is nothing but the Schwinger kernel for an electromagnetic field on Rn [72].
To obtain the asymptotic expansion of the heat kernel diagonal we just
need to set x = x′ (or u = 0). At this point, we notice the following interesting fact.
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The operators tLk, tVk(tτ) and Tk(t) are differential operators with homogeneous
polynomial coefficients (in uµ) of order εk. Recall that u ∼ ε, t ∼ ε2 and F ∼ ε−2,
so that tF and Fuu are counted as of order zero. Since the zero order heat kernel U0
is Gaussian, then the off-diagonal coefficients bk(t|x, x′) are polynomials in u. The
point we want to make now is the following.
Lemma 1. The off-diagonal odd-order coefficients b2k+1 are odd order polynomials
in uµ, that is, they satisfy
b2k+1(t|x, x′)
∣∣∣∣
u7→−u
= −b2k+1(t|x, x′) , (3.82)
and, therefore, vanish on the diagonal,
bdiag2k+1(t) = 0 . (3.83)
Proof. We discuss the transformation properties of various quantities under the re-
flection of the coordinates, u 7→ −u. First, we note that the operatorD changes sign,
and, therefore, the operator L0 = −D2 is invariant. Next, from the general form of
the operator Lk discussed above we see that Lk 7→ (−1)kLk. Therefore, the same is
true for the operator Vk(tτ), that is, Vk 7→ (−1)kVk.
Now, the operator Tk(t) has the following general form
Tk = tk
[k/2]∑
m=1
1∫
0
dτ1 · · ·
τm−1∫
0
dτm
∑
|j|=k
Cm, jV j1(tτ1) · · ·V jm(tτm) , (3.84)
where the summation goes over multiindex j = ( j1, . . . , jm) of integers j1, . . . , jm ≥ 2
such that |j| = j1+ · · ·+ jm = k, and Cm, j are some numerical coefficients. Therefore,
the operator Tk transforms as Tk 7→ (−1)kTk.
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Since the zero-order heat kernel U0 is invariant under the reflection of
coordinates u 7→ −u, we finally find that the coefficients bk transform according to
bk 7→ (−1)kbk. Thus, b2k are even polynomials and b2k+1 are odd-order polynomials.

By using this lemma and by setting x = x′ we obtain the asymptotic ex-
pansion of the heat kernel diagonal
Udiag(t) ∼ (4πt)−n/2J(t)
∞∑
k=0
tkbdiag2k (t) , (3.85)
where the function J(t) is defined in (3.78). Thus, we obtain
a˜
diag
k (t) = J(t)bdiag2k (t) . (3.86)
3.3.4 Algebraic Framework
As we have shown above the evaluation of the heat semigroup is reduced
to the calculation of the operators Vk(s) defined by (3.73), which reduces, in turn, to
the computation of general expressions
esD
2
uν1 · · · uνnDµ1 · · ·Dµme−sD
2
= Zν1(s) · · ·Zνn(s)Aµ1(s) · · ·Aµm(s) , (3.87)
where
Zν(s) = esD2uνe−sD2 , (3.88)
Aµ(s) = esD2Dµe−sD2 . (3.89)
Obviously, the operators Aµ and Zν form the algebra
[Aµ(s), Zν(s)] = δνµ , [Aµ(s), Aν(s)] = iFµν , [Zµ(s), Zν(s)] = 0 . (3.90)
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The operators Aµ(s) and Zν(s) can be computed as follows. First, we notice
that Aµ(s) satisfies the differential equation
∂sAµ(s) = AdD2 Aµ(s) , (3.91)
with the initial condition
Aµ(0) = Dµ .
Hereafter AdD2 is an operator acting as a commutator, that is,
AdD2 Aµ(s) ≡ [D2, Aµ(s)] . (3.92)
The solution of eq. (3.91) is
Aµ(s) = exp(sAdD2)Dµ , (3.93)
which can be written in terms of series as
Aµ(s) =
∞∑
k=0
sk
k! (AdD2)
k Dµ . (3.94)
Now, by using the algebra (3.34) we first obtain the commutator
[D2,Dµ] = −2iFµαDα , (3.95)
and then, by induction,
(AdD2)k Dµ = (−2i)kFµα1 Fα1α2 · · ·Fαk−1αkDαk = [(−2iF)k]µαDα . (3.96)
By substituting this result in the series (3.94) we finally find that
Aµ(s) = Ψµα(s)Dα , (3.97)
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where
Ψ(s) = exp(−2siF) . (3.98)
Similarly, for the operators Zν(s) we find
Zµ(s) = exp(sAdD2)uµ =
∞∑
k=0
sk
k! (AdD2)
k uµ . (3.99)
Now, by using the commutators in (3.34), we find
AdD2uµ =
[
D2, uµ
]
= 2Dµ , (3.100)
and then, by induction, we obtain, for k ≥ 2,
(AdD2)k uµ = 2[(−2iF)k−1]µαDα . (3.101)
Thus the operator Zµ(s) in (3.89) takes the form
Zµ(s) = uµ − 2sDµ + 2
∞∑
k=2
sk
k![(−2iF)
k−1]µαDα . (3.102)
This series can be easily summed up to give
Zµ(s) = uµ + Ωµα(s)Dα , (3.103)
where
Ω(s) = 1 − exp(−2siF)
iF
= 2 exp(−siF)sinh(siF)
iF
. (3.104)
Now, by using (3.98) and (3.104) we obtain
Ω−1(s) = 1
2
iF [coth(siF) + 1] = 1
2
[M(s) + iF] . (3.105)
We will need the symmetric and the antisymmetric parts ofΩ−1(s). By recalling that
the matrix F is anti-symmetric it is easy to show
Ω−1(µν)(s) =
1
2
Mµν(s) . (3.106)
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Ω−1[µν](s) =
1
2
iFµν , (3.107)
Here and everywhere below the square brackets denote the complete antisymmetriza-
tion over all indices included.
For the future reference we also notice that
Ω−1(s)ΩT (s) = Ψ−1(s) = exp(2siF) , (3.108)
Finally, we define another function
Φ(s) = Ψ(s)Ω−1(s) =
(
Ω−1(s)
)T
=
1
2
[M(s) − iF] . (3.109)
It is useful to remember that the functions Ψ, FΩ and ΦΩ are dimensionless.
3.3.5 Flat Connection
Next, we transform the operators Zµ to define new (time-dependent) deriva-
tive operators by
Dµ(s) = Ω−1µν (s)Zν(s) . (3.110)
By using the explicit form of the operators Zµ and Dµ we have
Dµ(s) = Dµ + Ω−1µρ (s)uρ
= ¯∇µ + 12 Mµρ(s)u
ρ . (3.111)
Since the operators Zµ commute, the operators Dµ(s) obviously commute
as well. In other words the connection Dµ is flat. Therefore, it can also be written as
Dµ(s) = e−Θ(s) ¯∇µeΘ(s) , (3.112)
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where,
Θ(s) = 1
4
uµMµν(s)uν . (3.113)
Now, we can rewrite the operators Aµ(s) and Zµ(s) in (3.97) and (3.103) in
terms of the operators Dµ(s)
Aµ(s) = Ψµα(s)
(
Dα(s) −Ω−1αρ(s)uρ
)
,
Zµ(s) = Ωµα(s)Dα(s) . (3.114)
It is useful, for future calculations, to prove the following
Lemma 2. Let Dµ and uν be operators satisfying the algebra
[Dµ, uν] = δνµ , [Dµ, Dν] = [uµ, uν] = 0 . (3.115)
Then
[
Dµ1 · · ·Dµn , uρ
]
= n δρ(µ1 Dµ2 · · ·Dµn) , (3.116)[
Dµ1 · · ·Dµn , uρuσ
]
= n(n − 1)δρ(µ1δσµ2Dµ3 · · ·Dµn)
+ 2n u(ρδσ)(µ1 Dµ2 · · ·Dµn) . (3.117)
Proof. Let X(ξ) = ξµDµ and
ϕρ(t) =
[
etX(ξ), uρ
]
=
(
etX(ξ)uρe−tX(ξ) − uρ
)
etX(ξ) , (3.118)
Then
etX(ξ)uρe−tX(ξ) =
∞∑
k=0
tk
k!
(
AdX(ξ)
)k
uρ . (3.119)
By using the commutation relation in (3.115) we have
[X(ξ), uρ] = ξρ , (3.120)
100
and, therefore,
etX(ξ)uρe−tX(ξ) = uρ + tξρ . (3.121)
Thus
ϕρ(t) = tξρetX(ξ) . (3.122)
By expanding in Taylor series both sides of the last equation we obtain
∞∑
k=0
tk+1
(k + 1)!ξ
µ1 · · · ξµk+1
[
D(µ1 · · ·Dµk+1), uρ
]
=
∞∑
k=0
tk+1
k! ξ
µ1 · · · ξµk+1δρ(µ1 Dµ2 · · ·Dµk+1) .
(3.123)
Now by equating the same powers of t in both series we obtain the claim (3.116).
The second relation can be proved in a similar manner. We introduce, in
this case, the following generating function
ϕρσ(t) =
[
etX(ξ), uρuσ
]
. (3.124)
By the same argument used in the proof of the first relation we obtain that
ϕρσ(t) =
[
etX(ξ), uρuσ
]
= 2tξ(ρuσ)etX(ξ) + t2ξρξσ . (3.125)
Now, as before, by expanding the last equation in Taylor series and equating the
same powers of t we obtain the claim (3.117). 
3.4 Evaluation of the Operator T
The perturbative expansion of the operator T is given by the eq. (3.67),
with the operators Tk being integrals of the operators Vk(s) and their product. Thus,
according to (3.70)-(3.72), to compute the operator T up to the fourth order we need
to compute the operators V2(s), V3(s), V4(s) and V2(s1)V2(s2).
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3.4.1 Second Order
Now, by using the explicit expression for L2 given by eqs. (3.49), (3.56)
and (3.63), utilizing the results of the Section 3, exploiting eqs. (3.114), (3.116) and
(3.117), using eqs. (3.98), (3.104), (3.108) and (3.109) after some straightforward
but cumbersome calculations we obtain
V2(s) = 16R + N
σ
(2)Dσ + P
γδ
(2)DγDδ +W
σγδ
(2) DσDγDδ
+ Qρσγδ(2) DρDσDγDδ , (3.126)
where
Nσ(2) =
(
Rµα −
1
3R
µ
α
)
ΩασΦµηu
η , (3.127)
Pγδ(2) =
1
3
RµανβΩα(γΩ|β|δ)
[
ΦµκΦνσu
κuσ − 1
2
Mµν
]
+
1
24
RνρΩρ(γ
[
δν
δ) + 7Ψνδ)
]
− RνβΩβ(γΨνδ) , (3.128)
Wσδγ(2) = −
1
12
RµανβΩα(σΩ|β|δ
[
δν
γ) + 7Ψνγ)
]
Φµκu
κ , (3.129)
Qρσδγ(2) =
1
12
RµανβΩα(ρΩ|β|σΨµδ
[
δν
γ) + 3Ψνγ)
]
. (3.130)
Note that all these coefficients as well as the operators Dµ depend on the time vari-
able s. We will indicate explicitly the dependence of various quantities on the time
parameter only in the cases when it causes confusion, in particular, when there are
two time parameters.
3.4.2 Third Order
Similarly, by using the explicit expression for L3 given by (3.49), (3.59)
and (3.64), utilizing the results of the Section 3, exploiting eqs. (3.114), (3.116) and
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(3.117), using eqs. (3.98), (3.104), (3.108) and (3.109) after some straightforward
but cumbersome calculations we obtain
V3(s) = Nσ(3)Dσ + Pσρ(3)DσDρ +Wσρι(3) DσDρDι
+Qσριǫ(3) DσDρDιDǫ + Yσριǫκ(3) DσDρDιDǫDκ , (3.131)
where
Nσ(3) = −
1
6
(
∇αR + 2∇µRµα
)
Ωασ , (3.132)
Pγδ(3) = −
1
6
(
∇µRαβ − 2∇αRµβ + 4∇αRµβ
)
Ωα(γΩ|β|δ)Φµκuκ , (3.133)
Wσγδ(3) = −
1
6∇αR
µ
β
ν
ρΩ
α(σΩ|β|γΩ|ρ|δ)
[
ΦµκΦνǫu
κuǫ − 1
2
Mµν
]
+
1
6
(
∇µRαβ − 2∇(αRµβ) + 4∇(αRµβ)
)
Ωα(σΩ|β|γΨµδ) , (3.134)
Qρσγδ(3) =
1
3∇αR
µ
β
ν
ǫΩ
α(ρΩ|β|σΩ|ǫ |γΨδ)ν Φµκu
κ , (3.135)
Yρσγδǫ(3) = −
1
6∇(αR
µ
β
ν
η)Ωα(ρΩ|β|σΩ|η|γΨδµΨ
ǫ)
ν . (3.136)
Here again, for simplicity, we omitted the dependence of the coefficient functions
and the derivatives on the time variable s.
3.4.3 Fourth Order
Operator V4(s)
By taking into account the definition of L4 in (3.49) by using eqs. (3.60)-
(3.62), (3.114), (3.116) and (3.117), and the explicit form of the functions Ψ and Ω,
we obtain
V4(s) = Pσρ(4)DσDρ +Wσρι(4) DσDρDι + Qσριǫ(4) DσDρDιDǫ
+ Yσριǫκ(4) DσDρDιDǫDκ + S
σριǫκλ
(4) DσDρDιDǫDκDλ , (3.137)
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where
Pσρ(4) =
1
60
[
RµνRµανβ + RµνλαRµνλβ − 2RµαRµβ
]
Ωα(ρΩ|β|σ)
+
1
40
[
∆Rαβ + 3∇α∇βR
]
Ωα(ρΩ|β|σ)
+
1
4
[
RµαRµβ + ∇α∇µRµβ
]
Ωα(ρΩ|β|σ) , (3.138)
Wσρι(4) =
1
60
[
6∇α∇µRβγ + 15∇α∇βRµγ + 15RµανβRγν − 9∇α∇βRµγ
− RµανβRγν − 4RµναλRνβλγ
]
Ωα(σΩ|β|ρΩ|γ|ι)Φµξuξ ,
(3.139)
Qσριǫ(4) =
1
300
[
20RµαλβRλγνδ + 15∇α∇βRµγνδ
]
Ωα(σΩ|β|ρΩ|γ|ιΩ|δ|ǫ)
×
[
ΦµξΦνςu
ξuς − 1
2
Mµν
]
+
1
240R
α
νRµβνγΩα(σΩβρΩγι
[
3δµǫ) + Ψµǫ)
]
+
1
240Rλ
µ
ν
αRλβνγΩα(σΩβρΩγι
[
3δµǫ) + 13Ψµǫ)
]
− 1
24
RναRµβνγΩα(σΩβρΩγι
[
δµ
ǫ) + 5Ψµǫ)
]
+
1
20
[
3∇α∇βRµγ − 2∇α∇µRβγ − 5∇α∇βRµγ
]
Ωα
(σΩβ
ρΩγ
ιΨµ
ǫ) ,
(3.140)
Yσριǫκ(4) = −
1
10
∇α∇βRµγνδΩα(σΩβρΩγιΩδǫΨνκ)Φµξuξ
− 1
120
RλαµβRλγνδΩα(σΩβρΩγιΩδǫ
[
3δνκ) + 13Ψνκ)
]
Φµξu
ξ ,
(3.141)
104
S σριǫκλ(4) =
1
20
∇α∇βRµγνδΩα(σΩβρΩγιΩδǫΨµκΨνλ)
+
1
2880
RηαµβRηγνδΩα(σΩβρΩγιΩδǫ
[
62Ψ(µκδν)λ)
+ 125ΨµκΨνλ) + 5δµκδνλ)
]
. (3.142)
Operator V2(s1)V2(s2)
Next, we need to compute the product of two operators V2(s) depending
on different times s1 and s2 by using the eq. (3.126). To simplify the notation
we denote the derivatives Dµ(sk) depending on different times sk simply by D(k)µ . To
present the product V2(s1)V2(s2) in the “normal” form we need to move all derivative
operators D(1)µ to the right and all coordinates uν to the left. In order to perform this
task we need the commutator of the derivative operator D(1)µ with the coefficients
of the operator V2(s2). First, by using the commutators found earlier we obtain the
relevant commutators
[
D(1)µ1 · · ·D(1)µn , Nι(2)(s2)
]
= n f ι(µ1(s2)D(1)µ2 · · ·D(1)µn) , (3.143)[
D(1)µ1 · · ·D(1)µn , P
ιη
(2)(s2)
]
= n(n − 1)gιη(µ1µ2(s2)D(1)µ3 · · ·D(1)µn)
+nhιη(µ1(s2)D(1)µ2 · · ·D(1)µn) , (3.144)[
D(1)µ1 · · ·D(1)µn ,W
ιηκ
(2) (s2)
]
= npιηκ(µ1(s2)D(1)µ2 · · ·D(1)µn) , (3.145)
where
f ιλ =
(
Rµβ − 13R
µ
β
)
ΩβιΦµλ , (3.146)
gιηλκ =
1
3R
µ
(α
ν
β)Ω
αιΩβηΦµλΦνκ ,
hιηλ =
2
3R
µ
(α
ν
β)Ω
αιΩβηΦµκΦνλu
κ , (3.147)
pιηκλ = −
1
12
RµανβΩα(ιΩ|β|η
[
δν
κ) + 7Ψνκ)
]
Φµλ . (3.148)
105
Next, by using the expression for the operator V2(s) in (3.126) and the
non-vanishing commutators in (3.143)-(3.144) we obtain
V2(s1)V2(s2) = 136R
2 +
1
6R
[
V2(s1) + V2(s2)
]
+ L(s1, s2) , (3.149)
where
L(s1, s2) =
4∑
k=1
4∑
n=0
Cµ1···µnν1···νk(n,k) (s1, s2)D(1)µ1 · · ·D(1)µn D(2)ν1 · · ·D(2)νk , (3.150)
and
Cρ(0,1) = N
α
(2)(s1) f ρα(s2) ,
Cαρ(1,1) = 2N
α
(2)(s1)Nρ(2)(s2) + 2Pια(2)(s1) f ρι(s2) ,
Cαβρ(2,1) = 2P
αβ
(2)(s1)Nρ(2)(s2) + 3Wκαβ(2) (s1) f ρκ(s2) ,
Cαβγρ(3,1) = 2W
αβγ
(2) (s1)Nρ(2)(s2) + 4Qλαβγ(2) (s1) f ρλ(s2) ,
Cαβγδρ(4,1) = 2Qαβγδ(2) (s1)Nρ(2)(s2) , (3.151)
Cρσ(0,2) = N
α
(2)(s1)hρσα(s2) + 2Pαβ(2)(s1)gρσαβ(s2) ,
Cαρσ(1,2) = 2N
α
(2)(s1)Pρσ(2)(s2) + 2Pαβ(2)(s1)hρσβ(s2) + 6Wαβγ(2) (s1)gρσβγ(s2) ,
Cαβρσ(2,2) = 2P
αβ
(2)(s1)Pρσ(2)(s2) + 3Wαβγ(2) (s1)hρσγ(s2) + 12Qαβγδ(2) (s1)gρσγδ(s2) ,
Cαβγρσ(3,2) = 2W
αβγ
(2) (s1)Pρσ(2)(s2) + 4Qαβγδ(2) (s1)hρσδ(s2) ,
Cαβγδρσ(4,2) = 2Qαβγδ(2) (s1)Pρσ(2)(s2) , (3.152)
Cρσυ(0,3) = N
α
(2)(s1)pρσυα(s2) ,
Cαρσυ(1,3) = 2N
α
(2)(s1)Wρσυ(2) (s2) + 2Pµα(2)(s1)pρσυµ(s2) ,
Cαβρσυ(2,3) = 2P
αβ
(2)(s1)Wρσυ(2) (s2) + 3Wµαβ(2) (s1)pρσυµ(s2) ,
Cαβγρσυ(3,3) = 2W
αβγ
(2) (s1)Wρσυ(2) (s2) + 4Qµαβγ(2) (s1)pρσυµ(s2) ,
Cαβγδρσυ(4,3) = 2Qαβγδ(2) (s1)Wρσυ(2) (s2) , (3.153)
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Cαρσυχ(1,4) = N
α
(2)(s1)Qρσυχ(2) (s2) ,
Cαβρσυχ(2,4) = P
αβ
(2)(s1)Qρσυχ(2) (s2) ,
Cαβγρσυχ(3,4) = W
αβγ
(2) (s1)Qρσυχ(2) (s2) ,
Cαβγδρσυχ(4,4) = Qαβγδ(2) (s1)Qρσυχ(2) (s2) . (3.154)
3.5 Generalized Hermite Polynomials
Thus, we reduced the calculation of the asymptotic expansion of the heat
kernel to the calculation of the derivatives Dµ(s) of the zero order heat kernel U0(t|x, x′)
given by (3.81). The needed derivatives of the zero order heat kernel can be ex-
pressed in terms of the following symmetric tensors
Hµ1···µn(s) = U−10 (t|x, x′)Dµ1(s) · · ·Dµn(s)U0(t|x, x′) , (3.155)
and
Ξν1···νmµ1···µn(s1, s2) = U−10 (t|x, x′)D(1)ν1 · · ·D(1)νm D(2)µ1 · · ·D(2)µn U0(t|x, x′) , (3.156)
where we denoted as before D(k)µ = Dµ(sk).
We recall that the derivatives D(1)µ and D(2)ν do not commute! Also, U0 is
a scalar function that depends on x and x′ only through the normal coordinates uµ.
The derivative operator Dµ(s) is defined by (3.111), and, when acting on a scalar
function is equal to
Dµ(s) = ∂
∂uµ
+
1
2
Mµν(s)uν
= e−Θ(s)
∂
∂uµ
eΘ(s) , (3.157)
where the tensor Mµν(s) is defined by (3.79) and the function Θ(s) is a quadratic
form defined by (3.113).
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Therefore, by using the explicit form of the zero order heat kernel (3.81)
we see that the tensors Hµ1···µn(s) can be written in the form
Hµ1···µn(s) = exp{Θ(t) − Θ(s)}
∂
∂uµ1
· · · ∂
∂uµn
exp{Θ(s) − Θ(t)} , (3.158)
The tensors Hµ1···µn(s) are polynomials in uµ. They differ from the usual
Hermite polynomials of several variables (see, for example, [34]) by some normal-
ization. That is why, we call them just Hermite polynomials. The generating func-
tion for Hermite polynomials
H(ξ, s) =
∞∑
n=0
1
n!
ξµ1 · · · ξµnHµ1...µn(s) , (3.159)
can be computed as follows
H(ξ, s) = exp {Θ(t) − Θ(s)} exp
(
ξµ
∂
∂uµ
)
exp {Θ(s) − Θ(t)}
= exp
{
1
2
ξαΛαβ(s)
[
ξβ + 2uσ
]}
, (3.160)
where
Λ(s) = 1
2
[
M(s) − M(t)
]
=
1
2
iF
sinh(tiF)
sinh[(t − s)iF]
sinh(siF) . (3.161)
By expanding the exponent in ξ we obtain the Hermite polynomials ex-
plicitly. They can be read off from the expression
ξµ1 · · · ξµnHµ1···µn(s) =
[ n2 ]∑
k=0
(2k)!
2kk!
(
n
2k
) (
ξαΛαβ(s)ξβ
)k (
ξρΛρσ(s)uσ
)n−2k
. (3.162)
For convenience some low-order Hermite polynomials are given explicitly in tenso-
rial form in the next section.
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Similarly, the tensors Ξν1···νmµ1···µn(s1, s2) can be written in the form
Ξν1···νmµ1···µn(s1, s2) = exp [Θ(t) − Θ(s1)] (3.163)
× ∂
∂uν1
· · · ∂
∂uνm
exp [Θ(s1) − Θ(s2)] ∂
∂uµ1
· · · ∂
∂uµn
exp [Θ(s2) − Θ(t)] .
They are obviously polynomial in uµ as well. We call them Hermite polynomials of
second kind. The generating function for these polynomials is defined by
Ξ(ξ, η, s1, s2) =
∞∑
m,n=0
1
m!n!ξ
ν1 · · · ξνmηµ1 · · · ηµnΞν1···νmµ1···µn(s1, s2) , (3.164)
and can be computed as follows
Ξ(ξ, η, s1, s2) = exp {Θ(t) − Θ(s1)} exp
(
ξµ
∂
∂uµ
)
exp {Θ(s1) − Θ(s2)}
× exp
(
ην
∂
∂uν
)
exp {Θ(s2) − Θ(t)} , (3.165)
= exp
{
1
2
ξαΛαβ(s1)(ξβ + 2uβ) + 12η
µΛµν(s2)(ην + 2uν) + ξρΛρσ(s2)ησ
}
.
Notice that
Ξ(ξ, η, s1, s2) = H(ξ, s1)H(η, s2) exp
{
ξρΛρσ(s2)ησ
}
. (3.166)
This enables one to express all Hermite polynomials of second kind Ξ(n)(s1, s2) in
terms of the Hermite polynomials H(m)(s1), H(l)(s2), and the matrix Λ(s2). Namely,
they can be read off from the expression
ξν1 · · · ξνmηµ1 · · · ηµnΞν1···νmµ1···µn(s1, s2) =
min(m,n)∑
k=0
k!
(
m
k
)(
n
k
)
(3.167)
×ξν1 · · · ξνm−kHν1···νm−k(s1)ηµ1 · · · ηµn−kHµ1···µn−k(s2)
(
ξρΛρσ(s2)ησ
)k
.
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3.5.1 Calculation of Hermite Polynomials
The Hermite polynomials are defined by
Hµ1···µn = exp
{
−1
2
uαΛαβu
β
}
∂
∂uµ1
· · · ∂
∂uµn
exp
{
1
2
uαΛαβu
β
}
=
(
∂
∂uµ1
+ Λµ1ν1u
ν1
)
· · ·
(
∂
∂uµn
+ Λµnνnu
νn
)
· 1 . (3.168)
They can be computed explicitly as follows. First, let
H(n)(ξ) = ξµ1 · · · ξµnHµ1···µn , (3.169)
and
B = ξµ
∂
∂uµ
, A = ξµΛµνuν . (3.170)
Then
H(n)(ξ) = (A + B)n · 1 . (3.171)
Finally, let
C = [B, A] = ξµΛµνξν . (3.172)
Obviously, the operators A, B, C form the Heisenberg algebra
[B, A] = C , [A,C] = [B,C] = 0 .
Lemma 3. There holds,
(A + B)n =
[ n2]∑
k=0
n−2k∑
m=0
(2k)!
2kk!
(
n
2k
) (
n − 2k
m
)
CkAn−2k−mBm . (3.173)
Proof. Notice that et(A+B) is the generating functional for (A + B)n. Now, by using
the Baker-Hausdorff-Campbell formula
et(A+B) = e
t2
2 CetAetB ,
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expanding both sides in t and computing the Taylor coefficients of the right hand
side we obtain the eq. (3.173). 
By using this result we obtain an explicit expression for (3.171)
H(n)(ξ) = ξµ1 · · · ξµnHµ1···µn =
[ n2 ]∑
k=0
n!
2kk!(n − 2k)!C
kAn−2k . (3.174)
By setting A = 0 we immediately obtain the (diagonal) values of Hermite polyno-
mials at u = 0
[
Hµ1···µ2n+1
]diag
= 0 , (3.175)[
Hµ1···µ2n
]diag
=
(2n)!
2nn!
Λ(µ1µ2 · · ·Λµ2n−1µ2n) . (3.176)
We list below a few low order Hermite polynomials needed for our calcu-
lation
H(0) = 1 , (3.177)
Hµ1 = Λµ1αuα , (3.178)
Hµ1µ2 = Λ(µ1µ2) + Λµ1αΛµ1βuαuβ , (3.179)
Hµ1µ2µ3 = 3Λ(µ1µ2Λµ3)αuα + Λµ1αΛµ2βΛµ3γuαuβuγ , (3.180)
Hµ1µ2µ3µ4 = 3Λ(µ1µ2Λµ3µ4) + 3Λ(µ1µ2Λµ3|α|Λµ4)βuαuβ
+ Λµ1αΛµ2βΛµ3γΛµ4δu
αuβuγuδ , (3.181)
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Hµ1µ2µ3µ4µ5 = 15Λ(µ1µ2Λµ3µ4Λµ5)αuα + 5Λ(µ1µ2Λµ3|α|Λµ4 |β|Λµ5)γuαuβuγ
+ Λµ1αΛµ2βΛµ3γΛµ4δΛµ5ηu
αuβuγuδuη , (3.182)
Hµ1µ2µ3µ4µ5µ6 = 15Λ(µ1µ2Λµ3µ4Λµ5µ6) + 45Λ(µ1µ2Λµ3µ4Λµ5|α|Λµ6)βuαuβ
+ 15Λ(µ1µ2Λµ3 |α|Λµ4|β|Λµ5|γ|Λµ6)δuαuβuγuδ
+ Λ(µ1 |α|Λµ2|β|Λµ3|γ|Λµ4 |δ|Λµ5 |η|Λµ6)ιu
αuβuγuδuηuι . (3.183)
We list below some of the generalized Hermite polynomials of second
kind. Now we have two sets of Hermite polynomials that depend on the quadratic
forms Λ at two different times, s1 and s2. Let us define
H(n)(s1) = ξµ1 · · · ξµnHµ1···µn(s1) , (3.184)
H(n)(s2) = ηµ1 · · · ηµnHµ1···µn(s2) , (3.185)
and
Λ(s2) = ξαΛαβ(s2)ηβ . (3.186)
Then from eq. (3.167) we obtain the quantities Ξ(m,n) that we need in our calculations
Ξ(0,1)(s1, s2) = H(1)(s2) , (3.187)
Ξ(1,1)(s1, s2) = Λ(s2) +H(1)(s1)H(1)(s2) , (3.188)
Ξ(2,1)(s1, s2) = 2Λ(s2)H(1)(s1) +H(1)(s2)H(2)(s1) , (3.189)
Ξ(3,1)(s1, s2) = 3Λ(s2)H(2)(s1) +H(1)(s2)H(3)(s1) , (3.190)
Ξ(4,1)(s1, s2) = 4Λ(s2)H(3)(s1) +H(1)(s2)H(4)(s1) , (3.191)
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Ξ(0,2)(s1, s2) = H(2)(s2) (3.192)
Ξ(1,2)(s1, s2) = 2Λ(s2)H(1)(s2) +H(2)(s2)H(1)(s1) , (3.193)
Ξ(2,2)(s1, s2) = 2Λ2(s2) + 4Λ(s2)H(1)(s2)H(1)(s1) +H(2)(s2)H(2)(s1) ,(3.194)
Ξ(3,2)(s1, s2) = 6Λ2(s2)H(1)(s1) + 6Λ(s2)H(1)(s2)H(2)(s1)
+ H(2)(s2)H(3)(s1) , (3.195)
Ξ(4,2)(s1, s2) = 12Λ2(s2)H(2)(s1) + 8Λ(s2)H(1)(s2)H(3)(s1)
+ H(2)(s2)H(4)(s1) , (3.196)
Ξ(0,3)(s1, s2) = H(3)(s2) (3.197)
Ξ(1,3)(s1, s2) = 3Λ(s2)H(2)(s2) +H(3)(s2)H(1)(s1) , (3.198)
Ξ(2,3)(s1, s2) = 6Λ2(s2)H(1)(s2) + 6Λ(s2)H(2)(s2)H(1)(s1)
+ H(3)(s2)H(2)(s1) , (3.199)
Ξ(3,3)(s1, s2) = 6Λ3(s2) + 18Λ2(s2)H(1)(s2)H(1)(s1)
+ 9Λ(s2)H(2)(s2)H(2)(s1) +H(3)(s2)H(3)(s1) , (3.200)
Ξ(4,3)(s1, s2) = 24Λ3(s2)H(1)(s1) + 36Λ2(s2)H(1)(s2)H(2)(s1)
+ 12Λ(s2)H(2)(s2)H(3)(s1) +H(3)(s2)H(4)(s1) , (3.201)
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Ξ(0,4)(s1, s2) = H(4)(s2) , (3.202)
Ξ(1,4)(s1, s2) = 4Λ(s2)H(3)(s2) +H(4)(s2)H(1)(s1) , (3.203)
Ξ(2,4)(s1, s2) = 12Λ2(s2)H(2)(s2) + 8Λ(s2)H(3)(s2)H(1)(s1)
+ H(4)(s2)H(2)(s1) , (3.204)
Ξ(3,4)(s1, s2) = 24Λ3(s2)H(1)(s2) + 36Λ2(s2)H(2)(s2)H(1)(s1)
+ 12Λ(s2)H(3)(s2)H(2)(s1) +H(4)(s2)H(3)(s1) , (3.205)
Ξ(4,4)(s1, s2) = 24Λ4(s2) + 96Λ3(s2)H(1)(s2)H(1)(s1) + 72Λ2(s2)H(2)(s2)H(2)(s1)
+ 16Λ(s2)H(3)(s2)H(3)(s1) +H(4)(s2)H(4)(s1) . (3.206)
The coincidence limit of the quantities Ξ(m,n) ,with m + n odd, vanishes
identically [
Ξ(m,n)(s1, s2)]diag = 0 , if (m + n) is odd . (3.207)
By recalling the coincidence limits of the Hermite polynomials we obtain the fol-
lowing
[
Ξ(1,1)(s1, s2)]diag = Λ(s2) , (3.208)[
Ξ(3,1)(s1, s2)]diag = 3Λ(s1)Λ(s2) , (3.209)[
Ξ(0,2)(s1, s2)]diag = Λ(s2) , (3.210)[
Ξ(2,2)(s1, s2)]diag = Λ(s1)Λ(s2) + 2Λ2(s2) , (3.211)[
Ξ(4,2)(s1, s2)]diag = 3Λ2(s1)Λ(s2) + 12Λ(s1)Λ2(s2) , (3.212)[
Ξ(1,3)(s1, s2)]diag = 3Λ2(s2) , (3.213)[
Ξ(3,3)(s1, s2)]diag = 9Λ(s1)Λ2(s2) + 6Λ3(s2) , (3.214)[
Ξ(2,4)(s1, s2)]diag = 3Λ(s1)Λ2(s2) + 12Λ3(s2) , (3.215)[
Ξ(4,4)(s1, s2)]diag = 9Λ2(s1)Λ2(s2) + 72Λ(s1)Λ3(s2) + 24Λ4(s2) . (3.216)
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3.6 Off-diagonal Coefficients bk
By using the machinery developed above, we can now write the coeffi-
cients of the asymptotic expansion of the heat kernel in terms of generalized Hermite
polynomials. We define the following quantity
b2,(1)(t|x, x′) =
1∫
0
dτ
[
Nσ(2)(tτ)Hσ(tτ) + Pγδ(2)(tτ)Hγδ(tτ) +Wσγδ(2) (tτ)Hσγδ(tτ)
+Qρσγδ(2) (tτ)Hρσγδ(tτ)
]
. (3.217)
Then, by referring to the formulas (3.126), (3.131), (3.137) and (3.149) and by using
the following formula for multiple integrals
b∫
a
dτn
τn∫
a
dτn−1 · · ·
τ2∫
a
dτ1 f (τ1) = 1(n − 1)!
b∫
a
dτ (b − τ)n−1 f (τ) , (3.218)
we obtain
b2(t|x, x′) = 16R + b2,(1)(t|x, x
′) , (3.219)
b3(t|x, x′) = t−1/2
1∫
0
dτ
[
Nσ(3)(tτ)Hσ(tτ) + Pγδ(3)(tτ)Hγδ(tτ) +Wσγδ(3) (tτ)Hσγδ(tτ)
+Qρσγδ(3) (tτ)Hρσγδ(tτ) + Y ιρσγδ(3) (tτ)Hιρσγδ(tτ)
]
, (3.220)
b4(t|x, x′) = 172R
2 +
1
6Rb2,(1)(t|x, x
′)
+t−1
1∫
0
dτ
[
Pιǫ(4)(tτ)Hιǫ(tτ) +W ιǫκ(4) (tτ)Hιǫκ(tτ)
+Qιǫκλ(4) (tτ)Hιǫκλ(tτ) + Y ιǫκλη(4) (tτ)Hιǫκλη(tτ) + S ιǫκληγ(4) (tτ)Hιǫκληγ(tτ)
]
+
4∑
k=1
4∑
n=0
1∫
0
dτ2
τ2∫
0
dτ1 Cµ1···µnν1···νk(n,k) (tτ1, tτ2)Ξµ1···µnν1···νk(tτ1, tτ2) .
(3.221)
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3.7 Diagonal Coefficients bk
In order to obtain the diagonal values bdiagk (t) of the coefficients bk(t|x, x′)
we just need to set u = 0 in eqs. (3.219), (3.220) and (3.221). For the rest of this
section we will employ the usual convention of denoting the coincidence limit by
square brackets, that is, [ f (u)]diag = f (0). (3.222)
By inspection of the equation defining the generalized Hermite polyno-
mials, one can easily notice that, in the coincidence limit, all the ones with an odd
number of indices vanish identically, namely
[
Hµ1···µ2n+1
]diag
= 0 . (3.223)
By using the last remark we have the following expression for the coincidence limit
of (3.219), i.e.
bdiag2 (t) =
1
6R + b
diag
2,(1)(t) , (3.224)
where
bdiag2,(1)(t) =
1∫
0
dτ
[
Pγδ(2)(tτ)Hγδ(tτ) + Qρσγδ(2) (tτ)Hρσγδ(tτ)
]diag
. (3.225)
By using the explicit form of the coefficients P(2), Q(2) and the generalized Hermite
polynomials, we obtain
bdiag2,(1)(t) = J(1)αβµν(t)Rµανβ + J(2)µν(t)Rµν + J(3)µν(t)Rµν , (3.226)
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where
J(1)αβµν(t) =
1∫
0
dτ
{
− 16Ω
αγΩβδMµνΛγδ
+
1
4
(δνγ + 3Ψνγ)ΩαρΩβσΨµδΛ(ρσΛδγ)
}
, (3.227)
J(2)µν(t) = 124
1∫
0
dτ
(
δ(νδ + 7Ψ(νδ
)
Ωµ)γΛγδ , (3.228)
J(3)µν(t) =
1∫
0
dτ Ω[µγΨν]δΛγδ . (3.229)
Here all functions in the integrals depend on tτ.
Next, we introduce the following matrices
A(s) = Ω(s)Λ(s) = 1
2
exp[(t − 2s)iF] − exp(−tiF)
sinh(tiF) , (3.230)
B(s) = Ω(s)Λ(s)Ω(s)T = coth(tiF)
iF
− cosh[(t − 2s)iF]
iF sinh(tiF) , (3.231)
Γ(s) = Ω−1(s) − 1
4
Ψ(s)Λ(s) − 3
4
Λ(s)
=
1
8
(
3iF coth(tiF) + iF
sinh(tiF) cosh[(t − 2s)iF]
)
. (3.232)
Then, by using the relation
Ω(s)Λ(s)Ψ(s)T = ΩT (s)Λ(s) = AT (s) , (3.233)
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we obtain
J(1)αβµν(t) =
1∫
0
dτ
{
− 13B
αβ(tτ)Γ(µν)(tτ)
+
1
6
(
Aµ(α(tτ)Aβ)ν(tτ) + 3A(µα(tτ)Aν)β(tτ)
) }
, (3.234)
J(2)µν(t) = 13
1∫
0
dτA(µν)(tτ) = 16δ
µν , (3.235)
J(3)µν(t) = −
1∫
0
dτA[µν](tτ) = −1
2
(
1
tiF
− coth(tiF)
)[µν]
. (3.236)
Unfortunately the integral J(1)αβµν cannot be computed explicitly, in general.
As we already mentioned above all odd order coefficients b2k+1 have zero
diagonal values. We see this directly for the coefficient b3, which is given by (3.220).
That is, by recalling the formulas in (3.132) through (3.136) and the remark (3.223)
we have
bdiag3 (t) = 0 . (3.237)
Finally, we evaluate the diagonal values of fourth order coefficient b4 given
by (3.221). It can be written as follows
bdiag4 (t) =
1
72
R2 +
1
6Rb
diag
2,(1)(t) + bdiag4,(2)(t) + bdiag4,(3)(t) . (3.238)
By noticing that for odd n + k, the diagonal values of the coefficients C(n,k) vanish,
[
Cµ1···µnν1···νk(n,k)
]diag
= 0 , (3.239)
and by using the explicit form of Hermite polynomials and the generating function
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(3.166) we obtain
bdiag4,(2)(t) = t−1
1∫
0
dτ
{
Pιǫ(4)(tτ)Λιǫ(tτ) + 3
[
Qιǫκλ(4) (tτ)
]diag
Λ(ιǫ(tτ)Λκλ)(tτ)
+15S ιǫκληγ(4) (tτ)Λ(ιǫΛκλ(tτ)Ληγ)(tτ)
}
, (3.240)
bdiag4,(3)(t) =
1∫
0
dτ2
τ2∫
0
dτ1
{
2
[
Pια(2)(τ1)
]diag f ρι(τ2)Λ(2)αρ + 2[Pαβ(2)(τ1)]diagg(ρσ)αβ(τ2)Λ(2)ρσ
+ 12Qλαβγ(2) (τ1) f ρλ(τ2)Λ(1)αβΛ(2)γρ +
(
2
[
Pαβ(2)(τ1)
]diag[
Pρσ(2)(τ2)
]diag
+ 12Qαβγδ(2) (τ1)g(ρσ)γδ(τ2)
) (
Λ
(1)
αβ
Λ(2)ρσ + 2Λ(2)αρΛ
(2)
βσ
)
+ 6
[
Pµα(2)(τ1)
]diag
p(ρσν)µ(τ2)Λ(2)αρΛ(2)σν
+ 2Qαβγδ(2) (τ1)
[
Pρσ(2)(τ2)
]diag (
3Λ(1)
αβ
Λ
(1)
γδ
Λ(2)ρσ + 12Λ
(1)
αβ
Λ(2)γρΛ
(2)
δσ
)
+ 4Qµαβγ(2) (τ1)p(ρσν)µ(τ2)
(
9Λ(1)
αβ
Λ(2)γρΛ
(2)
σν + 6Λ(2)αρΛ
(2)
βσ
Λ(2)γν
)
+
[
Pαβ(2)(τ1)
]diagQρσνχ(2) (τ2) (3Λ(1)αβΛ(2)ρσΛ(2)νχ + 12Λ(2)αρΛ(2)βσΛ(2)νχ )
+ Qαβγδ(2) (τ1)Qρσνχ(2) (τ2)
(
9Λ(1)
αβ
Λ
(1)
γδ
Λ(2)ρσΛ
(2)
νχ + 72Λ
(1)
αβ
Λ(2)ργΛ
(2)
σδ
Λ(2)νχ
+ 24Λ(2)αρΛ
(2)
βσ
Λ(2)γνΛ
(2)
δχ
)}
, (3.241)
where the superscript on the matrix Λ denotes its dependence on either tτ1 or tτ2.
We see that the scalar curvature appears only in the term bdiag2,(1)(t). Now,
the term bdiag4,(2)(t) only contains derivatives of the curvature and quantities which are
quadratic in the curvature with some of their indices contracted. It has the following
119
form
bdiag4,(2)(t) =
1
60 Bαβ(t)Rµνλ
αRµνλβ + A(1)
λαγβ
(t)RµλναRµγνβ + A(2)αµβγνδ(t)RηαµβRηγνδ
+
1
60 Bαβ(t)RµνR
µανβ + A(3)
αµβγ
(t)RανRµβνγ − 130 Bαβ(t)Rµ
αRµβ
+ A(4)
αµβγ
(t)RναRµβνγ + 14 Bαβ(t)Rν
αRνβ
+ A(5)
αβµγνδ
(t)∇α∇βRµγνδ + A(6)
αβµν
(t)∇α∇βRµν + 1
40
Bαβ(t)∆Rαβ
+
3
40
Bαβ(t)∇α∇βR + A(7)αβµν(t)∇α∇βRµν +
1
4
Bαβ(t)∇α∇µRµβ . (3.242)
Here the tensors a(i)(s) are functions that only depend on F (but not on the Riemann
curvature) defined by
a(1)λαγβ(s) = 380B(αγAβ)λ +
13
80B(αγA|λ|β) , (3.243)
a(2)αµβγνδ(s) = 1480Bα(βBγδ)
(
31(ΨΛ)(µν) + 65Λµν
)
− 1
10 M
µνBα(βBγδ)
+
187
480Bα(βAγ
(µAν)δ) + 31240B(βγA
(ν
δ)Aαµ)
+
25
96B(βγA
(ν
δ)Aµ)α + 196
(
Bα(βAγ(µAδ)ν) + B(βγAδ)(νAαµ)
)
, (3.244)
a(3)αµβγ(s) = 380B(αβAγ)µ +
1
80
B(αβA|µ|γ) , (3.245)
a(4)αµβγ(s) = −18B(αβAγ)µ −
5
8B(αβA|µ|γ) , (3.246)
a(5)αβ
µ
γ
ν
δ(s) = − 340Bα(βBγδ)M
µν(t) + 3
10Bα(βA
(µ
γAν)δ)
+
3
10B(βγA
(µ
δ)Aν)α , (3.247)
a(6)αβµν(s) = 920B(αβA|µ|ν) −
3
10Bµ(αAβν) , (3.248)
a(7)αβµν(s) = −34B(αβA|µ|ν) . (3.249)
All functions here are evaluated at the time s (unless specified otherwise).
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The term bdiag4,(3)(t) only contains quantities which are quadratic in the cur-
vature with none of their indices contracted. It has the form
bdiag4,(3)(t) = D(1)αβµνγδρσ(t)RαβµνRγδρσ + D(2)µναβρσ(t)RµνRαβρσ + D(3)µναβ(t)RµνRαβ
+ D(4)
µναβρσ
(t)RµνRαβρσ + D(5)
µναβ
(t)RµνRαβ + D(6)
µναβ
(t)RµνRαβ , (3.250)
where D(i)µ1···µn(t) are some tensor-valued functions that depend on tF. They have the
form
D(i)µ1···µn(t) =
1∫
0
dτ2
τ2∫
0
dτ1 d(i)µ1···µn(tτ1, tτ2) . (3.251)
To describe our results for the tensors d(k) we define new tensors
E(p)µν = δµν + p Ψµν , (3.252)
Sαβρσικ = BβσΦαιΦρκ −Aβ(ιA|σ|κ)Mαρ
− 3
4
Ωβ
(ηΩσχE(1)ρǫ)ΦαιΛκηΛχǫ + 32Ωβ
(ǫΩσλΨαηE(3)ρχ)ΛιǫΛκλΛηχ ,(3.253)
Vγδρσικηχ(tτ1, tτ2) = Ληχ(tτ1)
(
BδσΦγιΦρκ
)
(tτ2) + 2
(
AδιAσκΦγηΦρχ
)
(tτ2)
− 1
4
(
ΛικΛηχ
)
(tτ1)
(
BδσMγρ
)
(tτ2)
− Λικ(tτ1)
(
Aδ(χA|σ|η)Mγρ
)
(tτ2)
− 3
4
{
Λκη(tτ1)
(
ΛχǫΛωτ
)(tτ2) + 23Λκǫ(tτ1)(ΛηωΛχτ)(tτ2)
}
×
(
Ωδ
(ǫΩσωE(1)ρτ)Φγι
)
(tτ2)
+
3
16
{(
ΛικΛηχ
)
(tτ1)
(
ΛǫτΛωλ
)
(tτ2) + 8Λικ(tτ1)
(
ΛǫηΛτχΛωλ
)
(tτ2)
+
8
3
(
ΛιǫΛκτΛηωΛχλ
)
(tτ2)
} (
Ωδ
(ǫΩσ
τΨγ
ωE(3)ρλ)
)
(tτ2) . (3.254)
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Then the tensors d(k) have the form
d(1)
αβµνγδρσ
(tτ1, tτ2) = −19
(
Ωβ
(ιΩνκ)Mαµ
)
(tτ1)
(
BδσΦγιΦρκ
)
(tτ2)
+
1
9
(
BβνMαµ
)
(tτ1)
(
BδσΩ−1(γρ)
)
(tτ2)
+
1
9
(
Ωβ
(ιΩνκ)Mαµ
)
(tτ1)
(
A(δ|ι|Aσ)κM−1γρ
)
(tτ2)
+
1
12
(
Ω(βιAν)ηMαµ
)
(tτ1)
(
Ωσ
(ηΩδǫE(1)ρχ)ΦγιΛǫχ
)
(tτ2)
− 1
24
{(
BδσMγρ
)
(tτ1)
(
ΛικΛηχ
)
(tτ2)
+ 4
(
Ωδ
(ωΩσλ)Mγρ
)
(tτ1)
(
ΛωιΛλκΛηχ
)
(tτ2)
}(
Ωβ
(ιΩνκΨαηE(3)µχ)
)
(tτ2)
+
1
3
(
Ωβ
(ιΩνκΨαηE(3)µχ)
)
(tτ1)Vγδρσικηχ(tτ1, tτ2) , (3.255)
d(2)
µναβρσ
(tτ1, tτ2) = 19
(
Ωβ
(ιΩσκ)Mαρ
)
(tτ1)
(
ΦµιAνκ
)
(tτ2)
− 19
(
BβσMαρ
)
(tτ1)A(µν)(tτ2)
− 19A(µν)(tτ1)
(
BβσMαρ
)
(tτ2)
+
1
12
(
Ωβ
(ιΩσ
κΨα
ηE(3)ρχ)A(µν)ΛικΛηχ
)
(tτ2)
− 1
36
(
Ωβ
(ιΩσκ)Mαρ
)
(tτ1)
(
AνιΛκηE(7)µη
)
(tτ2)
+
1
3
(
Ωβ
(ιΩσκΨαηE(3)ρχ)
)
(tτ1)
{
− Λκη(tτ1)
(
AνχΦµι
)
(tτ2)
+
1
2
(
A(µν)ΛικΛηχ
)
(tτ1) + 14Λικ(tτ1)
(
Aν(ηΛχ)ǫE(7)µǫ
)
(tτ2)
}
+
1
36Ων
(ιE(7)µκ)(tτ1)Sαβρσικ(tτ2) , (3.256)
d(3)
µναβ
(tτ1, tτ2) = − 136
(
Ων
(ιE(7)µκ)
)
(tτ1)
(
ΦαιAβκ
)
(tτ2) + 29A(µν)(tτ1)A(αβ)(tτ2)
+
1
144
Ων
(ιE(7)µκ)(tτ1)
(
AβιΛκσE(7)ασ
)
(tτ2) , (3.257)
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d(4)
µναβρσ
(tτ1, tτ2) = −13
(
Ωβ
(ιΩσκ)Mαρ
)
(tτ1)
(
ΦµιAνκ
)
(tτ2)
− 2
3
(
Ων
(ιΨµκ)
)
(tτ1)
(
BβσΦαιΦρκ
)
(tτ2) + 13
(
BβσMαρ
)
(tτ1)Aµν(tτ2)
+
1
3
Aµν(tτ1)
(
BβσMαρ
)
(tτ2)
+
2
3
(
Ωβ
(ιΩσκ)Mαρ
)
(tτ1)
(
Ψµ
ηAνιΛκη
)
(tτ2)
+
2
3
(
Ων
(ιΨµκ)
)
(tτ1)
(
AβιAσκMαρ
)
(tτ2)
+
1
2
(
Ων
(ǫΨµλ)
)
(tτ1)
(
Ωβ
(ιΩσκE(1)ρη)ΦαǫΛλιΛκη
)
(tτ2)
+
1
2
(
Ωβ
(ιΩσκΨαηE(3)ρǫ)
)
(tτ1)
{
2Λκη(tτ1)
(
AνǫΦµι
)
(tτ2)
−
(
AµνΛικΛηǫ
)
(tτ1) − 4Λικ(tτ1)
(
Ψµ
λAνǫΛηλ
)
(tτ2)
}
− 1
4
{(
AµνΛικΛηǫ
)
(tτ2) + 4
(
Ων
(ωΨµλ)
)
(tτ1)
(
ΛωιΛλκΛηǫ
)
(tτ2)
}
×
(
Ωβ
(ιΩσκΨαηE(3)ρǫ)
)
(tτ2) , (3.258)
d(5)
µναβ
(tτ1, tτ2) = 112
(
Ωβ
(γE(7)αδ)
)
(tτ1)
(
ΦµγAνδ
)
(tτ2)
+
2
3
(
Ων
(γΨµ
δ))(tτ1)(ΦαγAβδ)(tτ2)
− 23A(αβ)(tτ1)Aµν(tτ2) −
2
3A(αβ)(tτ2)Aµν(tτ1)
− 16
(
Ωβ
(ιE(7)ακ)
)
(tτ1)
(
Ψµ
ǫAνκΛιǫ
)
(tτ2)
− 16
(
Ων
(ιΨµ
κ))(tτ1)(Cβ(ηαǫ)ΛιηΛκǫ)(tτ2) , (3.259)
d(6)
µναβ
(tτ1, tτ2) = −2
(
Ων
(γΨµδ)
)
(tτ1)
(
ΦαγAβδ
)
(tτ2) + 2Aµν(tτ1)Aαβ(tτ2)
+ 4
(
Ων
(γΨµδ)
)
(tτ1)
(
Ψα
σAβδΛγσ
)
(tτ2) . (3.260)
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3.8 Conclusions
In this chapter we studied the heat kernel expansion for a Laplace operator
acting on sections of a complex vector bundle over a smooth compact Riemannian
manifold without boundary. We assumed that the curvature F of the U(1) part of the
total connection (the electromagnetic field) is covariantly constant and large, so that
tF ∼ 1, that is, F is of order t−1. In this situation the standard asymptotic expansion
of the heat kernel as t → 0 does not apply since the electromagnetic field cannot be
treated as a perturbation.
In order to calculate the heat kernel asymptotic expansion we use an al-
gebraic approach in which the nilpotent algebra of the operators Dµ plays a major
role. In this approach the calculation of the asymptotic expansion of the heat ker-
nel is reduced to the calculation of the asymptotic expansion of the heat semigroup
and, then, to the action of differential operators on the zero-order heat kernel. Since
the zero-order heat kernel has the Gaussian form the heat kernel asymptotics are
expressed in terms of generalized Hermite polynomials.
The main result of this work is establishing the existence of a new non-per-
turbative asymptotic expansion of the heat kernel and the explicit calculation of the
first three coefficients of this expansion (both off-diagonal and the diagonal ones).
As far as we know, such an asymptotic expansion and the explicit form of these
modified heat kernel coefficients are new.
We presented our result as explicitly as possible. Unfortunately, some
of the integrals of the tensor-valued functions cannot be evaluated explicitly in full
generality. They can be evaluated, in principle, by using the spectral decomposition
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of the two-form F,
F =
[n/2]∑
k=1
BkEk , F2 = −
[n/2]∑
k=1
B2kΠk , (3.261)
where Bk are the eigenvalues, Ek are the (2-dimensional) eigen-two-forms, and Πk =
−E2k are the corresponding eigen-projections onto 2-dimensional eigenspaces. Then
for any analytic function of tiF we have
f (tiF) =
[n/2]∑
k=1
f (tBk)12(Πk + iEk) +
[n/2]∑
k=1
f (−tBk)12(Πk − iEk) . (3.262)
However, this seems impractical in general case in n dimensions. It would simplify
substantially in the following cases: i) there is only one eigenvalue (one magnetic
field) in a corresponding two-dimensional subspace, that is, F = B1E1 (which is
essentially 2-dimensional), and ii) all eigenvalues are equal so that F2 = −I (which
is only possible in even dimensions).
CHAPTER 4
LOW-ENERGY EFFECTIVE ACTION IN
NON-PERTURBATIVE
ELECTRODYNAMICS IN CURVED SPACETIME2
Abstract
We study the heat kernel for the Laplace type partial differential opera-
tor acting on smooth sections of a complex spin-tensor bundle over a generic n-
dimensional Riemannian manifold. Assuming that the curvature of the U(1) con-
nection (that we call the electromagnetic field) is constant we compute the first two
coefficients of the non-perturbative asymptotic expansion of the heat kernel which
are of zero and the first order in Riemannian curvature and of arbitrary order in the
electromagnetic field. We apply these results to the study of the effective action in
non-perturbative electrodynamics in four dimensions and derive a generalization of
the Schwinger’s result for the creation of scalar and spinor particles in electromag-
netic field induced by the gravitational field. We discover a new infrared divergence
in the imaginary part of the effective action due to the gravitational corrections,
which seems to be a new physical effect.
2The material in this chapter has been submitted for peer review to Journal of Mathematical
Physics: I.G. Avramidi and G. Fucci, Low-Energy Effective Action in Non-Perturbative Electrody-
namics in Curved Spacetime, arXiv: 0902.1541 [hep-th]
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4.1 Introduction
Schwinger used, in [72], the heat kernel asymptotic expansion technique
to evaluate the one-loop effective action in quantum electrodynamics. In particular
he solved, exactly, the case of a constant electromagnetic field and derived an heat
kernel integral representation for the effective action. He showed that the heat ker-
nel becomes a meromorphic function and a careful evaluation of the integral leads
to an imaginary part of the effective action. Schwinger computed the imaginary
part of the effective action and showed that it describes the effect of creation of
electron-positron pairs by the electric field. This effect is now called the Schwinger
mechanism. This is an essentially non-perturbative effect (non-analytic in electric
field) that vanishes exponentially for weak electric fields.
Therefore its evaluation requires non-perturbative techniques for the cal-
culation of the heat kernel in the situation when curvatures (but not their derivatives)
are large (low energy approximation).
In [27] we computed the heat kernel for the covariant Laplacian with a
strong covariantly constant electromagnetic field in an arbitrary gravitational field.
We evaluated the first three coefficients of the heat kernel asymptotic expansion in
powers of Riemann curvature R but in all orders of the electromagnetic field F. In
the present chapter we use those results to compute explicitly the terms linear in the
Riemann curvature in the non-perturbative heat kernel expansion for the scalar and
the spinor fields and compute their contribution to the imaginary part of the effective
action. In other words, we generalize the Schwinger mechanism to the case of a
strong electromagnetic field in a gravitational field and compute the gravitational
corrections to the original Schwinger result.
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4.2 Setup of the Problem
Let M be a n-dimensional compact Riemannian manifold (with positive-
definite metric gµν) without boundary and S be a complex spin-tensor vector bundle
over M realizing a representation of the group Spin(n) ⊗ U(1). Let ϕ be a sec-
tion of the bundle S and ∇ be the total connection on the bundle S (including the
spin connection as well as the U(1)-connection). Then the commutator of covariant
derivatives defines the curvatures
[∇µ,∇ν]ϕ = (Rµν + iFµν)ϕ , (4.1)
where Fµν is the curvature of the U(1)-connection (which will be also called the
electromagnetic field) and Rµν is the curvature of the spin connection defined by
Rµν =
1
2
RabµνΣab , (4.2)
with Σab being the generators of the spin group Spin(n) satisfying the commutation
relations
[Σab,Σcd] = 4δ[c[aΣd]b] . (4.3)
Note that for the scalar fields Rµν = 0 and for the spinor fields
Σab =
1
2
γab , (4.4)
where γab = γ[aγb] (more generally, we define γa1...am = γ[a1 · · ·γam]) and γa are the
Dirac matrices generating the Clifford algebra
γaγb + γbγa = 2gabI . (4.5)
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4.2.1 Differential Operators
In the present chapter we consider a second-order Laplace type partial
differential operator,
L = −∆ + ξR + Q, (4.6)
where ∆ = gµν∇µ∇ν is the Laplacian, ξ is a constant parameter, and Q is a smooth
endomorphism of the bundle S. This operator is elliptic and self-adjoint and has a
positive-definite leading symbol. Usually, for scalar fields we set
Qscalar = 0 . (4.7)
Moreover, for canonical scalar fields the coupling
ξscalar =

0 for canonical scalar fields ,
(n − 2)
4(n − 1) for conformal scalar fields .
(4.8)
Another important case is the square of the Dirac operator acting on spinor fields
L = D2 , (4.9)
where
D = iγµ∇µ . (4.10)
It is easy to see that in this case we have
ξspinor =
1
4
, (4.11)
and
Qspinor = −1
2
iFµνγµν . (4.12)
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The object of primary interest in quantum field theory is the (Euclidean)
one-loop effective action determined by the functional determinant
Γ(1) = ̺ log Det (L + m2) , (4.13)
where ̺ is the fermion number of the field equal to (+1) for boson fields and (−1) for
fermion fields, m is a mass parameter, which is assumed to be sufficiently large so
that the operator (L+m2) is positive. Notice that the usual factor 12 is missing because
the field is complex, which is equivalent to the contribution of two real fields. Of
course, this formal expression is divergent. To rigorously define the determinant
of a differential operator one needs to introduce some regularization and then to
renormalize it. One of the best ways to do it is via the heat kernel method.
4.2.2 Spectral Functions
The determinant of the operator L + m2, considered above, can be defined
within the so-called zeta-function regularization as follows. First, one defines the
zeta function by
ζ(s) = µ2sTr
(
L + m2
)−s
=
∫
M
dx g1/2Z(s) , (4.14)
where
Z(s) = µ
2s
Γ(s)
∞∫
0
dt ts−1e−tm2 tr Udiag(t) , (4.15)
tr denotes the fiber trace over the bundle S and µ is a renormalization parameter in-
troduced to preserve dimensions. Therefore, the zeta-regularized one-loop effective
action is simply
Γ(1) = −̺ζ′(0) , (4.16)
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and the one-loop effective Lagrangian is given by
L = −̺Z′(0) . (4.17)
The effective Lagrangian can be also defined simply in the cut-off regularization by
L = −̺
∞∫
εµ2
dt
t
e−tm
2
tr Udiag(t) , (4.18)
where ε is a regularization parameter, which should be set to zero after subtracting
the divergent terms. Another regularization is the dimensional regularization, in
which one simply defines the effective action by the formal integral
L = −̺µ2ε
∞∫
0
dt
t
e−tm
2
tr Udiag(t) , (4.19)
where the heat trace is formally computed in complex dimension (n − 2ε) with suf-
ficiently large real part of ε so that the integral is finite. The renormalized effective
action is obtained then by subtracting the simple pole in ε.
For elliptic operators (in the Euclidean setup) the heat trace is a smooth
function of t; in many cases it is even an analytic function of t in the neighborhood of
the positive real axis. However, in the physical case for hyperbolic operators (in the
Lorentzian setup) the heat trace can have singularities even on the positive real axis
of t. As we will show later in the approximation under consideration (for constant
electromagnetic field) it becomes a meromorphic function of t with an essential
singularity at t = 0 and some poles tk, k = 1, 2, . . . ,, on the positive real axis.
It turns out that the imaginary part of the effective action does not depend on the
regularization method and is uniquely defined by the contribution of these poles.
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These poles should be avoided from above, which gives
Im L = −̺π
∞∑
k=1
Res
{
t−1e−tm
2
tr Udiag(t); tk
}
. (4.20)
This method was first elaborated and used by Schwinger [72] in quantum electrody-
namics to calculate the electron-positron pair production by a constant electric field.
One of the goal of our work is to generalize the Schwinger results for the case of
constant electromagnetic field in a gravitational field. We will compute the extra
contribution to the particle production by a constant electromagnetic field induced
by the gravitational field.
4.2.3 Heat Kernel Asymptotic Expansion
In the previous Chapter we studied the case of a parallel U(1) curvature
(covariantly constant electromagnetic field), i.e. [25]
∇µFαβ = 0 . (4.21)
In the present chapter we will also assume that the potential term Q is covariantly
constant
∇µQ = 0 . (4.22)
By summing up all powers of F in the asymptotic expansion of the heat kernel
diagonal we obtained a new (non-perturbative) asymptotic expansion
Udiag(t) ∼ (4πt)−n/2 exp (−tQ) J(t)
∞∑
k=0
tkb2k(t) , (4.23)
where
J(t) = det
(
tiF
sinh(tiF)
)1/2
, (4.24)
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and b2k(t) are the modified heat kernel coefficients which are analytic functions of
t at t = 0 which depend on F only in the dimensionless combination tF. Here
and everywhere below all functions of the 2-form F are analytic at 0 and should be
understood in terms of a power series in the matrix F = (Fµν). Notice the position of
indices here, it is important! There is a difference here between Euclidean case and
the Lorentzian one since the raising of indices by a Minkowski metric does change
the properties of the matrix F. Also, here det denotes the determinant with respect
to the tangent space indices.
The fiber trace of the heat kernel diagonal has then the asymptotic expan-
sion
tr Udiag(t) ∼ (4πt)−n/2Φ(t)
∞∑
k=0
tkB2k(t) , (4.25)
where
Φ(t) = J(t)tr exp (−tQ) , (4.26)
B2k(t) = tr exp (−tQ) b2k(t)tr exp (−tQ) , (4.27)
are new (non-perturbative) heat kernel coefficients of the operator L. The integrals∫
M dxg
1/2B2k(t) are then the spectral invariants of the operator L.
4.3 Calculation of the Coefficient B2(t)
In Chapter 3 we obtained, in particular, the first three coefficients of the
heat kernel asymptotic expansion, namely, [25]
b0(t) = 1 , (4.28)
b1(t) = 0 , (4.29)
b2(t) =
{
ΣµαWνβ(t) + Vµανβ(t)
}
Rµανβ , (4.30)
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where
W(t) = 1
2
(
coth(tiF) − 1
tiF
)
, (4.31)
Vµανβ(t) =
(
1
3 − ξ
)
δ[µν δ
α]
β
+
1∫
0
dτ
{
− 1
24
B[µ[ν(τ)Zα]β](τ) + 16A
[µα](τ)A[νβ](τ)
− 1
12
A[µ[ν(τ)Aα]β](τ) − 14A
[µ
[ν(τ)Aβ]α](τ)
}
, (4.32)
and
A(τ) = 1
2
exp[(1 − 2τ)tiF] − exp(−tiF)
sinh(tiF) , (4.33)
B(τ) = coth(tiF)
tiF
− 1
tiF sinh(tiF) cosh[(1 − 2τ)tiF] , (4.34)
Z(τ) = 3tiF coth(tiF) + tiF
sinh(tiF) cosh[(1 − 2τ)tiF] . (4.35)
The trace coefficients are then given by
B0(t) = 1 , (4.36)
B2(t) =
{
Ψµα(t)Wνβ(t) + Vµανβ(t)
}
Rµανβ , (4.37)
where
Ψ(t)µα =
tr exp (−tQ)Σµα
tr exp (−tQ) . (4.38)
4.3.1 Spectral Decomposition
To evaluate it we use the spectral decomposition of the matrix F = (Fµν),
F =
N∑
k=1
BkEk , (4.39)
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where Bk are some real invariants and Ek = (Ekµν) are some matrices satisfying the
equations
Ekµν = −Ekνµ , (4.40)
Ekµ[νE
k
αβ] = 0 , (4.41)
and for k , m
EkEm = 0 . (4.42)
Here, of course, N ≤ [n/2]. The invariants Bk (that we call “magnetic fields”) should
not be confused with the heat trace coefficients B0 and B1.
Next, we define the matrices Πk = (Πkµν) by
Πk = −E2k . (4.43)
They satisfy the equations
Πkµν = Πkνµ , (4.44)
EkΠk = ΠkEk = Ek , (4.45)
and for k , m
EkΠm = ΠmEk = 0 , ΠkΠm = 0 . (4.46)
To compute functions of the matrix F we need to know its eigenvalues.
We distinguish two different cases.
Euclidean Case. In this case the metric has Euclidean signature (++ · · ·+) and the
non-zero eigenvalues of the matrix F are ±iB1, . . . , ±iBN, (which are all imaginary).
135
Of course, it may also have a number of zero eigenvalues. In this case the matrices
Πk are nothing but the projections on 2-dimensional eigenspaces satisfying
Π2k = Πk , Πk
µ
µ = 2 . (4.47)
In this case we also have
Bk =
1
2
Eµνk Fµν . (4.48)
Then we have
(iF)2m =
N∑
k=1
B2mk Πk , (m ≥ 1) (4.49)
(iF)2m+1 =
N∑
k=1
B2m+1k iEk , (m ≥ 0) , (4.50)
and, therefore, for any analytic function of tiF at t = 0 we have
f (tiF) = f (0)I +
N∑
k=1
{
1
2
[
f (tBk) + f (−tBk) − 2 f (0)
]
Πk +
1
2
[
f (tBk) − f (−tBk)
]
iEk
}
.
(4.51)
Pseudo-Euclidean Case. This is the physically relevant case of pseudo-Euclidean
(Lorentzian) metric with the signature (−+ · · ·+). Then the non-zero eigenvalues of
the matrix F are ±B1 (which are real) and ±iB2, . . . , ±iBN , (which are imaginary).
We will call the invariant B1, determining the real eigenvalue, the “electric field” and
denote it by B1 = E, and the invariants Bk, k = 2, . . . , N, determining the imaginary
eigenvalues, the “magnetic fields”. So, in general, there is one electric field and
(N − 1) magnetic fields. Again, there may be some zero eigenvalues as well.
In this case the matricesΠ2,. . . ,ΠN are the orthogonal eigen-projections as
before, but the matrix Π1 is equal to the negative of the corresponding projection, in
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particular,
Π21 = −Π1 , Π1E1 = −E1 , Π1µµ = −2 . (4.52)
Now, we have
(iF)2m = −(iE)2mΠ1 +
N∑
k=2
B2mk Πk , (m ≥ 1) (4.53)
(iF)2m+1 = (iE)2m+1E1 +
N∑
k=2
B2m+1k iEk , (m ≥ 0) . (4.54)
Thus, to obtain the results for the pseudo-Euclidean case from the result
for the Euclidean case we should just substitute formally
B1 7→ iE, iE1 7→ E1, Π1 7→ −Π1 . (4.55)
In this way, we obtain for an analytic function of itF,
f (tiF) = f (0)I − 1
2
[
f (itE) + f (−itE) − 2 f (0)
]
Π1 +
1
2
[
f (itE) − f (−itE)
]
E1
+
N∑
k=2
{
1
2
[
f (tBk) + f (−tBk) − 2 f (0)
]
Πk +
1
2
[
f (tBk) − f (−tBk)
]
iEk
}
.
(4.56)
4.3.2 Scalar and Spinor Fields
First of all, we note that for scalar fields
Φscalar(t) = J(t) , Ψscalarµν (t) = 0 . (4.57)
For the spinor fields we have
Φspinor(t) = J(t) tr exp
(
1
2
tiFµνγµν
)
, (4.58)
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Ψ
spinor
αβ
(t) = 1
2
tr γαβ exp
(
1
2 tiFµνγ
µν
)
tr exp
(
1
2 tiFρσγρσ
) . (4.59)
Here tr denotes the trace with respect to the spinor indices.
We will compute these functions as follows. We define the matrices
Tk =
1
2
iEµνk γµν . (4.60)
Then by using the properties of the matrices Ek and the product of the matrices γµν
γµνγαβ = γ
µν
αβ − 4δ[µ[αγν]β] − 2δ[µα δν]β I , (4.61)
(and some other properties of Dirac matrices in n dimensions) one can show that
these matrices are mutually commuting involutions, that is,
T 2k = I , (4.62)
and
[Tk, Tm] = 0 . (4.63)
Also, the product of two different matrices is (for k , m)
TkTm = −
1
4
Eµνk E
αβ
m γµναβ . (4.64)
More generally, the product of m > 1 different matrices is
Tk1 · · ·Tkm =
( i
2
)m
Eµ1µ2k1 · · ·E
µ2m−1µ2m
km γµ1...µ2m . (4.65)
It is well known that the matrices γµ1...µk are traceless for any k and the
trace of the product of two matrices γµ1...µk and γν1...νm is non-zero only for k = m. By
using these properties we obtain the traces
tr Tk = 0 , (4.66)
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tr γαβTk = −2[n/2]iEαβk , (4.67)
and for m > 1:
tr Tk1 · · ·Tkm = 0 , (4.68)
tr γαβTk1 · · ·Tkm = 0 , (4.69)
when all indices k1, . . . km are different.
Now, by using the spectral decomposition of the matrix F we easily obtain
first
J(t) =
N∏
k=1
tBk
sinh(tBk) , (4.70)
and
tr exp
(
1
2
tiFµνγµν
)
= tr
N∏
k=1
exp (tTkBk) , (4.71)
tr γαβ exp
(
1
2
tiFµνγµν
)
= tr γαβ
N∏
k=1
exp (tTkBk) . (4.72)
By using the properties of the matrices Tk we get
exp (tTkBk) = cosh(tBk) + Tk sinh(tBk) . (4.73)
Therefore
tr exp
(
1
2
tiFµνγµν
)
= 2[n/2]
N∏
k=1
cosh(tBk) , (4.74)
and
tr γαβ
N∏
k=1
exp(tTkBk) =
N∏
j=1
cosh(tB j)
N∑
k=1
tanh(tBk)tr γαβTk
= −2[n/2]
N∏
j=1
cosh(tB j)
N∑
k=1
tanh(tBk)iEαβk . (4.75)
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Thus for the spinor fields
Φspinor(t) = 2[n/2]
N∏
k=1
tBk coth(tBk) , (4.76)
and
Ψ
spinor
αβ
(t) = −1
2
N∑
k=1
tanh(tBk)iEkαβ . (4.77)
By the way, this simply means that
Ψspinor(t) = −1
2
tanh(tiF) . (4.78)
4.3.3 Calculation of the Tensor Vµανβ(t)
Next, we compute the tensor Vµανβ(t). First, we rewrite in the form
Vµανβ(t) =
(
1
3 − ξ
)
δ[µν δ
α]
β
+
1∫
0
dτ
{
− 1
24
B[µ[ν(τ)Zα]β](τ)
+
1
16X
µα(τ)Xνβ(τ) − 112Y
[µ
[ν(τ)Yα]β](τ)
}
, (4.79)
where
X(τ) = − coth(tiF) + cosh[(1 − 2τ)tiF]
sinh(tiF) , (4.80)
Y(τ) = I + sinh[(1 − 2τ)tBk]
sinh(tBk) . (4.81)
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Next, we parameterize these matrices as follows
B(τ) = 2τ(1 − τ)I +
N∑
k=1
f1,k(τ)Πk , (4.82)
Z(τ) = 4I +
N∑
k=1
f2,k(τ)Πk , (4.83)
Y(τ) = 2(1 − τ)I +
N∑
k=1
f3,k(τ)Πk , (4.84)
X(τ) =
N∑
k=1
f4,k(τ)iEk , (4.85)
W(t) =
N∑
k=1
f5,k(t)iEk , (4.86)
where
f1,k(τ) = coth(tBk)tBk −
1
tBk sinh(tBk) cosh[(1 − 2τ)tBk] − 2τ(1 − τ) , (4.87)
f2,k(τ) = 3tBk coth(tBk) + tBk
sinh(tBk) cosh[(1 − 2τ)tBk] − 4 , (4.88)
f3,k(τ) = sinh[(1 − 2τ)tBk]
sinh(tBk) − (1 − 2τ) , (4.89)
f4,k(τ) = − coth(tBk) + cosh[(1 − 2τ)tBk]
sinh(tBk) , (4.90)
f5,k(t) = 12
(
coth(tBk) − 1tBk
)
. (4.91)
This parametrization is convenient because all functions fm,k(τ) are analytic func-
tions of t at t = 0 and fm,k(τ)
∣∣∣∣
t=0
= 0.
Then we obtain
Vµανβ(t) =
(
1
6 − ξ
)
δ[µ[νδ
α]
β] +
N∑
k=1
ϕk(t)Πk[µ[νδα]β]
+
N∑
k=1
N∑
m=1
[
ρkm(t)Πk[µ[νΠ|m|α]β] − σkm(t)EkµαEm νβ
]
, (4.92)
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where
ϕk(t) = − 112
1∫
0
dτ [2 f1,k(τ) + τ(1 − τ) f2,k(τ) + 4(1 − τ) f3,k(τ)] , (4.93)
ρkm(t) = − 148
1∫
0
dτ [ f1,k(τ) f2,m(τ) + f2,k(τ) f1,m(τ) + 4 f3,k(τ) f3,m(τ)] , (4.94)
σkm(t) = 116
1∫
0
dτ f4,k(τ) f4,m(τ) . (4.95)
4.3.4 Calculation of the Coefficient Functions
The remaining coefficient functions ϕk(t), ρkm(t) and σkm(t) are analytic
functions of t at t = 0. Here we give the solution the integrals above which have the
following general form
A(α, x) =
1∫
0
dτ τα cosh[(1 − 2τ)x] , (4.96)
and
B(α, x) =
1∫
0
dτ τα sinh[(1 − 2τ)x] . (4.97)
After a change of variables, it is not difficult to prove that for Re(α) > −1 we get
A(α, x) = sinh(x)
2x
+
α
(2x)α+1
[
ex γ(α, 2y) + (−1)α+1e−x γ(α,−2y)
]
, (4.98)
and
B(α, x) = −cosh(x)
2x
+
α
(2x)α+1
[
ex γ(α, 2y) + (−1)αe−x γ(α,−2y)] , (4.99)
where γ(α, x) is the lower incomplete gamma function.
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Moreover, if the coefficient α is an integer, as in our case, we can write the
formulas above as
A(α, x) = sinh(x)
2x
− α!(2x)α+1
α−1∑
k=1
(2x)k
k!
[
e−x + (−1)α+k+1ex
2
]
, (4.100)
and
B(α, x) = −cosh(x)
2x
− α!(2x)α+1
α−1∑
k=1
(2x)k
k!
[
e−x + (−1)α+kex
2
]
. (4.101)
For even α = 2m we have
A(2m, x) = sinh(x)
2x
− (2m)!(2x)2m+1
{
sinh x
m∑
k=1
(2x)2k
(2k)! + cosh x
m−1∑
k=0
(2x)2k+1
(2k + 1)!
}
, (4.102)
B(2m, x) = −cosh(x)
2x
− (2m)!(2x)2m+1
cosh x
m∑
k=1
(2x)2k
(2k)! + sinh x
m−1∑
k=0
(2x)2k+1
(2k + 1)!
 .
(4.103)
For odd α = 2m + 1 we have
A(2m + 1, x) = sinh(x)
2x
− (2m + 1)!(2x)2m+2
{
cosh x
m∑
k=1
(2x)2k
(2k)! + sinh x
m−1∑
k=0
(2x)2k+1
(2k + 1)!
}
,
(4.104)
B(2m + 1, x) = −cosh(x)
2x
− (2m + 1)!(2x)2m+2
sinh x
m∑
k=1
(2x)2k
(2k)! + cosh x
m−1∑
k=0
(2x)2k+1
(2k + 1)!
 .
(4.105)
From these last formulas we can compute ϕk(t), ρkm(t) and σkm(t) by using
following particular case of the above integrals
1∫
0
dτ cosh[(1 − 2τ)x] = sinh x
x
, (4.106)
1∫
0
dτ sinh[(1 − 2τ)x] = 0 . (4.107)
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By differentiating these integrals with respect to x we obtain all other integrals we
need
1∫
0
dτ τ cosh[(1 − 2τ)x] = 1
2
sinh x
x
, (4.108)
1∫
0
dτ τ2 cosh[(1 − 2τ)x] = 1
2
(
1
x
+
1
x3
)
sinh x − 1
2
1
x2
cosh x , (4.109)
1∫
0
dτ τ sinh[(1 − 2τ)x] = −1
2
cosh x
x
+
1
2
sinh x
x2
. (4.110)
We also have the integrals
1∫
0
dτ cosh[(1 − 2τ)x] cosh[(1 − 2τ)y] = 1
2
{
sinh(x + y)
x + y
+
sinh(x − y)
x − y
}
,
(4.111)
1∫
0
dτ cosh[(1 − 2τ)x] sinh[(1 − 2τ)y] = 0 , (4.112)
1∫
0
dτ sinh[(1 − 2τ)x] sinh[(1 − 2τ)y] = 1
2
{
sinh(x + y)
x + y
− sinh(x − y)
x − y
}
.
(4.113)
By using these integrals we obtain
ϕk(t) = 16 +
3
8
1
(tBk)2 −
1
24
coth(tBk)
(
tBk + 9
1
(tBk)
)
, (4.114)
σkm(t) = 116 coth(tBk) coth(tBm) −
1
16
coth(tBk)
tBm
− 1
16
coth(tBm)
tBk
+
1
32
coth(tBm) + coth(tBk)
t(Bk + Bm) +
1
32
coth(tBm) − coth(tBk)
t(Bk − Bm) , (4.115)
144
ρkm(t) = − 148
{
4 + 9 1(tBk)2 + 9
1
(tBm)2 − 8
1
tBk
coth(tBk) − 8 1tBm coth(tBm)
−(tBk) coth(tBk) − (tBm) coth(tBm) − 3 BktB2m
coth(tBk)
−3 Bm
tB2k
coth(tBm) + 3
(
Bk
Bm
+
Bm
Bk
)
coth(tBm) coth(tBk)
−1
2
[
Bm
Bk
+
Bk
Bm
− 4
]
coth(tBm) + coth(tBk)
t(Bk + Bm)
−1
2
[
Bk
Bm
+
Bm
Bk
+ 4
]
coth(tBm) − coth(tBk)
t(Bk − Bm)
}
. (4.116)
4.3.5 Trace of the Heat Kernel Diagonal
The trace of the heat kernel diagonal in the general case within the con-
sidered approximation is given by
tr Udiag(t) ∼ (4πt)−n/2Φ(t) {1 + tB2(t) + · · · } , (4.117)
where the function Φ(t) was computed above and the coefficient B2 is given by
B2(t) =
(
1
6 − ξ
)
R +
N∑
k=1
{
Ψµα(t) f5,k(t)iEνβk Rµανβ + ϕk(t)Πµνk Rµν
}
+
N∑
k=1
N∑
m=1
{
ρkm(t)Πµνk Παβm Rµανβ − σkm(t)Eµαk Eνβm Rµανβ
}
. (4.118)
Let us specify it for the two cases of interest.
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Scalar Fields
For scalar fields we have
Φscalar(t) =
N∏
k=1
tBk
sinh(tBk) , (4.119)
Bscalar2 (t) =
(
1
6 − ξ
)
R +
N∑
k=1
ϕk(t)Πµνk Rµν (4.120)
+
N∑
k=1
N∑
m=1
{
ρkm(t)Πµνk Παβm Rµανβ − σkm(t)Eµαk Eνβm Rµανβ
}
.
Spinor Fields
For the spinor fields we obtain
Φspinor(t) = 2[n/2]
N∏
k=1
tBk coth(tBk) , (4.121)
Bspinor2 (t) = −
1
12
R +
N∑
k=1
ϕk(t)Πµνk Rµν (4.122)
+
N∑
k=1
N∑
m=1
{
ρkm(t)Πµνk Παβm Rµανβ − λkm(t)Eµαk Eνβm Rµανβ
}
,
where
λkm(t) = σkm(t) + 18
tanh(tBm)
tBk
+
1
8
tanh(tBk)
tBm
−1
8
tanh(tBm) coth(tBk) − 18 tanh(tBk) coth(tBm) . (4.123)
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4.3.6 Equal Magnetic Fields
We will specify the obtained result for the case when all magnetic invari-
ants are equal to each other, that is,
B1 = · · · = BN = B . (4.124)
Scalar Fields
For scalar fields it takes the form
Φscalar(t) =
(
tB
sinh(tB)
)N
, (4.125)
Bscalar2 (t) =
(
1
6 − ξ
)
R + ϕ(t)Hµν1 Rµν
+ρ(t)Hµν1 Hαβ1 Rµανβ − σ(t)Xµα1 Xνβ1 Rµανβ , (4.126)
where
Hµν1 =
N∑
k=1
Π
µν
k , X
µν
1 =
N∑
k=1
Eµνk , (4.127)
ϕ(t) = 16 +
3
8
1
(tB)2 −
1
24
tB coth(tB) − 38
coth(tB)
tB
, (4.128)
σ(t) = 1
16 −
3
32
coth(tB)
tB
+
3
32
1
sinh2(tB) , (4.129)
ρ(t) = − 5
24
− 38
1
(tB)2 +
1
24
tB coth(tB) + 7
16
coth(tB)
tB
− 1
16
1
sinh2(tB) .(4.130)
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Spinor Fields
For the spinor fields we obtain
Φspinor(t) = 2[n/2] [tB coth(tB)]N , (4.131)
Bspinor2 (t) = −
1
12
R + ϕ(t)Hµν1 Rµν
+ρ(t)Hµν1 Hαβ1 Rµανβ − λ(t)Xµα1 Xνβ1 Rµανβ , (4.132)
where
λ(t) = − 3
16 +
3
32
1
sinh2(tB) +
1
4
tanh(tB)
tB
− 332
coth(tB)
tB
. (4.133)
4.3.7 Electric and Magnetic Fields
Now we specify the above results for the pseudo-Euclidean case when
there is one electric field and (N − 1) equal magnetic fields. By using the recipe
(4.55) we obtain the following results.
Scalar Fields
For scalar fields we have
Φscalar(t) = tE
sin(tE)
(
tB
sinh(tB)
)N−1
, (4.134)
Bscalar2 (t) =
(
1
6 − ξ
)
R − ϕ˜(t)Πµν1 Rµν + ϕ(t)Hµν2 Rµν + ρ˜(t)Πµν1 Παβ1 Rµανβ
+σ˜(t)Eµα1 Eνβ1 Rµανβ − 2ρ1(t)Hµν2 Παβ1 Rµανβ + 2σ1(t)Xµα2 Eνβ1 Rµανβ
+ρ(t)Hµν2 Hαβ2 Rµανβ − σ(t)Xµα2 Xνβ2 Rµανβ , (4.135)
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where
Hµν2 =
N∑
k=2
Π
µν
k , X
µν
2 =
N∑
k=2
Eµνk , (4.136)
ϕ˜(t) = 16 −
3
8
1
(tE)2 −
1
24
tE cot(tE) + 3
8
cot(tE)
tE
, (4.137)
ρ˜(t) = − 5
24
+
3
8
1
(tE)2 +
1
24
tE cot(tE) − 7
16
cot(tE)
tE
+
1
16
1
sin2(tE) ,
(4.138)
σ˜(t) = 1
16 +
3
32
cot(tE)
tE
− 3
32
1
sin2(tE) , (4.139)
σ1(t) = 116 cot(tE) coth(tB) −
1
16
cot(tE)
tB
− 1
16
coth(tB)
tE
+
1
16
B cot(tE) + E coth(tB)
t(B2 + E2) , (4.140)
ρ1(t) = − 148
{
4 − 9 1(tE)2 + 9
1
(tB)2 + 8
1
tE
cot(tE) − 8 1
tB
coth(tB)
−(tE) cot(tE) − (tB) coth(tB)
−3 E
tB2
cot(tE) + 3 B
tE2
coth(tB) + 3
(E
B
− B
E
)
coth(tB) cot(tE)
+
5B2 − E2
tB(B2 + E2) coth(tB) −
5E2 − B2
tE(B2 + E2) cot(tE)
}
. (4.141)
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Spinor Fields
For the spinor fields we obtain
Φspinor(t) = 2[n/2]tE cot(tE) [tB coth(tB)]N−1 , (4.142)
Bspinor2 (t) = −
1
12
R − ϕ˜(t)Πµν1 Rµν + ϕ(t)Hµν2 Rµν + ρ˜(t)Πµν1 Παβ1 Rµανβ
+˜λ(t)Eµα1 Eνβ1 Rµανβ − 2ρ1(t)Hµν2 Παβ1 Rµανβ + 2λ1(t)Xµα2 Eνβ1 Rµανβ
+ρ(t)Hµν2 Hαβ2 Rµανβ − λ(t)Xµα2 Xνβ2 Rµανβ , (4.143)
where
˜λ(t) = − 3
16 −
3
32
1
sin2(tE) +
1
4
tan(tE)
tE
+
3
32
cot(tE)
tE
, (4.144)
λ1(t) = 116 cot(tE) coth(tB) −
1
16
cot(tE)
tB
− 1
16
coth(tB)
tE
+
1
16
B cot(tE) + E coth(tB)
t(B2 + E2) +
1
8
tanh(tB)
tE
− 1
8
tan(tE)
tB
−18 tanh(tB) cot(tE) +
1
8 tan(tE) coth(tB) . (4.145)
4.4 Imaginary Part of the Effective Lagrangian
Now, we can compute the imaginary part of the effective Lagrangian in
the same approximation taking into account linear terms in the curvature. The ef-
fective action is given by the integral over t of the trace of the heat kernel diagonal.
Of course, it should be properly regularized as discussed above. The most important
point we want to make is that in the presence of the electric field the heat kernel is
no longer a nice analytic function of t but it becomes a meromorphic function of t
in the complex plane of t with poles on the real axis determined by the trigonomet-
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ric functions in the coefficient functions computed above. As was pointed out first
by Schwinger these poles should be carefully avoided by deforming the contour of
integration which leads to an imaginary part of the effective action determined by
the contribution of the residues of the poles. This imaginary part is always finite and
does not depend on the regularization. We compute below the imaginary part of the
effective Lagrangian for the scalar and the spinor fields.
The trace of the heat kernel, tr Udiag(t), was computed above and is given
by (4.117). Now, by using (4.20) the calculation of the imaginary part of the ef-
fective Lagrangian is reduced to the calculation of the residues of the functions
t−n/2−1e−tm
2
Φ(t) and t−n/2e−tm2Φ(t)B2(t) at the poles on the real line. By using the
result (4.134) and (4.142) for the function Φ it is not difficult to see that the function
t−n/2−1e−tm
2
Φ(t) is a meromorphic function with isolated simple poles at tk = kπ/E
with k = 1, 2 . . . . The function t−n/2e−tm2Φ(t)B2(t) is also a meromorphic function
with the same poles but the poles could be double or even triple. The imaginary part
is, then, simply evaluated by summing the residues of the integrand at the poles. It
has the following form
Im L = π(4π)−n/2En/2G0(x, y) + π(4π)−n/2En/2−1
[
G1(x, y)R
+ G2(x, y)Πµν1 Rµν +G3(x, y)H2µνRµν +G4(x, y)Πµν1 Παβ1 Rµανβ
+ G5(x, y)Eµα1 Eνβ1 Rµανβ +G6(x, y)H2µνΠαβ1 Rµανβ
+ G7(x, y)X2µαEνβ1 Rµανβ +G8(x, y)H2µνH2αβRµανβ
+ G9(x, y)X2µαX2νβRµανβ
]
, (4.146)
where
x =
B
E
, y =
m2
E
, (4.147)
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and Gi(x, y) are some functions computed below.
4.4.1 Scalar Fields
At this point it is useful to introduce some auxiliary functions so that the
final result for the quantities Gscalari (x, y) can be written in a somewhat compact form,
namely
fk(x, y) =
[
kπx
sinh (kπx)
]N−1
exp (−kπy) , (4.148)
gk(x, y) = (N − 1)(kπx) coth(kπx) + kπy , (4.149)
hk(x, y) = 12N(N − 1)(kπx)
2 coth2(kπx) +
(
n
2
− N
)
kπy
+
1
2
(N − 1)[(n − 2N) + 2kπy](kπx) coth(kπx)
+
1
2
(kπ)2[1 − (N − 1)x2 + y2] , (4.150)
lk(x, y) = −kπx +
[(
n
2
− N
)
+ kπy
]
coth(kπx) + N(kπx) coth2(kπx) , (4.151)
Ω1,k(x, y) = 18 +
n − 2N
48 −
3
8(kπ)2
(
n
2
− N + 2
)
+
1
24
(
1 − 9(kπ)2
)
gk(x, y) , (4.152)
Ω2,k(x, y) = −16 −
n − 2N
48
+
1
32(kπ)2
(
n
2
− N + 2
) (
n
2
− N + 13
)
− 1
24
(
1 − 21
2(kπ)2
)
gk(x, y) + 116
hk(x, y)
(kπ)2 , (4.153)
Ω3,k(x, y) = 116 −
3
64(kπ)2
(
n
2
− N + 1
) (
n
2
− N + 2
)
− 3
32(kπ)2
[
hk(x, y) + gk(x, y)
]
, (4.154)
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Ω4,k(x, y) = −18 −
n − 2N
48
+
3
8(kπ)2
(
1 − 1
x2
)
+
1
8
(
1
x
− x
)
lk(x, y)
kπ
+
1
8(kπ)2
[(
n
2
− N + 1
)
+ gk(x, y)
] [ 3x4 − 1
x2(x2 + 1)
]
− 18
coth(kπx)
kπx
[
x4 − 3
x2 + 1
− (kπx)
2
3
]
− 1
24
gk(x, y) , (4.155)
Ω5,k(x, y) = 18(kπ)2
[(
n
2
− N + 1
)
+ gk(x, y)
] 1
x(x2 + 1) −
1
8
lk(x, y)
(kπ)
− 1
8
coth(kπx)
kπx
(
x3
x2 + 1
)
. (4.156)
By using these quantities we obtain the functions Gscalari (x, y) in the form
of the following series
Gscalar0 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2 fk(x, y) , (4.157)
Gscalar1 (x, y) =
(
1
6 − ξ
) ∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y) , (4.158)
Gscalar2 (x, y) = −
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)Ω1,k(x, y) , (4.159)
Gscalar3 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)ϕ(kπx) , (4.160)
Gscalar4 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)Ω2,k(x, y) , (4.161)
Gscalar5 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)Ω3,k(x, y) , (4.162)
Gscalar6 (x, y) = −
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)Ω4,k(x, y) , (4.163)
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Gscalar7 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)Ω5,k(x, y) , (4.164)
Gscalar8 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)ρ(kπx) , (4.165)
Gscalar9 (x, y) =
∞∑
k=1
(−1)k+1
(kπ)n/2−1 fk(x, y)σ(kπx) . (4.166)
4.4.2 Spinor Fields
Exactly as we did in the previous section, we introduce, now, some auxil-
iary functions that will be useful in the presentation of the final result, namely
fS ,k(x, y) =
[
(kπx) coth(kπx)
]N−1
exp (−kπy) , (4.167)
gS ,k(x, y) = (N − 1)(kπx) coth(kπx) − (N − 1)(kπx) tanh(kπx) + kπy , (4.168)
hS ,k(x, y) = 12(kπy)
2 − (N − 1)2(kπx)2 +
(
n
2
− N
)
kπy (4.169)
+
1
2
(N − 1) (n − 2N + 2kπy) (kπx)
[
coth(kπx) − tanh(kπx)
]
+
1
2
N(N − 1)(kπx)2 coth2(kπx) + 1
2
(N − 1)(N − 2)(kπx)2 tanh2(kπx) ,
lS ,k(x, y) = −Nkπx +
(
n
2
− N + kπy
)
coth(kπx) + N(kπx) coth2(kπx) , (4.170)
pS ,k(x, y) = (N − 2)kπx +
(
n
2
− N + kπy
)
tanh(kπx) − (N − 2)(kπx) tanh2(kπx) ,
(4.171)
Λ1,k(x, y) = 18 +
n − 2N
48 −
3
8(kπ)2
(
n
2
− N + 2
)
+
1
24
(
1 − 9(kπ)2
)
gS ,k(x, y) ,
(4.172)
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Λ2,k(x, y) = −16 −
n − 2N
48
+
1
32(kπ)2
(
n
2
− N + 2
) (
n
2
− N + 13
)
− 1
24
(
1 − 21
2(kπ)2
)
gS ,k(x, y) + 116
hS ,k(x, y)
(kπ)2 , (4.173)
Λ3,k(x, y) = − 316 −
3
64(kπ)2
(
n
2
− N + 1
) (
n
2
− N + 2
)
− 3
32(kπ)2
[
gS ,k(x, y) + hS ,k(x, y)
]
, (4.174)
Λ4,k(x, y) = −18 −
n − 2N
48 +
3
8(kπ)2
(
1 − 1
x2
)
+
1
8
(
1
x
− x
)
lS ,k(x, y)
kπ
+
1
8(kπ)2
(
n
2
− N + 1 + gS ,k(x, y)
) 3x4 − 1
x2(x2 + 1)
− 1
8
coth(kπx)
kπx
[
x4 − 3
x2 + 1
− (kπx)
2
3
]
− 1
24
gS ,k(x, y) , (4.175)
Λ5,k(x, y) = 18(kπ)2
(
n
2
− N + 1 + gS ,k(x, y)
) 1
x(x2 + 1) −
1
8
lS ,k(x, y)
kπ
− 18
coth(kπx)
kπx
(
x3
x2 + 1
)
+
1
4(kπ)
[
tanh(kπx) + pS ,k(x, y)
]
.(4.176)
By using the above functions we can write the explicit expression for the
quantities Gspinori (x, y)
Gspinor0 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2 fS ,k(x, y) , (4.177)
Gspinor1 (x, y) = −
2[ n2 ]
12
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y) , (4.178)
Gspinor2 (x, y) = −2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)Λ1,k(x, y) , (4.179)
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Gspinor3 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)ϕ(kπx) , (4.180)
Gspinor4 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)Λ2,k(x, y) , (4.181)
Gspinor5 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)Λ3,k(x, y) , (4.182)
Gspinor6 (x, y) = −2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)Λ4,k(x, y) , (4.183)
Gspinor7 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)Λ5,k(x, y) , (4.184)
Gspinor8 (x, y) = 2[
n
2 ]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)ρ(kπx) , (4.185)
Gspinor9 (x, y) = −2[
n
2]
∞∑
k=1
1
(kπ)n/2−1 fS ,k(x, y)λ(kπx) . (4.186)
Notice that because of the infrared cutoff factor e−kπy the functions Gi(x, y)
are exponentially small for massive fields in weak electric fields when the parameter
is large, y >> 1 (that is, m2 >> E), independently on x. In this case, all these
functions are approximated by just the first term of the series corresponding to k = 1.
4.5 Strong Electric Field in Four Dimensions
The formulas obtained in the previous section are very general and are
valid in any dimensions. In this section we will present some particular cases of
major interest.
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4.5.1 Four Dimensions
In this section we will consider the physical case when n = 4. Obviously in
four dimensions we only have two invariants, and, therefore, N = 2. The imaginary
part of the effective Lagrangian reads now
Im L = π(4π)−2E2G0(x, y) + π(4π)−2E
[
G1(x, y)R
+ G2(x, y)Πµν1 Rµν +G3(x, y)Π2µνRµν +G4(x, y)Πµν1 Παβ1 Rµανβ
+ G5(x, y)Eµα1 Eνβ1 Rµανβ +G6(x, y)Π2µνΠαβ1 Rµανβ
+ G7(x, y)E2µαEνβ1 Rµανβ +G8(x, y)Π2µνΠ2αβRµανβ
+ G9(x, y)E2µαE2νβRµανβ
]
. (4.187)
For scalar fields in four dimensions the functions Gscalari (x, y) take the form
Gscalar0 (x, y) =
x
π
∞∑
k=1
e−kπy
k sinh(kπx) , (4.188)
Gscalar1 (x, y) =
(
1
6 − ξ
)
x
∞∑
k=1
e−kπy
sinh(kπx) , (4.189)
Gscalar2 (x, y) = −x
∞∑
k=1
e−kπy
sinh(kπx)
{
1
8
− 3
4(kπ)2 +
1
24
(
kπ − 9kπ
) [
y + x coth(kπx)] } ,
(4.190)
Gscalar3 (x, y) = x
∞∑
k=1
e−kπy
sinh(kπx)
{
1
6 +
3
8
1
(kπx)2 −
1
24
kπx coth(kπx) − 38
coth(kπx)
kπx
}
,
(4.191)
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Gscalar4 (x, y) = x
∞∑
k=1
e−kπy
sinh(kπx)
{
− 1396 +
13
16(kπ)2 −
x2
32 +
y2
32 +
(
7
16(kπ) −
kπ
24
)
y
+
(
y
16 +
7
16kπ −
kπ
24
)
x coth(kπx) + x
2
16 coth
2(kπx)
}
, (4.192)
Gscalar5 (x, y) = x
∞∑
k=1
e−kπy
sinh(kπx)
{
1
64 −
3
32(kπ)2 +
3x2
64 −
3y2
64 −
3
32kπy
− 3
32
(
y +
1
kπ
)
coth(kπx) − 3
32
x2 coth2(kπx)
}
, (4.193)
Gscalar6 (x, y) = −
x
x2 + 1
∞∑
k=1
e−kπy
sinh(kπx)
{
− 1
4
− 1
2(kπx)2 +
3x2
4(kπ)2 +
x2
8 (x
2 − 1)
− kπ
24
y(x2 + 1) − 1
8kπy
(
1
x2
− 3x2
)
− 1
4
(x4 − 1) coth2(kπx)
+
[
1
4kπ
(
x3 +
1
x
)
+
y
8
(
1
x
− x3
)]
coth(kπx)
}
, (4.194)
Gscalar7 (x, y) =
1
x2 + 1
∞∑
k=1
e−kπy
sinh(kπx)
{
1
8(kπ)2 +
x2
8 (x
2 + 1) + y8kπ
− x8
[
y(1 + x2) − 1kπ(1 − x
2)
]
coth(kπx)
− 1
4
x2(x2 + 1) coth2(kπx)
}
, (4.195)
Gscalar8 (x, y) = x
∞∑
k=1
e−kπy
sinh(kπx)
{
− 7
48
− 3
8
1
(kπx)2 −
1
16 coth
2(kπx)
+
(
kπ
24
x +
7
16kπx
)
coth(kπx)
}
, (4.196)
Gscalar9 (x, y) = x
∞∑
k=1
e−kπy
sinh(kπx)
{
− 132 −
3
32kπx coth(kπx) +
3
32 coth
2(kπx)
}
.
(4.197)
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For spinor fields in four dimensions the functions Gspinori (x, y) take the form
Gspinor0 (x, y) =
4x
π
∞∑
k=1
1
k coth(kπx)e
−kπy , (4.198)
Gspinor1 (x, y) = −
x
3
∞∑
k=1
coth(kπx)e−kπy , (4.199)
Gspinor2 (x, y) = −4x
∞∑
k=1
coth(kπx)e−kπy
{
1
8
− 3
4(kπ)2
+
1
24
(
kπ − 9kπ
) [
y + x coth(kπx) − x tanh(kπx)
]}
, (4.200)
Gspinor3 (x, y) = 4x
∞∑
k=1
coth(kπx)e−kπy
{
1
6 +
3
8
1
(kπx)2 −
1
24
kπx coth(kπx)
−38
coth(kπx)
kπx
}
, (4.201)
Gspinor4 (x, y) = 4x
∞∑
k=1
coth(kπx)e−kπy
{
− 16 +
13
16(kπ)2 −
x2
16 +
y2
32
− y
24
(
kπ − 21
2kπ
)
+
x2
16 coth
2(kπx)
− x
24
(
kπ − 21
2kπ −
3y
2
) [
coth(kπx) − tanh(kπx)
]}
, (4.202)
Gspinor5 (x, y) = 4x
∞∑
k=1
coth(kπx)e−kπy
{
− 3
16 −
3
32(kπ)2 +
3x2
32
− 3y
2
64 −
3y
32(kπ) −
3x2
32
coth2(kπx)
− 3x32
(
1
kπ + y
) [
coth(kπx) − tanh(kπx)
]}
, (4.203)
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Gspinor6 (x, y) = −
4x
x2 + 1
∞∑
k=1
coth(kπx)e−kπy
{
− 38 +
3
4(kπ)2
(
x2 − 23x2
)
+
x2
8 (2x
2 − 1) − x
2y
24
(
kπ − 9kπ
)
− y
24
(
kπ + 3kπx2
)
+
[
1
4kπx +
y
8x −
x3
8
(
y − 2kπ
)]
coth(kπx)
+
[
1
8kπx +
kπx
24
+
x3
24
(
kπ − 9kπ
)]
tanh(kπx)
− 1
4
(x4 − 1) coth2(kπx)
}
, (4.204)
Gspinor7 (x, y) =
4
x2 + 1
∞∑
k=1
coth(kπx)e−kπy
{
1
8(kπ)2 +
x2
4
(x2 + 1)
+
y
8kπ −
x2
4
(x2 + 1) coth2(kπx)
+
x
8
[
1
kπ(1 − x
2) − y(1 + x2)
]
coth(kπx)
+
x
8
[
1
kπ(1 + 2x
2) + 2y(1 + x2)
]
tanh(kπx)
}
, (4.205)
Gspinor8 (x, y) = 4x
∞∑
k=1
coth(kπx)e−kπy
{
− 7
48 −
3
8
1
(kπx)2 +
1
24
kπx coth(kπx)
+
7
16
coth(kπx)
kπx −
1
16 coth
2(kπx)
}
, (4.206)
Gspinor9 (x, y) = −4x
∞∑
k=1
coth(kπx)e−kπy
{
− 9
32
+
3
32
coth2(kπx) + 1
4
tanh(kπx)
kπx
− 332
coth(kπx)
kπx
}
. (4.207)
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4.5.2 Supercritical Electric Field
As we already mentioned above, the functions Gi(x, y) are exponentially
small for massive fields in weak electric fields for large y = m2/E, as y → ∞.
Now we are considering the opposite case of light (or massless) fields in strong
(supercritical) electric fields, when y → 0 with a fixed x. This corresponds to the
regime
m2 << B, E . (4.208)
Scalar Fields
The infrared (massless) limit for scalar fields is regular—there are no in-
frared divergences. This is due to the presence of the hyperbolic sine sinh(kπx) in
the denominator, which gives a cut-off for large k in the series, and therefore, assures
its convergence. The result for the massless limit in the scalar case can be simply
obtained by setting y = 0 in the above formulas for the functions Gi(x, y).
Spinor Fields
The spinor case is quite different. The presence of the hyperbolic cotan-
gent coth(kπx) does not provide a cut-off for the convergence of the series as k → ∞.
This leads, in the spinor case in four dimensions, to the presence of infrared diver-
gences as y = m2/E → 0. By carefully studying the behavior of the series as k → ∞
for a finite y and then letting y → 0 we compute the asymptotic expansion of the
functions Gspinori (x, y) as y → 0.
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We obtain
Gspinor0 (x, y) =
2x
3 + O(y) , (4.209)
Gspinor1 (x, y) = −
1
3π
x
y
+
x
8 + O(y) , (4.210)
Gspinor2 (x, y) = −
2
3π
x
y
+
3x
4
+ O(y) , (4.211)
Gspinor3 (x, y) = −
1
6π
x2
y2
+
2
3π
x
y
+
3
2π
log(πy) + x
2(πx − 24) + 18
72x
+ O(y) ,
(4.212)
Gspinor4 (x, y) = −
5
6π
x
y
+
7x
8
+ O(y) , (4.213)
Gspinor5 (x, y) = −
3
4π
x
y
+
5x
16 + O(y) , (4.214)
Gspinor6 (x, y) =
x2 − 1
6π(x2 + 1)
x2
y2
+
2
3π
x
y
− x
4 − 3
2π(x2 + 1) log(πy) (4.215)
− 6π(9x
4 + 3x2 − 4) − 36x(x4 − 1) + π2x3(x2 − 1)
72πx(x2 + 1) + O(y) ,
Gspinor7 (x, y) = −
x(x2 + 2)
2π(x2 + 1) log(πy) +
6x(x2 + 1) + π
12π(x2 + 1) + O(y) , (4.216)
Gspinor8 (x, y) =
1
6π
x2
y2
− 56π
x
y
− 7
4π
log(πy) − x
2(πx − 30) + 18
72x
+ O(y) ,
(4.217)
Gspinor9 (x, y) =
3
4π
x
y
+
5
8π
log(πy) − 3x
8
+ O(y) . (4.218)
Thus, we clearly see the infrared divergences of order x2/y2 = B2/m4,
x/y = B/m2 and log y = log(m2/E).
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4.5.3 Pure Electric Field
We analyze now the case of pure electric field without a magnetic field,
that is, B = 0, which corresponds to the limit x → 0 with fixed y. This corresponds
to the physical regime when
B << m2, E . (4.219)
In this discussion we present the results in arbitrary dimension first and then we
specialize them to the physical dimension n = 4.
Scalar Fields
We now evaluate the functions Gi(x, y) for x = 0 and a finite y. In this
limit we are presented with series of the following general form
χscalarn (y) =
∞∑
k=1
(−1)k+1e−kπy
kn/2 . (4.220)
This series can be expressed in terms of the polylogarithmic function defined by
Li j(z) =
∞∑
k=1
zk
k j , (4.221)
so that, we have
χscalarn (y) = −Li n2 (−e−πy) . (4.222)
It is not difficult to notice that the limit as x → 0 of the functions Gscalar3 ,
Gscalar6 , G
scalar
7 , Gscalar8 and Gscalar9 vanish identically, that is,
Gscalar3 (0, y) = Gscalar6 (0, y) = Gscalar7 (0, y) = Gscalar8 (0, y) = Gscalar9 (0, y) = 0 . (4.223)
The explicit expression for the remaining non-vanishing Gscalari for pure electric field
163
in n dimensions is
Gscalar0 (0, y) = −π−n/2Li n2 (−e−πy) , (4.224)
Gscalar1 (0, y) = −
(
1
6 − ξ
)
1
πn/2−1
Li n
2−1(−e−πy) , (4.225)
Gscalar2 (0, y) = −
1
48πn/2+1
{
2π3yLi n
2−2(−e−πy) + (n + 4)π2Li n2−1(−e−πy)
− 18πyLi n
2
(−e−πy) − 9(n + 2)Li n
2+1(−e−πy)
}
, (4.226)
Gscalar4 (0, y) =
1
384πn/2+1
{
− 16π3yLi n
2−2(−e−πy) − 4π2(2n + 9 − 3y2)Li n2−1(−e−πy)
+ 12(n + 12)πyLi n
2
(−e−πy) + 3(n + 2)(n + 24)Li n
2+1(−e−πy)
}
, (4.227)
Gscalar5 (0, y) =
1
256πn/2+1
{
4π2(1 − 3y2)Li n
2−1(−e−πy) − 12nπyLi n2 (−e−πy)
− 3n(n + 2)Li n
2+1(−e−πy)
}
. (4.228)
In the physical case of n = 4 some of the polylogarithmic functions can
be expressed in terms of elementary functions. In this case we have
Gscalar0 (0, y) = −
1
π2
Li2(−e−πy) , (4.229)
Gscalar1 (0, y) = −
(
1
6 − ξ
)
1
π
ln(1 + e−πy) , (4.230)
Gscalar2 (0, y) =
1
48π3
{2π3ye−πy
1 + e−πy
+ 8π2 ln(1 + e−πy)
+ 18πyLi2(−e−πy) + 54Li3(−e−πy)
}
, (4.231)
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Gscalar4 (0, y) =
1
384π3
{16π3ye−πy
1 + e−πy
+ 4π2(17 − 3y2) ln(1 + e−πy)
+ 192πyLi2(−e−πy) + 504Li3(−e−πy)
}
, (4.232)
Gscalar5 (0, y) = −
1
256π3
{
4π2(1 − 3y2) ln(1 + e−πy) + 48πyLi2(−e−πy)
+ 72Li3(−e−πy)
}
. (4.233)
We study now the behavior of these functions as y → 0, which corresponds
to the limit
B = 0 , m2 << E . (4.234)
By taking the limit as y → 0 of the expression (4.222) and by noticing that
Lin(−1) = −(1 − 21−n)ζ (n) , (4.235)
where ζ(x) denotes the Riemann zeta function, we obtain
Gscalar0 (0, 0) =
(1 − 21−n/2)
πn/2
ζ
(
n
2
)
. (4.236)
Next, by taking the limit as y → 0 and by using the formula (4.235), it is not difficult
to obtain
Gscalar1 (0, 0) = −
(
1
6 − ξ
)
π1−n/2(1 − 22−n/2)ζ
(
n
2
− 1
)
, (4.237)
Gscalar2 (0, 0) = −
1
48πn/2+1
{
− (n + 4)π2(1 − 22−n/2)ζ
(
n
2
− 1
)
+ 9(n + 2)(1 − 2−n/2)ζ
(
n
2
+ 1
) }
, (4.238)
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Gscalar4 (0, 0) =
1
384πn/2+1
{
4π2(2n + 9)(1 − 22−n/2)ζ
(
n
2
− 1
)
− 3(n + 2)(n + 24)(1 − 2−n/2)ζ
(
n
2
+ 1
) }
, (4.239)
Gscalar5 (0, 0) =
1
256πn/2+1
{
− 4π2(1 − 22−n/2)ζ
(
n
2
− 1
)
+ 3n(n + 2)(1 − 2−n/2)ζ
(
n
2
+ 1
) }
. (4.240)
We consider, at this point, the physical case of four dimensions. By setting
n = 4 in (4.236) we obtain
Gscalar0 (0, 0) =
1
12
. (4.241)
Now, we notice the following relation
(1 − 22−n/2)ζ
(
n
2
− 1
)
= η
(
n
2
− 1
)
, (4.242)
where η(x) is the Dirichlet eta function. In the particular case of four dimensions we
have that
lim
n→4
(1 − 22−n/2)ζ
(
n
2
− 1
)
= η(1) = ln 2 . (4.243)
By using the last remark we obtain the values of the functions Gi(n, y) in four di-
mensions
Gscalar1 (0, 0) = −
(
1
6 − ξ
)
1
π
ln 2 , (4.244)
Gscalar2 (0, 0) =
1
6π ln 2 −
27
32π3
ζ(3) , (4.245)
Gscalar4 (0, 0) =
17
96π ln 2 −
63
64π3 ζ(3) , (4.246)
Gscalar5 (0, 0) = −
1
64π ln 2 +
27
128π3
ζ(3) . (4.247)
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Spinor Fields
For spinor fields the expressions for the non-vanishing Gspinori in the limit
x → 0 are
Gspinor0 (0, y) = 2[n/2]π−n/2Lin/2(e−πy) , (4.248)
Gspinor1 (0, y) = −
2[n/2]
12
1
πn/2−1
Li n
2−1(e−πy) , (4.249)
Gspinor2 (0, y) = −
2[n/2]
48πn/2+1
{
2π3yLi n
2−2(e−πy) + (n + 4)π2Li n2−1(e−πy)
− 18πyLi n
2
(e−πy) − 9(n + 2)Li n
2+1(e−πy)
}
, (4.250)
Gspinor4 (0, y) =
2[n/2]
384πn/2+1
{
− 16π3yLi n
2−2(e−πy) − 4π2(2n + 12 − 3y2)Li n2−1(e−πy)
+ 12(n + 12)πyLi n
2
(e−πy) + 3(n + 2)(n + 24)Li n
2+1(e−πy)
}
, (4.251)
Gspinor5 (0, y) = −2[n/2]
3
256πn/2+1
{
4π2(4 + y2)Li n
2−1(e−πy) + 4nπyLi n2 (e−πy)
+ n(n + 2)Li n
2+1(e−πy)
}
. (4.252)
In the particular case of n = 4 the above results read
Gspinor0 (0, y) =
4
π2
Li2(e−πy) , (4.253)
Gspinor1 (0, y) =
1
3π ln(1 − e
−πy) , (4.254)
Gspinor2 (0, y) = −
1
12π3
{2π3ye−πy
1 − e−πy − 8π
2 ln(1 − e−πy)
− 18πyLi2(e−πy) − 54Li3(e−πy)
}
, (4.255)
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Gspinor4 (0, y) = −
1
96π3
{16π3ye−πy
1 − e−πy − 4π
2(20 − 3y2) ln(1 − e−πy)
− 192πyLi2(e−πy) − 504Li3(e−πy)
}
, (4.256)
Gspinor5 (0, y) =
3
16π3
{
π2(4 + y2) ln(1 − e−πy) − 4πyLi2(e−πy) − 6Li3(e−πy)
}
.
(4.257)
In the case of spinor fields, for n > 4, there is a well defined limit as y → 0.
In fact, by taking the massless limit, y → 0, of the expression (4.248) and noticing
that
Lin(1) = ζ(n) , (4.258)
we obtain
Gspinor0 (0, 0) =
2[n/2]
πn/2
ζ
(
n
2
)
. (4.259)
Analogously, in the limit as y → 0 the result for the remaining Gspinori can be written
as follows
Gspinor1 (0, 0) = −
2[n/2]
12
π1−n/2ζ
(
n
2
− 1
)
, (4.260)
Gspinor2 (0, 0) = −
2[n/2]
48πn/2+1
{
(n + 4)π2ζ
(
n
2
− 1
)
− 9(n + 2)ζ
(
n
2
+ 1
) }
,
(4.261)
Gspinor4 (0, 0) =
2[n/2]
384πn/2+1
{
− 4π2(2n + 12)ζ
(
n
2
− 1
)
+3(n + 2)(n + 24)ζ
(
n
2
+ 1
) }
, (4.262)
Gspinor5 (0, 0) = −2[n/2]
3
256πn/2+1
{
16π2ζ
(
n
2
− 1
)
+ n(n + 2)ζ
(
n
2
+ 1
) }
.
(4.263)
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We turn our attention, now, to the physical case of n = 4. From the ex-
pression in (4.259) we obtain the following result
Gspinor0 (0, 0) =
2
3 . (4.264)
It is evident, from the expressions in (4.254)-(4.257), that the functions
Gspinori (0, y) in four dimensions represent a special case since there is an infrared
divergence as m → 0 (or y → 0). This means that there is no well-defined value
for the massless limit y → 0. Instead, we find a logarithmic divergence, log(πy). In
order to analyze this case we set n = 4 from the beginning in the expressions for
finite y, and then we examine the asymptotics as y → 0. By using the equations
(4.254)-(4.257) we obtain
Gspinor1 (0, y) =
1
3π log(πy) + O(y) , (4.265)
Gspinor2 (0, y) =
2
3π log(πy) −
1
6π +
9
2π3
ζ(3) + O(y) , (4.266)
Gspinor4 (0, y) =
5
6π log(πy) −
1
6π +
21
4π3
ζ(3) + O(y) , (4.267)
Gspinor5 (0, y) =
3
4π
log(πy) + 98π3 ζ(3) + O(y) . (4.268)
Notice that, in four dimensions the functions Gspinori (x, y) are singular at
the point x = y = 0. In particular, the limits x → 0 and y → 0 are not commutative,
that is, the limits as x → 0 of the eqs. (4.209)-(4.218) (obtained as y → 0 for a finite
x) are different from the eqs. (4.265)-(4.268) (obtained as y → 0 for x = 0).
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4.6 Concluding Remarks
In this chapter we have continued the study of the heat kernel and the
effective action for complex (scalar and spinor) quantum fields in a strong constant
electromagnetic field and a gravitational field initiated in [27]. We study here an
essentially non-perturbative regime when the electromagnetic field is so strong that
one has to take into account all its orders. In this situation the standard asymptotic
expansion of the heat kernel does not apply since the electromagnetic field cannot
be treated as a perturbation. In [27] we established the existence of a new non-
perturbative asymptotic expansion of the heat kernel and computed explicitly the
first three coefficients of this expansion.
We computed the first two coefficients (of zero and the first order in the
Riemann curvature) explicitly in n-dimensions by using the spectral decomposition
of the electromagnetic field tensor. We applied this result for the calculation of the
effective action in the physical pseudo-Euclidean (Lorentzian) case and computed
explicitly the imaginary part of the effective action both in the general case and in
the cases of physical interest. We also computed the asymptotics of the obtained
results for supercritical electric fields.
We have discovered a new infrared divergence in the imaginary part of the
effective action for massless spinor fields in four dimensions (or supercritical electric
field), which is induced purely by the gravitational corrections. This means phys-
ically that the creation of massless spinor particles (or massive particles in super-
critical electric field) is magnified substantially by the presence of the gravitational
field. Further analysis shows that a similar effect occurs for any massless fields (also
scalar fields) in the second order in the Riemann curvature. This effect could have
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important consequences for theories with spontaneous symmetry breakdown when
the mass of charged particles is generated by a Higgs field. Such theories would
exhibit a significant amount of created particles (in the massless limit an infinite
amount) at the phase transition point when the symmetry is restored and the massive
charged particles become massless. That is why this seems to be an interesting new
physical effect that deserves further investigation.
CHAPTER 5
NONCOMMUTATIVE EINSTEIN EQUATIONS IN MATRIX
GENERAL RELATIVITY3
Abstract
We study a non-commutative deformation of General Relativity where the
gravitational field is described by a matrix-valued symmetric two-tensor field. The
equations of motion are derived in the framework of this new theory by varying a
diffeomorphisms and gauge invariant action constructed by using a matrix-valued
scalar curvature. Interestingly the genuine non-commutative part of the dynamical
equations is described only in terms of a particular tensor density that vanishes iden-
tically in the commutative limit. A non-commutative generalization of the energy-
momentum tensor for the matter field is studied as well.
5.1 Introduction
The purpose of this chapter is to derive the equations of motion for the
field aµν that generalizes the role played by gµν in the general theory of relativity.
Since this model is a non-commutative extension of Einstein’s General Relativity
we will call the corresponding equations of motions non-commutative Einstein’s
3The material in this chapter has been published in Classical and Quantum Gravity: G. Fucci and
I. G. Avramidi, Noncommutative Einstein Equations, Class. Quant. Grav. 25 (2008) 025005
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equations.
5.2 Variation of the Action
The action functional for Matrix Gravity has been introduced in (2.182)
By varying the action functional, (2.182), we can derive the equations of motion
for the field aµν, which is the main goal and the main result of the present chapter.
These equations will be matrix-valued and they will constitute a generalization of the
ordinary Einstein’s equations that we will call non-commutative Einstein equations.
In order to find the dynamics of the model we vary the action (2.182) with respect
to the field aµν considered as independent variable, namely
aµν −→ aµν + δaµν .
By doing so we obtain, for the variation of the action, the following
δS = S (aµν + δaµν) − S (aµν) = 1
16πG
∫
M
dx 1
N
Tr V(Gµνδaµν) , (5.1)
where Gµν is some matrix valued symmetric tensor density. Then, of course, the
desired equations of motion are
Gµν = 0 . (5.2)
It is important to notice that the matrix-valued tensor density (5.2) has to coincide
with the Einstein tensor in the commutative limit, more precisely we need that, in
the commutative limit, the following relation holds
1
N
Tr Gµν = √g
(
Rµν − 12gµνR
)
. (5.3)
Our main task, then, is to find the explicit form of the equations of motion
that result from the variation of the action (2.182). In all the calculations that will
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follow the order of the terms is important, unless explicitly stated, due to the matrix
nature of them.
First of all, we rewrite the action in a more explicit form which is more
suitable for the subsequent variation, namely
S MGR(a) = 116πG
∫
M
dx 1
N
Tr V
[
ρ
1
2
(aµνRµν + Rµνaµν)
]
. (5.4)
By varying the terms in (5.4) with respect to the independent field aµν, and by using
the cyclic property of the trace we get
δS MGR(a) = 116πG
∫
M
dx 1
N
Tr V
[
δρR + 1
2
{Rµν, ρ}δaµν +
1
2
{ρ, aµν}δRµν
]
, (5.5)
where the curly brackets { , } denote anti-commutation, namely {A, B} = AB + BA.
From the expressions (2.178) and (2.179), we can evaluate the variation of
the matrix-valued Ricci tensor, more precisely we have
δRµν = ∂α(δA αµν) − ∂ν(δA αµα) + δA αλαA λµν +A αλαδA λµν +
− δA αλνA λµα −A αλνδA λµα . (5.6)
From now on, for simplicity of notation, we set
Bµν ≡ {ρ, aµν} . (5.7)
By substituting (5.6) in (5.5), and by using the cyclic property of the trace we obtain
δS MGR(a) = 116πG
∫
M
dx 1
N
Tr V
[
δρR + 1
2
{Rµν, ρ}δaµν + 12 B
µν∂α(δA αµν) +
− 1
2
Bµν∂ν(δA αµα) + 12A
λ
µνBµνδA αλα +
1
2
BµνA αλαδA λµν +
− 1
2
A λµαBµνδA αλν −
1
2
BµνA αλνδA λµα
]
. (5.8)
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By integrating by parts and by collecting similar terms we get
δS MGR(a) = 116πG
∫
M
dx 1
N
Tr V
[
δρR + 1
2
{Rµν, ρ}δaµν − 12
(
Bµν,α − BµνA λαλ +
+ A µλαBλν + BµλA ναλ
)
δA αµν +
1
2
(
Bµν,ν +A µλνBλν
)
δA αµα
]
. (5.9)
We can rewrite the last expression in a more compact form, namely
δS MGR(a) = 116πG
∫
M
dx 1
N
Tr V
[
δρR+ 1
2
{Rµν, ρ}δaµν− 12C
µν
αδA
α
µν+
1
2
DµδA αµα
]
,
(5.10)
where the matrix-valued tensor densities Cµνα and Dµ have the explicit expression
Cµνα = {aµν, ρ,α − ρA λαλ} − ρ[aµν,A λαλ] − [ρ,A µρα]aρν +
− {ρ, [A νλα, aµλ]} − aµλ[A νλα, ρ] + 2{ρ, aµλ}A ν[αλ] , (5.11)
and
Dµ = {aµν, ρ,ν −A ρνρρ} − [ρ,A µρν]aρν − [ρ,A ρνρ]aµν . (5.12)
It is worth noticing that in the commutative limit, or, in other words, when all the
matrices commute, the tensor densities Cµνα and Dµ are identically zero, and the
variation of the action δS MGR simply reduces to the standard result of the general
theory of relativity.
We can write, now, the variation of the connection coefficients. By using
the expression (2.177), and by noticing that
δbµν = −bµρ(δaρσ)bσν ,
we obtain the following
δA αλµ = −bλνδaνβA αβµ −A αλνδaνβbβµ + 12bλσδa
αγ(∂γaρσ)bρµ +
− 1
2
bλσδaργ(∂γaσα)bρµ − 12bλσδa
σγ(∂γaρα)bρµ + 12bλσa
αγ(∂γδaρσ)bρµ +
− 1
2
bλσaργ(∂γδaσα)bρµ − 12bλσa
σγ(∂γδaρα)bρµ . (5.13)
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Once we have the explicit expression for the variation of the connection coefficients,
we can evaluate the last two terms that appear in the variation of the action (5.10).
We start with the first of the two
− 1
2
∫
M
dx Tr V(CµναδA αµν) =
=
1
2
∫
M
dx Tr V
[
A αβνCµναbµλδaλβ + bβνCµναA αµλδaλβ +
− 1
2
(∂γaρσ)bρνCµναbµσδaαγ + 12(∂γa
ασ)bρνCµναbµσδaργ +
+
1
2
(∂γaρα)bρνCµναbµσδaσγ − 12bρνC
µν
αbµσaαγ(∂γδaρσ) +
+
1
2
bρνCµναbµσaργ(∂γδaασ) + 12bρνC
µν
αbµσaσγ(∂γδaρα)
]
, (5.14)
where in this last expression we used the cyclic property of the trace.
We introduce the following definition, which will be useful in order to
simplify the notation,
Fβαρ = bβνCµναbµρ . (5.15)
By using the above definition, the expression in (5.14) can be rewritten as follows
− 1
2
∫
M
dx Tr V(CµναδA αµν) =
=
1
2
∫
M
dx Tr V
[
A αβγa
γρFραλδaλβ + FβαρaργA αγλδaλβ +
− 1
2
(∂γaσρ)Fρασδaαγ + 12(∂γa
ασ)Fρασδaργ + 12(∂γa
αρ)Fρασδaσγ +
− 1
2
Fρασaαγ(∂γδaρσ) + 12Fρασa
ργ(∂γδaασ) + 12Fρασa
σγ(∂γδaρα)
]
, (5.16)
where the first two terms in the last expression has been derived by using the relation
A αβνCµναbµλδaλβ = A αβγaγρbρνCµναbµλδaλβ = A αβγaγρFραλδaλβ . (5.17)
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By integrating by parts and by relabeling dummy indices we find the final expression
for (5.16), namely
− 1
2
∫
M
dx Tr V(CµναδA αµν) = 12
∫
M
dx Tr V
[
A αβγa
γρFραγ + FβαρaργA αγλ +
− 1
2
(∂βaρσ)
(
Fρλσ − Fλσρ − Fσρλ
)]
δaλβ +
+
1
4
{
∂γ
[(
Fρλσ − Fλσρ − Fσρλ
)
aλγ
]}
δaρσ . (5.18)
For the last term in the variation of the action (5.10), we use similar argu-
ments which lead us to the expression (5.18). In this case we introduce the following
definition:
Gβαρ = bβαDµbµρ . (5.19)
By using the definition above and the cyclic property of the trace we obtain
1
2
∫
M
dx Tr V(DµδA αµα) =
− 1
2
∫
M
dx Tr V
[
A αβρa
ργGγαλδaλβ +GβαγaγρA αρλδaλβ +
− 1
2
(∂γaρσ)Gρασδaαγ + 12(∂γa
ασ)Gρασδaργ + 12(∂γa
ρα)Gρασδaσγ +
− 1
2
Gρασaαγ(∂γδaρσ) + 12Gρασa
ργ(∂γδaασ) + 12Gρασa
σγ(∂γδaρα)
]
. (5.20)
By integrating by parts and relabeling dummy indices we get
1
2
∫
M
dx Tr V(DµδA αµα) = −12
∫
M
dx Tr V
[
A αβρa
ργGγαλ +GβαγaργA αρλ +
− 1
2
(∂βaρσ)
(
Gρλσ −Gλσρ −Gσρλ
)]
δaλβ +
− 1
4
{
∂γ
[(
Gρλσ −Gλσρ −Gσρλ
)
aλγ
]}
δaρσ . (5.21)
It is worth noticing that in the above expressions, (5.18) and (5.21), the
tensor densities F and G always appear in the same combination. This observation
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justifies the following definitions
Xρλσ = Fρλσ − Fλσρ − Fσρλ , (5.22)
and
Yρλσ = Gρλσ −Gλσρ −Gσρλ . (5.23)
By using the two definitions above we can rewrite the arguments of the traces in
(5.18) and in (5.21) respectively as
− 1
2
CµναδA αµν =
1
2
[
A αβγa
γρFραλ + FβαρaργA αγλ −
1
2
(∂βaρσ)Xρλσ +
+
1
2
∂γ(Xλρβaργ)
]
δaλβ , (5.24)
and
1
2
DµδA αµα = −
1
2
[
A αβρa
ργGγαλ +GβαγaργA αρλ −
1
2
(∂βaρσ)Yρλσ +
+
1
2
∂γ(Yλρβaργ)
]
δaλβ . (5.25)
By combining the results (5.24) and (5.25) we obtain the expression for the last two
terms in the variation of the action, namely
− 1
2
CµναδA αµν +
1
2
DµδA αµα =
1
2
{
A αβρa
ργ(Fγαλ −Gγαλ) +
+(Fβαγ −Gβαγ)aγρA αργ + 12(∂βa
ρσ)(Yρλσ − Xρλσ) +
−1
2
∂γ
[
(Yλρβ − Xλρβ)aργ
]}
δaλβ . (5.26)
5.3 Noncommutative Einstein Equations
With the expression (5.26) for the last two terms in (5.10), the variation
of the action has the form (5.1) which is suitable for the derivation of the dynamical
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equations of the model. Before writing the complete dynamical equations, we will
simplify further the expression (5.26).
The definition (5.22) gives a linear relation between the matrix-valued ten-
sor density X and a particular combination of matrix-valued tensor density F, a
similar linear relation between Y and G is given in (5.23). By using simple tensor
algebra, it can be easily shown that those relations can be inverted, namely we can
write
Fρλσ = −
1
2
(Xλσρ + Xσρλ) , (5.27)
and
Gρλσ = −12(Yλσρ − Yσρλ) . (5.28)
By substituting the equations (5.27) and (5.28) in the expression (5.26) we obtain
the following
− 1
2
CµναδA αµν +
1
2
DµδA αµα =
1
4
{
A αβρa
ργ[(Yαλγ − Xαλγ) + (Yλγα − Xλγα)] +
+ [(Yαγλ − Xαγλ) + (Yγβα − Xγβα)]aργA αρλ +
+ (∂βaρσ)(Yρλσ − Xρλσ) − ∂γ[(Yλρβ − Xλρβ)aργ]
}
δaλβ . (5.29)
We can see, in the last formula, that the tensor densities X and Y enter
always in the same combination. It is useful, therefore, to define the following
tensor density
Hµνρ = Yµνρ − Xµνρ . (5.30)
With this last definition we can rewrite (5.29) as
− 1
2
CµναδA αµν +
1
2
DµδA αµα =
1
4
[
A αβρa
ργHαλγ +A αβρaργHλγα +
+HαγβaργA αρλ + HγβαaργA αρλ + (∂βaρσ)Hρλσ − ∂γ(Hλρβaργ)
]
δaλβ . (5.31)
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By using the compatibility condition of the metric tensor aµν with the connection
coefficients A αµν, we can write that
∂βa
ρσ = −A ργβaγσ −A σγβaργ , (5.32)
moreover we obtain that
− ∂γ(Hλρβaργ) = −(∂γHλρβ)aργ + HλρβA ρσγaσγ + HλρβA γσγaσρ . (5.33)
Since Hµνρ is a tensor density, we can write
DγHλρβ = ∂γHλρβ −A αλγHαρβ −A αργHλαβ −A αβγHλρα −A αγαHλρβ . (5.34)
By using the results obtained in (5.32), (5.33) and (5.34) we can express (5.31) as
follows
− 1
2
CµναδA αµν +
1
2
DµδA αµα =
1
4
{
2A α[βρ]aργHαλγ + 2HαλβaργA α[ρλ] +
−(DγHλρβ)aργ − [A αλρ, Hαγβ]aργ − Hαγβ[A αλρ, aργ] − [A αργ, Hλαβ]aργ +
−[A αγα, Hλρβ]aργ −A αβγ[Hλρα, aργ]
}
δaλβ . (5.35)
At this point we introduce the operator P defined as
PγHλρβ = DHλρβ + [A αλγ, Hαρβ] + [A αργ, Hλαβ] + [A αβγ, Hλρα] + [A αγα, Hλρβ] .
(5.36)
By using the last definition in (5.35) one obtains
− 1
2
CµναδA αµν +
1
2
DµδA αµα =
1
4
{
2A α[βρ]aργHαλγ + 2HαλβaργA α[ρλ] +
−(PγHλρβ)aργ + [A αβγ, Hλρα]aργ − Hαγβ[A αλρ, aργ] −A αβγ[Hλρα, aργ]
}
δaλβ .
(5.37)
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We finally have all the ingredients that we need in order to write the dy-
namical equations of the theory. Now we only have to find an expression for the
variation δρ. The definition of ρ is given in (2.181), and its variation can be straight-
forwardly evaluated as follows
δρ = −
∫
Rn
dξ
π
n
2
∫ 1
0
ds e−(1−s)A(ξ)δaµνξµξνe−sA(ξ) , (5.38)
where
A(ξ) = aµνξµξν . (5.39)
Once we have the expression (5.38) for the variation, we can use the cyclic property
of the trace to write that
Tr V(δρ R) = Tr V
−
∫
Rn
dξ
π
n
2
∫ 1
0
ds e−sA(ξ)Re−(1−s)A(ξ)ξµξν
 δaµν . (5.40)
By combining (5.40), (5.37) and (5.10) we obtain the non-commutative
Einstein equations in absence of matter, namely
Gµν = 0 , (5.41)
where
Gµν =
1
2
{ρ,Rµν} + Fµν +
1
2
A α[µρ]a
ργHανγ +
1
2
HαλνaργA α[ρµ] −
1
4
(PγHµρν)aργ +
+
1
4
[A ανγ, Hµρα]aργ −
1
4
Hαγν[A αµρ, aργ] −
1
4
A ανγ[Hµρα, aργ] , (5.42)
is the non-commutative Einstein tensor, Fµν is defined by
Fµν = −
∫
Rn
dξ
π
n
2
∫ 1
0
ds e−sA(ξ)Re−(1−s)A(ξ)ξµξν, (5.43)
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and the tensor density H has the explicit form
Hαλγ = bαν(δνλDµ−Cµνλ)bµγ−bλν(δνγDµ−Cµνγ)bµα−bγν(δναDµ−Cµνα)bµλ . (5.44)
These equations are the main result of the present chapter. One can show
that the first two terms in the equations (5.42) represent a straightforward general-
ization of Einstein’s equation to endomorphism-valued objects and the rest of the
terms can be considered as a genuine non-commutative part which is not present in
Einstein’s equation. It is interesting to note that the pure non-commutative part is
completely described by the tensor density Hµνρ defined in (5.44).
Moreover the equation (5.41) satisfies the requirement (5.3), which, in
words, expresses the necessity that our model reduces, in the commutative limit,
to the standard theory of General Relativity. In fact, the trace of the pure non-
commutative terms vanishes, because of the presence of the commutators, and the
first two terms just give
1
N
TrV
(
1
2
{ρ,Rµν} + Fµν
)
=
√
g
(
Rµν − 12gµνR
)
. (5.45)
For an arbitrary matrix algebra the equation (5.41) becomes more compli-
cated than the ordinary Einstein’s equation due to presence of the new tensor density
Hµνρ. We mention, now, a particular case in which (5.41) simplifies. The formal-
ism used so far deals with geometric quantities which are endomorphism-valued,
namely they take values in End(V). By choosing a basis in the vector space V we
can represent End(V) by means of matrices. Let us suppose that the algebra under
consideration is Abelian, in this case all the elements commute with each other and
the tensor density Hµνρ vanishes identically and the equation (5.41) becomes
Rµν −
1
2
bµνR = 0 . (5.46)
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Therefore, in case of a commutative matrix algebra, the equation of motion of our
model have the same form as Einstein’s equation, with the only difference that (5.46)
is matrix-valued.
5.4 The Action for the Matter Field
In order to have a complete theory for the gravitational field we need to
describe the dynamics of the matter field in the framework of matrix general relativ-
ity. The main idea is to extend the general results of classical field theory. We will
consider, in the following, the dynamics of a multiplet of free scalar fields propa-
gating on a manifold M. We can construct an invariant action by using the matrix
valued metric aµν and the measure ρ. A typical action is
S matter(a, ϕ) = 14
∫
M
dx
{
−
〈
∂µϕ, {ρ, aµν}∂νϕ
〉
− 〈ϕ, {ρ, Q}ϕ〉
}
, (5.47)
where 〈 , 〉 denotes the fiber inner product on the vector bundle V , and Q is a constant
mass matrix determining the masses of the scalar fields. The equations of motion of
the scalar fields are then obviously
[
−∂µ{ρ, aµν}∂ν + {ρ, Q}
]
ϕ = 0 . (5.48)
The complete action of the gravity and matter is described then by
S (a, ϕ) = S MGR(a) + S matter(a, ϕ) . (5.49)
By varying the above action with respect to aµν one obtains the non-commutative
Einstein equation in presence of matter
Gµν = 8πGNTµν , (5.50)
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where Tµν is the matrix energy-momentum tensor defined by
Tµν = −12
δS matter
δaµν
. (5.51)
By using the explicit lagrangian (5.47) for the matter field, we obtain the expression
for the energy-momentum tensor
Tµν =
1
8
[
{ρ, ∂µϕ ⊗ ∂νϕ} +Mµν +Nµν
]
+ (µ↔ ν) , (5.52)
where the explicit form of Mµν and Nµν is obtained by using the variation of the
scalar density ρ in (5.38), namely
Mµν = −
∫
Rn
dξ
π
n
2
∫ 1
0
ds e−sA(ξ){aαβ, ∂αϕ ⊗ ∂βϕ}e−(1−s)A(ξ)ξµξν , (5.53)
and
Nµν = −
∫
Rn
dξ
π
n
2
∫ 1
0
ds e−sA(ξ){Q, ϕ ⊗ ϕ}e−(1−s)A(ξ)ξµξν . (5.54)
It is worth remarking, here, that the above formula (5.52) for the energy-
momentum tensor Tµν reduces, in the commutative limit, to the standard result, e.g.
[51].
5.5 Conclusions
The main idea of this new model is to describe the gravitational field by
a multiplet of gauge fields with some internal structure. For this purpose the metric
field gµν, which describes gravity in General Relativity, is replaced by a matrix-
valued 2-tensor field aµν. This allows the model to have a much richer content in
describing gravitational phenomena. A more general geometric picture is devel-
oped by allowing the metric to be matrix-valued. Most of the geometric quantities,
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used in describing gravity, can be generalized to be endomorphism-valued. In this
framework it is possible to introduce an action for the gravitational field which is
diffeomorphisms and gauge invariant, that leads, after performing the variation with
respect to aµν, to the modified (non-commutative) Einstein equation. It is interesting
that the non-commutative part of the modified equations only depends on a specific
tensor density Hµνρ and on a linear combination of its commutators.
An important question is related to the quantization of the present model.
The analysis developed in this chapter is purely classical and the theory is repre-
sented by nothing but a generalized sigma model. The problems of quantization of
the present theory, then, are the same that we encounter in performing the quantiza-
tion of a sigma model.
We would like to make a final remark. In our model all the geometric
quantities that we need to develop the formalism are endomorphism-valued. Once a
basis for the vector bundle V has been fixed, we can represent elements of End(V)
by matrices. Of course the description of physical phenomena has to be indepen-
dent from the particular realization of the representation. This is, ultimately, related
to the gauge invariance of the theory. We believe that by an opportune choice of
gauge, namely an opportune representation of End(V) by matrices, the dynamical
equation (5.41) could be simplified further. The search for such particular gauge, if
it exists, requires further studies in matrix differential geometry and matrix General
Relativity.
CHAPTER 6
NONCOMMUTATIVE CORRECTIONS IN
SPECTRAL MATRIX GRAVITY4
Abstract
We study a non-commutative deformation of General Relativity based on
spectral invariants of a partial differential operator acting on sections of a vector
bundle over a smooth manifold. We compute the first non-commutative corrections
to Einstein equations in the weak deformation limit and analyze the spectrum of the
theory. Related topics are discussed as well.
6.1 Introduction
The main goal of this chapter is to study the action of Spectral Matrix
Gravity in the weak deformation limit and to describe the corresponding corrections
to Einstein equations.
We will describe a method for the calculation of the heat kernel developed
in [7, 15], which is based on the covariant Fourier transform proposed in [5, 14].
In what follows we specialize the discussion to second order partial differential op-
4The material in this chapter has been published in Classical and Quantum Gravity: G. Fucci
and I. G. Avramidi, Non-Commutative Corrections in Spectral Matrix Gravity, Class. Quant. Grav.
(2009) 26 045019 (24pp)
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erators with non-scalar leading symbol which naturally arise in the framework of
Matrix Gravity. These operators can be written in a manifestly self-adjoint form as
follows [21]
L = −ρ−1∇µρaµνρ∇νρ−1 + ¯Q , (6.1)
where aµν is a matrix-valued symmetric tensor of type (2, 0), ρ is a matrix-valued
density of weight 1/2 and ¯Q is a matrix-valued function.
The heat kernel for a general non-Laplace type second order partial differ-
ential operator L is the kernel of the heat semigroup, that is,
U(t|x, x′) = exp(−tL)P(x, x′)δ(x, x′) , (6.2)
where δ(x, x′) is the delta-function (in the density form). By utilizing the Fourier
integral representation for the covariant delta function (2.162), we obtain
U(t|x, x′) = ∆ 12 (x, x′)P(x, x′)
∫
Rn
dξ
(2π)n exp{ıξµ′σ
µ′(x, x′)}Φ(t|k, x, x′) , (6.3)
where
Φ(t|k, x, x′) = exp(−tA) · I , (6.4)
A = e−ıξµ′σµ
′
P−1∆− 12 L∆ 12Peıξµ′σµ
′
. (6.5)
By using the coincidence limits of the two-point functions, in section 2.2.4, we
obtain the heat kernel diagonal
U(t|x, x) =
∫
Rn
dξ
(2π)n Φ(t|k, x, x) . (6.6)
By substituting the operator (6.1) in equation (6.5), we get
A = −e−ıξµ′σµ
′
P−1∆− 12ρ−1∇µρaµνρ∇νρ−1∆ 12Peıξµ′σµ
′
+ Q , (6.7)
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where Q = P−1 ¯QP. We rewrite this operator in a more convenient form
A = − ¯XµaµνXν + Q , (6.8)
where
Xν = e−ıξµ′σ
µ′P−1∆− 12ρ∇νρ−1∆ 12Peıξµ′σµ
′
,
¯Xµ = eıξµ′σ
µ′P∆ 12ρ−1∇µρ∆−
1
2P−1e−ıξµ′σµ
′
. (6.9)
It is useful to introduce, now, two quantities
Cν = −ρ; νρ−1 and ¯Cν = −ρ−1ρ; ν . (6.10)
Then we get
Xν = ∇ν +Cν + ζ; ν + Eν + ıξµ′ηµ′ν , (6.11)
¯Xµ = ∇µ − ¯Cµ + ζ; µ + Eµ + ıξν′ην′µ , (6.12)
and
A = −(∇µ − ¯Cµ + ζ; µ + Eµ + ıξρ′ηρ′µ)aµν(∇ν +Cν + ζ; ν + Eν + ıξρ′ηρ′ν) + Q . (6.13)
Finally, a straightforward calculation gives
A = H + K + L . (6.14)
Here
H = ξα′ξβ′ηα
′
µη
β′
νa
µν , (6.15)
K = −ıξρ′(Bρ′ν∇ν +Gρ′) , (6.16)
L = − ¯DµaµνDν + Q , (6.17)
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where
Bρ′ν = 2ηρ′µaµν ,
Gρ′ = aµν; µηρ
′
ν + a
µνηρ
′
ν; µ − ¯Cµaµνηρ′ν + ηρ′νaµνCµ
+ Eµaµνηρ
′
ν + η
ρ′
νa
µνEµ + 2ζ; µaµνηρ
′
ν , (6.18)
¯Dµ = ∇µ + ¯Aµ = ∇µ − ¯Cµ + ζ; µ + Eµ ,
Dν = ∇ν +Aν = ∇ν + Cν + ζ; ν + Eν , (6.19)
with Cν, ¯Cµ, ζ defined in (6.10), (2.121) and Eµ
Eµ = P−1∇µP . (6.20)
More explicitly we can also write that
L = −aµν∇µ∇ν +Yµ∇µ +Z , (6.21)
where
Yµ = −aµν; ν + ¯Cνaµν − aµνCν − 2aµνζ; ν − aµνEν − Eνaµν , (6.22)
Z = −aµν; µCν − aµνCν; µ + ¯CµaµνCν − aµν; µζ; ν − aµνζ; µν + ¯Cµaµνζ; ν
− ζ; µaµνCν − ζ; µaµνζ; ν − aµν; µEν − aµνEν; µ + ¯CµaµνEν − EµaµνCν
− EµaµνEν − ζ; νaµνEµ − ζ; νEµaµν + Q . (6.23)
Thus, by using the eq. (6.14) we obtain
U(t|x, x) =
∫
Rn
dξ
(2π)n e
−t(H+K+L) · I
∣∣∣∣
x=x′
, (6.24)
which, by scaling the integration variable ξ → t− 12 ξ, takes the form
U(t|x, x) = (4πt)− n2
∫
Rn
dξ
π
n
2
exp(−H − √tK − tL) · I
∣∣∣∣
x=x′
. (6.25)
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It is convenient, to rewrite this equation as
U(t|x, x) = (4πt)− n2
∫
Rn
dξ
π
n
2
e−|ξ|
2
exp(− ˜H − √tK − tL) · I
∣∣∣∣
x=x′
, (6.26)
where |ξ|2 = gµνξµξν and
˜H = H − |ξ|2 . (6.27)
In order to evaluate the first three coefficients of the asymptotic expansion
of (6.26) as t → 0 we use the Volterra series for the exponent of a sum of two
non-commuting operators in (2.164) to obtain
exp(− ˜H − √tK − tL) = e− ˜H − √t Ω + tΨ + O(t 32 ) , (6.28)
where
Ω =
1∫
0
dτ1e−(1−τ1)
˜HKe−τ1 ˜H , (6.29)
and
Ψ =
1∫
0
dτ2
τ2∫
0
dτ1e−(1−τ2)
˜HKe−(τ2−τ1) ˜HKe−τ1 ˜H −
1∫
0
dτ1e−(1−τ1)
˜HLe−τ1 ˜H . (6.30)
We are only interested in the terms a0 and a1 of the heat kernel expansion,
namely the terms of zero order and linear in the parameter t. These terms can be
written, respectively, as
a0 = g
1
2 a˜0 , (6.31)
a1 = g
1
2 a˜1 , (6.32)
where
a˜0 =
∫
Rn
dξ
π
n
2
g−
1
2 e−|ξ|
2
exp{− ˜H} · I
∣∣∣∣
x=x′
, (6.33)
a˜1 =
∫
Rn
dξ
π
n
2
g−
1
2 e−|ξ|
2
Ψ · I
∣∣∣∣
x=x′
. (6.34)
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The term t 12 of the heat kernel expansion vanishes identically. This hap-
pens because the heat kernel coefficients are defined as ξ-integrals over the whole
R
n and the term Ω in (6.29) is an odd function of ξ.
6.2 Evaluation of the Heat Kernel Coefficients
6.2.1 Local Coefficient a˜0
We will evaluate the heat kernel coefficients A0 and A1 using the pertur-
bation theory. The main idea is to introduce a small deformation parameter λ and
evaluate the non-commutative corrections to the action of Spectral Matrix Gravity.
For this purpose we write the matrix aµν as
aµν = gµν I + λhµν , (6.35)
where hµν is a traceless matrix-valued tensor field (a non-commutative perturbation
of the Riemannian metric), satisfying
trVhµν = 0 . (6.36)
Furthermore, we parameterize the matrix-valued density ρ introduced in (6.1) as
ρ = g
1
4 eφeλσ . (6.37)
Here σ is a traceless matrix-valued scalar field and φ is a scalar field. (Do not
confuse it with the world function introduced in the previous sections!) Finally, we
also decompose the endomorphism Q,
Q = q · I + λΘ , (6.38)
where Θ is a traceless matrix-valued scalar field.
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Now we expand all the quantities in powers of λ. On doing so the matrix
ρ and its inverse read
ρ = g
1
4 eφ
(
1 + λσ +
λ2
2
σ2
)
+ O(λ3) ,
ρ−1 = g−
1
4 e−φ
(
1 − λσ + λ
2
2
σ2
)
+ O(λ3) , (6.39)
and its derivative is
g−
1
4ρ; ν = e
φ
[
λσ; ν +
λ2
2
(σ; νσ + σσ; ν)
]
+ eφφ; ν
(
1 + λσ + λ
2
2
σ2
)
+ O(λ3) . (6.40)
¿From the last two expressions one can easily evaluate the operators Cν and ¯Cν
obtaining explicitly
Cν = −ρ; νρ−1 = −φ; ν − λσ; ν +
λ2
2
[σ; ν, σ] + O(λ3) , (6.41)
¯Cν = −ρ−1ρ; ν = −φ; ν − λσ; ν −
λ2
2
[σ; ν, σ] + O(λ3) . (6.42)
The operators ˜H, K and L introduced above in (6.15), (6.16) and (6.17)
depend on the deformation parameter λ as well. By expanding them in terms of the
deformation parameter we get
˜H = H0 + λH1 ,
K = K0 + λK1 + λ2K2 + O(λ2) ,
L = L0 + λL1 + λ2L2 + O(λ2) , (6.43)
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where
H0 = ξα′ξβ′(ηα′µηβ′νgµν − gα′β′) , (6.44)
H1 = ξα′ξβ′ηα
′
µη
β′
νhµν , (6.45)
K0 = −ıξα′(2ηα′µgµν∇ν + 2ηα′µgµνζ; ν + ηα′ µ; µ + Eµηα′µ + ηα′µEµ) , (6.46)
K1 = −ıξα′(2ηα′µhµν∇ν + ηα′µhµν;ν + 2ηα′µhµνζ; ν + hµνηα′µ; ν + ηα′µhµνEν
+ ηα
′
µEνhµν) , (6.47)
K2 = −ıξα′[ηα′µ([σ; ν, hµν] + [σ; µ, σ])] , (6.48)
L0 = −∇2 − (2ζ ; µ + 2Eµ)∇µ + φ; µ; µ + φ; µφ; µ − ζ; µ; µ
− ζ ; µζ; µ − Eµ; µ − EµEµ − 2ζ; µEµ + q , (6.49)
L1 = −hµν∇µ∇ν − [hµν; ν + 2ζ; νhµν + (hµνEν + Eνhµν)]∇µ + σ; µ; µ
+ hµν; µφ; ν + hµνφ; µν + 2φ; νσ; ν + φ; µhµνφ; ν − hµν; µζ; ν
− hµνζ; µν − ζ; µhµνζ; ν − hµν; µEν − hµνEν; µ + [Eµ, σ; µ]
+ φ; µ[Eν, hµν] − EµhµνEν − Eµhµνζ; ν − ζ; µhµνEν + Θ , (6.50)
L2 = ([hµν, σ; ν] − [σ; µ, σ])∇µ − 12[σ; µ
; µ, σ] + hµν; µσ; ν + hµνσ; µν
+ σ; νσ; ν + σ; νhµνφ; µ + φ; νhµνσ; µ −
1
2
[σ; µ, σ]ζ; µ −
1
2
ζ; µ[σ; µ, σ]
+ ζ; µhµνσ; ν − σ; νhµνζ; µ − 12([σ; µ, σ]E
µ + Eµ[σ; µ, σ])
+ Eµhµνσ; ν − σ; µhµνEν . (6.51)
In the framework of perturbation theory we write, then, the coefficients a˜0
and a˜1 of the heat kernel expansion in (6.33) and (6.34) in terms of the deformation
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parameter λ, namely
a˜0(λ) = a(0)0 + λa(1)0 + λ2a(2)0 + O(λ3)
a˜1(λ) = a(0)1 + λa(1)1 + λ2a(2)1 + O(λ3) . (6.52)
By using the explicit formulas obtained in (6.44) through (6.51), we will be able to
evaluate all the coefficients of the Taylor expansions in (6.52).
Next, we introduce a notation that will be useful in the following calcula-
tions. Let f be a function of ξ. We define the Gaussian average of the function f
as
〈 f 〉 =
∫
Rn
dξ
π
n
2
g−
1
2 e−|ξ|
2 f (ξ) . (6.53)
The Gaussian averages of the polynomials are well known
〈ξµ1 · · · ξµ2n+1〉 = 0 ,
〈ξµ1 · · · ξµ2n〉 =
(2n)!
22nn!g(µ1µ2 · · · gµ2n−1µ2n) , (6.54)
where the parentheses ( ) denote the symmetrization over all the included indices.
For the coefficient of order zero of the heat kernel expansion we consider
the first equation in (6.52). From the formula (6.33), it is easy to see that the only
non-vanishing contribution to a˜0 is
a˜0 =
〈(
1 − λN + λ
2
2
N2
)
· I
〉 ∣∣∣∣∣∣
x=x′
+ O(λ3) . (6.55)
By using the equations (6.44), (6.45) and after taking the coincidence limit we obtain
the expression
a˜0 =
〈(
I − λhµνξµξν + 12λ
2hµνhρσξµξνξρξσ
)〉
+ O(λ3) , (6.56)
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and then, by performing the Gaussian averages, we get
a˜0 = 1 −
λ
2
h + λ
2
8 (h
2 + 2hµνhµν) + O(λ3) , (6.57)
where h = gµνhµν. In order to evaluate the global coefficient A0, we need the trace of
(6.57). Since hµν is traceless we immediately obtain
trV a˜0 = trV
(
1 + λ
2
8
h2 + λ
2
4
hµνhµν
)
+ O(λ3) . (6.58)
6.2.2 Coincidence Limits
In this section we will list the various coincidence limits that we will use
during the calculations performed in this chapter.
Through all this section the subscripts 0,1 and 2 will be used to denote
terms of different order in the deformation parameter λ. More precisely for any
quantity X which contains different orders of λ we write
X = X0 + λX1 + λ2X2 + O(λ3) ,
where X0, X1 and X2 denote, respectively, the zeroth, first and second order in λ.
We start with the coincidence limit of the operator ˜H in (6.15) and its
derivatives. More precisely we have
[ ˜H] = λξµξνhµν . (6.59)
For the first derivative we obtain
[ ˜H; µ] = λξαξβhαβ; µ . (6.60)
For the second derivative we get the following formula
[ ˜H; µν] = −23ξαξ
ρRαµνρ − 23λξαξσh
ρσ(Rαµνρ + Rαρνµ) + λξαξβhαβ; µν . (6.61)
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Recall, now, the definition (6.16) for the operator K. The coincidence
limits of the terms in K are
[
Bρ
′ν
0
]
= −2gρν , (6.62)[
Bρ
′ν
1
]
= −2hρν . (6.63)
For the derivatives of these quantities we have
[
(∇µBρ′ν)0
]
= 0 , (6.64)[
(∇µBρ′ν)1
]
= −2hρν; µ . (6.65)
For the other terms we have
[
Gρ
′
0
]
= 0 , (6.66)[
Gρ
′
1
]
= −hρν; ν . (6.67)
for the derivatives of (6.66) we get
[
(∇νGρ′)0
]
=
1
3R
ρ
ν + Rρν , (6.68)[
(∇νGρ′)1
]
= −hρα; αν −
1
3h
ραRαν +
2
3h
µαRρανµ + hραRαν , (6.69)[
(∇νGρ′)2
]
= −[σ; αν, hρα] − [σ; α, hρα; ν] − [σ; ρ; ν, σ] − [σ; ρ, σ; ν] . (6.70)
For the operator L in (6.17) we need the following coincidence limits
[(Aν)0] = −[( ¯Aν)0] = −φ; ν , (6.71)
[(Aν)0] = −[( ¯Aν)0] = −σ; ν , (6.72)
[(Aν)0] = [( ¯Aν)0] = 12[σ; ν, σ] . (6.73)
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We also used, during the calculation, the coincidence limits for the derivatives of
Aν, namely
[
(∇µAν)0
]
= −φ; νµ +
1
6Rνµ −
1
2
Rνµ , (6.74)[
(∇µAν)1
]
= −σνµ , (6.75)[
(∇µAν)2
]
=
1
2
([σ; νµ, σ] + [σ; ν, σ; µ]) . (6.76)
6.2.3 Local Coefficient a˜1
Now we evaluate the coefficient a˜1. By using the expressions (6.34), (6.30)
and (6.17) we have
trV a˜1 =
{〈
trV [−e− ˜HQ]
〉
+
〈
trV
[ 1∫
0
dτ2
τ2∫
0
dτ1e−(1−τ2)
˜HKe−(τ2−τ1) ˜HKe−τ1 ˜H
]〉
−
〈
trV
[ 1∫
0
dτ1e−(1−τ1)
˜H
¯DµaµνDνe−τ1 ˜H
]〉}∣∣∣∣∣∣
x=x′
, (6.77)
where the first term of the expression (6.77) has been obtained by simply using the
cyclic property of the trace.
In the following we will evaluate the terms in (6.77) separately. We start
with the simplest of them, namely the one involving the endomorphism Q. By using
the Taylor expansion in λ of ˜H in (6.43) and the coincidence limits (2.119) we obtain
〈
trV [−e− ˜HQ]
〉 ∣∣∣∣
x=x′
=
〈
trV
(
−Q + λξµξνhµνQ − λ
2
2
ξµξνξρξσhµνhρσQ
)〉 ∣∣∣∣∣∣
x=x′
+ O(λ3) .
(6.78)
By expanding Q as in (6.38) and by performing the Gaussian averages we obtain
〈
trV [−e− ˜HQ]
〉 ∣∣∣∣
x=x′
= −Nq + λ2trV
(
1
2
hΘ − 18h
2q − 1
4
hµνhµνq
)
+ O(λ3) , (6.79)
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where we used the property (6.36).
For the second term in equation (6.77) we get, by using the definition
(6.16),
〈
trV
[ 1∫
0
dτ2
τ2∫
0
dτ1e−(1−τ2)
˜HKe−(τ2−τ1) ˜HKe−τ1 ˜H
]〉 ∣∣∣∣∣∣
x=x′
=
−
〈
trV
[
ξρ′ξσ′
1∫
0
dτ2
τ2∫
0
dτ1e−(1−τ2)
˜H
(
Bρ′ν∇νe−(τ2−τ1) ˜HBσ′µ∇µe−τ1 ˜H
+Bρ′ν∇νe−(τ2−τ1) ˜HGσ′e−τ1 ˜H +Gρ′e−(τ2−τ1) ˜HBσ′µ∇µe−τ1 ˜H
+Gρ′e−(τ2−τ1) ˜HGσ′e−τ1 ˜H
)]〉∣∣∣∣∣∣
x=x′
. (6.80)
It is straightforward to notice that in the last expression we need to compute first and
second derivatives of the exponentials containing the operator ˜H. These derivatives
are computed by using integral representations, i.e. for the first derivative we have
[21]
∇µe−τ ˜H = −βµ(τ)e−τ ˜H , (6.81)
where
βµ(τ) =
τ∫
0
ds e−s ˜H ˜H; µes
˜H . (6.82)
This last integral can be evaluated by referring to the following formula and by
integrating over s [21]
e− ˜H ˜H; µe
˜H =
∞∑
k=0
(−1)k
k! [
˜H, · · · [ ˜H︸     ︷︷     ︸
k
, ˜H; µ] · · · ] . (6.83)
By expanding (6.82) in s, up to the second order in λ, we obtain
∇µe−τ ˜H = −
(
τ ˜H; µ +
1
2
τ2[ ˜H; µ, ˜H]
)
e−τ ˜H + O(λ3) . (6.84)
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This last expression can be obtained by recalling that the coincidence limit for ˜H
and its derivatives is of order λ without the zeroth order term.
For the second derivative we write [21]
∇µ∇νe−τ ˜H = −
τ∫
0
ds1e−(τ−s1)
˜H
˜H; µνe−s1
˜H +
+
τ∫
0
ds2
s2∫
0
ds1
(
e−(s2−s1) ˜H ˜H; νe−s1
˜H
˜H; µe−(τ−s2)
˜H +
+ e−(τ−s2) ˜H ˜H; µe−(s2−s1)
˜H
˜H; νe−s1
˜H
)
. (6.85)
We can express this formula in the same form as (6.84), i.e.
∇µ∇νe−τ ˜H = −
(
τ ˜H; µν +
1
2
[ ˜H; µν, ˜H] − 12τ
2{ ˜H; ν, ˜H; µ}
)
e−τ ˜H + O(λ3) . (6.86)
Now that we have the expressions (6.81) through (6.86), we can substitute
them in (6.80) and we can expand the remaining exponentials in τ up to orders λ2.
After the expansion of the exponentials and after taking the coincidence limit, we
have to evaluate the double integrals of polynomials in τ1 and τ2 which will yield
the numerical coefficients for the various terms in (6.80). The most general double
integral that we need to evaluate is the following
I1(α, β, γ, δ) =
1∫
0
dτ2
τ2∫
0
dτ1τα1 (1 − τ2)β(τ2 − τ1)γ(1 − τ2 + τ1)δ , (6.87)
with (α, β, γ, δ) being positive integers so that the integral is well defined. The solu-
tion in closed form of (6.87) can be found as follows.
This integral is well defined for Re(α) > −1, Re(γ) > −1 and 0 < τ2 < 1.
By using the integral representation of the hypergeometric function we can evaluate
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the integral in τ1, i.e.
I1 =
Γ(1 + α)Γ(1 + γ)
Γ(2 + α + γ)
1∫
0
dτ2τ1+α+γ2 (1 − τ2)β+δ2F1
(
1 + α,−δ, 2 + α + γ ; τ2
1 − τ2
)
.
(6.88)
Now, by using the linear transformation formula for the hypergeometric function we
get [1]
2F1
(
1 + α,−δ, 2 + α + γ ; τ2
1 − τ2
)
=
= (1 − τ2)1+α2F1 (1 + α, 2 + α + γ + δ, 2 + α + γ ; τ2) . (6.89)
By substituting the last expression in the integral (6.88) we obtain
I1 =
Γ(1 + α)Γ(1 + γ)
Γ(2 + α + γ) ×
1∫
0
dτ2τ1+α+γ2 (1 − τ2)1+α+β+δ2F1 (1 + α, 2 + α + γ + δ, 2 + α + γ ; τ2) .
(6.90)
This integral over τ2 is, now, of the following general form
I =
1∫
0
dx xc−1(1 − x)d−12F1 (a, b, c ; x) , (6.91)
which is well define for Re(c) > 0 and Re(d) > 0 and has a solution in a closed form
[54], namely
I = Γ(c)Γ(d)Γ(c + d − a − b)
Γ(c + d − a)Γ(c + d − b) . (6.92)
By using the results (6.92) in the integral (6.90), we get the solution (6.93), i.e.
I1(α, β, γ, δ) = Γ(1 + α)Γ(1 + β)Γ(1 + γ)Γ(2 + α + β + δ)
Γ(3 + α + β + γ + δ)Γ(2 + α + β) , (6.93)
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where Γ(x) is the Euler gamma function.
By using the technical details described above and the coincidence limits
for the various terms in (6.80) (see Section 6.3.2), we obtain
〈
trV
[ 1∫
0
dτ2
τ2∫
0
dτ1e−(1−τ2)
˜HKe−(τ2−τ1) ˜HKe−τ1 ˜H
]〉 ∣∣∣∣∣∣
x=x′
=
= trV (Ω0) + λtrV (Ω1) + λ2trV (Ω2) + O(λ3) , (6.94)
where
Ω0 =
1
6R , (6.95)
Ω1 =
1
6h
;α
;α − 16h
µν
; µν − 112hR +
1
6h
µνRµν , (6.96)
Ω2 = − 116h; µh
; µ +
1
6h
µν
; µh; ν − 18h
µν
; ρhµν; ρ − 112hh
;α
;α +
1
12
hhµν; µν
+
1
6h
µνh; µν − 16h
µνhµν;α;α +
1
12
hµν; ρhµρ; ν − 16h
µ
ρhνρRµν +
1
48
h2R
− 1
12
hhµνRµν +
1
24
hµνhµνR . (6.97)
We can finally evaluate the last term in equation (6.77). By using the
definitions (6.17) and (6.19) we can write that
〈
trV
[ 1∫
0
dτ1e−(1−τ1)
˜H
¯DµaµνDνe−τ1 ˜H
]〉 ∣∣∣∣∣∣
x=x′
=
〈
trV
[ 1∫
0
dτ1e−(1−τ1)
˜H
(
aµν; µ∇ν + aµν∇µ∇ν + aµν; µAν
+aµνAν; µ + aµνAν∇µ + ¯Aµaµν∇ν + ¯AµaµνAν
)]〉∣∣∣∣∣∣
x=x′
. (6.98)
In order to evaluate this term we use the derivatives in (6.84) and (6.86)
and we expand the remaining exponentials of ˜H in τ up to terms in λ2. During
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the calculation the numerical coefficients of the various terms can be evaluated by
referring to the following general integral
I2(α, β) =
1∫
0
dτ1τα1 (1 − τ1)β , (6.99)
where (α, β) are positive integers. The solution to this integral is easily find by
recalling the integral representation of the hypergeometric function [1]
2F1 (a, b, c ; z) = Γ(c)
Γ(b)Γ(c − b)
1∫
0
dt tb−1(1 − t)c−b−1(1 − tz)−a , (6.100)
where Re(c) > 0 and Re(b) > 0. From this last general expression we obtain the
integral (6.99) by setting z = 0, α = b − 1 and β = c − b − 1. By recalling that
2F1 (a, b, c ; 0) = 1, we finally get
I2(α, β) = Γ(1 + α)Γ(1 + β)
Γ(2 + α + β) = B(1 + α, 1 + β) , (6.101)
where B(a, b) denotes the Euler beta function.
The explicit form of (6.98) can be obtained with the help of (6.101) and
the coincidence limits in Section 6.3.2. After a straightforward calculation one gets
−
〈
trV
[ 1∫
0
dτ1e−(1−τ1)
˜H
¯DµaµνDνe−τ1 ˜H
]〉 ∣∣∣∣∣∣
x=x′
=
= trV (Ξ0) + λtrV (Ξ1) + λ2trV (Ξ2) + O(λ3) , (6.102)
202
where
Ξ0 = −φ; µ; µ − φ; µφ; µ , (6.103)
Ξ1 = −σ; µ; µ − hµν; µφ; ν − hµνφ; µν − 2φ; νσ; ν − φ; µhµνφ; ν
+
1
2
h(φ; µ; µ + φ; µφ; µ) − 14h
;α
;α , (6.104)
Ξ2 =
1
8hh
;α
;α +
1
4
hµνh;αµν;α +
1
12
h; µh; µ +
1
6hµν; ρh
µν; ρ − 1
4
hµνh; µν
− 1
4
hµν; µh; ν +
1
2
hhµν; µφ; ν − hµν; µσ; ν − 18h
2φ; µ
; µ − 1
4
hµνhµνφ; ρ; ρ
+
1
2
hσ; µ; µ +
1
2
hhµνφ; µν − hµνσ; µν − 18h
2φ; µφ
; µ − 1
4
hµνhµνφ; ρφ; ρ
+ hσ; µφ; µ +
1
2
hhµνφ; µφ; ν − σ; µσ; µ − 2hµνσ; µφ; ν . (6.105)
In the notation of equation (6.52) we can write, now, the different contri-
butions, in increasing order of λ, to the coefficient a˜1. In more details, by using the
results (6.79), (6.95), (6.103) and recalling that
a˜1(λ) = a(0)1 + λa(1)1 + λ2a(2)1 + O(λ3) ,
we get
a
(0)
1 =
1
6R − φ; µ
; µ − φ; µφ; µ − q . (6.106)
Moreover, by using (6.96) and (6.104) we obtain
a
(1)
1 = −σ; µ; µ − hµν; µφ; ν − hµνφ; µν − 2φ; νσ; ν − φ; µhµνφ; ν −
1
6h
µν
; µν
+
1
2
h(φ; µ; µ + φ; µφ; µ) − 112h
;α
;α +
1
6h
µνRµν − 112hR . (6.107)
Finally, by combining the results in (6.79), (6.97) and (6.105), we have the following
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expression for the term of order λ2 in a˜1, i.e.
a
(2)
1 = −hµν; µσ; ν − hµνσ; µν − σ; νσ; ν − σ; µhµνφ; ν − φ; νhµνσ; µ −
1
12
hµνh; µν
+
1
2
σ; µ
; µh + 1
2
hhµν; µφ; ν + hφ; µσ; µ +
1
2
hhµνφ; µν +
1
2
hhµνφ; µφ; ν −
1
12
hµν; µh; ν
+
1
12
hµν; µνh +
1
12
hµν; ρhµρ; ν +
1
24
hh;α;α +
1
12
hµνhµν;α;α +
1
24
hµν; ρhµν; ρ
− 18h
2q − 18h
2φ; µ
; µ − 18h
2φ; µφ
; µ − 1
4
hµνhµνq − 14h
µνhµνφ; ρ; ρ
− 1
4
hµνhµνφ; ρφ; ρ +
1
48h; µh
; µ − 1
12
hhµνRµν − 16h
µ
ρhνρRµν +
1
48h
2R
+
1
24
hµνhµνR +
1
2
hΘ . (6.108)
6.3 Construction of the Action
In order to write the action of Spectral Matrix Gravity, we need to evaluate
the global heat kernel coefficients A0 and A1. As we already mentioned above, the
coefficients Ak are expressed in terms of integrals of the local heat kernel coefficients
ak (which are densities) or the coefficients a˜k (which are scalars). By using the
equation (6.58), we get
A0 =
∫
M
dx g 12 trV
[
I +
λ2
8 (h
2 + 2hµνhµν)
]
+ O(λ3) . (6.109)
Now we use the equations (6.52) and (6.106)-(6.108) to compute the co-
efficient A1. By integrating by parts and by noticing that the trace of a commutator
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of any two matrices vanishes, up to terms of order λ2, we obtain
A1 =
∫
M
dx g 12 trV
{
− q − φ; µφ; µ + 16R + λ
2
(
− σ; µσ; µ + 12hΘ
− 1
2
h; µσ; µ +
1
2
hhµνφ; µφ; ν + hσ; νφ; ν −
1
2
h; µhµνφ; ν − 2σ; µhµνφ; ν
− 1
12
hhµνRµν − 16h
ν
ρhρµRµν − 112h
µν
; µh; ν +
1
12
hµν; ρhµρ; ν +
1
48
h2R
+
1
24
hµνhµνR − 148h; µh
; µ − 1
24
hµν; ρhµν; ρ − 18h
2q − 1
8
h2φ; µ; µ
− 1
8
h2φ; µφ; µ − 14h
µνhµνq − 14h
µνhµνφ; ρ; ρ − 14h
µνhµνφ; ρφ; ρ
)}
+ O(λ3) . (6.110)
The invariant action functional is written as linear combination of the co-
efficients A0 and A1 as shown in (2.185)
S = 1
16πG
∫
M
dx g 12
{
− 6q − 6φ; µφ; µ + R − 2Λ
+
λ2
N
trV
(
− 6σ; µσ; µ − 3h; µσ; µ + 3hΘ + 3hhµνφ; µφ; ν + 6hσ; νφ; ν
− 3hµνh; µφ; ν − 12σ; νhµνφ; µ −
1
2
hhµνRµν +
1
2
hµνhρσRσµρν −
1
2
hνρhρµRµν
− 1
2
hµν; µh; ν +
1
2
hµν; νhµρ; ρ +
1
8
h2R + 1
4
hµνhµνR − 18h; µh
; µ − 1
4
hµν; ρhµν; ρ
− 3
4
h2q − 3
4
h2φ; µ; µ − 34h
2φ; µφ
; µ − 3
2
hµνhµνq − 32h
µνhµνφ; ρ; ρ
− 3
2
hµνhµνφ; ρφ; ρ −
Λ
4
h2 − Λ
2
hµνhµν
)}
+ O(λ3) . (6.111)
Obviously, the action functional that we obtained is invariant under the diffeomor-
phisms and the gauge transformation hµν → UhµνU−1.
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The next task is to find the equations of motion for the fields σ, hµν and
φ by varying the action functional. In this way we will explicitly find the non-
commutative corrections to Einstein’s equations.
6.4 The Equations of Motion
By performing the variation with respect to the field σ, we obtain the
equation
4∆σ + ∆h − 2h∆φ − 2h; νφ; ν + 4hµν; νφ; µ + 4hµνφ; µν + O(λ3) = 0 . (6.112)
Here ∆ is the Laplacian in the Euclidean case and the D’Alambertian in the pseudo-
Euclidean case. For the matrix-valued field hµν we obtain the equation
gµν∆σ + gµνΘ + hφ; (µφ; ν) + gµνhρσφ; ρφ; σ + 2gµνσ; ρφ; ρ (6.113)
− h;(µφ; ν) − 4σ;(µφ; ν) + gµνhρσ; ρφ; σ + gµνhρσφ; ρσ − 16g
µνhρσRρσ
− 16hR
µν +
1
3
hρσRσµρν +
1
3
hρ(µRν)ρ +
1
6h
; (µν) +
1
6g
µνhρσ; ρσ − 13h
(µ
ρ
; |ρ|ν)
+
1
12
gµνhR + 16h
µνR +
1
12
gµν∆h + 16∆h
µν − 1
2
gµνhq − 1
2
gµνh∆φ
− 1
2
gµνhφ; ρφ; ρ − hµνq − hµν∆φ − hµνφ; ρφ; ρ − Λ6 g
µνh − Λ
3
hµν + O(λ3) = 0 .
The variation of the action with respect to the scalar field φ yields
4∆φ = −λ
2
N
trV
(
− 2hhµνφ; µν − 2h; µhµνφ; ν − 2hhµν; µφ; ν
− 2h; νσ; ν − 2h∆σ + hµν; νh; µ + hµνh; µν + 4σ; µνhµν + 4σ; νhµν; µ
− 1
2
h∆h − 1
2
h; µh; µ + hh; µφ; µ +
1
2
h2∆φ − hµν∆hµν − hµν; ρhµν; ρ
+ 2hµνhµν; ρφ; ρ + hµνhµν∆φ
)
+ O(λ3) . (6.114)
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The equation of motion for the field gµν can be written in the following form
Rµν − 1
2
gµνR + Λgµν = T µν +
λ2
N
trVA µν . (6.115)
Here the tensor T µν is
T µν = 6φ; (µφ; ν) − 3gµνφ; ρφ; ρ − 3qgµν , (6.116)
which represents the stress-energy tensor for a massless scalar field. The tensor A µν
represents, instead, the stress-energy tensor for the fields hµν and σ.
The equation (6.115) is the main result of this chapter. As we can see,
the new fields of our model, hµν and σ, contribute to modify the standard Einstein
equations. More precisely they contribute to an additional term in the stress-energy
tensor.
The tensor A µν can be written as the sum of six terms:
A µν = A µν(1) +A
µν
(2) +A
µν
(3) +A
µν
(4) +A
µν
(5) +A
µν
(6) . (6.117)
In the first term we have only derivatives of the field σ
A µν(1) = 6σ
; (µσ; ν) − 3gµνσ; ρσ; ρ − 6hσ; (µφ; ν) + 3σ; (µh; ν) + 6hµνσ; ρφ; ρ
+ 3σ; ρ; ρhµν + 3gµν
(
hσ; ρφ; ρ − 12σ
; ρh; ρ − 2σ; ρφ; σhρσ
)
. (6.118)
The second term only contains derivatives of the scalar field φ, namely
A µν(2) = 3h
ρτφ; ρφ; τ
(
hµν + 1
2
gµνh
)
+ 3φ; τ
(
hρτ; ρhµν − 12g
µνhρτh; ρ
)
− 3
2
(φ; ρφ; ρ + φ; ρ; ρ)
(
2h(µσhν)σ + hhµν +
1
4
h2gµν + 1
2
gµνhαβhαβ
)
+ 3hρσhµνφ; ρσ +
3
2
(φ; (µν) + φ; (µφ; ν))
(
hρσhρσ +
1
2
h2
)
. (6.119)
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The third term only contains second derivatives of the matrix-valued tensor field hµν,
A µν(3) = h
α(µ
; (ασ)hν)σ +
1
2
hασ; ασhµν − 12hh
α(µ; ν)
; α +
1
4
gµνhhρσ; ρσ
+
1
2
hσ(µhν)ρ; ρσ −
1
2
hρσhµν; ρσ − hρσ; (ν|ρ|hµ)σ + h(νρhµ)ρ; σ; σ
+
1
4
hhµν; σ; σ − 14g
µνhσρhρα; [ασ] +
1
2
hρσhρσ; (µν) − 12g
µνhρσhρσ; α; α .
(6.120)
The fourth term contains only find first derivatives of hµν, namely
A µν(4) = −
1
2
hρσ; ρhµν; σ +
1
2
h; ρhµν; ρ −
1
2
hρ(µ; (ρhν)λ; λ) +
1
2
gµνh; σhρσ; ρ
+
1
2
hσ(µ; ρhν)ρ; σ +
1
4
hρσ; (µhρσ; ν) − hσρ; (νhµ)σ; ρ + hρ(ν; |τ|hρµ); τ
+
1
2
h; (νhµ)ρ; ρ +
1
4
gµνhρσ; αhρα; σ −
1
2
h; ρhρ(µ; ν) −
5
8g
µνhρσ; αhρσ; α .
(6.121)
The fifth coefficient contains only first and second derivatives of h
A µν(5) =
1
4
h; τ; τhµν +
1
4
h; (µν)h + 3
8
h; (µh; ν)
− 1
2
gµν
(
1
2
hh; ρ; ρ − h; ρσhρσ + 58h
; ρh; ρ
)
. (6.122)
The last term, Aµν(6), does not contain any derivative of hµν, namely
A µν(6) = 3Θ
(
hµν + 1
2
gµνh
)
− Λ
2
[(
hµν + 1
4
gµνh
)
h + 2h(νρhµ)ρ +
1
2
gµνhρσhρσ
]
− 1
2
Rαβ
[
hα(νhµ)β + hµνhαβ + gµν
(
hhαβ + hαρhβρ
)
+ h2gα(µgν)β
+ hρσhρσgα(µgν)β
]
+
1
2
hασhρ(µRν)αρσ +
1
4
gµνhρσhαβRβρασ
+
1
8(R − 6q)
(
gµνhρσhρσ + 4hρ(µhν)ρ
)
+
1
16(R − 6q)
(
gµνh2 + 4hhµν
)
.
(6.123)
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The dynamics described by the equations (6.112), (6.113), (6.114) and
(6.115) can be studied by using an iterative method. Let us write the solution for the
background fields φ and gµν as Taylor expansion in the deformation parameter λ as
follows
φ = φ0 + λφ1 + λ
2φ2 + O(λ3) ,
gµν = gµν0 + λg
µν
1 + λ
2gµν2 + O(λ3) . (6.124)
By substituting these expressions in equations (6.114) and (6.115) we obtain, for the
terms of order λ0, the dynamical equations
∆φ = 0 ,
Rµν − 1
2
gµνR + Λgµν = 0 . (6.125)
As we can see from the last equations the term gµν0 is nothing but the solution of the
ordinary Einstein equation in vacuum with cosmological constant. By substituting
the solutions to (6.125) back into the equations of motion for the fields σ and hµν we
get equations of the form
Φ1(gµν0 , φ0)σ = O(λ2) ,
Φ2(gµν0 , φ0)hµν = O(λ2) , (6.126)
where Φ1(gµν0 , φ0) and Φ2(gµν0 , φ0) are linear second order partial differential opera-
tors. By iterating this process we can, in principle, find the solution to our dynamical
equations in form of a Taylor series in λ.
6.5 Spectrum of Matrix Gravity on De Sitter Space
The action for Matrix Gravity obtained in the previous section is a func-
tional of the fields φ, σ, hµν and gµν. The dynamics is described by a system of
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non-linear partial differential equations coupled with each other. We analyze, now,
the dynamics of the theory. For simplicity we will set, from now on, Q = 0. This
particular value for the matrix-valued scalar Q will not affect our analysis.
As already mentioned above, from the equation of motion (6.114) for the
field φ, we can see that to the zeroth order in the deformation parameter λ the field
φ satisfies the following equation
∆φ = 0 . (6.127)
As it is well known, the solution of the last equation represents a wave propagating
in the whole space. Since we require that φ vanishes at infinity, the only solution is
φ = O(λ2) in the whole space.
With this solution for the field φ, the matrix-valued function ρ defined in
(6.37) becomes
ρ = eλσ . (6.128)
A deeper analysis shows that the matrix-valued scalar field σ is not an independent
field. Following [20, 21] the general form of ρ can be written as
ρ = ω−
1
4 , (6.129)
where
ω = − 1
m!εµ1...µmεν1...νma
µ1ν1 · · · aµmνm . (6.130)
By using the decomposition (6.35) of hµν in equation (6.130) we get the following
formula, up to the term linear in the deformation parameter λ,
σ = −1
4
h + λ8hµνh
µν + O(λ2) . (6.131)
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We can write down, now, the action by imposing the constraints φ = O(λ2) and
(6.131). The final result is the following
S = 1
16πG
∫
M
dx g 12
{
− 6φ; µφ; µ + R − 2Λ +
λ2
N
trV
[1
4
gµνh; µh; ν
− 1
2
hhµνRµν +
1
2
hµνhρσRσµρν −
1
2
hνρhρµRµν −
1
2
hµν; µh; ν
+
1
2
hµν; νhµρ; ρ +
1
8
h2R + 1
4
hµνhµνR − 14h
µν; ρhµν; ρ
− Λ
4
h2 − Λ
2
hµνhµν
)}
+ O(λ3) . (6.132)
The action depends, now, only on the independent tensor fields gµν, hµν
and the scalar field φ. Therefore, we will have only two equations that describe the
dynamics of the theory. These dynamical equations can be easily derived from the
ones given in the previous section by imposing the conditions (6.131) and φ = O(λ2).
The action (6.132) and the equations of motions for the fields evaluated
in the previous section, assume a simple form on maximally symmetric background
geometries. As we mentioned in the previous section, the λ0 term of the background
field gµν0 is solution of the Einstein equations in vacuum with cosmological constant
(6.125). In this section we consider the De Sitter solution to the equation (6.125).
In this maximally symmetric case the Ricci and Riemann tensors take the following
form
Rµναβ =
1
n(n − 1)(δ
µ
αgνβ − δµβgνα)R and Rµν = 1
n
gµνR . (6.133)
The De Sitter metric gives a solution of the classical equations provided
R =
2n
n − 2Λ . (6.134)
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Here, and below, we restrict ourselves to the case n > 2. By substituting
the expressions in equation (6.133) in the action (6.132), we find a form of the action
functional valid in De Sitter geometry, namely
S = 1
16πG
∫
M
dx g 12
{
− 6φ; µφ; µ + R − 2Λ
+
λ2
N
trV
[1
4
h(−∆ + µ1)h − 14hµν(−∆ + µ2)h
µν +
1
2
hµν; νhρµ; ρ − 12h
µν
; µh; ν
]}
+ O(λ3) , (6.135)
where the terms µ1 and µ2 are defined as follows
µ1 =
n2 − 5n + 8
2n(n − 1) R − Λ , (6.136)
µ2 = −n − 3
n − 1R + 2Λ . (6.137)
It is interesting, at this point of the discussion, to derive explicitly the
spectrum of the theory. In order to achieve this result we need to decompose the
field hµν in its irreducible modes: traceless transverse tensor mode, transverse vector
mode, scalar mode and trace part. In other words we can write hµν as
hµν = ¯h⊥µν +
1
n
gµνϕ + 2ζ⊥(µ; ν) + ψ; µν , (6.138)
where the scalar field ϕ is defined as follows
ϕ = h − ∆ψ ,
and the fields ¯h⊥µν and ζ⊥µ satisfy the conditions
∇µ ¯h⊥µν = 0 , gµν ¯h⊥µν = 0 , ∇µζ⊥µ = 0 . (6.139)
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We can now substitute the expression (6.136) in the action (6.135), and evaluate the
terms separately. Explicitly we obtain∫
M
dx g 12 hµν; νhρµ; ρ =
∫
M
dx g 12
[
− 1
n2
ϕ∆ϕ − 2
n
ϕ
(
∆ +
R
n
)
∆ψ
+ ζ⊥µ
(
∆ +
R
n
)2
ζ⊥µ − ψ
(
∆ +
R
n
)2
∆ψ
]
, (6.140)
∫
M
dx g 12 hµν; µh; ν =
∫
M
dx g 12
[
− 1
n
ϕ∆ϕ −
(
n + 1
n
)
ϕ
(
∆ +
R
n + 1
)
∆ψ
− ψ
(
∆ +
R
n
)
∆2ψ
]
, (6.141)
∫
M
dx g 12 hµν(−∆ + µ2)hµν
=
∫
M
dx g 12
{
¯h⊥µν(−∆ + µ2)¯h⊥µν +
1
n
ϕ(−∆ + µ2)ϕ
+
2
n
ϕ(−∆ + µ2)∆ψ + 2ζ⊥µ
(
∆ +
R
n
) (
∆ − µ2 + n + 1
n(n − 1)R
)
ζ⊥µ
− ψ
[
∆2 +
(
3R
n
− µ2
)
∆ +
R
n
(
2R
n − 1 − µ2
)]
∆ψ
}
, (6.142)
and finally ∫
M
dx g 12 h(−∆ + µ1)h
=
∫
M
dx g 12
[
ϕ(−∆ + µ1)ϕ + 2ϕ(−∆ + µ1)∆ψ + ψ(−∆ + µ1)∆2ψ
]
. (6.143)
By using the decompositions (6.140) through (6.143) we rewrite the action
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(6.135) in terms of the irreducible modes of hµν, namely
S = 1
16πG
∫
M
dx g 12
{
− 6φ; µφ; µ + R − 2Λ + λ
2
N
trV
[
− 1
4
¯h⊥µν(−∆ + µ2)¯h⊥µν
+
(n − 1)(n − 2)
4n2
ϕ
(
−∆ + n
2(n − 1)R −
n(n + 2)
(n − 1)(n − 2)Λ
)
ϕ
− 1
2
ζ⊥µ
(
∆ +
R
n
) (
n − 2
n
R − 2Λ
)
ζ⊥µ +
n + 2
4n
ϕ
(
n − 2
n
R − 2Λ
)
∆ψ
+
3
8
ψ
(
∆ +
2R
3n
) (
n − 2
n
R − 2Λ
)
∆ψ
]}
+ O(λ3) . (6.144)
It is straightforward to show now that on the mass shell, (6.134), the terms
containing the fields ζ⊥µ and ψ vanish identically. More precisely we obtain the
following form for the on-shell action functional
S
∣∣∣∣
on−shell
=
1
16πG
∫
M
dx g 12
{
4Λ
n − 2 +
λ2
N
trV
[
− 1
4
¯h⊥µν
(
−∆ + 4Λ(n − 1)(n − 2)
)
¯h⊥µν
+
(n − 1)(n − 2)
4n2
ϕ
(
−∆ − 2nΛ(n − 1)(n − 2)
)
ϕ
]}
+ O(λ3) . (6.145)
Thus on the mass shell the only remaining fields are the (traceless) matrix-valued
traceless transverse tensor ¯h⊥µν and the (traceless) matrix-valued scalar field ϕ. This
action looks exactly the same as in General Relativity, the only difference being
that the fields are matrix-valued and traceless. Therefore, it describes (N − 1) spin-2
particles and (N−1) spin-0 particles. Note also, that exactly as in General Relativity,
the scalar conformal mode is unstable if the cosmological constant Λ is assumed to
be positive.
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6.6 Concluding Remarks
In this chapter we studied a non-commutative deformation of General Rel-
ativity (called Spectral Matrix Gravity) proposed in [21] where the non-commutative
limit has been explicitly evaluated. The approach of the paper [21] to construct the
action for Matrix Gravity differs from the one proposed in [20, 19, 49]. In the latter
the action of our model was a straightforward generalization of the Hilbert-Einstein
action in which the measure and the scalar curvature were matrix-valued quantities.
This last approach seems to have some intrinsic arbitrariness due to the freedom
of choosing the particular form of the matrix-valued measure (for a discussion see
[49]). In order to avoid these issues, in [21] the action of Matrix Gravity was defined
as a linear combination of the first two global heat kernel coefficients (2.185) of a
non-Laplace type partial differential operator.
By using the covariant Fourier transform method we were able to evaluate
the coefficients A0 and A1, and as a result, the action functional within the pertur-
bation theory in the deformation parameter λ. The main result of this chapter is the
derivation of the modified Einstein equations in (6.115) in the weak deformation
limit. In this case the pure non-commutative fields, namely hµν and σ, contribute
to the right-hand side of the Einstein equation, that is, the stress-energy tensor. The
explicit form of these non-commutative correction terms has been derived in (6.118)
through (6.123) for the first time.
Some of the physical implications of Matrix Gravity have been extensively
discussed in [19, 20, 21]. This theory exhibits non-geodesic motion which can be
related to a violation of the equivalence principle, moreover, because of the new
gauge symmetry, there are new physical conserved charges. At last, this theory
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represents a consistent model of interacting spin-2 particles on curved space which
usually was a problem. An interesting question is the limit as N →∞ of our model,
this might be related to matrix models and string theory.
As it is outlined in the introduction Matrix Gravity can be considered as
a Gravitational Chromodynamics describing the gravitational interaction of a new
degree of freedom that we call gravitational color. Whether or not it is related to
the color of QCD is an open question. Let’s suppose for simplicity that it is the
same, and that the gauge group of Matrix Gravity is nothing but S U(3). If one
pushes this analogy with QCD to its logical limit then this would mean that the
theory predicts that the gravitational interaction of quarks depends on their colors.
Exactly as in QCD the strong interaction between quark of color i and a quark of
color j is transmitted by gluon of type (i j), the gravitational interaction between
quark of color i and a quark of color j is transmitted by the graviton of type (i j). In
this case, all particles in the electro-weak sector, including photon, do not feel the
gravitational color. In that sense it is ‘dark’. Notice that in the non-relativistic limit
the Newtonian potential will also become ‘matrix-valued’. One can go even further.
Since the usual (white) mass is determined by the sum of the color masses, one can
assume that the color masses can be even negative. Then the gravitational interaction
of such particles would include non only attractive forces but also repellent forces
(antigravity?). This feature could then solve the mystery of singularities in General
Relativity.
The consequences of our model in the ambit of cosmology are easily
seen by inspecting equations (6.115) and (6.116). The deformation of the energy-
momentum tensor in (6.116) is written only in terms of the non-commutative part
216
hµν. It would be interesting to study whether or not hµν could account for a field
of negative pressure. If so, our model could describe the dynamics of dark energy.
Furthermore, the distortion of the gravitation expansion of the universe due to the
non-commutative degrees of freedom of the gravitational field will certainly have
some effect on the anisotropy of the cosmic background radiation, nucleosynthesis
and structure formation. Of course, a detailed analysis of these effects requires a
careful study of the fluctuations in the early universe.
Of course the validity of these statements requires further investigations.
The ultimate goal of this theory is to construct a consistent theory of the gravitational
field which is compatible with the Standard Model and able to solve the current
open issues which afflict General Relativity, i.e. the problems of the origin of dark
matter and dark energy, the recent anomalies found in the solar system (Pioneer
Anomaly, flyby anomaly, etc.) and last, but not least, the problem of quantization of
the gravitational field.
In summary, we would like to stress that our model makes it possible to
make a number of very specific predictions that can serve as experimental tests of
the theory.
CHAPTER 7
KINEMATICS IN MATRIX GRAVITY5
Abstract
We develop the kinematics in Matrix Gravity, which is a modified theory
of gravity obtained by a non-commutative deformation of General Relativity. In this
model the usual interpretation of gravity as Riemannian geometry is replaced by
a new kind of geometry, which is equivalent to a collection of Finsler geometries
with several Finsler metrics depending both on the position and on the velocity. As
a result the Riemannian geodesic flow is replaced by a collection of Finsler flows.
This naturally leads to a model in which a particle is described by several mass
parameters. If these mass parameters are different then the equivalence principle is
violated. In the non-relativistic limit this also leads to corrections to the Newton’s
gravitational potential. We find the first and second order corrections to the usual
Riemannian geodesic flow and evaluate the anomalous nongeodesic acceleration in
a particular case of static spherically symmetric background.
5The material in this chapter has been published in General Relativity and Gravitation: I. G.
Avramidi and G. Fucci, Kinematics in Matrix Gravity, Gen. Rel. Grav. (2008) DOI 10.1007/s10714-
008-0713-6
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7.1 Introduction
In this chapter we investigate the motion of test particles in an extended
theory of gravity, called Matrix Gravity, proposed in a series of recent papers [19, 20,
21] and presented in Chapter 5. The main goal of the present chapter is to investigate
the motion of test particles in a simple model of Matrix Gravity and study the non-
geodesic corrections to General Relativity.
The outline is as follows. In Sect. 2. we develop the kinematics in Matrix
Gravity. In Sect. 3. we compute the first and second order non-commutative correc-
tions to the usual Riemannian geodesic flow. In Sect. 4 we find a static spherically
symmetric solution of the dynamical equations of Matrix Gravity in a particular case
of commutative 2 × 2 matrices. In Sect. 5 we evaluate the anomalous acceleration
of test particles in this background. In Sect. 6 we discuss our results.
7.2 Kinematics in Matrix Gravity
7.2.1 Riemannian Geometry
Let us recall how the geodesic motion appears in General Relativity, that
is, in Riemannian geometry (for more details, see [20]). First of all, let
F(x, ξ) =
√
−|ξ|2 , (7.1)
where ξµ is a non-vanishing cotangent vector at the point x, and |ξ|2 = gµν(x)ξµξν (re-
call that the signature of our metric is (−+ · · ·+)). Obviously, this is a homogeneous
function of ξ of degree 1, that is,
F(x, λξ) = λF(x, ξ) . (7.2)
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Let
H(x, ξ) = −1
2
F2(x, ξ) = 1
2
|ξ|2 . (7.3)
This is, of course, a homogeneous polynomial of ξµ of order 2, and, therefore, the
Riemannian metric can be recovered by
gµν(x) = ∂
2
∂ξµ∂ξν
H(x, ξ) . (7.4)
Now, let us consider a Hamiltonian system with the Hamiltonian H(x, ξ)
dxµ
dt =
∂H(x, ξ)
∂ξµ
= gµν(x)ξν , (7.5)
dξµ
dt = −
∂H(x, ξ)
∂xµ
= −1
2
∂µgαβ(x)ξαξβ . (7.6)
The trajectories of this Hamiltonian system are, then, nothing but the geodesics of
the metric gµν. Of course, the Hamiltonian is conserved, that is,
gµν(x(t))ξµ(t)ξν(t) = −E , (7.7)
where E is a constant parameter.
7.2.2 Finsler Geometry
As it is explained in [20, 21] Matrix Gravity is closely related to Finsler
geometry [68] rather than Riemannian geometry. In this section we follow the de-
scription of Finsler geometry outlined in [68]. To avoid confusion we should note
that we present it in a slightly modified equivalent form, namely, we start with the
Finsler function in the cotangent bundle rather than in the tangent bundle.
Finsler geometry is defined by a Finsler function F(x, ξ) which is a homo-
geneous function of ξµ of degree 1 and the Hamiltonian
H(x, ξ) = −1
2
F2(x, ξ) . (7.8)
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Such Hamiltonian is still a homogeneous function of ξµ of degree 2, that is,
ξµ
∂
∂ξµ
H(x, ξ) = 2H(x, ξ) , (7.9)
but not necessarily a polynomial in ξµ!
Now, we define a tangent vector u by
uµ =
∂
∂ξµ
H(x, ξ) , (7.10)
and the Finsler metric
Gµν(x, ξ) = ∂
2
∂ξµ∂ξν
H(x, ξ) . (7.11)
The difference with the Riemannian metric is, obviously, that the Finsler
metric does depend on ξµ, more precisely, it is a homogeneous function of ξµ of
degree 0, i.e.
Gµν(x, λξ) = Gµν(x, ξ) , (7.12)
so that it depends only on the direction of the covector ξ but not on its magnitude.
This leads to a number of useful identities, in particular,
H(x, ξ) = 1
2
Gµν(x, ξ)ξµξν , (7.13)
and
uµ = Gµν(x, ξ)ξν . (7.14)
Now, we can solve this equation for ξµ treating uν as independent variables
to get
ξµ = Gµν(x, u)uν , (7.15)
where Gµν is the inverse Finsler metric defined by
Gµν(x, u)Gνα(x, ξ) = δαµ . (7.16)
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By using the results obtained above we can express the Hamiltonian H in terms of
the vector uµ, more precisely we have
H(x, ξ(x, u)) = 1
2
Gµν(x, u)uµuν . (7.17)
The derivatives of the Finsler metric obviously satisfy the identities
∂
∂ξα
Gβγ(x, ξ) = ∂
∂ξβ
Gγα(x, ξ) = ∂
∂ξγ
Gαβ(x, ξ) , (7.18)
ξµ
∂
∂ξµ
Gνα(x, ξ) = ξµ ∂
∂ξν
Gµα(x, ξ) = 0 , (7.19)
and, more generally,
ξµ
∂k
∂ξν1 . . . ∂ξνk
Gµα(x, ξ) = 0 . (7.20)
This means, in particular, that the following relations hold
∂uµ
∂ξα
= Gµα(x, ξ) , ∂ξα
∂uµ
= Gµα(x, u) . (7.21)
It is easy to see that the metric Gµν(x, u) is a homogeneous function of u
of degree 0, that is,
uµ
∂
∂uµ
Gνα(x, u) = 0 , (7.22)
and, therefore, H(x, ξ(x, u)) is a homogeneous function of u of degree 2. This leads
to the identities
ξµ =
1
2
∂
∂uµ
H(x, ξ(x, u)) , (7.23)
Gµν(x, u) = 12
∂2
∂uµ∂uν
H(x, ξ(x, u)) . (7.24)
Finally, this enables one to define the Finsler interval
ds2 = Gµν(x, x˙)dxµdxν , (7.25)
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so that
dτ =
√
−ds2 =
√
−Gµν(x, x˙)x˙µ x˙ν dt = F(x, ξ(x, x˙))dt , (7.26)
where
x˙µ =
dxµ
dt , ξµ = Gµν(x, x˙)x˙
ν . (7.27)
By treating H(x, ξ) as a Hamiltonian we obtain a system of first order ordinary dif-
ferential equations
dxµ
dt =
∂H(x, ξ)
∂ξµ
, (7.28)
dξµ
dt = −
∂H(x, ξ)
∂xµ
. (7.29)
The trajectories of this Hamiltonian system naturally replace the geodesics in Rie-
mannian geometry. Again, as in the Riemannian case, the Hamiltonian is conserved
along the integral trajectories
H(x(t), ξ(t)) = −E . (7.30)
Of course, in the particular case, when the Hamiltonian is equal to H(x, ξ) = 12 |ξ|2,
all the constructions derived above reduce to the standard structure of Riemannian
geometry.
7.2.3 Induced Finsler Geometry in Matrix Gravity
The kinematics in Matrix Gravity is defined as follows. In complete anal-
ogy with the above discussion we consider the matrix
A(x, ξ) = aµν(x)ξµξν , (7.31)
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where aµν is the matrix-valued metric (6.35) As we mentioned in the introduction
this expression has been already encountered in physics, in particular, in [32] it is
shown that it is the most general structure describing “analog models” for gravity.
This is a Hermitian matrix, so it has real eigenvalues hi(x, ξ), i = 1, 2, . . . , N.
We consider a generic case when the eigenvalues are simple. We note that the eigen-
values hi(x, ξ) are homogeneous functions (but not polynomials!) of ξ of degree 2.
Thus, each one of them, more precisely
√
−hi(x, ξ), can serve as a Finsler function.
In other words, we obtain N different Finsler functions, and, therefore, N different
Finsler metrics. Thus, quite naturally, instead of a single Riemannian metric and
a unique Riemannian geodesic flow there appears N Finsler metrics and N corre-
sponding flows. In some sense, the noncommutativity leads to a “splitting” of a
single geodesic to a system of close trajectories.
Now, to define a unique Finsler metric we need to define a unique Hamil-
tonian, which is a homogeneous function of the momenta of degree 2. It is defined
in terms of the Finsler function as in (7.8) which is a homogeneous function of the
momenta of degree 1. To define a unique Finsler function we can proceed as follows.
Let µi, i = 1, . . . , N, be some dimensionless real parameters such that
N∑
i=1
µi = 1 , (7.32)
so that there are (N − 1) independent parameters. Then we can define the Finsler
function by
F(x, ξ) =
N∑
i=1
µi
√
−hi(x, ξ) . (7.33)
Notice that, in the commutative limit, as κ→ 0 and aµν = gµνI, all eigenvalues of the
matrix A(x, ξ) degenerate to the same value, hi(x, ξ) = |ξ|2, and, hence, the Finsler
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function becomes F(x, ξ) =
√
−|ξ|2. In this case the Finsler flow degenerates to the
usual Riemannian geodesic flow.
Next, we define the Hamiltonian according to eq. (7.8)
H(x, ξ) = −1
2
 N∑
i=1
µi
√
−hi(x, ξ)

2
=
1
2
N∑
i=1
µ2i hi(x, ξ) −
∑
1≤i< j≤N
µiµ j
√
hi(x, ξ)h j(x, ξ) . (7.34)
In a particular case, when all parameters µi are equal, i.e. µi = 1/N, the Finsler
function reduces to
F(x, ξ) = 1
N
N∑
i=1
√
−hi(x, ξ) = 1N tr
√
−A(x, ξ) . (7.35)
By using the decomposition of the matrix-valued metric aµν (6.35) one can see that
1
N
tr A(x, ξ) = |ξ|2 , (7.36)
and, therefore,
1
N
N∑
i=1
hi(x, ξ) = |ξ|2 . (7.37)
Thus, we conclude that in this particular case
H(x, ξ) = 1
N
12 |ξ|2 − 1N
∑
1≤i< j≤N
√
hi(x, ξ)h j(x, ξ)
 . (7.38)
It is difficult to give a general physical picture of these models since the
Hamiltonian is non-polynomial in the momenta. Hamiltonian systems with homo-
geneous Hamiltonians have not been studied as thoroughly as the usual systems with
quadratic Hamiltonians and a potential.
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7.2.4 Kinematics
The problem is, now, how to use these mathematical tools to describe the
motion of physical massive test particles in Matrix Gravity. The motion of a massive
particle in the gravitational field is determined in General Relativity by the action
which is proportional to the interval, that, is,
S particle = −
P2∫
P1
m
√
−gµν(x)dxµdxν = −
t2∫
t1
m
√
−|x˙|2dt , (7.39)
where m is the mass of the particle, P1 and P2 are the initial and the final position
of the particle in the spacetime, t is a parameter, t1 and t2 are the initial and the final
values, x˙µ = dxµdt and |x˙|2 = gµν(x)x˙µ x˙ν . This action is, of course, reparametrization-
invariant. So, as always, there is a freedom of choosing the parameter t. We can
always choose the parameter to be the affine parameter such that |x˙|2 is constant,
for example, if the parameter is the proper time t = τ, then |x˙|2 = −1. The Euler-
Lagrange equations for this functional are, of course,
Dx˙ν
dt =
d2 x˙ν
dt2 + Γ
ν
αβ(x)x˙α x˙β = 0 , (7.40)
where Γµαβ are the standard Christoffel symbols of the metric gµν. Of course, the
equivalence principle holds since these equations do not depend on the mass.
In Matrix Gravity a particle is described instead of one mass parameter m
by N different mass parameters
mi = mµi , (7.41)
where
m =
N∑
i=1
mi . (7.42)
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The parameters mi describe the “tendency” for a particle to move along the trajectory
determined by the corresponding Hamiltonian hi(x, ξ). In the commutative limit we
only observe the total mass m.
We define the Finsler function F(x, ξ) and the Hamiltonian H(x, ξ) as in
eqs. (7.33) and (7.34). Then the action for a particle in the gravitational field has the
form
S particle = −
t2∫
t1
mF(x, ξ(x, x˙)) dt . (7.43)
Thus, the Finsler function F(x, ξ(x, x˙)) (with the covector ξµ expressed in terms of
the tangent vector x˙µ) plays the role of the Lagrangian. To study the role of non-
commutative corrections, it is convenient to rewrite this action in the form that re-
sembles the action in General Relativity.
S particle = −
t2∫
t1
meff(x, x˙)
√
−|x˙|2dt , (7.44)
with some “effective mass” meff(x, x˙) that depends on the location and on the veloc-
ity of the particle
meff(x, x˙) =
N∑
i=1
mi
√
hi(x, ξ(x˙))
|x˙|2 . (7.45)
This action is again reparametrization-invariant. Therefore, we can choose
the natural arc-length parameter so that F(x, ξ(x, x˙)) = 1. Then the equations of
motion determined by the Euler-Lagrange equations have the same form
d2xµ
dt2 + γ
µ
αβ(x, x˙)x˙α x˙β = 0 , (7.46)
where γµαβ(x, x˙) are the Finsler Christoffel coefficients defined by the equations that
look identical to the usual equations but with the Finsler metric instead of the Rie-
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mannian metric, that is,
γµαβ(x, x˙) = 12G
µν(x, ξ(x, x˙))
(
∂
∂xα
Gνβ(x, x˙) + ∂
∂xβ
Gνα(x, x˙) − ∂
∂xν
Gαβ(x, x˙)
)
.
(7.47)
To study the role of non-commutative corrections it is convenient to rewrite
these equations in a covariant form in the Riemannian language. In the commutative
limit, as κ→ 0, we can expand all our constructions in power series in κ so that the
non-perturbed quantities are the Riemannian ones. In particular, we have
γµαβ(x, x˙) = Γµαβ(x) + θµαβ(x, x˙) , (7.48)
where θµαβ are some tensors of order κ. Then the equations of motion can be written
in the form
Dx˙ν
dt = A
ν
anom(x, x˙) , (7.49)
where
Dx˙ν
dt =
d2xµ
dt2 + Γ
µ
αβ(x)x˙α x˙β (7.50)
and
Aνanom(x, x˙) = −θναβ(x, x˙)x˙α x˙β , (7.51)
is the anomalous nongeodesic acceleration.
7.3 Perturbation Theory
We see that the motion of test particles in matrix Gravity is quite different
from that of General Relativity. The most important difference is that particles ex-
hibit a non-geodesic motion. In other words, there is no Riemannian metric such that
particles move along the geodesics of that metric. It is this anomalous acceleration
that we are going to study in this chapter.
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In the commutative limit the action of a particle in Matrix Gravity reduces
to the action of a particle in General Relativity with the mass m determined by the
sum of all masses mi. In this chapter we consider two different cases. In the first
case, that we call the nonuniform model, we assume that all mass parameters are
different, and in the second case, that we call the uniform model, we discuss what
happens if they are equal to each other.
7.3.1 Nonuniform Model: First Order in κ
So, in this section we study the generic case when the parameters µi are
different. As we already mentioned above, in this case the Finsler function F(x, ξ) is
given by (7.33). By using the decomposition aµν = gµνI + κhµν of the matrix-valued
metric aµν we have
A(x, ξ) = aµν(x)ξµξν = |ξ|2I + κhµν(x)ξµξν . (7.52)
Therefore, the eigenvalues of the matrix A(x, ξ) are
hi(x, ξ) = |ξ|2 + κλi(x, ξ) , (7.53)
where λi(x, ξ) are the eigenvalues of the matrix hµν(x)ξµξν. In the first order in κ we
get the Finsler function
F(x, ξ) =
√
−|ξ|2
(
1 + κ
1
2
P(x, ξ)
|ξ|2
)
+ O(κ2) , (7.54)
and the Hamiltonian
H(x, ξ) = 1
2
|ξ|2 + κ1
2
P(x, ξ) + O(κ2) ,
(7.55)
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where
P(x, ξ) =
N∑
i=1
µiλi(x, ξ) . (7.56)
By using the fact that P(x, ξ) is a homogeneous function of ξ of order 2, we find the
Finsler metric
Gµν(x, ξ) = gµν(x) + κqµν(x, ξ) + O(κ2) , (7.57)
and its inverse
Gµν(x, u) = gµν(x) − κqµν(x, ξ(x, u)) + O(κ2) , (7.58)
where
qµν(x, ξ) = 1
2
∂2
∂ξµ∂ξν
P(x, ξ) . (7.59)
Here the indices are raised and lowered with the Riemannian metric, and
uµ(x, ξ) = Gµν(x, ξ)ξν , ξµ(x, u) = Gµν(x, u)uν . (7.60)
Since P(x, ξ) is a homogeneous function of ξ of order 2 we have
P(x, ξ) = qµν(x, ξ)ξµξν . (7.61)
Note that since tr hµν = 0 the matrix hµνξµξν is traceless, which implies that the
sum of its eigenvalues is equal to zero. Thus, in the uniform case, when all mass
parameters µi are the same, the function P(x, ξ) vanishes. In this case the effects
of non-commutativity are of the second order in κ; we study this case in the next
section.
We also note that
|ξ|2 = |u|2 − 2κP(x, ξ(x, u)) + O(κ2) . (7.62)
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Thus, our Lagrangian is
F(x, ξ(x, x˙)) =
√
−|x˙|2
(
1 − κ1
2
P(x, ξ(x, x˙))
|x˙|2
)
+ O(κ2) , (7.63)
Finally, we compute the Christoffel symbols to obtain
θµαβ(x, x˙) = −12κg
µν
(
∇αqβν(x, x˙) + ∇βqαν(x, x˙) − ∇νqαβ(x, x˙)
)
+ O(κ2) , (7.64)
and the covariant derivatives are defined with the Riemannian metric.
Thus, the anomalous acceleration is
Aµanom =
κ
2
gµν
(
2∇αqβν(x, x˙) − ∇νqαβ(x, x˙)
)
x˙α x˙β + O(κ2) , (7.65)
7.3.2 Uniform Model: Second Order in κ
So, in this section we will simply assume that all mass parameters are
equal, that is,
mi =
m
N
. (7.66)
In this case the Finsler function F(x, ξ) is given by (7.35). By using the decom-
position of the matrix-valued metric and the fact that tr hµν = 0 we get the Finsler
function
F(x, ξ) =
√
−|ξ|2
(
1 − κ2 18S
µναβ(x)ξµξνξαξβ|ξ|4
)
+ O(κ3) , (7.67)
and the Hamiltonian
H(x, ξ) = 1
2
|ξ|2
(
1 − κ2 1
4
S µναβ(x)ξµξνξαξβ|ξ|4
)
+ O(κ3) , (7.68)
where
S µναβ = 1
N
tr (hµνhαβ) . (7.69)
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By using the above, we compute the Finsler metric
Gµν(x, ξ) = gµν(x) − κ2 1
4
S µναβ(x)ξαξβ|ξ|2 + O(κ
3) , (7.70)
and its inverse
Gµν(x, u) = gµν(x) + κ2 14S µναβ(x)
uαuβ
|u|2 + O(κ
3) . (7.71)
We also note that
|ξ|2 = |u|2 + κ2 1
2
S µναβ(x)u
µuνuαuβ
|u|2 + O(κ
3) . (7.72)
Thus, our Lagrangian is
F(x, ξ(x, x˙)) =
√
−|x˙|2
(
1 + κ2
1
8S µναβ(x)
x˙µ x˙ν x˙α x˙β
|x˙|4
)
+ O(κ3) , (7.73)
Finally, we compute the Christoffel symbols to obtain
θµαβ(x, x˙) = κ2 18g
µν
(
∇αS βνρσ + ∇βS ανρσ − ∇νS αβρσ
) x˙ρ x˙σ
|x˙|2 + O(κ
3) . (7.74)
Thus, the anomalous acceleration is
Aµanom = −
κ
2
8 g
µν
(
2∇αS βνρσ − ∇νS αβρσ
) x˙ρ x˙σ x˙α x˙β
|x˙|2 + O(κ
3) , (7.75)
Notice that with our choice of the parameter t we have F(x, ξ(x, ξ)) = 1, and, there-
fore, in the equations of motion we can substitute with the same accuracy
|ξ|2 = −1 + O(κ2) , |x˙|2 = −1 + O(κ2) . (7.76)
Therefore, we obtain finally
Aµanom = −κ
2
8
gµν
(
2∇αS βνρσ − ∇νS αβρσ
)
x˙ρ x˙σ x˙α x˙β + O(κ3) . (7.77)
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7.3.3 Non-commutative Corrections to Newton’s Law
Now, we will derive the non-commutative corrections to the Newton’s
Law. We label the coordinates as
x0 = t, x1 = r, x2 = θ, x3 = ϕ , (7.78)
and consider the static spherically symmetric (Schwarzschild) metric
ds2 = −U(r)dt2 + U−1(r)dr2 + r2(dθ2 + sin2 θ dϕ2) , (7.79)
where
U(r) = 1 − rg
r
, rg = 2GM , (7.80)
and M is the mass of the central body. It is worth recalling that here t is the coor-
dinate time. In the previous sections we used t to denote an affine parameter of the
trajectory that we agreed to choose to be the proper time. In the present section we
use τ to denote the proper time and t to denote the coordinate time.
The motion of test particles in Schwarzschild geometry is very well stud-
ied in General Relativity, see, for example [82]. Assuming that the particle moves in
the equatorial plane θ = π/2 away from the center, that is, dr/dτ > 0, the equations
of motion have the following integrals [82]
x˙0 =
dt
dτ =
E
m
1
U(r) , (7.81)
x˙1 =
dr
dτ =
√
E2
m2
−
(
1 +
L2
m2
1
r2
)
U(r) , (7.82)
x˙2 =
dθ
dτ = 0 , θ =
π
2
, (7.83)
x˙3 =
dϕ
dτ =
L
m
1
r2
, (7.84)
(7.85)
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where m, L, and E are the mass of the particle, its orbital momentum and the energy.
In the non-relativistic limit for weak gravitational fields, assuming
E = m + E′ , (7.86)
with E′ << m, and r >> rg one can identify the coordinate time with the proper
time, so that
x˙0 =
dt
dτ = 1 . (7.87)
Further, for the non-relativistic motion we have r˙, r ˙θ, rϕ˙ << 1, and the radial veloc-
ity reduces, of course, to the standard Newtonian expression
x˙1 =
dr
dτ =
√
2E′
m
− L
2
m2
1
r2
+
rg
r
, (7.88)
which for L = 0 becomes
x˙1 =
dr
dτ =
√
2E′
m
+
rg
r
, (7.89)
It is worth stressing that the anomalous acceleration due to non-commutativity
in the non-relativistic limit can be interpreted as a correction to the Newton’s Law.
Assuming that a particle is moving in the equatorial plane, θ = π/2, with zero orbital
momentum, ϕ = const, the equation of motion is
d2r
dt2 = −
∂
∂r
Veff(r)
= −GM
r2
+ Aranom , (7.90)
where in the uniform model
Aranom =
κ
2
8 ∂rS
0000 + O(κ3) , (7.91)
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with S 0000 = 1N tr h
00h00, and in the non-uniform model
Aranom = −κ2∂rq
00 + O(κ2) , (7.92)
with q00 being the component of the tensor qµν defined by (7.59). This gives the
non-commutative corrections to Newton’s Law: in the uniform model,
Veff(r) = −GM
r
− κ
2
8 S
0000(r) + O(κ3) , (7.93)
and, in the nonuniform model,
Veff(r) = −GM
r
+
κ
2
q00(r) + O(κ2) . (7.94)
Here, of course, the tensor components S 0000 and q00 should be obtained by the so-
lution of the non-commutative Einstein field equations (in the perturbation theory).
7.3.4 Static Spherically Symmetric Solutions
In the present chapter we study the effects of Matrix Gravity in the sim-
plest possible case restricting ourselves to a commutative algebra. The commutativ-
ity assumption enormously simplifies the dynamical equations. By recalling equa-
tion (5.42) it is easy to show that in this case the dynamical equations look exactly
as the Einstein equations in the vacuum
Rµν = Λbµν , (7.95)
where Rµν is the matrix-valued Ricci tensor defined by Rµν = Rαµαν.
In this section we are going to study, in particular, a static spherically
symmetric solution of the equation (7.95). We present the matrix-valued metric aµν
by writing the “matrix-valued Hamiltonian”
aµνξµξν = A(r)(ξ0)2 + B(r)(ξ1)2 + I 1
r2
[
(ξ2)2 + 1
sin2 θ
(ξ3)2
]
, (7.96)
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or the “matrix-valued interval”
bµνdxµdxν = A−1(r)dt2 + B−1(r)dr2 + I r2
(
dθ2 + sin2 θ dϕ2
)
, (7.97)
where the coefficients A(r) and B(r) are commuting matrices that depend only on
the radial coordinate r. This simply means that we choose the following ansatz
a00 = A , a11 = B ,
a22 =
1
r2
I , a33 =
1
r2 sin2 θ
I . (7.98)
Next, by computing the connection coefficientsAαµν and the matrix-valued
Ricci tensor we obtain the equations of motion
R00 = A−1B
[
1
2
A−1A′′ − 3
4
A−2(A′)2 + 1
4
A−1A′B−1B′ +
1
r
A−1A′
]
= ΛA−1 ,
(7.99)
R11 = 12A
−1A′′ − 3
4
A−2(A′)2 + 1
4
A−1A′B−1B′ − 1
r
B−1B′ = ΛB−1 , (7.100)
R22 = −
r
2
B′ − B + r
2
BA−1A′ + I = Λr2 · I , (7.101)
R33 = sin2 θ R22 = Λr2 sin2 θ · I . (7.102)
where the prime denotes differentiation with respect to r.
By using the equations (7.99) and (7.100) we find
A−1A′ + B−1B′ = 0 ; (7.103)
the general solution of this equation is
A(r)B(r) = C1 , (7.104)
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where C1 is an arbitrary constant matrix from our algebra. We require that at the
spatial infinity as r → ∞ the matrices A and B and, therefore, the matrix C as well,
are non-degenerate.
By using this relation we obtain further from eqs. (7.100) and (7.101) two
compatible equations for the matrix B
B′′ +
2
r
B′ + 2Λ = 0 , (7.105)
and
rB′ + B = (1 − Λr2)I . (7.106)
The general solution of the eq. (7.106) is
B(r) =
(
1 − 1
3
Λr2
)
I +
1
r
C2 , (7.107)
where C2 is another arbitrary constant matrix from our algebra. It is not difficult to
see that this form of the matrix B also satisfies the eq. (7.105). The matrix A is now
obtained from the equation (7.104)
A(r) = C1
[(
1 − 13Λr
2
)
I +
1
r
C2
]−1
. (7.108)
We will also require that in the limit κ → 0 we should get the standard
Schwarzschild solution with the cosmological constant
B(r) = −A−1(r) =
(
1 − 13Λr
2 − rg
r
)
I , (7.109)
where rg is the gravitational radius of the central body of mass M,
rg = 2GM , (7.110)
that is, in that limit the matrices E and C should be
C1 = −I , C2 = −rgI . (7.111)
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7.3.5 2 × 2 Matrices
To be specific, we restrict ourselves further to real symmetric 2×2 matrices
generated by
I =
(
1 0
0 1
)
, and τ =
(
0 1
1 0
)
. (7.112)
In this case the constant matrices C1 and C2 can be expressed in terms of four real
parameters
C1 = αI + θτ , C2 = µI + Lτ , (7.113)
where θ = κ¯θ and L = κ ¯L are the parameters of first order in the deformation
parameter κ. Here the parameters α and θ are dimensionless and the parameters µ
and L have the dimension of length.
Then the matrix B(r) has the form
B(r) =
(
1 − 13Λr
2 +
µ
r
)
I +
L
r
τ . (7.114)
Next, noting that τ2 = I, and by using the relation
(aI + bτ)−1 = 1
a2 − b2 (aI − bτ) , (7.115)
we obtain the matrix A(r)
A(r) = ϕ(r)I + ψ(r)τ , (7.116)
where
ϕ(r) =
α
(
1 − 13Λr2
)
+
αµ−θL
r(
1 − 13Λr2 + µr
)2 − L2
r2
, (7.117)
ψ(r) =
θ
(
1 − 13Λr2
)
+
θµ−αL
r(
1 − 13Λr2 + µr
)2 − L2
r2
. (7.118)
238
The parameters α, θ, µ and L should be determined by the boundary con-
ditions at spatial infinity. The question of boundary conditions is a subtle point since
we do not know the physical nature of the additional degrees of freedom. We will
simply require that the diagonal part of the metric is asymptotically De Sitter. This
immediately gives
α = −1 . (7.119)
Now, we introduce a new parameter
r0 = |Λ|−1/2 , (7.120)
and require that for rg << r << r0, the diagonal part of the metric, more precisely,
the function ϕ(r) is asymptotically Schwarzschild, that is,
ϕ(r) = −1 − rg
r
+ O
r2g
r2
 + O (r2
r20
)
. (7.121)
This fixes the parameter µ
µ = −rg + θL . (7.122)
The parameters θ and L remain undetermined.
Finally, by introducing new parameters
ρ = (1 + θ2)L − θrg (7.123)
r± = rg − (θ ± 1)L (7.124)
we can rewrite our solution in the form
ϕ(r) =
−r
(
r − 13Λr3 − rg + 2θL
)
[
r − 13Λr3 − r−
] [
r − 13Λr3 − r+
] , (7.125)
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ψ(r) =
r
[
θ
(
r − 13Λr3
)
+ ρ
]
[
r − 13Λr3 − r−
] [
r − 13Λr3 − r+
] . (7.126)
Of course, as κ → 0 both parameters L = κ ¯L and θ = κ¯θ vanish and we get the
standard Schwarzschild solution with the cosmological constant.
Notice that the matrix-valued metric aµν becomes singular when the ma-
trices A and B are not invertible, that is, when
det A(r) = 0 . (7.127)
The solutions of this equation are the roots of the cubic polynomials
r − 13Λr
3 − r− = 0 and r −
1
3Λr
3 − r+ = 0 (7.128)
Recall that the standard Schwarzschild coordinate singularity, which de-
termines the position of the event horizon, is located at r = rg. The presence of
singularities depends on the values of the parameters. We analyze, now, the first eq.
in (7.128). In the case Λ ≤ 0 the polynomial has one root if r− > 0 and does not
have any roots if r− < 0. In the case Λ > 0 it is easy to see that: i) if r− > (2/3)r0,
then there are no roots, ii) if 0 < r− < (2/3)r0, then the polynomial has two roots,
and ii) if r− < 0, then the polynomial has one root. The same applies to the second
eq. in (7.128).
We emphasize that there are two cases without any singularities at any
finite value of r. This happens if either: a) Λ ≤ 0 and r± < 0, or b) Λ > 0 and
r± > (2/3)r0. This can certainly happen for large values of |θ| and |L|. In particular,
if θ and L have the same signs and
|θ| > 1 + rg|L| , (7.129)
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then both r± are negative, r± < 0, and if θ and L have opposite signs and
|θ| > 1 +
2
3 r0 − rg
|L| , (7.130)
then r± > (2/3)r0. This is a very interesting phenomenon which is entirely new and
due to the additional degrees of freedom.
We would like to clarify some points. The parameters µi introduced in
the previous sections describe the properties of the test particle, that is, the matter.
The parameters θ and ρ introduced in the static and spherically symmetric solution
of non-commutative Einstein equations describe the properties of the gravitational
field, that is, the properties of the source of the gravitational field, that is, the central
body. The parameters θ and ρ are not related to the parameters µi.
7.4 Anomalous Acceleration
In this section we are going to evaluate the anomalous acceleration of
non-relativistic test particles in the static spherically symmetric gravitational field of
a massive central body.
All we have to do is to evaluate the components of the anomalous ac-
celeration (7.77). As we will see the only essential component of the anomalous
acceleration is the radial one Aranom. All other components of the anomalous accel-
eration are negligible in this limit. As we will see below, the anomalous acceleration
is caused by the radial gradient of the component h00 of the matrix-valued metric,
which is
κh00 = ψ(r)τ , (7.131)
where ψ(r) is given by (7.126). Our analysis is restricted to the perturbation theory
in the deformation parameter κ (first order in κ in the non-uniform model and second
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order in κ in the uniform model). That is, we should expand our result in powers of
ρ and θ and keep only linear terms in the non-uniform model and quadratic terms in
the uniform model.
For future use we write the function ψ(r) in the first order in the parameter
κ
ψ(r) =
r
[
θ
(
r − 13Λr3
)
+ ρ
]
(
r − 13Λr3 − rg
)2 + O(κ2) , (7.132)
and for r << r0
ψ(r) = r(θr + ρ)(r − rg)2 + O(κ
2) , (7.133)
and, finally, for rg << r << r0,
ψ(r) = θ + ρ
r
+ O(κ2) . (7.134)
We would like to emphasize at this point that the perturbation theory we
are going to perform is only valid for small corrections. When the corrections be-
come large we need to consider the exact equations of motion (7.51).
7.4.1 Uniform Model
In the non-relativistic limit the formula for the anomalous radial accelera-
tion (7.91) gives
Aranom =
1
4
ψ(r)ψ′(r) + O(κ3) . (7.135)
The derivative of the function ψ(r) is easily computed
ψ′(r) = ω(r)ψ(r) , (7.136)
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where
ω(r) = 1
r
+
θ(1 − Λr2)
θ
(
r − 13Λr3
)
+ ρ
− 1 − Λr
2
r − 13Λr3 − r−
− 1 − Λr
2
r − 13Λr3 − r+
. (7.137)
Thus, we obtain finally
Aranom =
1
4
ψ2(r)ω(r) + O(κ3) . (7.138)
Recall that the parameters ρ and θ are of first order in κ. Strictly speaking
we should expand this formula in ρ and θ keeping only quadratic terms; we get
Aranom =
1
4
[
θ
(
r − 13Λr3
)
+ ρ
]
r(
r − 13Λr3 − rg
)5
{(
r − 13Λr
3 − rg
) [
θ
(
2r − 43Λr
3
)
+ ρ
]
−2r(1 − Λr2)
[
θ
(
r − 1
3
Λr3
)
+ ρ
]}
+ O(κ3) . (7.139)
For r << r0 (that is, |Λ|r2 << 1) this becomes
Aranom = −
1
4
r (θr + ρ)
[
(ρ + 2θrg)r + ρrg − 23θΛr4
]
(r − rg)5 + O(κ
3) . (7.140)
We need to keep the term linear in Λ since we do not know the values of the param-
eters θ and ρ. Finally, for rg << r << r0 we obtain
Aranom = −
1
4
(
θ +
ρ
r
) (ρ + 2θrg
r2
− 23θΛr
)
+ O(κ3) . (7.141)
7.4.2 Non-uniform Model
Similarly, in the non-uniform model the anomalous acceleration is given
by eq. (7.92). In the 2×2 matrix case considered above the eigenvalues of the matrix
hµνξµξν are
λ1,2 = ±
1
2
tr (hµντ)ξµξν . (7.142)
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Therefore,
P(x, ξ) = µ1λ1 + µ2λ2 = γ12tr (h
µντ)ξµξν , (7.143)
where
γ = µ1 − µ2 . (7.144)
Thus
qµν =
γ
2
tr (hµντ) . (7.145)
So, we obtain
κq00 = γψ(r) . (7.146)
Thus
Aranom = −
1
2
γψ′(r) + O(κ2)
= −1γ
2
ψ(r)ω(r) + O(κ2) . (7.147)
Now, we recall that ρ and θ are of first order in κ and expand in powers of
ρ and θ keeping only linear terms
Aranom = −
1
2
γ(
r − 13Λr3 − rg
)3
{(
r − 13Λr
3 − rg
) [
θ
(
2r − 43Λr
3
)
+ ρ
]
−2r(1 − Λr2)
[
θ
(
r − 13Λr
3
)
+ ρ
]}
+ O(κ2) . (7.148)
In the case r << r0 (when |Λ|r2 << 1) this takes the form
Aranom =
1
2
γ
[
(ρ + 2θrg)r + ρrg − 23θΛr4
]
(r − rg)3 + O(κ
2) . (7.149)
Finally, for rg << r << r0 we obtain
Aranom =
1
2
γ
[(ρ + 2θrg)
r2
− 2
3
θΛr
]
+ O(κ2) . (7.150)
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7.5 Conclusions
In this chapter we described the kinematics of test particles in the frame-
work of a recently developed modified theory of gravitation, called Matrix Gravity
[19, 20, 21]. We outlined the motivation for this theory, which is a non-commutative
deformation of General Relativity. Matrix Gravity can be interpreted in terms of a
collection of Finsler geometries on the spacetime manifold rather than in terms of
Riemannian geometry. This leads, in particular, to a new phenomenon of splitting of
Riemannian geodesics into a system of trajectories (Finsler geodesics) close to the
Riemannian geodesic. More precisely, instead of one Riemannian metric we have
several Finsler metrics and different mass parameters which describe the tendency
to follow a particular Finsler geodesics determined by a particular Finsler metric.
As a result the test particles exhibit a non-geodesic motion which can be interpreted
in terms of an anomalous acceleration.
By using a commutative algebra we found a static spherically symmetric
solution of the modified Einstein equations. In this case a completely new feature
appears due to the presence of additional degrees of freedom. The coordinate sin-
gularities of our model depend on additional parameters (constants of integration).
Interestingly, there is a range of values for these free parameters in which no singu-
larity occurs. This is just one of the intriguing differences between Matrix Gravity
and General Relativity.
The description of matter in Matrix Gravity needs additional study. In
this chapter we studied just the behavior of classical test particles. We propose to
describe a gravitating particle by several mass parameters rather than one parameter
as in General Relativity. We considered two models of matter: a uniform one, in
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which all mass parameters are equal, and a non-uniform one, in which the mass
parameters are different. The choice of one model over the other should be dictated
by physical reasons. It is worth emphasizing that in the generic non-uniform model
the equivalence principle is violated.
The interesting question whether the matter is described by only one mass
parameter or more than one mass parameters as well as the more general question
of the physical origin of multiple mass parameters requires further study. Since we
do not know much about the physical origin of the color masses, we do not assume
that they are positive. We do not exclude the possibility that some of the mass
parameters can be negative or zero. This would imply, of course, that in this theory
there is also gravitational repulsion (antigravity). This could help solve the problem
of the gravitational collapse in General Relativity, which is caused by the infinite
gravitational attraction.
CHAPTER 8
A MODEL FOR THE PIONEER ANOMALY6
Abstract
In a previous work we showed that massive test particles exhibit a non-
geodesic acceleration in a modified theory of gravity obtained by a non-commutative
deformation of General Relativity (so-called Matrix Gravity). We propose that this
non-geodesic acceleration might be the origin of the anomalous acceleration experi-
enced by the Pioneer 10 and Pioneer 11 spacecrafts.
8.1 Introduction
The Pioneer anomaly has been studied by many authors (see [2, 3, 65, 67,
57, 77] and the references in these papers) and it has a pretty strong experimental
status [60]. It exhibits itself in an anomalous acceleration of the Pioneer 10 and 11
spacecrafts in the range of distances between 20AU and 50AU (∼ 1014cm) from the
Sun. The acceleration is directed toward the Sun and has a magnitude of [2, 3]
Aranom ≈ (8.74 ± 1.33) × 10−8cm/s2 . (8.1)
In the last years there have been many attempts to explain the Pioneer anomaly by
modifying General Relativity (see, for example, [65] and the references therein).
6The material in this chapter has been published as a preprint: I. G. Avramidi and G. Fucci, A
Model for the Pioneer Anomaly, arXiv: 0811.1573 [gr-qc]
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However, there is also some evidence [77] that it could not be explained within
standard General Relativity since it exhibits a non-geodesic motion. That is, it cannot
be explained by just perturbing the Schwarzschild metric of the Solar system. It
seems, from the analysis of the trajectories, that the spacecrafts do not move along
the geodesics of any metric. Another puzzling fact is that there is no measurable
anomaly in the motion of the planets themselves, which violates the equivalence
principle. In other words, the heavy objects like the planets, with masses greater
than ∼ 1027g, do not feel any anomaly while the smaller objects, like the Pioneer
spacecrafts, with masses of order ∼ 105g, do experience it.
There are also some interesting numerical coincidences regarding the Pio-
neer anomaly (noticed in [63] as well). Recall that the cosmological distance, which
can be defined either by the Hubble constant H or by the cosmological constant Λ,
is of order
r0 ∼
c
H
∼ 1√
Λ
∼ 1028cm (8.2)
and the Compton wavelength of the proton is of order
r1 ∼
~
mpc
∼ 10−13cm . (8.3)
Now, we easily see, first of all, that there is the following numerical relation(
r1
ranom
)
∼
(
ranom
r0
)2
, (8.4)
where ranom ∼ 1014cm is the distance at which the anomaly is observed. This means
that
ranom ∼
(
~
mpcΛ
)1/3
∼
(
~c
mpH2
)1/3
. (8.5)
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Secondly, the characteristic distance determined by the value of the anomalous ac-
celeration, Aanom ∼ 10−8cm/sec2, is of the same order as the cosmological distance
r2 ∼
c2
Aanom
∼ 1028cm , (8.6)
which simply means that
Aanom ∼ Hc ∼ c2
√
Λ . (8.7)
It is very intriguing to speculate that the Pioneer effect is the result of some kind
of interplay between the microscopic and cosmological effects at the macroscopic
scales.
In this chapter we apply the investigation of motion of test particles in
an extended theory of gravity, called Matrix Gravity, initiated in [26] to study the
anomalous acceleration of Pioneer 10 and Pioneer 11 spacecrafts.
We would like to stress that this study is just a first attempt to analyze the
phenomenological effects of Matrix Gravity. We do not claim that this simple model
definitely solves the mystery of the anomaly. Our aim is just to propose another
candidate for its origin. Only future tests and more detailed models can describe
the Pioneer anomaly in full capacity. This work does not represent the final answer,
but just a first attempt of studying this phenomenon within the framework of Matrix
Gravity.
8.2 Anomalous Acceleration in Matrix Gravity
The anomalous non-geodesic acceleration was derived within perturbation
theory in the deformation parameter in [26] and presented in the previous Chapter.
We study the two cases mentioned above.
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We consider a simple model of 2×2 real symmetric commutative matrices.
The static spherically symmetric solution of the matrix Einstein equations for this
model was obtained in [26]. By using the results on the motion of test particles
obtained in Chapter 7, and by recalling that in the non-relativistic limit the only
essential component of the anomalous acceleration is the radial one Aranom, we obtain
for the uniform model
Aranom =
1
2
∂
∂r
− 11 − rg
r
+ f1(r) − 2θ f2(r) +
(
θ
2
f1(r) + (1 + θ2) f2(r)
)2 , (8.8)
and for the non-uniform model,
Aranom = −
1
2
∂
∂r
 11 − rg
r
+ (γθ − 1) f1(r) + γ(1 + θ)2 f2(r)
 . (8.9)
In this last formulas we have introduced the functions
u(r) = 1 − 13Λr
2 − rg
r
, (8.10)
and
f1(r) = u(r)[
u(r) + (θ + 1) L
r
] [
u(r) + (θ − 1) L
r
] , (8.11)
f2(r) =
L
r[
u(r) + (θ + 1) L
r
] [
u(r) + (θ − 1) L
r
] . (8.12)
We would like to emphasize at this point that the perturbation theory is
only valid for small corrections. Obviously, when the corrections become large one
needs to consider the exact equations of motion.
8.3 Pioneer Anomaly
We have two free parameters in our model, θ and L (and γ in the non-
uniform model). We estimate these parameters to match the value of the observed
anomalous acceleration of the Pioneer spacecrafts.
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First of all, we recall the observed value of the cosmological constant
Λ ≈ 2.5·10−56cm−2; therefore, r0 ≈ |Λ|−1/2 = 6.3·1027cm, and the gravitational radius
of the Sun rg ≈ 1.5 · 105cm . The relevant scale of the Pioneer anomaly is ranom ∼
1014−1015cm, therefore, we can restrict our analysis to the range rg << r << r0. The
values of the dimensionless parameters are rg
r
∼ 10−8, r
r0
∼ 10−15, and rg
r0
∼ 10−23. We
also recall that the value of the anomalous acceleration is Aranom ≈ 8.7 · 10−8cm/s2 .
We should stress that our analysis only applies to the range of distances relevant
for the study of the Pioneer anomaly. Therefore, strictly speaking, from a formal
point of view, one cannot extrapolate our equations beyond this interval. Since the
parameters rg
r
,
r
r0
and rg
r0
are negligibly small (compared to 1) they can be omitted.
By using the eqs. (8.8) and (8.9), and by defining ρ = (1 + θ2)L − θrg, we
obtain [26] (in the usual units, c being the speed of light) for rg << r << r0: in the
uniform model,
Aranom = −c
2
4
(
θ +
ρ
r
) (ρ + 2θrg
r2
− 2
3
θΛr
)
, (8.13)
and in the non-uniform model,
Aranom =
c2
2
γ
(
ρ + 2θrg
r2
− 23θΛr
)
. (8.14)
Uniform Model. First, we restrict to the case of vanishing cosmological
constant. Then the function (8.13) takes the form
Aranom(r) = −c
2
4
(
θ +
ρ
r
) ρ + 2θrg
r2
. (8.15)
It has an extremum if the signs of θ and ρ are different, which occurs at r∗ = −32 ρθ
and is equal to
Aranom(r∗) = −
c2θ3
27
(ρ + 2θrg)
ρ2
. (8.16)
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Now, we assume that r∗ ∼ ranom ∼ 1014 cm and Aranom(r∗) ∼ −10−8cm/sec2 to esti-
mate the parameters
ρ ∼ 107cm , θ ∼ −10−7 . (8.17)
If we leave the cosmological constant there is another range of parameters
that should be investigated. Namely, when the term 2θ3r20 r becomes comparable with
the term ρ
r2
. In this case the anomalous acceleration can be written, by dropping
negligible terms, as
Aranom(r) = − c
2
4r0
(
θρr0
r2
+
2θ2
3r0
r
)
. (8.18)
We note that the term c24r0 gives the right magnitude of the anomalous ac-
celeration. If we assume that the two terms in the parentheses are comparable at the
characteristic length ranom and are of order 1, then we get an estimate
ρ ∼ r
3
anom
r20
θ and θ ∼
(
r0
ranom
) 1
2
, (8.19)
and, therefore,
ρ ∼ 10−7cm and θ ∼ 107 . (8.20)
Nonuniform Model. In the non-uniform model we have an additional pa-
rameter γ. The function has an extremum at
r∗ =
(3ρr20
θ
)1/3
. (8.21)
Now, we assume that r∗ ∼ ranom ∼ 1014cm; then
ρ
θ
=
r3∗
3r20
∼ 10−13cm . (8.22)
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Further, by assuming Aranom(r∗) ∼ −10−8cm/sec2 and using the eq. we estimate the
parameter γ
γ ∼ 1013 . (8.23)
It is interesting to notice that, in this case, ρ/θ has the same order of mag-
nitude of the Compton wavelength of the proton. Moreover, by using (8.22), we
confirm the coincidence (8.5) mentioned in the introduction. This is very intrigu-
ing; it allows one to speculate that the anomalous acceleration could be a result of
an interplay between the microscopic and macroscopic worlds; in other words, the
Pioneer anomaly could be a quantum effect.
8.4 Conclusions
In this chapter we applied the kinematics of test particles [26] in Matrix
Gravity [20, 21] to the study of the Pioneer anomaly.
We considered two models: a uniform one, in which a particle is described
by a single mass parameter, and a non-uniform one, in which a particle is described
by multiple mass parameters. The choice of one model over the other should be
dictated by physical reasons. The interesting question of whether the matter is de-
scribed by only one mass parameter or more than one mass parameters requires
further study. If the Pioneer anomaly is a new physical phenomenon we have to ac-
cept the fact that the equivalence principle does not hold. If this is the case, a model
with different mass parameters (violating the equivalence principle) would be more
appropriate to describe the motion of test particles in the Solar system.
CHAPTER 9
CONCLUSIONS
In this work we carried out a detailed study of two major subjects. The
first part of this Dissertation is devoted to the study of non-perturbative aspects of
quantum electrodynamics on Riemannian manifolds by mainly utilizing heat kernel
asymptotic expansion techniques. The second part focuses on the analysis of low
energy aspects of a newly developed theory of the gravitational field called Matrix
Gravity.
In the following we will present a summary of the main results obtained
in this work and we will also describe some ideas for future directions of research.
9.1 Summary of the main results
It is needless to say that non-perturbative results are of fundamental im-
portance in Physics. On one hand, the techniques used to obtain such results are
very interesting from the mathematical point of view and, on the other hand, com-
pletely new physical phenomena, which are not predicted in perturbation theory,
can be discovered. Here, we will present a list of the main results obtained in this
Dissertation.
1. We established the existence of a new type of non-perturbative asymptotic
expansion for the heat kernel for the Laplacian, and its trace, on homogeneous
Abelian bundles.
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2. We developed a new perturbation theory for the Laplacian, the heat semigroup
and the heat kernel for the case in which the U(1) curvature (electromagnetic
field) is much stronger than the Riemannian curvature.
3. We explicitly evaluated the universal tensor functions in the heat kernel coef-
ficients. They are analytic functions of the dimensionless quantity tF. These
universal functions were not known in the literature and they have been eval-
uated here for the first time.
4. We evaluated, for the first time, the first three non-diagonal heat kernel asymp-
totic coefficients, in (3.219), (3.220) and (3.221) in powers of the Riemannian
curvature and in terms of the new universal tensor functions.
5. We found the first three diagonal heat kernel asymptotic coefficients in (3.224),
(3.237) and (3.238) in powers of the Riemannian curvature and in terms of the
new universal tensor functions. This result is completely new and it has been
presented here for the first time in the literature.
6. We proved, here, that all the off-diagonal odd-order heat kernel asymptotic
coefficients are odd order polynomials in the normal coordinate u, and, there-
fore, they vanish on the diagonal.
7. We developed an algebraic framework for the calculation of the heat kernel
asymptotic coefficients which only relies on the algebra of the commutators of
the relevant operators.
8. We proved, in this work, that the new non-perturbative heat kernel asymptotic
coefficients can be written in terms of polynomials that we called generalized
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Hermite polynomials. For these polynomials we found the generating function
and evaluated explicitly the first six polynomials.
9. We proved a formula that gives the n-th power of the sum of two operators
which satisfy the Heisenberg algebra, in terms of a finite sum involving powers
of the operators and powers of their commutator.
10. We evaluated the imaginary part of the effective action for both scalar and
spinor fields in a n-dimensional curved spacetime under the influence of a
strong electromagnetic field.
11. We explicitly evaluated the coefficient linear in the Riemannian curvature,
b2(t), of the heat kernel asymptotic expansion. By using this coefficient, we
found the imaginary part of the effective action, of zeroth and first order in
the Riemannian curvature, non-perturbative in the electromagnetic field, in
n-dimensions.
12. We generalized the classical result obtained by Schwinger for the creation of
pairs in the electromagnetic field: For the first time in literature, we found an
expression for the creation of scalar and spinor particles in curved spacetime
induced by the gravitational field. This essentially non-perturbative effect in
curved spacetime was completely unknown and it has been found here for the
first time.
13. We explicitly evaluated the imaginary part of the effective action for both
scalar and spinor fields in a number of different interesting limiting cases:
• The physical dimension: n = 4.
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• Massless limit (Supercritical Electric Field): m2 ≪ E, B.
• Pure electric field: B ≪ m2, E, in n dimensions and n = 4.
14. We have discovered new infrared divergences in the imaginary part of the
effective action for massless spinor fields in four dimensions (or supercritical
electric field), which is induced purely by the gravitational correction.
15. In this work, we obtained, for the first time in literature, the dynamical equa-
tions for Matrix General Relativity in absence of matter by varying a general-
ization of the Hilbert-Einstein action.
16. We proposed an action to describe non-commutative matter and we derived,
for the first time, the non-commutative Einstein equations in presence of mat-
ter.
17. We evaluated the action of Spectral Matrix Gravity in the weak deformation
limit up to the second order in the deformation parameter. Namely, up to
quadratic terms in the Riemannian curvature.
18. We evaluated, for the first time, the dynamical equations for Spectral Matrix
Gravity in the weak deformation limit, and we found the spectrum of the the-
ory on a DeSitter background.
19. We proposed a model for kinematics of test particles in Matrix Gravity. In
particular we proposed that test particles are described by several mass pa-
rameters and that they do not move along the geodesics predicted by General
Relativity. That is, we predict the violation of the equivalence principle.
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20. We evaluated, in perturbation theory, the non-geodesic part of the motion in-
terpreted as an anomalous acceleration. We found the anomalous acceleration,
up to the first order in the perturbation parameter, when all the mass parame-
ters are the same (uniform model) and we also found the anomalous acceler-
ation, up to the second order in the perturbation parameter, when they are all
different (non-uniform model).
21. We found a static spherically symmetric solution of Matrix General Relativity
in a simple model of Abelian 2 × 2 matrices.
22. In particular, we found that there exists a range for the free parameters in the
theory for which there is no horizon in the static and spherically symmetric
solution. This is a completely new feature, which is absent in General Rela-
tivity. In this particular Abelian case we computed explicitly the anomalous
acceleration for both the uniform and non-uniform models.
23. We applied our results to the analysis of a recently found anomaly in the tra-
jectories of the Pioneer 10 and 11 spacecrafts. We found that there is a range
for the free parameters of our theory which can be adjusted to give the right
order of magnitude for the Pioneer anomaly .
9.2 Future directions of research
The results in this Dissertation open a variety of different opportunities
for future research. In the following we present a list of some of the ideas involving
the results we obtained for the non-perturbative heat kernel asymptotic expansion on
homogeneous Abelian bundles.
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• The study of complex manifolds is very important in mathematics. An Her-
mitian manifold is a even-dimensional complex manifold on which a smooth
Hermitian metric is defined. It can be shown that on this manifold there al-
ways exist an antisymmetric 2-form, called the Ka¨hler form, which is obtained
from the Hermitian metric. It is well known, then, that an Hermitian manifold
is a Ka¨hler manifold if the Ka¨hler 2-form is closed. If we assume that the
curvature on the Ka¨hler manifold is small, we satisfy all the conditions for
the analysis done in Chapter 3 by just replacing the electromagnetic 2-form
with the Ka¨hler 2-form. Such analysis would give the heat kernel asymptotic
expansion coefficients for the Laplacian defined on Ka¨hler manifolds. This
would be an important study especially in connection with String Theory in
which one often uses complex manifolds.
• Two dimensional quantum field theory has become very important over the
past years. In fact, in two dimensions, one can obtain exact results for many
cases of interest, which one can use to get a better understanding of how a par-
ticular quantum system would behave in four dimensions. Our results, when
restricted to dimension two, would dramatically simplify. The heat kernel
asymptotic coefficients that we found can be used to evaluate the effective ac-
tion for quantum fields in two dimensional curved space under the influence
of a strong electromagnetic field. In particular, the coefficient b2 (linear in the
Riemannian curvature) found here is responsible for the divergences in two di-
mensions and can be used to regularize the theory. Moreover, if one considers
conformal fields, the same coefficients would give the conformal anomaly.
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• During the evaluation of the non-perturbative heat kernel asymptotic coeffi-
cients, we introduced the generalized Hermite polynomials to represent the
derivatives of the Schwinger heat kernel. These are polynomials in normal
coordinates with coefficients given by analytic functions of the electromag-
netic 2-form. It will be very interesting, from the mathematical point of view,
to systematically study the most important properties of these polynomials. In
particular, by finding the differential equations they satisfy one could attempt
to prove some orthogonality relations between them. Moreover, it would be
interesting to see if we can find some different representations, other than a
Rodrigues-type formula find here, for the generalized Hermite polynomials.
Lastly, it would be very interesting to find a recurrence relation especially for
their derivatives.
• The Dirac operator has been intensively studied both in mathematics and the-
oretical physics. It is globally defined on a manifold M provided that M is
orientable and has a spin structure. It can be proved that if M is compact,
the Dirac operator is elliptic, self-adjoint, and it has a discrete spectrum. Of
particular relevance is the index of the Dirac operator because it gives a mea-
sure of the difference between left and right spinors due to the topology of the
manifold M. This gives origin to the chiral anomaly [47, 66]. It can be proved
that the index of an elliptic operator, and in particular of the Dirac operator,
can be expressed in terms of the heat kernel. The results obtained in this work
could be used in order to study the index of the Dirac operator in four dimen-
sions under the condition of large parallel U(1) curvature. It would be very
interesting to analyze in what extent a strong electromagnetic field influences
the number of left and right spinors and the chiral anomaly.
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• The non-perturbative results that we obtained earlier, are valid for an arbi-
trary Riemannian metric. Considering, in particular, Einstein manifolds, for
which the metric satisfies Einstein’s equations, would be very interesting in
astrophysical situations in which the electromagnetic field is stronger than the
gravitational field. In fact, by specifying our result for the imaginary part of
the effective action in the Schwarzschild metric, we could describe particle
creation in the surrounding areas of objects like pulsars and magnetars. In
particular, once the imaginary part of the effective action for scalar and spinor
fields is known, one can evaluate the current of created particles in the neigh-
borhood of such astrophysical objects.
Matrix Gravity is obviously of recent discovery, and much more research
is needed to be done in order to unveil all of its features. In the following we list
some ideas for future research.
• It is well known that General Relativity cannot be quantized in a consistent
way, because Einstein’s theory is non-renormalizable. A satisfactory quan-
tized theory of the gravitational field is the most important unsolved problem
in present day theoretical physics. It would be interesting to study in detail
whether or not Matrix Gravity can be successfully quantized. In fact, Matrix
Gravity is nothing but a generalized σ-model, and therefore the problems of
quantization are the same as a field theoretical σ-model.
• An interesting study would be the analysis of some simple non-commutative,
static and symmetric solutions of the dynamical equations, like a non-commut-
ative Schwarzschild metric and a non-commutative DeSitter metric. The first
261
would describe a non-commutative black hole while the second would rep-
resent a non-commutative cosmological model. The singularities in General
Relativity appear when the geodesics in the spacetime cannot be prolonged to
arbitrary values of their affine parameter, this means that all the geodesics con-
verge to the singular point at a certain time. Since in our model the trajectory
of particles is described by a bundle of trajectories, there is the possibility that
the non-commutative black hole would be free of singularities. This would
be an important feature of our model which is not present in General Rela-
tivity. By analyzing a non-commutative cosmological model, like DeSitter,
one could try to understand if our model predicts the accelerated expansion of
the Universe without relying on the concept of Dark Energy. Having a theory
that does not rely on the mysterious Dark Energy to explain the accelerated
expansion of the Universe would be of fundamental importance.
• Lastly, an important problem afflicting General Relativity is the flat rotational
curves of galaxies. It is well known that the radial velocity of a non-relativistic
fluid in rotation decreases, following a specific law, with the distance from the
rotational axis. However, observations show that the radial velocity stays ap-
proximately constant regardless of the distance from the center. In order to
explain this discrepancy with the theory, the idea of Dark Matter has been
introduced. By looking at the rotational curves of galaxies one is able to de-
rive the distribution of Dark Matter (which is unobservable) within the galaxy
and in its neighborhoods. Obviously this idea is not satisfactory from a the-
oretical point of view. It would be interesting, then, to understand if a non-
commutative model for galaxies could could explain the flat rotational curves
without relying on the concept of Dark Matter.
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