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Abstract 
The work presented in this thesis describes the results of Molecular Dynamics (MD) 
simulations applied to the interaction of silver clusters with graphite surfaces and 
some numerical and theoretical methods concerning the extension of MD simulations 
to longer time scales (hyper-MD). 
The first part of this thesis studies the implantation of clusters at normal incidence 
onto a graphite surface in order to determine the scaling of the penetration depth (PD) 
against the impact energy. A comparison with experimental results is made with good 
agreement. The main physical observations of the impact process are described and 
analysed. It is shown that there is a threshold impact velocity above which the linear 
dependence on PD on impact energy changes to a linear dependence on velocity. 
Implantation of silver clusters at oblique incidence is also considered. 
The second part of this work analyses the validity and feasibility of the three 
minimisation methods for the hyper-MD simulation method whereby time scales of 
an MD simulation can be extended. A correct mathematical basis for the iterative 
method is derived. It is found that one of the iterative methods, upon which hyper- 
NID is based, is very likely to fail in high-dimensional situations because it requires 
a too expensive convergence. Two new approximations to the hyper-MD approach 
are proposed, which reduce the computational effort considerably. Both approaches, 
although not exact, can help to search for some of the most likely transitions in the 
system. Some examples are given to illustrate this. 
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Chapter 1 
The Dynamics of Cluster-Surface 
Interaction 
1.1 Introduction to the Cluster-world 
Atomic clusters are aggregates containing between three and a few thousands of 
atoms. Due to their selected size ranging from a microscopic to a mesoscopic scale, 
they have become an important system to provide novel insight into the nanoworld 
(10-9-10-6m). One first attractive characteristic of the cluster-world is the large 
surface-volume ratio. Even for a cluster made up of 105 atoms, more than 10% of 
them are located at the surface. Another interesting feature is that some cluster sizes 
are more stable than others. The experimental observation of "magic numbers" of 
atoms, indicating preferred states of organization and enhanced stability, and their 
theoretical justification has been the centre of several studies since the beginning of 
the 80's [1,2]. Although clusters have been studied for three decades, their exotic 
properties and special behaviour continuously open new doors for future scientific 
research. For example, recent experimental observations [3] have found an unex- 
pectedly strong magnetic anisotropy in a single Co1000 cluster. From a fundamental 
perspective, the study of the peculiarities of the clusters motivate the development 
of new experimental techniques. This was the case for the work done by Schmidt 
et al. [4], who developed a calorimetric method to study thermal properties of free, 
mass selected clusters. A few years afterwards, such a method provided [5] first-time 
evidence to corroborate theoretical predictions of a negative microcanonical heat ca- 
pacity for Na147. In addition, cluster impact onto surfaces has proved to be an im- 
portant means to produce new materials. In this sense, clusters can be regarded as 
precursors of a new generation of nanostructured devices. Depending on the impact 
energy, the cluster can either deposit onto or penetrate into the surface. The expected 
application in the future nanotechnology is very promising and varied and will qual- 
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itatively depend on the energy regime considered. Numerous experimental data are 
continuously obtained via distinct experimental tools such as transmission electron 
microscopy (TEM), field ion microscopy (FIM), scanning electron microscopy (SEM), 
tapping mode atomic force microscopy (TMAFM), atomic force microscopy (AFM) 
or scanning tunnelling microscopy (STM). Even though experimental data represent 
a valuable source of information about the clusterworld, the technical limitations of a 
direct experimental observation of the microscopic events that take place demands the 
computer simulation of the processes. They frequently help to form a precise picture 
of the main mechanisms during cluster-surface interaction. This thesis is devoted to 
the review of recent computational approaches and presents new schemes applied to 
the atomistic simulation of implantation and deposition of clusters on surfaces. 
1.2 Cluster Implantation into Surfaces 
At incident energies below 100 keV, the motion of a single atom inside a solid is often 
driven by a sequence of near independent impacts between the projectile atom and 
a target atom in the solid. This `binary collision' [6] approximation is valid provided 
that the range of the interatomic force between a projectile and a target atom is 
shorter than the distance between two nearest neighbour atoms in the solid. Single 
ions have been widely employed as projectiles in numerous studies throughout all the 
20th century [6,7]. Conversely, the collisional process of a cluster is characterised 
by `nonlinear' effects: the motion of the cluster is the result of a sequence of many- 
body collisions between several atoms of the cluster and the target solid. This unique 
characteristic of the cluster impact leads to new capabilities for producing shallow 
implantation [8], extremly high-yield sputtering [9,10] or surface smoothing [11]. 
Doping of silicon by a low-energy ion beam followed by annealing to activate the 
dopants is a standard technique in semiconductor manufacturing. However, the dif- 
fusion of the implanted atoms can affect device performance detrimentally. Further- 
more, beam transport problems [12] arise from space charge effects at too low-energy 
ion beams, limiting the minimum implantation depth. Yamada [13] has shown that 
cluster implantation can be the solution for shallow implantation in Si with high 
supression of the diffusion of the implanted material since clusters remain inmobile 
inside the substrate. Shallow implantation of clusters upon a surface can also have 
direct application to the fabrication of monodispersed arrays of clusters with size de- 
pendent catalytic activity [14]. Another advantage of the use of clusters is the fact 
that the selection of the cluster size allows the modelling of pits or channels with 
different widths. Surfaces tailored by cluster implantation are hoped to have new 
physical and chemical behaviour. Also creation of size-selected wells on a surface by 
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shallow implantation of clusters may be a promising technique for the fabrication of 
new materials. All these interesting applications of low-energy cluster beams moti- 
vate the study of the implantation features with respect to the incident energy or 
cluster size. 
Shallow cluster implantation creates crater-like structures on the surface of the 
substrate, unlike single ions or atoms, which spread laterally much further during 
the implantation giving rise to branched structures. The shape of the craters can 
be hemispherical [15] or vertical tunnels [14]. Several groups worldwide have carried 
out work on the nano-structures produced during cluster implantation. For instance, 
Aiko et al. have studied the implantation of a wide variety of cluster beam sources in 
Au, Si and C substrates (for instance, see Refs. [16]-[18]). Adejan and Urbassek [15] 
have simulated energetic Cu cluster impacts on Cu. Other groups have investigated 
the penetration depth of fullerenes and metal clusters into highly oriented pyrolitic 
graphite (HOPG) surfaces. Kerford et al. [19] have compared fullerene and single ion 
impacts on graphite, obtaining a linear scaling between the penetration depth and 
velocity for implantation of C60. In a different study, they compared [20] gold and 
carbon cluster impacts on graphite in order to study the effect of similar total mass 
clusters containing different mass constituents. A different group [21] has studied the 
penetration profile of implanted small Ta clusters into graphite both experimental 
and by MD simulations. 
The simulation work described here was carried out in conjunction with experi- 
mental work at the Nanoscale Physics Research Laboratory at the University of Birm- 
ingham [14,22] who have been carrying out work on the implantation of size-selected 
silver clusters into an HOPG surface for a number of years. To date, however, there 
has been no comparative study showing a different Penetration Depth (PD) scaling 
with the cluster size. Neither has the PD scaling been directly inferred from the mo- 
tion of the cluster during implantation. Another outstanding question is to measure 
the area of the tunnels by MD simulations. These last issues are addressed in this 
thesis. 
1.3 Diffusion of Clusters over Surfaces 
Clusters gently deposited on a surface (soft landing) diffuse sideways because of the 
atomic thermal vibrations and can join up giving rise to individual islands or thin 
films depending on the coverage (portion of the surface covered by the clusters). An 
experimental group leaded by A. Perez [23] at the University of Lyon discovered that 
size-selected clusters deposited onto surfaces can produce thin films, whose physical 
properties, such as hardness, electrical conductivity and optical absorption, depend on 
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the size of the cluster. For example, they observed that films made from C900 clusters 
behave like graphite, while films made from C20 clusters behave like diamond. This 
pioneering work forecasted the future use of deposited atomic clusters in the fabrica- 
tion of new thin films. However, the complete explotation of this new nanotechnology 
obviously needs an accurate knowledge of the microscopic mechanisms involved dur- 
ing the growth of nanostructures on surfaces. Also, a detailed study should contain 
information about diffusion coefficients, which would quantify the cluster-surface in- 
teraction: low diffusion coefficients might suggest strong chemical bonds between the 
cluster and the surface (chemisorption), while high diffusion coefficients might in- 
dicate weak adsorption of the cluster on the surface (physisorption), which can be 
modelled by van der Waals' forces. The strength of the binding between cluster and 
substrate determines the class of nanostructures that can be created on the surface. 
Since the early 1990s, powerful experimental tools have been used to collect both 
quantitive and qualitative results that shed light on the mechanisms involved in cluster 
diffusion. The large list of the diffusion mechanisms observed experimentally covers 
both single-atom processes (e. g., individual motion of peripheral atoms about the 
clusters [24], 2D evaporation-condensation [25]-[28]) and collective processes (e. g., Ir19 
clusters were observed to [29] glide as a whole over an Ir(111) surface). As for island 
growth, cluster diffusion can give rise to either 2D [24]-[29] or 3D [30] structures. 
Furthermore, clusters can either stick together [31] or coalesce. Brechignan et al. 
[32] analysed experimentally how the cluster size can determine whether coalescence 
takes place. Another experimental interest [30,33] has been the influence on cluster 
diffusion of existing defects (e. g. vacancies, interstitials, steps, ... 
) on the substrate. 
On the other hand, MD simulations have found other novel diffusion mechanisms 
such as the dislocation mechanism for islands on fcc (111) surfaces [34]. Often com- 
puter simulations provide explanations for previous experimental observations. This 
was the case for the MD simulations carried out by Deltour et al. [35]. Previous 
experiments had suggested that epitaxial growth is associated with very low diffusion 
coefficients of the order of 10-17 cm2"s'1 [25], while non-epitaxial growth is often as- 
sociated with larger diffusion coefficients of the order of 10-8 cm2"s-1 [31]. Deltour et 
al. [35] related these experimental findings to the mismatch between the lattice pa- 
rameters of the cluster and surface by means of the MD simulation of Lennard-Jones 
clusters evolving on a crystalline surface. Moreover, comparison between experiments 
and simulations have sometimes led to the proposition of novel diffusion mechanisms 
[25]. 
Despite this ongoing effort in order to identify the main diffusion mechanisms, 
whereby film growth takes place, many questions still remain unsolved due to the 
technical limitations of experiments. Though large clusters can be experimentally 
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imaged at consecutive time intervals to visualise changes in shape or position, it 
is impossible to image transition states because of their short life. One possible 
solution would be to simulate the transitions by means of computer algorithms, but 
current simulation times are several orders of magnitud lower than the experimental 
ones, so that meaningful processes can be missed. This motivates the search for new 
algorithms that could extend the time scales of the simulations. The next section 
briefly discusses some of the new approaches to reach larger time scales. 
1.4 Accelerated Computer-Based Methods 
Since the 1950s, computer simulation methods have become a powerful tool to in- 
vestigate the evolution of atomistic systems over time. Many distinct modelling 
methods [36], from very accurate approaches such as numerical algorithms to solve 
Schrödinger's equations (first principles or ab initio calculations) to more classical 
approaches such as the MD simulation method, have been presented in the literature. 
Although more accurate methods could be preferred to more approximate ones in 
principle, the former entail a much higher computational cost, limiting the system 
size or the simulation time. For example, nowadays only systems made up of a few 
hundreds of atoms and time scales of a few femto-seconds can be handled by first 
principles approaches. Much larger systems and longer times can only be simulated 
by rougher methods like MD or Monte-Carlo (MC) [37]. Finally, between the two last 
mentioned computer-based methods, MD is the only scheme that provides dynamical 
quantities such as both the diffusion coefficient and the transition rate. For all these 
reasons, MD is usually the chosen computer-based approach to simulate the diffusion 
of atomistic systems, such as adatoms or clusters, over surfaces. However, still this 
classical approach is limited to a few nanoseconds at the very best. This computa- 
tional drawback restricts the validity of the results. In fact, experimental systems 
evolve for time scales ofter larger than one second and then many of the observed 
states can be the result of mechanisms occuring in the bridge between pico-seconds 
and seconds. Usually infrequent events are handled by Kinetic Monte-Carlo KMC 
[38]. In this method, the state of a system is evolved by means of a Monte-Carlo 
procedure, which selects a transition from a sufficiently large catalogue of activation 
energies. However, the accuracy of this algorithm strongly relies on the prior knowl- 
edge of all possible transitions and their energy barriers. New unexpected diffusion 
mechanisms are periodically reported in the literature [39]-[42] even for simple sys- 
tems such as single adatoms or small clusters on a metal surface. This may make 
one wonder if many diffusion mechanisms have not yet been discovered in other more 
complex systems yet. Therefore, there exists a clear need to find new accelerated 
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computer-based algorithms. 
Recently Henkelman and J6nsson [43] have presented a new mode following algo- 
rithm to search for the transitions without a prior knowledge of the final states. Unlike 
previous mode following algorithms [44]-[46], the approach proposed by Henkelman 
and Jönsson only uses the first derivatives of the potential energy, which improves 
the performance of the method substantially. They have succeeded in combining the 
dimer method with the KMC algorithm to simulate epitaxial growth of Al(100) for 
several milliseconds. However, there is no proof that a mode following algorithm can 
find all relevant diffusion mechanisms. 
Another promising advance in the search for an accelerated technique of simulation 
is the hyperdynamics (hyper-MD) method [47,48] proposed by Voter. This MD- 
based approach can explore microscopic mechanisms over a time scale several order 
of magnitude higher than traditional MD. The main idea is the enhancement of 
the potential landscape by a positive bias potential term in such a way that the 
transitions becomes more probable, while the relative probabilities are preserved. The 
redefinition of the Potential Energy Surface (PES) to obtain equilibrium and time- 
dependent averages had already been proposed in previous works (for example, [49, 
50]). The main innovation of hyper-MD is the use of the new local approximation to 
the Transition-State Theory dividing surface presented by Sevick et al. [51]. Since the 
original implementation of hyper-MD, different groups have studied new definitions 
of the bias potential. One of this approaches [52] involves the substitution of the 
PES in the internal region of the potential basin for a constant potential function. 
This algorithm is even faster than Voter's. However, the authors recognised that 
this simple bias potential introduces significant errors if it is globally constructed, 
whereas there is a risk to suppress unforeseen mechanisms when the bias potential is 
concentrated on biasing the potential energy of only one of the atoms. Furthermore, 
the single-particle energy is not a well defined quantity for complicated potential 
functions (e. g., interactions that include induction and ab initio calculations). Wang 
et al. [53] studied more effective local definitions of the bias potential. Still their 
approach cannot solve the main drawbacks of the local boost methods, so that the 
range of applicability is limited to simple studies such the diffusion of an ad-atom 
over a metal surface. 
Besides hyper-MD, Voter et al. has developed other two new accelerated dynamics 
methods: parallel replica [54] and temperature accelerated dynamics (TAD) [55]. In 
the parallel replica method, the entire system is replicated onto M processors. The 
copies are started with different atom velocities. The M distinct simulations run 
until a transition is detected and the master simulation clock is advanced by the 
sum of the times accumulated on all the replicas. This procedure can be nearly Af 
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times faster than a single-processor MD. Voter and Germann [56] have combined the 
hyper-MD and parallel replica dynamics to treat epitaxial layer growth in Cu(100) 
for a few hundreds of microseconds. As for TAD, the simulation is run at higher 
temperatures, which accelerates the atomic motion, and the results are extrapolated 
to the studied temperature by an Arrhenius-type plot. Montalenti and Voter [57] 
have recently used a self-learning KMC based on TAD. Nonetheless, the temperature 
range of applicability of TAD is limited by tunneling quantum effects [58] at very 
low temperatures and the melting point of the system. The performance of TAD is 
optimum for simulations at temperatures from a few tens of kelvins to a few hundred 
kelvins. 
To sum up, among all these new accelerated simulation methods, Voter's hyper- 
MD approach seems to be the only one that could be applied to a more general 
situation (including ab initio calculations). Additionally, the performance can be 
much higher than the parallel replica approach and, conversely, does not need the use 
of parallel computers. Nonetheless, the actual performance of Voter's bias potential 
relies on the use of certain fast algorithms to compute certain properties of the Hessian 
matrix of the total potential energy. This thesis discusses the validity and feasibility 
of such algorithms. 
1.5 Layout of the Thesis 
The layout of this thesis is divided in three main blocks. The first (containing the 
Chapters 2 and 3) introduces the basic methodology employed in the following two. 
Chapter 2 explains the different parts of the standard NID code such as fundamental 
background about MD, temperature control and boundary conditions. It is left for 
Chapter 3 to give details about the interatomic potentials including numerical param- 
eters and range. The second and third blocks are respectively associated to results 
about two completely distinct energy regimes and time scales of the cluster-surface 
interaction. Chapters 4 and 5, which together form the second block of this thesis, 
study the implantation of size-selected silver clusters into graphite surfaces. Chapter 
4 starts by analysing the implantation of Ag7 cluster by means of NID simulations 
in order to determine the penetration-depth scaling as a function of kinetic quanti- 
ties such as the impact energy or velocity. At the same time, this study presents a 
methodology to rapidly determine the penetration-depth scaling of a cluster by means 
of just a few simulations. Then similar ideas are employed in a comparative study 
between different cluster sizes. The last section of Chapter 4 shows a simple algo- 
rithm to measure the width of the craters produced by cluster impacts. Implantation 
occurs for a short time scale of a few pico-seconds, so that the NID method can be 
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successfully employed to simulate the strong impact and consecutive implantation. 
However, as seen in the Chapter 5, comparison with the experiments shed light on the 
importance of the diffusive mechanisms after implantation. Unexpected results show 
how the experimental observation can affect the penetration profiles. An explanation 
based on the healing of the implantation craters due to the annealing of the samples 
is proposed. The last block of this thesis (Chapter 6-8) deals with new simulation 
methods proposed for their application in future studies of slow diffusion of clusters 
over surfaces. The work of this second part is concentrated on the analysis and use 
of the hyper-MD method. The validity and feasibility of this accelerated MD method 
is called into question. As a result, two new approximations are proposed, which can 
help to find the important transitions and are much faster than the exact hyper-MD 
method. Finally, an additional chapter summarises the main conclusions of this work. 
Thus this thesis both uses MD in conjunction with experimental work and also 
revises, proposes and applies new computational algorithms for the research of a wide 
range of phenomena of the cluster-surface interaction. 
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Chapter 2 
The Molecular Dynamics 
Simulation Method 
2.1 Introduction 
Until the second half of the 20th century, mathematicians had attempted to tackle 
most problems by seeking exact or approximate analytical solutions. However, many 
of the mathematical problems in experimental sciences turned out to be impossible to 
be solved analytically. Nonetheless, with the arrival of the computer age in the 1950s, 
scientists returned to many unsolved problems. From then, computer-based simula- 
tions have become a most powerful tool to deal with complex differential equations. 
One such problem is the search for the trajectory of an interacting many-body system. 
This same problem is found in many different sciences such as astronomy or materials 
science. One of the most widely employed techniques for the study of the many-body 
problem on the atomistic scale is the molecular dynamics (MD) simulation method. 
Essentialy, an MD code numerically solves the problem of the evolution of a system 
of N atoms interacting with each other through a potential energy function. Even 
if the N7D method is a classical approach, its scope extends to many simulations on 
the atomistic scale (implantation of metal clusters, diffusion on surfaces, radiation, 
sputtering... ). One of the most important attractive features of classical MD is the 
fact that it can handle large and complex systems for time scales much larger than the 
correlation time of the physical quantities studied, unlike other more accurate tech- 
niques based on first principles such as density functional theory (DFT), which are 
limited by current computing power to a few hundreds of atoms. Moreover, the MD 
method does not need a prior knowledge of the properties in the system, unlike other 
classical approaches such as molecular statics (h1S) or kinetic Monte-Carlo (KMC). 
These are two of the main reasons that explain why MD has become one of the most 
common and powerful approaches for atomistic simulations in materials science. 
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The first MD algorithms were devised in the 1950s, but its worldwide spread ac- 
tually occurred from the mid 1970s, when computers became sufficiently powerful. 
Since then, many new algorithms have been incorporated in the MD codes in order to 
take into account thermodynamic constraints such as constant temperature or pres- 
sure, perform faster simulations or model more accurate potentials. Even nowadays 
the development of better MD algorithms continues to be a current scientific goal. 
This first chapter is dedicated to introduce the different ideas that constitute the 
MD codes employed to obtain the results of this thesis. Only the description of the 
interatomic potentials is left until the next chapter. 
2.2 Equation of Motion for a System of Atoms 
The evolution of the physical state of a system made up of NN nuclei and Ne electrons 
is governed by the Schrödinger equation, 
? ýý(riýz, t) = itaý 
T (ý/z, t) 
' 
(2.1) 
where '(rt/ýz, t) is the wavefunction of a nucleus/electron located at the position 
ri/ez and at a time t and the Hamiltonian for the system is given by 
ilN 
ßi2 a2 h2 a2 
-I- Uee -F UNe -I- UNN, (2.2) 
z_1 
2A är2 
i=l 
2m öz 
where the two first terms on the right side are the kinetic energy operators for the 
nuclei and electrons respectively, Alt is the mass of a nucleus i and m is the mass of an 
electron. The remaining terms are the electron-electron, nucleus-electron and nucleus- 
nucleus interactions respectively, whose expressions are similar to the Coulomb inter- 
action. 
In principle, Eq. (2.1) can be solved by ab initio techniques but often it entails 
a very expensive computational cost. In fact, only systems of up to a few hundred 
atoms can be handled by ab initio methods. 
In an l\ID simulation we make use of the Born-Oppenheimer approximation [59], 
which states that at every simulation step the nuclei move assuming an average dis- 
tribution of electron density since electrons are much faster than nuclei. On the other 
hand, nuclei are heavy enough to be considered as classical particles. It all allows 
us to treat nuclei as point classical particles interacting with each other by means of 
semi-empirical potentials, which also contain the nuclei-electron interactions on av- 
erage. Thus the number of degrees of freedom of the electrons are not considered in 
an MD simulation. Thanks to this considerable reduction of the degrees of freedom, 
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systems with thousands, even millions of atoms can be simulated by an MD code for 
a time scale of up to nanoseconds. 
2.3 Classical Equations of Motion for the Nuclei 
The central pillar of an MD code is the numerical solution of the coupled system of 
3N linear differential equations of Newton, 
d2r2 
m dt2 = 
FZ , (2.3) 
where Fi is the total force acting on the particle i of mass m and located at r2. 
This last expression represents the equation of motion of the nuclei within the Born- 
Oppenheimer approximation and classical image of the system. In most cases, Eq. 
(2.3) cannot be solved analytically and so it is necessary to resort to any of the finite- 
difference methods available in the literature [60]. Such methods advance the values 
of the positions and velocities at finite time intervals, St, whenever the values of the 
same kinetic quantities plus the acceleration are known at previous times. In the 
limit öt -> 0, the trajectory obtained by a finite-difference algorithm coincides with 
the exact solution of Eq. (2.3). Therefore, St should be sufficiently small to trace a 
good approximation to the exact trajectory, although not too small, otherwise, the 
computational time would be prohibitive. In the next two sections, two different 
schemes to integrate the equation of motion are described. The first of them is 
employed in systems with no external influence, so that the total energy is conserved. 
On the other hand, the second scheme keeps a system in contact with an external 
heat reservoir. This is more appropiate for systems where the temperature cannot 
be held at the correct value even after equilibration. Long-time statistics obtained 
by any of these numerical techniques coincide in the thermodynamic limit (N --+ oo, 
V -º oo and N/V = constant). 
2.3.1 The Verlet Algorithm 
One of the most widely used finite-difference methods was introduced by Verlet [61]. 
In Verlet's algorithm, the position of every particle i at time t is advanced as follows: 
ri(t + 8t) =2 ra(t) - ri(t - bt) + ai(t)bt2. (2.4) 
In this last equation, ai(t) is calculated by means of Eq. (2.3). Although the velocities 
are not necessary to find the trajectories by this algorithm, they can be useful for 
estimating the kinetic energy. One possible expression for the velocity, using the 
values of the position calculated at two different times, is given by 
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vi (t) = 
ri(t + 6t) - ri(t - 8t) 
2 bt 
(2.5) 
The advantage of the Verlet algorithm is that it is symplectic and preserves the 
Hamiltonian invariants to the same order of accuracy as the algorithm. Many higher 
order methods do not. Also low order methods are to be preferred because some 
empirical potentials are discontinuous in the second derivative. One modification to 
the basic Verlet scheme have been proposed by Swope et al. [62] in which the new 
position and velocity are computed in the following way: 
ri(t + St) = ri(t) + vi(t)St +2 ai(t)St2, (2.6) 
vi (t + St) = vi (t) +2 [ai(t) + a;, (t + 8t)]8t. (2.7) 
This last algorithm is termed `velocity' Verlet algorithm. Unlike Verlet's original 
version, Swope's scheme does not need the storage of the position at the time t- St. 
Although the total energy is not exactly conserved for a few MD time steps, the 
energy oscillates very close to a mean value and hence it can be said that the energy 
is conserved on average over time scales of a few hundreds of time steps. 
2.3.2 The Langevin Equation and the Canonical Ensemble 
Many physical situations require temperature of the system to be held fixed, rather 
than conserve the total energy. It can be achieved by keeping the system in contact 
with a thermal bath. Then the atoms follow a random motion similar to that de- 
scribed by small particles of colloidal size immersed in a fluid (the Brownian motion). 
The cause of the Brownian motion is the great quantity of collisions per second be- 
tween the particles immersed in the fluid and the microscopic particles of the fluid. 
The continuous impacts change the magnitude and direction of the atom velocities 
randomly. The equation of motion for a particle i immersed in a fluid is given by the 
Langevin equation [63], 
d2r1 drt ri(t) 
dt2 = 
Fi -ad -}- m 
(2.8) 
where three different terms are clearly distinguished: i) one term related to the in- 
teratomic interactions, ii) one systematic part -cadri/dt representing a dynamical 
friction because of the viscosity of the surrounding fluid, iii) one stochastic part 
Pi(t), which is characteristic of the Brownian motion and has zero mean, 
< ri(t) >= 0. (2.9) 
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Furthermore, it is assumed that the value of the stochastic force at a time t is uncor- 
related to that of any other time, 
< r. (0)rj(t) >= Crö(t)SZj, (2.10) 
where Cr is a coefficient which depends on the atomic mass, friction constant and 
temperature. Considering that the average time tends to infinity, the expansion of the 
expression for the correlation in the velocity allows the determination of the value of 
the coefficient Cr. This last result is known as the fluctuation-dissipation theorem and 
establishes a mathematical relationship between the stochastic force and the friction 
coefficient, 
< ri(o)r; (t) >= 6amkBTb(At)6qj. (2.11) 
In the case of a system in thermal contact with a heat reservoir, the direction and 
velocity of the particles are continuously modified by the exchange of phonons be- 
tween the system and the heat reservoir. Thus phonons play the same role in the 
Brownian motion as that of the microscopic particles immersed in a fluid and then 
the equation of motion for the particles of a system whose temperature is held fixed, 
is given by Eq. (8.4) as well. The Langevin equation cannot be derived from a conser- 
vative Hamiltonian because of the stochastic terms, so that it cannot be numerically 
integrated by the finite difference method described in the previous section. However, 
Ermack developed a scheme to conduct `Brownian dynamics' simulations by which 
the position and velocity at a time t is advanced by the following algorithm 
ri(t + bt) = r(t) + Cl v1 (t) bt + c2 ai(t) Ste + Sri (2.12) 
Vi = co vi (t) + (Cl - c2) ai (t) St + c2 ai (t + St) St + Svi. (2.13) 
where the values of the coefficients are: 
CO = e-0,6t (2.14) 
cl = (aßt)-1(1 - co) (2.15) 
C2 = (a6t)-1(1 - cl), (2.16) 
and brz and Svi are random variables sampled from a bivariate Gaussian distribu- 
tion [37]. Since these last terms of the Langevin equation are chosen from a random 
distribution, there is not a unique trajectory unlike a conventional MD simulation. 
Varying the sequence of random numbers Sri and Svi , different trajectories are sim- 
ulated. However, any of these distinct simulations leads to the same thermodynamic 
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averages after sufficiently long times. The reason is that Ermack's approach yields 
a distribution of probability density, p, in the phase space spanned by the atomic 
positions and momenta (pi) that satisfies the Fokker-Planck equation 
a a 
p(ri,..., rN, Pi ..., PN't) _ 
{_Ji. Vr*+aVp. pj 
i 
+ ViV(r) " VP, + amkBTV 
.} p(ri,..., rN, Pi, ... ' PN7 t), 
(2.17) 
where kB is the Boltzmann constant. The solution of the last equation converges to 
a stationary function given by the canonical ensemble distribution 
1 2m Ei p? +V (r) um (r1, ..., rN, Pi ..., PNi t) =Z exp -), (2.18) t-oo kBT / 
where Z is the normalisation factor to ensure that the total probability is equal to 
the unity. Although p is only strictly canonical in the limit t --p oo, the canonical 
ensemble distribution is usually considered as a good approximation for the phase 
space density distribution after time scales much longer than a typical relaxation 
time evaluated by the inverse of the friction coefficient. 
2.4 Initial Values for Atom Positions 
Any of the previous numerical algorithms advances the position and velocity at a 
time t provided that these dynamical variables are known at a previous time t- bt. 
In turn, the latter quantities can be calculated if the position and velocity are known 
at a previous time step and so forth up to the initial values of the position and 
velocity. In this sense, the MD simulation method is a numerical approach to solve a 
second-order initial value problem approximately. Therefore, it turns out necessary 
to choose a certain initial spatial configuration and set up initial velocities in order 
to start up an MD simulation. Normally, atom positions in solid-state structures are 
initially arranged in a stable configuration. Then two different types of structures 
can be formed: i) if the atoms belong to a crystal, then the stable structure can be 
easily built from the lattice parameters. ii) however, if the atoms are part of a cluster, 
then a suitable minimisation algorithm has to be employed. As for the velocity, it is 
commonly initiated from a Maxwell-Boltzmann distribution. All the physical systems 
employed in the results shown throughout this thesis were made up of two different 
types of atom elements: silver and carbon. In the following subsections it is explained 
how the atom positions and velocities were initialised. 
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2.4.1 Graphite Lattice 
Graphite has a special plane-layered structure. The separation between two consecu- 
tive layers (3.348 A) is relatively large. In each layer the carbon atoms are located at 
the vertices of connected hexagons in such a way that every atom is surrounded by 
another three. The distance between two neighbour carbon atoms is 1.42 A [64,65]. 
In MD simulations of energetic impacts, the choice of size of the graphite slab highly 
depends on the impact energy and cross-section of the projectile. Ideally, the size of 
the lattice should be sufficiently large to reproduce a similar behaviour to that using 
an infinite lattice. However, too large lattices substantially reduce the time scale 
of simulation. This inconvenience is somewhat overcome by boundary conditions as 
described below. 
2.4.2 Ag(100)-Surface 
In an Ag(100) surface, the silver atoms are arranged in a face-centred cubic (fec) 
crystal. The Ag-Ag potential employed here was parameterised by Ackland et al. 
[66]. The Ackland's potential was fitted to some equilibrium properties of a fcc silver 
crystal with lattice parameters equal to 4.086 A. 
2.4.3 Silver Clusters and the Genetic Algorithm 
The determination of the initial configuration of a silver cluster is a more difficult 
optimisation task. The search of the most stable configuration of a cluster can be 
translated into the mathematical problem of global optimisation of the potential 
energy function V(r) with respect to the 3N-dimensional position vector r. Dozens 
of algorithms [67] can be employed in order to minimise the energy of a system, 
but many of them have a deterministic nature and only lead to a local minimum 
in the neighbourhood of the starting configuration. However, stochastic optimisation 
algorithms contain random variables, which ensure that the likelihood of exploring any 
subset of the search space is always non-zero and so the algorithm finally converges to 
the global optimal, though an excessively long computational time may be required. 
Among the random minimisation methods, the genetic algorithms (GA), introduced 
by John Holland [68] in the 70s, excel for their performance in high dimensional 
situations and have rapidly become an important tool in many optimisation problems. 
Hobday and Smith [69] have recently developed and successfully applied a GA code to 
search for the most stable configuration of atomic clusters. They also compared [70] 
the performance of their GA algorithm applied to the carbon cluster optimisation with 
other stochastic techniques such as the controlled random search (CRS) algorithm or 
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the simulated annealing (SA). Although successfully applied to small carbon clusters 
with 15 or fewer atoms, the CRS algorithm failed to find the cage structure for larger 
clusters. Only the GA could find the ground-state configuration for a wide range of 
carbon clusters (N > 17) and always the minimum-energy structure obtained was 
lower in energy than that found by means of the CRS or SA algorithm. Every cluster 
ground state structure employed in this thesis was found by means of the GA code of 
Hobday and Smith. In this section this GA algorithm applied to cluster ground-state 
configuration is described. 
In general, a GA code follows the basic principles of biological natural selection. 
The GA employed here starts with the generation of a population of atomic clusters 
with the same number of atoms, whose co-ordinates are randomly selected within 
a finite region bC R3. Any atomic cluster represents a different individual of the 
population. Coordinate axes are divided in equal intervals and the value of each atom 
coordinate is binary encoded constituting a gene of the cluster structure or individual. 
The genes are sequentially stored in a string referred to as the chromosome of the 
individual. The (sign reversed) value of the potential energy is chosen as the absolute 
measure of the quality of an individual. By means of a q-tournament selection strategy 
[71] with q=2, two individuals of the population, with labels pl and p2 respectively, 
are chosen as the parents. The reproduction phase starts with the identification of 
a high energy atom of the parent pl and a low energy atom of the parent p2. The 
atom coordinates of both atoms provide the points h and 1 respectively. Considering 
the centre of mass, c, of pi, the unit vector gl - (h - c)/I I It - cl i is taken as the 
normal vector of a dividing plane between h and c, which divides the configurational 
subspace S in two regions: first, 61 containing the point It and second, b2 containing 
the point c. The distance of such a plane to c is randomly selected from a uniform 
distribution. Immediately afterwards the unit vector g2 (l - c) /I l- cl is evaluated 
and the second parent is rotated until gl is parallel to g2. It may even be necessary 
to translate the second parent normal to the plane to ensure that both parents have 
the same number of atoms in the region J1. At the next step the crossover takes 
place; the child molecule takes the low energy region contained in delta2 from the 
first parent and the low energy region contained in Sl from the other parent. With 
a small probability, a mutation can take place after the crossover, if this is the case 
then one or more genes of the child chromosome corresponding to high energy atoms 
can be replaced with genes of the parent p2. The last stage of the reproductive 
phase is the relaxation of the child structure to a local minimum-energy structure. 
It is accomplished by means of a quasi-Newtonian method [72]. This reproduction 
cycle is repeated with two new parents as many times as necessary to generate an 
offspring population with the same number of individuals as the parent population. 
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Based on the potential energy (fitness) of the individuals, the replacement generation 
is selected from the current population of 2N individuals (adults and off-spring) 
and then the proccess starts again to create the next generation. Thus the potential 
energy of the most fit individual is monotonically minimised until a satisfactory stable 
structure is obtained. To counteract a premature convergence, whereby a group of 
individuals can dominate the reproduction cycle and restrict the exploration region, 
a restarting procedure is also included in code of Hobday and Smith. The Hamming 
distance between two chromosomes is defined as the number of different genes. If 
all the Hamming distances between chromosomes of a population is smaller than a 
predefined value (typically 5%), and a globally optimal configuration is not thought 
to have been found yet, the chromosome of the fittest individual is maintained and 
the genetic material of all others individuals is randomly generated anew. 
2.5 Initial Values for Atom Velocities 
The initial velocities can be split up in two different terms. First an individual atom 
or cluster can be sent as a projectile to impact with a surface or other cluster. Then 
the kinetic energy is equally given to all the atoms of the projectile in such a way 
that the momenta of all the atoms are increased by the same amount. Thus the 
centre-of-mass (c. o. m) is launched with an initial velocity vo. This first case is not 
difficult to implement in an NID code. Furthermore, vo can be specified in the input 
file and modified for any new simulation in order to study how the results scale with 
the impact velocity. Secondly, the atoms can have relative velocities because of the 
temperature, whereas the velocity of the c. o. m. is not affected for this second case 
of motion. The distribution of relative velocities have to obey a Maxwell-Boltzmann 
distribution at the given temperature T. In other words, the probability that the 
value of the a component of the velocity vector for the ith atom will be between via 
and v« + dv2,, is given by 
M /2 P(via)dvia - 27CkBT C-2 
mvtlkBTdvzIX. (2.19) 
But also the system has to tliermalise at T before the simulation. It can be achieved 
by driving the whole system to a thermal equilibrium during a preliminary stage 
of equilibration, whereby the atom velocities are varied. The selection of a suitable 
scheme to set up these initial velocities needs a thorough attention. In the next 
section, two different algorithms are described. 
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2.5.1 The Langevin Equation 
The most orthodox approach to carry out equilibration is the numerical integration 
of the Langevin equation. Starting from the stable configuration, the system is cou- 
pled to a thermal bath and a Langevin MD runs until the system finally thermalises. 
During equilibration, the total energy and the momentum of the c. o. m. is not fixed 
since the exerted force is not conservative (c. f Eq. (8.4)). However, the total energy 
and momentum oscillates around the intial values as a consequence of the stochastic 
nature of the Langevin equation. Thus the temperature increases and the thermal 
equilibrium is reached after a few thousands of steps. There is no exact test to de- 
termine when equilibrium is accomplished, but there are different ways to determine 
if the system is at least close. For instance, the velocity distribution could be contin- 
uously observed to determine when it becomes very similar to a Maxwell-Boltzmann 
distribution Eq. (2.19). However, this is too cumbersome. An easier and faster 
method is to monitor the instantaneous kinetic part of Boltzmann's H-function [60], 
defined by 
00 00 
H=3 
{J 
f (v., )ln[f (v, -)]dvx +J 
00 
f (vy)ln[f (vy)]dvy -I- 
00 
00 
f (vz)ln[. f (vz)]dv, z 
(2.20) 
Here f (v) is the instantaneous distribution function of velocity and v,,, v, and vz are 
the component of the atomic velocity in the direction x, y, and z respectively. During 
equilibration the value of H-function decreases up to a minimum value, representative 
of the thermal equilibrium. For an MD simulation, the previous integrations can be 
approximated by discrete sums, i. e. 
H=3I (vý)ln[f(v, ý)] vý +E f(vv)ln[f(vv)] vv +E f(v, z)ln[. f (vz)]Avz 
VZ v, VZ 
(2.21) 
and f (v) is now the number of atoms whose velocity is between v and v+ Ov divided 
by the total number of atoms. Ov has to be chosen sufficiently small. The H-function 
was employed in order to identify equilibration in the simulations shown in Chapter 
7 and 8. Complementarily the kinetic energy, potential energy and total energy was 
monitored over time. Equilibration is achieved when these three quantities start to 
oscillate around an equilibrium value. 
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2.5.2 Rescaling the Velocities 
A well-known result of Statistical Mechanics is that the temperature of an N-body 
system is related to the average of the total kinetic energy over time by 
N 
E 
mlvil2 
T= 
('=' 
(2.22) 
3 NkB 
This last equation leads to a simple technique to heat a system up to the desired 
temperature To by resealing the velocities. The simplest resealing factor can readily 
be derived from the definition of the instantaneous `kinetic temperature function', 
N 
>mlvil2 
T' - '_1 (2.23) 3 Nka 
where vz is the current velocity of the atom i. According to this last equation, the 
instantaneous temperature of the system can be forced to oscillate around the value 
To through the following scaling of atom velocities 
Vine"I = Ivil(To/T')112. (2.24) 
However, quite a few steps may be necessary before the system actually reaches the 
thermal equilibrium. One further refinement of the velocity resealing approach was 
proposed by Berendsen et al. [73]. The method of Berendsen et al. keeps the global 
coupling as the Langenvin equation but minimizes the local disturbances. Considering 
the Langevin equation, (2.8), with the same friction constant for all the particles (i. e., 
ai = a), Berendsen et al. derived an equation of motion with a global additional 
temperature coupling given by 
mvi = Fi + ma 
(T° 
- 1) vi. (2.25) 
This last equation does not contain local stochastic terms as the Langevin equation, 
so that the repeated use of a random number every time step is avoided, meaning a 
considerable reduction of the computational work. This equation leads to a scaling 
of the velocities each step (to first order) by the following 
a=1-{- 
it To-1 
(2.26) 
2TT T' 
where 5t is the selected time-step and the time constant TrT of this coupling is equal 
to (2a)-' and determines the rate at which the temperature of the system is shifted 
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towards To. The change in temperature per step can also be made exactly equal to 
(To - T')Ot/TT, yielding 
= 
11+ at 
7T-, 
°, 
-1 
1/2 
(2.27) 
TT 
This scaling minimizes the function > m(Ov=)2 and constrains 
1 
mv2 to a given 
value. 
This method was employed in the equilibration phase of the MD simulations of 
cluster impacts to initially heat up the system from OK to room temperature (i. e., 
T= 300K). 
2.6 Boundary Conditions at the Edges 
The costly calculations during an MD simulation limits the size of the lattice. The 
motion of the atoms at the edges can affect the results of the simulation. However, the 
introduction of suitable boundary conditions minimises the lattice-size effects. The 
type of boundary conditions applied to the system depends on the type of simulation 
being carried out. In this thesis, the edges of the graphite and silver cells were 
subjected to different combinations of free boundaries, fixed boundaries, damped 
boundaries, and periodic boundaries conditions. 
Free-surface boundary conditions were used on the atoms of the graphite and 
silver surface, so that the only constraint on the movement of an atom of the surface 
was the interaction with its neighbour atoms of the bulk and surface. 
Fixed boundary conditions avoided an excessive motion of the atoms on the lattice 
edges, which would otherwise have harmful effects on the motion of the atoms in 
the bulk. This first type of boundary conditions were mainly interesting in energetic 
cluster impacts onto graphite with oblique incidence to prevent the layers from sliding 
as was observed in the first tests with periodic boundary conditions. 
Periodic boundary conditions were also employed. Under these conditions, the 
atoms at one edge of the lattice interact with the atoms at the opposite edge. The 
only requirement to apply this type of boundary conditions is the fact that the cell 
size exceeds twice the interaction range. 
Damped boundary conditions are also useful when energetic impacts cause a wave 
to move out from the impact point accross the lattice. This last type of boundary 
conditions reduces the intensity of the energy wave reflected at the edges, which is not 
realistic. In the simulations of high-energy cluster implantation, damped boundary 
conditions were included through a friction force proportional to the atom velocity. 
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Chapter 3 
Interatomic Interactions 
3.1 Interatomic Potentials 
By definition, any conservative force can be calculated by the gradient of a potential 
energy function V, which depends on the position of the N atoms in such a way that 
the component a of the force exerted on the it' atom is derived as follows 
av(ri, rs, ... rN). (3.1) 
drZ« 
The main advantage of deriving the forces from a potential function is the fact that 
this last function is scalar and so its analytical expression is easier to define and faster 
to calculate. Classically, the total potential energy of a system can often be written 
as the sum of the individual energies for each atom, i. e. 
v=>vi. 
i 
(3.2) 
For two-body interactions the analytical expression of V can, in turn, be written as 
a half of the sum of the interatomic interaction with every atom j, 
U=2 EVj(rij), 
1347 
(3.3) 
where r1j - Iri - rjj is the distance between atoms i and j. The factor 1/2 is related 
to the fact that it is usually considered that the bond energy between the atoms 
i and j is equally distributed between both atoms, that is, a half of the energy is 
associated to the atom i and the other a half of the energy is associated to the atom 
j. The analytical expression of Vj is dependent on the type of interaction between 
atoms i and j. In a more general case, the analytical function of the total potential 
energy contains N-body terms. This a consequence of the complexity of Schrödinger's 
equation, Eq. (2.1). 
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Figure 3.1: The potential is truncated at a distance less than the cut-off radius, r,. 
In our simulations the interatomic interactions were described by both two-body 
potentials and many-body potentials regarding the type of interaction. This chapter 
introduces the different interatomic potentials used throughout the thesis. 
3.2 Potential Truncation 
The most time-consuming part of an NID code is that for the computation of the 
interatomic potentials and forces. In principle, the interatomic interactions should 
be evaluated for every pair of atoms in the system. To speed up this evaluation, 
one can often make use of the fact that the interatomic interaction falls off very 
rapidly with the distance in order to neglect the effect of the interactions between 
two atoms separated a distance larger than a certain value r,. Thereby an atom 
only effect its neighbours, which are located inside a sphere of radius r,. In order to 
preserve continuity, the potential function is multiplied by a cut-off function, so that 
the interaction falls off smoothly to zero between the distances rp and r, (c. f. Fig. 
3.1). The typical cut-off function here is given below, 
1 if rte < rr 
R 
f(r) sin 7rrr -m if rr < rzj < r, (3.4) 2 '2 c- rp - 
0 ifrte>rc. 
In this last expression, J? m - (rr + r, )/2. The specific value of the parameters rp and 
r, depend on the interaction range. Note, however, that this function is discontinuous 
in its second derivatives. 
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3.2.1 The C-C Covalent Interaction 
The semi-empirical many-body potential parameterised by Brenner [64] describes the 
covalent interaction between two carbon atoms. This potential function contains two 
pairwise terms: one repulsive VR, which is related to the nucleus-nucleus interaction, 
and another attractive VA, which is associated with the nucleus-electron interaction. 
In addition, the pairwise repulsive term is multiplied by a bond-order term Btu, which 
takes into account many-body electronic effects such as the bond angle, the number 
of neighbours, etc... Thus the contribution of the Brenner potential to the energy of 
the atom i takes the following mathematical form 
/ V=12 Ef, (rij)(VR(rij) + BijVA(rij)). (3.5) 
j&i 
ff(rzj) is a cut-off function, whose expression is given by Eq. 3.4 and the parameters 
are rp = 1.7A and r, = 2. OÄ. Btj has a complex mathematical expression given by 
Bzj _ 
{Bjj+Bjz+Fcc(Ni(jt), 1Vj(i), Nij", j, )}, (3.6) 
where Fcc is a term to correct for the overbinding of radicals and also includes 
non-local effects to model conjugation and B1j is another term that contains second- 
neighbours effect and the dependence on the bond angles. The term Fcc and other 
terms included in Bij are obtained by interpolation between data fit to integer values 
of carbon coordination and conjugation. 
Fig. 3.2 illustrates all the atoms involved in the computation of the interaction 
between atoms i and j. The bond-order term Btu includes the relative position and 
the coordination number of the particles i, j and their first-neighbours k,., r=1,2, 
and i, s=1,2. The expression 3.5 provides the correct energy per carbon atom in 
both diamond and graphite structures and has a minimum when carbon atoms are 
arranged in any of both structures. Brenner has produced two parametrisations of 
his potential. This thesis presents results of MD simulation in which only the second 
parameterisation was considered. 
3.2.2 The C-C Non-Covalent Interaction 
The many-body Brenner potential was extended by adding a weak pairwise potential 
responsible for the Van-der-Waals interaction between carbon atoms belonging to 
non-covalently bonded atoms to model inter-layer bonding. This interaction was 
introduced in our MD code for two important reasons. The first reason was to improve 
the elastic properties of graphite, which played a highly important role in the study 
of energetic impacts. The second reason was a better modelling of bonding. The long 
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Figure 3.2: The Brenner potential contains terms related to the first and second 
neighbour atoms i and j. 
range interactions also has the effect of avoiding an excessive movement of a step on a 
graphite surface as a consequence of the energetic impact of the silver cluster. Due to 
the long range of this Van der Waals interaction, a second neighbour list was built to 
contain the neighbouring carbon atoms within a sphere of radius equal to the range 
of this weak potential. The analytical expression for the C-C non-covalent interaction 
followed a pairwise Lennard-Jones-type potential function, i. e. 
12 s 
or ) 
Vii(rij) = 4E [(rij) - (r2 , (3.7) 7 
whose parameters e and o, had been obtained in a previous study [74] to model the 
cohesion between graphite layers. The Lennard-Jones potential was cut-off for values 
of r1j between 5.0 A and 5.5 A by a cut-off function, so that the long-range potential 
smoothly fell off to zero. In order to avoid a long-range interaction between two 
covalently connected atoms, a long-range cut-off function fir, which was equal to 
zero when atoms i and j were connected by five or fewer covalent bonds, was also 
used. 
Fig. 3.3 shows the long-range potential as a function of the interatomic separation, 
rzp. The potential energy of a carbon atom i due to the long-range potential is 
expressed as 
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Figure 3.3: The long-range potential versus distance. 
V=2 >flr(ri. i)Vj(rij), (3.8) 
7oi 
where fir is the smooth cut-off function for the long-range interaction and T4 is the 
pair potential given by Eq. (3.7). 
In the expression 3.8, fit' is related to the connectedness of atoms via covalent 
bonds. Thus the long-range potential defined by Eq. (3.8) is equal to zero when 
the atoms i and j are connected by a sequence of five or fewer covalent bonds. The 
mathematical expression of fir is given by 
1 wtj <0 
11 fýr(rzj) =1+1 cos[7rwtj] 0< w1j <1 (3.9) 22 
0 wig > 1, 
where w2j is a smooth function which counts the number of covalent bond connecting 
the atoms i and j and its expression is the following sum of terms 
w: j = 
ff(rsj) +> fc(rik)fc(rkj) +E fc(rzk)fc(rkt)fc(rtj) 
i, j, k i, j, k, l 
'+' fc(rik)fc(rkt)fc(rtm)fc(rmý) 
ý' fc(rik)fc(rkt)fc(rtm)fc(rmn) fc(rn7), (3.10) 
In this last expression, f, defined by Eq. (3.4). In Eq. (3.10), the atoms k, 1, m 
and n belong to the covalently-bonded-particle list of first, second, third and fourth 
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Figure 3.4: Total energy per atom of graphite as a function of the graphite lattice 
c parameter. The darker dotted line shows ab-initio calculations and the other lines 
represent our calculations considering different long-range cut-off functions. 
neighbours of an atom i, respectively. Thereby the first term of the right side, f f(rij) 
is equal to 1 when there is a covalent bond between the atoms i and j, the product 
of the second term f f(r2k) f f(rk3) is equal to 1 when the atoms i and j are covalently 
connected by a sequence i-k-j, and so forth. Up to five covalent bonds were taken 
into account in the expression of wzj since a sphere centred on an atom i and with the 
cut-off radius considered for the long-range potential contained up to five covalently- 
bonded neighbours of the atom i. Fig. 3.4 compares the curves of the total energy 
per carbon atom in graphite, considering up to to 3,4 and 5 covalent bonds in the 
expression of wig, as a function of the inter-layer graphite lattice parameter c. Fig. 
3.4 also shows that the closest smooth match with the curve obtained by ab-initio 
calculations [75] is gained when the function fcr checked whether the atoms i and j 
are connected by five covalent bonds. 
As for the other part of the expression 3.8, the form of Vj relies on the interatomic 
distance rid in the following way: 
-switch-on function 1.7A< r2, < 2. OÄ 
-quadratic spline 2. OA< rij < 3.43A 
V) (r23) _ -Lennard-Jones potential 3.43Ä< rij < 5. OA 
-cut-off function x Lennard-Jones 5. OA< rzj < 5.5A 
potential. 
The switch-on function was introduced in order to avoid a discontinuity of the carbon- 
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carbon interaction at the distance at which the Brenner potential is joined with the 
long-range potential. Its mathematical expression is 
fs(rij) _ 
0 
1.85.10-2 1+1 cos 7r rö -R 
if rl < rte < r2 (3.11) 
1 
if r23 < rl 
if rij = r2, 
where r1= 1.7 A and r2= 2.0 A. 
Finally, the parameters of the quadratic spline were fit to a zero gradient and to 
the potential and its gradient at a value of rte for which the Lennard-Jones potential 
was equal to zero. 
3.2.3 The Ag-Ag Interaction 
Suitable many-body interatomic potentials for metals are ussually obtained from the 
embedded atom method (EAM) [76], which provides an expression for the energy of 
an atom embedded in a local electron density given by 
VAg Ag =2E Vj (rij) - .f 
(Pi). (3.12) 
joi 
In the last expression, [ zj is a central pairwise potential and f is an embedding 
function of the electron density, pi, which is approximated by the superposition of 
the atomic densities 
Pi=Tý oij . 
#i 
(3.13) 
Different mathematical expressions [77]-[79] has been proposed for the terms of Eqs. 
(3.12) and (3.13). The selected expression for this thesis has a Finnis-Sinclair [79] 
tight-binding form for the electron density, i. e. 
1 
f (Pi) _ -Api , 
(3.14) 
and the parameterisation of the pairwise term and the atomic density was proposed 
by Ackland at el. [66]. According to this parameterisation, the pairwise term is given 
by 
6 
Vj =E ak(rk - rij)3E)(rk - rij); rl > r2... > r6, (3.15) 
k=l 
and the atomic density is written as 
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2 
q jj _E Ak(Rk - rij )3()(Rk - rzj); R1 > R2i (3.16) 
k=1 
where ak, rk, Ak and Rk are parameters fit by Ackland at el. [66]. O(x) is the Heaviside 
step function 
O(x)= 
0 ifx<0 
(3.17) 
1 ifx>O 
3.2.4 The Ag-C Interaction 
The previous potentials model interactions between similar atoms. However, any Ag- 
C potential has to model the interaction between a transition metal and a nonmetallic 
element. To our knowledge, there is no special potential form available in the liter- 
ature to represent this type of interaction. Often in these cases, a simple method to 
construct an interatomic potential that models the interaction between two different 
types of atoms is to define a pairwise potential whose parameters are obtained by 
mixing rules from the parameters of the pairwise potentials describing the interaction 
between atoms of the same type. Thereby Rafii-Tabar at el. [80] defined a Morse 
potential for Ag-C interaction given by 
Vij C(rýý) = EAg-C[e-ZI[J(Ttj 
-Tw) 
-ate-e(Ti; -Tw)11 (3.18) 
whose parameters were obtained from Refs. [81] and [82] via the Lorentz-Berthelot 
mixing rule. Although this potential does not contain many-body terms, it produces 
an accurate simulation of the STM results for the adsorption of Ag atoms on the 
graphite surface. Furthermore, no more realistic potential has appeared in the liter- 
ature yet. 
This binding potential is not repulsive enough at very short distances. This type 
of deficiency is removed by splining the potential to a screened Coulomb potential, 
which is more realistic for short interatomic distances. 
3.3 Screened Coulomb Potential for High Energy 
Interation 
The interaction between two charged particles follows a Coulomb-type potential. This 
would also be the interaction between two nuclei if they were not surrounded by 
electrons. However, the electronic shells screen the Coulomb force between two nuclei, 
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i 1 2 3 4 
ci 0.028171 0.28022 0.50986 0.18175 
di 0.20162 0.40290 0.94229 3.1998 
fi 18.12413 -28.86652 19.51264 -4.648295 
Table 3.1: Constant parameters used in the ZBL potential. 
so that the net interaction between two neutral atoms is better described by a screened 
Coulomb potential [83]. A useful form for a screened Coulomb potential is defined by 
2 
V= 
Z47rE0 e b(rig), (3.19) 
where Zl and Z2 are the atomic number of the two interacting atoms and '(r) is the 
screening function expressed as 
Il 
(r=j) _ cz exp 
I- 
a ri jI, (3.20) a/ z-i 
where a is the screening length. Different screening functions have been proposed in 
the literature. One of the most widely employed is the ZBL potential fitted by Ziegler, 
Biersack and Littmark [84]. They considered 4 non-zero terms in the previous series 
and fitted the constant parameters to large quantities of ion implantation data from 
216 randomly selected pairs of atoms. The idea is to find a screening function that 
does not depend on the atomic numbers, but a screening length. The best screening 
length to achieve this goal is given by 
a 197r 
2 
28aB`Z0.23 
+ 22.23)-'ý (3.21) 
where as is the Bohr radius and the fit parameters ci and di are shown in table 3.1. 
The ZBL potential is valid to represent the repulsive interaction between atoms 
for interatomic energies above a few eV. For lower energies, there is no way to find a 
screening function [84], with a `universal' analytical expression. For this reason, the 
ZBL potential has to be splined to another more realistic potential valid for energies 
larger than 2 eV. In fact, the ZBL potential cannot properly describe the attraction 
between atoms for interatomic separations larger than the bond distance since it has 
a purely repulsive nature. Thus the Ag-C potential can be defined as 
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VZBL if rzj < 1A 
VAg_c(r) = exp(fl + f2r + f3r2 + f4r3) -1 if 1A< rid < 2.2 
A (3.22) 
VAg-rc ifrzj >2.2A. 
The function defined in the interval 1.0-2.2 A is the spline function, which assures 
continuity in the potential. Table 3.1 contains the parameters fi of the spline for the 
Ag-C interaction. 
Screened Coulomb potentials for the C-C and Ag-Ag interactions have a similar 
form and had been previously fitted. 
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Chapter 4 
An MD Study of the Implantation 
of Size-Selected Silver Clusters into 
Graphite 
4.1 Tailoring Graphite Surfaces 
The use of energetic cluster beams plays an important role in the fabrication of 
processed surfaces. For example, pits created by cluster implantation can be useful 
"molecular corrals". This type of nano-structure has already been formed from nat- 
ural defects on graphite and applied to control the growth of organic films [85], [86] 
and clusters [87]. However, unlike pits obtained from natural defects, pits created by 
cluster implantation can present size-selected features depending on the cluster beam. 
Therefore, an accurate knowledge of the scaling of the pit's size with the cluster beam 
would help to optimise the benefits of the molecular corrals. 
Graphite surfaces have been a standard substrate [14,22] to study the funda- 
mental physics of silver cluster impacts in previous collaborative studies between our 
group at Loughborough and the experimental group at the University of Birming- 
ham. Graphite is chosen because this material is easy to handle in the laboratory 
and the surface is generally free from contaminants, even in the ambient. Further- 
more, impacts onto graphite surfaces have turned out to be of considerable interest 
in themselves because of the special structure of graphite, i. e. parallel layers held 
together by very weak Van-der-Waals forces. 
This chapter presents a complete methodology for the study of the penetration 
scaling of size-selected clusters and measurement of the damage area on the graphite 
substrate after cluster implantation. First, the work is concentrated on the particular 
case of Ag7 implantation. The initial motivation was the comparison with experimen- 
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Figure 4.1: Minimum-energy configuration of an Ag7 cluster obtained by applying a 
genetic algorithm and a many-body potential parameterised by Ackland et al. 
tal data obtained by the experimental group at the University of Birmingham, but 
soon this study became more interesting due to the particular implantation scaling 
of Ag7. The, penetration depth (P. D. ) scaling over a wide energy range is inferred 
from the analysis of a single simulation. This fast methodology is then applied to 
a comparative study of size selected clusters. The last section is dedicated to the 
measurement of the damage area on the, surface. A simple study of cluster impacts 
with oblique incidence finally tests the algorithm introduced in this section. 
4.2 An MD Study of the PD Scaling for an Ag; 
Cluster 
MD sirniilaationti of A97 impart into graphite were carried out since experimental 
data were available for comparison (See next chapter). The initial arrangement of 
the Ag7 cluster was found applying a genetic algoritm [69] to a family of random 
spatial configurations of 7 Ag atoms, interacting with each other through a many- 
body potential function parameterised by Ackland et al. [66]. This same potential was 
employed during the impact, simulations. The optimised configuration, shown in Fig. 
4.1, has a pentagonal bipyrainid form (D5h). A similar cluster configuration was found 
using the same genetic algorithm, but, this time an EAM potential parameterised by 
Voter and Chen [77] modelled the interaction. A (D5h) was also the most stable 
configuration of an anionic Ag7 cluster determined by ab-initio calculations [88]. 
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Figure 4.2: Oscillations in the position of the cluster c. o. m. as a function of time for 
a 20ps-simiilation of an 5 keV Ag7 cluster implanted into graphite. A mean value 
of the vibration is also shown, drawn by the dotted line. After 20 ps the PD is 
approximately given by the mean of the first wave. 
The bond energies per atom (- 2.8 eV) were also very similar for the three cases. 
The substrate area was taken as 50A x 50A and the total number of layers was 
between 10 and 16 depending on the impact velocity, vo. The cluster was placed 
above the substrate outside the potential interaction range with zero internal kinetic 
energy before impact. The atom interactions were modelled by the potentials given 
in Chapter 3. The covalent C-C interaction was modelled by the many-body Brenner 
[64] potential while the additional long-range Lennard-Jones potential between atoms 
that are not linked by covalent, bonds was employed to take into account the Van-der- 
Waals interaction between graphite layers. The carbon atoms at the edges were fixed 
and adjacent atoms undergo a damped force to prevent lattice displacement waves 
reflecting back into the impact zone [89]. The whole system was initially heated up 
by the Berendsen thermostat [73] until equilibration at, a temperature of 300 K, but 
was switched off daring the impact simulation to prevent the extraction of energy 
from the system by the thermostat. Normal incidence was always considered. The 
first graphite layer was located in the plane z=0. Fig. 4.2 displays the z-component 
of the cluster's c. o. m. against time for a 20-ps simulation with an impact energy of 5 
keV. During the first, pico-second the cluster gets trapped between the graphite layers 
and the whole system starts an oscillatory motion around an equilibrium position. 
Due to the layered structure of graphite where layers are held by very weak Van-der- 
Waals forces, the system vibrates for a very long period (larger than 20 ps) with an 
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impact site x (A) v (A) 
1 0.000 0.000 
2 1.230 0.000 
3 2.130 0.000 
4 1.065 0.615 
Table 4.1: Coordinates of the four impact sites shown in Fig. 4.3. 
GRAPHITE SURFACE 
y 
y 
S 
S 
S 
0 
X- X" 
e- 0 
Figure 4.3: 4 different impact sites marked on the graphite surface. It is intended 
that the average over this set of points provides statistics independent of the impact 
site. 
amplitude that. decreases very slowly in time. As shown in Fig. 4.2 the mean position 
of the e. o. m. of the cluster during the oscillation (i. e., 29.5 A) is very close to the 
midpoint between the peak and the trough of the first oscillation (i. e., 30.2 A). In 
fact, it was observed that the, difference is much smaller than that due to considering 
different impact sites or cluster orientation. For this reason, every simulation ran 
for a period of 2.5 ps and the midpoint of the first oscillation was taken as a good 
approximation to the final value of the implantation depth. This short simulation 
time of 2.5 ps allows us to run 12 different trajectories, that is, 4 different, impact 
sites and 3 different cluster orientations, to get better statistics which average over 
the parameters of the impact. Fig. 4.3 marks the 4 different impact sites on the 
graphite surface and Fig. 4.4 shows the 3 different rotations. Complementary to Fig. 
4.3, Table 4.1 lists the coordinates of the 4 impact sites taking the. impact site I as 
the point of reference. 
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Figure 4.4: MD simulations were carried out considering 3 different orientations of 
the Ag7 cluster. 
Fig. 4.5 is an example of how the instantaneous velocity, r,, z, in the normal direction 
to the graphite surface changes with the z-component of the position of the c. o. m. of 
the normally incident Ag7 cluster. In this case the impact energy is 5 keV. First the 
cluster approaches the surface with constant velocity, as the distance between cluster 
and surface is larger than the range of the Ag-C potential. When the c. o. m. of the 
cluster is around 5A from the graphite surface, the Ag-C interaction turns on and 
the cluster starts to interact with the substrate. From this point the dependence of vz 
on z is fairly well described by a straight line. Thus, for simplicity, let us consider the 
following linear approximation between the variation of the velocity and the distance 
travelled by the cluster 
d'oz - -bdz, (4.1) 
where b plays a similar role to a friction constant. Integration of Eq. (4.1) leads to a 
simple relationship between the instantaneous position and velocity of the cluster, 
1 
z=D0- b[21z(z) -21p], 
(4.2) 
where vo is the initial speed of the cluster and Do is the distance of the centre of 
the cluster above the surface when the interaction starts. This near linear behaviour 
continues until vz=0. At this stage, the position of the cluster is 
z =Dad-- b 
(4.3) 
However, a stable configuration has not been reached yet since the. graphite layers 
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Figure 4.5: The. z-component of the velocity of the c. o. m of the. Ag7 cluster as a 
function of position with respect to the first graphite layer for an impact energy of 
5 keV. The evolution is well described by a straight line. This figure also shows the 
parameters of the linear fit. 
under the cluster are compressed. The whole system thus recoils starting an oscilla- 
tory motion around an equilibrium position as shown in Fig. 4.2. If a positive term 0 
is defined as the value of the final rebound distance, the ultimate penetration depth 
of the c. o. m. of the cluster is given by 
P. D. =Do+ b -c. (4.4) 
It was observed that 0 hardly changes with vo, over the energy range 0.5-5 keV so 
that a new constant D' can be defined by the following difference 
D'-Do-0. (4.5) 
and thus a linear relation is established between P. D. and vo by means of Eq. (4.4). 
The fit, gives a value. forbof9.5x10--'; fs-'. 
The previous analysis has been derived from the motion of the cluster in a single 
simulation with specific impact parameters. Therefore, the results might not extrap- 
olate to simulations with other impact parameters. However, it can be shown that 
the dependence given by Eq. (4.4) is valid for a wide range of impact parameters. 
In order Co get this more general result, first it was checked that impact parameters 
such as the impact site or cluster orientation have a little effect on the ultimate P. D. 
The implantation depth between different simulations with the same impact energy 
vý. -9.5*103z+0.31 
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Figure 4.6: NID data for the penetration depth against the impact velocity. The 
inverse of the slope is very similar to the slope of the linear fit depicted in Fig. 4.5 
differed by about 1 monolayer at most. Therefore, Eq. (4.4) gives a good approxima- 
tion for the P. D. of any 5 keV Ag7 cluster. On the other hand, a linear-dependence 
region similar to that represented in Fig. 4.5 was observed for each impact energy, 
though the slope slightly increased with the energy. This all seems to suggest that 
the P. D. dependence on vo given by Eq. (4.4) for a single simulation also represents 
the P. D. scaling of A97 for a wide range of energy. To corraborate this suggestion, 
the P. D. mean (averaged over the 12 different impact parameters for each energy) 
was represented as a function of the energy over the range 0.5-5 keV. This set of data 
is displayed in Fig. 4.6 and, as expected, fits to a straight line quite well. Moreover, 
a least-square fit, of these data leads to a value of b= (10.2 f 0.3)x10-3 fs-1, which is 
consistent with that obtained from the slope of the linear fit of Fig. 4.5. Thus from 
the analysis of the single simulation shown in Fig. 4.5, an approximation for the P. D. 
scaling with vo can be inferred over a wide energy range. This last conclusion is cru- 
cial for the comparative study of size-selected silver clusters done in Section 4.4. The 
association between the common motion of the cluster in a few random simulations 
and the P. 1). scaling for a wider set of simulations is a fast method for the study of 
the P. I). scaling. 
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4.3 Other Implications of the Motion of the Ag7 
Cluster 
New implications of Eq. (4.6) are highlighted in the next two subsections. The results 
give more insights of the microscopic mechanisms during Ag7 implantation. 
4.3.1 Force Exerted on the Cluster 
By means of basic mathematical arguments, one can derive a linear dependence be- 
tween the force and the component of the velocity along the normal direction. Divid- 
ing Eq. (4.1) by a differential time element, it is found that 
dvz 
dt 
bz, (4.6) 
which gives the force after multiplying by the cluster mass. Thus the effective force 
exerted on the Ag7 cluster has a frictional nature. Likewise, Eq. (4.6) can be rewritten 
in terms of the penetration distance. Firstly, v, z can be expressed as a function of z 
from Eq. (4.2), so that 
vz(z) _ -b(z - Do) + vo. (4.7) 
Now this last equation is substituted in Eq. (4.6) to obtain the desired expression 
dvz 
= b2z - b2Do - bvo. (4.8) dt 
Previous simulations [14] using the same MD code suggested a very simple relationship 
for the penetration depth of clusters, ranging from 20 to 200 silver atoms, on K/N2! 3 
(where K is the impact kinetic energy and N is the number of atoms in the cluster). 
This simple relationship was justified assuming that the cluster impact creates a 
cylindrical tunnel, whose base area is proportional to the cross-section of the cluster. 
Assuming as well that the cluster energy is mainly lost breaking carbon covalent 
bonds, the authors concluded that the impact energy should be proportional to the 
volume of the cylindrical tunnel as shown in Fig. 4.7, i. e. 
KoaN2/3 "P. D. (4.9) 
and so a linear dependence between the penetration depth and impact energy is 
established. This type of dependence can only be understood if a constant force is 
assumed, rather than a force dependence on z as found for Ag7. Section 4.5 analyses 
this discrepancy in the scaling of P. D. for size-selected clusters. 
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Ag7 cluster 
Figure . 1.7: Tunnel created inside the graphite surface by a large silver cluster as 
assumed in Ref. [14]. If there are not significant contributions to the kinetic energy 
of the carbon atoms, the cluster energy is spent on opening the tunnel, so that the 
impact, energy i5 proportional to the volume of the tunnel. 
4.3.2 Non-linear collisions 
Unlike single ions at high energies, cluster motion is often dominated by non-linear 
collisions which cannot, be modelled well by binary collisions [6]. The nature of the 
A7 cluster interaction with the graphite surface can be inferred from Ect. (4.6). If 
binary collisions [6] were assumed as the mechanism for energy loss of the cluster, 
then the variation of the cluster energy after impact with one graphite layer should 
be a linear sum of loss-energy terms given by 
1ri2 11l( 
cluster 2 Ag- 
(x. 10) (mAg+7nß) 
where mAg and mC are the mass of one silver and one carbon atom respectively and 
, zý, Ng is the silver atom velocity. Furthermore, v, vg is of order of the cluster's velocity 
and one coºtld expect, the velocity not to change much during the impact with just 
one layer, in such a way that one would conclude that, the cluster energy is somehow 
decreasing at a rate of order 'v2. Conversely, Eq. (1.6) implies a energy-loss rate per 
distance unit, linear on the velocity (See next section). Therefore, the silver-carbon 
collisions have a non-linear effect in the braking of the cluster. Non-linearity in the 
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cluster-substrate collisions has also been found in previous studies on cluster impact 
[19,90]. 
4.4 P. D. Scaling for Size-Selected Silver Clusters 
(N=7-200) into Graphite 
In Section 4.2, the linear P. D. scaling on v for Ag7 and the energy range 0.5-5 keV 
was quickly inferred from a single simulation. This result suggests that a typical plot 
of a kinetic function such as the cluster velocity against the cluster position might 
provide a good guess of the P. D. scaling. In this new section, this methodology is 
applied to a comparative study of the P. D. scaling for size-selected silver clusters. As 
commented in the previous section, Carroll et al. [14] concluded that the P. D. scaling 
for silver clusters ranging from 20 to 200 atoms is linear with energy. Conversely, the 
P. D. scaling for an Ag7 cluster is linear with velocity. In order to understand this 
`unexpected' discrepancy, this section analyses some typical examples of evolution of 
the kinetic energy, K, in the direction normal to the graphite surface as a function of 
the position for different silver clusters. A few new MD simulations were performed 
considering different clusters sizes (N=7-200) and random impact parameters. The 
MD methodology was the same as in Section 4.2, but the lattice size changed with 
the incidence energy and cluster size. 
In general, it was observed that the dependence of K, on z becomes more linear as 
the cluster size increases for a fixed energy. For instance, in Figs. 4.8 (a)-(c) we plot 
the simulation results for typical trajectories of Ag7, Ag15 and Ag50 respectively, at 
an impact energy of 5 keV. The function Kz (z) for Ag7 and Ag15 has a quadratic-like 
dependence, whereas for Ag50 the function seems to be close to linear over the range 
-5 to 15 
A. Fig. 4.8 (d) also shows a near linear behaviour of Kz (z) over most of the 
trajectory of an Ag147 cluster with an impact energy of 15 keV. 
A complementary examination of the evolution of the z-component of the force on 
the Ag7 cluster, F2, as a function of z, Figs. 4.8 (e)-(h), gives additional information 
which helps to understand the reasons for the transition to a linear dependence of 
P. D. on vo. In the case of small clusters, e. g. Fig. 4.8 (e), one notes that the force- 
distance curve shows a damped oscillatory behaviour such that the magnitude of the 
average force decreases linearly as z increases. Fig. 4.8 (e) also depicts the effective 
force (dashed straight line) obtained by Eq. (4.8). Initially the wave-length of the 
oscillation as in Fig. 4.8 (e) seems to be equal to the interlayer distance and the peaks 
are well-defined. 
For large clusters (e. g. Fig. 4.8 (g) for Ag50 and Fig. 4.8 (h) for Ag147), the 
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Figure 4.8: Evolution of the kinetic energy in the surface normal (z) direction as a 
function of the cluster position for four different cluster sizes, (a) Ag7i (b) Agil, Ag50 
and Ag147. Also shown, (e)-(h), is the corresponding z-component of the force on the 
cluster. 
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Figure 4.9: Comparison of the variation in the kinetic energy between the two clusters 
(Ag7 and Ag,; 0) in the z-direction as a consequence of impact onto grapheme for 
different initial velocities. 
behaviour is different. The force seems to oscillate around a constant mean value 
until about 75 % of the penetration distance and then decreases. In Figs. 4.8 (g) and 
(h) we also plot a constant effective force obtained from the value of the linear fit in 
Figs. 4.8 (c) and (d), respectively. There are no peaks of consistent height in Figs. 4.8 
(g) and (h). This seems to suggest that whereas the penetration of successive layers 
for the small clusters occurs independently, this is not the case for larger clusters. 
Simulations of the impact of Ag7 and A950 clusters onto graphene (i. e., a single 
atomic layer of graphite) also shed light on the different types of interaction experi- 
enced by small and large clusters in the graphite substrate. In Fig. 4.9 the variation 
of Kz is represented as a function of the impact velocity vo for the range of velocities 
0.1 to 0.4 A/fs. For low velocities the graphene only bends and the silver cluster does 
not, pierce the layer. As the energy increases penetration occurs and the function 
jOKti(vO)I for A97 has a behaviour close to linear with a slope a. = 2.5 keV fs/A. 
Assuming independent impact events with successive layers, the impact with the i`'` 
layer can be considered to start when the cluster is half the interlayer distance, c 
42 
0 
Ag 
50 
(ä =0.1 A/fs) 
away from such a layer and ends when the cluster has passed through and left the 
layer behind by the same distance (c/2) as shown in Fig. 4.10 (a). The variation of 
the kinetic energy of the cluster during the impact with the i" is 
1 
AK,, = 
1A(vi+i 
- vi)(vi+l + vi), 4.11) 
where vi and vz+l are the velocities of the cluster before and after passing through 
the ith layer and µ is the Ag7 cluster mass. Replacing (v1+1 - v2) by -bc from Eq. 
(4.1) and writing the mean velocity v=2 (vz+l + va) gives 
AK, = -µbcv. (4.12) 
In turn, v is linearly related to the impact velocity by means of Eq. (4.2), 
v=v2-be/2. (4.13) 
Thus we obtain a linear relation between the change in the kinetic energy of the 
cluster during the impact with the ith graphite layer and the impact velocity whose 
coefficient can be calculated by 
k' = µbc. (4.14) 
Taking the value of b obtained from Fig. 4.5, the resulting value of k' is 2.6 keV 
fs/A. This value is very similar to the slope of the graph of the Ag7 cluster shown in 
Fig. 4.9 for the single layer. Thus, either considering impacts of Ag7 clusters onto 
graphene or impact onto sucessive graphite layers, a very similar relation between the 
energy loss per graphite layer and the impact velocity is obtained. Therefore, to a 
good approximation, the linear P. D. scaling of an Ag7 cluster with vo can be seen as 
a consequence of quasi-independent energy loss impact events for consecutive layers. 
In contrast, the near linear dependence of Kz on z for Ag50 observed in Fig. 4.8 
cannot be derived from the quadratic dependence of DIK, z on vo of Fig. 4.9 obtained 
for impacts with graphene. Further analysis onto a stack of graphite layers shows 
two main reasons for the different behaviour of the larger clusters. The first is the 
size of the cluster; for instance, the bottom of the large cluster starts to interact with 
the second layer, even when the c. o. m. has not passed yet through the first. The 
second cause is the large distortion and bending of the graphite layers for low impact 
velocities below 0.14 A/fs. An Ag50 cluster with impact energy of 5 keV has an initial 
velocity of 0.133 A/fs, whereas an Ag7 cluster with the same impact energy has a 
higher velocity of 0.356 A/fs. Thus during the simulation shown in Figs. 4.8 (c) and 
(g), the Ag50 clusters moved with a velocity corresponding to a regime of large layer 
distortion, unlike the case shown in Figs. 4.8 (a) and (e) for an Ag7 cluster. 
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Figure 4.10: (a) Simple model to illustrate the sequential nature of the impact of Ag7 
clusters with sucessive layers of graphite. (b) For a large cluster travelling at a lower 
velocity, the graphite layer bends and interacts with the next layer. 
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Snapshots from the simulation of 7 and 147 atom clusters incident normally at 5 
keV are seen in Figs. 4.11 and 4.12 respectively and confirm the conclusions of the 
above analysis. It is evident that during most of the penetration, the 7 atom cluster 
passes through the individual layers before these layers interact with the adjacent 
deeper layer, whereas this is not true in the case of the larger cluster. A study of 
the case of Ag50 over a wider range of energies than reported in [14] provides new 
evidence about what is explained above. Fig. 4.9 shows K, z as a function of depth 
for impact of an Ag50 cluster for different energies over the range 2-20 keV. It is 
observed that the inverse of the slope of the fitted straight lines in the case of energies 
between 2 and 3 keV is approximately constant. Accordingly the P. D. is expected to 
scale approximately linearly with energy over this energy range. However, the slope 
decreases, though slowly (c. f. Figs. 4.13 (a)-(c)) as the impact energy increases and 
the P. D. dependence on energy departs from linear scaling when a much wider range 
of energies is considered. Furthermore, for higher impact energies, Kz as a function 
of z exhibits the same curvature as seen for smaller clusters, i. e. a straight line is no 
longer a good fit. A change in the type of behaviour as the impact energy increases 
is also manifested in the curves vz (z) and F, (z) shown in Fig. 4.14. At low energy, 
the evolution of vz with z is quadratic-like, whereas for higher energies, this function 
becomes more linear as with Ag7 cluster impact. For the large range of energies 10-20 
keV, the function vz(z) can be well represented by a straight line with a slope of 
around -0.0046 fs-1. For energies below 3 keV, we can compare our data with that 
previously obtained by Carroll et al. after a 20ps simulation. Fig. 4.15 shows good 
agreement between the two sets of data in this lower energy regime even with the 
addition of the graphite interlayer potential term and the averaging over different 
cluster orientations and impact sites. 
4.5 Measurement of the Damage Area 
So far the work of this chapter has looked at the direction normal to the surface. 
However, not only the height of pits on graphite surfaces are interesting in practical 
applications, but its area as well. This last section of the chapter devises an accurate 
algorithm to measure the damage area of pits on graphite surfaces. It is not intended 
to do an exhaustive study of damage after implantation in any specific system. The 
aim of this section is only to present the algorithm for the measurement of damage 
areas, which may be applied to future comparisons with experiments. This algorithm 
is finally tested in a simple study using oblique incident Ages clusters. 
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Figure 4.1 l: Snapshots from an MD simulation of a5 keV Ag7 cluster. The. impacts 
of the cluster with succesive graphite layers take place almost independently. 
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Figure 4.12: Snapshots from an Ml) simulation of a5 key Ag50 cluster. A nmulti-layer 
collision effect i5 observed. 
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4.5.1 Methodology 
Since the strong impact of the cluster breaks covalent bonds between carbon atoms 
in the graphite layers, the resultant pit is bounded by carbon atoms with just one or 
two bonds. This permits the implementation of a simple algorithm to measure the 
`footprint' damage area on each graphite layer due to the cluster impact. The main 
idea is to construct a `fewer-bonds' list of carbon atoms with less than three bonds. 
One can expect these atoms to bound the damage area. Thus the area bordered 
by the atoms of this list is meant to give a good approximation for the damage 
area. This technique cannot be considered strictly exact since it was observed that 
some of the atoms bounding the damage area still had three bonds, though the bond 
directions have been modified by the cluster impact. Thus these carbon atoms, whose 
coordination number continues being three, are not included in the `fewer-bonds' list. 
Once the list is constructed, the position of each carbon atom is projected onto a plane 
normal to the surface. This last step is equivalent to only considering the components 
x and y of the atoms. Afterwards, the c. o. m. of the atom projections, CMfbI, is 
calculated and a system of polar coordinates with origin in CM fbj is considered to 
put the atom projections in order with respect to the polar angle. This arranged set 
of atom projections form a second list. The projection of two consecutive atoms i and 
i+1 in the second list together with the projection of CM fbi define the vertices of a 
triangle of area Ai. The damage area on the graphite layer is finally approximated 
by the sum of all these triangles, i. e. 
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Figure 4.16: The `footprint' area was approximated to the sum of areas Ai of triangles 
whose three vertices were the projection of the 'footprint' centre of mass onto the 
plane and the projections of the positions of two consecutive atoms with less than 
three covalent bonds at the edge of the `footprint'. 
Atoiai = Ai (4.15) 
Fig. 4.16 shows that the space region bounded by the atoms of the 'fewer-bonds' list 
approximates the. damage area. 
4.5.2 Application to Oblique Incident Cluster Impact 
The damage are; i of the impact for normal incidence is expected to be of similar size 
to the cross-section of the cluster and so near independent of the impact velocity. 
Energetic impacts of oblique incident clusters might show a more interesting depen- 
dence for the damage area with respect to the incidence angle, 9z(., than normal 
incidence. Here the incidence angle is defined with respect to the direction normal 
to the graphite plane. Thus several simulations were performed projecting a 3keV 
Ag25 cluster onto the. centre of a 50 x 50 x 36 A3 graphite slab. This graphite lattice 
contained 12 layers, which were more, than enough to elastically slow down the 3keV 
cluster. Different angles of incidence were considered. 
First, two simulations with periodic boundary conditions in the. directions parallel 
to the graphite surface were carried out. However, since oblique incident clusters 
transfer some energy to the graphite layers in the horizontal direction and the graphite 
layers are linked to each other by very weak Van-der-uraals forces, the strong impact 
moved the three first graphite layers a significant distance in the horizontal direction. 
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Figure 4.17: I)ifferents snapshots of a simulation for a 3keV silver cluster with 9z,,,, _ 
400. 
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0.5 ps 1. Ops 
2.0 ps 1.5 ps 
2.5 ps 3.0 ps 
3.5 ps 4.0 ps 
Clearly this spurious sliding motion of the outermost graphite layers could be avoided 
increasing the size of the lattice, though it would add too large computational times. 
An alternative way to avoid the slide of the graphite layers was achieved by freezing 
the carbon atoms at the edges. 
The figure 4.17 shows different snapshots of a simulation for Bin, = 40°. The 
cluster is completely implanted inside the substrate. For incidence angles of 50° or 
higher, some silver atoms settled on the top of the surface. The number of silver 
atoms deposited on the surface increased with 6inc up to - 75°. For higher angles, 
no silver atom was implanted inside the surface and the small damage region was 
completely irregular. In this last case, the algorithm presented in this section could 
not be applied. 
After 4 ps of simulation, the `footprint' area of the first layer was measured as 
explained above and the data for different angles of incidence up to 80° was plotted 
together (c. f. Fig. 4.18). A few simulations were carried out for a second impact 
site in order to improve the statistics of the results. Fig. 4.18 represents points of 
simulations obtained with the two different impact sites. The data plotted seem to 
follow a dependence like sect 9in,,. This result could have been expected since the 
impact cross-section of the cluster is also proportional to sec 2 9inc. (c. f. Fig. 4.19). 
However, the fact that expected results have been found is a positive sign of the 
validity and accuracy of the algorithm for measuring damage areas. 
Though the methodology has been applied to the study of the damage area on 
the first layer only, the same technique is readily applicable to the following layers. 
Thereby the damage area can be studied as a function of the depth. A study like that 
can determine whether the pit shape is cylindrical, hemispherical or some combination 
of both structures. 
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Figure 1.18: Comparison of the MI) data with a fit, to a linear function in sect 8.;,, (.. 
The, points were obtained by randomly selected simulations for two different impact 
sites. It, was observed that this function steeply falls off to zero for O. -- 80° 
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Chapter 5 
Comparison with Experimental 
Observation of Damage Depth 
Profiles 
5.1 Introduction 
This chapter compares the NID results of Ag7 implantation into graphite with exper- 
imental observations and analyses the experimental data. The experimental data for 
implantation of Ag7 and Ag7 clusters were collected at the Nanoscale Physics Re- 
search Laboratory, School of Physics and Astronomy, The University of Birmingham. 
Independent implantation of the clusters is assumed throughout this chapter. Thus 
our NID results can be related to experimental data obtained using a low cluster flux 
(4.4 x 108 cluster " s-1. CM-2). In case of high dose beams, the damage caused by 
implantation of a cluster can affect the implantation depth of the following clusters. 
5.2 Experimental Methodology 
Experimentally the Ag7 beams were produced by sputtering a silver target with 
Cs+ ions [91]. The sputtered silver atoms and small clusters were condensed in cold 
helium and a size-selection step finally formed the Ag? beams. The initial energy of 
every cluster released from the source was 1.5 keV, so the cluster energy had to be 
varied up to the desired value by an electrical bias potential placed on the sample 
plate. The deposition substrate was a highly oriented pyrolitic graphite (HOPG) slab 
prepared by cleaving with sticky tape immediately prior to insertion into vacuum. 
The deposition chamber pressure was 5x 10-8 mbar. After cluster implantation, the 
samples were inserted into a furnace and subjected to an oxidative etching process 
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Figure 5.1: STM images of oxidatively etched graphite after implantation into 
graphite of Ag7 cluster ions at energies of (a) 2 keV (image size 1.5 pm x 1.5 µm), 
and (b) 5 keV 1.0 jun x 1.0 porn). Tunneling conditions employed in both cases were 
+0.4 eV on the sample and 0.4 nA. (c) A height profile along the line indicated in 
(h) showing pits of depth 5,10,8 and 7 ML (1ML = 3.348 A). 
at a temperature of 650 °C under atmospheric conditions for periods ranging from 
3 to 5 minutes. Following oxidation, the HOPG samples were transferred from the 
furnace and allowed to cool before imaging under ambient conditions by benchtop 
STM (DME Rasterscope 4000). Typical operating conditions for the STM were a 
sample bias of +0.4 V and a tunnelling current of 0.4 nA, using mechanically cut 
Pt/Ir tips. 
Fig. 5.1 (a) aid (h) shows two examples of oxidised graphite surfaces obtained 
after implantation of Ag7 clusters at deposition energies of 2 keV and 5 keV respec- 
tively. The reason for the large variation in the etch pits diameters is the fact that 
lateral etch rate is a function of the depth of the initial defect [92]. Shallower pits are 
typically spherical in shape whereas the deeper pits appear hexagonal (reflecting the 
atomic structure of the graphite surface). Marking two points A and B on the STM 
image, as shown in Fig. 5. I (1)), the Pt/Ir tip traces a height profile along such a line, 
Fig. 5.1 (c). The depth data is represented in frequency histograms as those shown in 
Fig. 5.2 for 2 keV and Fig. 5.3 for 5 keV. One of the most remarkable feature of these 
histograms is the fact that the number of pits of only 1 NIL depth is much higher 
than expected. Additional regions not exposed to the cluster beam were observed by 
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STM in order to understand the cause of this high probability. Figs. 5.2 (b) and 5.3 
(b) show that a few hundreds of natural defects were found in a non-implanted region 
of similar area to the implantated one. Thus it was concluded that Figs. 5.2 (a) and 
5.3 (a) includes natural defects in addition to the defects formed by cluster bombard- 
ment. Although variations on differents pieces of graphite are expected, the defect 
density on a single piece of graphite should be relatively constant, especially when 
large areas (typically 1 micron x1 micron) have been imaged. Therefore, substract- 
ing histograms of Figs. 5.2 (b) and 5.3 (b) from Figs. 5.2 (a) and 5.2 (a) respectively, 
a more precise account of the pits created during cluster implantation is got. This 
is not an exact treatment of the problem since some natural defects disappear as 
implantation defects grow over them, however, Figs. 5.2 (c) and 5.3 (c) show that 
the resulting background-substracted histograms appear approximately Gaussian in 
form, which is a most common experimental distribution. The error bars come from 
Poisson counting, i. e., VNY statistics. 
5.3 Analysis of the Discrepancies between MD and 
Experimental Depth Profiles 
Figs. 5.4 compares the damage profile observed by STM and the PD profile obtained 
by NID simulations for impact energies of 2,3,4 and 5 keV. The peak of every PD 
profile obtained by STM clearly differs from that observed by MD simulations. The 
most likely damage depth in the simulations is always around 3 monolayers (ML) 
deeper. The second difference is the width of the distributions. The MD depth 
profile is very narrow, while STM depth profiles spread over a much wider range. 
Different explanations for the discrepancies were checked: electronic energy loss, 
energy distribution of the experimental cluster beam, charge of the experimental 
clusters and annealing of the samples during oxidative etching. 
5.3.1 Electronic Energy Loss 
The MD simulations only considered the energy loss due to energetic collisions among 
nuclei. However, the electron medium also interacts with the projectile giving rise to 
either individual or collective electronic excitations. Often this second contribution 
to the total energy loss is neglected at low energies such as those considered in the 
last chapter. Only when impact energies are larger than a few hundreds of keV, 
the electronic energy loss is expected to be significant. Then electrons in the medium 
might slow down the cluster much faster, so the MD implantation depth would become 
shallower as observed experimentally. Several different models has been presented in 
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the literature to quantify the electronic stopping power [6]. Among these models, the 
non-local approach of Lindhard and Scharff [93] gives a simple expression proportional 
to the projectile velocity, so that comparison with the effective force during the MD 
simulations, Eq. (4.6), is straightforward. The expression obtained by Lindhard and 
Scharff is 
(dE/dx)e = -[ýe87re2Na, aBZlZ2(Z1/3 + 
Z2/3)-3/2/vB] v, (5.1) 
in which ee is a dimensionless constant of the order Ziý6, e2 is the electron's charge in 
Gaussian units, aB is the Bohr radius of the hydrogen atom, VB is the Bohr velocity, 
Na is the atomic density of the target and Zl and Z2 are the atomic number of the 
projectile and target atom respectively. The last equation is valid up to projectile 
velocities of about Zi/3e2/ft. In the particular case of a7 atoms silver cluster moving 
inside a graphite surface: Na = 0.133 A-3, Zl = 329, and Z2 = 6. Dividing the 
constant term inside the square brackets of Eq. (5.1) by the cluster mass, the resultant 
value is 1.8x10-4 fs-1. This value is - 1/50 of the value of the friction coefficient b 
fitted in Fig. 4.5. Therefore, the electronic stopping power can be neglected in the 
energy range studied as was expected. 
5.3.2 Energy Distribution of the Experimental Beam 
Another difference observed between the MD and the experimental distribution is 
their width. In principle, it could be thought that the experimental broad width is 
because of the energy distribution of the experimental cluster beam. In order to check 
this hypothesis, the experimental energy distribution for both 2 keV and 5 keV was 
fitted to a Gaussian-type function. Such a fitting expression was obtained considering 
a Gaussian distribution for the energy of the incoming beam and two different scalings 
for P. D.. The first scaling assumed was linear on energy as found in Ref. [22]. The 
second P. D. scaling was linear on velocity as seen in Chapter 4. 
According to the MD results presented in the previous chapter, cluster orientation 
or impact site has a little effect on P. D., so that for simplicity let us consider that 
the penetration depth does not depend on any other initial parameter but the kinetic 
energy. On the other hand, the energy distribution of an experimental beam centred 
in the value K0 is commonly represented by a Gaussian, so that the probability 
density, P(K) that a silver cluster impact the surface with an energy K is given by 
1 )2 
P(K) = 2ýve 
24 (5.2) 
This Gaussian distribution is only normalised when the whole interval (-00,00) is 
taken. Here the distribution can only be defined in a half of this interval since 
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negatives values of the energy do not make sense. Then a more rigorous normalisation 
factor should be calculated to make the total probability be exactly 1 in the interval 
[0, oo). Nonetheless, the true normalisation factor would be quite similar to that of 
Eq. (5.2) for Gaussian distributions centred on a value of Ko much larger than the 
standard deviation, since most of the probability is contained in the positive interval. 
Furthermore, Eq. (5.2) is a good approximation to the exact Gaussian within the 
scope of this subsection. It simplifies the writing of the following analytical expressions 
considerably and the final conclusions can be directly extended to the exact case. 
Previous MD simulations showed a linear scaling of P. D. on the energy, so let us 
first assume such a linear scaling, so 
P. D. = aK+, 3. (5.3) 
Substituting the last relationship into Eq. (5.2) and considering the Jacobian of the 
transformation (ä[P. D. ]/äK), a Gaussian distribution for P. D. is also obtained: 
1_ PD. -P. D. 
f 2 
P(P. D. ) =e 2(cK*) (5.4) 2ýrQKa 
where P. D'. = P. D. (K = Ko) is the penetration of a cluster beam with an impact 
energy exactly equal to Ko. This last equation gives a relationship between the 
standard deviation of the Gaussian distribution for P. D. and the impact energy K 
by 
QP. D. 
QK = 
a 
(5.5) 
The maximum of Eq. (5.4) is obtained when P. D. = P. D. ', so that an approximate 
value of a and ,ß can be derived from the values of the maximum peak of two experi- 
mental distributions. A Gaussian fit of the experimental distributions at 2 keV gives 
a value for the most common implantation depth of 3.9 ML (with a full width at half 
maximum (FWHM) of 3.3 ML). In the case of the distribution for the impact energy 
of 5 keV, the Gaussian peak is located at 6.8 ML with a FWHM of 3.6 ML. Then the 
following system of 2 linear equations arise 
3.9=2a+, 3 
(5.6) 
6.8 = 5a +0 
whose solution is 
a=0.967ML/keV (5 7) 
ß=1.967ML 
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Now it becomes straightforward to get the standard deviation for the P. D. distribution 
with impact energy 2 keV, 
aK(Ko = 2keV) = 1.4keV, (5.8) 
and 5 keV, 
QK(Ko = 5keV) = 1.6keV. (5.9) 
Both values of o, are too large compared to the typical standard deviation of the 
experimental cluster beams, that is, N 20 eV. 
Secondly, let us assume a linear scaling of the P. D. with the velocity as found in 
the previous chapter, 
2 
P. D. = Do +b -º K= 
u2 (P. D. - Do). (5.10) 
The relationship between the distribution for the depth and energy is easily got by 
direct substitution of Eq. (5.10) in Eq. (5.2), besides the Jacobian of the transfor- 
mation, i. e. 
µ264f(P. D. 
2-P. D. 12)-2P. D. p(P. D. -P. D. 
1)t2 
P(P. D. ) = µb2P. 
D. - Do 
eK 
27rQK 
where 
D'=Do+ 
1 Fý10, 
b 
Ko is the impact kinetic energy and It is the cluster mass. 
(5.11) 
(5.12) 
The last equation contains 
three independent parameters (namely, /c, Do, and b) to fit. 
The fits were performed by means of the Levenberg-Maquardt method [67]. The 
error bar considered in the fit was always VN--j. A first fit of the three independent 
parameters using the data of the experimental distribution for 2keV and 5keV leads to 
values for the parameters Do and o, as shown in Table 5.1. Do converges to extremely 
large values. It should be remembered that Do is the effective distance for interaction 
between the cluster and the graphite surface, which should be around the cluster size, 
that is, between 3 and 4 A. But what is more important is the fact that the value of 
o, is one order of magnitude larger than experimental. Fig. 5.5(a) and (b) compare 
the experimental data and the fit curve. Two further fits were performed, holding the 
value of a to the experimental value. It led to very poor fits (very high value of x2). 
Fig. 5.6(a) and (b) makes clear that the experimental distribution in the energy of 
the cluster beam is not expected to have a significant influence in the spread of the 
experimental data. 
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KO (k(A') b (f5 1) Do (A) uT (keV') 
2.00 7.2 x 10-3 -19.2 0.65 12.4 
5.00 9.6 x 10-3 -14.4 1.3 10.6 
Table 5.1: Parameters of the fit of the experimental distributions for impact energies 
of 2 keV and 5 keV, alowing all the fits parameters to vary 
Ko (keV) b (1s-') Do (. ) a (keV') X2 
2.00 9.48 x 10 3 -10.7 20 x 10-: 3 506.8 
5.00 9.5 x 10 3 -11.0 20 x 10-3 962.9 
Table 5.2: Parameters of the fit of the experimental distributions for impact energies 
of 2 keV and 5 keV. fixing the value of a to 20 eV. 
200 
(a) 
150 
a 
100 
E 
50 
0L 
0 ss 24 
P. D. (ML) 
300 
(b) coo 
200 
4) 
10 100 
z 
0L 
0 2468 10 12 
P. D. (ML) 
Figure . 3.5: Skewed Gaussian fit to the experimental P. D. distribution for two different 
impact energies: (a) 2 keV and (b) 5 keV. The fitting parameters are shown in Table 
5.1 
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Figure 5.6: Skewed Gaussian fit to the experimental P. D. distribution for two different 
impact energies: (a) 2 keß' and (b) 5 keV. The fitting parameters are shown in Table 
5.2. A 20 eV standard deviation in the energy of the experimental cluster beam 
cannot justify the broad experimental P. D. distribution 
In conclusion, the narrow width of the distribution in the energy of the cluster 
beam cannot justify the broad STM distributions for P. D. either assuming a linear 
scaling of P. D. with energy or velocity. 
5.3.3 Charge of the Experimental Cluster Beam 
The NI I) simulations were performed implanting neutral Ag7 clusters, whereas charged 
Ag7 ')call's were employed experimentally. Additional experiments for implantation 
using a (positively-charged) Ag7 cluster source were performed in order to determine 
whether the charge of the cluster can actually affect the P. D. profiles. Fig. 5.7 shows 
that the peak of the A97 profile is shifted slightly to the left compared to that of the 
A97 one. Nevert heless, the difference is only of 1 NIL, so that the charge of the cluster 
cannot explain the 3NIL-difference observed between the NIU and STM profiles. This 
small difference could be just a consequence of taking data from two different samples 
or the fact that, the A97 was prepared in a different way [94]. Furthemorc, one may 
expect the. experimental Ag7 ions to become neutral as soon as it reaches the graphite 
surface; the Ag7 ion will take 1 electron from the graphite medium, while the Ag7 
will lose 1 clPrt rOn to become (neutral) Ag7. 
5.3.4 Annealing of Defects 
As seen in the previous sections the electronic stopping power, the distribution in the 
energy of the, experimental beam or the charge of the experimental clusters cannot 
4 6 8 
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Figure 5.7: Comparison between the experimental Ag7 (shadowed bars) and Ag7 
(dashed bars) implantation for an impact energy of 5 keV. The small difference betwen 
both (list ributions suggests that the charge of the cluster has little effect during the 
implantation. 
justify the differences between the MD results and STM observations. Therefore, 
another mechanism has to be found as the cause of the discrepancies. The only 
outstanding difference between the way that MD simulations and the experimental 
observations were performed is the special technique utilised to facilitate the exper- 
imental rneasureinent of the pit depths. Direct STM observation of depth of pits 
produced by implantation of small clusters is not possible since the well diameters, 
typically of the order 1-2 rrrn, are much smaller than the diameter of the microscope 
tip. However, several groups have succeded in measuring the implantation depths of 
Tai z. a 9 
[21] arid C; o [95] clusters in graphite by exploiting the anisotropic chemical 
reactivity of the graphite surface through an oxidative etching technique. In both 
works, t he pits were laterally expanded by the oxidative technique to form wider pits 
and so the STM tip could be introduced inside afterwards. Unexpectedly, shallower 
STM observations compared to MD simulations were also observed. In the Ref. [95], 
the authors suggested a 'recovering' of the deepest damage layer during the etching 
step in order to explain the difference of 1 ML between experiments and simulations. 
Oxidation of the pits is a slow process that requires the annealing of the sam- 
ples under a typical tcinperattire of 650°C. Though this temperature is much lower 
than the teniperatiirc for graphitisation of carbon (above 2500 K), previous exper- 
iments [96,97] showed clear evidence of recovering of single-ion-irradiated graphite 
during annealing for even smaller temperatures. This was the motivation for new 
experimental implantation and subsequent, annealing of the samples at three different 
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Figure 5.8: Histograms of experimental etch pits depths after A7 bombardment at 5 
keV followed by: oxidative etching at 450°C for 1.5 hours, oxidative etching at 650°C 
for 3 ruins, and annealing in UHV at 850°C for 3 mins followed by oxidative etching 
at the normal temperature of 650°C. 
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Figure 5.9: 10ns NID simulation of annealing of graphite at 1500°. There is a partial 
recovery of the third layer of carbon atoms. The silver cluster was removed immedi- 
ately after the impact, so this simulation represents regions of the damaged graphite 
lattice above the implanted cluster. 
temperatures (4: 50,650, and 850°C). Fig. 5.8 shows that the peak of the distribution 
moves towards that obtained by It1D simulations as the, annealing temperature de- 
creases. The results show no appreciable change in the width of the distribution for 
the three samples. However, it should be noticed that the. annealing time increases 
as the temperature decreases. For example, a long period of 1.5 hours was necessary 
when the oxidative etching was carried out at 450°C, whereas a normal period of 3 
minutes was enough for etching at the temperature of 650°C after annealing in UHV 
at 850°C. 'I'hereforc, it, is 'lot possible to compare experimental results after anneal- 
ing the samples at different temperatures and for the same annealing time. On the 
other hand, the partial graphitisation of carbon a low temperatures is a very slow 
process [96,97], which cannot, be modelled using the Nil) method at a temperature 
of 6 0°. Fig. 5.9 shows a image of a very slow healing process of tile third layer 
of a crater opened as a consequence of an A97 impact. This simulation ran at, the 
high ternperatru"c of 1500 K to enhance the diffusion mechanisms. The methodology 
in this simulation is similar to that employed in Chapter 8. A Langevin thermostat 
kept the system at the desired temperature and provided the canonical ensemble. 
The I3erendscn thermostat is not good enough in this study since there is not reason 
to t hink that this method provides a canonical ensemble. 
rI'herefore, it was concluded that the experimental evidence together with the 
diserepanc"ies with the Nil) simulations strongly suggests a diffusion of the interstitial 
carbon atorrrs during the annealing of the samples in such a way that the deeper 
graphitic layers recover and hence a shallower distribution is observed by the STM 
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Figure 7.10: Plot showing implantation depths, as a function of cluster impact veloc- 
ity, for Ag7 and Ag7 found experimentally and from MD simulations. Linear fits to 
the data are also displayed for both experimental and simulated data. 
measurements. The annealed layer would not allow the STM microscope to reach 
other deeper ones. On the other hand, the fact that the MD distributions always 
coincide with the upper end of the experimental results seems to indicate t hat such a 
region corresponds to defects which are largerly unaffected by the annealing process, 
and hence the `true' implantation depths. In order to obtain an experimental value of 
the P. D. rmich closer to that previous to the annealing, the STM distributions were 
fitted to Gaussian functions [98] and then a mean value that corresponds to that part 
of the distribitt ion that lies two-standard deviations deeper than the peak was used. 
This is our method to account for the recovery of the substrate. Fig. 5.10 compares 
these mean values for A97 and Ag7 with the corresponding ones obtained from the 
MD (listribut ions. This figure shows that a fairly good agreement is now found 
between experiments and MD siniulations. Therefore, the annealing of deflects after 
cluster irnpl. rntation must be highly considered in future applications. Moreover, Fig. 
5.10 also corroborates the linear scaling of P. D. as a function of the velocity found 
by MD Simulations. 
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Chapter 6 
Methods for the Evaluation of 
Rates for Escape 
6.1 The Study of Diffusion in Solids 
Because of temperature, atoms located on a surface or inside the bulk of a substrate 
oscillate around their equilibrium position. Occasionally these oscillations become 
sufficiently large to make an atom leave its current region of oscillation and move into 
an adjacent one. This random motion of atoms, whereby matter is transported from 
one part of a system to another, is termed diffusion. The study of diffusion both on a 
surface and in the bulk occupies a distinguished place in material sciences. Diffusion 
on surfaces is of fundamental importance for its direct connection to many phenomena 
[99] such as thin-film and crystal growth, sintering, corrosion, chemisorption and 
physisorption, and surface chemical reactions. Diffusion also plays a key role inside 
of a ion-irradiated substrate [100]. Two typical quantities that give a measure of the 
diffusion in a system are the diffusion coefficient, D, and the rate for escape, kA., 
from a state A. The first is a coefficient between the flux of diffusing particles and 
the gradient of their concentration and so it characterizes the resistance to the flux of 
material. As regards the second parameter, kA. is defined as the probability that the 
system will leave the state A per time unit. One classical approach for the numerical 
evaluation of rates for escape comes from transition-state theory (TST) [101]-[103]. 
In this theory, it is assumed that there is a chemical or physical transition every time 
the system passes through the dividing surface that separates two adjacent basins of 
potential energy. Bearing this mathematical picture in mind, Voter and Doll [104] 
derived a expression for the TST rate constant, which can be evaluated directly once 
the dividing surface is localised. However, the prior knowledge of the exact location 
of the dividing surface is not possible in most practical situations. 
On the other hand, numerous new numerical methods have been developed from 
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the 1950's to simulate physical processes such as diffusion. Some of these methods 
are quite fast but not suitable for complex situations or cannot provide all the desired 
information. For example, dynamical properties in the limit as temperature tends to 
0K can be evaluated by molecular statics techniques but the results cannot always 
be extended to higher temperatures. On the other hand, although the molecular 
statics methods can reach any time scale handling even large systems, they assume 
knowdlege of the final states. In fact, there are many cases where this simple ap- 
proach can fail [105,106]. Other simulation methods can get more information and 
be applied to many more general situations but with a considerable increase of the 
computational cost. The MD method can provide complete information about the dy- 
namic properties such as time correlation functions or thermal transport coefficients 
and does not need a prior knowledge of the transitions. However, the simulation time 
of MD is limited by its computational cost. Today MD simulations of systems of a 
few hundreds of atoms can only be carried out for time scales of a few nanoseconds. 
In solid state often the diffusion mechanisms are dominated by infrequent events, 
which happen typically after time scales beyond the possibilities of MD. Recently 
Voter [47] has presented a new simulation method, based in the analytical expression 
of kA- obtained by TST, whereby time scales of an MD simulation can be extended. 
In the same way as a normal MD simulation, Voter's hyper-MD method does not 
rely on the knowledge of the transitions in advance. However, as seen in the next 
sections, this approach presents numerical problems which can affect the accuracy of 
the simulations considerably. Often the complexity of the situation makes necessary 
a combined use of several computer-based techniques. This chapter briefly describes 
some of the most succesful methods, which are also employed in the next chapters. 
6.2 Transition-State Theory 
Transition-state theory [101]-[103] has been widely employed in the calculation of ab- 
solute rate constants, kA., for escape from the state A to some adjacent state. This 
classical theory is a statistical approach that considers the stationary probability den- 
sity p(r, p) in the 6N-dimensional phase space spanned by the positions and velocities 
of all the atoms in the system. Assuming that the physical system moves across the 
potential landscape following a classical trajectory, every basin of potential energy is 
seen as a distinct state of the system and any new transition is meant to occur every 
time that the system passes through an imaginary 3N-1 dimensional dividing surface 
localised at the spatial boundaries of the state A (See Fig. 6.1). Thus the TST escape 
rate, kÄý, is given by the equilibrium flux of probability that the system will be found 
at the dividing surface of the state A. Such flux is written mathematically as 
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Figure 6.1: The system moves randomly across the potential landscape and eventually 
passes through a dividing surface into a new state. The TST rate constant gives the 
frequency that it occurs, assuming that every crossing through the dividing surface 
corresponds to a new transition. 
- (6.1) A- 2(IVAI5A(r))A, 
where MA(r) is a Dirac delta function positioned at the boundary of the state A, VA 
is the 3N-dimensional velocity component along the direction normal to the dividing 
surface and the brackets with the subscript A indicates an average taken within the 
state A. The factor 1/2 of Eq. (6.1) takes into account that only half of the flux at the 
dividing surface leaves the state A, the other half of the probability flux moves in the 
opposite direction [47]. Being rigorous, Eq. (6.1) does not give the true dynamic rate 
constant because each crossing of the dividing surface does not necessarily correspond 
to a change in the state of the system. For example, the system can return to the 
state A shortly after leaving it (recrossing), so there is not an actual transition, even 
though the system has passed through the dividing surface twice. The system can also 
pass through the dividing surface from some state A to another state B and shortly 
move into a third state C where the system thermalises (correlated multiple jumps). 
Fig. 6.2 illustrates two of such cases cases. In any of these cases, kÄ T overestimates 
the true escape rate. However, if the correlation time, Tcorr, between two consecutive 
crossings of the dividing surface is much smaller than the average time between two 
consecutive transitions TA-(_ kA. ), the TST approximation gives values very close 
to the exact escape rates. Furthermore, in this last case dynamical corrections [104] 
can be computed from trajectories initiated at the TST surface and evolved for a 
time Tcorr" 
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Figure 6.2: Some of the cases where TST fails to give the exact absolute rate for 
escape. In the case of the recrossing, TST would count 2 transitions, even though 
the system does not thermalise in the state B, so there was not a true transition. In 
the case of multiple jump, TST would count 3 transitions, but there is only 1 true 
transition into the state B. TST always overestimates the true rate constants. 
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state A dividing state B 
surface 
Assuming a canonical ensemble (i. e., the number of particles, the temperature and 
the volume is held fixed), the stationary density of probability is given by 
p(r, p) =Z exp[-/3x(r, p)], (6.2) 
where 1-1(r, p) = K(p) +V (r) is the Hamiltonian of the system, K(p) is the total 
p /2mi), ,ß. 1/kbT (kb is the Boltzmann constant) and kinetic energy function (E i=1 i 
Z is the partition function. For this ensemble, the average in Eq. (6.1) is substituted 
for an integral over the position and momenta space with the probability density 
defined by Eq. (6.2), i. e. 
TST _If 
IVAIöA(r)eA(r)e-O'(P)e-Q'(r)drdp 
A- ff eA(r)e-ßK(P)e-ßv(r)drdp 
(6.3) 
where the denominator represents the partition function and the step function OA (r) 
is defined by 
=1 if r is in state A OA(r) _ 
=0 if r is outside state A, 
which indicates that the average is only over the inner points of the state A. This 
TST expression provides a good approximation for the rate constant whenever the 
dividing surface is located. Nevertheless, often this last condition is not satisfied, so 
a different approach has to be employed. 
6.3 Full-Harmonic Approximation to TST 
Vineyard [107] showed that the TST rate constant given by Eq. (6.3) can be approx- 
imated by a much simpler expression if an harmonic approximation of the potential 
function is assumed. The integral of the numerator of Eq. (6.3) is computed over the 
3N-1-dimensional dividing surface. Let us take a Taylor's second-order expansion of 
the potential on the dividing surface, 
1 3N-1 
VSý(ý) V (rsad) +2 Eigi2 (6.4) 
i 
In the last expression, the superscript in VSG (q') indicates that the Taylor series is 
made around the saddle point, rs 1 is the position of the saddle point, {q'i}t-1,3N-1 
is a system of coordinates contained in the dividing surface and whose origin is the 
saddle point, and {Eiji=1,3N_1 is the set of eigenvalues of the Hessian matrix of the 
potential calculated at the saddle point. As for the integral of the numerator of Eq. 
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(6.3), let us take a similar harmonic approximation for the potential energy about 
the minimum, 
3N 
Vmin(q) 
'ti V(rmin) + Eiq?. 
i 
(6.5) 
Here the superscript of Vmin indicates that the Taylor series is made around the 
minimum, rmin is the position of the minimum, {qj}i=1,3N is a system of coordinates 
whose origin is at the minimum, and {Ei}i=1,3N is the set of eigenvalues of the Hessian 
matrix of the potential calculated at the minimum. Two different simplifications have 
been made in order to obtain the previous expressions: a) the first-order terms in the 
coordinates are zero since they are proportional to the derivatives of the potential 
at the saddle point and minimum. b) the Taylor expansions have been made in the 
coordinate systems {q'i}==1,3N_1 contained in the 3N-1-dimensional dividing surface 
and {qi}i=1,3N in which the Hessian matrix is diagonalised at the saddle point and 
minimum respectively, so that the off-diagonal terms are equal to zero, 
a2 Vmin a2 vsad 
=0 and =0 if i j. aqi aqý 
q=o 
agiaqý 
q'=o 
Inserting the harmonic approximation (6.4) of the potential about the saddle point 
into the denominator of the TST rate constant, Eq. (6.3), and the approximation 
(6.5) about the minimum into the numerator and then integrating the respective 
terms, the full-harmonic approximation to the TST (hTST) rate for the escape is 
simplified to 
3N 
hTST 
_H 
Vi 
-E. IkT A--* npath 3N-1 
e (6.6) 
E. f 
vi 
where E. =V (rsad) -V (rmu) is the static barrier height, npat, is the number of 
escape paths with the same energy barrier and prefactor, {vý} (- [e /m] 
12/27r) 
are the 
3N-1 non-imaginary frequencies of the normal modes at the saddle point, and {vi} 
(. [Et/m] 2 /2ir) are the 3N frequencies of the normal modes at the minimum. The 
summation in the previous expression is over all the low-energy barriers surrounding 
the state A. High-energy barriers will not have a significant contribution to the hTST 
rate constant due to the exponential behaviour of Eq. (6.6) with respect to the energy 
barriers. This last equation has an Arrenhius-type dependence where the prefactor 
is calculated by the frequencies of the normal modes at the minimum and relevant 
saddle points. 
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Aside from the rate for escape, another important parameter that characterizes a 
diffusion process is the diffusion coefficient D or rate with which atoms diffuse and 
can numerically be obtained by the following limit 
3N 
E[ri(t) - rz(6)]2 
D= lim z=1 
3Nt 
(6.7) 
e-+oo 
Within the full-harmonic approximation, the diffusion coefficient and the rate con- 
stant for escape are related by the following expression 
DhTST =1 khTSTI, 
2 
(6.8) 
where 1 is the distance between two adjacent minima of the potential function. 
Therefore, good approximations to the two most important parameters that quan- 
tify a diffusion process can be evaluated by Eqs. (6.6) and (6.8) whenever the energy 
barriers of the potential and the eigenvalues of the Hessian matrix at the saddle point 
and minimum are known. This is a substantial reduction of required conditions com- 
pared to the TST approach, which needs the knowledge of the localisation of the 
dividing surfaces. However, it is still necessary to know where the low lying saddle 
points for transitions are, which is often a difficult task. In the next section two 
algorithms are explained to search for saddle points. 
The full-harmonic approximation to TST gives a well-described behaviour of the 
transition rate. However, the validity of the hTST rate constant is restricted to 'inter- 
mediate' temperatures between a few tens and a few hundreds of kelvins. According 
to Eq. (6.6), the constant rate goes to zero at the temperature limit of 0 K. Con- 
versely, there is always a small probability that the system will jump to a new site 
due to the quantum tunneling effect [58] even for very low temperatures. On the 
other hand, for too high temperatures the system is free to move into regions of high 
potential energy where the harmonicity of the potential is not ensured. Furthermore, 
the prefactor of Eq. (6.6) can in general depend on important physical parameters 
such as the temperature [108]. 
6.4 Search Algorithms for Stationary Points 
6.4.1 Introduction 
As commented in the previous section, the full-harmonic approximation to TST re- 
quires the knowledge of all relevant energetic barriers in the system and the complete 
set of eigenvectors at the minimum and saddle points. The potential energy of the 
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system is minimised climbing down the potential surface from any starting point. 
However, the search for saddle points involves a much more complex task since the 
system has to climb up the potential surface. The search becomes even more diffi- 
cult in realistic systems, where the catalogue of relevant saddle points is broad. This 
section goes through two of the search algorithms of the literature. 
6.4.2 Molecular Statics Scheme 
Molecular statics (MS) is a standard method used to search for stationary points. The 
original goal of the method presented by Gibson et al. [109] was the minimisation of 
the total energy of a system of atoms. Gibson's algorithm consists of an MD sampling 
that runs as usual until a maximum in the total kinetic energy of the system is reached. 
Then the velocity of every atom is zeroed and the simulation continues until the next 
maximum. Every new maximum in the energy is lower than the previous one, so that 
the energy of the system converges to the local minimum. The justification of this 
algorithm is that a zero force position for an oscillating particle is also a position of 
maximum velocity. 
Afterwards Evans [110] showed that the convergence of the MS method can be 
speeded up if the velocity of an atom of the system is zeroed every time its sign is 
opposite to the sign of the force over such atom. This alternative way to implement 
MS minimises the potential energy of each atom individually, this is the reason why 
the system converges to an equilibrium configuration faster than using the original 
algorithm of Gibson et al. Furthermore, Evans noted that the method of Gibson et 
al. is not efficient when a mixture of atoms with different masses are simulated as 
the frequency of the oscillation of each particle is mass-dependent. 
Besides computing energy minima, MS can be employed to find saddle points. It 
is achieved choosing a trial reaction coordinate that connects two adjacent minima 
in the configurational space of the atoms. Starting from one of the minima, namely 
Cl, the system is displaced a small distance along the trial reaction coordinate every 
step until the system reaches the second minimum, namely C2. Every displacement 
is followed by an MD simulation to minimize the energy in any degree of freedom 
but in the direction of the trial coordinate reaction. This is achieved by removing 
the component of the 3N-dimensional interatomic force and velocity along the trial 
coordinate reaction. Fig. 6.3 and 6.4 illustrate the procedure of search for the energy 
barrier of a hop of an Ag adatom over an Ag(100)-surface. The interatomic potential 
employed for the Ag-Ag interaction is described in Chapter 2 [66]. If the trial reaction 
coordinate is adequately chosen, the MS simulation traces the minimum-energy path, 
so that the maximum of the energy along the trial reaction coordinate is reached 
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at the saddle point. The difference between this maximum and the energy at Ci 
gives the energy barrier. Fig. 6.4 finds the value of 0.67 eV for the energy barrier of 
an adatom hop. Finally, the whole set of saddle points can be calculated when the 
system is at Ci and at the saddle point. 
Nonetheless, this simple method has two main drawbacks. First, one needs to 
know the final state in order to connect it with the initial one by a trial reaction 
coordinate. Second, often it becomes difficult to make a good guess of the coordinate 
reaction. Usually the straight line linking the points Cl and C2 is chosen as a trial 
reaction coordinate, but it does not always work. 
6.4.3 The Dimer Method 
The MS techniques can search for the minimum-energy path of a transition provided 
that both the initial and final state are known. However, often final states are com- 
pletely unknown. Although in a few situations the crucial mechanisms of diffusion 
are easy to predict, in most cases it is impossible to have a initial guess of which 
new state the system will evolve to. Even for simple systems, unexpected transitions 
have turned out to be the most influential mechanism for diffusion. For instance, 
Feibelman [39] discovered in 1990 that an Al adatom mainly diffuses on an Al(100) 
surface by an exchange mechanism involving two atoms, rather than by a series of 
hops from one site to another, as had previously been assumed. Also Montalenti 
et al. [40] have recently found that in-channel Au adatom diffusion on missing-row 
reconstructed Au(110) takes place by means of both jumps and metastable walks. 
These are two examples of how the intuition can fail to devise the true mechanism 
even for simple systems and then the methods that climb up the potential surface 
from the initial state searching for saddle points become really attractive. Some of 
these algorithms follow one of the harmonic modes of the potential (mode following 
methods) [111]. Even though it is not guaranteed that any such mode following algo- 
rithms lead to all relevant saddle points, they have been used extensively in both ab 
initio and empirical potential calculations [112,113]. So far their main disadvantage 
was the requirement to diagonalise the Hessian matrix H to find the normal modes. 
This operation scales as N3, so that only a few hundreds of atoms can be handled 
by these techniques. However, very recently a new mode following algorithm [43], 
the so-called dimer method, that makes use of the c1-method devised by Voter [47] 
to find the lowest normal mode has been presented in the literature. This algorithm 
only needs the evaluation of the first derivatives of the potential, so it is much faster 
than previous mode following algorithms. 
Two replicas of the system are located at 3N-dimensional points rl and r2 sepa- 
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nstep =0 nstep 40 nstep 80 
nstep 120 nstep - 
160 nstep 200 
nS1ep = 240 nstep = 
280 nstep = 320 
nstep = 360 nstep = 400 
Figure 6.3: MS calculations of 3 consecutive hops of an Ag adatom on an Ag(100)- 
surface. The initial guess for the reaction coordinate is the straight line that joins 
two adjaccnts binding sites for the adatom. At every step the adatom position is 
advanced a distance of 0.02 A along such a straight line and the energy of the system 
is minirnisetl in the other in-1 orthogonal directions. The interatomic interactions 
wcrc modelled by Ackland 's pol ent ial [66]. 
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Figure 6.4: Evolution of the total energy of the system along the true reaction coor- 
dinate of the MS simulation represented in Fig. 6.3. The maximum is reached at the 
saddle point and the difference between this maximum and the minimum gives the 
activation barrier. 
rated by a small distance 2rj forming a dimer whose c. o. m. is at the point r. The unit 
vector s pointing from one copy of the system to the other defines the orientation of 
the dimer. Thus the atom coordinates of one of the replicas can be written as 
rl =r+ res, (6.9) 
while the coordinates of the second replica are 
r2 ^r- rjs. (6.10) 
The initial direction of s is selected randomly. At every step the dimer is subjected to 
two types of movement: a single rotation followed by a single translational movement 
and so on. The dimer rotation is carried out as follows: a rotational force on the 
dimer is defined as 
111 F =F1 -F2, (6.11) 
where Fä is a 3N-dimensional rotational force exerted on each individual copy a 
defined by 
Fä -F -(Fa"s)s, (6.12) 
for a=1,2 and in turn Fa is the force acting on the replica a. At every step of 
the saddle-point search, the dimer is rotated once in order to cancel the rotational 
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force. As seen in the next chapter, the global minimisation of the second derivative 
of the potential with respect to the direction s leads to the lowest normal mode (si) 
of the Hessian matrix of the potential. Since the gradient of the second derivative 
with respect to s has the same mathematical expression as Eq. (6.11), seeking the 
direction for which the rotational force is stationary is then equivalent to searching 
for the direction of s1. Thus the dimer orientation is always rotated towards the 
direction of sl as shown in Fig. 6.5. The rotation angle (L Odimer) is calculated by a 
modified version of the Newton method: a numerical approximation of the derivative 
of the modulus of the force Fl with respect to the angle of rotation is numerically 
estimated and then the dimer is rotated through the angle 
1I 
(6.13) Oedimer =- arctan 
dIF2I/de 
2 
duner 
This last expression has a better numerical behaviour than the original expression of 
the Newton method in the limits IFlI --º 0 and dIF1l/dOdimer --f 0. The first rotation 
is made in the plane defined by the two vectors s and a unit vector 
G1 in the direction 
of the rotational force on the dimer given by Eq. (6.11). In the next rotations, the 
procedure is similar but the plane of rotation is defined by the dimer rotation (0-1)) 
at the previous step and a unit vector in the direction of Gi , which is generated by 
a conjugate gradient method, 
Gi = Fi -I-1'iI G 11E)i*1, (6.14) 
where ry1 is the weighting factor 
(Fa - Fi). Fz 
11 
(6.15) 
Fsi - Fi-i 
and Eis a unit vector perpendicular to the dimer orientation, s('-1), at the previous 
step and contained in the rotational plane of the previous step. Thus the direction of 
the dimer at the step i is calculated by 
S(i) = COS(DOdimer)0-1) + Sjf(DOdimer)Gi1 (6.16) 
where Gi is the unit vector in the direction of Gi . 
Each rotation of the dimer is followed by a single translation movement. Henkel- 
man et al. proposed two different methods to translate the dimer: the first is similar 
to the algorithm employed in NIS to find potential energy minima [114]. The second 
method, which they claim to have a better performance, employs a conjugate gradient 
method. In this second approach, the component of the 3N-dimensional interatomic 
force along the dimer (FHH) calculated at the c. o. m. of the dimer is inverted, 
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Figure 6.5: First rotation of the dimer orientation in the plane defined by both s and 
F. The dimer is always forced to rotate towards the direction sl of the lowest normal 
mode of the potential (si). The angle of rotation, MBdimer, is calculated by Eq. (6.13) 
Fdimer(r) = F(r) - 2FMM(r), (6.17) 
and the dimer is pushed to climb up the potential surface and search for the points 
where Fd; mer =0 using Newton's method. If the 
derivative of FdT, er along its own 
direction increases, the dimer is still inside the convex region of the potential energy 
and then the c. o. m of the dimer is simply moved a predefined step with Fdimer. 
The process is repeated until Fdirer is smaller than a stopping criterion. The dimer 
method is started from different configurations of the system in order to get a large 
number of saddle points. These starting configurations are obtained by applying small 
random perturbations to the atomic coordinates of the minimum-energy configuration 
of the system. 
A step-wise representation of the dimer search follows. 
Step 1: Minimise the total energy of the system in order to find the closest local 
minimum. 
Step 2: Generate a small random perturbation of the configuration of the system 
at the minimum and select a random orientation for the dimer. 
Step 3: Rotate the dimer by a single iteration in order to find approximately 
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the zero of the rotational force F1, so that dimer orientation becomes s(i) _ 
1 
COS(OBdimer)s(t-1) + S1n(L Odimer)Gi 
Step 4: Translate the c. o. m. of the dimer by a single iteration using the Newton 
method to estimate the zero in Fdimer. 
Step 5: If the modulus of Fdimer is larger than a stopping criterion (for instance 
10-4), then go to step 3. Else calculate the energy barrier by the difference 
between the potential energy at the saddle point found and the value at the 
minimum found in step 1 and go to step 2 as many times as wished. 
It was noted [43] that the number of saddle points found increases much more if 
the dimer follows other orthogonal modes. After the w-th lowest normal modes are 
found, the wth +1 normal mode is found by the minimisation of the second derivative 
of the potential maintaining the condition of orthogonality to the previous w normal 
modes. The dimer rotates towards the wth +1 normal mode until the value of the 
curvature in the direction of s becomes smaller than the curvature in the direction of 
any of the other harmonic modes in the first step. 
The dimer method was applied to the same system as that mentioned in the 
previous section. 71 was taken so small as 10-2 
A. Many searches following the 10 first 
normal modes were performed seeking the energy barriers lower than 1.2 eV. Fig. 6.6 
shows the variety of the saddle points found. The set is much wider than the one 
that could be got by MS and without the need to know the final state or propose a 
trial reaction coordinate. 
6.4.4 Other New Algorithms to Search for Saddle Points or 
Minimum-Energy Paths 
Many other new algorithm based on old methods have been recently proposed in the 
literature. One of the most efficient is the Nudged Elastic Band (NEB) method [115], 
though it is necessary to know both the initial and final state. A modification of the 
NEB method [116] has been very recently developed to drag the system uphill in a 
similar way to the MD techniques but without the need of the prior knowledge of 
the final states. A comparison in the performance of the methods for finding saddle 
points and minimum energy paths and a few others can be found in Ref. [117]. This 
reference shows that the dimer method is very attractive for its performance, only 
requiring the first derivatives of the potential and the fact that it does not need a 
prior knowledge of the final states. 
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Eb=0.676eV 
2. ) 
Eb = 1.082 eV 
3. ) 
Eb = 1.138 eV 
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Figure 6.6: Different t ransition possibilities for the diffusion of a single Ag atom on the 
Ag(100) surface. The energy barriers Eb were calculated using the dinner method. (1) 
Hop transition. (2) sm-face dinner formation (i) (3) exchange transition. (4) surface 
dinier formation (ii). The surface adatom formation (i) is expected to be a short-lived 
state because t lie energy barrier for transition of the adatom back to the bulk is 0.24 
Al. The other surface dinier (ii) is even less stable with a return energy barrier of 
0.055 eV. the interatomic potential was modeled by Ackland's potential [66]. 
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Figure 6.7: The potential landscape (solid line) is enhanced by means of a bias 
potential, so that the system moves across a new potential landscape (dashed line), 
which coincides with the original one on the dividing surface. As a consequence, the 
transition rate constants increase but the relative probabilities are preserved. 
6.5 Hyper-MD Simulation Method 
Chapters 2 and 3 showed some of the standard numerical algorithms and potential 
functions that can appear in a typical MD code. This new section and the following 
one introduce the main modifications in the potential expression proposed by Voter 
to speed up a direct MD simulation. 
The hyper-MD method [47] is based on some of the basic concepts involved in 
TST. A continuous, non-negative bias potential LVb(r) is added to the total potential 
energy under the only requirement that it has smoothly to fall off to zero near the 
dividing surface (See Fig. 6.7). Now Eq (6.3) can be manipulated to obtain 
ff IVAIba(r)DA(r)e-ßK(P)e-ß[V(r)+OVb(r)]e-ßOVb(r)drdp 
TST 
= ff eA(r)e-ßK(P)e-ß[v(r)+AVb(r)leß°vb(r)drdp 
I vnI SA(r)e-Q'V°(r))Ab 
- (epoVb(r)) 
(6.18) 
where the subscript Ab indicates that the average is taken over the interior of the 
state A with the enhanced potential, i. e. V(r) + OVb(r). Because of OVb(r) =0 on 
the dividing surface (i. e., wherever ÖA(r) 0), the exponential factor e-Q°Vb(r) in the 
numerator of Eq. (6.18) can be removed, so that 
TST 
_ 
(IyAIÖA(r»Ab 
A~ (e0AVb(r))A 
6 
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Next, defining the state Ab as the state located inside the same spatial region as that 
containing the state A but with the enhanced potential surface, the numerator of the 
last equation can be interpreted as the rate for escape, kÄbT, from the new state Ab. 
Thus Eq. (6.19) connects the rate for escape from the original state A and that from 
the new state Ab by means of the following simple relationship 
Z-TST 
TST 
-A6ý 
Since the inverse of the rate constant gives the mean time for leaving the current 
state, Eq. (6.20) directly leads to a linear relationship between the typical times for 
escape from states A and Ab, that is, 
TATST = (eo"lvl r))AbTATb ) 
(6.21) 
which highlights that the mean time for escape from the state Ab is always smaller 
than the counterpart time for escape of the state A because of e0AVV0 > 0. Since the 
spatial boundaries of states A and Ab are the same, an MD simulation of the escape of 
a system from the state Ab can be seen as an accelerated MD simulation of the escape 
of the system from the state A. Obviously the random motion of the system inside 
the state A is modified by biasing the potential, but it lacks real scientific interest and 
only the eventual changes in the state of the system give useful information about 
the evolution of the system. Therefore, Eq. (6.21) can be exploited to get a linear 
relationship between the time of evolution of the system in the state A and the time 
evolved in an equivalent accerelerated MD simulation of the system in the state Ab 
or hyper-MD by 
thyper = 
(eßA (r))Abt' (6.22) 
The coefficient (ea°Vb(`))A, represents the boost factor of the hyper-MD simulation. 
This coefficient is easy to compute during the simulation because of the equivalence 
between the average of a function over the phase space and the time average of the 
same function in the limit t -º oo. Considering a discrete version of the time average 
suitable for a hyper-h1D simulation, Eq. (6.22) is numerically approximated by 
tot 
thyper ^' At eßoVb[r(ti)] (6.23) 
i=1 
The analogy between the direct MD and the hyper-MD simulation would not be 
complete if the relative probabilities between different transitions were not preserved. 
This is a crucial requirement to make sure that the bias potential does not modify 
the statistical results of the simulation. This condition can be checked considering 
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two new states B and C and dividing the probability that the system will evolve to 
the state B, 
ýTST 
Ä+B = (eßAVb(r))A 
(6.24) 
b 
by the probability that the system in the state A will move into the state C, 
ýTST 
TST 
C= Tea0Vb(r))Ab (6.25) kA 
therefore the relative probability between escape to the state B and C is finally 
kTST kTST 
A--ýB 
_ 
AbI B 
TST TST 
A-iC Ab-"C 
(6.26) 
so that independent of the bias potential, the relative probabilities for escape in the 
systems A and Ab are equal. It should be remembered that Eq. (6.25) was obtained 
assuming that the bias potential is null on the dividing surface, so the conservation of 
the relative probabilities is a consequence of the conditions imposed in the definition 
for the bias potential. 
To sum up, running an XID simulation in a system whose potential energy has 
been biased in the way proposed by Voter (hyper-MD simulation), the time between 
two consecutive transitions is reduced as shown in Eq. (6.26), but the probability 
of any sequence of transitions remains unchanged according to Eq. (6.21). Thus 
the hyper-MD method enables the extension of the simulation time scales of the MD 
method. 
6.6 Definition of the Bias Potential 
Different approaches based on the enhancement of the potential landscape as a 
method to accelerate an MD simulation have been proposed since the end of the 
1970s. The main innovation of Voter's ideas is the use of the local approximation 
to the dividing surface found by Sevick et al. [51] in order to ensure that the bias 
potential goes smoothly to zero near the dividing surface. 
The complexity of the potential landscape in realistic situations makes the local- 
isation of the dividing surface difficult. However, Sevick et al. have shown that a 
good approximation for the TST dividing surface can be found by local properties of 
the Hessian matrix of the potential H{ H=j - ö2V(r)/öxiaxj }. Taking the gradient 
vector g{ gi - 8V (r)/öxi } and the lowest eigenvalue (ei) of the Hessian matrix and 
its corresponding eigenvector (si), the dividing surface can be locally defined by the 
points of the 3N-dimensional configurational space satisfying 
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sig =0 and el < 0, (6.27) 
From now on, a dagger (t) on a vector implies that the transpose of such a vector is 
1g is represented by gip. Even though considered. Furthermore, the scalar product st 
this definition is not rigorous, it gives a good approximation for the points surrounding 
a first-order saddle point, which is the typical region for exit. The simplest bias 
potential that vanishes under the conditions (6.27) on the dividing surface is 
AVb = a0(E1)(E1)2 + c(si " g)2, (6.28) 
where a and c are constants to be fitted according to the potential surface and O 
is the Heaviside step function. This simple definition for the bias potential has two 
main drawbacks. First, the term proportional to the lowest eigenvalue is not really 
profitable if the region of the configurational space where el >0 is small. For example, 
this was the case of even a 36 Ni atoms system [47]. The performance of this term 
could be improved by using a Heaviside step function O(E1- eb, ý) that only vanishes 
if the lowest eigenvalue is smaller than a certain negative value eb [47] at the risk of 
blocking some of the transitions. Second, the selection of a suitable value for a and 
c can be difficult for complex potential surfaces. On the one hand, too small values 
of a and c would reduce the time boost considerably. On the other hand, too large 
values of both parameters could enhance the potential energy at the dividing surface 
too much, so that re-crossing or multiple jumps would be more likely to occur. If 
so, the TST expression would not give a good approximation for the rate of escape 
and then the hyper-MD method would yield completely inaccurate results. A better 
definition of the bias potential is given by 
0[ßb '=21+ El ,, (6.29) 2+g 
P/d2) 2 
where It is set to somewhat smaller than the lowest anticipated barrier in the system 
and 2ird is taken to be the expected transition length (e. g. typical distance between 
two nearest neighbours). Such a bias potential is exactly equal to zero under the 
conditions (6.27) and takes the value of It at a minimum of the interatomic potential. 
This bias potential can be complemented by a repulsive term between the two lowest 
eigenvalues el and e2 such as 
OVAEO - 
b[1 - 3q2 + 2q3], if E2 - Cl C 
AEo 
(6.30) 60 if E2 - 61 > &o 
where b is a constant whose numerical value is related to the strength of the repulsion, 
q= (E2 - E1)/Leo and the selected value for DEo must be smaller than the difference 
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E2 - El for a typical saddle point. This second term avoids discontinuities of the bias 
potential and its gradient due to crossings of the two lowest eigenvalues. Then the 
total bias potential is calculated by the sum of Eqs. (6.29) and (6.30), 
OVb = OVb os + "-ý6V°E0. (6.31) 
The parameters of this potential can be set up with information obtained by algo- 
rithms to search for saddle points such as MS or the dimer method. Alternatively, 
the value of h can be started from zero and if no transition has occurred after a time t 
from the last transition, h is set somewhat smaller than an approximate lower bound 
on the lowest barrier derived from the Vineyard expression, 
Ea, > kBT ln(7lpathkOt), (6.32) 
where k0 is the prefactor and npath is the number of paths. In the last expression a 
typical value of ko between 10-12 and 10-13 s-1 and npath =1 are taken as the most 
conservative choice [56]. Every time a transition takes places the value of h is reset 
to zero 
6.7 Iterative Algorithms 
A hyper-MD simulation with a bias potential like Eq. (6.31) requires the evaluation 
of the parameters el, g, p, E2i and their respective derivatives at every time step. The 
repeated diagonalisation of H becomes prohibitive as the number of particles increases 
[119] because the diagonalisation procedure scales as N3. In order to avoid this costly 
computation in a hyper-MD simulation, some iterative methods have been derived 
[48]. For example, a numerical value for el can be evaluated by the minimisation of 
an approximate expression for the second derivative of the potential with respect to 
the direction, s, 
fnum 
V [r + res] +V [r - res] - 2V(r) (r) = min 77 2 
(6.33) 
s 
Moreover, the final direction of minimisation si°m gives a good approximation for 
the direction of the eigenvector sl. The main advantage of this numerical iterative 
method is the fact that every new search for sl can be started by the minimisation di- 
rection found in the previous time step. Thus the computational effort is considerably 
reduced. 
After the evaluation of snu ', the derivatives of E1°"' with respect to the atomic 
coordinates, which are needed in the expression of the force derived from the bias 
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potential, are easily calculated taking into account that el°m is stationary with respect 
to Siam, that is, 
aenum (r Snum aSnum r 1L11,7 
=O (6.34) axt . 34) 
In this last equation the repetition of the index j implies a summation over this index. 
From now on this same notation is considered for brevity. Because of Eq. (6.34), the 
derivatives of Er°m with respect to the atomic coordinates are finally simplified to 
num num äE1 [r; S1 (rý 
= [{gi(r + iisr `) + gi(r - 77, 
num) 
- 2gi(r)]/1J2. axi 11 
(6.35) 
A similar algorithm was devised to evaluate a numerical approximation to the second 
lowest eigenvalue f2 by minimising with respect to the direction within the space 
orthogonal to si°m In this thesis the described iterative methods to evaluate the two 
lowest eigenvalues are called the e-methods. 
The computation of gip = gt - sl is readily obtained after the eigenvector si°m is 
found by the E1-method. However, the direct derivation of the analytical expression 
for glp, 
(9g1p 
= 
a9i 
+ 9j 
(9S i (6.36) 
(9x 9x i 
requires terms related to the second derivatives of the potential and the derivatives 
of s1. If computation of these terms were to be time-consuming, it would negate the 
hyper-MD boost. In order to find a much faster way to compute the gradient of gip, 
Voter has devised the A-iterative method consisting in two new minimisations: 
1V (r + res) -V (r - iis) 2 C+num .\ (s) = Enum 
(s) -}- . 2i 1 
(6.37) 
and 
n um (S) = num(s) - 
[V(r + ifs) - V(r - res) 2 
21ß 
(6.38) 
where the expression for fm is given by 
Enm(s) =V 
(r + res) +V (r - res) - 2V (r) (6.39 
77 2) 
Once the directions of minimisation s+a and s_a for Eqs. (6.37) and (6.38) respectively 
are found, a good approximation to gip can be obtained from 
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num num 
(9num)2 = -+A 
- 6-A 
2A 
(6.40) 
Unlike Eq. (6.36), the expression for the derivatives of glum with respect to the atomic 
coordinates, 
Öglum 1 1aenum(r; s= s+, \) lyenum l(r; s= s-a) 
öxi 4Agnp m äx= äx= 
1V (r + 77s+a) -V (r - res+a) gi [r + 77 s+a] - gi [r - res+a] +2gimm 11 271 2q 
+V 
(r + is_A) -V (r - r7s_. \) gi [r +u s_A] - gi[r - us_a] (6.41) 
2g 2rß 
does not contain terms proportional to either the second derivatives of the potential 
or the derivatives of sl thanks to the stationary properties of E±ý with respect to 
s fa, The next chapter analyses the validity and feasibility of these iterative methods 
in detail. 
6.8 New Approaches to the Hyper-MD Method 
Voter and Germann [56] have also combined the hyper-MD method with the parallel 
replica approach [54] to study the epitaxial layer growth on a Cu/Cu(100) diffusion 
simulation reaching near milliseconds. However, the boost of the parallel replica 
scheme is almost equal to the number of processors employed. For example, Voter 
and Gerinann ran the simulation code using either 96 or 126 processors at Los Alamos 
National Laboratory in order to get an average boost factor of 106 from the parallel 
replicas. 
Even though the simulation time is boosted, the computation of any of the terms 
of the bias potentials shown in Section 1.6 implies a high computational cost, which 
reduces the efficiency of hyper-MD considerably. Preliminary work [56] done by Voter 
showed that the use of the iterative methods increases the computational effort by a 
factor of between 20 and 50. However, new definitions of the bias potential, which 
do not need the evaluation of any property of the Hessian matrix, can reduce the 
additional computation overhead to almost zero. For example, Steiner et al. [52] 
constructed a simple constant bias potential. They chose a fixed value Eb below 
which the potential energy is replaced by Eb. They also proposed a smooth bias func- 
tion to ensure the continuity and differentiation of the modified potential landscape. 
However, this bias potential, although small, is not zero at the dividing surface and 
some corrections has to be done according to Eq. (6.18). They also discussed a lo- 
cal definition of the bias potential, which is located at the adatom expected to hop. 
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Comparison between global and local definitions showed that the global approach ex- 
hibits large statistical and systematic errors, while the construction of the local bias 
potential, built on physical intuition, can suppress unforeseen mechanisms. 
Other new approaches [52,118,119] to the hyper-MD method also use local bias 
potentials. All of them suffer from the same problem as the local bias potential 
proposed by Steiner et al. These approaches can only be applied to simple systems and 
their application to complex systems or ab initio calculations, where the individual 
atom energies cannot be defined, is doubtful. 
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Chapter 7 
Analysis of the fast iterative 
methods 
7.1 Introduction 
This new chapter makes an extensive study of the validity and feasibility of the itera- 
tive methods devised by Voter [48]. These methods imitate the basic ideas commonly 
employed algorithm to obtain the lowest eigenvalue of the Hamiltonian operator in 
electronic calculations [120]. According to the variational theorem, the expectation 
value of any normalised wave function 0 is always greater or equal to the energy, A0, 
of the lowest-energy eigenstate, 
«Ifl1>>_Ao. (7.1) 
Since the eigenstate energies are the eigenvalues of the Hamiltonian operator, the 
variational theorem implies that, starting with a trial wave function bo, a numerical 
approximation to the lowest eigenvalue of f or ground-state energy can be obtained 
by minimising the following expectation value 
min {(i'IfI')} = Ao, (7.2) 
This technique is substantially much faster than a direct diagonalisation of the Hamil- 
tonian operator. The same variational principle states that the second lowest eigen- 
value of l can be obtained by a similar minimisation but restricted to the subspace 
of normalised wave functions orthogonal to the ground-state function. 
Mimicking such ab initio techniques, Voter proposed the minimisation of the sec- 
ond derivative of the interatomic potential as a fast iterative algorithm to evaluate 
the lowest eigenvalue of the Hessian matrix. He also realised that the second lowest 
eigenvalue can be calculated by the minimisation of the second derivative of the po- 
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tential in the subspace orthogonal to the direction of the lowest mode. Finally, Voter 
realised that the difference of the value obtained by minimisation of the matrices 
H+ )tggt, (7.3) 
and 
H- Aggt. (7.4) 
can yield an approximate expression for gip, whose derivatives with respect to atomic 
coordinates can be easily calculated unlike the derivatives of g1p. A conservative value 
of A is chosen to ensure that the bias potential falls off to zero at the dividing surface. 
Otherwise, the rate for escape would be affected. 
Voter's original paper [48] does not demonstrate the validity of the iterative meth- 
ods formally. This chapter provides a mathematical proof of the two first iterative 
methods and examines the numerical stability of the A-method. Throughout this 
chapter, the superscript "num" will be placed on every numerical approximation to 
be distinguished from the exact value (e. g. si°m is employed to represent the direction 
of minimisation obtained by the el-method and sl is the exact eigenvector of H). 
7.2 The c1-Iterative Method 
In this section and the following one, the discussion is restricted to those parts of 
the configurational space where the lowest eigenvalue of H is not degenerate, since 
otherwise the direction of sl is not unique and the definition of gip = sf -g becomes 
ambiguous. A degeneration of el should be avoided during an hyper-MD simulation 
by a repulsive potential like Eq. (6.30). 
The numerical approximation to the lowest eigenvalue can be achieved by the 
minimisation of the second derivative of the potential energy. This section proves 
mathematically that the second derivative of V has its global minimum in the di- 
rection of s1, which justifies the minimisation of Eq. (6.33) as a method to find a 
numerical approximation for el. An alternative proof discovered at the same time 
can be found in [1211. Here an algebraic approach is used and it is also proved that 
the unit vector s that globally minimises Eq. (6.33) is the eigenvector sl. As a result, 
there is no ambiguity in the search for sl. Furthermore, we show how to get a simple 
expression for a good approximation of the derivatives of Eq. (6.33) with respect to 
atomic coordinates. 
First consider the set of orthonormal eigenvectors, {si}i_1,...,,, " 
(where m is the 
dimensionality of the system, i. e. m= 3N), of the Hessian matrix H at a point ro. 
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Such a spanning set represents a basis of the position space in which the Hessian 
matrix of the potential at the point ro will be the diagonal matrix 
Ei ... ... ... Q 
0 E2 0 ... ... 0 
D0,0... H= (7.5) 
""" 00 
. ... ... 
0 E"'-1 0 
00... ... 0 E, i 
Here the diagonal elements have been arranged in nondecreasing order with the lowest 
eigenvalue coming first. The elements of H° can be rewritten in a more compact way 
using its eigenvalues and the Kronecker delta, 8ij, 
%2D=J = ei6ij. (7.6) 
Since el is the lowest eigenvalue, there is a set of (m-1) positive numbers ki > 0, 
i=2, """, m, such that 
E{=¬i+k. (7.7) 
Next, an arbitrary direction represented by the unit vector el is selected in the m- 
dimensional position space. Such a unit vector is related to the eigenvector sl by a 
mxm rotation matrix, R, according to the known transformation law 
Cl = ß, " sl. (7.8) 
This same rotation matrix is also applied to the remaining eigenvectors {Si} i=2 ... min 
order to get a new spanning set of orthonormal vectors {ei}: -1,.. _, m., 
ei =R" s1, (7.9) 
which represents a second basis in the position space and determines a corresponding 
cartesian coordinate system The matrix H', which depicts the Hessian 
matrix of V in this coordinate system, is related to the matrix H° by the transfor- 
mation law of a matrix under a rotation R, 
H'=R. HD. RT, (7.10) 
where ß. T is the transpose matrix of R. From this transformation law, the first 
diagonal element of H', which is equal to the second derivative of V in the direction 
of el (= O0 1), can 
be easily related to the eigenvalues by 
IOX 
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a2V mmm 
rlih jrj1 = rliEisijr 1=> rliEi äi. (7.11) 
axlaxl i, j=1 i, j=1 i=1 
Eq. (7.6) has been taken into account in order to obtain this last expression. Now 
the eigenvalues in Eq. (7.11) can be replaced for the expressions that relate them to 
C1i i. e. Eq. (7.7), 
02V mm 
= clE riir -ý- 
E kiriir j. (7.12) axlaxl i=1 i=2 
On the other hand, It is an orthogonal matrix (i. e. R" RT = I), therefore 
m 
r1ir=1. (7.13) 
By substituting this last property of R in Eq. (7.12), 
02V N 
= el +> kirlir . 
(7.14) 
Oxläx1 
i=2 
Finally, recalling that RT is the transpose of the rotation matrix R, i. e. rid = rji, it 
is concluded that 
02V m 
(ýxl(ýxl 
E1 +E kith, (7.15) 
i=2 
All the terms of the summation are positive, therefore, 
a2 V> 
E1. (7.16) ax1Ox1 
This indicates that the lowest eigenvalue is a lower limit for the second derivatives of 
the interatomic potential but also el is the second derivative in the direction of sl by 
definition. Hence, e is the minimum second derivative of the potential. 
Next, we check that the last expression is a strict inequality if aaiä 1 
is evaluated 
in any direction different to sl in order to conclude that the global minimisation of 
Eq. (6.33) leads to Si uniquely. For this, we consider the case in which Eq. (7.16) is 
an equality. Then, the left-hand term of Eq. (7.15) becomes 
E kir2. = O. (7.17) 
i=2 
As the ki's are strictly positive numbers, the only possible value for the elements r1i 
to satisfy the last relationship is 
r1i=0 for i=2,.. ", m. (7.18) 
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From Eqs. (7.13) and (7.18), the element r11 of R can only have two possible values 
1=ý rizr = ri1 r11 = f1, (7.19) 
Finally, Eqs. (7.8), (7.18), and (7.19) together lead to only two possibilities for the 
first component of el, 
rn 
eij =Z rlisl, i = rllsl, 1 = ±1. (7.20) 
i=I 
As e1,1 is the first component of one unit vector expressed in the basis of the eigen- 
vectors, the remaining components must be zero and el is hence either parallel or 
anti-parallel to sl necessarily. This proves that the direction of Si is uniquely found 
by the global minimisation of Eq. (6.33) at a point ro, provided that the lowest 
eigenvalue is not degenerate. 
To sum up, the last results prove that el, its derivatives, and sl can be calculated 
without the diagonalisation of the Hessian matrix. 
7.3 The E2-Iterative Method 
The application of a repulsive term like Eq. (6.30) can also be useful. Then, the 
second lowest eigenvalue and its derivative with respect to the atomic coordinates 
must also be evaluated. A numerical approximation to the second lowest eigenvalue 
can be obtained by the minimisation of the second derivative of the potential with 
respect to the directions of the vector subspace orthogonal to s1, which is represented 
by 
IIlg, -{vERt /v s1=0}. (7.21) 
In order to prove this second iterative method, let us take a point ro and the set 
of unit eigenvectors of the Hessian matrix, {s, }ß_1... m, at such a point. Then the 
hyper-surface contained in the m-dimensional position space, R, can be represented 
by 
Q=- {r ER' / r=ro+v : VEII1S1}, (7.22) 
which, of course, contains the point ro. Now a scalar function Vn can be defined in 
the subspace Sl by: 
Vn(r) =V (r) Vr E S2, (7.23) 
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which takes the same values as the potential function V but its domain is restricted to 
the hyper-surface Q. The advantage of defining Vn is the fact that its corresponding 
Hessian matrix is depicted by an (m - 1) x (m - 1) matrix, which is diagonal at ro 
for the basis {Si}i=2,..., m of 
II-Ls 
E2 0 ... ... ... 0 
0 E3 0 ... ... 0 
0.0... 
H(m-1)x(m-1) = 
... p0 
(7.24) 
... ... 0 Em-1 0 
00... ... 0 E, m 
This time E2 is the lowest eigenvalue. Recalling what was proved in the previous 
section, E2 must be the minimum value of the second derivative as a function of the 
directions of Us, Furthermore, the second derivative of V in any direction of Ilsl is 
equal to that for V0. Therefore, E2 is the minimum value of the second derivative of 
V as a function of the directions of IIs giving a formal justification of the method 
for evaluating E2. 
7.4 Numerical Accuracy of the E-Methods 
The variation of the value Ej` with respect to a variation in the direction of the 
minimisation vector s, "' is given by 
&num 
num num) 1 ASnum +O Qsnum 2 A( 
I1 
(7.25) 
1S1 ýS1 
inn 
) 
On the other hand, the first term on the right-hand side is exactly equal to zero 
thanks to the fact that Oum is stationary with respect to si"m. The same can be said 
for the second lowest eigenvalue. Therefore, the error in the numerical approximation 
to any of the two lowest eigenvalues is second order with respect to errors in the 
direction of minimisation at most. 
Fig. 7.1 (a) compares the numerical values of e"um with E1 along the minimum- 
energy path for two hopping transitions during the MIS simulation shown in the pre- 
vious chapter. Fig. 7.1 (b) compares E2"n' and E2. In order to have an idea about 
the accuracy of the f-methods in a hyper-MD simulation, a typical distance of 0.2 
A was chosen as the separation between two consecutive steps of the MS course. At 
every step the starting direction of the unit vector s was taken randomly and the 
minimisation was ended up when the angle between two consecutive steps was less 
than a given tolerance of 2x 10-2 radians. Figs. 7.1 (c) and (d) shows the cosine of 
98 
the angle between the direction of the eigenvectors calculated by the e-methods and 
those obtained by direct diagonalisation. It is noted that a good approximation to 
the lowest eigenvalue is gained, despite the errors in the direction of the eigenvector 
shown in Fig. 7.1 (c). Ideally, Fig. 7.1 (c) and (d) should depict a constant function 
equal to 1, but the degeneracy of the lowest eigenvalue make the direction of sl am- 
biguous, so vectors si"t and sl do not coincide necessarily, neither s2m and s2. This 
is the reason for the deviation of the ideal behaviour of Fig. 7.1 (c) and (d). In Fig. 
7.1 (b), it is noted that the degeneracy of the lowest eigenvalue can have a harmful 
effect on the evaluation of e2"`" 
7.5 The A-Method in the Limit A --* 0 
The A-method is a procedure that is meant to provide a good approximation for 
g1p and its derivatives with respect to the atomic coordinates without prohibitive 
computational overheads. The value of the parameter A can vary but this section 
shows that A has to be sufficiently small to ensure that the algorithm leads to a good 
approximation of gip. In fact, it is next proved that the A-method converges to the 
exact value of gip in the limit 77 -º 0 and A -+ 0. In order to reach this result, let 
us consider a very small value of A. Then the linear terms in A of the expression for 
e+A and c-, \ given below are negligible compared to the term fnum(s) (c. f. Eqs (6.37) 
and (6.38)) and so the minimisation direction hardly differs from the unit vector 
obtained minimising the second derivative of the potential. In fact, in the strict case 
of A=0 both s+a and s_A converge to the direction of si"m exactly. This permits us 
to consider a Taylor expansion of the term E°°m(s+a) and another for E°"m(s_A), 
dEnum 
fnum(A1 _ Enum(Slum) +A+ 0(A2), (7.26) l1l 
A=0 
/ 
dEnumlý1 
En a (A) = Enum(Snum) + 
m( 
/A+ 0(A2). (7.27) 
l/ 
A=0 
In turn, the expression of Eta has an explicit dependence on A and also an implicit 
dependence on A through the vector Snu , so that 
dE+Jm(A) 
_ 
[V(r + ijsium) - 
V(r 
- r)slum) 
2+ öE+X (s+A) s+, \ 
dA a_o 21l Ds+A s+a=Snum a=o 
(7.28) 
den_ ýýý 
-- 
V(r + 77giuml - V(r - ýgiuml 
2+ 
(ýE+ num Xa lS-aý 
dA 
lA=o / 
2i] 
1 
ös' A 
asj a 
as S-=3°°m A=O 
(7.29) 
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Figure 7.1: Conic arisen I)V1ween the evolution of (a) Eý""' (cross) and Eº (straight line); 
(b) ýl""' (r"ross) and r2 (straight line) (two different scales are shown in the figure); 
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Once again, thanks to the stationary properties of Eßä with respect tos num , the last 
expression is simplified to 
dEnu (M V(r + 7Snum) - V(r - 1Sium) 
2 
dA x_o 
= 17 
l (7.30) 
dEn jm(A) [V(r + i7sium) - V(r - r)S um) 
2 
(7.31) 
dA A=o 
=- 2rl 
Introducing both derivatives into the Taylor series of EUA given by Eqs. (7.26) and 
(7.27), we obtain 
(, \ [V(r + ýgiuml _ 
V(r - ýSium) 12 2 +ý ý= Elum i1 127 +O(ý ), (7.32) 
nä(A) = 
[V(r + ýSium` - V(r - ýSium) 2+ O(a2). (7.33) E Ei um 1l 
277 
Now the expression of glpm (c. f. Eq. (6.40)) can be written as a function of the 
parameter A, by replacing f with the Taylor series 
[sýým(A)]2 = 
E+num A 
(A) 
- E" 
(A) 
2A 
V(r + ! slum) - V(r - ýS um) 
2 
2A 
C 
2i 
= 2A + 
o(A) 
-V 
(r + 7)Sium) -V (r - Rsium) 
2+ 
0(A). (7.34) 
271 Finally, taking the limit A -º 0 and the square root of the last equation, 
num _ Ev(r + 7sium) - V(r - 77s um Ai-ö 91P 12 l)1 (7.35) 
which is a numerical approximation to the first derivative of the potential along the 
direction of si°T" Recalling that si°m --> sl in the limit 77 --+ 0, then 
91Pm-->Ds1V as A-º0and 7)--->0. (7.36) 
where Ds1V means the derivative of the potential energy along the direction of the 
eigenvector sl. On the other hand, 
Ds, V = si x= sigj = gip, 
(7.37) 
proving that giP"m tends to the exact value of gip in the limit of A and 77 -+ 0. On the 
other hand, increasing the value of A, the difference between gip"' and gip increases 
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too. Therefore, a sufficiently small value of A has to be chosen in order to make sure 
that glom provides a good approximation for glr. However, excessively small values 
of A should not be considered to avoid numerical errors in g1Pm since Eq. (6.40) has 
a factor A in the denominator. 
7.6 Derivatives in the A-Method 
Since the last section shows that the best approximation of the A-method to gl, is 
evaluated taking a very small value of A, the behaviour of the derivatives of gnu- with 
respect to the atomic coordinates is now studied in the limit A -º 0. The expression 
for the gradient of gipm (Eq. (6.41)) contains two different types of terms dependent 
on A. The first type of terms has an explicit dependence on A in the denominator. 
The other type has only dependence on A through the vectors s+a and s_A. Let us 
first consider the limit of the terms of Eq. (6.41) with no explicit dependence on A, 
lö1 
[V(r + i7s+a) - V(r - res+a) gi(r + als+a) - gi(r - lls+a) ä 
2gnum 2ri 217 
V (r + 77s_a) -V (r - 77s-, \)] gi(r + ýs_a) - gi(r -r 7s-, \) + 
217 2rj 
- 
gi(r + igiuml _ 9i(r -1i) (7.38) / 
2rß 
As 77 is a very small parameter, the gradient of the potential at the points r+ r7si°m 
and r-? Isi°m can be approximated by a second-order Taylor series along the direction 
Of Snum 1 
gj(r + ijsium) = gj(r) + ijDSnumgj + 
1712Dgnumgj 
+ 0(773), (7.39) 
gj(r - rjsium) = gj(r) - r%DSnumgj + 2772D2numgj 
+O(r73), (7.40) 
where Dsium and Dsnum mean the first and second derivative in the direction of s1n°m 
respectively. Next, taking the difference between Eqs. (7.39) and (7.40), 
gi(r + usium) - gi(r -u sium) = 
2uDs°umgj + 0(u3), (7.41) 
and since 
9gj 
Oxl +0 
(77) = si, t äxa2lxj 
+ O( i) = cisij + O(ij), (7.42) Dsi-um9j = s" m( ýxý =8 
the difference between the gradients of the potential in Eq. (7.38) can be rewritten 
as 
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g3 (r + r/si°m) - gg (r -u sium) = 271cis1, j + 0(u2). (7.43) 
Finally, putting Eq. (7.43) into Eq. (7.38), the term contained in the expression of 
the gradient of gip with only implicit dependence on A through s ±, x is approximated 
by 
gi(r + 7)Sium) - 9i(T - ýSium) 
- E181'i + 
O(ij) = num,, m 2ý 
1 
,i+ 
0(77) (7.44) 
Therefore, it is found that this first term can be easily calculated with no need of the 
A-method, it only needs the numerical approximations evaluated by the el-method. 
As for the other term of the expression for Vglum in the limit A --+ 0, 
lim 
1 ÖEnum[r, s= s+, \ (A)] 
_ 
5Enum[r, s= s_, \(1\)] (7.45) 
x- o 4. \glp"' 
l 
ax; exq 
So far it has not been possible to replace this term with any simpler expression. 
Moreover, this term exhibits important numerical instabilities for very small values 
of A. The reason is that the term inside the brackets is the difference between two 
vectors with very similar directions since the direction of s+a is very near that of s_A 
and likewise, the direction of the expression of aäß 
m evaluated for s+ is very similar 
to that evaluated for s_. >. So small errors in the direction of the convergence of the 
A-method can produce important errors in the direction numerically evaluated for Eq. 
(7.45). Fig. 7.2 shows this last point more clearly. The numerically unstable term of 
the lambda method was first tested in 2D model potentials. For example, with the 
potential 
212 
V(x, y) - e-x + e' + 5e-Y cos(2. Ox - 0.2) + 2y2 - 12e-4y sin 
(2y2 
(7.46) 
and chosing the spatial point ro = (1/2,1/2) and A=10-4 in the A-method, the value 
of the term given by Eq. (7.45) is (-6.31, -8.17). It was checked that both s+. \ and s+, \ 
only differ by 0.0098 degrees from s, °'. Therefore, we could replace s+a and s+,, by 
snum as a first approximation, but then the term (7.45) would give the vector (0,0), 
which is completely different to the correct one. This illustrates that insufficiently 
complete convergence leads to important errors in the direction of the term given by 
Eq. (7.45). In realistic systems, the situation is even worse since the high dimen- 
sionality increases the errors in the direction of s+a and s_a and hence the errors in 
the direction of Eq. (7.45). Several simulations were run to test the instabilities in 
this term. The simulations tested the accuracy in the direction of the term evaluated 
numerically by Eq. (7.45). The system was one single Ag adatom moving over a 
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of 
Figure 7.2: The angle between the correct direction of the vector 0enum[r, s= s+, \ (A)] 
/ äxi whose terminal point is at C1 and that for the vector ö um[r, s= s_A(A)] / 
8xi with terminal point C2 is very small, so small errors in the convergence of the 
A-method can give rise to very different vectors. For instance, the figure shows that 
the A-method could lead to vectors pointing to Ci and C2, which are still in the region 
of permissible convergence represented by circles centred in C1 and C2, and so the 
direction of the difference vector, C'C2 (dashed vector), would be completely different 
to the correct one. 
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Ag(100)-surface. The temperature of the system was controlled by a Langevin ther- 
mostat during the whole simulation. The minimisation algorithms to compute ei"m, 
E2°m, E+A and E_a were based on the algorithm to rotate the dimer towards the direc- 
tion of the eigenvector sl described in Section 6.4.3. The minimisations stopped every 
time that the angle between two consecutive interactions was smaller than a given 
tolerance. First, different values for the tolerance were tested in order to obtain an 
increase of the computational effort by a factor similar to that reported in Ref. [56]. 
It was found that the mean number of calls to the force subroutine per simulation 
step, which represents most of the computational work of the hyper-MD simulation, 
increases as the inverse of the tolerance (Fig. 7.3). The computation of the param- 
eters defined in the bias potential increases the total hyper-MD work by a factor of 
a few tens for a tolerance of 10-2, so that this was the value taken in the hyper-MD 
simulations of this thesis. Smaller tolerances make the hyper-MD simulations too 
time-consuming. However, even a small tolerance of 10-2 was not enough to obtain 
good approximations for the term computed by Eq. (7.45). Fig. 7.4 depicts the angle 
of difference between the directions of the unstable term given by Eq. (7.45) using 
two different tolerances (namely, 10-2 and 10-4). Assuming that the convergence of 
the A-method is nearly complete for a tolerance of 10-4, Fig. 7.4 gives an idea of the 
error in the direction of the unstable term given by Eq. (7.45) using a value for the 
tolerance of 10-2. The difference is often greater than 50° indicating a big error in 
the direction for the numerical unstable term. 
A second stopping criterion was employed: the iterative methods were stopped 
every time that all the components of the gradient of the object function with respect 
to the direction of minimisation were less than a given tolerance. The optimum 
tolerance was 10-2 again and the results using this second stopping criterion were 
very similar to Figs. 7.3 and 7.4. 
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Figure 7.3: Different values for the tolerance were tested in order to optimise the 
performance of hyper-MD. It was found that the additional computational work re- 
quired to compute the. parameters of the bias potential increases as the inverse of the, 
tolerance. A value for the tolerance of 10-2 increases the computational effort by a 
factor of a few tens similar to that reported in Ref. [56]. 
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Figure 7.4: The error in the clirect, ion of the term given by Eq. (7.45). This error 
is defined as the angle between the direction of the vector calculated in Eq. (7.45) 
using two different tolerances as stopping criteria (namely, 10-2 and 10-4 radians) 
for the (I-method during the simulation of a single Ag atom moving on a Ag(100)- 
surface. The minimisation method was stopped every time that the angle between two 
consecutives evaluations of the )-method differed by less than the stopping criterion. 
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Chapter 8 
Approximate Hyper-MD 
Approaches 
8.1 Introduction 
As seen in Chapter 6, the expression of the derivatives of gip, Eq. (6.36), can be split 
up into two parts: (a) one term that requires the second derivatives of the potential. 
(b) one term proportional to the derivatives of the eigenvector sl. The former term 
can be written in an expression much easier to evaluate numerically. Recalling the 
fundamental equation of eigenvectors (H sl = cis, ), then 
äx$ 
Si = aal2- 
Si = E1Sl, i. ý8.1) 
This last equation can be numerically evaluated inserting the values of Ei°m and si°m 
obtained from the el-method. As for the other term of the derivatives of g, p, it could 
be calculated using a numerical approximation for the first derivative of sl such as 
Ost 
_ 
sl [r + 77ui] - sl [r - llu1] (8.2) 5x ~ 2rß 
where ui is the unit vector along the direction of the i°h spatial coordinate and the 
vectors sl [r + rjui] and sl [r -1)ui] could be found by starting two new minimisations 
of Eq. (6.33) at the points r+ rjuj and r- r7ui respectively. Nevertheless, it would 
have to be done for every spatial coordinate and every step of the simulation, so that 
the computation of the derivatives of sl would rapidly become too time-consuming 
as the number of particles increases. 
On the other hand, since gipm tends to gip everywhere in the limit A --> 0 and 
77 -4 0, one may expect that the derivatives of gip' with respect to atomic coordinates 
would tend to the gradient of gip in the same limit. In Chapter 7 it was found that 
the numerically stable term of the derivatives of gi; m tends to the product Else, which 
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is the same term as (8.1). Therefore, one may conclude that the numerically unstable 
term of the derivatives of glum must give an approximation to the time-consuming 
term gjösi/öx= for very small )A and q. The A-method, with small A (10-2-10-3) 
[122], was successfully applied [48] to the study of self-diffusion of silver atoms on 
an Ag(100)-surface using an EAM potential, in spite of the numerical instabilities 
found here. It seems to suggest that the numerically unstable term of the bias force 
proportional to the derivatives of sl could be neglected under certain conditions. 
Indeed the explicit expression of this term 
E191p asi 
(8.3) 
2h2222" axi' 
is frequently zero in important regions of the potential landscape. For instance, i 
is zero at the stationary points since g=0, and it is then small at the bottom 
of the potential basin, which is the most likely zone to find the system in a direct 
MD provided that the temperature is not too high. For the same reason, f is small 
in a region surrounding a saddle point, which is the most likely zone for escape. 
Furthermore, this same term is very small in the region of points where el -- 0, which 
lies between the dividing surface and a minimum, and often the system must pass 
through it several times before a transition. Another example for which f=0 is the 
region of points where the gradient g is parallel to the eigenvector s1. This is because 7 
sl is a unit vector for every spatial point, so sl, ý 
c9si 
=0 and then the scalar product 
gi 
ý4 
is zero whenever g oc s1. This last condition can be satisfied for many points 
of the minimum-energy path or most probable path for escape, provided that the 
reaction coordinate has the same direction as sl at such points. Besides, Eq. (8.3) is 
zero if g is orthogonal to s1, and so gip = 0. The latter is satisfied on the approximate 
dividing surface. Although the probability distribution changes when the potential 
surface is modified by a bias potential, one can expect that the most probable regions 
to find the system during a hyper-MD simulation will not be much different from 
those for a direct MD. In that case, f may be insignificant. 
Here two different approximations to the bias forces are presented. The first of 
them is a rough approach, whereby the term f is completely neglected. The second 
approach provides a good approximation for the direction of f, though the modulus 
continues to be roughly approximate. 
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8.2 Neglecting the time-consuming term f 
In complex systems, it is not possible to know a priori if the time-consuming term f 
can actually be neglected. Nevertheless, a numerical gauge is next derived in order 
to test and optimise the results obtained by a hyper-MD simulation without the 
time-consuming term. 
First, notice that neglecting i in the expression of the forces is equivalent to 
considering an additional force -f external to the system in such a way that the term 
given by Eq. (8.3) is cancelled everywhere by this external force. Then the equations 
of motion for the physical system, which we consider to be in continuous contact with 
a heat bath, can be written by the Langevin equation 
der 
.4 m dt2 = -0(V + Vi, 
) -f- Qmv + I'(t), (8.4) 
where /3 is the friction coefficient, v is the 3N-dimensional velocity vector and F(t) is 
a white gaussian force (see Chapter 2 for more details). If there was not an external 
force -f, that Langevin equation for the physical trajectory would have the following 
counterpart Fokker-Planck equation 
ýtP(r, 
p, t) 
{-m Vr +, ß0P "p+ [V(V + Vb)] ' Op + ý3mkBTVP} P(r, p, t), 
(8.5) 
for the phase-space distribution. Independently of the initial conditions, the time- 
dependent general solution of Eq. (8.5) converges to the canonical distribution after 
the thermalisation of the system. The typical time of thermalisation is related to the 
factor 1/0 and TST is only valid if this time is much smaller than the mean time for 
escape. Logically the additional term -f must modify the canonical distribution of 
probability in the system. In fact, the new probability distribution cannot be exactly 
canonical since f is not a conservative force: the external force -f explicitly depends 
upon el and g, so that if -1 came from the gradient of a potential function, it would 
have to depend upon the derivatives of el and g with respect to the atom coordinates 
as well, but this is not the case (c. f. Eq. (8.3)). Despite the introduction of the 
external force, one can expect that the effects of f on the canonical distribution can 
be neglected provided that f is sufficiently small in comparison to the total force in 
the system. Furthermore, if f is sufficiently small compared to the total bias force, 
the computed boost should be close to the correct one. Then the rate constants for 
escape obtained by an approximate hyper-h1D simulation, as explained here, would 
almost be the exact ones assuming that TST assumptions hold exactly. At this point, 
it should be ensured that -f is small compared to the total bias force. However, this 
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cannot be rigorously checked in a general system due to the complexity of the potential 
landscape. Even though it is impossible to know the influence of the external force 
in an approximate hyper-MD accurately, an estimate of the quotient between the 
average of the modulus of the external force and that of the bias force is analytically 
derived and employed as a rough indicator of the smallness of f in a few applications 
to the study of diffusion. First, a detailed derivation is restricted to the case of 2D 
systems and applied to a few 2D model potentials. Then the same ideas are extended 
to higher dimensions. 
8.3 Estimate of f in 2D 
Let us defined a parameter E as the following quotient 
=_ __ 
(I? (r)I) 
r 
- (IF'b(r)I)r (8.6) 
where Fb is the bias force (- VVb) and assume that the phase-space distribution can 
be approximated by a stationary function, p(r, p), (not necessarily canonical) in such 
a way that the probability of finding the system in a local region around the spatial 
point r is obtained by the integration of p(r, p) over the momentum 
w(r) =f p(r, P)dm p. (8.7) 
P 
Then the average of the absolute value of the projection of the force f onto the 
displacement Or(ti) over a long enough time can be written as an average over the 
spatial position and the angle a between the force -f and the displacement Or(ti), 
Cýfor(t: 
)ý> =f 1f(r) II cos aI w(r)k(a)dmxda. (8.8) 
ra 
Here K(a) is the probability density for the angle to be between a and a+ da. Eq. 
(8.8) assumes that the probability function for the angle is independent of that for 
the position since the direction of the displacement is independent of the direction of 
f(r). Now the last double integral can be split up into the product of two independent 
integrals or averages, 
(Ifr(t)I)=J I? (r)! w(r)dmxJ IcosaIt(a)da=(I? (r)I) (I cosaI)a. (8.9) 
rar 
In a 2D plane every angle is equally probable and the probability density is simply 
given by 
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m(a) =1 (8.10) 
7r 
Thus the average over the angle can readily be calculated numerically 
cosaI)a= 
a2 
IcosaIda fo 
Inserting this last numerical value into Eq. (8.9), an expression for the average of the 
modulus of f over the position is obtained, 
7r 
ntotal 
\If(r)ýýr 2K 
I> - 2ntotal 
(8.12) 
t=1 
after a total number of steps mote, of the hyper-MD simulation. The last average 
over time cannot be calculated exactly because for(ts) is not known during a hyper- 
MD simulation in general. Nonetheless, the component of f in the direction of the 
displacement can be estimated from the following first-order approximation for the 
variation of sl 
Ost 
asi 
Axi. 
ax 
(8.13) 
This last approximation enables the computation of a good estimate of the desired 
projection of f as follows 
Ift " Ar(ti)) 1 1h ¬1(ti)glp(ti) 
3 yj(ti)Osi(ti) (8.14) Ifor(t. )I - IAr(ti)I IOr(ti)I 2 d2(Ei(ti) +91(ti)/d2) i 
Here Osl(ti) = sl(ti+l) - sl(ti) and Or(ti) = r(ti+l) - r(ti). This approximation 
allows us to calculate the terms of Eq. (8.12). On the other hand, an expression for 
a good approximation to the average of the modulus of the total bias force over the 
position can be derived in a similar way as Eq. (8.12) was obtained, 
'atotal 
71 lFb, or(ti)l" (8.15) 2ntotal 
1-1 
Again this average cannot be calculated exactly because Fb is not precisely known 
during the hyper-MD simulation. Nevertheless, one can always consider an approxi- 
mation for the projection of the bias force onto the direction of the displacement by 
the variation of the bias potential between two consecutive time steps, 
IFb, or(t, )I =1 IFb(ti) " Or(ti)I 
1V6(ä+i) - Vb(ti)I (8.16) 
Ior(ti)I Ior(tz)I 
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The right hand side of this equation can be easily calculated during the hyper-MD 
simulation. Now Eq. (8.15) can be approximated by 
ntotal ( 
(IFb(r)I%r ý 
OV6(ti) 
(8.17) 
2ntota, i=1 IOr(ti)) 
Thus the parameter E defined by Eq. (8.6) can be estimated by the quotient of Eqs. 
(8.12) and (8.17). E provides a gauge of the smallness of the modulus of the external 
force compared to that for the bias force on average over the hyper-MD sampling. 
Reasonably one may expect that a small value of E' corresponds to a simulation in 
which f can be neglected. In the next section, is employed to assess the numerical 
accuracy of our approach to the hyper-MD simulation method in a few 2D model 
potentials. 
8.4 Approximate Hyper-MD Method applied to 
2D Model Potentials 
The approximate hyper-MD simulation of the diffusion of a single point across a 2D 
potential surface is a good test to assess how the absence of f can affect the results. 
The reason is that the derivatives of sl with respect to atomic coordinates can be easily 
computed for 2D model potentials since the diagonalisation of the Hessian matrix at 
every pair of points r+ ? 7u; and r- ? 7u; of Eq. (8.2) is computationally permissible. 
It enables us to carry out hyper-MD simulations considering f (exact hyper-MD) and 
compare the results with the ones obtained by hyper-MD simulations without the 
term i This last type of simulations are referred as approximate hyper-MD from 
now on. On the other hand, the parameter can be directly calculated by Eq. 
(8.6) because Fb and f are known during the simulation and this value can be then 
compared with the value of - calculated considering the approximation given by the 
quotient of Eqs. (8.12) and (8.17). 
The first system studied was a single particle moving across the following potential 
surface 
Potential I 
U(x, y) = cos(2irx)(1 + 4y) + 2(7ry)2 (8.18) 
which is plotted in Fig. 8.1. Since the potential is even in x and all the potential 
basins are equivalent, the total number of crossings through the dividing surface 
divided by the hypertime provides a numerical value for the only rate constant for 
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kBT k (exact hyper-MD) k (approx. hyper-MD) BOOST 
0.20 1.02(3) x 10-4 1.03(5) x 10-4 333 0.0233(6) 
0.15 3.7(1) x 10-6 3.6(2) x 10-6 2871 0.0237(7) 
0.10 4.8(5) x 10-9 4.8(3) x 10-9 1.83 x 105 0.023(1) 
Table 8.1: Values of the rate constants for escape for the potential I obtained by an 
exact hyper-MD and those calculated by an approximate hyper-MD at three different 
temperatures. The boosts and the values of estimated values of -E are shown as well. 
Numbers in parentheses indicate one-standard-deviation uncertainty in the last digit. 
escape in the system. Regarding the simulation methodology, the system was kept 
in continuous contact with the heat bath during all the simulation by a Langevin 
equation like Eq. (8.4) which ensured a proper canonical ensemble. That equation of 
motion was numerically integrated by the `velocity' Verlet algorithm [37]. 
The friction constant fl for the Langevin equation is 0.5 and simulations were 
run for three different values of the product kBT, namely 0.20,0.15 and 0.10. The 
simulations ran for 2.5 " 107 time steps in the case of kBT = 0.20, for 5" 108 time 
steps when kBT = 0.15, and for 5.109 time steps when kBT = 0.10. The time-step 
was 0.01 for all temperatures. The bias potential employed has a form given by Eq. 
(6.29) with the parameters h=1.5 and d=1.0. Table 8.1 shows the value of the 
rate constant for escape calculated by an approximate hyper-MD simulation and that 
for an exact hyper-N1D simulation at three different temperatures. The difference 
between the values of k for every pair at a given temperature is within the statistical 
error. Therefore, there is no substantial difference between the results obtained by 
the approximate hyper-MD simulations and the ones calculated by the exact hyper- 
XID simulations for this first 2D model system tested. This same table reflects that 
the boosts found are much higher than those previously obtained [47] (namely, 46.7, 
200.1, and 3435 respectively) in similar simulations but with the bias potential only 
depending on the lowest eigenvalue by Eq. (6.28), whereas the computational effort is 
the same because both types of simulation only require the minimisation of Eq. (6.33). 
This is an example of the benefits of a bias potential like Eq. (6.29) compared to a 
simpler dependence on el alone. Assuming a Gaussian distribution for the quotient 
between 1i and jFbl, the values of E and their small deviation shown in Table 8.1 
indicate than the modulus of the fictitious external force i was less than 3% of that 
for the bias force for most of the time steps during the simulations. Therefore, f was 
completely negligible for these first hyper-MD simulations. 
Next, a second cosine-like term was added to potential I defining the following 
potential surface 
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Figure 8.1: Potential surface I. The dividing surfaces are the different planes defined 
by x= in where in is an integer number. Thus any change in the integer part of the 
component a: of the single particle indicates a crossing through one, of the dividing 
surfaces. 
k;, k2 
approx. hyper-MD (-7 =0.024) 3.4(7) x 10-'5 6.9(3) x 10-5 
exact hyper-MD 3.9(3) x 10-5 7.2(4) x 10-5 
fill-harmonic approximation [107] 4.0 x 10"-5 7.0 x 10 
Table 8.2: Values for the rate constants, k1 and k2, for escape corresponding to the 
two different energy barriers of the potential II. This table compares the pair of 
values obtained by approximate hyper-MD with that for exact hyper-MD and that 
calculated numerically by the full-harmonic approximation to TST at kHT = 0.20. 
Numbers in parentheses indicate one-standard-deviation uncertainty in the last digit. 
114 
YV 0x 
-2 
Figure 8.2: The probability of the angle distribution between two vectors in a 3D 
space is related with the differential element of radius sincx 
Potential II 
I",, (x. y) = [cos(27rx) + 0.1 cos(7rx)I (1 + 4y) + 2(71y)2 (8.19) 
Every basin of this potential presents two slightly different energy barriers (namely, 
1.95 and 2.06) depending on whether the system moves to the next basin on the, left 
or right along t he axis x. A distinct dividing surface is located at every integer value 
of x. The bias potential vmlºI(wc(l is the same as that for the 2D model potential I. 
The boost of the hyper-h9D simulation was 330. In Table 8.2, the values of the. rate 
constants for escape obtained by approximate hyper-k'ID are compared with those 
cornl)ºricrl by exact hyper-MD. In addition, the values predicted by the full-harmonic 
alºI)roxinultiuº1 to TST using the Vineyard expression [1071 are shown. Again the 
results found by approximate hyl)cr-MI) are in good agreement with the exact ones for 
both rate constants li, r escape. In general, it is important that, the quotient between 
two rate constants for different transitions is preserved, otherwise the system would 
not evolvt in the correct way. 
8.5 The Parameter HE in High-Dimensional Systems 
In a : 31) space, t he density of angular probability, K((t), is not constant as that of 
the 21) case. As shown in Fig. 8.2, the density of probability is proportional to the 
perimeter of a circle of radius sin rx, so that 
(a) do =12 sin cxdcr (8.20) 
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In higher dimensions, ic(a) is proportional to the size of a hyper-circle of radius sin a. 
Thus the density of angular probability is obtained by the simple expression 
1 
(sin a)''2, (8.21) r. (a) _f 
(sin a)m-2da 
in which m is the total number of dimensions in the system. Therefore, the average 
of the modulus of the cosine becomes 
1f Icosal(sina)m-2da (I cosal)a =J 
(sin )m-2° 
= 
Jo 
2 
(8.22) 
(m - 1) (sin a)m-2da 
In the limit m -+ oo, the angular distribution becomes a Dirac's delta centred at 
a= ir/2. Now we can write the time average of the modulus of the external force as 
ntotaI 
K(r)') N (8.23) 
r ntotaº 
and the bias force, 
kN ntotal 
(IFb(r)h)r ~ IFb, or(t: )l, (8.24) ntotaº 
Z-1 
where kN is the inverse of the factor given by Eq. (8.22). The validity of Eq. (8.21) 
to represent the angular distribution of probability can always be checked using any 
vector field such as the interatomic force. Fig. 8.3 shows the distribution of the 
angle between the displacement and the interatomic forces, VV, at every step of an 
MD simulation (with a prior long equilibration period) of an Ag adatom diffusing 
on Ag(100). 5x 104 steps were run to obtain the data plotted on this figure. The 
distribution fits extraordinarily well to the analytical form given by Eq. (8.21). When 
Eq. (8.21) is satisfied for the interatomic forces, it implies that the displacement 
distribution is independent of the forces and so can be employed as a gauge. 
8.6 Approximate Hyper-MD Method applied to 
Self-Diffusion of Ag Atoms on an Ag(100)-surface 
The approximate hyper-MD method is now applied to simulation of the Ag atom 
self-diffusion on a Ag(100)-surface. First, the diffusion of one single Ag moving on an 
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Figure 8.3: Comparison between a random distribution for the angle between two 
vector in a3x 161 dimensional space and K(() obtained by the NID simulation. 
Ag(100) surface was considered. The simulation cell contained 5 layers with a total 
number of 160 particles: the two deeper layers were kept fixed and the remaining 
three layers were subjected to periodic boundary conditions. The temperature of the 
system was kept constant by a Langevin thermostat during all the simulation because 
the system is not big enough to provide a proper canonical ensemble by itself. The 
parameters for the `velocity Verlet' algorithm were 3=2" 1012 s-', T= 400 K and 
a time-step of 2 fs. 
To count, the number of the hops during the simulation, the following algorithm 
was employed: initially, the energy of the system was minimised and the configuration 
at, the local minimum was stored. The system was then allowed to undergo a previous 
period of crtuilihratiun (Fig. 8.1 shows that after 2500 steps the H-function, defined 
in Chapter 2, falls off to a minimum value and the temperature of the system already 
oscillates around 400 K. ). To detect the first hop, the simulation was stopped 4 
time steps after the sign of gip changed and E1 < 0. Then the energy of the system 
was minimised and the configuration at the local minimum was compared with that 
initially stored to check whet her a transition had really occurred. When the first hop 
was thus observed, the configuration at, the minimum of the new state was stored to 
be used later in the confirmation of the next hop. Then the simulation was continued 
and the sann(' procedure, was repeated as many times as a new possible hop was 
detected. The reason why we considered a change of gip as indicator of a possible 
hop is because at a saddle point gip =0 and the derivative of gip in the direction 
of the eigenvector s1 is equal to f1, which is always different to zero. This implies 
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N3 ¢ 
a (degree) 
that the sign of gip has to change along the direction of sl at a saddle point. On 
the other hand, the direction of sl is orthogonal to the approximate dividing surface. 
Therefore, the sign of gip =0 changes when the system passes through the region of 
the dividing surface close to a saddle point. 
In this many-body system, the computation of the derivatives of si with respect 
to the atom coordinates is too time-consuming, so it is not possible to compare with 
results obtained by exact hyper-MD simulations as we did for the 2D model potentials. 
Nevertheless, the Vineyard expression can give a good estimation of the exact rate 
constants for escape whenever the energy barriers and all eigenvalues at the minima 
and saddle points are known. Fig. 6.6 shows the four-lowest energy barriers found by 
the dimer method. The energy barrier for a hop, Eb=0.676 eV, is much smaller than 
the other three (surface dimer formation, Eb=1.082 eV, exchange, Eb=1.138 eV and a 
second surface dimer formation, Eb=1.138 eV). The rate constant for a hop calculated 
by the Vineyard expression (kh PST = 3.91 . 104 s-1) is large enough to expect that a 
few hops take place during the simulations. Nevertheless, the other processes were 
not expected to occur since their rate constants for escape are very small. 
The calculation of the bias potential and its gradient increased the computational 
work up to 12 times that for a usual NID simulation. On the other hand, run times 
on a NID clock larger than a few nano-seconds were too computationally expensive. 
So it was necessary to consider values of It larger than 0.5 eV in order to obtain high 
enough boosts (namely, between 105 and 6.5- 10'), which allowed the observation of a 
few hops during the simulation. Precisely, two different values for h, namely 0.5 and 
0.55 eV for the bias potential, Eq. (6.29), and two different values for d, namely 0.46 
and 1 A, per each value of h were used. The estimated values for E varied between 
0.25 and 0.55 depending on the value selected for the parameters of the bias potential. 
The value calculated for ; hop was closer to kh PST for the simulation with the smallest 
value of E, which is in agreement with the assumptions in the previous sections. For 
instance, the worst case was setting Ih = 0.55 eV and d=0.46 A. For this case, 
= 0.55 and k,. p was - 10 times 
higher than kh PST. However, taking It = 0.5 eV 
and d=1A, E dropped to 0.26 and kh0P was only -4 times higher than 0h"'. For 
this last case, the value of the variance and that for the skewness of the temperature 
distribution after 2.5.105 time steps were compared to the expectation values for a 
canonical ensemble, namely 
2 
< (ST)2 >= 
2 (T 
for the variance and 
(8.25) 
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Figirrv HA: Only 2.500 steps were necessary to equilibrate the system made up of 
161 . 
At; acorns to 400 K. 'T'his figure shows how the Maxwell H-ftrnction falls off to a 
rniuirriirrn value, which characterises the equilibrium. Also the temperature (kinetic 
energy) oscillates around the value 400 K. 
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(8.26) 
for the skewness. The quotient between the hyper-MD values and the canonical ones 
were 1.03 for the variance and 1.2 for the skewness, which indicate that the distribu- 
tion of the temperature was very similar to that for a proper canonical ensemble. This 
same test has been previously employed [123] to check whether a system is canonical. 
Fig. 8.5 shows some of the snapshots of a simulation of 11 Ag atoms on a Ag(100)- 
surface. Here the boost was 595 and the computational work was again N 12 times 
that for a direct MD. Therefore, one might expect that the approximate hyper-MD 
simulation would be - 50 times faster than an equivalent MD simulation. 
There is no algorithm in the literature that guarantees the search for all relevant 
transitions completely. In this sense, the hyper-MD method can be complementary 
to algorithms to search transitions like the dimer method. The simulation is allowed 
to continue for a long enough time to find all transitions with an energy barrier below 
a desired value Eijm., taking into account always possible errors in the hypertime due 
to the absence of f in the equations of motion. It allows us to compare the catalogue 
of most probable transitions found by the approximate hyper-MD method with that 
found by any search algorithm. In case that the approximate hyper-MD method 
finds a new transition, its energy barrier can be found by any method to trace the 
minimum-energy path between two minima such as the `nudged elastic band' [115] 
and then an estimate for k can be calculated by the Vineyard expression. 
8.7 Approximation to the Direction of f 
So far this chapter has considered the roughest approximation to the hyper-MD 
method neglecting the time-consuming term completely. However, next a new further 
step is made by an approximation to the direction of f. Since the direction of the vec- 
tors s+a and s_a tend to the direction of si°t in the limit A -+ 0, taking a very small 
value of A, the differential direction among these three vectors can be approximated 
by the direction of the gradient of the minimisation algorithm to obtain the vectors 
s+a and s_A. In turn, this direction finally leads to an approximation to the direction 
of 1 below. 
Both E+ý and cj are minimised by a conjugate gradient technique considering 
the following gradient with respect to the direction of minimisation: 
OE (r, s) DEnum (r, s) V(r + 77s) -V 
(r 
- ? Is) 
: num 
(98i - 5st 
±a 
277 
[gi (r + rjs) + gi(r -res)] 
(8.27) 
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Fit; nrc 8. -5: Hyper-1\11) simulation of the motion of 11 Ag atoms on the Ag(100) sur- 
face. 'I'll(- sininlatioýn was rein for a hypertime of 110 ns and only the main transitions 
are shown. After 23 nti on the hyper-clock, one of the Ag atoms jumps into an ad- 
hollow ill which stays a relatively short, time before it again jumps into a new 
hollow. After 109 ns of the hvpertime, a dimer jumps into an intermediate state and 
immediately afterwards it, splits. 
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If the eigenvector Srt starts the A-minimisations which is the most conservative 
choice, then the first step of the minimisation is driven by the gradient 
:,: A 
-V (r - , qSium) äe u, (r, s) _ý 
[V(r + ýSium) 
ösi IS=S1 277 
x [9i (r + risium) + gi(r - 77sium)] . 
(8.28) 
This last equation has been obtained inserting si°m into Eq. (8.27) and it is also 
assumed that the numerical value of s1n°t was obtained with very complete convergence 
in order to make the first term of the right hand side of Eq. (8.27) equal to zero (such 
a term coincides with the gradient employed in the cl-method). It is not necessary 
that it occurs in practice, but it is just a theoretical limit. Now considering the limit 
71--º0, 
num ( äe±A 
lr, s) 
, ±2Agnumgz(r) (8.29) aSi 
IS=S" 
1um 
P 
Being precise, the component along the direction of sm has to be subtracted from the 
last equation to mantain orthogonality in the minimisation step. Thus one can define 
a unit vector in the direction of the expression of the actual minimisation gradient, 
rot ± gi(r) 91pmsli m F'ta (r, slum) (8.30) 
ýýilrýl2 
- 
(g7n)2 
Moreover, if A is sufficiently small, then one iteration should be enough to converge 
to s±, \. Therefore, a differential vector ös± between sl°m and s±, \ can be written as 
Ssf = I5s±IE (r', si°m) (8.31) 
in such a way that 
sfa(\ - 0) . Si + 5s± (8.32) 
Next the vectors s+a and s_, \ of the time-consuming term, 
1 gi[r + ? 7s+, \ (A)] + gi [r - ? 7s+. \ (A)] gi 
[r + is_A(A)I + gi [r - 77s_a(A)] 
4772 - 77 a, p (8.33) 
can be substituted by the corresponding approximation given by Eq. (8.31) and using 
the Taylor expansions around si°t, we obtain 
gi(r + 1JS? um + 
775s+) gi(r + i1Siuml 1V 
12 
772 
f+ 
ryas+ä-jgi(r+? 
7Sium) 
77 
122 
9i. (T - 17Sium _ '/(SS+) 
ý2 
91 (r + 7)sium + rjbs_ ) 
77 2 
g2(r - liSlum _ liö5+/ 
77 2 
2 
+as+ss+axkaxj 9i(T 
+ 7ý$ium) + Q(ISs+I3) (8.34) 
_ num 
= 
gi(r 
ý2 
sl 
- 
! 
bsý+xý 9i(r - ijsium), 
+bS+aS+a__ a2 ax_ si(r 
- 77s", ") + Q(las+l3) 
9i(r ý77sI um) + 
ý6sj c 
axi 9i(r + 7Isi m) a 
0a 
+USk US'ý 
Vx 
axe 
9i(r + iislum) + O(Iös_13) 
- num 
- 
9i r ýsl 
-- 
185 
9i(r - ? Jsnum) 2 axe 1 
z 
+(SSk (SSj ax 
2 
gi(r iusium) + O(Iös_13) 
(8.35) 
(8.36) 
(8.37) 
As bs± are terms of order A, the second-order terms in Ss± of the last set of Taylor 
series vanish in the limit A -+ 0. Furthermore, all the terms of order zero cancel 
among themself. Therefore, the only terms that really contribute to the derivatives 
of gi; m are the first order term: 
(aS+ - b5-) Cxý 
`: 1t(r 
+ i, Slum) -g 
(r 
- i7Sium/ý 
(8.38) 
77 
and also according to Eq. (8.31), Ss+ is proportional to Js- by means of a negative 
constant 
Js- = k±ös+ (8.39) 
where kf < 0, and bs+,, is in turn proportional to Fror (c. f. Eq. (8.31)), so that Eq. 
(8.38) is proportional to 
,q 
Föt axi [9i (r + ýlsi m) - 9i(r - ýsiým)J (8.40) 
By definition, this last expression entails the following derivatives along the direction 
of the unit vector I''rot: 
D, p,. o, (si""')9: 
(r + 7Isi m) 
gi(r + 11slum + 77Frot) 2 9i(r + ? 7s un- 77P,., ) (8.41) 
Dp, 
ot(Snum)9ý(r - ýsium) 
9: (r - r7slum + rlFrot) 2 gi(r - r7s1 _ ýFrot) (8.42) 
Thus Eq. (8.40) can be rewritten as 
D 
, ot(sium)9i(r 
+ 77sium) - DFrot(s; °'")9i(r -u sium) (8.43) 
11 
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and in the limit 77 -> 0, 
ýFota j 
[9i(r + r/si m) _ 91(r - ýS1m)] 2DsiumDF, ot(s; um)9Z(r) 
(8.44) 
whose direction is denoted by C here. Since gip"' -+ gip as A --> 0, ( should also be the 
direction of the term gjösi/axi, so that it only remains to project it in the direction 
of ( to get an approximation for this time-consuming term. It can be numerically 
accomplished by the following finite-difference approximation: 
num ösi 
_ 
s3l (r+i()-si(r-71() 
19i 
Oxi =91 277 
(i 
- 
(8.45) 
One last point to bear in mind is that the errors in the direction of F+, 
\ (r, s1) are 
inversely proportional to the difference ýg(r)F- (gj; m)2 in such a way that very 
small values of this square root can produce significant errors in the direction of 
rot (r, sl). However, Ig(r)j2 - (gi; m)2 N0 is only satisfied if g is parallel to si°m. 
But then the time-consuming term gpösi/öxi is zero as proved in section 8.1, so that 
it can be neglected in these apparently harmful cases. A similar statement can be 
concluded about the A-method: if g is parallel to si°m, then the minimisation gradient 
in the direction perpendicular to si°m is zero. In this case the direction of si°m exactly 
coincides to that for sty, and a substitution in Eq. (8.33) makes this term be exactly 
equal to zero. Thus possible important errors in the direction of ( can be removed by 
selecting a minimum value, ixmi,,, for the difference AX = IgI2 - (gipm)2 in such a 
way that the time-consuming term can finally be approximated by 
num Eis', if OX :5 Ax. [aaxzýlý 
-E 
si 
sirr + i7() -Sir - ii() 1i+ 9j 217 
i if LX > OXmin- 
This last condition also prevents the algorithm from producing major errors when 
IgI ý 0. 
Fig. 8.6 shows the evaluation of the angle of difference between the directions of 
the vector ( calculated using two distinct tolerances as stopping criterion (namely, 
10-2 and 10-4 radians) in the minimisation algorithm for E1-method. The sampling 
of points were taken during an h1D simulation of one single Ag atom moving on the 
Ag(100)-surface. The difference angle oscillates around 5° after 700 fs. Before there 
appear large differences, whose origin was found to be the degeneracy of E1. When E1 is 
degenerate, si°m can be any vector contained in a plane and so it affects the evaluation 
of ( by Eq. (8.44). However, after 700 fs, the difference angle is around 1 order of 
magnitude smaller than the errors estimated for the direction of ý calculated by the 
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Figure 8.6: Difference in the direction for f evaluated using two different tolerances 
as a stopping criteria (namely, 10-2 and 10-4 radians) for the E1-method during the 
simulation of a single Ag atom moving on a Ag(100)-surface. The minimisation 
method was stopped every time that the angle between two consecutives evaluations 
of the el-method differed less than the stopping criterion. 
A-method (c. f. Fig. 7.4). Therefore, the new algorithm gives a better approximation 
to the direction of ý than the A-method (c. f. Fig. 7.4) and it is therefore a further 
step for the approximation of the gradient of gi; m. In fact, it was checked that the 
errors in the direction of ý obtained by Eq. (8.44) are of similar size as the errors 
in the numerical approximation of si'm It is not surprising since (is obtained from 
sr" (c. f. Eq. (8.44)). It provides strong evidence of the improvement implicit in the 
methodology derived in this section. However, still further work should be done to 
obtain better approximations to the modulus of f, since Eq. (8.45), is sensitive to 
errors in the directions of minimisation. 
8.8 Self-Learning KMC based on Approximate Hyper- 
MD 
Obviously approximate hyper-MD cannot completely accurately represent a real time 
NID due to the approximation in the expression of the bias force. However, as shown 
in the previous section, the simulations are accelerated and only the most likely 
transitions actually take place. This allows us to run a self-learning KI1C simulation 
based on the approximate hyper-MD method. In the KIM method [124], the system 
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is evolved according to a catalogue of possible events. A transition is chosen with a 
probability proportional to the Maxwell-Boltzmann factor. Thus the standard KMC 
method requires prior information about the diffusion mechanisms together with their 
energetic barriers. Continuously, new unexpected diffusion mechanisms are reported, 
so that a simple guess of the lowest-energy transitions can miss important events. 
Also the catalogue of rate constants is often built assuming a common value for all 
frequency factors. However, the efficiency of KMC can be improved if it is employed 
together with the approximate hyper-MD simulation method. For every basin of 
potential, several approximate hyper-MD simulations are run in order to build a 
sufficiently large catalogue. Saddle points could be located by algorithms such as 
the nudged elastic band method [115] and an approximation to the rate for escape 
computed by the Vineyard expression [107]. Afterwards, a transition is chosen and 
the time is advanced by means of the Vineyard expression (taking into account all 
relevant transitions), 
t=1 eE0I kBT (8.46) 
Ea 
npathk0 
according to a conventional KMC. This same procedure is repeated for every new 
basin of potential. This algorithm can be easily parallelised considering different 
copies of the system in different processors, each of them searches for a transition 
leading to a wide catalogue of diffusion mechanisms. The parallelisation of the self- 
learning KMC can reduce the computational time by a factor up to the number of 
processors. This approach can turn to be very interesting in the study of crystal 
growth, cluster diffusion or annealing of lattice damaged after implantation. 
8.9 Future Application of the Approximate Hyper- 
MD Method to the Study of Silver Cluster Dif- 
fusion on Graphite Surfaces. 
Experimental work [33] lis yielded evidence of a very slow diffusion of metal clusters 
close to 1-layer steps in graphite surfaces, whereas the diffusion on the graphite terrace 
seems to be three orders of magnitude faster at least. On the other hand, MD 
simulations projecting 50,100, and 300 eV Ag25 clusters for different incidence angles 
show that silver clusters break no carbon atom bonds at these low energies (soft- 
landing) and the cluster flattens on the surface isotropically (c. f. Fig. 8.7 (a)), 
whereas clusters close to a graphite step bends towards the step pushing some atoms 
into the step (c. f. Fig. 8.7 (b)-(f)). These simulations still do not take into account 
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possible many-body effects in the Ag-C interaction, which might be of considerable 
importance for realistic comparisons between cluster diffusion on the graphite terrace 
and near the steps. In fact, silver atoms embedded inside the step and strongly 
bonded to the graphite could be one of the main explanations of the slow diffusion of 
silver clusters near graphite steps suggested experimentally. Therefore, the first step 
for a realistic study of silver cluster diffusion on graphite is the improvement of the 
Ag-C interatomic potential. Afterwards, a self-learning KMC based on a hyper-MD 
approach could help to monitor the evolution of the system for long time scales and 
determine if the silver atoms embedded in the steps really play an important role for 
cluster diffusion. 
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Impact on the terrace 
(a) 
Impact near the step 
(b) (c) 
(c) (d) 
Figure 8.7: Effect of the graphite step on the cluster structure after soft landing. (a) 
A925 cluster flattens on t he terrace during soft-landing at an impact energy of 100 eV 
and angle of incidence of 45°. (b)-(d) Atomic positions during the soft-landing of the 
A92.5 cluster near the step at 30° incidence and 100 eV energy; (b) before impact; (c) 
1.5 ps after impact; (d) 2.5 ps after impact; (e) 4.5 ps after impact at which stage the 
Ag atoms are arranged in 2 layers only and sonic of them are embedded in the step. 
(f) Some silver atoms are also attracted into the graphite step during soft-landing at 
an impact energy of 100 eV and for angle of incidence of 45°. 
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Chapter 9 
Conclusions & Further Work 
This thesis has examined both by MD simulation and experiment some new phenom- 
ena associated with the interaction of silver clusters with graphite. New methodolo- 
gies have been developed and many algorithms given here can also be directly applied 
to other cluster interactions with surfaces. 
First this thesis has illustrated how individual MD simulations of energetic im- 
pacts of Ag7 clusters into graphite can suggest the linear scaling of the PD with the 
velocity. This hypothesis has then been corroborated by producing a wide set of MD 
data for different energies. Furthermore, the parameters of the linear scaling obtained 
by a least squares fit agree quite well to the values obtained by single simulations. 
Different cluster impacts and orientations were considered to improve the statistics. 
Thus a simple methodology has been presented here to understand the behaviour of 
the PD scaling from a small set of MD simulations. In addition, comparison with 
experimental data has highlighted differences between the STM and MD data. The 
search for an explanation of these discrepancies sheds light on a healing of the pits 
due to the annealing of the experimental samples during the post-implantation oxida- 
tive etching. Although different justifications were tested to elucidate the differences 
of the PD profiles between MD simulations and experiments, only the annealing of 
defects seems to be an important factor for the modification of the damage depth in 
graphite. In order to estimate the PD values before annealing, the experimental data 
was obtained from an average calculated at the upper edge of the experimental dis- 
tributions. Thus a fairly good agreement between MD simulations and experiments 
is finally found. The annealing effect observed here strongly suggests the significant 
effect of the temperature on the nano-structured graphite surfaces in practical appli- 
cations, even for moderate temperatures such as 450° C. Though similar annealing 
effects have been previously found in single atom implantation, a cluster creates wider 
craters inside the surface, so that the healing of the effects cannot be assumed a pri- 
ori. However, experimental observation of a shift of the peak of the PD profile to the 
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MD peak as the annealing temperature decreases has provided strong evidence of the 
annealing effect of the defects. 
The study of silver cluster implantation was also extended to other silver clusters 
and found a linearisation of the PD for large silver clusters. Analysis of the factors 
that determine this linearisation led to a non-linear cascade description involving 
interacting graphite layers. Impacts onto graphene made evident the differences in 
the impacts between small and large silver clusters. The cause of this non-linear 
effect was found to be the bending of the graphite layers for cluster low velocities. 
The mere existence of the kinds of scaling relationships between the implantation of 
size-selected clusters, here AgN, the kinetic parameters describing the incident cluster 
(velocity, energy) as well as the cluster size, suggests exciting prospects for controlled 
fabrication of well-defined, truly nanometre-scale structures at surfaces, at least in the 
case of layer substrates such as graphite. This study of PD scaling could be extended 
to other clusters using similar methodologies. Currently new experimental and MD 
data are being collected and analysed to do a similar study with Si7 and Ag7 clusters. 
Finally, a simple algorithm for future study of the damage area was presented and 
tested. A study on the damage area for implantation of oblique incident Ag25 clusters 
into graphite tested the validity and accuracy of the algorithm. 
In the second part of this thesis, new iterative methods employed during a hyper- 
MD simulation were analysed. First the numerical e-iterative methods were formally 
proved. It corroborates the validity of these methods for the evaluation of the two 
lowest eigenvalues of the Hessian matrix of V and their derivatives with respect to 
the atomic coordinates avoiding too costly diagonalisations of H. It was also demon- 
strated that the direction of the eigenvector sl is uniquely found by means of the 
global minimisation of Eq. (6.33) whenever the lowest eigenvalue is not degenerate. 
This second result avoids ambiguity in the calculation of g, p. The accuracy of the 
c-methods was numerically tested in a realistic system in order to understand how 
incomplete convergence can produce errors. It was noticed that the degeneracy of 
the lowest eigenvalue gives rise to numerical errors, so a repulsive term between the 
two lowest eigenvalue, such as that defined in Chapter 6, should often be considered. 
The validity and feasibility of the A-method was examined in detail and a numeri- 
cally unstable term with implicit dependence on A was identified and related to the 
counterpart analytical expression for the derivatives of gip with respect to atomic 
coordinates. This suggests that the results obtained by the hyper-MD method is 
likely to contain significant errors. In order to improve the efficiency of the hyper- 
MD method, in terms of both accuracy and speed, two different approximations for 
the bias forces have been proposed. The first of them does not improve the accuracy 
of the hyper-MD results, but the computational effort is considerably reduced by 
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a factor of up to 3 since the two minimisations of the A-method are not necessary. 
Furthermore, a mathematical expression to estimate a gauge E was derived. Several 
simulations gave evidence of the suggested relation between the smallness of -E and 
the accuracy of the results obtained by this first approximate hyper-MD approach. 
The second approximate hyper-MD approach requires similar computational work as 
the A-method but now the evaluation of the direction of the numerically unstable 
term is optimised. Approximate hyper-MD methods could be applied together with 
a KMC sampling to the study of metal cluster diffusion on graphite surfaces. 
Thus the work shown in this thesis encourages the application of some of the 
results and techniques presented to further studies such as 
" Extension of the study of the PD scaling of the cluster penetration into graphite 
to other materials such as silicon and gold clusters (in progress). 
" Experimental reduction of the annealing effect after implantation. 
" Measurement of the damage area with respect to the penetration distance in 
graphite. 
" Improvement of the interatomic potential for the Ag-C interaction in order to 
include many-body effects, which might be of considerable importance at the 
graphite steps. 
" Application of self-learning KMC based on the approximate hyper-MD method. 
" Search for a better numerical approximation to the modulus of the time-consuming 
term of the forces derived from the bias potential for a hyper-MD simulation. 
" Application of the approximate hyper-MD approach to cluster diffusion on 
graphite surfaces (comparison of cluster diffusion on terrace and near steps). 
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