(t − s) m−1 f (s, x(s))ds (t ∈ J).
Denote by C(J, E) the Banach space of continuous functions x : J → E with usual supremum norm. LetB ⊂ C(J, E) be the subset of those functions with values in B. It is known that F is a continuous mappingB →B and
where 
The purpose of this paper is to show that the following theorem is true: 
then the successive approximations u n , defined by
converge uniformly on J to the unique solution u of (2). P roof. First, similarly as in the proof of Theorem III. 9.1 in [1], we shall show that (1) and (2) it is clear that
As ε is arbitrary, we get
This implies
which proves the continuity of λ(·).
Further, from (4) it follows that
By (3) this implies
Since the sequence ( u n (·) − u n−1 (·) ) is equicontinuous and uniformly bounded, from the definition of λ(·) and Arzela's Lemma we deduce that for fixed t ∈ J there exists a subsequence (n k ) such that lim k→∞ u n k +1 (t) − u n k (t) = λ(t) and u n k (s) − u n k −1 (s) → λ 1 (s) uniformly in s ∈ J. Replacing n by n k in (6) and passing to the limit as k → ∞, we obtain the inequality
As λ 1 (s) ≤ lim u n (s) − u n−1 (s) = λ(s) and w(r) is nondecreasing, we see that
Applying now Theorem 2 of [3] , we conclude that λ(t) ≡ 0 on J, which proves (5).
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On the other hand, (3) implies that
where α is the Kuratowski measure of noncompactness. Now we shall show that the sequence (u n ) has a limit point.
Let V = {u n : n ∈ N }. Then, by (1), V is a bounded equicontinuous subset ofB. Denote by v the function defined by v(t) = α(V (t)) for t ∈ J, where V (t) = {u n (t) : n ∈ N }. It is well known that the function v is continuous. As V = F (V ) ∪ {0}, we have
then Heinz's lemma [2] proves that
Moreover, in view of (7), we have
Applying now Theorem 2 from [3] , we deduce that v(t) ≡ 0 on J. This proves that V (t) is relatively compact for t ∈ J and consequently, by Ascoli's Theorem, V is relatively compact in C(J, E). Hence the sequence (u n ) has a subsequence (u n k ) which converges to a limit u. This fact, together with (5) and (4), implies that u = F (u), i.e. u is a solution of (2) . Suppose that u is another solution of (2). Then u(t) − u(t) = F (u)(t) − F (u)(t)
and therefore by Theorem 2 of [3] we get u(t) − u(t) ≡ 0 on J. Thus u = u. From the above considerations it is clear that the sequence (u n ) has a unique limit point u, and hence lim n→∞ u n (t) = u(t) uniformly on J.
