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Data sets collected in the real world usually contain large amounts of features, many of 
which are interdependent with each other. The number of dimensions that can be shown 
concurrently with modern visualization techniques often does not match the number of 
features contained in the dataset, and this discrepancy can lead to selection bias 
undetected. This paper presents an advanced visualization system designed to enable 
sample bias detection introduced during the high-dimensional data selection and 
visualization, and to support the bias reduction using a sample-reweighting algorithm. A 
detailed description of the system’s web-based interactive user interface is provided. In 
addition, the results from an 11-participant user study on the system are presented, which 
demonstrate the effectiveness of the system in practice.  
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INTRODUCTION 
Thanks to the development of modern information technology, data collecting has 
never been made easier than nowadays. Every click on the browser, every swipe on the 
POS machine, every check-in through the location service applications—all of those 
events happen on us are likely to become part of data collected for analysis. As the 
buzzword “big data” becomes part of our everyday life, data-driven decision-making 
strategies gradually spread widely among various domains. Going through the transition 
from paper charts to electronic records, the healthcare industry is certainly one of them.   
The past decade witnessed a rapid increase in electronic health records (EHR) 
adoption in healthcare systems. According to a data brief released by the Office of the 
National Coordinator (ONC) for Health Information Technology, in 2014, 83% of 
physicians reported to use any type of EHR system, a significant progress from 18% in 
2001 (Heisey-Grove & Patel, 2015; Hsiao & Hing, 2014). It is estimated that in 2012 the 
worldwide electronic healthcare data accumulated to approximate 500 petabytes and is 
expected to reach 25,000 petabytes in 2020 (Sun & Reddy, 2013). 
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This unprecedented amount of data has brought healthcare professionals both 
opportunities and challenges. Same as people embracing this “big data” era in other 
fields, they have been trying to dig out great values from the vast data resources. 
Although the deployment of EHR system is originally motivated by providing lower cost 
yet higher quality service to health consumers, it has also shown huge potential in 
boosting research opportunities (Jensen, Jensen, & Brunak, 2012). Lots of population-
based patients studies and evidence-based medical researches benefit from the large 
sample sizes and generalizable patient populations afforded by EHRs, including a range 
of diseases and subgroups, environmental and social epidemiology, and predictive 
modeling.  
One of the most common misunderstandings of “big data” is that people usually 
think it is called “big” due to its size. Even though high volume is one of its 
characteristics, the concept of big data, equally importantly, also involves complex 
structures and high dimensions. This is no exception in the healthcare field, where data 
usually come from various sources in different formats and structures. A typical EHR 
system may include data domains vary from patients’ demographics information, 
inpatient encounters, laboratory data, emergency department encounters, medication 
orders, procedures and clinician notes (Casey, Schwartz, Stewart, & Adler, 2016).  
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Retrospective cohort study, also called historic cohort study, refers to a research 
study in which the medical records of groups of individuals who are alike in many ways 
but differ by a certain characteristic (for example, female nurses who smoke and those 
who do not smoke) are compared for a particular outcome (such as lung cancer). With the 
access to the EHR data repository, researchers can carry out retrospective analysis on 
ultra-large scale dataset in a less time-consuming and more cost-efficient way. However, 
this kind of studies suffers from the similar limitations, such as data quality issues and 
potential biases, as traditional retrospective studies do on paper records. Since the data in 
these studies are pre-collected before a research question is formed, and considering the 
fact that EHR data are originally intended for clinical and administrative use rather than 
for research, they are not recorded through a solid-designed experiment. To make use of 
this often voluminous, heterogeneous, and noisy data, researchers usually, by applying a 
series of filtering constraints, first select a subset of data with manageable size for further 
analysis. This data selection process is prone to sample bias due to the fact that the 
variables in the dataset are not independent of each other. Filtering into subsets of data by 
applying inclusion/exclusion criterion will have an impact on the other features that are 
highly correlated with those filter constraints and therefore result in an unrepresentative 
sample cohort of the overall population.  
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Visual analytics techniques are usually accompanied with the previously 
described data selection process to help users explore complex datasets in a fast and 
convenient operation (Thomas & Cook, 2005). Not just in healthcare applications, visual 
analysis techniques are widely used regardless of domains for querying large datasets 
efficiently and intuitively. However, the inherent limitation on the number of the 
dimensions that can be displayed concurrently prevents users from being exposed to the 
underlying bias that may have been introduced during the selection process. 
A concrete example showing how the data selection process described above is 
done in the real world would be the secondary data usage in the Integrated Cancer 
Information and Surveillance System (ICISS). As a central component of the UNC 
Lineberger Comprehensive Cancer Center’s Outcomes Research Program, ICISS, links 
with North Carolina Central Cancer Registry and maintains a data repository storing 
electronic medical records for more than six million patients from a variety of data 
sources. The data resource at ICISS covers approximately 85% of the North Carolina 
cancer population and roughly 60% of the total population across the state. The 
aggregated datasets contain complex and high dimensional data including clinical data, 
administrative data, social data, behavioral data, economic data, environmental data, etc. 
The number of distinct variables in the dataset easily exceeds 100,000.  
The multi-disciplinary research teams at ICISS are dedicated to conducting 
epidemiology, biostatistics, econometrics, and geospatial analyses through the use of 
secondary data. Regardless of the specific research domain, the initial step of this kind of 
retrospective study usually involves the researchers selecting a representative study 
cohort of manageable size from the overall patient pool.  
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To aid in the research work described in the scenario above, a novel interactive 
visualization system is built based on the existing prototype exploratory visual analysis 
system. It aims to help the users to detect the potential bias introduced during the data 
selection and visualization of a high-dimensional dataset, to understand the associations 
among various dimensions of the dataset, and, through automatic sample reweighting, 
reduce the potential bias detected. To evaluate the effectiveness of the system, a user 
study with 11 participants was conducted. Metrics such as time-to-complete-task and 
completion correctness are recorded, and both quantitative and qualitative feedbacks 
from the users are gathered through paper surveys and face-to-face interviews.
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RELATED WORK 
The visualization system, developed upon preliminary work on Adaptive 
Contextualization system by Gotz et al. (Gotz, Sun, & Cao, 2016), is related to different 
research areas including: 1) visual analytics system with visual query and direct visual 
object manipulation, 2) high-dimensional data visualization, and 3) provenance modeling. 
In addition, the cohort balance feature evaluated in the user study is mainly related to the 
theory of sampling selection bias and correction.  
Visual Query Systems and Direct Manipulation 
Visual query systems (VQS) are query systems for databases that use visual 
representations to depict the domain of interest and express related requests (Catarci, 
Costabile, Levialdi, & Batini, 1997). The emerged interest of study on VQSs dated back 
to 1990s when more convenient interactions between front end users and the backend 
databases were in demand. Traditional interactions with the databases required some 
extent of skills on the textual query language and therefore were not friendly enough for 
non-technical trained users. 
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Another technique widely used in the visual analytics is the direct manipulation of 
visual objects. Studies showed that applications using this kind of techniques contain the 
benefits including: 1) shorter distance between the users’ mental model and the model 
representations proposed by the computer; 2) ease in learning the basic functionality; 3) 
significant reduction in the error rate (Shneiderman, 1982; Ziegler & Fahnrich, 1988). 
This direct manipulation combined with visual queries can support users with a more 
intuitive and faster data selection process in the exploratory data analysis (Hibino & 
Rundensteiner, 1997; Zhang, Gotz, & Perer, 2014).  
As depicted in the ISSCIS example, the traditional method to accomplish a subset 
data selection process out from a large population involves numbers of iterations, high 
levels of technical staff support, and large numbers of complex custom-built SQL queries 
and statistical analyses. The typical timeframe for the process can take as long as months. 
With the help of advanced VQS and direct manipulation on the interface, the process can 
be as short as seconds. Moreover, no programming skills are needed for users to interact 
with the system.
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High-Dimensional Data Visualization 
 Accompanied with the big data analytics comes the challenge of visualizing high-
dimensional datasets. In the past two decades, a wide range of applications emerged 
focusing on different methods to visualize large-scale variables during exploratory data 
analysis. Common approaches to encoding more than one variable on a single visual 
variables include parallel coordinates (Inselberg & Dimsdale, 1990), scatterplot-
matrices(Carr, Littlefield, Nicholson, & Littlefield, 1987; Elmqvist, Dragicevic, & 
Fekete, 2008), and multiple coordinated views (Heinrich & Weiskopf, 2012; Wang 
Baldonado, Woodruff, & Kuchinsky, 2000). Since there are a relatively small number of 
visual variables that can be used to encode information, most variables in the complex 
real-world dataset are hidden behind the visualizations. Even with the most recent 
advancement in visualization techniques, the number of variables that can be shown 
concurrently in visualizations is still limited--usually no more than twenty.  
 The inherent limitation on the dimensionality visual representations drives most 
approaches to the direction of reducing the dimensions in the dataset. Predominating 
methods include data summarization, projection(Ankerst, Berchtold, & Keim, 1998)(Cao, 
Gotz, Sun, & Qu, 2011; Seo & Shneiderman, 2002), and ranking. Though most 
dimensionality reduction methods try to reserve as much of the significant structure of 
the high-dimensional data as possible in the low-dimensional map, the loss of 
information is inevitable.
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Provenance Modeling 
A variety of visual provenance models have been designed to capture and record 
the often complex chain of visual data transformation that users can apply as they explore 
a dataset (Gotz & Zhou, 2009; Jankun-Kelly, Ma, & Gertz, 2002; Lu, Wen, Pan, & Lai, 
2011; North et al., 2011; Shrinivasan & van Wijk, 2008). In these most basic form, these 
models capture trails of user activity to document the origin of a dataset (Kreuseler, 
Nocke, & Schumann, 2004) or to allow re-use of a previously saved sequence of analysis 
operation (Bavoil et al., 2005).  
Sample Selection Bias and Correction 
Sample selection bias, also known as sampling bias refers to systematic error due 
to a non-random sample of a population. It is a general issue widely studied in various 
research fields (Berk, 1983; Bethlehem, 2010; K. D. Miller, Rahman, & Sledge Jr., 2001; 
Phillips et al., 2009) that potentially threatens both the internal and external validity of 
the studies (Berk, 1983; R. B. Miller & Wright, 1995). A review by Kathy et. al. (K. D. 
Miller et al., 2001) provided a comprehensive description of different sources of common 
selection bias found in clinical trials. The sources include the (inappropriate) use of 
historical controls, stage migration, inclusion/exclusion criteria, the use of multiple subset 
analyses, and investigator bias. Our system focused on the bias mainly caused by 
inclusion/exclusion criteria applied during the selection process.  
One common approach to correct for the disproportionality of the sample with 
respect to the target population of interest, under the assumption that the variable 
distribution in population is known or can be estimated, is reweighting the data in the 
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sample such that the subset that is under-represented in the sample obtain a higher 
weight, whereas the instances that are over-represented are down-weighted (Gelman, 
2007; Huang, Smola, Gretton, Borgwardt, & Scholkopf, 2006; Little, 1993; Pfeffermann, 
1993).  
DESCRIPTION OF TEMPO SYSTEM 
Database 
 MIMIC II (Multiparameter Intelligent Monitoring in Intensive Care) databases 
(Saeed et al., 2011) were used for the system’s usability testing. It was a free database 
published on PhysioNet (Goldberger et al., 2000), containing more than 30,000 patients’ 
clinical data obtained during 2001 and 2008 from hospital medical information systems.  
 The patients’ data consist of two different categories of information: one is 
patients’ demographic information, including age, ethnicity, marital status, admission 
source, etc.; another is procedure, which represents temporal events patients go through 
during their hospital stay.  
User Interface Functionality 
Cohort Selection and Filtering 
The Tempo System is composed of five major panels, four of which (Panel A-D) 
are shown in Figure 1. Panel A is used to query for an initial cohort from the database 
and to show the applied constraints. The breadcrumb shown in Panel B visualizes the 
“cohort chain”, a series of cohorts after each filtering step, and is designed to help users 
understand 1) the filters (or variables balanced, depending on the type of the cohort) that 
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have been applied at each step of the data selection/balancing process, and 2) how the 
current dataset compares to previously visualized ones in terms of underlying variable 
distributions. Details on this panel will be explained later. Panel C is an interactive 
timeline visualization that allows users to subgroup and apply inclusion/exclusion 
constraint to the current cohorts. Panel D visualizes the demographic and clinical event 
statistics for the selected cohort. The fifth panel—the Balance Panel, shown in Figure 5, 
is activated by users’ interaction with the system to compare between the two datasets. 
More details on this panel will be provided in the “Cohort Comparison and Balancing” 
section.  
 
Figure 1 Four panels that are used during the data selection and filtering process in Tempo 
System. Panel A is a query/constraint panel used for querying for an initial cohort and displaying 
the applied constraints after that. Panel B is a visual breadcrumb showing steps in the data 
selection/balancing process. Panel C is an interactive visualization allowing user-driven patient 
subgrouping and inclusion/exclusion constraint definition. Panel D is a used for visualizing 
demographic and clinical event statistics for the selected cohort or subgroup.  
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Figure 2. Subgroup the timeline by adding constraints chosen from the cohort panel.  
 
 
Figure 3. Filter into the subgroup chosen in Figure 2 resulted in a second glyph added to the 
cohort chain. Mousing over a glyph reveals additional information on the filter used to reach the 
underlying cohort.  
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Using the query panel, users can query an online backend database for an initial 
cohort using a combination of demographic and event constraints. After the dataset is 
retrieved, the first glyph representing the initial cohort will be displayed on Panel B, 
together with its timeline visualization shown in Panel C and other basic statistics of this 
cohort shown in Panel D. Starting from this initial dataset, users are able to add more and 
more inclusion/exclusion constraints to make more fine-grained selections. For example, 
Figure 2 shows how the timeline visualization is split into subgroups of different 
admission types by adding the constraint “Admission Type” to it from the demographic 
information list in Panel D. Next, in Figure 3, users filter into the subgroup of patients 
whose admission type is emergency. A new glyph representing this group of patient is 
added to Panel B. Repeating this filtering process extends the chain of glyphs from left to 
right. The last glyph on the chain, highlighted with the yellow border, represents the 
current dataset dactive. 
Each glyph shows the size of the dataset with both a number and a blue indicator 
whose height is proportional to the size of the dataset. Mousing over any of the glyphs, 
the users will get access to additional information on the corresponding dataset, which 
includes the specific filters applied or the variables that have been balanced to arrive at 
that dataset. A color-coded rectangle, which we call a δ-bar, is positioned at the bottom 
of each glyph. For each dataset di, the color of the bar is determined by the value of δ (di, 
dactive).   
This comparison metric, δ, is used to quantify the amount of selection bias 
introduced during the filtering process. It is built upon the Hellinger distance (Simpson, 
1987), a statistical measure designed to quantify the similarity between two probability 
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distributions. For discrete datasets, a discrete probability version of the Hellinger distance 
can be computed as follows. For two discrete probability distributions A = (a1, a2, …, an) 
and B = (b1, b2, …, bn): 
𝐻 𝐴,𝐵 =  !! 𝑎! − 𝑏! !!!!!         (1) 
where n is the number of discrete values for A and B. The univariate H varies from zero, 
meaning that A and B have identical distributions, to one, when A and B are maximally 
different.   
 While H is calculated for each individual variable in the dataset, for our high-
dimensional dataset, a multivariate distance metric, δ is defined, using a weighted 
average of the H metric across all m variables in the dataset. Specifically, δ is calculated 
as:  
𝛿 𝑑! ,𝑑! =  𝑤!× 𝐻(𝑣!! , 𝑣!! )!!!! 𝑤!!!!!         (2) 
where 𝑣!! and 𝑣!!  are the discrete probability distributions for the ith variable in datasets 𝑑! and 𝑑!; and 𝑤! ∈ {0, 1} is the weight for the ith variable. Like the univariate H, δ also 
ranges from zero, when two datasets measured have identical variable distributions, to 
one, when two datasets’ variables distributions are maximally different.  
The value of δ is mapped to a green-to-yellow-to-red color scale. A red δ bar 
represents a dataset that has major differences in variable distributions compared to the 
current dataset dactive. A green bar represents a dataset that is very similar to the active 
dataset. Mousing over the δ-bar provides a high-level summary of the bias detected 
between the dataset and dactive. In particular, as shown in Figure 4, users can see the actual 
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δ score as well as a list of the three variables with the largest differences among 
distributions as measured by Equation (1).  
 
Figure 4. Mousing over the δ bar shows the overall δ score for this cohort compared to the current 
cohort, as well as the variables whose distributions shift most between the two cohorts. 
 
If the user is not satisfied with the current dataset, right clicking on any of the 
glyph other than the rightmost one will revert to the clicked dataset and start from there to 
explore alternative selections.  
Cohort Comparison and Balancing 
The Balance Panel shown in Figure 5 can be activated by clicking on any of the 
glyph other than one that represents the current dataset dactive, i.e. the rightmost one in the 
cohort chain in Panel B. In this way the current dataset and the selected dataset 
corresponding to the glyph clicked are compared in details.  
This Balance Panel is composed of two parts. The bottom part first presents to the 
users the active constraints that have been explicitly filtered out during the selection 
process. The view of constraints is followed by a list of histogram comparison of all the 
events as well as demographic variables in the two compared cohorts. The variables in 
this list is sorted by their H score calculated in Equation (1) so that the ones placed on the 
top of the list are the ones whose distribution shift most from those in the baseline cohort, 
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and therefore the ones that contribute most to the value of δ as calculated in Equation (2) 
for the two compared cohorts.  
By clicking any one of the events in this list, a bar chart will show up in the upper 
part of the Balance Panel. This bar chart consisted of two individual bar charts sharing 
one categorical axis. The upper half bar chart shows the correlation between the selected 
event (the event that has been clicked in the list to activate this chart) and each of other 
events comparison list. Red bars represent the events that are negatively correlated to the 
selected event, while the green ones are those that are positively correlated with it. The 
lower half bar chart shows each event’s H score. The name of the selected event is shown 
on the upper left as the title of the chart. Mousing over either the correlation or the 
distance bar will show the tooltip with the variable name, the H score, and the correlation 
coefficient between the variable the bar represents and the one currently investigated,  
 
Figure 5. Clicking on any of the glyphs that do not represent the current cohort will activate the 
Balance Panel, which is used to provide a detailed comparison for each variable distributions 
between those two cohorts. A bar chart showing correlations between the event of interest and all 
the other events, as well as δ scores of each individual event is displayed by clicking any of the 
events in the comparison histogram list. 
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Right clicking on the title of the chart adds the currently selected variable to the 
Balance List shown on the right side next to the bar chart. This list is used for storing 
variables that users consider for later balancing. Right clicking on the variable name in 
the Balance List allows users to remove the variable out from the list. When there are 
multiple variables in the Balance List waiting to be balanced, the bar chart will indicate 
the position of those variables to be balanced by adding black marks under the horizontal 
axis in the chart. 
 
Figure 6.A Balance List pane is used for storing variables that are potential to be later balanced. 
After a variable has been added to the Balance List, its position on the bar chart will be shown by 
a black mark. 
When a balance request is sent by the user, the backend of the system starts to 
look for one, or a set of weight(s) assigning to each patient in the current cohort to fulfill 
the balance goal. The goal of balancing a dataset dactive to a baseline dataset di with 
respect to a set of variables V={v1, v2, ..., vn} is to calculate a scalar weight factor for each 
 19 
patient, such that the variables being requested to be balanced in the weighted dataset 
dbalanced (balanced cohort) have the same distributions as in the di. The weights for 
balanced variables are calculated as follows: 
The whole cohort is divided into 2n subgroups, where n is the number of variables 
to be balanced. For example, if users want to balance two variables A and B, then there 
will be four subgroups in the baseline cohort to which the current cohort is compared, 
each with a number of patients xi. Similarly, there will also be same four subgroups in the 
current cohort with the number of patients yi. The four subgroups are (+A, +B), (+A, -B), 
(-A, +B), and (-A, -B). ‘+’ means the variable exists and ‘-’ indicates the absence of the 
variable. For each patient, they can be classified into one of the subgroups.  
If any of the subgroups has zero count in the current cohort, then this subgroup 
cannot be balanced. The same rule applies to the current cohort as a single group, 
variables that have zero count in the current cohort cannot be balanced since no weight 
satisfying the goal can be found. For other subgroups with non-zero counts, the weights 
can be calculated as:  𝑤! =  𝑥!𝑦! ∗ 𝑎!!∈{!|!!!!}     𝑦!  ≠ 0        (3) 
Equivalently speaking, one patient in the unbalanced cohort subgroup i becomes 
wi patient in the same subgroup i in the balanced cohort. All the other statistics of the 
balanced cohort will then be calculated accordingly based on those weights.  
For the current system, the correlation/distance charts only apply to events. 
Categorical variables (demographic information in the dataset), which have different 
methods of correlation calculation from the binary variables (events), though updated and 
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balanced together with events’ balancing calculations, are not included in the 
correlation/distance charts. Neither can they be balanced directly.  
After each balancing, a new glyph representing a balanced cohort will be added to 
the end of the cohort chain, together with a balance icon (Figure 7 (b)). The cohort panel 
now shows updated statistics of the balanced cohort. Clicking on the baseline cohort 
leads to the comparison of it and the balanced cohort. The comparison histogram in the 
Balance Panel shows information of variable distributions in three cohorts: baseline 
cohort, the previous unbalanced cohort, and the balanced cohort. The variables in this 
comparison histogram can be sorted either by the value of δ or by the change in the value 
of δ. The latter ranking order enables users to see how balancing some variables might 
have an effect on the others.  
Figure 7 (a) – (c) shows an example of cohort balancing process. The current 
cohort is balanced with respect to Venous Catheter Nec (Figure 7(a)-(b)). As shown in 
Figure 7(c), in the balanced cohort, the proportion of patients who have Venous Catheter 
Nec is shifted to be the same as the proportion in the baseline cohort and therefore its δ 
value drops to zero. Besides, many other variables’ proportions, including Continuous 
Invasive Mech, which is shown to be positively correlated with Venous Catheter Nec in 
Figure7(a), also shift as a result of balancing. So do their δ change. Since the correlation 
between Venous Catheter Nec and Continuous Invasive Mech is positive, in this case 
when the proportion of Venous Catheter Nec dropped from 33.5% in the unbalanced 
cohort to 14.0% in the balanced one, the proportion of Continuous Invasive Mech also 
decreases. Overall, the shift averaged among all the variables in cohort decreases, from 
0.039 between baseline cohort and unbalanced cohort to 0.034 between baseline cohort 
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and balanced cohort (Figure 8), showing that compared to the unbalanced cohort, the 
balanced cohort is more similar to the baseline cohort. 
 
(a) 
 
(b) 
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(c) 
Figure 7. An example of using Balance Panel to balance the current cohort. (a) Adding variables 
of interest to the balance list. (b) Upon the balance request, a new glyph representing the balanced 
cohort is added to the end of the cohort chain, together with a balance icon. Mousing over the 
balanced cohort shows a link between the balanced cohort and the baseline cohort according to 
which it has been balanced. Additionally, a tooltip over the balance icon will show information of 
which variables have been balanced to arrive at the current cohort. (c) The variables’ histogram 
list is updated when comparing the balanced cohort to the baseline cohort. Not only are each 
variables’ proportions in the baseline cohort, unbalanced cohort, and balanced cohort are shown 
in the list, the δ scores before and after balancing are also shown, indicating which variables are 
the ones being affected most by the balancing process.  
 
 
   
Figure 7. After balancing, the overall δ score measured for baseline cohort and the current cohort 
dropped from 0.039 to 0.034. Compared to the unbalanced cohort, the cohort after balancing is 
more similar to the baseline cohort.  
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EVALUATION 
A preliminary user study (Gotz et al., 2016) on basic Tempo system revealed that 
the system can effectively help users to detect the potential yet invisible bias introduced 
during the sample selection process. To further test the effectiveness and efficiency of the 
advanced feature of cohort balancing on the system, a user study with 11 participants was 
performed to evaluate the Balance Panel’s functionality of supporting selection bias 
reduction. 
Participants and Experiment Settings 
 Eleven users recruited through emails participated in the study. The participants’ 
backgrounds on medical and healthcare knowledge varied in a broad range. Though the 
system adopts medical datasets in this evaluation, the utility to be tested can be 
generalized to other domains and thus no specific domain knowledge is needed for the 
operation of the system. Study tasks designed are focused on the use and interpretation of 
the visualization rather than the medical knowledge. None of the participants has prior 
experience with the system. All users’ highest levels of education were bachelor’s or 
above. The studies were carried out on a laptop with no lab environment required. A 
moderator was present, responsible for running the test, timing the user’s task 
performance, making observations, and taking notes. 
Testing Procedure 
Each testing session lasted approximately 60 minutes. At the beginning of each 
session, a short tutorial (~20min) was provided by the moderator to help users understand 
the concepts of “bias” and “balance”, both of which the users would encounter later in the 
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study tasks, as well as to get familiar with the dataset and the user interface. Then the 
users, aided by the moderator, went through a series of sample tasks to further practice on 
the system operations.  
When users felt comfortable with the interface, they were provided another set of 
experiment tasks that were similar to the ones in the practice session, but in different 
dataset settings. Unlike in the practice session, no assistances from the moderator were 
provided during the experiment tasks. The moderator timed the user on each task, made 
observations, and took notes. Both qualitative and quantitative data were collected during 
the tests. The qualitative data mainly consisted of notes on user’s behaviors and possible 
comments they made during the tasks. The quantitative data included time to complete 
each task and number and type of errors throughout the test. Each task started after the 
user finished reading the task requirement--when the user said the word “start” out loud 
and the moderator started the timer, and finished at the moment—depending on whether 
the task was a question or asked the user to perform some operations on the system—
when the user stopped interaction with the system for the current task, or answered the 
question. The moderator ended the timer then. The time-to-complete for each task was 
defined as the time between the start and the end points described before. Nine of the ten 
tasks had pre-defined correct answers, which were used to be compared with users’ 
answers for error rate calculation.  
In the post-test survey, users were provided with a questionnaire including both 
multiple choices with answers on a 7-point Likert scale and subjective questions asking 
for opinions and feedback. In addition, each user was also asked to fill out a NASA Task 
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Load Index (TLX) (Hart & Staveland, 1988) form in paper-and-pencil version to evaluate 
the task load and performance. 
Tasks and Questionnaire 
Each user was asked to perform ten tasks designed to test users’ abilities to 
interpret and interact with the system. Four of the tasks (Task 1, 2, 7, and 9) focused on 
the basic interaction with the system—querying for a cohort, adding constraints to a 
cohort, balancing the current cohort, and reverting to a previous cohort. Two tasks (Task 
3 and 4) focused on the interpretation of the balance panel including both the comparison 
histogram visualization and the correlation-distance chart. Another two tasks (Task 5 and 
6) were designed to test the users’ understanding of balancing effect on the variables to 
be balanced, as well as on other variables that are correlated with the balanced ones. The 
final task was an open-ended one that allowed users to freely explore the interface and to 
look for their own approaches to the solutions. Appendix A and B show the sample tasks 
and experiment tasks performed during the study. The specific goals of the tasks were as 
follows: 
T1. Query for an initial cohort, given a set of demographic constraints. 
T2. Subgroup the current cohort and filter into one of the subgroups given some 
inclusion/exclusion criteria. 
T3. Compare the current cohort to a larger dataset out of which it was selected. 
Identify the features in the dataset that have the largest distribution shifts. 
T4. Identify the features that are strongly associated with the features of interest 
T5. Understand how the proportion of a balanced feature changes in the cohort 
after balancing.  
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T6. Understand how the proportions of other features that are strongly associated 
with the balanced feature change in the cohort after balancing. 
T7. Balance the cohort with respect to some features of interest. 
T8. Compare the balanced cohort with the baseline. Understand the effect of 
balancing one feature on some other features. 
T9. Revert the cohort chain to a previous dataset and start an alternative selection. 
T10. Explore effective and efficient approaches to balance the current cohort with 
respect to a set of features.  
Appendix C is the post-study questionnaire completed by the users after the end 
of the tasks. The Likert-scale questions (Q1-Q8) asked if it was easy or hard to: 
Q1. Learn how to use the system after the training session. 
Q2. Start an initial query and then construct a cohort chain by iteratively 
subgrouping and filtering into cohorts. 
Q3.  Interpret the comparison histograms for feature distributions in the two 
compared cohorts. 
Q4. Interpret the bar chart that illustrating correlations among features and their 
distribution shifts between two compared cohorts. 
Q5. Compare two cohorts. 
Q6. Balance the current cohort with respect to some features of interest. 
Q7. Predict the effect of balancing on both the balanced feature and other features 
that are strongly associated with it.  
Q8. Interpret the results of cohort balancing. 
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Results and Discussion 
Speed and Accuracy 
 Overall, the participants completed the study tasks with a high degree of accuracy 
during a reasonable period of time. Out of the 99 individual tasks (9 tasks with pre-set 
correct answers for 11 participants) observed, 92.5 were answered correctly.  
 The half correct answer came from Task 5. There were two questions in Task 5 
and one of the participants answered the first one right but the second wrong. The reason 
was that even though she knew the proportion of the variable that was balanced would be 
the same in the balanced cohort as it was in the baseline cohort, she forgot that the value 
of δ should be zero when two distributions were identical. 
Three participants gave the same incorrect answer on Task 3. The task asked users 
to find the event that had the largest distribution shift. All the three users understood that 
they need to use the comparison histograms in the Balance Panel to complete the task. 
However, due to the limitation of the small screen area, the list of comparison histogram 
was only displayed a small part at one time and due to the dominating large areas of the 
boxes showing demographic variables usually took up, the relatively tiny boxes showing 
the event variables were easily ignored by the users. So those three users quickly scrolled 
down the list of variables without noticing the event displayed as the first one of the list 
right on the top, and selected the first event they saw after some of the demographic 
features.  
Two participants made mistakes on Task 8 when asking to find which event, other 
than the one that was directly balanced, had the largest change in the distribution shift. 
The reason they did not find the right answer was because they forgot that the 
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comparison histogram after cohort balancing could be sorted by variables’ change in 
distribution shift (Δδ). They only viewed the comparison list in its default ranking--sorted 
by distribution shift (δ), and tried to find out the answer by estimating the change in δ.  
Only one participant made mistake on T6. Though she knew that she need to take 
advantage of the correlation chart and she correctly identified the variable on the chart, 
figured out that this variable was positively correlated with the variable that was to be 
balanced, yet she gave the wrong answer to the question due to her confusion on the 
concept of positive/negative correlations.  
 
Figure 9 Participants’ average time to complete each of the ten tasks. The error bars show the 
standard deviations (σ).  
 
Figure 9 shows the average completion times of each task. Overall, the 
participants completed most tasks during a reasonable short period of time—even the 
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longest one took less than two minutes, though the standard deviations vary in a wide 
range. The variations in times are caused by the different complexity of different tasks 
and users’ different approaches to solving the tasks. For example, Task 6 asked users to 
predict the effect of balancing one event on the other event. Some users recognized 
immediately that the event that was asked for prediction was the one that occurred in 
Task 4, which happened to be the one that had the strongest positive correlation with the 
balanced event. For those users, they could easily find the answer to the question within 
seconds. However, for some other users who didn’t recall this event, they need to find 
both events in the comparison histograms and to look for their correlations. This is the 
reason that the time to complete Task 6 varied from 4s to 90s.  
For Task 10, when asked about which variable they would like to balance first 
among a group of events, all of the users gave the same answer. They located the events 
in the comparison histogram in the Balance Panel, looking for the one that had the largest 
value of δ, i.e. the event that had the largest distribution shift in the current cohort when 
compared to the baseline. Later when asked which variable they would like to balance 
next, six participants said they would balance the one with second largest δ, while other 
five said they would compare the balanced cohort with the baseline cohort, looking 
through the comparison histogram to identify the one with largest δ in the balanced 
cohort. Among those five participants, two of them took similar method to solve the 
problem in the practice task, but later changed their mind in the experiment task. One of 
them said “now I realize after I balance the current cohort, the event that has the second 
largest δ may not have such a large distribution shift as a result of balancing. So I would 
like to take a look at those events’ δ values again in the balanced cohort.” This may 
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indicate that learning to use the system helped the user to understand the associations 
among different features and how changing one variable’s distribution may have an 
impact on the others’ due to the associations. 
One key observation is that only two users used the correlation chart when 
completing Task 10. Others, even for those who took correlations between variables into 
consideration when choosing events to balance, completed the task merely by 
scrutinizing the comparison histograms and using distribution shift (δ) as the only 
criterion. Task 4 involved interaction with the correlation chart, and when completing the 
tasks, many felt confused at first since, due to the large number of variables need to be 
visualized, the bar that represents each variable was extremely narrow and connected 
with one another when displayed together. Users found it difficult to precisely select the 
very one bar that they need. A tiny movement of the mouse might cause the cursor shift 
to a position of the wrong variable. This might be the major reason users avoided using 
the correlation chart when the task did not explicitly request them to.  
Another important feedback focused on the comparison histogram. Again, due to 
the large amount of variables that need to be displayed, with the relatively small screen 
area that could be used, users tended to lose patience when looking for a specific event in 
the long list of variables in comparison histogram visualization.  
Nevertheless, according to the speed and accuracy records of Task 3 and Task 4, 
participants still performed well on those tasks that involving interaction with the two 
visualizations.  
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Questionnaire 
 
Figure 10. Post-study questionnaire responses for the 8 ease-of-use questions answered by study 
participants on a 7-point scale. The chart showed mean, and error bars in standard deviations. 
The results of the post-study questionnaire are shown in Figure 10. A 7-point 
Likert scale was used for each question, with 1 referring to “strongly disagree” and 7 was 
“strongly agree”. As the responses show, generally users agreed that the system was easy 
to use once training was provided. Though it was observed in the study that users found it 
difficult to precisely locate a particular variable on the correlation bar chart, the responses 
of Q4 indicated that most users did not come into too much trouble in understanding and 
interpreting the chart. Q4 asked whether they agree that it was easy to interpret the 
correlation chart. Seven out of eleven participants’ answers were “agree” to this question, 
two answered “somewhat agree”, one was “neither agree or disagree”, and the rest one 
was “disagree”. Similarly, responses to Q3 also showed that, even though several users 
had the concern that the comparison histogram was a bit lengthy considering it was 
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displayed in such a small area on the screen, most of the participants still thought it was 
not difficult to understand or interpret this visualization. Six participants chose “agree” as 
the answer to this question, three answered “somewhat agree.” 
Figure 11 shows the responses to the six questions in NASA TLX answered by 
the participants. Six different aspects of the tasks were generally measured on a scale 
from 1 to 21, with 1 referring to “very low” and 21 referring to “very high”. Average 
scores of two questions’ responses passed the midpoint (11)—one was mental demand 
and the other, consequently, was the effort to put into tasks. This was in agreement with 
some of the responses to the open-ended questions in questionnaire, where some 
participants mentioned that they found the tasks not as easy as they expected due to three 
main reasons: 1) they need to remember a series of operations on the system during a 
short period of time; 2) there were tasks involving some degree of reasoning and 
analyzing as well as a basic understanding of some statistical concepts; 3) their 
unfamiliarity with the medical terms made them unconfident when performing the tasks.  
Due to the time limitation of the study, besides the tutorial session when the 
moderator explained some terms involved in the study and demonstrated on the system, 
each user was only provided with approximate fifteen minutes practicing on the system 
before they started the experiment tasks. Some users explicitly expressed after finishing 
the tasks that the overall interface was not hard to understand and they believed if they 
could have had time to practice two or three times, they would work well on it. Should 
the system be applied in a real working environment, training time is expected to be 
much longer than it was in the user study. For professionals with solid statistical 
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background and knowledge of medical terms, they would probably feel more comfortable 
when working on the system. 
The advantages of the system mentioned in participants’ responses include “clear 
interface layout”, “easy to operate”, “lots of useful information displayed at the same 
time”, “color coding is effective”, etc. The disadvantages mentioned mainly included the 
small area of the screen used to display correlation chart and comparison histogram, as 
discussed before.  
 
Figure 11. Results for the six questions in NASA TLX answered by study participants. The chart 
shows the mean and the error bars are in standard deviations.  
Conclusion and Future Work 
 This paper reported Tempo System, an advanced data visualization and analysis 
system designed specifically to support the detection and partial correction of the 
potential selection bias introduced during the data selection and visualization for high-
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dimensional datasets. Besides a detailed description of major panels of the user interface 
and their functionalities, the key algorithm to calculate balancing weights and results 
from a user study with 11 participants are also presented. Speed and accuracy 
measurements recorded during the study demonstrate that the system is overall easy to 
use. It also to some extent effectively supports bias detection and correction during the 
high-dimensional dataset selection and visualization.  
 The results of the user study also provide some guidelines for the future work. 
First, the system now is limited to direct weight assigning to temporal events (binary 
variables). Only correlations among temporal events were visualized to the users. We 
need to explore potential methods to keep the demographic variables also in the loop. 
Feedback on the correlation chart also indicates challenge on exploring alternative 
methods to visualize associations among large amounts of variables. More 
comprehensive evaluations with experts working in specifically applied domains are 
needed to better understand the benefits and limitations of the system.
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APPENDICES 
Appendix A: Practice Tasks Used in the User Study 
1. Query for an initial cohort of patients where: “Gender = Male” and “Race = 
Black” 
2. Add a second cohort with constraint: “Admission Type = Emergency” 
3. Which event in the current cohort has the largest distribution shift (δ) compared 
to that in the baseline cohort? 
4. Which event in the current cohort is mostly correlated with “VENOUS 
CATHETER NEC”? 
5. If we balance the current cohort based on the initial cohort based on variable 
“VENOUS CATHETER NEC”, what will be the percentage of people that have 
the event “VENOUS CATHETER NEC” in the balanced cohort? What will be its 
value of δ in the balanced cohort? 
6. If we balance the variable “VENOUS CATHETER NEC”, how will 
CONTINOUS INVASIVE MEC’s proportion change—increase, decrease, or stay 
the same? 
7. Balance the current cohort on “VENOUS CATHETER NEC” based on the initial 
cohort. 
8. Which event, other than “VENOUS CATHETER NEC” has the largest change in 
δ in the balanced cohort? 
 
9. Revert to the initial cohort (“Race = Black” and “Gender  = Male”). Add a second 
cohort with constraint: “Marital Status = Married”.  
10.  Suppose we are interested in a set of events:  
 42 
--VENOUS CATHETER NEC 
--NON-INVASIVE MECHANICAL 
--OTHER PHOTOTHERAPY 
--TEMPORARY TRACHEOSTOMY 
--CORONAR ARTERIOGR-2 CATH 
--RT/LEFT HEART CARD PATH 
If we want to balance the current cohort based on some of the events in this set, which 
one do you want to balance first? Which one second? Why? 
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Appendix B: Experimental Tasks Used in the User Study 
1. Query for an initial cohort of patients where: “Race = Asian and Gender = Male” 
2. Add a second cohort with constraint: “Admission Type = Emergency” 
3. Which event in the current cohort has the largest distribution shift (δ) compared 
to that in the baseline cohort? 
4. Which event in the current cohort is mostly correlated with “PACKED CELL 
TRANSFUSION”? 
5. If we balance the current cohort based on the initial cohort based on variable 
“PACKED CELL TRANSFUSION”, what will be the percentage of people that 
have the event “PACKED CELL TRANSFUSION” in the balanced cohort? What 
will be its value of δ in the balanced cohort? 
6. If we balance the variable “PACKED CELL TRANSFUSION”, how will 
SERUM TRANSFUSION NEC’s proportion change—increase, decrease, or stay 
the same? 
7. Balance the current cohort on “PACKED CELL TRANSFUSION” based on the 
initial cohort. 
8. Which event, other than “PACKED CELL TRANSFUSION” has the largest 
change in δ in the balanced cohort? 
9. Revert to the initial cohort (“Race = Asian” and “Gender  = Male”). Add a second 
cohort with constraint: “Marital Status = Married”.  
10.  Suppose we are interested in a set of events:  
--VACCINATION NEC 
--PACKED CELL TRANSFUSION 
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--VENOUS CATHETER NEC 
--SERUM TRANSFUSION NEC 
--1 INT MAM-COR ART BYPASS 
--PARENTAL INFUS CONC NU 
If we want to balance the current cohort based on some of the events in this set, which 
one do you want to balance first? Which one second? Why? 
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Appendix C: Post-study Questionnaire 
Please select an answer to show your level of agreement with each statement below.  
 
1. It was easy for me to use the system overall after the training session. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
2. It was easy to query for a cohort and add subsequent new cohorts with constraints. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
3. It was easy to interpret the comparison histograms in the balance panel. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
4. It was easy to interpret the correlation & distance chart in the balance panel. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
5. It was easy to compare between two cohorts. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
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6. It was easy to add and remove variables of interest to the balance list and balance 
them for the current cohort. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
7. When balancing some variables, it was easy to predict the impact this balancing 
process will have on some other variables. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
8. After balancing, it was easy to discover how other variables changed in response. 
 
1 2 3 4 5 6 7 
Strongly 
Disagree 
Disagree Somewhat 
disagree 
Neither 
agree nor 
disagree 
Somewhat 
agree 
Agree Strongly 
Agree 
 
 
 
9. What do you like most about the system? 
 
 
 
 
 
 
10.  What do you dislike most about this system? 
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NASA TLX survey--Please select a point on each scale to answer the question: 
 
