Abstract. SURF (Speeded-Up Robust Features) is a scale-and rotation-invariant algorithm, which has a better repeatability, distinctiveness, robustness, and a faster computing and comparing speed. In this paper, we propose an improved SURF algorithm based on ACO (Ant Colony Optimization). First of all, the algorithm uses SURF to find all interest points. Secondly, each pixel of the original image is seen as an ant, imitates the process of ants search food to get the image edge. Finally, selects the interest points from the area around the image edge. The experimental results show that the interest points extracted by the improved SURF algorithm based on ACO are more robust, and the number of them is effectively reduced. In this way, we can reduce the amount of calculation for the subsequent image registration.
introduces interest point selecting based on ACO. The forth section verifies the validity of the algorithm through experiments. The article is concluded in the fifth section.
Interest point extracting based on SURF
The SURF-based interest point extracting method consists of two parts, including interest point detection and interest point description and matching.
Interest Point Detection. Interest point detection generally involves three steps, the establishment of integral image, the establishment of image's scale space based on box filters, and interest point location.
Each pixel of integral images represents the sum of all pixels of the original image in a rectangular area from the origin to the pixel. The introduction of integral images solves the rapid calculation of a rectangular area, and the approximation of box filters greatly improves the computing speed. Box filters are used to approximate Gaussian kernel function, which make convolution templates only consist of simple rectangular regions.
Hessian matrix is defined as
where x = (x, y) is a point of image I, σ is scale, L xx (x, σ) is the convolution of the Gaussian second order derivative ∂ 2 g(σ)/∂x 2 with I in x, and similarly for L xy (x, σ) and L yy (x, σ).
To reduce computation, here we make an approximation, we denote D xx as the convolution of box filters with I, and similarly for D xy and D yy . The 9 × 9 box filters are approximations of a Gaussian with σ = 1.2.
The determinant of Hessian matrix can be approximated as
where ω is the weight, and ω ≈ 0.9. In order to ensure image registration with the scale-invariant performance, we need to implement an image pyramid to establish the scale space, and then find interest points in different scales of the image. The establishment of scale space is to keep the size of the original image unchanged, and change the size of box filters, then use the integral image calculated from the original image to filter, thus form the image scale space.
With respect to changes of the box filter size, the scale space is divided into several octaves, and generally, each octave is subdivided into four scale layers to achieve scale-invariant, depending on the image size. The filter sizes for the first octave are 9 × 9, 15 × 15, 21 × 21, 27 × 27, and a second octave is computed with the filter size 15 × 15, 27 × 27, 39 × 39, 51 × 51, and so on. When the image is large, the step of filter size should be adjusted accordingly.
For we have already got Hessian matrix, then a threshold should be set. Only when the determinant of Hessian matrix is larger than this threshold, the next step is determined. With respect to the point which is determined in the next step, we apply a non-maximum suppression in a 3 × 3 × 3 neighborhood. If the value of a point is larger than 26 other points, it will be localized as an interest point.
Interest Point Description and Matching. Interest Point Description consists of two steps, getting the main orientation to be invariant to image rotation and extraction of the descriptor.
Orientation is calculated in a circular area of radius 6s centered at the interest point, where s is the scale. In this area, Haar wavelet responses in x and y direction is calculated and weighted with a Gaussian. By computing the sum of all responses in a sliding orientation window of size π/3, and traversing the entire circle every 5 degrees, then computing in the same way we get 72 new orientations. We choose the longest orientation as the main orientation.
For the extraction of the descriptor, we set the interest point as the center, and construct a 20s × 20s square region around it, at last rotate the region orientation to the main orientation. In order to make better use of the image spatial information, the 20s × 20s region is divided into 16 sub-regions of 4s × 4s, each of which we compute Haar wavelet responses and we get a four-dimensional descriptor vector
where d x is the Haar wavelet response in horizontal direction and d y in vertical direction. In this way, we compute all 16 sub-regions and form a 64-dimensional descriptor vector. We normalize the descriptor to make it illumination-and scale-invariant.
After the descriptor generated, we can use the trace of the Hessian matrix for fast indexing, which accelerates the matching speed.
Interest point selecting based on ACO
Ant colony algorithm, proposed by Marco Dorigo in his doctoral thesis in 1991, is a probability-based method used to find the optimal path in the graph. It is inspired from the behavior of ants find the path in the process of searching food. Image edge detection based on ACO utilizes many ants to move on a 2D image to construct a pheromone matrix. Totally it needs four processes, including initialization process, construction process, update process and decision process.
In the initialization process, a total of K ants are randomly put on the image I, which size is M 1 × M 2 . Each pixel can be seen as a node. The initial value of each component of the pheromone matrix τ is set to τ init .
In the construction process, at the n-th construction step, select an ant randomly from K ants. This ant moves L steps continually from node (l, m) to its neighbor node (i, j) according to the transition probability
where τ (n-1) i, j is the pheromone value of node (i, j), Ω (l, m) is the neighbor node of node (l, m), η i, j is the heuristic information of node (i, j), α is the influence factor of the pheromone matrix, β is the influence factor of the heuristic matrix.
In order to determine η i, j , the following four functions are considered,
In Eq. 5 and Eq. 6, x ≥ 0. In Eq. 7 and Eq. 8, 0 ≤ x ≤ λ, and in other conditions f(x) = 0. In the update process, after the movement of each ant within each construction step, if node (i, j) is visited, we update the pheromone matrix according to
where ρ is the evaporation rate, Δ (k) i, j = η i, j . Otherwise, we remain its value. In addition, after the movement of all ants within each construction step, we update the pheromone matrix as
where ψ is the pheromone decay coefficient. In the decision process, the initial threshold T (0) is set to the mean value of the pheromone matrix, and according to the threshold, the matrix is divided into two categories, lower and higher than T (0) . Then, the new threshold is computed as the average of the mean of each of the above two categories. Repeat this process until the threshold does not change.
Once we get image edges, select interest points in the surrounding area around them, and for the reason they have relatively larger gradient, these points are more robust, and can inhibit the mismatch [7] .
In this paper, we traverse all the pixels found by ACO at the image edge. With respect to each pixel, compute the Euclidean distance between all interest points detected by SURF previously and it. If the distance is less than or equal to one, select the interest point as the final interest point.
Experimental results and analysis
In order to verify the validity of our algorithm, we choose a grayscale image to do experiments. The platform of the experiments is MATLAB 2010a, and code with matlab language, and use the library of OpenSURF. The CPU of the computer is Core 2 Duo 2.8G, and the memory is 4.0G.
The grayscale image is a campus landscape taken in Communication University of China, whose size is 128 pixels by 128 pixels. SURF parameters are set as follows, Hessian response threshold is 0.0002, number of octaves to analyze is 5, and initial sampling step in the image is 2. ACO parameters are set as follows, the influence of the pheromone matrix α is 1, the influence of the heuristic matrix β is 0.1, the evaporation rate ρ is 0.1, the pheromone decay coefficient ψ is 0.05, and the parameter λ in f(x) is 10. Then the following images are the results. By comparing between Fig. 1 and Fig. 3 , we can obviously see that the number of interest points is effectively reduced, and it is also shown the advantage of improved SURF algorithm based on ACO in the table above. In Fig. 2 and Fig. 3 , we can also find that, the more image edge details there are, the more interest points we can select.
Conclusion and outlook
In this paper, we proposed a new SURF algorithm based on ACO, which further improves the robustness of the interest points extracted by SURF. Firstly, use SURF to detect interest points, and then get the image edge by using ACO, finally select the interest points in the edge region of the image. The experiment shows that the algorithm can effectively reduce the number of the interest points, and has a better robustness, at the same time reduces the computing time of the subsequent image registration and reduces mismatching. Although to some extent at the expense of the whole computing time, considering the algorithm is a promising simulated evolutionary and computational intelligence method, it still has some significant progress.
