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Abstract
Mathematical and computational modelling provides a framework
within which the understanding of plant growth and development
can be further advanced. By abstracting from reality, it provides
a way to test our hypotheses of the behaviour of real plants, of-
fers simple explanations of observed phenomenon, and allows us to
make quantitative predictions under new conditions. In particular,
functional-structural plant models are well suited for these types of
studies, because they capture the complex interactions between plant
architecture and physiological processes as governed by the environ-
ment. The aim of this research was to investigate and develop math-
ematical and computational methods for use in functional-structural
plant modelling, and, especially, to allow easy incorporation of vari-
ous aspects of plant growth and development at different spatial and
temporal scales into one complex dynamical system. To this end, a
functional-structural kiwifruit vine model was constructed using an
L-system based plant modelling platform.
The model was used to integrate the kiwifruit vine’s architectural
development with mechanistic modelling of carbon transport and al-
location. The branching pattern was captured at the individual shoot
level by modelling axillary shoot development using a discrete-time
Markov chain. An existing carbon transport-resistance model was ex-
tended to account for several source/sink components of individual
plant elements. The model was then interfaced with the light simula-
tion program QuasiMC, and used to estimate the absorbed irradiance
of each leaf during the course of the vine’s development. Furthermore,
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the operation of QuasiMC was illustrated and analysed using an ab-
stract virtual canopy (a triangle mix) and the kiwifruit vine model as
examples.
Several simulations, inspired by biological experiments, were performed
to illustrate the capabilities of the kiwifruit model, including the plas-
tic response of shoot growth to local carbon supply, the branching
patterns of two Actinidia species, the effect of carbon limitation and
topological distance on fruit size, and the complex behaviour of sink
competition for carbon. The model was able to represent the ma-
jor features of kiwifruit growth and function, and provided a solid
foundation for investigating plant modelling methodology.
A major challenge in functional-structural plant modelling is the in-
tegration of several previously modelled aspects of plant function into
one model. To meet this challenge, the kiwifruit model provided the
inspiration for extending L-systems with a new modules of modules
approach, which combines pseudo-L-systems with sets of productions
and lists of modules to consider within those sets. Using the new ap-
proach, a model of a kiwifruit shoot was constructed that integrates
previously modelled aspects of the shoot’s architecture with carbon
dynamics, apical dominance and biomechanics.
In the short term, the kiwifruit model will be used to help explore the
vine’s physiology and genetic control. For example, it will help give
a physiological interpretation of experimental results on competition
for carbon between vegetative and reproductive components of the
vine. In the long term, it will serve as the basis for development of
decision support systems to help improve kiwifruit production.
Keywords: functional-structural plant modelling, L-systems, Actini-
dia, carbon allocation, plant architecture, plant-light interaction, ran-
domized quasi-Monte Carlo
Australian and New Zealand Standard Research Classifica-
tions (ANZSRC): 010204 (50%) 090308 (30%) 070103 (20%)
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Chapter 1
Introduction
Ever since humans started cultivating crops over 13,000 years ago as a source of
steady food supply (Hillman et al., 2001), the challenge has been to improve a
plant’s production of edible and nutritious parts. Over time, the domestication
of different plant species and the development of agricultural and horticultural
practices became sophisticated enough to permit humans to grow abundant crops.
This allowed them to form dense settlements with large populations that had
many advantages over a hunter-gatherer lifestyle (Diamond, 2002). The require-
ment to feed the continually increasing population makes improving crop yield
and nutritional value a crucial factor in the existence of the modern world (Mi-
norsky, 2003). One way to meet this challenge is to increase our understanding of
plants, which may lead to improvements in plant productivity, and, then, apply
that knowledge to make predictions about their behaviour under new conditions
or management practices.
The Greek philosopher Theophrastus began the scientific study of plants with
his work Enquiry into Plants, and provided a starting point for botany as a sci-
ence (Morton, 1981). Over the years, by collecting data from observation and
experimentation on plants and formulating and testing hypotheses to explain the
observed phenomena, botanists gained knowledge on the underlying principles
governing plant behaviour, which had important agricultural and horticultural
implications. For example, an understanding of plant development has lead to
efficient crop production systems based on manipulation of plant architecture
1
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(Battey, 2005; Costes et al., 2006), yet there is still plenty of room for improve-
ment. The ongoing work in elucidating the role of hormones in the control of
branching, i.e., the role of apical dominance, has an important part in under-
standing the effects of human manipulation (e.g., pruning and training) on plant
form (Cline, 1991). Also, understanding resource competition between organs
has many potential benefits for enhancing fruit size and quality, but, to this day,
only limited knowledge exists on the factors controlling resource allocation and
partitioning to different components of the plant (Wardlaw, 1990; Le Roux et al.,
2001; Marcelis and Heuvelink, 2007; Ge´nard et al., 2008).
Traditionally, botanists study plants by isolating a small number of factors re-
lated to the effect in question and try to keep the remaining ones controlled. There
are, however, many physiological, environmental and genetic processes involved in
plant growth regulation that must be considered at the same time. For instance,
in the case of resource competition, it is likely that a series of factors during
development of the plant determines control of allocation and partitioning under
particular conditions (Wardlaw, 1990). To increase our understanding of the in-
terplay between processes involved in plant growth and to make quantitative pre-
dictions that could be used for improving agricultural practices, mathematics can
be used as a language to concisely represent our explanations of plant behaviour
and as a tool to make the predictions (Thornley and Johnson, 1990). Since the
equations are usually too difficult to solve analytically, computational models
can be built by collecting together several of the hypotheses (in their mathemat-
ical form) to create an abstract representation of a plant (Prusinkiewicz, 2004b).
This type of model provides a way to test our hypotheses of the behaviour of real
plants, offering simple explanations of observed phenomenon, and to apply the
ideas in more practical applications for growers. Thus, computational modelling
can be used to meet the challenge of helping to improve crop yield, and, at the
same time, increase our understanding of plants, integrate our existing knowledge,
and identify gaps in our understanding (Minorsky, 2003; Prusinkiewicz, 2004b).
With these intentions in mind, the general aim of the research presented in this
thesis was to investigate and develop mathematical and computational methods
for plant modelling; in particular, modelling aspects of plant function integrated
with a plant’s developing structure and its environment. These types of models
2
are termed functional-structural plant models (FSPM) (Sieva¨nen et al., 2000) or
virtual plant models (Room et al., 1996), as they explicitly account for the 3-D
architecture of a plant as it is governed by physiological processes and the envi-
ronment. The motivations and uses of FSPMs have been addressed in detail by
Vos et al. (2010) and there is a significant research community focused on their
advancement. There is now a growing need to share various tools and models
among researchers in the community, and a software platform, OpenAlea, is being
developed to enable this (Pradal et al., 2008). Nevertheless, due to the multiplic-
ity of factors controlling plant behaviour, an open problem is to develop methods
for easily integrating previously modelled aspects into one model, without making
major changes to those models.
To address this challenge and develop new methods for functional-structural
plant modelling, the approach used here was to construct an FSPM of the ki-
wifruit vine (Actinidia deliciosa), and, then, to take insights gained from the
process and see how they can create more generally applicable findings. The
model integrates architectural development with mechanistic modelling of car-
bon transport and allocation, and exogenous factors, such as light environment
and horticultural manipulation. The kiwifruit vine was chosen because it is a
significant horticultural crop (Ferguson, 1990), and, therefore, there is a large
existing data set available for model calibration and evaluation, and a wealth
of knowledge available from literature from which hypotheses on its behaviour
can be deduced. Additionally, in the short term, the resulting model can help
kiwifruit researchers by guiding future experimental work in areas where knowl-
edge is lacking. In the long term, the model could be used for finding and testing
new horticultural management techniques to help kiwifruit growers improve crop
yield and quality.
The kiwifruit model is based on a computational platform that is used to
produce L-system models of the 3-D dynamics of growth of individual plants
in their environment (Prusinkiewicz et al., 2000a). L-systems capture the com-
plexity of a multicellular organism by decomposing the organism’s components
into separate modules, where similar modules share the same description. Rules
governing the growth and development of each module are then defined to pro-
vide a concise model specification. L-systems enable the study of how locally
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specified hypotheses, through complex interaction of modules, generate emer-
gent behaviours. Therefore, L-systems provide a means to help us understand
plant behaviour and make quantitative predictions based on that understanding,
and provide a formalism to investigate computational methods for functional-
structural plant modelling.
Specific objectives
The key objective of this research was the integration of architecture, carbon
dynamics and environmental effects into one FSPM of a kiwifruit vine using L-
systems. This required several aspects to be included: first, a model of axillary
shoot development that captures the vine’s branching pattern, second, a car-
bon transport-resistance allocation model that accounts for several source/sink
elements of individual plant components, third, equations for modelling carbon
supply and demand of those components (modulated by intrinsic properties and
the environment), and, finally, a light model to estimate absorbed irradiance of
each leaf during the vine’s development. When possible, the philosophy was to
use currently available techniques and improve or extend them. For example,
improvements were made to a computer program for simulating the light distri-
bution in plants, and an extension was made to a carbon transport-resistance
allocation model. The final objective was to provide an approach for easily in-
tegrating several aspects of plant function into a single FSPM, in particular, for
integration of previously modelled aspects.
Organization of thesis
A general background on the main topics of the thesis is given in Chapter 2,
including a high level survey of the appropriate literature, with more details
included in later chapters. The chapter establishes the background necessary
for functional-structural plant modelling and puts the research presented in this
thesis into context. Since the plant’s light environment plays a major role in the
growth and development of the plant and is a key aspect of FSPMs, a description
of simulating light distribution at the individual leaf level is given in Chapter 3,
which incorporates the paper by Cieslak et al. (2008). It presents the QuasiMC
4
computer program based on a randomized quasi-Monte Carlo method for tracing
the path of photons through the canopy. Chapter 4 describes the central part
of this research, the kiwifruit vine model, composed of the architectural, carbon
dynamics, and environmental aspects of the model. To demonstrate the model’s
capabilities, the chapter also presents simulations that are qualitatively compared
to observations. The chapter is based on the paper by Cieslak et al. (2010b). In
Chapter 5, based on ideas arising from the development of the kiwifruit model, an
extension to L-systems is proposed and its usefulness demonstrated by integrating
structural, carbon dynamics, apical dominance and biomechanics aspects into
a kiwifruit shoot model. Finally, the thesis concludes with a summary of the
contributions, bringing together the most significant findings, and gives ideas for
future work.
5
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Chapter 2
Background
Plant modelling is an interdisciplinary field of study, combining knowledge of
plant structure and function, with methodology for simulation, visualization and
validation. The importance of using modelling and simulation as a component in
plant biology has been addressed by Room et al. (1996), Minorsky (2003), and
Niklas (2003), and the key benefits were reviewed by Prusinkiewicz (2004a). First,
plant modelling can be regarded as a tool to address biological questions, such
as questions related to structural dynamics, to resource allocation among various
organs, and to interactions with the environment, which aid in interpretation
of observations and experiments in the field. In particular, when a qualitative
description of plant function is inadequate, a model can provide quantitative
understanding, e.g., in characterizing phyllotactic patterns or growth dynamics
(Prusinkiewicz, 2004a) or in polar auxin transport (Garnett et al., 2010). Also,
a combination of models at various scales of plant development, from genetic
regulation through physiological processes to whole plant levels, might lead to a
better understanding of the interplay between them. Second, plant modelling can
be used to simulate experiments that are hard to perform in the real world due to
constraints in time, cost and feasibility. For example, accurate measurements of
temperature or light capture and propagation at the plant organ scale are difficult
to make with sensors in field experiments (Chelle, 2005). Third, plant modelling
can help with the understanding of plants in nature by abstracting from reality
and offering simple explanations of observed phenomenon (Prusinkiewicz, 1998b),
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which may be used to find areas where knowledge is lacking and help to guide
further research.
The aim of this chapter is to provide a background on plant modelling, and
put the remainder of the research presented in this thesis into context. The
starting point for model construction is to get an initial understanding of the
physical system under investigation, which, in this case, is a flowering plant. The
first part of this chapter focuses on plant structure and function, while the second
part focuses on the mathematical and computational methods that can be used
to model them.
2.1 Plant structure and function
Given that the key aim of this work is a model of a kiwifruit vine, it is important
to have at least a high level understanding of plants. Naturally, a full review of
all the current knowledge on plant development and growth is not possible. To
keep things simple, this section only describes the structure and function of a
mature plant over one year of its growth as can be seen with the unaided eye. It
does not consider the embryogenetic stage of development or try to explain the
evolutionary basis of the plant’s behaviour. This very simple look into the world
of plants is based on sections of the textbooks by Taiz and Zeiger (1998) and
Campbell (1996), and the work of Bell (1991). The kiwifruit vine is used as an
example throughout the section.
The focus here is on flowering plants, the angiosperms, which are characterized
by flowers and fruits (unlike algae, mosses, ferns, and gymnosperms). For these
types of plants to grow and survive, water and minerals must be absorbed by the
subterranean root system from the soil, and carbon dioxide and light must be
captured by the aboveground shoot system (Campbell, 1996, Chapter 31). These
two systems rely on each other for supplies, as the root system needs nutrients
from photosynthesis and the shoot system needs water and minerals from the soil.
Transport of the materials is accomplished through the plant’s vascular system:
the xylem is used to transport water and minerals upward from the roots to the
shoot, and the phloem is used to transport sugars and other photoassimilates from
sources (such as leaves) to the roots and other parts of the shoot. Figure 2.1 shows
8
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a schematic of the structure of a flowering plant, including a component-based
perspective (Bell, 1991).
Figure 2.1: A schematic of the structure of a flowering plant - (a) On the
left, a visualisation of a bean plant shows the shoot system and the root system.
(b) On the right, a schematic of a plant shows some of the components of the shoot
system (terminal buds are coloured orange and axillary buds are coloured red).
Both visualisations are courtesy of Jim Hanan.
The roots have three major functions: to anchor the plant in the ground,
to absorb water and minerals from the soil, and to store food and nutrients as
reserves (Campbell, 1996, Chapter 31). In mature flowering plants, roots can
be divided into primary structural roots, secondary fibrous roots, and tertiary
fine roots according to thickness, where the principal function of the former is
to anchor the plant and provide reserves, and of the other two is to explore the
soil and absorb water and minerals. For mature kiwifruit vines in an orchard,
the total weight of the roots can almost be the same as the aboveground parts
(Ferguson, 1990; Smith et al., 1992), with the fibrous roots comprising more than
98% of the total root length (Buwalda and Hutton, 1988).
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A vegetative shoot system consists of stems bearing leaves, with the point
of leaf attachment called a node, and the segment of stem between two nodes
called an internode (see Figure 2.1). Leaves provide the main photosynthetic
machinery for producing the plant’s food, however, some have been adapted for
other functions, e.g., tendrils are modified leaflets at the tip of a shoot that are
used by plants like the kiwifruit vine to clasp around supports. There are a variety
of possible arrangements of the leaves along a shoot, called a phyllotactic pattern
(or phyllotaxis). The pattern is determined by the number of leaves at a node
and the angle between successive leaves. If there is one leaf per node, the pattern
is referred to as alternate; if there are two leaves per node, it is referred to as
opposite; otherwise, the pattern is referred to as whorled (Bell, 1991). There are
many possibilities for the angle between successive leaves. For kiwifruit, the leaves
are arranged in a spiral phyllotaxis with an angle of 144 degrees in an alternate
pattern (Ferguson, 1990). Axillary buds form in the angle between a leaf and a
stem (in the axil), and are capable of producing new shoots, which can be either
reproductive or vegetative. A reproductive shoot is called an inflorescence and
consists of stalks bearing flowers. As the kiwifruit vine is a dioecious plant, there
are male vines with staminate flowers that supply pollen to pistillate flowers on
female vines (Hopping, 1990). Upon successful pollination, a fruit may develop
from the pistillate flower.
Most plants grow indeterminately over some time period: annuals complete
their life cycle in one year, whereas perennials live for many years. This growth is
possible because of apical meristems located at the tips of roots and in the apical
and axillary buds of shoots, which provide cells for growth in length (Campbell,
1996, Chapter 31). In woody plants, there are also lateral meristems that provide
cells for thickening of the roots and shoots. Most of a shoot’s growth occurs at
its tip in the terminal bud, with many of the axillary buds being dormant. The
regulation of bud dormancy has been categorized into three types: (1) parador-
mancy, where the outgrowth of the bud is inhibited by signals from distal organs
(i.e. apical dominance (Cline, 1991)), (2) endodormancy, where the outgrowth
of the bud is inhibited by signals from within the bud, and (3) ecodormancy,
where the outgrowth of the bud is inhibited by environmental conditions (Hor-
vath et al., 2003). To send these signals between organs or tissues, hormones,
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such as auxin, are transported throughout the plant. Although, these hormones
have many functions in controlling plant growth and development, one of the
central roles is the control of branching (Taiz and Zeiger, 1998, Chapter 19), be-
cause uncontrolled growth, under good conditions, could prove fatal to the plant
(Horvath et al., 2003). For this reason, the tip of the shoot (the apex) inhibits
lateral bud activation until it is removed or dies, at which point one or more
of the lateral buds are activated and will inhibit the outgrowth of the remain-
ing lateral buds. The mechanisms involved in dormancy regulation are not fully
known, but, because of the important implications in agriculture and other areas
of plant management, there is extensive research being carried out (Cline, 1991;
Horvath et al., 2003). In kiwifruit, it is important to understand the effects of
dormancy regulation, as adequate chilling is required for budbreak and pruning
is required to control the vine’s vigorous growth. For the former, early budbreak
may damage shoots due to late frosts and delays in budbreak may cause lack of
flowering synchrony (Lionakis and Schwabe, 1984), and, for the latter, pruning
may cause undesired vegetative branching.
The growth of a plant relies on the availability of many resources, but let
us focus only on carbon, as it constitutes a large proportion of an organ’s size
(in terms of dry weight) and is used in many metabolic processes (e.g., respira-
tion). Carbon is translocated from areas of supply to areas of storage or growth
through the phloem as sugar, with sucrose being the most common form (Taiz
and Zeiger, 1998, Chapter 10). A source of carbon can be either an exporting
organ (e.g., mature leaf) or storage organ (e.g., roots). Carbon is acquired by
leaves through photosynthesis, and, therefore the amount a leaf acquires is highly
dependent on the plant’s environment (e.g., light and carbon dioxide levels). A
sink is any growing non-photosynthetic organ, such as roots, developing fruit, or
immature leaves. The sinks compete for carbon supply from the sources, but
are not supplied equally. There are three factors that may determine the pref-
erential supply of specific sinks: (1) proximity, e.g., lower leaves supply roots,
(2) development, e.g., roots and shoots are major sinks during growth, but fruits
dominate during reproductive development, and (3) vascular connections, e.g., a
leaf is connected to certain other leaves (Wardlaw, 1990). The competition for
carbon becomes even more complicated when the effect of hormones on assimilate
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partitioning is considered because of the role hormones play in controlling sink
growth and other developmental processes. For the kiwifruit vine, a current area
of research is in understanding sink competition for carbon between fruit and
vegetative components (Minchin et al., 2010).
The supply of carbon to growing parts of the plant requires a transport sys-
tem. In 1930, Mu¨nch proposed a transport mechanism that could account for
translocation in the phloem. The process of phloem loading at the source and
unloading at the sink generates an osmotic pressure gradient between source and
sink, which drives mass flow through the phloem (Taiz and Zeiger, 1998, Chapter
10). Figure 2.2 shows the mechanism of translocation in the phloem. To directly
test Mu¨nch’s hypothesis, Gould et al. (2005) replaced the air supply to a leaf
with nitrogen gas, and measured pressures in the phloem at the source. They
observed a decrease in osmotic and hydrostatic pressure in the phloem, which is
in accordance with Mu¨nch’s prediction.
This section has only provided a glimpse into the many processes involved in
plant development. Because of the complexity of these processes and the inter-
dependency between them, some scientists use mathematical and computational
methods to help in increasing our understanding. Let us now examine how this
can be done.
2.2 Plant modelling
This section reviews modelling of the structure and function of plants, and their
interaction. As was stated at the beginning of this chapter, plant modelling can
help to increase our understanding of plants by abstracting from reality, and
providing insights into observed phenomenon. But, this requires choosing an
appropriate level of abstraction. There are three classes of models that can be
identified: plant architecture models, organ and tissue models, and plant models
that incorporate genetic regulatory networks (Prusinkiewicz, 2004a). Each of
these classes operate at separate levels, which ranges from the whole plant level
to the tissue level to the molecular level. This review focuses on the plant to tissue
level, as this is the level used for the kiwifruit vine model. It is the level that can
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Figure 2.2: The mechanism of translocation in the phloem - Sugar is
loaded into the phloem at the source (top right), which causes water to enter
through osmosis, and, this in turn, causes high hydrostatic pressure at the source.
The sugar is unloaded at the sink (bottom right), and is either consumed or stored
as starch, which enforces a pressure gradient in the phloem and forces the flow of
sugar. This diagram was modified from Campbell (1996, Figure 32.10))
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best help to investigate features of the kiwifruit vine’s growth and function (see
Section 4.2).
Plant development and growth modelling methodology requires mathemat-
ical notions and techniques, which provide a concise description of the plant’s
architecture, development, physiological processes, environmental influences, and
the relationship between them (Prusinkiewicz, 1998a). The mathematical models
describe the shapes and spatial organization of tissues and organs of the plant
based on observations and measurements of the real plant. These models may
be static, capturing the plant’s architecture at one point in time, or dynamic,
capturing the development of the plant over time (helping in the study of plant
morphogenesis).
The mathematical technique which is chosen for a particular plant model
depends on which category of models is under consideration: empirical or mecha-
nistic. Empirical models integrate the results of measurements of plant form over
time based on some raw data (Hanan and Room, 1997; Godin et al., 1997) or by
fitting empirical curves to the data (Remphrey and Prusinkiewicz, 1997). Mech-
anistic models simulate observed phenomenon in terms of the underlying physio-
logical or physical processes occurring in the plant, and emphasize the emergent
properties of the whole model, however, still require some empirical data, e.g., to
set parameter values. Thus, empirical models are useful in, for example, mak-
ing predictions in practical applications to forestry, agriculture and horticulture,
while mechanistic models are useful in providing insights into the way plants
function (Prusinkiewicz, 2004a). Current work in plant modelling involves com-
bining mechanistic models with empirical or descriptive models, where the latter
are used when knowledge of the underlying mechanism is missing (Godin and
Sinoquet, 2005). Of course, plant modelling is not limited to empirical or mech-
anistic models (these are probably at opposite extremes of the spectrum), and
many intermediate approaches have also been proposed. For example, canonical
modelling can be used to model plant function at an intermediate level (Renton
et al., 2005). It can include a detailed representation of underlying mechanisms
in its formulation, but if knowledge is missing, its standard functions are flexible
enough to fit to available data, which provides a more empirical result.
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There are two major aspects in plant modelling: the physiological processes
governing plant growth and development (Charles-Edwards et al., 1986; Thornley
and Johnson, 1990) and the architectural features that develop over time (Godin,
2000). The first part of this section reviews architectural modelling of plants
and the second part reviews physiological modelling of plants. The integration
of plant architecture and plant physiology is the focus of the third part of this
survey. This includes a discussion of the mathematical techniques commonly used
in plant modelling along with the computer software used to aid in the creation
of such models.
2.2.1 Modelling plant architecture
According to Godin (2000), plant architecture refers to the structure of an indi-
vidual plant shoot and/or root system. The mathematical description of plant
architecture comprises three components: modularity, the decomposition of the
plant into several parts, geometry, the location of plant organs in a coordinate
system, and topology, the representation of physical links between plant parts
(Godin, 2000). Together these components are useful in modelling the circulation
of substances throughout the plant (e.g., the circulation of carbon for allocation
and partitioning). In this section, some basics of plant architecture are reviewed,
with the focus on the shoot system.
Qualitative specification of plant architecture was proposed by Halle´ et al.
(1978), and is formed on observations of the development of several architectural
attributes. These attributes can be directly observed or estimated without exten-
sive use of any measuring devices, and include such characteristics as monopodial
or sympodial branching, shoot development as a function of position along the
parent axis, and phyllotactic pattern (Barthe´le´my and Caraglio, 2007). Based on
these types of attributes, a classification of trees into several architectural mod-
els was proposed by Halle´ et al. (1978) (see the review by Costes et al. (2006)).
In the construction of the kiwifruit vine model, one of these architectural mod-
els (the Champagnat model) was matched to observations of the vine to help
form hypotheses on its branching pattern (see Section 4.3.2). Other concepts
on the levels of organization (modularity of plants) and the repetitive nature of
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plant construction were developed in parallel (see the reviews by Barthe´le´my and
Caraglio (2007); Costes et al. (2006)). For instance, a metamer, composed of a
node with its leaf (or leaves), axillary bud(s), and subtending internode, was used
to represent a basic element of plant construction (Costes et al., 2006). It pro-
vides a convenient scale for modelling the development of a kiwifruit shoot (see
Section 4.3.2). This type of qualitative specification together with mathematical
techniques, allows for more quantitative studies of plant architecture.
Some of the most widely used techniques in the context of modelling plant
architecture are (Godin et al., 2005): statistical methods to fit empirical curves
to architectural data (Remphrey and Prusinkiewicz, 1997), discrete Markov pro-
cesses to model the state of a plant component over time (Prusinkiewicz, 1998a)
or to analyse different types of branching patterns (Gue´don et al., 2001) (see
(Seleznyova et al., 2002) for application to the kiwifruit vine), growth func-
tions (e.g. sigmoidal) to describe quantitative characteristics of plant organs
(Prusinkiewicz, 1998a), and special-purpose modelling languages to express the
modular development of plants over time (Prusinkiewicz and Lindenmayer, 1990;
Hanan, 1992; Kurth, 1994).
As opposed to qualitative specification of plant architecture, quantitative spec-
ification requires measurements of the plant’s structure and its organs. One rea-
son is to fit the parameters of the mathematical formulations, for example, Godin
et al. (1997) described computer software for finding Markov chains that match
the observed probability distributions of branching patterns. Another reason is
to record the size and position of organs with respect to one another, and, for
this purpose, different methods have been developed to digitize plants in three
dimensions (Sinoquet and Rivet, 1997; Hanan and Wang, 2004).
The most flexible approach to modelling plant architecture is to use a special-
purpose modelling language, because it can conveniently encompass many math-
ematical techniques, it can be either empirical or mechanistic (or a combination),
and it can include the dynamics of the structure. In principle, a general purpose
programming language, e.g. C++, could be used to implement models of plant
architecture as well, but this could potentially hide the essence of the model in
data structures and implementation details, making it inaccessible and incom-
prehensible for non-expert programmers. More importantly, it would not easily
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capture the topological connections between components of a developing plant’s
branching structure (Prusinkiewicz, 2009).
L-systems are perhaps the most widely known formalism that defines a special-
purpose language for modelling plants (Prusinkiewicz and Lindenmayer, 1990;
Kurth, 1994). Lindenmayer (1968) proposed L-systems as a formal grammar that
could be used within theoretical biology, and later along with other researchers
extended the theory to form an effective modelling tool (Prusinkiewicz and Lin-
denmayer, 1990; Hanan, 1992). A history of L-systems and its applications was
presented by Prusinkiewicz (1999). L-systems are able to capture the complexity
of modelling plant architecture and physiological processes within a single model
by providing a means of describing activities of individual plant modules. This is
achieved through a set of rules that are applied to all the instances of a particu-
lar plant module, irrespective of the number of occurrences of that module, in a
series of time steps.
L-systems can be defined more formally as follows (Prusinkiewicz, 1986; Hanan,
1992): let V denote an alphabet, V ∗ the set of all words over V , and V + the set
of all nonempty words over V . The simplest class of L-systems defines an ordered
triplet G = < V, ω, P >, where V is the alphabet of the system, ω ∈ V + is an
initial nonempty word and P ⊂ V × V ∗ is a finite set of productions. A pair
(a, χ) ∈ P is called a production and is written as a → χ, with the letter a
called the predecessor and the word χ called the successor. It is assumed that
for any letter a ∈ V there is at least one word χ ∈ V ∗ such that a → χ. One
derivation step in the L-system is performed by applying matching productions
to a word (or string) in parallel, which is initially set to ω. The more advanced
classes of L-systems include constructs to describe branching points, where the
symbols [ and ] are added to the alphabet with a specific meaning; a left bracket
indicates the start of a branch and a right bracket indicates the end of a branch.
Moreover, advanced L-systems include productions that are context sensitive, i.e.,
al < a > ar → χ, where the production is applied if and only if a is preceded by
the letter al and followed by ar. Context sensitive productions can also be spec-
ified with only one of the neighbouring letters, i.e., al < a → χ or a > ar → χ.
This can be extended further by using words instead of letters in the predeces-
sors of productions, e.g., ηl < η > ηr → χ, where ηl, η, and ηr are words over V ∗.
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Many more advancements to L-systems were made was as well, for example, the
introduction of parameters associated with letters (Hanan, 1992), but the basic
principles remain the same.
By associating a letter with a component of a plant and using brackets to
represent branches, L-systems provide a very concise model specification for use
in plant architectural models. For instance, in a simulation of a growing and
developing shoot at the metamer scale, the components could be: an apex, an
internode, a leaf, and an axillary bud (Hanan, 1997). These can be represented
in the L-system as A, I, L, and B, respectively. Then, rules are defined to model
the plant’s growth and development, such as a rule that specifies creation of a
new metamer from an apex, A→ I[L][B]A. Starting with the axiom A, after one
derivation step, the string would be I[L][B]A, after two derivation steps, the string
would be I[L][B]I[L][B]A, and so on. Interpreting the architecture of the plant
from this string is fairly difficult, so a more sophisticated way was introduced by
using computer graphics and a turtle interpretation of the string (Prusinkiewicz
and Lindenmayer, 1990). Now, the symbols in the string control a turtle that
moves and draws on the screen, e.g., the symbol F could be used to draw a line
segment in 2-D or a cylinder in 3-D of some user-defined length. Increasingly
elaborate turtle interpretations have been introduced since their inception, which
has resulted in the many relatively realistic-looking pictures of plant and trees
that L-systems are known for (Prusinkiewicz et al., 2001).
The example presented above was very simple, but much more complex archi-
tectural models may be built using these basic principles (Prusinkiewicz and Lin-
denmayer, 1990; Hanan, 1992). For example, Mu¨ndermann et al. (2005) created
an empirical L-system model of the Arabidopsis plant based on measurements
of several of the plant’s attributes over time and simulated the development of
the aerial part of the plant from seedling to maturity. The kiwifruit vine model
presented in this thesis also uses L-systems to capture the vine’s architecture. It
is the first L-system based model of this plant, and was based on some existing
models of the vine’s architecture, which are discussed next.
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Modelling kiwifruit vine architecture
Extensive research has been done on trained kiwifruit vines on either a T-bar or
a pergola support structure. Under this type of orchard management, a mature
vine has a main trunk with two permanent branches (called leaders) trained
horizontally in opposite directions. The main trunk can be up to 1.8 m in height
and up to 20 cm in diameter. Fruiting/replacement canes are permitted to grow
at right angles to the leaders, and produce the main crop. The canes are replaced
every 2 or 3 years. Figure 4.3 in Chapter 4 shows a schematic of a mature vine.
Smith et al. (1992) conducted a quantitative study of plant architecture by
using computer graphics to analyse the spatial arrangement of fruit in the canopy
of a kiwifruit vine. They collected individual 3-D coordinates of the trunk, the
leaders, each cane, and all of the fruit for six vines. Using a computer reconstruc-
tion of the vines, they were able to identify patterns and variability of individual
components within a single plant and between plants. For example, the fruit
increased in weight from the basal to apical end of the canes, with the lighter
fruit having a greater soluble solids concentration (Smith et al., 1994). Succi
et al. (1997) presented an improvement to the method of Smith et al. (1992) by
reducing the number of 3-D coordinates that have to be collected. They used a
geometric method to determine the coordinates of individual leaves, and generate
an interpolation surface of the canopy.
While the attention of the two previous models was on measurements and com-
puter reconstruction of the kiwifruit vine architecture, Seleznyova et al. (2002)
quantified architectural features of the vine to develop a framework for the de-
scription of the vine’s architecture. They provided classifications of three specific
shoot types (short, medium, and long) and the branching pattern for each shoot
type. Also, they estimated the distribution of these shoot types from experimen-
tal data using hidden semi-Markov chain models (Gue´don et al., 2001). Since the
number of nodes for each shoot type is highly variable (up to 9 for small, 25 for
medium, and 90 for long), Foster et al. (2007) studied how genotype and environ-
mental conditions influence organogenesis and shoot tip abortion, which deter-
mine shoot fate. They quantified patterns of shoot tip abortion using stochastic
modelling, and showed that, for most genotypes, there is a higher probability
19
2. BACKGROUND
for shoot tip abortion during expansion of preformed primordia than for neo-
formed primordia. The architectural framework for the kiwifruit vine established
by Seleznyova et al. (2002) and Foster et al. (2007) formed a basis for the virtual
kiwifruit plant model constructed by Cieslak et al. (2008) (see Chapter 3). This
model was then extended to include physiological processes and environmental
interactions, such as photosynthesis and carbon acquisition (Cieslak et al., 2010a)
(see Chapter 4).
2.2.2 Modelling plant physiology
Thornley and Johnson (1990) give an authoritative examination of physiologically-
based plant models. Generally, these types of models are not spatially-explicit,
and, instead, divide several specific components of a plant into compartments
(e.g., foliage, fruit, stems, and roots). Then, aspects of a plant’s function are
modelled separately and operate on state variables within the compartments (e.g.,
total dry weight). The most common processes considered in such models are pho-
tosynthesis, uptake of water and nitrogen by the roots, allocation, partitioning
and transport of carbon, organ respiration and senescence, and relations with the
environment (e.g., light and temperature) (Thornley and Johnson, 1990; Charles-
Edwards et al., 1986). The main reasons for these types of models are: (1) for
practical applications, e.g., predicting crop yield and decision-support systems,
and (2) for increasing our understanding of a plant’s physiology.
Depending on the purpose, a physiologically-based model can include many
processes or just the essential ones under investigation, and can be set at a low
or high level of abstraction in terms of spatial and temporal scales. For example,
a model may be at the scale of daily changes in shoot and root dry weight or of
the yearly changes in the growth of individual trees (Le Roux et al., 2001). More-
over, as was mentioned at the start of this chapter, the model may be mechanistic,
empirical or intermediary. These factors often set the mathematical techniques
that are used to model the specific aspects of plant function. For instance, let us
consider the often studied process of carbon allocation among plant organs, for
which there exist several modelling concepts: (1) descriptive allometry, using em-
pirically defined ratios between organs for allocation, (2) functional equilibrium,
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regulating the distribution between shoot and root to maintain a steady state,
(3) canonical models (Renton et al., 2005), using a standard mathematical func-
tion with the same form to set the carbon allocation between all compartments,
(4) sink regulation models, using sink strengths to set allocation independent
of source strength and transport pathway, and (5) transport-resistance models,
calculating transport of carbon from sources to sinks including the resistances to
flow (Cannell and Dewar, 1994; Lacointe, 2000; Le Roux et al., 2001; Marcelis and
Heuvelink, 2007). These modelling concepts are in increasing order of complexity
and are ordered in an empirical to mechanistic relation. For example, the pipe
model theory of Shinozaki et al. (1964) reasons that the cross-section of part of a
branch must be large enough to contain pipes for all the leaves it is supporting, so
allocation to thickening of the branch is related to the number of leaves or child
branches it supports (an allometric relationship). The more complex examples
are of the transport-resistance models, which are considered next.
Transport-resistance models of carbon allocation rely on the Mu¨nch hypoth-
esis of pressure-driven flow. A simple implementation of this hypothesis was not
given until Thornley and Johnson (1990) proposed a 1-source 1-sink example.
Then, Minchin et al. (1993) extended this to a 1-source 2-sink implementation
noting that their method “could be [extended] to any number of sinks with little
extra difficulty”. The simplicity of these implementations comes at the price of
realism because both ignore the movement of water out of the sieve tubes across
to the xylem, the utilization and leakage of sugars from the transport pathway,
and the variation in viscosity of the sucrose solution with concentration (Thorn-
ley and Johnson, 1990, page 108). To address these issues, Daudet et al. (2002)
implemented a modular model incorporating phloem and xylem transport and
Thompson and Holbrook (2003) implemented a 1-D continuous model showing
that the proposed mechanisms are quantitatively plausible. Both of these mod-
els, however, were limited in their structural complexity, so Lacointe and Minchin
(2008) extended the model of Daudet et al. (2002) and validated it against the
continuous model of Thompson and Holbrook (2003). This type of model can
be used to help in understanding the physiological mechanisms involved in the
transport pathway (Minchin and Lacointe, 2005). One of the specific aims of
the work presented in this thesis was to incorporate a similar mechanistic model
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of carbon allocation with the kiwifruit vine’s architecture. The reason was that
previous models were not capable of capturing features of the vine’s growth and
function. Let us now consider some of those models.
Models of kiwifruit vine physiology
Buwalda (1991) developed a process-based model of the kiwifruit vine that in-
cluded compartments for several physiological functions of the vine. Its main
focus was on the carbon economy of the vine, which was modelled as a common
pool of carbon that was partitioned among the various sinks of the model. It was
able to reproduce some features of the vine’s growth, for instance, the depletion
and regeneration of reserves in the roots and permanent vine structure.
Additional research in physiologically based modelling of the kiwifruit vine
is concerned with growth patterns of internodes and leaves. The most common
approach to modelling internode and leaf growth rates is empirical, where the
appropriate functions are fitted to the data (e.g., logistic growth function). To
provide some insights into the mechanisms of this growth process, Seleznyova
(2008) presents a simple linear differential equation that allows temperature ef-
fects and carbon limitation to be taken into account, and provides an analytical
solution. The effect of temperature on area expansion at the leaf and shoot levels
is investigated by Seleznyova and Halligan (2006), and is modelled using two vari-
ables: the number of leaves that reach maximum growth rate (depends on age)
and the final area of a leaf (depends on shoot node number). They extend the
Boltzmann function, which governs area expansion of leaves, to include variable
temperature conditions. The work on logistic growth of internodes and leaves
under resource limitation (Seleznyova, 2008) and effects of temperature on shoot
development (Seleznyova and Halligan, 2006), was incorporated into the kiwifruit
model to include temperature effects on sink strength and leaf area expansion.
Greer et al. (2004) created a mathematical model of the kiwifruit vine, which
included canopy leaf area expansion and carbon acquisition through photosynthe-
sis. The model was an extension of the shoot leaf area model by Seleznyova and
Greer (2001), as it included shoot types and node numbers per shoot. An estimate
of the total carbon acquired over the growing season was in close agreement to
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measured values, however, they concluded that their physiological model requires
further development for carbon allocation and partitioning between individual
organs. To accomplish this, a kiwifruit vine model that integrates structure with
function was needed.
2.2.3 Integrating structure and function
Models of plant development and growth that incorporate plant architecture
and the physical and biological processes behind plant function are called vir-
tual plants (Room et al., 1996) or functional-structural plant models (FSPM)
(Sieva¨nen et al., 2000). These types of models, according to Sieva¨nen et al.
(2000), are particularly well suited to the study of the structural dynamics of
plant-environment interactions in varying environments and to the accurate esti-
mation of resource uptake and its limits. A thorough review of FSPMs is given
by Vos et al. (2007, 2010). One example of a FSPM, proposed by Bidel et al.
(2000), is a model of growing roots, with a source of assimilates connected to
a below ground root structure. The roots are divided into segments that trans-
port and utilise some of the assimilates, with an apical meristem at the end of
each segment producing new segments (provided there are enough resources).
Another example is a model of a peach tree, called L-PEACH, which models car-
bon transport in a growing transport-resistance network of interconnected plant
components (Allen et al., 2005; Lopez et al., 2008). Resource allocation in L-
PEACH is driven by source-sink interactions between tree components such as
apices, internodes, leaves, and fruit, and solves a set of differential equations for
carbohydrate flow and allocation using a method analogous to solving electrical
circuits (Prusinkiewicz et al., 2007a). L-PEACH also includes the production
of carbohydrate in the leaves based on the availability of water and light. The
model LIGNUM (Perttunen et al., 1996) is similar to L-PEACH except that car-
bon transport and partitioning is not based on transport-resistance, but rather
on pipe model theory and empirical relationships. The kiwifruit vine model pre-
sented in this thesis (see Chapter 4) is also similar to L-PEACH, but extends
the carbon transport-resistance network model (herein called C-TRAM) to in-
clude several sinks/sources per component, and integrates it with an architectural
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model (Cieslak et al., 2010b).
Since C-TRAM is an important part of the kiwifruit model, let us consider
it in more detail. From a mathematical perspective, there are two components
to the model: the functions describing the behaviour of the different sources
and sinks (production and utilisation of carbon dependent on availability), and
the equations describing the transport of carbon throughout the plant. While the
former depends on intrinsic properties of the plant and effects of the environment,
the latter can be considered to be the same for all plants. For the kiwifruit vine,
the source and sink functions are given in Section 4.3.4, so let us only examine
the carbon transport equations.
In C-TRAM, each metamer, which consists of a node, an internode, a leaf (or
leaves) and an axillary bud (that may develop into fruit), is modelled as a conduit
element representing an internode with a sink, source, or sink and source element
at its most distal end (see Figure 2.3). Prusinkiewicz et al. (2007a) modelled
carbon transport using an analogy between pressure driven flow and electric cir-
cuits. Thus, the carbon concentration in the vicinity of the sink/source element
(at the metamer node) is considered to be analogous to an electric potential,
vk at the node of metamer k, and resistance to flow through the conduit in the
metamer’s internode is an electric resistance, rk. The carbon flux through an
internode is modelled according to an analogy to current flow through an electric
circuit (Ohm’s law):
ik =
vk−1 − vk
rk
, (2.1)
where ik is the current flow, vk−1 and vk are the voltage potentials at the nodes of
metamers k − 1 and k, respectively, and rk is a resistance to flow. In C-TRAM,
this equation is used to model the flow of carbon through a conduit element,
i.e., ik corresponds to the carbon flux through the internode of metamer k. The
sink/source elements that are attached to each metamer are also modelled using
the analogy to electric circuits, with each sink/source element represented by a
resistance to flow into/out of the sink/source, rp,k, and an electromotive force, ek,
which represents sink/source activity (e.g. loading/unloading) (see Figure 2.3).
To find the carbon flux between every sink and source in C-TRAM, the electric
circuit representing all the metamers is used to find the current flows, ik. First, all
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Figure 2.3: A schematic representation of sinks and sources in the car-
bon transport-resistance allocation model - It shows three metamers: the
first one has a fruit sink, the second one has a leaf source, and the third has a fruit
sink and leaf source attached at their nodes. Also, it shows the electric circuit that
corresponds to these metamers in C-TRAM. The resistance to current flow (corre-
sponding to carbon flux) through the conduit element (the internode) of metamer
k is given by rk, and the resistance to flow into the sink/source element attached
at the node (the distal end) of metamer k is given by rp,k. The voltage potential
(corresponding to carbon concentration) at the node of metamer k is given by vk,
and the electromotive force (representing the potential of the sink/source for un-
loading/loading carbon) is given by ek. This figure is a modified version of Figure
1 from Prusinkiewicz et al. (2007a).
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the voltages vk are computed given the electromotive forces in each sink/source
ek, the resistances within each sink/source rp,k, and the resistance to flow in the
internodes, rk. Now, the current flow in the entire electric circuit must sum to
zero, so at metamer k the following must be satisfied
ileft + ik + iright = 0, (2.2)
where ik is the current between the sink/source and the transport pathway, and
ileft and iright is the current from all the left (basipetal) and right (acropetal)
elements, respectively. Assuming the carbon flux into a sink or out of a source
is linear, such that, in the electric circuit, ek and rp,k are independent of vk,
according to Equation 2.2, we have the following,
vk − Vleft
Rleft
+
vk − ek
rp,k
+
vk − Vright
Rright
= 0, (2.3)
where Vleft and Rleft is the equivalent voltage and resistance to flow, respec-
tively, of all the left (basipetal) circuit elements, and Vright and Rright are the
same for the right (acropetal) elements. To find the values of these variables,
Prusinkiewicz et al. (2007a) used laws analogous to simplifying linear electric cir-
cuits (The´venin’s theorem), where several connected elements can be simplified
into a single equivalent element. They proposed an L-system implementation
that efficiently computes these values, but, here, let us consider a simple (but
less efficient) way to do the same computation. If we assume a linear structure
of sink/source elements (i.e., no branching), then, for 1 < k ≤ N ,
Rleft = Rk−1 =
k−1∑
i=2
(Ri−1 + ri)rp,i
(Ri−1 + ri) + rp,i
Vleft = Vk−1 =
k−1∑
i=2
Vi−1rp,i + eiRi
Ri + rp,i
,
(2.4)
with R1 = rp,1 and V1 = e1, and, for 1 ≤ k < N ,
Rright = Rk+1 =
N−k−1∑
i=1
(RN−i+1 + rN−i)rp,N−i
(RN−i+1 + rN−i) + rp,N−i
Vright = Vk+1 =
N−k−1∑
i=1
VN−i+1rp,N−i + eN−iRN−i
RN−i + rp,N−i
,
(2.5)
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with RN = rp,N and VN = eN . Now, the voltage potential, vk, in the electric cir-
cuit, which corresponds to carbon concentration outside the sink/source element
at the node of metamer k, can be found using Equation 2.3, and the actual flow
rate is given as
ik =
vk − ek
rp,k
. (2.6)
Given the flow rates for all the sinks and sources, the carbon content of each
sink and source can be updated using a numerical integration scheme (e.g., for-
ward Euler method). In practice, it is often the case that the functions describing
the behaviour of sinks and sources are non-linear with respect to the carbon con-
centration outside in the transport pathway, and, therefore, ek and rp,k depend
on vk. For this reason, Prusinkiewicz et al. (2007a) used the Newton-Raphson
method to first linearise the functions before iteratively computing the actual
flow rate according to Equations 2.3 and 2.6. In that case, the computation
proceeds until there is a sufficiently small accumulated difference between the
computed flow rates in the current iteration and the previous iteration for all
sinks and sources. Prusinkiewicz et al. (2007a) also presented a clean and effi-
cient L-system implementation of C-TRAM that handles non-linear functions in
a branching network of sinks and sources. Section 5.4.2 provides more details
on this implementation and on an extension of C-TRAM to handle more than
one sink/source element per organ. Since this physiologically based model of
carbon flow and allocation was incorporated into the kiwifruit vine model, it is
worthwhile to examine some of the features of carbon-based models of plants.
Le Roux et al. (2001) have reviewed 27 carbon-based models of tree growth.
The first part of their review examines the various representations of plant ar-
chitecture and its effects on tree growth. The models they review define plant
architecture by two components: geometry, the location of plant organs in a coor-
dinate system, and topology, the physical links between plant parts. Most models
use a 1-D or 3-D grid cell representation of geometry, where each plant part is
located in one of the grid’s cells, or a virtual plant representation, where each
organ is individually represented in a 3-D Cartesian coordinate system. Topo-
logical relationships between plant parts are usually simplified into connected
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compartments (e.g., root, trunk, branch, and leaf), but in some cases, functional
relationships (e.g., pipe model) are used.
Most of the models in the review by Le Roux et al. (2001) are mechanistic
models that use differential equations to represent the rates of change in several
state variables. The following features are used to describe the main carbon pro-
cesses in tree growth: (1) photosynthate production, (2) respiration, (3) reserve
dynamics, and (4) allocation of assimilates.
Photosynthate production. There are a variety of approaches for modelling
photosynthate production used in the tree growth models. Those of the first
type calculate photosynthate production based on total leaf mass or area, or on
absorbed radiation, i.e., do not calculate leaf photosynthesis (Le Roux et al.,
2001, page 478). The second type simulates leaf photosynthesis by empirical
relationships, where the key function of leaf irradiance is either the rectangular
or non-rectangular hyperbola (Le Roux et al., 2001, page 481). The third type
uses a mechanistic approach to model leaf photosynthesis (Mu¨ller et al., 2007).
These tree growth models include a sub-model that computes light interception
for each leaf within the tree canopy (see the models ECOPHYS (Rauscher et al.,
1990) or SIMWAL (Balandier et al., 2000)), and fall into the domain of functional-
structural plant modelling.
Respiration. The most widely used and accepted model of plant respira-
tion is based on two components: growth and maintenance respiration (Le Roux
et al., 2001, page 486). Growth respiration is associated with the creation of
new biomass, and maintenance respiration is associated with the maintenance of
existing biomass. The most common formulation used to describe the integrated
total respiration (growth plus maintenance) was derived by Thornley (1970). His
formulation is composed of two terms: the first is proportional to gross photo-
synthesis, and the second is proportional to dry mass of living tissue.
Reserve dynamics. While the main features of storage and mobilisation of
carbon reserves are qualitatively well known, only seven of the models reviewed
by Le Roux et al. (2001, page 490) actually include carbon from reserves in the
total amount available to the plant. Questions still exist on modelling reserve
storage and deposition, and more experimental data is needed to answer them.
For instance, there is support for viewing carbon storage areas in the plant as
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active sinks (Lacointe et al., 1993; Cannell and Dewar, 1994). There are also
questions about the driving forces behind carbon mobilisation and how to model
them (Le Roux et al., 2001).
Allocation of assimilates. The appropriate formulation of carbon allocation
in plants is currently an unresolved issue because of the complexity introduced
by plant growth. The main approaches were already outlined in Section 2.2.2.
According to Le Roux et al. (2001), the major challenges for future work on
carbon-based models of plant growth are with the carbon allocation module (Le
Roux et al., 2001, page 499). First, the current models cannot simulate a wide
range of conditions, and second, rates of carbon uptake by sinks are not known
(in the transport-resistance models, a Michaelis-Menten reaction rate is assumed
(Minchin et al., 1993)). Two other major challenges are the lack of consideration
for carbon reserve dynamics and for the carbon-water/nutrient balance between
the shoot and roots of the plant.
There are two approaches to creating FSPMs: the first is to start with a plant
architectural model and add some physiological processes to it, and the second
is to start with a physiological process-based model and add structural detail
(Perttunen and Sieva¨nen, 2005). For example, the L-OZCOT cotton model links
an L-system architectural model of cotton with a crop model of its physiological
processes (Hanan and Hearn, 2003). This combination of models is only made
possible by the use of effective and appropriate mathematical formalisms. Godin
and Sinoquet (2005); Fourcaud et al. (2008) and Vos et al. (2010) state that the
most widely used paradigm to model plant development is based on the theory
of L-systems. In addition, the model must capture interaction between the plant
and its environment, so let us consider one type of interaction next.
2.2.4 Modelling a plant’s light environment
A considerable amount of work has been put into modelling light interception
by plant canopies, because of its importance in determining the growth and de-
velopment of plants (e.g., resources for growth through photosynthesis and pho-
tomorphogenesis for modulating plant structure). These models are based on
the physical properties of light and the interaction with plant organs of photons
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travelling through the canopy, which are intercepted/absorbed and scattered by
the organs. The way this process is modelled is highly dependent on the level
of abstraction. In particular, the mathematical description of the canopy struc-
ture is a major factor determining the method used to estimate light interception
(Ross, 1981). There are two well defined representations of the structure: (1)
a turbid-layer model, where the canopy is represented by a medium of horizon-
tally homogeneous layers, and (2) a spatially-explict geometric model, where the
canopy is represented by many geometric shapes, such as cylinders, spheres or
polygons. The former is more applicable in the case of dense and uniform plant
canopies when the key structural parameters involved in light interception need
to be identified (Sinoquet et al., 2007), and the latter in the case of isolated
plants or more sparse plant stands when detailed information on the plant-light
interaction at the organ level is required, such as the red to far-red light ratio
(Chelle et al., 2007). Da Silva (2008) reviews modelling of plant light interaction
at these levels of representation and introduces a new multi-scale approach.
Turbid-layer model
Plant-light models based on the turbid medium analogy, in the simplest case, ap-
proximate canopy structure using one layer of homogeneously distributed and in-
finitely small plant elements that occupy a given volume (Monsi and Saeki, 1953).
A simple extension, then, is to include several layers that divide the canopy into
many layers of turbid medium stacked on top of one another (Ross, 1981), e.g.,
the SAIL model (Verhoef, 1984). In the more complex case with sparse canopies
(e.g., orchards with space in-between rows of plants), the turbid-layer model has
been extended to include specific geometric shapes assumed to be filled with a
medium (Charles-Edwards and Thornley, 1973), e.g., using an ellipsoid (Thorpe
et al., 1978), or to be divided into a 3-D grid of cells, called voxels, with turbid
medium properties associated to each voxel (Sinoquet and Bonhomme, 1992). As
it is difficult to know the appropriate scale for canopy structure representation,
Da Silva et al. (2008) proposed a multi-scale representation, where clusters of
components in the canopy are represented by convex hulls at different scales, and
the turbid medium analogy can be applied at the various scales.
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Irrespective of the geometric representation of the turbid medium, the light
interception by the plant canopy is calculated according to Beer-Lambert’s law,
which describes the attenuation of light as it travels through the plant canopy.
In its simplest form, the law is given by (Da Silva, 2008)
IL = I0
(
1− exp−K × LAI
sin(h)
)
(2.7)
where IL is flux intercepted at level L, I0 is the incident flux above the canopy,
K is a coefficient of extinction, LAI is leaf area index (leaf m2 ground m−2,
Bre´da (2003) provides a description of this parameter), and h is the elevation
of the beam of light above the canopy (e.g., if h = pi/2, light is coming directly
from above the canopy). This equation can be extended to account for scattered
flux through the medium with additional terms on the right hand side (Ross,
1981). In a more complex form, when the medium is divided into several layers
to account for non-random leaf dispersion (one assumption of the turbid medium
analogy), more sophisticated mathematical models can be used, such as binomial
or Markov models, or a simpler approximation using a coefficient µ that varies the
leaf area index, called the clumping parameter (Nilson, 1971). In the case of voxel
grids, Sinoquet et al. (2007) proposed some simple equations for light interception
based on the Beer-Lambert law and projection of the canopy envelope, in terms
of the projected leaf area and silhouette to total area ratio, and the porosity of
the canopy.
The one layer turbid medium model has been used to capture the light in-
terception in several kiwifruit vine models (Buwalda, 1991; Buwalda et al., 1993;
Greer et al., 2004). For instance, Buwalda et al. (1993) collected data on the
amount of PAR available to the plant over the course of a day under two support
structures (T-bar and pergola). They considered radiation interception at any
position on the canopy surface due to direct and diffuse components above the
plant canopy, and estimated attenuation of radiation below the canopy using the
Beer-Lambert law.
Spatially explicit model
Plant models that use geometric primitives like triangles to represent organs of
the plant (e.g., virtual plants or FSPMs) require estimation of the distribution
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of light among all the individual primitives. In order to do this, several com-
putational approaches have been proposed (based on methods from computer
graphics) (Chelle and Andrieu, 2007): (1) a projective method, (2) a radiosity
method, and (3) a photon tracing method. Each method approximates the irra-
diance of all organs in the canopy, however, the first and last methods can also
be used to estimate the light distribution for a restricted number of organs, for
instance, to model light sensors in specific locations within the canopy.
In the projective method, each primitive is projected onto a plane that is
perpendicular to the direction of incoming light (Chelle and Andrieu, 2007), as-
suming all light is coming from the same direction. Then, the plane is divided
into a 2D array of points (or pixels in computer graphics terminology), with each
point used to identify the primitive that is closest to the light source. The irradi-
ance reaching each primitive is proportional to the number of points it occupies
on the grid. The projective method can also be applied to a restricted number
of primitives by using a hemispherical projection from points on the primitive
of interest, where the irradiance is the sum of the energy from incoming light
that corresponds to the empty points on the hemisphere (Chelle and Andrieu,
2007). This method was implemented in the CANESTRA program (Chelle and
Andrieu, 1998), and is efficient but its accuracy depends on the size of the grid.
In addition, the projective method does not account for the scattering of light
from primitives.
The radiosity method computes the light energy absorbed or incident on all
primitives in the plant canopy, under the assumption that the interaction between
light and the primitives is Lambertian. Thus, reflected and transmitted light is
scattered with the same probability in all directions, i.e., there is only diffuse
scattering of light. Due to this assumption, each primitive is subdivided into
small patches and the light flux reaching each patch is the sum of all incoming
light emitted from the light sources and all other patches. For complex canopy
structures involving many primitives, this method can be very computational
intensive, so some techniques have been introduced to improve the efficiency of
the method. Chelle and Andrieu (1998) proposed the nested-radiosity method
for plant-light simulations, which combines the turbid medium approach with
the radiosity method. The radiosity method is restricted to primitives within
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some bounding spheres and the light flux from outside the bounding sphere of a
primitive is approximated by the turbid medium model. Soler et al. (2003) used
an extension to the radiosity method called hierarchical radiosity, which uses a
specific criterion between primitives to establish the importance of computing
the energy transfer between them. Usually, the criterion is the distance between
primitives, but Soler et al. (2003) took advantage of self-similarity in plants by
also using the multi-scale nature of plant structure. In their method, primitives
at the same scale were bounded into unique instances, and, then, the radiosity
method was used recursively on instances from the highest scale to the lowest.
The photon tracing method is the least restrictive of the methods presented in
this section, and is reviewed in Section 3.2. This is the method used to compute
light distribution for the kiwifruit model presented in this thesis. As it is very
computationally demanding, a extension to the stochastic sampling of photons is
presented in Section 3.3. This type of model requires detailed information about
the plant structure, such as size, shape, position and orientation of each organ. To
generate this type of information, either 3-D digitizing equipment must be used
(Sinoquet and Rivet, 1997) or the architecture of the plant must be simulated
using computer software.
2.2.5 Plant modelling software
The mathematics behind FSPMs must be solved using computational approaches,
and most of the available software provides extensive functionality. One such
type of plant modelling software is L-studio (Prusinkiewicz et al., 2000b). It pro-
vides a convenient interface between the necessary input to a plant simulator and
the plant simulator itself. There are two plant simulators available, both based
on the L-system grammar, cpfg (Hanan, 1992) and lpfg (Prusinkiewicz, 2004b),
but each has a different modelling language. The modelling language of cpfg
(Prusinkiewicz et al., 2000a) is the L-system grammar with some programming
language extensions, and the modelling language of lpfg is an extension to the
C++ programming language with constructs inherent in L-systems (Karwowski
and Prusinkiewicz, 2003) (reviewed in Section 5.2.1). The L-studio software with
the lpfg plant simulator is shown in Figure 2.4. This plant simulator was used in
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the construction of the kiwifruit vine model, because of its very efficient handling
of L-systems (in terms of running time and computer memory), and because its
language includes constructs for fast information transfer (described in Section
5.2.1). Also, it allows for interaction with the model, as the simulation progresses,
by direct manipulation of its 3-D representation on the computer screen.
Figure 2.4: A screen capture showing the L-studio and lpfg software - On
the left is shown the lpfg plant simulator, and on the right is shown the L-studio
plant modelling software.
Other simulation software that uses an L-system-based language is L-Py
(Boudon, 2010), which integrates L-system constructs into the Python program-
ming language, and GROGRA (Kurth, 1994), which has been extended to model
development of more complex structures than branching ones using a general
graph rewriting system (Kniemeyer et al., 2004). This rewriting system has been
implemented in the open-source modelling platform GroIMP and uses a specific
modelling language for FSPMs, called XL (Kniemeyer et al., 2007; Hemmerling
et al., 2008). The potential of this modelling platform was demonstrated by a
FSPM of barley that incorporates genetic and physiological processes with the
plant’s development (Buck-Sorlin et al., 2005, 2007).
Complementary to the language based platforms is the AMAPmod software
(Godin et al., 1997) and its most recent version VPlants, which is part of the
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open-software platform OpenAlea (Pradal et al., 2008). The software provides
a user with a scripting language that enables creation, exploration and analysis
of plant architecture, with support for geometric processing using the PlantGL
library (Pradal et al., 2009). It uses a specialised data structure called multi-
scale tree graphs (MTGs) to represent plant architecture, with the underlying
philosophy of creating entire plants from several plant modules. For analysis of
plant architecture, it includes advanced methods for modelling branching habits
as Markov models (Gue´don et al., 2001; Godin et al., 2005). The later component
of the software was applied by Seleznyova et al. (2002) for studying the kiwifruit
vine’s architecture.
There is also a non-language based plant modelling platform, AMAPsim
(de Reffye et al., 1997) and its more recent version called GreenLab (Yan et al.,
2004; Courne`de et al., 2006). In this platform, a large set of parameter files
are fitted to data for a hard-coded model that incorporates growth rules from
measurements of real plants and physiological processes. This includes biomass
allocation to two separate primary and secondary growth compartments from a
single supply pool, with both types of growth dependent on the ratio of supply
to demand. One useful feature in GreenLab is the inclusion of an automatic pro-
cedure for fitting parameter values to target data, which was demonstrated for
maize (Guo et al., 2006) and for Arabidopsis (Christophe et al., 2008). It was
shown to be flexible enough to reproduce the growth of two beech trees under
different conditions with the same set of parameters (Letort et al., 2008).
Since many processes in plants are affected by the environment, there is ad-
ditional software, which complements plant modelling software, to account for
interactions between a developing plant and its environment. The requirements
of FSPMs for estimating light reaching individual plant organs has led to the
development of several light environment simulators (Chelle and Andrieu, 2007),
however, the simulators are not limited to plant-light interaction. Meˇch and
Prusinkiewicz (1996) present an extension to L-systems, called open L-systems,
which allows for many types of environmental programs to be interfaced with an
L-system plant model. They give examples for collisions of tree branches, colo-
nization of favourable areas by competing plants, competition for water by roots,
and competition for access to light. The kiwifruit vine model presented in this
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thesis incorporates an environmental program, QuasiMC (Cieslak et al., 2008),
to capture the light interaction within the plant’s canopy. This light environment
program is presented in the following chapter.
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Chapter 3
Quasi-Monte Carlo Simulation of
the Light Environment of Plants
3.1 Preamble
Since light environment plays a major role in plant growth and development, the
ability to simulate it is an important component of functional-structural plant
modelling. For this reason, Cieslak et al. (2008) introduced a randomized quasi-
Monte Carlo simulation algorithm for tracing the path of photons through a plant
canopy. A prototype implementation was first used in the peach tree model L-
PEACH (Allen et al., 2005). During the time of this research, the implementation
was extended and refined to its current state (e.g., to include clear and overcast
sky lighting conditions), and the capabilities of the approach were demonstrated.
The results were published by Cieslak et al. (2008), and have been incorporated
into this chapter. As a result of this work, the light simulator was primed for
application to the functional-structural kiwifruit vine model presented in the
following chapter.
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Abstract. The distribution of light in the canopy is a major factor regulating
the growth and development of a plant. The main variables of interest are the
amount of photosynthetically active radiation (PAR) reaching different elements
of the plant canopy, and the quality (spectral composition) of light reaching these
elements. A light environment model based on Monte Carlo (MC) path tracing of
photons, capable of computing both PAR and the spectral composition of light,
was developed by Meˇch (1997), and can be conveniently interfaced with virtual
plants expressed using the open L-system formalism. To improve the efficiency
of the light distribution calculations provided by Meˇch’s MonteCarlo program,
we have implemented a similar program QuasiMC, which supports a more effi-
cient randomized quasi-Monte Carlo sampling method (RQMC). We have vali-
dated QuasiMC by comparing it with MonteCarlo and with the radiosity-based
CARIBU software (Chelle et al., 2004), and we show that these two programs
produce consistent results. We also assess the performance of the RQMC path
tracing algorithm by comparing it with Monte Carlo path tracing and confirm
that RQMC offers a speed and/or accuracy improvement over MC.
Keywords: light simulation, PAR, red/far red ratio, virtual plant modelling,
path tracing, (randomized) quasi-Monte Carlo sampling, variance reduction, open
L-system.
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3.2 Introduction
The distribution of light in the canopy is a major factor regulating the growth and
development of plants. Consequently, simulation of light environment is an im-
portant component of functional-structural plant modelling. The main variables
of interest are the amount of photosynthetically active radiation (PAR) reaching
different elements of the plant canopy, and the quality (spectral composition) of
light reaching those elements, which may be a signal for photomorphogenesis.
Light environment models estimate the radiant energy reaching a plant from
direct light sources (e.g., sun and sky), and may include indirect sources (e.g.,
light reflected from or transmitted through plant organs) for increased accuracy.
The estimation techniques are related to the description of the plant canopy,
which may be approximated as a turbid-medium or specified explicitly as a 3D
geometric structure (virtual plant) (Room et al., 1996). Models of light environ-
ment operating at the plant structure level are usually based either on the Monte
Carlo path tracing method or the radiosity method (Chelle and Andrieu, 2007).
In the past, attention was given to improvements of the efficiency of the radiosity
method (Chelle and Andrieu, 1998; Soler et al., 2003), with the Monte Carlo path
tracing used as a benchmark for comparisons. Soler et al. (2003) mentioned two
drawbacks of the Monte Carlo approach: slow convergence and poor control over
the accuracy of the result. Here, we address these drawbacks by improving the
accuracy and efficiency of path tracing in the context of biological applications.
Monte Carlo path tracing is derived from standard ray tracing. Both methods
approximate the solution to the rendering equation, which describes the transfer
of light energy between a point on a surface and a point on another surface
(Kajiya, 1986). Path tracing differs from ray tracing by sampling many possible
light paths from a surface point, instead of recursively following a single reflected
and a single refracted ray. Consequently, path tracing captures some optical
phenomena, such as diffuse light reflection and transmission, that ray tracing
does not (Watt, 2000, p. 292).
Ross and Marshak (1988) developed a radiative transfer Monte Carlo model
to simulate canopy bidirectional reflectance. Their model, however, relies on es-
timating parameters of plant canopy architecture that allow for the simulation
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of only one canopy type. The Monte Carlo model of Govaerts (1996) overcomes
this limitation by using an explicit 3D description of canopy architecture (see the
review by Disney et al. (2000)). Meˇch (1997) developed a similar model based
on Monte Carlo path tracing, which can be interfaced conveniently with virtual
plants expressed using the open L-system formalism (Meˇch and Prusinkiewicz,
1996). He applied two variance-reduction techniques to calculate light distribu-
tion efficiently. First, importance sampling (Rubinstein, 1981, p. 122) is used to
generate rays preferentially in the direction from which (or towards which) most
energy propagates, as opposed to generating them with a uniform distribution.
Second, individual rays may carry information regarding several wavelengths si-
multaneously. This technique reduces the variance of the ratios of energy as-
sociated with different light wavelengths, which is important in estimating the
spectrum of light reaching plant organs.
To further improve the efficiency of light distribution calculations provided
by Meˇch’s model, we have implemented an alternative method for generating re-
flected or transmitted rays, called the quasi-Monte Carlo method. In the context
of computer graphics, quasi-Monte Carlo sampling was surveyed by Owen (2003).
While Monte Carlo (MC) path tracing relies on random sampling of the space
of reflected or transmitted rays, and results in a set of independent paths, quasi-
Monte Carlo (QMC) is based on a highly regular sampling that produces a set
of correlated paths. As shown by Keller (1996) and Veach (1997), this reduces
the number of rays required for path-tracing virtual 3D scenes within given er-
ror bounds. To estimate the variance of our samples and provide some measure
of the accuracy of the results, we implemented an extension to QMC sampling
called randomised quasi-Monte Carlo (RQMC) sampling (L’Ecuyer and Lemieux,
2002). While QMC methods are deterministic, in RQMC the sampling points are
randomised in a way that preserves their highly regular distribution. This makes
it possible to estimate the error of the computation.
In this paper, we present our implementation of the RQMC path tracing algo-
rithm in the context of calculating light distribution within a virtual plant canopy.
In particular, we discuss how we coupled path tracing with RQMC sampling. The
resulting light simulation program, QuasiMC, is intended to operate in concert
with a simulator of plant development. Specifically, we interfaced QuasiMC with
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two L-system-based plant simulators, cpfg (Prusinkiewicz et al., 1997) and lpfg
(Karwowski and Prusinkiewicz, 2004), which are parts of the L-studio/VLAB
modelling software (Prusinkiewicz et al., 2000b). To assess the RQMC path trac-
ing algorithm, we applied QuasiMC to compute light distribution in a mix of
triangles within a cube, and we compared the results with those obtained using
MC path tracing as well as using radiosity-based CARIBU software (Chelle et al.,
2004). Finally, we evaluated our program in the context of a more realistic ap-
plication: computation of light distribution in a kiwifruit vine (a broadleaf liana
approximately 2 meters tall in cultivation) under various light conditions.
3.3 The RQMC path tracing algorithm
To compute light distribution within a scene, the QuasiMC program uses the
path tracing algorithm. This algorithm was introduced by Kajiya (1986) as a
Monte Carlo solution to an integral equation that describes radiance at any point
on a surface as a function of direct and indirect light from all other points of all
surfaces. We present an overview of this algorithm as it applies to our program.
3.3.1 The path tracing algorithm
The computation proceeds by generating a user-specified number of rays, where
each ray is traced through the plant canopy until its radiant energy is absorbed
by the plant’s organs. A light ray may originate from a light source and be traced
towards the plant canopy, or from a plant organ and be traced towards a light
source. In computer graphics terminology, both methods are called particle trac-
ing and are classified as view-independent forms of path tracing (Shirley et al.,
2005, pp. 548-553). When the canopy is dense, the former method is advanta-
geous, because rays originating at plant organs would rarely reach a light source.
In contrast, when organs are small relative to the whole plant and are highly
dispersed, the latter method is advantageous, because rays traced from a light
source would often miss organs. In the QuasiMC program, the user can choose
either of these methods, but bidirectional path tracing (combined tracing of rays
towards the plant canopy and towards the light sources) is not available.
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The starting point and direction of a ray depend on the type of light source
and the type of path tracing (from the light source to the canopy or from the
canopy to the light source), as specified by the user. Two models of light sources
are available in the QuasiMC program: multiple directional light sources and
an approximation of the sky. The latter is calibrated by latitude, day of year,
time of day, and clear or overcast sky conditions. Each directional light source
is sampled according to its intensity and direction for outgoing light. In the case
of sampling from the light source to the canopy, all rays originate on the surface
of the bounding sphere encompassing the scene (Jensen, 2001, p. 58). In the
case of sampling from the canopy to the light source, the ray’s starting point is
randomly chosen on some surface, and the initial ray direction is stochastically
generated on the basis of the user-supplied source light directions and the local
light model of the surface. For the sky model, the hemisphere encompassing the
plant canopy is sampled using the probability density given by the CIE standard
clear sky model or overcast sky model (CIE-110, 1994). This ensures more rays
are sampled from parts of the sky where the radiant energy is greatest.
Given the starting point and direction of a ray, the next step of the algorithm
is to follow the ray through the plant canopy and to find the plant organ surface
that the ray intersects at the smallest distance from the starting point. Once
such a surface is found, a local light model is applied to calculate how much light
is reflected, transmitted and absorbed at the intersection point. The fraction r
of the radiant energy reflected from the surface and the fraction t of the energy
transmitted through the surface satisfy the inequality 0 ≤ r + t ≤ 1, and are
specified by the user. The absorbed fraction is equal to 1− (r+ t). A reflected or
transmitted ray is then generated stochastically with the probabilities r/(r + t)
and t/(r + t), respectively. The direction and energy of this ray are determined
by the bidirectional reflectance distribution function (BRDF) or bidirectional
transmittance distribution function (BTDF) of the organ’s surface, as described
below. There are many reported forms of these distribution functions, which
depend mainly on the surface’s material type (Shirley et al., 2005, Chapter 24).
QuasiMC supports two distribution functions: the Lambertian function (Shirley
et al., 2005, p. 459) or the modified Phong function (Shirley and Wang, 1992),
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which are used to characterize both the BRDF and the BTDF of the plant or-
gans. The Lambertian BRDF and BTDF are expressed as the probability density
function
pL(θ, φ) =
1
pi
cos θ, (3.1)
where θ ∈ [0, pi/2) is the angle between the surface normal and the ray direction,
and φ ∈ [0, 2pi) is the rotation around the normal (which does not effect the
value of pL(θ, φ)). The modified Phong BRDF and BTDF are expressed as the
probability density function
pPh(α, β) =
n+ 2
8pi
cosn
α
2
, (3.2)
where α is the angle relative to the ideally reflected/transmitted direction, β
is the rotation around this direction, and n ≥ 0 is a parameter characterizing
the surface smoothness. The angle α is constrained to values for which the re-
flected/transmitted ray is on the correct side of the surface. As n becomes large,
the surface approaches a mirror (for BRDF) or allows the ray to pass through
the surface without scattering (for BTDF).
Although it is possible to sample the direction of rays reflected/transmitted
using Equation 3.1 or 3.2 uniformly, it is more efficient to use importance sam-
pling. The ray’s energy is then assumed to be constant (equal to the energy that
is not absorbed by the surface), while the ray’s direction is generated using the
inverse of the cumulative distribution function of pL(θ, φ) or pPh(α, β) (Shirley
et al., 2005, p. 289). Specifically, the ray’s direction is determined by the formula
(θ, φ) = (arccos
√
ξ1, 2piξ2) (3.3)
for the Lambertian BRDF/BTDF, where ξ1 and ξ2 are uniformly distributed
random numbers in the interval (0,1], or (Shirley and Wang, 1992)
(α, β) = (2 arccos[(1− ξ1) 1n+2 ], 2piξ2), (3.4)
for the modified Phong BRDF/BTDF, where ξ2 is a uniformly distributed random
number in the interval (0,1], while ξ1 is constrained to guarantee that the ray
will appear on the correct side of the surface. Different values of the scattering
exponent n can be used to generate reflected and transmitted rays.
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A ray is terminated when its radiant energy is close to zero or when it does
not intersect any of the plant’s organs. To ensure that the tracing of a path will
stop at some point, the user may specify the maximum number of reflections
and transmissions. Unfortunately, this method may introduce a statistical bias,
because it disregards the ray’s radiant energy upon termination. A solution to
this problem is offered by the Russian roulette method (Arvo and Kirk, 1990).
In that case, if the radiant energy of a ray falls below a user-defined threshold,
the ray is terminated with some probability p, otherwise its radiant energy is
increased by 1/(1− p). This increase in a non-terminated ray’s energy ensures
that the solution converges to the correct result in the limit (Arvo and Kirk,
1990).
Thus far, we have ignored the dependence of a ray’s radiant energy and a
surface’s BRDF and BTDF on the spectrum of light being considered. In re-
ality, the BRDF and BTDF parameters for light of two different wavelengths
may be different (see the BRDF measurements by Bousquet et al. (2005) and
the BRDF/BTDF measurements by Breece and Holmes (1971), or the review by
Jacquemoud and Ustin (2001) on the optical properties of leaves). One strategy
to incorporate spectral effects is to apply path tracing to each wavelength inde-
pendently. A more efficient strategy is to use a single ray that carries the radiant
energy for several wavelengths (Meˇch, 1997; Evans and McCool, 1999). The im-
provement in efficiency comes from the reduction in the number of rays and the
strong positive correlation of the radiant energy associated with each wavelength,
if the angular distribution (e.g., the scattering exponent n in Equation 3.2) at
these wavelengths is similar. We assume that the scattering exponent is the same
for all wavelengths in our implementation, however, an extension to the general
case is possible (Jensen, 2001). This type of Monte Carlo calculation falls into the
general category of correlated sampling (Rubinstein, 1981; Spanier and Gelbard,
1969), and is based on using the same random numbers in two similar processes to
reduce the difference in variance between them, with respect to two independent
simulations.
The principal change to the path tracing algorithm, needed to capture spectral
effects with correlated sampling, affects the component responsible for stochas-
tic generation of reflected or transmitted rays. The direction of a newly re-
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flected/transmitted ray must now take into account the radiant energy associated
with each wavelength; furthermore, it is necessary to keep track of the radiant
energy of those wavelengths in one ray. In QuasiMC, the reflected/transmitted
ray is chosen based on a weighted probability over all wavelengths. The Russian
roulette method is extended to decide if the ray should be reflected, transmit-
ted, or absorbed, and the radiant energy of all wavelengths is scaled accordingly
(Jensen, 2001). Assuming a spectrum with M wavelengths, for each spectral
component λ = 1, . . . ,M we consider products rλΦi,λ and tλΦi,λ of the fraction of
radiant energy reflected (rλ) or transmitted (tλ) by the surface, and the radiant
energy reaching the surface (incident energy), Φi,λ. We then define
pr =
M∑
λ=1
rλΦi,λ and pt =
M∑
λ=1
tλΦi,λ (3.5)
as the sums of these products over all wavelengths, and calculate the probabilities
of generating a reflected or transmitted ray as pr/(pr + pt) and pt/(pr + pt), re-
spectively. The direction of the reflected/transmitted ray is calculated according
to either the Lambertian or modified Phong model (Equation 3.3 or 3.4), where
we assume the scattering exponent n is the same for all wavelengths. At each
intersection of a ray with a surface, the reflected or refracted ray is generated in
a manner fully consistent with one particular wavelength. Following the Russian
roulette technique, the radiant energy associated with all wavelengths is then
adjusted to conserve energy (Meˇch, 1997; Jensen, 2001). We scale the reflected
(Φr,λ) or transmitted (Φt,λ) energy of the ray using the following scheme:
Φr,λ =
rλΦi,λ
pr/(pr + pt)
(3.6)
Φt,λ =
tλΦi,λ
pt/(pr + pt)
(3.7)
where λ = 1, . . . ,M . For example, if 1000 rays are traced towards a surface with
reflectivity 0.5, the Russian roulette technique allows us to reflect 500 rays with
full power instead of 1000 rays with half power (Jensen, 2001).
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3.3.2 Stochastic sampling methods
The QuasiMC program implements two stochastic methods for generating sam-
pling rays in path tracing. The first one is the Monte Carlo method, in which
s uniformly distributed random numbers are used for generating random vari-
ates from different distributions to trace one ray through the plant canopy.
Samples from these distributions are generated by an inverse transform method
or acceptance-rejection method (Rubinstein, 1981, Chapter 3) using pseudo-
random numbers generated with a combined multiple recursive generator by
L’Ecuyer (1999). For convenience, we represent these random numbers by a
vector u = (u1, . . . , us) uniformly distributed over [0, 1)
s. An approximation of
radiant energy absorbed by each leaf within the plant canopy is made by generat-
ing N such vectors (i.e. by constructing a point set PN = {u1, . . . , uN} ⊂ [0, 1)s)
and tracing N rays according to this point set. The second method is the quasi-
Monte Carlo method, which may be considered as a deterministic counterpart of
the Monte Carlo method. In this case, the point set PN is constructed with a
more regular distribution than the random point set used in Monte Carlo. Both
methods were reviewed in the context of light transport simulation by Veach
(1997).
Several algorithms for generating sets or sequences of regularly spaced sam-
pling points have been proposed for use in QMC computations; the most com-
monly used in practice are by Korobov (1959), Sobol’ (1967), Halton (1960) and
Faure (1982). We chose Korobov’s algorithm, because it can generate sampling
points dynamically, as the tracing proceeds, without knowing in advance how
many ray-surface intersections will occur in each path, and thus how many num-
bers u1, . . . , us will be needed to trace it. In other words, this method can be
used when the dimension s of the vector u1, . . . , us of uniformly distributed num-
bers is not known a priori. Korobov’s algorithm requires choosing an integer
a ∈ {1, . . . , N − 1} relatively prime to the assumed sample size N . The point set
is then calculated as
PN =
{
ui =
(
i− 1
N
· (1, a, a2 mod N, . . . , as−1 mod N)
)
mod 1, i = 1, . . . , N
}
,
(3.8)
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where the modulo 1 operation is applied component-wise after multiplication of
the sequence by (i− 1)/N (Korobov, 1959).
To estimate variance/error of the computation performed by QuasiMC, the
QMC point set is randomised in a way that preserves the highly regular distri-
bution of the sampling points. As the light paths generated from the QMC point
set are not independent, simple error estimation as in MC is otherwise not pos-
sible. For the Korobov method, a very simple way to randomise the underlying
(deterministic) point set PN is to generate a random vector v with a uniform dis-
tribution in [0, 1)s, and then add that same vector — modulo 1 component-wise
— to each point in PN (Cranley and Patterson, 1976). The rays in that case are
traced using the randomised points
u˜i = (ui + v) mod 1, (3.9)
where i = 1, . . . , N . Figure 3.1 shows a QMC point set in two dimensions, which
has been randomised using this approach. Note that each vector u˜i is uniformly
distributed over [0, 1)s, since v is. A ray traced with u˜i thus has the same statis-
tical properties as one traced using Monte Carlo sampling. The difference is that
with RQMC sampling, the N rays traced using vectors u˜1, . . . , u˜N are dependent,
and designed to provide a more representative sample of light than N indepen-
dent random rays. Note that, when using RQMC sampling, we have to decide
in advance how to assign coordinates in an RQMC vector to random variables in
the algorithm. This is because the full benefit of using RQMC sampling can only
be obtained if the numbers u˜i,1, . . . , u˜i,s are used for the same purpose across all
i = 1, . . . , N .
By repeating the process of ray-tracing the canopy M times — using M in-
dependent random vectors v1, . . . , vM , we can estimate statistical properties of
the quantities of interest, such as their variance or standard error (the variance
is simply estimated over M samples) (L’Ecuyer and Lemieux, 2002). In con-
clusion, randomised quasi-Monte Carlo sampling is a general variance-reduction
technique, which we couple with more problem-specific method, namely impor-
tance sampling, to improve upon Monte Carlo ray-tracing.
47
3. QMC SIMULATION OF PLANT-LIGHT ENVIRONMENT
Figure 3.1: Randomisation of a QMC point set - (a) The QMC set PN
of pairs of numbers (s = 2), generated using the Korobov method. Each pair is
represented as a point in the square [0, 1)× [0, 1). (b) A sample random vector v.
(c) The RQMC point set obtained by translating set PN by vector v. Black dots
indicate one of the points before and after translation.
3.4 The QuasiMC program for simulating light
distribution in a canopy
The L-system-based plant model and the light environment model are executed
as two separate processes that communicate using the open L-system formalism
(Meˇch and Prusinkiewicz, 1996). The plant simulator, in our experiments the
L-studio/VLAB program cpfg or lpfg (Prusinkiewicz, 2004b), sends information
about the location, size and orientation of the virtual plant’s organs to the light
environment. Each plant organ can be represented as a triangle, a parallelogram,
a user-defined polygon, or a Bezier surface. The light environment simulator,
QuasiMC, returns light distribution among those organs on request from the
plant simulator. Thus, QuasiMC can dynamically estimate light distribution in
a canopy during the simulated development of a plant.
The interplay between lpfg and QuasiMC is illustrated in Figure 3.2. Both
simulators can visualize the current state of the model in separate windows on
the screen. QuasiMC shows the virtual plant’s organs that are sent from the
plant simulator, and shades each one according to the amount of radiant energy
absorbed by it. The user can independently manipulate the view of the model
in both simulators, with the same type of interface. The parameters relevant to
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the light distribution simulation are specified in a separate file that is read by
QuasiMC at the beginning of the simulation. These parameters are described in
detail in the QuasiMC user manual (Cieslak, 2004) and are summarized below.
Figure 3.2: The interplay between the plant simulator (lpfg, left) and
the light environment simulator (QuasiMC, right) - The plant simulator
sends information about the size, position and orientation of each leaf, and the
light environment simulator returns the absorbed radiant energy available to each
leaf.
3.4.1 Configurable parameters of the QuasiMC program
Operation of the QuasiMC program is controlled by a set of parameters read from
a file. One class of parameters characterizes physical attributes of the simulation,
in particular the lighting conditions and the optical properties of plant organs.
Another class controls computational aspects of the light simulation. If QuasiMC
is used in the context of a simulation of development, the values of all parameters
are fixed over the entire simulation.
As mentioned before, QuasiMC supports two types of light sources: direc-
tional sources, with all rays from the same source having the same initial direc-
tion, and a hemispherical approximation of the sky based on the CIE standard
clear sky model and overcast sky model (CIE-110, 1994). The user can specify
parameters of each light source, for example the radiant power of each directional
light source, and the time of day, location, and weather (clear or overcast) for
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the sky model. The CIE models are based on a comparison with measured sky
conditions, and do not explicitly model clouds. The overcast sky model accounts
for brightening of the sky from the horizon towards the zenith (so that horizon
luminance is about 1/3 of that at the zenith). The clear sky model accounts for
a bright region around the sun, and a slight brightening around the horizon.
QuasiMC supports user-specified materials, which characterize the amount of
radiant energy reflected and transmitted from a surface and the scattering direc-
tion of a reflected/transmitted ray according to the Lambertian model or modified
Phong model (see the previous section on the path tracing algorithm). The user
specifies the fraction of reflected and transmitted light for each wavelength, and
the scattering exponent for the Phong model. However, if one ray is used to
carry information about several wavelengths, the program assumes that this ex-
ponent is the same for all wavelengths. The L-system model can then associate
the adaxial and abaxial sides of each plant organ with the specific materials.
Parameters controlling the light distribution computation in QuasiMC are as
follows:
• sampling type: Monte Carlo or randomized quasi-Monte Carlo,
• number of rays (must be a power of 2 when using QMC with the Korobov
generator),
• tracing method (from light sources to the canopy or from the canopy to the
sources),
• number of runs (with different randomisations of the QMC set, as needed
to estimate standard error/variance of results), and
• granularity of uniform spatial subdivision of the scene (which is used to
speed up computation).
The benefit of using a spatial subdivision comes from the reduced time needed
to find intersections between a ray and a plant organ: where a basic method would
test each organ for a possible intersection with a ray, spatial subdivision methods
only test those organs that are close to the ray (Shirley et al., 2005, p. 225).
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3.5 Results
The purpose of this section is to illustrate the operation of QuasiMC in the
context of plant simulations realized using cpfg and lpfg. We compare the effec-
tiveness of the RQMC sampling versus MC sampling, and we test QuasiMC by
comparing it with CARIBU software, which computes light environment using
the radiosity method (Chelle et al., 2004). We first consider a simplified plant
canopy that is modelled as a mix of triangles within a cube, and then move on to
a more complex model of a kiwifruit vine. In all the following computations, we
use the method of tracing rays from the light source towards the plant canopy.
The alternative method of tracing rays from the canopy to the light sources was
used by Cici et al. (2008) in a virtual plant model of crop-weed interaction.
3.5.1 Comparison of light evaluations using RQMC and
MC sampling
To compare the RQMC and MC sampling methods in the context of light sim-
ulation, we applied both methods to compute the absorbed radiant energy and
sample variance for a set of triangles, randomly distributed within a cube. This
test set is similar to the virtual canopy proposed by Chelle et al. (1998). Our
model is expressed by the following open L-system in the cpfg language (Meˇch
et al., 2005):
#define N5000 /* number of triangles */
#define x ran(1) ∗ 100− 50 /* random position along x - axis */
#define y ran(1) ∗ 100− 50 /* random position along y - axis */
#define z ran(1) ∗ 100− 50 /* random position along z - axis */
#define α ran(360) /* random orientation around turtle’s H - axis */
#define β ran(360) /* random orientation around turtle’s L - axis */
#define γ ran(360) /* random orientation around turtle’s U - axis */
#define l 5 /* length of a triangle’s edge */
#define h sqrt(3)/2 ∗ 5 /* height of a triangle */
ω : L(N)
p1 : L(n) : n > 0→ @M(x, y, z) /(α) ∧ (β) + (γ) ?E(0) T(l, h) L(n− 1)
p2 : ?E(light) < T(l, h) : * {printf(light: %g\n,light);} → T(l, h)
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For a comparison, the specification of the same L-system in the L+C language
supported by the lpfg plant simulator (Karwowski and Lane, 2007) has the form:
/* # define section as above */
module L(int);
module E1(float);
module T(float,float);
ω : L(N)
p1 : L(n) : {
if (n > 0)
produce MoveTo(x, y, z) Left(α) RollL(β) Down(γ)
E1(0) T(l, h) L(n− 1); }
p2 : E1(light) < T(l, h) : {Printf(light: %g\n,light); produce T(l, h);}
We omitted here the #define statements, which are the same as in cpfg. In
either case, the axiom ω consists of a module L that will serve as the generator of
N triangles in the virtual canopy. In each application of production p1, the module
L gives rise to an equilateral triangle T with a 5cm edge length, positioned and
oriented at random within a 100cm x 100cm x 100cm cube. The triangle module
is preceded by a communication module, ?E or E1, forming a pair of modules that
is sent to the QuasiMC program. Once all the N triangles have been created,
QuasiMC calculates light distribution and returns the absorbed energy value for
each triangle through the light variable of the corresponding module ?E or E1.
These values are output by production p2 and provide the basis for a further
analysis.
We compared the RQMC method from our program with the MC method from
Meˇch’s MonteCarlo program by performing numerical experiments on the virtual
canopy model with 5,000 triangles (Figure 3.3). Each triangle was set to reflect
10% and transmit 10% of the incident radiation, and the Lambertian local light
model was applied. The scene was illuminated from above, using a directional
light source. All experiments involved the same number of light paths, 262,144.
To estimate the error in the results, the experiments were repeated 10 times for
both the MC and RQMC methods. In either case, the computation time was
about 30 seconds per experiment on a 3.0GHz computer.
The results are shown in Figure 3.4. We fitted exponential curves to the
experimental data, because the attenuation of light in a turbid medium, which
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Figure 3.3: 3D canopy mock-up (triangle mix), used to test QuasiMC -
The canopy consists of 5,000 triangles uniformly distributed within a cube. In the
example shown, the scene was illuminated by directional light from above. Each
triangle is shaded according to the amount of absorbed energy, with lighter shades
representing high radiant energy and darker shades representing low radiant energy.
can be considered as a continuous approximation of our triangle mix, is described
by an exponential equation: the Beer-Lambert law (Thornley and Johnson, 1990,
p. 197). Both methods yield closely matching mean values (compare Figure
3.4a with Figure 3.4b), but the RQMC method produced significantly smaller
variance (compare Figure 3.4c with Figure 3.4d). The mean variance over all 5,000
triangles in the MC case was 8.06×10−2 with standard deviation 15.29×10−2,
while in the RQMC case it was 0.75×10−2 with standard deviation 1.14×10−2.
Thus, RQMC makes it possible to achieve a better accuracy than MC using
the same number of ray paths. Alternatively RQMC can be used to achieve
the same accuracy as MC with a smaller number of light paths. For our mix
of 5,000 triangles, the RQMC method required approximately one quarter of
the number of MC rays to achieve approximately the same accuracy (for the
RQMC method with 65,536 rays, the mean variance was 5.4×10−2 with standard
deviation 8.86×10−2).
To evaluate the MC and RQMC methods when computing the distribution
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Figure 3.4: Comparison of the absorbed energy per leaf in the plant
canopy model from Figure 3.3 - The absorbed energy per leaf is a mean
estimated over 10 simulations. The curves described by equations of the form
y = Ae−λx were fitted to these mean values. Parameters A and λ were estimated
by minimizing the sum-of-squares error for
∑
iAe
−λxi − yi, where i is the leaf
number. (a) Monte Carlo estimate, (b) Randomized quasi-Monte Carlo estimate,
(c) estimated variance in Monte Carlo calculation, and (d) estimated variance in
randomized quasi-Monte Carlo calculation.
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of light with multiple wavelengths, we calculated the red/far red ratio (R/FR)
using 4 scenarios: treating each wavelength separately using MC or RQMC, and
representing both wavelengths in a single ray (correlated sampling) using MC or
RQMC. In this case, the comparison is made within our QuasiMC program be-
cause MonteCarlo does not fully support correlated sampling. Following Gautier
et al. (2000) we assumed reflectance of 5.3% for red light and 42.6% for far red
light, and transmittance of 2% and 40.5%, correspondingly. As in the previous
test, we assumed that rays could be scattered with equal probability in any direc-
tion. The initial value of the R/FR ratio for the incoming light (directional light
source illuminating the scene from above) was set to 1.2 (Chelle et al., 2007).
The number of rays was 2,097,152 for the experiments with one wavelength per
ray and 1,048,576 for the experiments with correlated sampling.
Figure 3.5 shows the results for the case where separate rays were used. Each
graph compares the results obtained with the MC and RQMC methods for in-
dividual triangles (thus, if the results for some triangle are identical, the corre-
sponding point will lie on the diagonal line). Table 3.1 summarizes our statistical
analysis of these results. The mean values of the incident irradiance for red and
far red light, and the R/FR ratio obtained using both methods are similar, but
the variances of the values returned by the RQMC method are smaller than for
the MC method. There is a strong positive linear correlation between values ob-
tained using MC and RQMC for all three variables under consideration (red, far
red, and R/FR ratio).
Figure 3.6 shows the corresponding results for correlated sampling. The mean
incident irradiance for red and far red light, and the sample variance of these
values match closely those for separate rays. The mean values of the R/FR ratio
are also similar (Table 3.1), which implies that the correlated sampling method
did not introduce any error into the computation. In contrast, the variance in
the values of the R/FR ratio is reduced, compared to uncorrelated sampling.
We thus conclude that correlated sampling does indeed reduce the variance in
calculating ratios in the radiative energy associated with different wavelengths,
and in particular in calculating the R/FR ratio. At the same time, it halves the
number of rays needed when using uncorrelated sampling.
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Figure 3.5: Comparison of the RQMC method and the MC method for
computing the incident irradiance per leaf for red and far red light, and
for the R/FR ratio - The bottom row compares the sample variance of the two
methods. In this case, the information of each wavelength is carried in a separate
ray. Each point in the graph represents the relevant value for a single triangle.
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Table 3.1: Statistical analysis of incident irradiance for red and far red
light, and R/FR ratio per triangle calculated using MC path tracing and
RQMC path tracing. The means and sample variances are given, as well as the
coefficient of determination (r2) and the linear regression with slope (a) and inter-
cept (b) for separate rays and one ray carrying information for both wavelengths.
Mean ir-
radiance
MC
Mean
variance
MC
Mean ir-
radiance
RQMC
Mean
variance
RQMC
a b r2
Red light
separate 0.0983 1.79e-4 0.0985 7.22e-6 0.9975 6.88e-5 0.9998
one ray 0.0983 1.82e-4 0.0984 7.01e-6 0.9977 8.94e-5 0.9998
Far red light
separate 0.1572 2.12e-4 0.1574 8.81e-5 0.9978 2.22e-4 0.9996
one ray 0.1572 2.13e-4 0.1574 8.86e-5 0.9975 2.31e-4 0.9997
R/FR ratio
separate 0.2679 4.53e-3 0.2670 1.23e-3 1.0026 2.39e-4 0.9976
one ray 0.2640 1.15e-3 0.2650 5.59e-4 0.9982 -4.87e-4 0.9992
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Figure 3.6: A similar comparison as shown in Figure 3.5 but using cor-
related sampling - One ray carries information for both red and far red light.
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3.5.2 Comparison of QuasiMC and CARIBU
To further test QuasiMC, we compared it with CARIBU (Chelle et al., 2004), an
independently developed program that calculates the distribution of light energy
using the radiosity method (Goral et al., 1984). We used the virtual canopy model
from our previous comparison (with identical leaf R/FR optical properties) and
used the Lambertian model in QuasiMC to match the one used in CARIBU. The
results for absorbed energy per leaf of red and far red light are shown in Figure
3.7 (including the energy contribution from indirect light only).
Figure 3.7: Comparison of red and far red absorbed radiant energy per
leaf computed by the RQMC path tracing algorithm and the classic
radiosity algorithm - The two lower graphs are a comparison of the energy
contribution from indirect light only.
Table 3.2 presents the statistics we collected from our comparison of QuasiMC
and CARIBU. Generally, the values of the absorbed radiant energy per leaf
returned using RQMC path tracing agree with those obtained using radiosity.
QuasiMC computed the light distribution in about 3.5 minutes for 1,048,576
rays with 10 randomizations, and CARIBU took about 10 minutes on the same
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computer. The mean variance over all triangles (reported in Table 3.2) indicates
that a sufficient number of rays was traced for this comparison to be valid. How-
ever, the interpretation of these results is complicated by different assumptions
underlying each program. CARIBU was designed for computing light distribu-
tion in infinite canopies using the nested radiosity method, and is less efficient
when computing light in finite canopies with the classic radiosity method. Infinite
canopies, however, are not supported by the current QuasiMC implementation,
which makes it impossible to compare nested-radiosity with RQMC.
Table 3.2: Statistical analysis of absorbed red and far red energy per
triangle, with contribution from indirect light, as computed by the
QuasiMC and CARIBU programs. The variables are mean absorbed en-
ergy per triangle, mean variance from the QuasiMC estimate, the slope (a) and
intercept (b) of the linear regression, and the coefficient of determination (r2).
Mean
absorbed
energy
(QuasiMC )
Mean
sample
variance
(QuasiMC )
Mean
absorbed
energy
(CARIBU)
a b r2
Red light 0.1545 9.16e-6 0.1542 0.9987 -1.0e-4 0.9999
Far red light 0.0568 6.02e-6 0.0552 0.9845 -6.6e-4 0.9977
Indirect red light 0.0060 6.86e-7 0.0059 0.9731 4.52e-5 0.9754
Indirect far red light 0.0297 5.72e-6 0.0282 0.9481 3.86e-5 0.9819
3.5.3 Application example: Light distribution in virtual
kiwifruit
We applied QuasiMC to calculate the light environment in a model of the annual
growth cycle of a managed mature kiwifruit vine (Cieslak et al., 2007a). Cal-
culations were carried out for a plant 100 days after budbreak. Each leaf was
represented as a single-patch Bezier surface (Watt, 2000, p. 94), approximated
using 72 triangles (as a compromise between the accuracy and complexity of
representation). There were 1,063 leaves on the vine, amounting to the total of
76,536 triangles, plus one rhombus representing the ground. Leaves were assumed
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to have a preference for approximately horizontal orientations, but no experimen-
tal data were used to quantify these orientations. In each simulation, 1,048,576
rays were traced using the Korobov method. The simulations were randomized
and repeated 10 times to estimate variance.
Greer and Laing (1992) determined that the absorbance ratio of kiwifruit
leaves is approximately 78% for the PAR domain. Based on this value, we as-
sumed leaf reflectance of 11% and transmittance of 11%. Furthermore, we set the
ground reflectance to 20%. We considered four light conditions: directional light
source placed above the canopy, clear sky over the entire day, overcast sky, and
midday sun (average between 11:00-13:00 h). For the three sky light conditions,
we assumed the latitude of 38◦S (Bay of Plenty, New Zealand). In all cases, one
wavelength (450 nm) was used to represent the PAR domain.
Distribution of the radiant energy absorbed by the leaves for two of the above
conditions is visualized in Figure 3.8. Figure 3.9 shows the frequency distributions
of the leaves absorbing different amounts of radiant energy for all four light con-
ditions. The time needed to estimate the light distribution and sample variance
for each light condition was about eight minutes on a 3.0Ghz computer.
The frequency distribution for absorbed energy per leaf under direct light and
the approximation of the sky at midday are not similar, because the direction
of incoming light is fixed under the first case but not the second. The mean
and standard deviation of radiant energy absorbed by the leaves are 0.35± 0.24
for direct light and 0.24 ± 0.1 for midday. The difference in means is related to
the direction of incoming rays and leaf orientation. In this case, since the leaves
are mostly planar, they absorb more light from a light source directly above the
plant canopy than from a source away from zenith. The difference in standard
deviations is likely due to the more uniform distribution of incoming light when
the sky model is used.
The frequency distribution of absorbed energy under the CIE overcast sky
model resembles the distribution for the midday sky, because the overcast sky
model has the brightest region at zenith. The mean and standard deviation of
the absorbed energy for the overcast sky is 0.23 ± 0.08, which is similar to that
observed under the midday sky. The means under these two conditions have
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Figure 3.8: Virtual kiwifruit vine with leaves coloured according to the
amount of absorbed radiant energy for each leaf - Values are normalized to
the range [0,1]. (a) The light source is directly above the vine. (b) The light source
is an approximation of the sky on a clear day.
nearly the same value, because QuasiMC normalizes the absorbed energy so that
the flux density of a flat surface above the canopy is 1 W·m−2.
Finally, the mean and standard deviation of the absorbed radiant energy per
leaf for the sky on a clear day is 0.29± 0.14. There is an increase in the variance
when compared to midday, because the time over which the direction of incoming
rays is averaged is increased (24h versus 2h).
3.6 Conclusion
We introduced randomised quasi-Monte Carlo path tracing as a method for com-
puting light distribution in a plant canopy. The method makes it possible to
effectively simulate both the distribution of monochromatic light and the distri-
bution of light composed of different wavelengths; the latter is important, for
example, when calculating R/FR ratios. The randomised quasi-Monte Carlo and
the original Monte Carlo path tracing have been implemented in our light simu-
lation program QuasiMC. The program makes it possible to simulate plant-light
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Figure 3.9: The frequency distributions of the absorbed radiant energy
per leaf of a virtual kiwifruit vine 100 days after bud break - Four lighting
conditions are used: a light source directly above the vine, a midday sun (11-13h),
a day with clear skies and an overcast day.
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interaction at the level of individual organs, and can return the incident irradi-
ance and the amount of radiant energy absorbed by these organs in the course of
a plant’s development. Both the computation of the distribution of monochro-
matic light and of light of different wavelengths are supported. QuasiMC has
been designed to work with the plant simulators cpfg and lpfg within the L-
studio/Virtual Laboratory modelling platforms (Prusinkiewicz, 2004b), but can
also be used with other plant simulators, as long as they employ the same protocol
for communicating with the plant environment. The organization of communica-
tion between QuasiMC and cpfg/lpfg has been presented using sample L-system
code. The operation of QuasiMC was illustrated and analysed using an abstract
virtual canopy (a triangle mix) and a model of kiwifruit as examples.
Comparing randomized quasi-Monte Carlo path tracing from QuasiMC with
the Monte Carlo path tracing from MonteCarlo (Meˇch, 1997), we found that
RQMC makes it possible to reduce the number of rays, and therefore the compu-
tation time, as much as four times. This reduction applies to both the computa-
tion of the absorbed radiant energy and the incident irradiance of monochromatic
light, and the computation of R/FR ratios. We also confirmed that correlated
sampling is an effective variance reduction technique for computing the R/FR
ratio, regardless of whether MC or RQMC method is used. To additionally test
QuasiMC, we compared it with CARIBU, an independently developed program
for calculating light distribution using the radiosity method Chelle et al. (2004).
The comparison showed an agreement of the results, with QuasiMC using less
computation time.
To illustrate the operation of QuasiMC in a practical modelling setting, we ap-
plied it to compare distributions of absorbed energy in a virtual kiwifruit canopy
under various light conditions. This comparison captured the effect of weather
and time of day on the incident radiation of leaves.
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Chapter 4
A Functional-Structural
Kiwifruit Vine Model
4.1 Preamble
Overcoming the vigorous growth of kiwifruit vines in order to channel carbohy-
drates into fruit is a major challenge for growers. On the other hand, understand-
ing the underlying principles of competition between vegetative and reproductive
components of the vine is a major challenge for researchers. To help improve
management techniques and to provide insights into the mechanisms of vine de-
velopment, Cieslak et al. (2010b) created a functional-structural plant model that
integrates the architecture of a mature and managed kiwifruit vine, with carbon
dynamics and environmental and management effects on growth. This chapter,
which was incorporated from the paper by Cieslak et al. (2010b), presents a de-
scription of the model along with several simulations that were used to illustrate
the model’s capabilities. To estimate light distribution, the model was interfaced
with the QuasiMC program presented in the previous chapter. Also, it provided
the inspiration for a new approach to integrating previously modelled aspects of
plant behaviour into one FSPM, which is presented in the subsequent chapter.
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Abstract
Background and Aims: Functional-structural modelling can be used to in-
crease our understanding of how different aspects of plant structure and function
interact, identify knowledge gaps and guide priorities for future experimentation.
By integrating existing knowledge of the different aspects of the kiwifruit (Actini-
dia deliciosa) vine’s architecture and physiology, our aim is to develop conceptual
and mathematical hypotheses on several of the vine’s features: (1) plasticity of
the vine’s architecture, (2) effects of organ position within the canopy on its size,
(3) effects of environment and horticultural management on shoot growth, light
distribution, and organ size, and (4) role of carbon reserves in early shoot growth.
Methods: Using the L-system modelling platform, we created a functional-
structural plant model of a kiwifruit vine that integrates architectural develop-
ment, mechanistic modelling of carbon transport and allocation, and environmen-
tal and management effects on vine and fruit growth. The branching pattern was
captured at the individual shoot level by modelling axillary shoot development us-
ing a discrete-time Markov chain. An existing carbon transport-resistance model
was extended to account for several source/sink components of individual plant
elements. A quasi-Monte Carlo path tracing algorithm was used to estimate the
absorbed irradiance of each leaf.
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Key Results: Several simulations were performed to illustrate the model’s
potential to reproduce the major features of the vine’s behaviour. The model
simulated vine growth responses qualitatively similar to those observed in exper-
iments, including the plastic response of shoot growth to local carbon supply, the
branching patterns of two Actinidia species, the effect of carbon limitation and
topological distance on fruit size, and the complex behaviour of sink competition
for carbon.
Conclusions: The model is able to reproduce differences in vine and fruit
growth arising from various experimental treatments. This implies it will be a
valuable tool for refining our understanding of kiwifruit growth and for identify-
ing strategies to improve production.
Keywords: Actinidia, L-systems, plant architecture, carbon allocation, functional-
structural plant model
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4.2 Introduction
Kiwifruit (Actinidia deliciosa) originated from China, but was first grown com-
mercially in New Zealand and has become the country’s most important export
horticultural crop (Ferguson and Bollard, 1990). The kiwifruit vine is charac-
terized by vigorous growth and intense competition for carbohydrates between
vegetative and reproductive components. Controlling the vegetative growth of
the canopy and channelling carbohydrates into fruit is a major challenge for ki-
wifruit growers (Miller et al., 2001; Thorp et al., 2003). Traditionally, developing
new training and pruning strategies to control canopy vigour and maximize pro-
duction of high quality fruit involves multiple field trials, which are costly and
time consuming. Our long-term goal is to use functional-structural plant mod-
elling for improving management techniques by exploring the vine’s behaviour
under hypothetical management practices in different environmental conditions
(e.g., temperature and light). The aim of the research reported in this paper
was to develop a functional-structural kiwifruit vine model, incorporating exist-
ing knowledge on kiwifruit architecture and physiology, which can be used to
guide future experimental work by increasing our understanding of how different
aspects of the plant interact.
To this end, a model was developed that represents the following features of
kiwifruit vine growth and function: (1) plasticity of kiwifruit architecture, and,
in particular, effects of genotype and temperature on shoot growth and shoot
tip abortion (Foster et al., 2007), (2) effects of management practices on shoot
growth, light distribution within the canopy, and fruit dry weight, (3) the role of
reserves in the vine carbon dynamics, and (4) effects of fruit position within the
canopy on its dry weight.
In earlier work, Buwalda (1991) constructed a process-based compartment
model of the kiwifruit vine that included maintenance respiration, growth of or-
gans, and synthesis and hydrolysis of carbon reserves, along with canopy net
photosynthesis. The model’s main focus was on the carbon economy of the vine,
including predicting the effects of plant-environment interactions; however, it had
a number of simplifying assumptions: (1) a common pool of carbon, (2) no repre-
sentation of 3-D structure and light distribution, and (3) the rate of photosynthe-
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sis was considered proportional to total leaf area. Although the model was able
to reproduce several observed phenomena (such as resource-limited growth, de-
pletion and regeneration of reserves, and root system turnover (Buwalda, 1991)),
the common carbon pool model cannot adequately account for the architectural
plasticity of the vine (as demonstrated for grapevine (Pallas et al., 2010)), and
the variations in fruit size caused by differences in local carbon supply within the
vine (Tombesi et al., 1993; Piller and Meekings, 1997). Thus, a process-based
model is unable to fully reproduce the desired features of kiwifruit vine growth
and development.
Greaves et al. (1999) investigated the importance of carbon reserve distribu-
tion in parent branches on axillary shoot growth. They modelled a single parent
branch as a linked system of discrete elements, with each element comprised of
a labile, reserve and structural pool. They considered carbon transport between
the labile pools of connected elements, carbon synthesis and hydrolysis between
reserve and labile pools, and the growth of shoots (not the parent branch itself)
by movement of carbon from the labile pool into the structural pool. Output
from their model showed general agreement with data from their own experi-
ments on mature kiwifruit vines. Although this model is theoretically capable
of meeting the features of the vine, it was designed for the sole purpose of in-
vestigating the effect of carbon reserves on early shoot growth (before the leaves
become sources of carbon). Therefore, without substantial changes to the simple
mechanism used to drive growth, it is unable to produce all the desired features
of the vine’s growth (Greaves et al., 1999).
Greer et al. (2004) modelled canopy leaf area development and daily amount of
carbon acquisition of kiwifruit vines from a mathematical model of shoot leaf area
expansion and photosynthesis of individual leaves. They extended the shoot leaf
area expansion model of Seleznyova and Greer (2001) by including architectural
components (e.g., shoot type, node number, and probability of budbreak), and
used a rectangular hyperbolic function to model daily photosynthesis for leaves.
Measurements of canopy leaf area development and rates of photosynthesis from
vines grown in an orchard were in close agreement with the output from their
model, and the estimated total carbon acquisition over the growing season was
close to the measured biomass of the vine over that season. They concluded
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that their physiological model is scalable to whole vines but requires further
development for carbon partitioning between individual organs. In other words,
their model does not take into account the structure of the vine.
In order to integrate structure with carbon dynamics, functional-structural
plant models (FSPM) can be used. FSPMs are computational models that ex-
plicitly account for the 3-D architecture of a plant as it is governed by physiolog-
ical processes and the environment (Sieva¨nen et al., 2000; Godin and Sinoquet,
2005; Vos et al., 2007, 2010). The L-system modelling approach (Lindenmayer,
1968) is widely used to implement FSPMs (Fourcaud et al., 2008; Vos et al.,
2010), as it can represent development, growth, and carbon allocation processes
at the organ level taking into account effects of organ position within the canopy
(Prusinkiewicz et al., 1997). Also, an L-system model can be interfaced with
external models to incorporate environmental effects (Meˇch and Prusinkiewicz,
1996), such as light distribution (Cieslak et al., 2008), and allows for interaction
with the model as the simulation progresses: first, by user-driven modification of
the numerical parameters in the model (Prusinkiewicz, 2004b), and, second, by
direct manipulation of the visual representation of the model on the computer
screen (Prusinkiewicz et al., 2007b).
In this paper, a functional-structural kiwifruit vine model is presented that
integrates architectural development with mechanistic modelling of carbon trans-
port and allocation. The model was implemented using the L-system based mod-
elling platform, L-studio (Prusinkiewicz et al., 2000b), in the L+C modelling
language (Karwowski and Prusinkiewicz, 2003). The focus here is on the mod-
elling concepts used to incorporate existing biological knowledge and hypotheses
on kiwifruit architecture and physiology into the model. In order to demonstrate
the model’s capabilities and show its potential to reproduce the desired features
of kiwifruit growth, the qualitative behaviour of the model is investigated through
several simulations. The parameter values used in these simulations are either
taken directly from existing experimental work or are fitted manually. Because of
the complexity of the kiwifruit vine model, calibration and quantitative valida-
tion requires the design of new experiments for parameter fitting, concentrating
on just one particular aspect of the vine at a time (e.g., competition between re-
productive and vegetative components (Minchin et al., 2010)), and is beyond the
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scope of this paper. Nevertheless, a comparison is made between model output
and observed data.
4.3 Methods: Description of the model
The kiwifruit vine model combines aspects of the vine’s architecture, carbon dy-
namics, and the interactions between them (Figure 4.1). For the architectural
component, it includes a representation of individual organs and their topological
connections, with rules for production of metamers (Cieslak et al., 2007b). For the
carbon dynamics component, it includes carbon acquisition by leaves, transport
throughout the plant, allocation and growth dependent on availability, and the
role of carbon reserves (Cieslak et al., 2010a). The model accounts for exogenous
factors, such as light distribution, temperature, and horticultural manipulation
(pruning and training), and other endogenous factors, such as shoot tip abor-
tion and organ abscission. All of these aspects are detailed in the remainder of
this section, and Table 4.1 and Table 4.2 summarize the various parameters and
variables of the model, respectively.
Figure 4.1: Diagram of the kiwifruit vine model structure - It shows the
architectural and carbon dynamics aspects with the interactions between them.
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4.3.1 Aspect integration using L-systems
L-systems (Prusinkiewicz et al., 1997) are used to create a 3-D virtual plant
representation (Room et al., 1996) of the annual growth cycle of a managed
mature kiwifruit vine (Sale and Lyford, 1990) (Figure 4.2), and to integrate the
aspects of this model at different spatial and temporal scales. At the beginning of
each cycle, the structure consists of the main trunk, two leaders, and a specified
number of canes trained on a support structure (Figure 4.3). After budbreak
and creation of the initial cluster of leaves, the appearance of new metamers on
each shoot depends on environmental conditions and carbon availability. The
simulation of shoot development and organ growth continues until the end of the
annual growth cycle, when the fruit is ready for harvest. Since the simulation ends
at this stage, the model does not currently take into account organ senescence,
but nothing precludes including it if necessary.
Figure 4.2: A 3-D visualization of the kiwifruit vine (A. deliciosa) over
one season’s growth shown at the following times: 30, 90, and 240 days
after budbreak - The vine was trained on a pergola support structure (A) and a
T-bar support structure (B).
The allocation of carbon to various sinks is computed with a time step of 0.1
days (selected as a compromise between the accuracy and speed of the computa-
tion), whereas, the light distribution in the canopy is only calculated at daily time
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Figure 4.3: Schematic of a mature kiwifruit vine trained on a T-bar sup-
port structure - In a standard management scheme, a single trunk is maintained
with two horizontally trained relay axes, called leaders, in opposite directions along
a support structure (A). New relay axes from these leaders are left to bend under
their own weight and eventually tied down to support structures, which are called
replacement or parent canes (B). The axillary shoots that grow from these parent
canes (C) will produce the fruit. Generally, the parent canes are replaced with one
of the vigorous axillary shoots during winter pruning, bringing the vine back to a
similar form at the beginning of each season (B). In this kiwifruit vine model, the
permanent structure (B) is assumed to be present at the start of the simulation,
but the branching pattern of the axillary shoots on a parent cane (D) is a result of
the simulation.
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steps. In principle, the time steps could be the same for both of these aspects,
however, calculating light distribution at the organ level is computationally in-
tensive at the required precision, and the accuracy of the numerical method used
to compute carbon allocation is limited by the size of the time step (a daily time
step would lead to a large approximation error). To combine these aspects at
different time scales, the average daily amount of carbon acquired by each leaf
is calculated once per day, and, then, the amount is distributed to the leaves
uniformly over the entire day (using a time step of 0.1 days).
4.3.2 Shoot development and vine architecture
Axillary shoots develop from mature first-order axillary buds on the cane. Their
structure, as described by Walton et al. (1997), is as follows: nodes 1-4 have
second-order axillary buds, nodes 5-12 have axillary meristems that differentiate
into inflorescences and flowers, and nodes 13 onwards have axillary meristems
that produce next season’s axillary buds. The first four nodes are subtended by
bud scales, while nodes from 5 up are subtended by leaf primordia. The transition
from preformed to neoformed nodes usually occurs between node 15 and 25, with
all kiwifruit buds resuming organogenesis during budbreak (Foster et al., 2007).
Not all preformed organs expand during shoot development, as the shoot apex
can abort at any stage. The likelihood of axillary meristem differentiation into
flowers is dependent on many factors, such as node number along the shoot and
application of chemical agents (Walton and Fowke, 1993). Second-order axillary
buds only develop if the apical meristem of the first-order axillary bud is damaged
(Walton, 1996).
Each individual axillary bud and its potential shoot are modelled by a discrete-
time Markov chain (Taylor and Karlin, 1998), with three states: dormant, growing
and aborted (shown in Figure 4.4). The time between state transitions in the
Markov chain corresponds to the rate of metamer appearance on the axillary
shoot and is determined by phyllochron, which is the time interval between the
appearance of successive leaves. At the start of the season, each axillary bud is
in a dormant state, with a transition probability for budbreak, pbb(n,m), defined
as a function of the developmental step, n, nodal position on the parent cane, m,
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and of the bud’s orientation on the cane (so only buds on the topside of the cane
will produce a shoot (Snowball and Considine, 1986)). Modelling the effect of
bud position along the parent cane is based on a theoretical probability for latent
buds, which was obtained (in tabulated form) by fitting a Hidden Semi-Markov
Model (HSMC) to architectural data (Seleznyova et al., 2002, Fig. 12A). It was
assumed that all buds can break at n = 0, with probability pbb(0,m) set by a
user-defined function and the bud’s orientation on the cane (1 for buds on the
topside and 0 for the underside). The buds that break will produce an axillary
shoot and any remaining buds will stay dormant, with pbb(n,m) = 0 when n > 0.
An axillary shoot produced after budbreak will continue growing with a specified
probability of shoot development (denoted by psd(n,m)), otherwise the shoot will
abort growth.
Figure 4.4: The Markov chain representation of axillary shoot growth
- The probability of budbreak is given by pbb(n,m). The probability of shoot
development is given by psd(n,m) and is modulated by initial bud vigour, positional
effects along the cane, and resource availability. From Cieslak et al. (2010a), c©
2010 IEEE.
The non-stationary transition probability, psd(n,m), is modulated by several
factors. First, there is an associated vigour (growth potential) with each shoot,
for example, a very vigorous kiwifruit shoot can have a final length of 4.54 m
compared to a mean final shoot length (± standard error) of 0.71 ± 0.06 m
on the vine (Snowball, 1997). The kiwifruit vine conforms to Champagnat’s
architectural model (Halle´ et al., 1978), so that vigorous shoots are most likely
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to develop in the central region of the parent cane (Seleznyova et al., 2002). This
is captured in the model by a function, v(m), which modulates a shoot’s vigour
depending on its position along the parent cane, where 0 ≤ v(m) < 1. In the
current paper, v(m) is defined in a graphical form using the function editor in
L-studio (Prusinkiewicz, 2004b) to be increasing from zero at the basal node to
one at nodes 18-25, and, then, decreasing to zero at the apical node. Second,
there is an intrinsic variation in the shoot vigour emerging during budbreak, as
the variation in the number of neoformed metamers in a bud increases through
successive stages of budbreak (Foster et al., 2007). This variation is captured
in the model by randomising the vigour using a normally distributed random
variable, V , with mean 0.95 and standard deviation 0.24, estimated according
to data collected by Foster et al. (2007). The third factor modulating shoot
development is that a shoot will abort growth with different probabilities during
any of three developmental stages (Foster et al., 2007): opening of the initial
cluster of leaves (p0), expansion of the preformed metamers (p1), and expansion
of the neoformed metamers (p2). The values of these probabilities are dependent
on the Actinidia species, and must be fitted from experimental data, as was done
by Foster et al. (2007).
According to the three shoot development factors given above, the non-stationary
transition probability, which changes with developmental step n (equivalent to
the number of nodes in the developing shoot), is defined as
psd(n,m) = min(v(m) · V, 1) ·

1 n ≤ N0
1− p0 n = N0 + 1
1− p1 N0 + 1 < n ≤ 18
1− p2 n > 18
(4.1)
where N0 is the number of nodes in the initial cluster, and it is assumed there
are 18 preformed nodes in all buds. The value of N0 is generated per shoot from
a binomial distribution with a mean of 5.7 and standard deviation of 2.1, which
are taken directly from the architectural analysis by Seleznyova et al. (2002) of
short axillary shoots that terminated after opening of the initial cluster. Finally,
regardless of the value of psd(n,m), the shoot will abort when the carbon supply is
low (Piller et al., 1998; Greaves et al., 1999), i.e., when the carbon concentration
at the shoot tip falls below a certain threshold cmin.
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In kiwifruit, phyllochron responds non-linearly to temperature (Morgan et al.,
1985; Seleznyova and Halligan, 2006) (see Figure 4.5). Therefore, the growing
degree-days concept for modelling leaf appearance cannot be applied, as it can
only be used in the case of a linear response. In our model, the rate of metamer
appearance is governed by a phyllochron index defined as
dnP
dt
=
1
P (T )
(4.2)
where P (T ) is phyllochron as a function of average daily temperature, T , and the
integer part of nP corresponds to the developmental step at time t, n = int(nP ).
The form of 1/P (T ) is defined by the user; we used the empirical function given in
Figure 4.5. Equation 4.2 is numerically integrated using the explicit Euler method
(Press et al., 1992), with step size 0.1 and nP initially set to zero. Thus, a new leaf
appears when nP increases by one, but this is subject to the probability of shoot
development, psd(n,m), given above. As the leaves appear, they are arranged in
a spiral phyllotaxis of 2/5 (Ferguson, 1990) (the angle between successive leaves
is θ = 144◦) and have an inclination angle of φ = 33◦ (Morgan and McNaughton,
1991).
Figure 4.5: The rate of kiwifruit leaf appearance (solid line) and specific
leaf growth rate (dashed line) as a function of temperature - The functions
are fitted to data (,©), collected by Seleznyova and Halligan (2006) and Morgan
et al. (1985). From Cieslak et al. (2010a), c© 2010 IEEE.
The production of flowers and ultimately fruit on the axillary shoot is de-
pendent on node number (as given in the description of first-order axillary bud
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above), so there are potentially eight reproductive meristems in the axillary bud
(Hopping, 1990). Not all of these meristems develop into flowers, and the de-
tails of the mechanisms that control flower bud abortion/evocation are not fully
known (Hopping, 1990; Walton and Fowke, 1993; Snelgar et al., 2007). For this
reason, flower production is modelled as a binomial process with the probabil-
ity of an axillary bud switching physiologically from vegetative to reproductive
dependent on node number. For nodes 5-12, this probability is set according to
data collected by Walton and Fowke (1993), while for the remaining nodes, it is
set to zero. Every flower on the shoot is capable of setting and developing into
a fruit (Hopping, 1990). The model takes into account the effect of local carbon
supply, so a flower will abort if the carbon supply is too low, i.e., if the carbon
concentration at the flower’s point of attachment to the transport pathway is
below a threshold, cmin,flower, it aborts. This captures the suggestion proposed
by Walton and Fowke (1993) that increased supply of metabolites reduces flower
abortion. Also, the model assumes successful pollination of all the flowers.
4.3.3 Canopy light distribution and photosynthesis
To study the effects of canopy structure on light distribution and to estimate
carbon acquisition through photosynthesis, the kiwifruit vine model is interfaced
with a light environment model using the open L-system formalism (Meˇch and
Prusinkiewicz, 1996). The light environment model estimates the amount of
absorbed irradiance for each leaf in the canopy using a quasi-Monte Carlo path
tracing algorithm (Cieslak et al., 2008). It approximates the incoming light from
the sky based on the CIE standard clear sky or overcast sky models (CIE-110,
1994), parameterized by the day of year, time of day, and geographical location.
Gross photosynthesis for each leaf is estimated using a light response curve.
The following rectangular hyperbolic function is used (Greer et al., 2004)
Pgross = Pmax[tanh(I · ψ/Pmax)], (4.3)
where Pmax = 15.2 µmol CO2 m
−2 s−1 is the maximum rate of photosynthesis, ψ
= 0.039 mol CO2 mol
−1 PAR is the apparent photon yield, and I (µmol PAR m−2
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s−1) is the photon flux density absorbed by the leaf (determined by the light envi-
ronment model), with the potential maximum at the top of the canopy assumed
to be D = 1300 µmol PAR m−2 s−1, approximated in midsummer (Greer et al.,
2004). The effect of temperature on the light response curve is not currently
included in the model, as Laing (1985) has noted minimal variation in photosyn-
thetic rate for temperatures in the range 10-25 ◦C. Consequently, application of
the current model is limited to this temperature range.
4.3.4 Carbon dynamics
Prusinkiewicz et al. (2007a) presented an algorithm for simulating the acquisition,
transport, and partitioning of carbon within a plant based on an analogy between
pressure-driven flow and current flow in an electric circuit, originally developed
in the functional-structural peach tree model, L-PEACH (Allen et al., 2005).
The essence of this carbon transport-resistance allocation model (in this paper,
referred to as C-TRAM) is to compute the concentration and flow of carbon
throughout the plant based on the resistances between sink/source elements and
within each element. Their compact L-system implementation shows the benefit
of L-system-based models; as the structure develops the system of equations (in
this case, controlling the flow of carbon throughout the plant) is automatically
expanded. The semi-implicit Euler method (Press et al., 1992) was used to solve
the equations representing flow of carbon, which was essential to avoid the limi-
tation of the explicit Euler method for solving stiff equations. As the system of
equations may be non-linear, the Newton-Raphson method was used to find a
solution iteratively through linearisation (Press et al., 1992).
In C-TRAM, each metamer was modelled as a conduit element, representing
an internode, with a single sink or source element attached at its distal end, repre-
senting a lateral organ such as a fruit or a leaf. We extended this approach, so that
for each plant organ (e.g., internode, leaf, fruit, and roots) several source/sink
elements are defined to take into account growth, maintenance, reserve dynam-
ics, and, in the case of leaves, carbon acquisition. Specifically, the extension uses
multi-scale modelling to apply one set of L-system rules representing plant devel-
opment at the organ scale and another set of rules representing carbon dynamics
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at the sink/source scale. The advantage of this multi-scale approach is that the
L-system rules implementing C-TRAM can be applied to all sinks/sources at one
scale without modification of the original underlying method for solving the non-
linear system of equations. Otherwise, only linear responses to carbon limitation
can be considered, as in the latest version of L-PEACH (Lopez et al., 2008), or
the Newton-Raphson method must be applied twice: first at the organ scale to
determine carbon allocation to different sinks within each organ, and, then, at
the whole plant scale. All that remains now is to define the equations for influx
of carbon into the different sink types and outflow of carbon from sources.
Influx into organ growth sinks
C-TRAM allows for the mechanistic modelling of effects of carbon limitation on
organ growth via appropriate definition of the functional forms of growth rates
for different sink types. The growth rate is determined by the influx of carbon
into the sink, depending on its intrinsic potential growth rate and the carbon
concentration outside the organ in the transport pathway. This growth rate is
modulated by two functions, as given by the following equation
dsi
dt
= f(qi, c) ·Gmax(. . .) (4.4)
where si is the size (structural carbon) of the sink of type i, dsi/dt is the change in
sink size, f(qi,c) is a non-linear resource-limiting function of carbon concentration,
c, outside the sink in the transport pathway that depends on sink type, and
Gmax(. . .) is a maximum potential growth rate that depends on environmental
factors (e.g. temperature) and the organ’s intrinsic properties. The form of the
resource-limiting function f(qi,c) is the same for all sink types and is defined by
f(qi, c) =
c
qi + c
(4.5)
where qi can be interpreted as a sink priority parameter (given the same carbon
concentration in the vicinity of the sink, a low value of qi indicates a higher
carbon influx into the sink). This function captures the complex behaviours that
are likely to occur for different sink types in a hierarchical arrangement (Wardlaw,
1990). If carbon concentration outside the sink is high, the carbon flux into the
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sink is at or near saturation, but when the concentration is low, the carbon flux
of individual sinks falls with different rates depending on the type. Although
the form of this resource-limiting function is similar to the Michaelis-Menten
equation derived for enzyme kinetics (Thornley and Johnson, 1990) and used to
model sink unloading by Minchin et al. (1993), its application is different. In
our model, Equation 4.5 is used in a more phenomenological sense to represent
the aggregated sink responses, with the parameter qi controlling sink priority
dependent on sink type.
The form of the function Gmax(. . . ) depends on the sink type, and will be
described next for vegetative and reproductive components of the vine.
Vegetative growth
Leaf and internode growth under carbon limitation is modelled using two state
variables as proposed by Seleznyova (2008): sink size, si, and developmental
age, αi, where i is the type (leaf or internode). The developmental age variable
eliminates the need for specifying an organ’s potential final size, so that organ
size is only determined by its initial state at time of appearance, si,0 and αi,0, and
duration of rapid growth, τ i, which is centred around the time of maximum growth
t0 (i.e. it is the time period when most of the growth occurs) (Seleznyova and
Greer, 2001). Developmental age extends the thermal time concept by accounting
for the various effects of the environment on the duration of growth (not only
temperature), and it can be applied when the response is non-linear (Seleznyova,
2008). In this model, the developmental age of a leaf or an internode is used to
determine the organ’s non-linear growth response to temperature, which is not
possible using the thermal time (degree days) concept (Seleznyova and Halligan,
2006).
Developmental age relates time to temperature via a direct relationship (as
temperature increases/decreases internal ageing increases/decreases), and the
change in developmental age of an organ over time is modulated by the organ’s
specific growth rate, which is inversely related to the duration of growth. More
precisely, it is governed by the following equation (Seleznyova, 2008)
dαi
dt
=
1
τi(T )
(4.6)
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where τ i(T ) is now a function of temperature. Before describing the specific
equations for modelling kiwifruit leaf and internode growth, let us consider how
the developmental age variable can be used as input into a growth function.
Simple logistic-type growth can be modelled as a relative growth rate by
ds
dt
=
1
τ
sΓ(α), (4.7)
where s is the size of the organ, 1/τ is the specific growth rate, and the growth
function, Γ(α), is defined as (Seleznyova, 2008)
Γ(α) =
1
1 + eα
. (4.8)
Note these variables are used to explain the concept and are not part of the
kiwifruit vine model. By numerically integrating Equation 4.7 using the explicit
Euler method for different initial values of developmental age, we can examine
the differences in resulting final sizes. Figure 4.6 shows the size of an organ with
respect to its developmental age. The first solution is used as a control, with τ
= 3, and initial values α(0) = -3 and s(0) = 0.1. The developmental age is fixed
to zero (α = 0) at the time of maximum expansion t0, which is why it is initially
negative (Seleznyova, 2008). In the remaining two solutions, only the initial value
of developmental age was changed: α(0) = -3.25 and α(0) = -3.5, respectively.
The final sizes were s(tF ) = 1.8, s(tF ) = 2.2, and s(tF ) = 2.7, respectively, where
tF is the final simulation time. Assuming the initial sizes are the same, decreasing
the initial developmental age, α(0), causes an increase in final size, and increasing
α(0) causes a decrease in final size, irrespective of the duration of rapid growth,
τ . It is precisely this characteristic of the developmental age variable that allows
organ growth to be modelled without specifying final size.
As kiwifruit leaf growth rate is characterised by logistic-type growth (Selezny-
ova and Greer, 2001), the leaf sink size, sleaf , is modelled according to a maximum
potential relative growth rate derived from data (Seleznyova, 2008). The follow-
ing equation is used to capture the change in leaf size (with Gmax(. . . ) given as
the second term on the right-hand side of the equation),
dsleaf
dt
= f(qleaf , c)
(
Γ(αleaf )(sleaf −B(n))
τleaf (T )
)
(4.9)
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Figure 4.6: The change in size of an organ with respect to its develop-
mental age. - For different initial values of developmental age: α(0) = -3, α(0)
= -3.25, and α(0) = -3.5, given the same initial size, s(0) = 0.1, the resulting final
size of the organ is different irrespective of τ , the duration of rapid growth. If the
initial developmental age is decreased (given that the time of maximum growth is
when α = 0), the final size increases.
where B(n) is a coefficient that controls the initial growth rate of the leaf by node
number n (see Figure 4.7), and Γ(αleaf ) is defined as in Equation 4.8. The B(n)
coefficient is necessary to include positional effects on leaf size, because a leaf’s
initial size at time of appearance, sleaf,0, is the same for all leaves. In addition,
the specific growth rate, 1/τ leaf (T ) is included in this equation to set a leaf’s
maximum relative growth rate. Figure 4.5 shows the value of 1/τ leaf (T ), which
is an empirical function defined by the user. The initial developmental age for
an organ can be determined from data as described by Seleznyova (2008). Figure
4.7 shows this value, αleaf,0, for kiwifruit leaves by node number. Together with
the τ leaf parameter, the initial developmental age determines the duration of the
exponential expansion phase of the leaf. Lastly, leaf area, Aleaf , is approximated
from leaf sink size according to the equation Aleaf = L · sleaf , where L is the
specific leaf area (m2 g−1 C) and is assumed to be constant.
Internode growth rate is characterized by its increasing volume due to ex-
pansion of cells and formation of new phloem and xylem (Pallardy, 2008). The
internode sink size is proportional to internode volume, sinde = ρ · V , where ρ is
volumetric density (assumed to be constant) and V is internode volume, and can
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Figure 4.7: The initial leaf developmental age, αleaf,0, and leaf growth
parameter, B, by node number - The values are fitted from data collected by
Seleznyova and Greer (Plant & Food Research, Palmerston North, New Zealand,
unpubl. res.). From Cieslak et al. (2010a), c© 2010 IEEE.
be described by growth rates for radial and axial components separately. Thus,
based on preliminary observations, internode elongation is described by a relative
growth rate (as for a leaf, but with B = 0), and thickening is given in two parts:
short-term logistic expansion for young internodes, and long-term radial expan-
sion that is proportional to the internode’s surface area. In practice, the length,
l, and radius, r, are governed by the following two equations:
dl
dt
= f(qinde,pri, c)
(
Γ(αinde) · l
τinde(T )
)
(4.10)
and
dr
dt
= f(qinde,sec, c)
(
ksec + klogisticΓ(αinde) · r
τinde(T )
)
(4.11)
where qinde,pri and qinde,sec are parameters controlling sink priority of primary and
secondary growth, respectively, and both ksec and klogistic are thickening growth
rate parameters. The former regulates long-term radial growth and the latter
regulates a rapid initial growth. The value of τ inde(T ) for internodes is half that
of leaves (Seleznyova, Plant & Food Research, Palmerston North, New Zealand,
unpubl. data). The initial developmental age for internodes is αinde,0 = -3.64,
initial length depends on node number and is defined in tabulated form based
on shoot growth data analysis, and initial radius is set to 1.5e-3 (Seleznyova and
Greer, Plant & Food Research, Palmerston North, New Zealand, unpubl. data).
86
4.3 Methods: Description of the model
Now, the two equations above can be combined to get the change in internode
sink size, given by
dsinde
dt
= ρ · dV
dt
= pir2ρ · dl
dt
+ 2pirlρ · dr
dt
(4.12)
This equation can be rewritten in terms of carbon units only, as the following
dsinde
dt
= f(qinde,pri, c)
(
Γ(αinde)sinde
τinde(T )
)
+
f(qinde,sec, c)
(
ksecAρ+ klogisticΓ(αinde)sinde
τinde(T )
) (4.13)
where A = 2pirl is the internode’s surface area.
Resistance along the transport pathway, Ω, is directly proportional to the
length of the internode, and inversely proportional to its circumference, as the
phloem is a layer near the surface of the internode. Assuming the thickness of
the layer is constant and much smaller than the internode’s radius, it is given by
the following equation
Ω = kΩ
l
2pir
(4.14)
where kΩ is a coefficient that includes the phloem’s thickness, l is internode length,
and r is its radius.
Root growth is modelled according to the method proposed by Buwalda
(1991), where only the growth of fibrous roots is considered, because, in a mature
kiwifruit vine, growth of structural roots is negligible (Buwalda, 1993) and it is
speculated that fibrous roots turn over within one year (Buwalda and Hutton,
1988). The relative elongation rate of fibrous roots in late summer, the peak
period of growth (Buwalda and Hutton, 1988), is assumed to represent potential
growth rate. Then, the change in root sink size is modelled as a relative growth
rate that responds to changes in temperature, and is given by
dsroot
dt
= f(qroot, c) · kprgr · sroot · eTprgr(T−20) (4.15)
where kprgr is a parameter representing the potential root growth rate for the
peak period of growth in late summer, and Tprgr is a parameter controlling the
response of root growth to temperature (Buwalda, 1991). A value of 0.003 g C
g−1 C d−1 for kprgr at 20◦C was reported by Buwalda and Hutton (1988). The
temperature response coefficient is assumed to double the growth rate for every
10◦C increase in temperature, as proposed by Buwalda (1991).
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Fruit Growth
Kiwifruit growth rate is characterised by a double-sigmoid curve, where the
growth rate is more rapid in the first phase than in the second phase (Davi-
son, 1990). In accordance with this characteristic, the change in fruit sink size is
modelled as a relative growth rate by the following equation
dsfruit
dt
= f(qfruit, c) · k1 · sfruit
(
1− sfruit
Sfmax,
)(
1 + k2(sfruit − k3)2
)
(4.16)
where the form of the potential growth rate, identified as Gmax(. . . ) in Equation
4.4, is the one proposed by Gandar et al. (1996) for change in fruit weight over
time. The parameter Sfmax gives the maximum size of the fruit, and k1, k2, and
k3 are parameters that are fitted to data (Gandar et al., 1996). These parameters
are necessary to capture the bimodal relationship between growth rate and size
in kiwifruit. The shape of the peaks (points of inflection on the growth rate) is
determined by k1 and k2, and the trough in-between them is determined by k3
(Gandar et al., 1996). Compared to the model for vegetative growth (described
above), the fruit growth model is currently constrained by the specification of
the maximum potential fruit size and by the exclusion of temperature effects.
Addressing this limitation is challenging as it is difficult to show a consistent
effect of temperature on kiwifruit growth in the field, nevertheless, progress is
being made (Snelgar et al., 2005; Bebbington et al., 2009).
Maintenance respiration
The carbon demand required to meet maintenance respiration, Mrsp, of a specific
organ is defined by the total biomass of that organ and the ambient temperature.
It is modelled as the influx of carbon into a maintenance sink by the following
equation (Buwalda, 1991)
Mrsp = f(qrsp,i, c) · si ·mi · eTrsp,i(T−20) (4.17)
where qrsp,i is the sink priority for organ type i, si is current sink size (correspond-
ing to structural carbon), mi is a maintenance coefficient for organ type i, Trsp,i
is a temperature response coefficient, and T is the temperature. Grossman and
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DeJong (1994) give values of mi for various plant organs in peach, which may
also be used for kiwifruit (Walton and Fowke, 1995). The temperature-dependent
parameter is set so that the respiration rate doubles for every 10◦C increase in
temperature. Finally, insufficient supply of carbon for maintenance respiration
results in organ abscission, when the carbon concentration at the organ’s point
of attachment to the transport pathway falls below the threshold cmin,abs. This
value must be set through optimisation.
Carbon acquisition
The carbon acquired through photosynthesis and stored in a leaf is modelled as
a source of size ssrc. Carbon is loaded from the source into the transport path-
way dependent on the carbon concentration outside the leaf, c, and is assumed
to involve active transport (Cannell and Dewar, 1994). Therefore, the amount
of carbon the leaf will acquire and store, and, then, supply into the transport
pathway is modelled by
dssrc
dt
= Pgross · σ · (sleaf − ssrc) · L− g(qsrc, c) · ssrc (4.18)
where the first term captures carbon acquisition through photosynthesis limited
by overloading, with the constant σ = 1.04 used to convert Pgross from units of
µmol CO2 m
−2 s−1 to g C m−2 day−1, and g(qsrc,c) is a resource-limiting function,
which is currently defined as
g(qsrc, c) = 1− c
qsrc + c
(4.19)
Parameter qsrc sets the carbon supply rate so that the leaf maintains a high carbon
concentration outside itself in the transport pathway (Cannell and Dewar, 1994).
There is a maximum amount of carbon a leaf can store based on its current size,
i.e., if ssrc approaches a state of saturation (when sleaf = ssrc), carbon acquisition
by the leaf is reduced because it is unable to store more carbon.
Reserve dynamics
Carbon reserves, in internodes and roots, are modelled as an active competing
sink driving starch synthesis (Cannell and Dewar, 1994; Daudet et al., 2002). The
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rate of starch synthesis depends on organ size but may be limited by overloading.
Remobilisation of stored carbon is proportional to the amount of starch in the
organ. The change in size of the storage sink is given by the following equation
dsres,i
dt
= f(qsyn, c)(si · smax,i − sres,i) · ksyn − g(qhyd, c) · sres,i · khyd (4.20)
where i is organ type (internode or roots). The first half of the equation limits
carbon storage owing to starch overloading and the organ storage capacity, which
is proportional to the current organ structural biomass, si, and maximum starch
content per unit of structural carbon, smax,i, for organ i (internodes or roots).
The other half governs carbon remobilisation depending on the amount of stored
carbon. The two parameters ksyn and khyd control the rate of starch synthesis and
hydrolysis, respectively. Maximum starch content, smax,i , was calculated from
the reported budbreak starch concentration of 0.06 g starch g−1 dry weight for
internodes and 0.22 g starch g−1 dry weight for roots (Smith et al., 1992).
Table 4.1: The model parameters (by order of appearance in the text):
symbols, definitions, units and values used in the simulations. The symbol
n represents developmental step, which corresponds to the number of nodes on a
shoot, and m represents node number on a parent cane. A reference is provided
for some parameter values, while the remaining ones were set manually and must
be calibrated.
Symbol Definition Value and units Reference
Shoot development
pbb(n,m) Probability of budbreak by node
on parent cane
empirical func-
tion (dimension-
less)
(Seleznyova
et al., 2002)
psd(n,m) Probability of shoot development
by node on parent cane
See Equation
4.1 (dimension-
less)
cmin Carbon concentration threshold
for shoot development
0.01 g C m−3
P (T ) Phyllochron as function of tem-
perature
Figure 4.5
(days)
(Morgan et al.,
1985)
T Temperature over time empirical func-
tion ◦(C)
(Greer et al.,
2004)
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Table 4.1: (continued)
Symbol Definition Value and units Reference
θ Leaf phyllotaxis angle 144◦ (Ferguson,
1990)
ϕ Leaf inclination angle 33◦ (Morgan and
McNaughton,
1991)
cmin,flower Carbon concentration threshold
for flower abortion
0.01 g C m−3
Photosynthesis
Pmax Maximum photosynthetic rate 15.2 µmol CO2
m−2 s−1
(Greer et al.,
2004)
ψ Apparent photon yield 0.039 mol CO2
mol−1
(Greer et al.,
2004)
D Maximum potential photon flux
density above the canopy
1300 µmol PAR
m−2 s−1
(Greer et al.,
2004)
Leaf growth
qleaf Sink priority for leaf growth 0.01 g C m−3
τ leaf (T ) Duration of rapid leaf growth Figure 4.5
(days)
(Seleznyova and
Halligan, 2006)
B(n) Leaf growth parameter Figure 4.7 (g C) (Seleznyova and
Greer, unpubl.
res.)
L Specific leaf area 3.69e-6 m2 g−1
C
(Seleznyova and
Greer, unpubl.
res.)
Internode growth
ρ Internode volumetric density 1.89e-7 g C m−3 (Seleznyova and
Greer, unpubl.
res.)
qinde,pri Sink priority for internode elon-
gation
0.01 g C m−3
qinde,sec Sink priority for internode thick-
ening
0.05 g C m−3
τ inde(T ) Duration of rapid internode
growth
τ leaf (T ) / 2
(days)
(Seleznyova, un-
publ. res.)
ksec Long-term internode thickening
rate
0.003 (dimen-
sionless)
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Table 4.1: (continued)
Symbol Definition Value and units Reference
klogisitc Rapid initial internode thicken-
ing rate
0.28 (dimen-
sionless)
Internode flow resistance
kΩ Transport resistance coefficient 0.025 s m−3
Fibrous root growth
qroot Sink priority for fibrous root
growth
30 g C m−3
kprgr Potential fibrous root growth
rate
0.003 g C g−1 C
day−1
(Buwalda, 1991)
Tprgr Root growth temperature re-
sponse coefficient
ln(2) / 10 (di-
mensionless)
(Buwalda, 1991)
Fruit growth
qfruit Sink priority for fruit growth 30 g C m−3
Sfmax Maximum potential final fruit
size
14.5 g C
k1, k2, k3 Fruit growth parameters 0.02 day−1, 22.
21 g−2 C, 0.64 g
C
(Gandar et al.,
1996)
Maintenance respiration
qrsp,i Sink priority for maintenance
respiration of organ type i(leaf,
internode, roots, fruit)
1e-4 g C m−3
mleaf Leaf maintenance respiration co-
efficient
8.06e-3 g C g−1
C day−1
(Walton and
Fowke, 1995)
minde Internode maintenance respira-
tion coefficient
5.27e-3 g C g−1
C day−1
(Walton and
Fowke, 1995)
mroot Roots maintenance respiration
coefficient
1.84e-3 g C g−1
C day−1
(Walton and
Fowke, 1995)
mfruit Fruit maintenance respiration
coefficient
1.43 g C g−1 C
day−1
(Walton and
Fowke, 1995)
Trsp,i Respiration temperature re-
sponse coefficient for organ
typei
ln(2) / 10 (di-
mensionless)
(Buwalda, 1991)
cmin,abs Carbon concentration threshold
for organ abscission due to insuf-
ficient supply for maintenance
0.01 g C m−3
Leaf carbon supply
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Table 4.1: (continued)
Symbol Definition Value and units Reference
σ Constant for converting units of
Pgross to g C m−2 day−1
1.04 g C s
µmol−1 CO2
day−1
(calculated)
qsrc Leaf carbon supply rate 1.0 g C m−3
Carbon reserves
smax,inde Maximum starch content per
unit of structural carbon in an
internode
0.06 g starch
g−1 C
(Smith et al.,
1992)
smax,roots Maximum starch content per
unit of structural carbon in roots
0.22 g starch
g−1 C
(Smith et al.,
1992)
qsyn Sink priority for starch synthesis 0.1 g C m−3
qhyd Reserve carbon supply rate 1.0 g C m−3
ksto Starch synthesis rate 0.1 day−1
khyd Starch hydrolysis rate 1.0 day−1
4.4 Results: Model simulations
In order to demonstrate the capability of the kiwifruit vine model to produce the
vine’s growth features and simulate experimental scenarios, several simulations
were performed. The first simulation is of the branching patterns of A. deliciosa
and A. chinensis observed by Snowball (1997) and Seleznyova et al. (2002), which
highlights the performance of the architectural component of the model. The
second simulation emphasizes the role of relative distances between sinks and
sources based on the whole cane defoliation experiments of Tombesi et al. (1993).
In the last two simulations, the effect of local carbon supply on early shoot growth
is shown by manipulating carbon reserves for isolated shoots and for competing
adjacent shoots on the basis of experiments performed by Piller et al. (1998) and
Greaves et al. (1999), respectively. The parameters of the model are set manually
according to experimental data or from observations (see Table 4.1).
Since the focus of these simulations is only on showing the capabilities of the
model, the effect of temperature was excluded so that parameters dependent on
temperature could be kept constant, with P = 2.9 days, τ inde = 2.77 days, τ leaf
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Table 4.2: The state variables used in the model, with symbols, defi-
nitions and units given in order of appearance in the text. Some initial
values are given explicitly, and the remainder are set according to calculation.
Symbol Definition Initial value with units
nP Phyllochron index 0 (dimensionless)
Pgross Leaf photosynthetic rate 0 µmol CO2 m−2 s−1
I Absorbed photosynthetic photon flux
density per leaf
0 µmol PAR m−2 s−1
c Carbon concentration in transport
pathway for each sink/source
0 g C m−3
Leaf growth
sleaf Leaf sink size (structural carbon) 3.69e-4 g C
αleaf Leaf developmental age Figure 4.7 (dimensionless)
Aleaf Leaf area (L·sleaf ) m2
Internode growth
V Internode volume (pir2l) m3
l Internode length (empirical function) m
r Internode radius 1.5e-3 m
αinde Internode developmental age -6/τ inde(T ) (dimensionless)
sinde Internode sink size (structural carbon) (ρ·V ) g C
Ω Internode resistance along transport
pathway
Equation 4.14 s m−3
Fibrous root growth
sroot Fibrous root sink size (structural
carbon)
4779 g C
Fruit growth
sfruit Fruit sink size (structural carbon) 0.1 g C
Maintenance respiration
Mrsp Amount of carbon required to meet
maintenance respiration
Equation 4.17 g C
Leaf carbon supply
ssrc Acquired carbon in a leaf 0 g C
Carbon reserves
sres,inde Carbon reserves in an internode (sinde· smax,inde) g C
sres,roots Carbon reserves in roots (sroot· smax,roots) g C
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= 5.53 days, while the remaining parameters were set as given in Table 4.1. The
initial values for state variables were set as given in Table 4.2. The light model
was set to simulate the PAR domain for a clear sky averaged over the entire day,
with the absorbance ratio of the leaves set to 78% (Greer and Laing, 1992).
Simulation of the entire vine over one growing season (240 days) with 28 canes
and 392 shoots (totalling 6370 metamers) took about 57 minutes on a notebook
PC with a 1.73 GHz processor and 2 GB of memory. During this simulation,
computation of the light distribution within the canopy took about 18 minutes
using 262,144 light path samples. Also, the final number of sinks and sources was
71,500. As the L-system simulator, lpfg, automatically handles addition/removal
of the model’s components (organs and sinks/sources), there is no theoretical
restriction on the maximum number; the only limit is set by the computer’s
capacity.
4.4.1 Branching pattern: distributions of shoot node num-
ber and axillary shoot types
An illustration of the model’s architectural component, without the effects of
resource limitation, is necessary to provide a basis for further simulation of the
entire vine. The model calculates the final number of nodes for each axillary
shoot and the probability distributions of axillary shoot types along the cane.
This model output can be directly compared with biological data, which can be
used to manually calibrate the architectural parameters of the model.
Snowball (1997) collected data for the seasonal cycle of shoot development
for 10 Actinidia species, which were pruned to standard commercial practice on
a T-bar support structure. Among other things, she calculated the frequency
distribution of shoot node number for A. deliciosa and A. chinensis vines. To
manually calibrate the model parameters and compare the model output with
this data, a simulation of axillary shoot growth from parent canes was performed
for a female vine of both species. The architectural parameters were identical
for each of these simulations, except for the probabilities of growth cessation,
which differed between A. deliciosa and A. chinensis as follows: p0 for cessation
after opening of the initial cluster (0.02 vs. 0.35), p1 for cessation after expansion
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of preformed metamers (0.005 vs. 0.1), and p2 for cessation after expansion of
neoformed metamers (0.09 vs. 0.01), where values given in parentheses are for A.
deliciosa and A. chinensis, respectively. All three parameters have been shown
to be species dependent by Foster et al. (2007).
Figure 4.8A gives the frequency distribution of node numbers for a simulation
of shoots growing on 28 canes each for the two female Actinidia vines. Table 4.3
gives the mean number of nodes (± standard error) per shoot, the median number,
and the maximum number for both species, along with the values reported by
Snowball (1997) for comparison. The similarity of the values suggests that the
probabilities for growth cessation are reasonably set.
Table 4.3: Statistical properties of final shoot node number distributions
for two Actinidia species: A. deliciosa and A. chinensis. The mean with
standard error, maximum, and median number of nodes as reported by Snowball
(1997) are given, and can be compared to model output.
A. deliciosa A. chinensis
Data(∗)
Mean ± std. error 15 ± 0.6 11 ± 0.9
Maximum 56 97
Median 13 7
Model
Mean ± std. error 15.19 ± 0.52 10.77 ± 0.58
Maximum 61 92
Median 11 8
(∗) Snowball (1997)
Seleznyova et al. (2002) collected architectural data on 2-year-old branches of
an unpruned A. chinensis vine and calculated probability distributions of different
shoot types along the parent cane. Kiwifruit axillary shoot types were classified
as short, medium and long (based on architectural analysis). Short and medium
shoots produce only preformed leaves and are called terminated shoots, while long
shoots are non-terminating and have leaves arising from neoformed primordia.
To demonstrate the capability of the model to produce the branching pattern
observed by Seleznyova et al. (2002) on 2-year-old branches of A. chinensis, a
simulation of axillary shoot growth from an unpruned parent cane was performed.
96
4.4 Results: Model simulations
Figure 4.8: Model output for simulation of kiwifruit branching pattern
- (A) the final node number distribution of shoots growing from 28 canes (each)
of two different species of Actinidia vines, and (B) the probability distributions
of axillary shoot types for long parent shoots of A. chinensis. In the latter, the
solid symbols (, •,N,) are from data (Seleznyova et al., 2002) and open symbols
(, ◦,4,♦) are from model output.
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The difference from the previous simulation was that the number of nodes on the
parent cane was much larger (80 nodes vs. 30 nodes for a pruned cane). This
meant that, relative to the previous simulation, the vigour function, v(m), had to
account for the extra nodes, but, otherwise the parameters were kept the same.
Figure 4.8B gives the model output and corresponding data Seleznyova et al.
(2002, Fig. 12) for probability distributions of different axillary shoot types grown
from long parent canes of the A. chinensis vine. As in the previous simulation,
the model parameters were set manually and the probability of budbreak along
the parent cane was defined empirically set using a tabulated output of an HSMC
model fitted to architectural data (Seleznyova et al., 2002, Fig. 12A).
4.4.2 Influence of distance between sink and source
Tombesi et al. (1993) investigated the effects of different source-sink ratios on fruit
growth and quality by defoliating A. deliciosa vines with varying intensity. Four
treatments were applied: shoots on 2, 4, 8, and 16 canes from 28-30 canes per
vine were defoliated over the growing season, starting 48 days after budbreak. To
show the effect that source proximity has on fruit, they recorded the average fruit
weight on the defoliated and undefoliated canes. The results showed a statistically
significant difference in fruit weight between treatments with 4 or more defoliated
canes and the undefoliated canes.
This defoliation treatment was simulated using the kiwifruit model. The same
parameters were used as in the simulation of axillary shoot growth of the A.
deliciosa vine, but axillary shoots on selected canes were defoliated 48 days after
budbreak. Tombesi et al. (1993) did not report which canes were defoliated
in their experiments, so, for this simulation, canes were chosen for defoliation
starting at the apical end of each leader. That is, for the first treatment (2
canes/vine), the most distal canes from the main trunk on each leader were
selected for defoliation. For the second treatment (4 canes/vine), the very next
cane following the most distal one on each leader was also selected for defoliation.
In subsequent treatments (8 and 16 canes/vine), pairs of canes on opposite sides of
a leader were selected for defoliation, always ensuring that one pair of undefoliated
canes existed between defoliated ones.
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Figure 4.9 shows the predicted average fruit carbon content for undefoliated
and defoliated canes for all four treatments and for a vine without any defolia-
tion. It shows both the model output and the observed data, which was estimated
from the average fruit fresh weight reported by Tombesi et al. (1993). These esti-
mates where calculated using a 15% dry matter content found by Tombesi et al.
(1993) (there were no significant differences in percentage dry matter between
treatments) and a conversion factor of 45% g C g−1 dry weight. The model
reproduces the considerable difference in fruit carbon content between the two
types of canes, especially for high levels of defoliation.
Figure 4.9: The average fruit carbon content for cane defoliation treat-
ments - (A) Model output for a simulation of defoliation treatments, showing the
effect on fruit carbon content for defoliated and undefoliated canes, and (B) esti-
mated average fruit carbon content for the experimental defoliation treatments by
Tombesi et al. (1993), assuming 15% dry matter and 45% g C per g dry weight.
4.4.3 Competition for carbon reserves in shoot growth
Early shoot growth in kiwifruit relies significantly on reserves, because carbon
acquisition by leaves is insufficient at that stage (Greer et al., 2003). To test
the sensitivity of shoot growth to reserves, Piller et al. (1998) performed girdling
experiments on parent canes to manipulate the amount of resources available to
the shoot. In one of the experiments, a single shoot was isolated within a girdled
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section of a parent cane two weeks after budbreak by removing all other shoots
within the section. Three treatments were applied: a girdle 1, 30 or 100 cm away
from the shoot towards the cane’s base, with a 1 cm girdle beyond the shoot
towards the cane’s tip in each case, resulting in 2, 31, and 101 cm total lengths
of the girdled section of cane attached to the shoot. These experiments can be
replicated using the kiwifruit model on a computer by simulating shoot growth
from a girdled cane.
For each girdling treatment, 50 simulations of shoot growth were performed
(see Figure 4.10). The only difference between the three sets of simulations was
the length of the parent cane, i.e., the amount of carbon available to a grow-
ing shoot was manipulated by changing the parent cane’s length. Each shoot
was assigned the same vigour, so the probability of growth cessation was only
modulated by resource availability.
Figure 4.10 shows the distribution of node number per shoot generated from
the simulations. For the 2-cm cane, the mean node number is 5.92 ± 0.2 standard
error. For the 31-cm cane, the mean is 18.18 ± 2.9, and, for the 101-cm cane, the
mean is 27.76 ± 2.4. Piller et al. (1998) reported that shoots with a 2-cm girdle
section were significantly shorter than controls. The shoots in the 31-cm girdle
section were not significantly different from controls, but the shoots in the 100-
cm girdle section were longer and showed a significant increase in growth rates
8 weeks after budbreak. Although a direct comparison between shoot lengths
from the data and node number distributions from the model is not feasible,
qualitatively the model is able to simulate the effect of carbon reserves on shoot
growth; growth is directly proportional to the amount of reserves available.
Greaves et al. (1999) investigated the effect of carbon reserve distribution
in parent canes on axillary shoot growth. One of their experiments showed how
growth of adjacent shoots is affected during the time of reserve dependence (when
net photosynthesis is smaller than supply from reserves). In this experiment, pairs
of shoots were isolated by applying two girdling treatments to parent canes one
week after budbreak. The two treatments differed by the location of the shoots in
the girdled section: (1) central location, the shoots were in the middle of the cane
(30 cm of cane on either side of the shoots), and (2) apical location, the shoots
were located towards the apical end of the cane (54 cm of cane before the basal
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Figure 4.10: The node number distribution for simulation of kiwifruit
shoots grown under three cane-girdling treatments, with the mean num-
ber of nodes ± standard error - For each simulation, a single shoot was grown
within a girdled section of cane of length 2, 31, or 101 cm. From Cieslak et al.
(2010a), c© 2010 IEEE.
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shoot and 6 cm after the apical shoot). They found that for both treatments the
shoot nearest the apical end of the cane had significantly less growth than the
basal shoot, with no significant effect resulting from the location of the pair (i.e.
central or apical) within the girdled section.
The functional-structural kiwifruit vine model presented here was used to
simulate this experiment as well. All the parameters were kept the same as in
the previous simulation of individual shoot growth from a girdled cane. For this
simulation two identical shoots were placed 15 cm apart on a 60 cm section of cane.
The vigour of each shoot was set to the same value so that the only difference
between the shoots was the radius of the cane section it was growing from, i.e.,
the amount of locally available reserves. Canes were treated as a sequence of
8 internodes with length set to 7.5 cm and radius set to 0.7 cm for the base
internode, which reduced linearly to 0.05 cm for the last internode.
Figure 11 shows the amount of structural carbon in vegetative components
of the two simulated shoots. On the centrally located shoot pair, growth of the
apical shoot was slowed down by competition for reserves from the basal shoot.
The simulation of an offset shoot pair showed a similar effect but the difference
was larger. Greaves et al. (1999) reported a significant difference in length of the
shoot pair for both the centrally located and offset shoots, with the basal shoot
being about 33 cm longer 20 days after girdling in both cases.
4.5 Discussion
A number of plant models are based on the common pool theory (Buwalda, 1991;
Letort et al., 2008), which does not account for topological distances between
sinks and sources of carbon. While useful for some purposes, the application
of this theory is not always possible, as some studies have shown that topolog-
ical distances play an important role in carbon allocation (Lacointe, 2000). In
kiwifruit, for example, Tombesi et al. (1993) have shown the importance of source-
sink distance for fruit weight, budbreak, and flower differentiation, when carbon
availability is reduced. Moreover, studies indicate that early kiwifruit shoot de-
velopment (before anthesis) is particularly sensitive to local carbon supply (Piller
and Meekings, 1997), and there is a highly plastic developmental response to
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Figure 4.11: Model output of the amount of structural carbon in veg-
etative components of a pair of identical shoots growing from a 60 cm
long section of a girdled cane in two locations - (A) in the centre of the cane,
and (B) offset to the apical end. In both cases, the shoots were 15 cm apart.
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trophic competition in fruiting shoots (Greer et al., 2003). Based on experimen-
tal data, Pallas et al. (2010) have shown the inadequacy of the common pool
theory for modelling this type of plastic response in grapevine development, and
suggested that a more suitable approach should include the topological distance
between sources and sinks. Our model satisfies this requirement, and is suitable
for modelling the types of responses seen in kiwifruit and grapevine.
4.5.1 Plasticity of kiwifruit architecture
A new aspect of the kiwifruit model is the inclusion of the plastic response of
shoot growth cessation to local carbon supply. The model of shoot develop-
ment was integrated with the carbon dynamics model to include effects of carbon
availability on metamer production. This method is similar to the one used by
Mathieu et al. (2008) except that, instead of a single variable (source-sink ratio)
controlling production of all metamers on the plant, in the current model the
fate of each apex is determined by carbon availability in its immediate vicinity.
Owing to this method, simulations of shoots growing from three different levels
of available reserves reproduced the expected response of shoots to local carbon
supply. Thus, the model reproduces the effect of resource availability on shoot
growth, and is capable of producing the observed patterns, such as those reported
by Piller et al. (1998).
Another aspect of the model is the inclusion of the vine’s architectural plas-
ticity as determined by species. The branching pattern of the vine is an emergent
property of the model, with the number of metamers on a shoot not predeter-
mined but resulting from the simulation. This is based on the assumption that
branching pattern emerges from the overall vigour of the parent cane and the
likelihood of shoot tip abortion during axillary bud outgrowth, which is species
specific. Using this feature, the shoot growth of two female Actinidia vines was
simulated by manually calibrating model parameters according to data collected
by Snowball (1997, Fig. 2) for the same species, resulting in a qualitatively similar
final node number distribution. Simulated distributions of axillary shoot types
along parent canes for A. chinensis were similar to those observed by Selezny-
ova et al. (2002). However, adjustment of the vigour function was required to
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improve representation of positional effects on branching. In the future, the ar-
chitectural parameters could be modified to further compare model output with
data for other Actinidia species (Snowball, 1997; Foster et al., 2007) or for effects
of rootstocks on shoot growth (Clearwater et al., 2006).
In this kiwifruit vine model, the fate of an axillary shoot (whether it remains
dormant, or develops into a short, medium or long shoot) is captured at the in-
dividual shoot level by modelling the physical state of the shoot apical meristem,
so the distributions of different shoot types along the parent cane and node num-
ber distributions for axillary shoots are emergent properties of the model. The
model differs from that of the peach tree model, L-PEACH, (Lopez et al., 2008)
and the apple tree model, MAppleT, (Costes et al., 2008) where the branching
patterns are modelled at a parent shoot level by specifying branching zones along
the parent shoots based on experimental data, resulting in the fates of axillary
shoots being largely predetermined by the branching zones they belong to. This
approach would be too restrictive for modelling shoot growth in kiwifruit, because
axillary bud fate is highly plastic and depends on environmental conditions and
horticultural manipulations (Foster et al., 2007; Clearwater et al., 2006).
4.5.2 Effects of horticultural manipulation
Orchard management practices for improving fruit size and quality may involve
changing the leaf-fruit ratio on the vine by optimising leaf distribution and fruit
exposure (Tombesi et al., 1993). The effects of reduced carbon availability and
topological distance, however, incur limits on these sink-source manipulations.
The experimental result of Tombesi et al. (1993) showed the limitations of this
management practice; when carbon availability in the vine is low, sinks like fruit,
take advantage of proximity to sources. In the model presented here, this effect
was taken into account through the use of a transport-resistance model of car-
bon allocation (C-TRAM), and the model was able to reproduce the reduction
in fruit size as observed by Tombesi et al. (1993, Fig. 1) for whole cane defolia-
tion treatments (Figure 9). Even with the limited knowledge of the mechanisms
underlying transport resistance in plants, our basic assumption that carbon flow
105
4. A FUNCTIONAL-STRUCTURAL KIWIFRUIT VINE MODEL
through an internode is modulated by the length and surface area of this intern-
ode was enough to reproduce the effect of source proximity on fruit size. Being
able to reproduce this kind of result demonstrates the model’s capability to in-
crease our understanding of transport resistance between sink and source and to
simulate some vine management practices.
Although only the effects of distance on major sinks, under reduced carbon
availability, were considered in the present model, other sinks, like buds during
flower evocation, are also affected by distance to sources during competition for
carbon (Tombesi et al., 1993). Including this effect in the model will be important
for further study of management practices over multiple years, since it means a
possible reduction in flowers for next season’s growth.
4.5.3 Sink competition
The kiwifruit vine model uses a mechanistic approach to modelling sink compe-
tition and growth under resource limitation. It is general enough to take into
account non-linear growth responses to temperature and carbon availability, and
organ growth rates for vegetative components of the vine are specified without
final sizes. Some models are based on the proportional allocation of resources
to sinks independent of the level of availability (Buwalda, 1991; Letort et al.,
2008), however, experimental data suggests this is not always the case, as there
is a hierarchy of sinks based on competitive ability to attract limited resources
(Wardlaw, 1990; Minchin et al., 1993). Our model is capable of capturing the
complex behaviour of sink competition for carbon, because the fraction of carbon
allocated to a sink depends on its type and the carbon concentration outside the
sink at its point of attachment to the transport pathway.
Due to this approach, the simulation of competition for carbon reserves be-
tween adjacent shoots (Figure 11) showed the capability of the model to produce
the observed difference in the growth rate of the two shoots (Greaves et al., 1999,
Table 2), but, it predicted a larger difference in structural carbon for the shoot
pair located towards the apical end of the cane. A simulation model that Greaves
et al. (1999) created to investigate the importance of carbon reserve distribution
in a single cane on axillary shoot growth, similarly predicted a larger difference in
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the shoot pair located at the apical end of the cane. There was a suggestion from
their data that a larger difference does occur, though a more thorough experiment
would need to be done to confirm this (Greaves et al., 1999).
4.5.4 Internode secondary growth
An additional feature of the current model, which was not illustrated in this paper,
is the mechanistic approach to modelling internode thickening. Secondary growth
of internodes is often represented using the pipe model (Shinozaki et al., 1964),
as a teleonomic approach (Thornley, 1999). In the alternative model used here,
long-term secondary growth is based on an absolute growth rate proportional to
internode surface area (similar to the model of Deleuze and Houllier (1997), and
to the model of Thornley (1999)). This is a mechanistic approach because only
the local carbon supply and intrinsic properties of each internode define secondary
growth.
4.6 Conclusion and future work
The functional-structural kiwifruit vine model described in this paper has been
successful in integrating existing knowledge on the architecture and carbon dy-
namics of a managed and mature vine with effects of the environment. As il-
lustrated by several simulations, it is able to simulate vine growth responses
qualitatively similar to those observed in biological experiments, demonstrating
its ability to mimic features of the vine’s growth and function. Our approach
was to formulate mechanistic hypotheses for modelling growth at an organ level
that would lead to output consistent with biological data at the plant level. This
resulted in a model that is primed for calibration and quantitative evaluation,
meeting our objectives of developing a robust kiwifruit vine model that allows for
in silico experiments testing our hypotheses of the behaviour of the real plant.
In the long term, the model will help in finding and testing new horticultural
management techniques, especially for new cultivars where the techniques have
not yet been established and the genotype growth habit may be largely unknown.
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At this stage the model parameters were set manually, but in the future, the
model needs to be calibrated with appropriate data and evaluated against exist-
ing experimental results. Such data will come from experiments similar to those
performed by Minchin et al. (2010) on sink behaviour during limited carbon sup-
ply. Then, the model will be used for identifying knowledge gaps and designing
experiments for obtaining the data essential for further model calibration and for
performing a sensitivity analysis. Once the kiwifruit vine model is calibrated, it
will be studied in a systematic manner by simulating the kiwifruit vine’s devel-
opment, and performing experiments that predict the behaviour of the system
under the influence of various parameters.
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Chapter 5
Integrating Aspects of
Functional-Structural Plant
Models using L-systems
5.1 Preamble
Unlike the previous two chapters, this one is not based on published results, but
is the first presentation of an extension to the L-system formalism for modelling
several aspects of plant function in one functional-structural plant model. It
provides more details on how the architectural and carbon dynamics aspects of
the kiwifruit vine model were integrated (see Section 4.3.1), and on how apical
dominance and biomechanics aspects can also be integrated into the model. The
motivation is to provide a convenient approach for integrating these types of as-
pects into L-system based models, and, ultimately, to develop an aspect-oriented
approach to functional-structural plant modelling.
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5.2 Introduction
A major challenge in functional-structural plant modelling is the integration of
more than one plant process into a single model, in particular, previously modelled
aspects of plant behaviour. Although it is possible to integrate these aspects
manually, it is tedious to rewrite the source code for every new model, and requires
many changes to the source code of existing models. One way to meet this
challenge is by providing programming constructs for easily incorporating more
than one previously modelled aspect into a single model. The aim of the work
presented in this chapter was to develop an approach for integrating models of
different aspects (at different spatial-temporal scales) into one FSPM using L-
systems, including exchange of information between aspects.
L-systems are the most widely used plant-modelling formalism (Fourcaud
et al., 2008; Vos et al., 2010), and make it possible to describe an indefinitely
growing linear or branching structure with a finite set of rules (Prusinkiewicz,
2009). For this reason, there are many existing L-system models that integrate the
developing structure of a plant with some aspect of its function, which include (to
name only a few): long-distance signalling, e.g., apical dominance (Prusinkiewicz
et al., 2009) and autoregulation of nodulation (Han et al., 2010); acquisition,
transport and allocation of carbon, e.g., a peach tree model (Allen et al., 2005;
Lopez et al., 2008) and a kiwifruit vine model (Cieslak et al., 2010a); bending
of branches due to external forces, e.g., a biomechanical model (Jirasek et al.,
2000; Taylor-Hell, 2005; Costes et al., 2008); and responses to pathogens or in-
sects (Hanan et al., 2002). How can these previously modelled aspects be easily
integrated into a single model using L-systems?
There are several L-system based programming languages which could be
used, but the most flexible one is the L+C language. It combines the C++
programming language with constructs inherent in L-systems, and extends the
L-system formalism in several ways (Prusinkiewicz et al., 2007b). Therefore, let
us first consider its current capabilities, and, then, propose an extension that
allows for easy integration of previously modelled aspects. Afterwards, to illus-
trate the new approach, a model of a kiwifruit shoot is presented that integrates
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previously modelled aspects of the shoot’s architecture with carbon dynamics,
apical dominance and biomechanics.
5.2.1 The L+C language
All of the key features of the L+C modelling language were presented by Kar-
wowski and Prusinkiewicz (2003), and updated by Prusinkiewicz et al. (2007b).
Among other things, L+C allows for typed module parameters (primitive and
compound data types), productions with multiple successors (e.g., through the
use of conditional statements in the productions), and, most significantly, fast
information transfer. These features make it more flexible than its predecessor,
the cpfg language.
In an L-system, plant components are represented by modules, which together
form a string representing the plant. In L+C, a module is declared using the
keyword module followed by a valid C++ identifier (e.g., a letter) (Karwowski
and Prusinkiewicz, 2003) and may have several parameters, with the parameter
type specified within the parentheses immediately following the declaration of a
module. For example,
struct data { float x, y; };
module Z(data, int);
where data is a compound data type consisting of two floating-point variables
(real numbers), and the module Z has two parameters: one is of type data and
the other is int (integer).
The initial L-system string is declared after the keyword axiom. At each
time step in a simulation, called a derivation step, rewriting rules specify how
a predecessor module is replaced by any number of successor modules. The
number of derivation steps to be performed is specified using the command
derivation length: N;, where N is an integer greater than zero. Although, by
definition, in an L-system all the modules are rewritten in parallel, in practice,
the string is rewritten one module at a time.
A rewriting rule is given by a predecessor followed by a colon (instead of a
right-handed arrow, as is usually written in an L-system), delimited by curly
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braces, with any number of produce statements denoting the possible successors
of that predecessor. Also, several rewriting rules may be arranged into subsets
using the keyword group, and one of these subsets may be invoked using the
predefined function UseGroup(n), where n is the group number. For instance,
StartEach:{UseGroup(1);}
EndEach:{}
// module declaration, as above
derivation length: 10;
data dataInit = {1.0, 2.0};
axiom: Z(dataInit,4);
group 1:
Z(a,b):
{
...update a.x, a.y, and b
if (b > 0)
produce Z(a,b);
else
produce;
}
where StartEach/EndEach are predefined control statements that are executed
at the beginning/end of each derivation step. The flexibility of L+C is that
the rewriting rules may contain any valid C++ constructs, such as conditional
statements. Furthermore, the rewriting rules may be context-sensitive, where the
module and its neighbouring modules are matched to the predecessor of the rule.
For example, the following rule is only matched when there is a left and right
neighbour
Z(aL,bL) < Z(a,b) > Z(aR,bR): {}
where the < and > symbols denote left-context and right-context, respectively, but
the predecessor does not necessarily need to include both of them. Some modules
may be ignored or only considered in the context by specifying a list of modules
at the start of the L-system using the keyword Ignore or Consider, respectively.
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These types of context-sensitive rules, combined with all the modules’ parame-
ters, are useful for simulating information transfer between neighbouring modules
in a developing structure. The only drawback is that it takes N − 1 derivation
steps to propagate information from one end to another in an N -element string
(Prusinkiewicz et al., 2007b). To accelerate the flow of information in one direc-
tion through the string, L+C includes a construct for fast information transfer,
where a module can refer to the newly produced state of one of its neighbours in
the current derivation step. This is only possible because the string is, in prac-
tice, rewritten sequentially (instead of in parallel) during a derivation step, so,
to use fast information transfer, the direction of the derivation must be set. For
instance, assuming acropetal flow up the plant, in the following rule
Z(aL,bL) << Z(a,b):
the values of the parameters in the module Z(aL,bL) are already up-to-date in
the current derivation step, instead of being from the previous derivation step,
as is the case in regular context-sensitive rules. A similar rule can be written for
basipetal flow as the following
Z(a,b) >> Z(aR,bR):
where, in both of these rules, the symbols << and >> denote new context. In
L+C, the direction of flow is set using the predefined function Forward() for
left-to-right derivation (acropetal), and Backward() for right-to-left derivation
(basipetal). This advancement in L+C provides a significant speed up for simu-
lating propagation of hormones, resources and mechanical forces through a plant,
however, it is difficult to integrate more than one such aspect of plant function
into a single model (Prusinkiewicz et al., 2007b). Now, let us examine the pro-
posed extension to L+C that makes this possible.
5.3 Extending L+C: A modules of modules ap-
proach
In the L-system based language L+C, there are two common ways to represent
components of the developing plant structure using modules. The first is the most
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standard way, where a separate module is used for each component: Internode(),
Leaf(), Fruit(), etc. This approach has the disadvantage that aspects shared
among all modules must be specified separately for each module, even if the
implementation is exactly the same. For example, the code for increasing the age
of an organ must be repeated in several rules as follows
Internode(age): { produce Internode(age+DT); }
Leaf(age): { produce Leaf(age+DT); }
...etc.
where age is the chronological age of the organ and DT is a user-defined time
step. Thus another approach can be used, where a single module represents all
the different types of components, with one of its parameters defining the type,
e.g., an S(i) module with parameter i giving the type: internode, leaf, etc. The
advantage of this approach is that computations common to all modules can be
specified with only one rule. For example, increasing the age of an organ can be
done in one rule as follows
S(i,age): { produce S(i,age+DT); }
where age and DT are defined as before. Although this example is trivial, some
computations can be much more complex, such as advanced numerical integra-
tion techniques. The disadvantage of this approach is that component specific
rule processing must be done manually using a conditional statement within a
rewriting rule. For example, the above rule would change to the following
S(i,age):
{
if (i == internode)
{ ...perform internode specific tasks }
else if (i == leaf)
{ ...perform leaf specific tasks }
else ...etc.
produce S(i,age+DT);
}
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where the types of components can be defined using an enumeration in C++.
This approach is, potentially, very tedious depending on the number of compo-
nent types, and seems to be contrary to the natural operation of the L-system
formalism, where different modules are used to represent different components
and the L-system simulator performs the rule matching automatically. The ad-
vantages and disadvantages of these two approaches are the exact opposites of
one another, i.e., no generic rules but automatic component-based rule matching
or generic rules but manual component-based rule matching. Therefore, let us
consider an L+C extension that takes advantage of both approaches.
To integrate different aspects of plant function in a single model, the pro-
posed extension is to use pseudo-L-systems or pL-systems (Prusinkiewicz, 1986)
combined with sets of productions (groups in L+C) that only consider modules
specific to an aspect. In a pL-system, the number of modules of the strict pre-
decessor in a rewriting rule may vary, as opposed to in a regular L-system were
only one module is allowed. This flexibility in defining predecessors allows us to
define components of the developing plant structure as a collection of modules,
together forming one multi-module. The different modules in such a collection
can be used to represent different aspects of the same component in a plant, and
rewriting rules can then be defined to only apply to those modules, i.e., define an
L+C group per aspect. For example,
int whichGroup = 1;
StartEach: { UseGroup(whichGroup); }
EndEach: { whichGroup = (whichGroup == 1) ? 2 : 1;}
module Internode();
module Leaf();
module S(float);
derivation length: 20;
axiom: Internode() S(0.1) Leaf() S(0.1);
group 1:
Internode() S(age):
{
if (age > 10)
produce;
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else
produce Internode() S(age);
}
Leaf() S(age):
{
if (age > 5)
produce;
else
produce Leaf() S(age);
}
group 2:
S(age): { produce S(age+DT); }
where Internode() S() and Leaf() S() are multi-modules representing an in-
ternode and a leaf, respectively. In group 2, the task of increasing the age of
each organ (regardless of type) is performed by a rule using the module S(). In
group 1, the age of each organ determines when it will die depending on its type.
In this case, the Internode() and Leaf() modules can be considered to be the
root module of the multi-module, as they are used to distinguish one collection
of modules from another.
The rewriting rules in the example given above are context free, but if this
were not the case, an additional construct is needed to consider/ignore only the
modules in the context appropriate for the aspect under consideration. For ex-
ample, if the S() module was used to propagate some signal s from right to left
(basipetally down the plant), as in the following rule
S(age,s) >> S(ageR,sR): { produce S(age+DT,sR); }
where s is replaced by sR from the module’s right neighbour, then the rule can not
be matched by the L+C simulator, lpfg, as there are Internode() and Leaf()
modules in-between the S() modules. The simplest solution then is to use the
L+C statement Consider: S; at the start of the L-system and ensure that only
S() modules are considered in context-sensitive rules. Since the current imple-
mentation of L+C only allows for one (global) list of modules to consider/ignore
in context-sensitive rules, applying this solution is not possible in the case of
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more than one module requiring a context-sensitive rule. For this reason, L+C
and the simulator lpfg were extended to include separate lists of modules to con-
sider/ignore per group, which takes precedence over the global list of modules.
These new lists of modules are specified in exactly the same way as the global
one using the keywords Consider: or Ignore:, but are written after a group
statement and only apply to the rules within that group.
This approach using a collection of modules, or modules of modules, to repre-
sent components of the plant has both advantages of the two currently available
approaches in L+C: generic rewriting rules for particular aspects and automatic
component-based rule matching. Figure 5.1 shows a schematic of how multi-
modules relate to the current approach used in L+C. Since the examples given in
this section are very simple, let us now consider modelling a kiwifruit shoot that
integrates several non-trivial aspects.
5.4 Integrating several aspects into a kiwifruit
shoot model
To demonstrate the new approach, a kiwifruit shoot model is presented that in-
tegrates architectural development with carbon dynamics, apical dominance, and
biomechanics, using a modules of modules approach. It is based on already exist-
ing models of these aspects, so the aim here is to show how these existing models
can be integrated into one model without major changes. For simplicity’s sake,
the amount of carbon acquired by a leaf through photosynthesis is approximated
by a user-defined function, however, a better estimate could be made by using
open L-systems with a suitable light environment simulator (Cieslak et al., 2008)
(see Chapter 3).
5.4.1 Architectural aspect
A kiwifruit shoot develops from a mature first-order axillary bud on a parent
cane, i.e., the current season’s shoot originates from an axillary meristem of the
previous season (Foster et al., 2007). The axillary bud on this cane initiates
a set number of preformed metamers before winter dormancy. In spring, after
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Figure 5.1: A schematic representation of the modules of modules ap-
proach - In an L-system, a structure consists of a string of modules, with each
one representing a component of the structure. A module’s variables are related
through equations within the module itself and between neighbouring modules
through context (a, redrawn from Figure 4 by Prusinkiewicz (2009)). In the mod-
ules of modules approach, using pL-systems and sets of productions, a structure is
represented by a string of multi-modules, which consist of a collection of modules
(b, shown with two modules per multi-module). Since the multi-modules are the
same across the whole string, the variables from within the individual modules are
related to each other as before in the regular L-system, but this is only possible
because the L+C language was extended to include separate lists of modules to
consider/ignore for each L+C group. Thus, two (or more aspects) of the develop-
ing structure are represented independently by the modules of modules approach,
and, in addition, information exchange between aspects can occur through modules
within a multi-module.
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budbreak, many of the shoots terminate growth and the shoot apex aborts be-
fore most of these preformed metamers expand. For the remaining shoots, the
preformed metamers expand, the shoot apical meristem initiates new metamers
(neoformation), and growth continues until the end of the season. The rate
of metamer appearance corresponds to the time interval between successive ap-
pearance of leaves (phyllochron), which is modulated by temperature and other
factors.
For the kiwifruit vine, Cieslak et al. (2010b) modelled shoot development as a
stochastic process, where the physical states of a shoot apex were represented by
states in a discrete-time Markov chain. The process was then simulated using an
L-system based modelling platform (Prusinkiewicz et al., 2000b), where modules
in the L-system represented various components of the shoot. In the L-system
language, L+C (Karwowski and Prusinkiewicz, 2003), these modules are defined
as
module Apex (int node, float vigour);
module AxBud (int node, int order);
module Internode (int node, float length, float radius);
module Leaf (int node, float area);
module Fruit (int node, float volume);
All these modules have in common a parameter for the node number along the
shoot, but each module also has a parameter describing an attribute of a shoot
organ. For instance, the vigour of an apex, order of an axillary bud (1 = parent
cane, 2 = axillary shoot), length and radius of an internode, area of a leaf, and
volume of a fruit. To simulate the development of a kiwifruit shoot, the L-system
begins with an axillary bud
axiom: AxBud(1,1)
with its node number set to 1, assuming it is on a parent cane of order 1. Then, the
rewriting rules for production of organs are specified in an L+C group, DEVELOP,
given by
group DEVELOP:
Apex(node,vigour):
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{
if (...produce new metamer )
produce Internode(node,0,0)
SB() Leaf(node,0) EB()
SB() AxBud(node,2) EB()
Apex(node+1,vigour);
else if (...shoot tip aborts )
produce Apex(node,0);
else
produce Apex(node,vigour);
}
AxBud(node,order):
{
if (order == 1) // if parent cane
produce ...preformed metamers Apex(1,SetVigour(node));
else if (order == 2) // if axillary shoot
{
if (...reproductive bud )
produce Fruit(node,0);
else if (...dormant bud )
produce AxBud(node,order);
else // an axillary shoot starts to grow
produce Apex(1,SetVigour(node));
}
}
Internode(node,length,radius):
{
...update length and radius
produce Internode(node,length,radius);
}
Leaf(node,area):
{
...update area
produce Leaf(node,area);
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}
Fruit(node,volume):
{
...update volume
produce Fruit(volume);
}
In the first rule, an apex may produce a new metamer, or it may abort, or it
may remain dormant, depending on certain conditions (e.g., its age). A metamer
consists of an internode, a leaf, and an axillary bud, with the latter two considered
to be in a lateral position. An axillary bud on a parent cane will produce a number
of preformed metamers and an apex, with the apex’s vigour set by a user-defined
function based on the axillary bud’s node number. An axillary bud on an axillary
shoot is reproductive if its node number is between 6 and 12 and may therefore
produce a fruit; otherwise, it will remain dormant until apical dominance is lost, in
which case, it will start to grow. The growth of internodes, leaves, and fruit could
be defined empirically, but, instead, let us incorporate an aspect that models the
growth of an organ based on carbon availability.
5.4.2 Carbon dynamics aspect
Prusinkiewicz et al. (2007a) presented an algorithm for simulating the acquisition,
transport, and partitioning of carbon within a plant based on an analogy between
pressure-driven flow and current flow in an electric circuit, originally developed
for a FSPM of a peach tree (Allen et al., 2005). Their L-system implementation
of this carbon transport-resistance allocation model (C-TRAM) was given in a
compact manner, and shows the benefit of L-system-based models; the automatic
updating of the system of equations (representing flow of carbon in the plant)
as the structure develops. In their algorithm, each metamer was modelled as a
conduit element, representing an internode, with a sink or source element attached
at its distal end, representing a lateral organ such as a fruit or a leaf.
The essence of C-TRAM is to compute the concentration and flow rates of all
the sinks and sources within the plant based on the resistances between them.
This allows the estimation of the carbon content of a single sink or source over
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time starting with some initial value. For example, it can be used to solve the
following equation for a sink
ds
dt
= f(c, . . .)Gmax(. . .), (5.1)
where ds/dt is the flow of carbon into the sink, c is the concentration outside the
sink in the transport pathway, and s is the carbon content of the sink. The func-
tion, f(c, . . .) captures the sink’s response to resource limitation, and Gmax(. . .)
is the sink’s maximum potential growth rate. These two functions are set by the
user and were described for kiwifruit by Cieslak et al. (2010b) (see Section 4.3.4).
In the L+C implementation of C-TRAM, the concentration and flow rate is
computed in three phases (or in three L+C groups): the first reduces the system
of equations down to one for which the carbon concentration is known, the second
calculates concentrations in subsequent elements based on the neighbouring ones,
and the third updates the carbon flow equations based on those concentrations.
The first phase was coined by Prusinkiewicz et al. (2007a) as folding and the sec-
ond as unfolding, because, metaphorically speaking, the network of sink/source
elements are folded into one element, and, then, unfolded back into the original
network. Application of these phases is only possible when f(c, ...) is a linear func-
tion of c, otherwise, if f(c, ...) is non-linear, another step must be implemented to
solve the equations using linear approximations (the Newton-Raphson method).
In that case, there are four phases: linearisation, folding, unfolding, and update
flow, which are applied iteratively, in this sequence, until the cumulative error in
the carbon flow of all sinks/sources (given the estimated carbon concentration c)
has fallen below a user-defined threshold. The whole process is described more
precisely by Prusinkiewicz et al. (2007a).
For the shoot model presented here, the definition of a module describing a
sink or source is slightly modified from the one proposed by Prusinkiewicz et al.
(2007a), so that physical and physiological characteristics of a metamer are not
included in its definition. The following L+C code captures such an element.
struct SinkSourceData
{
float c; // carbon concentration outside the sink/source
122
5.4 Integrating several aspects into a kiwifruit shoot model
float dsdt; // flow of carbon into the sink or out of the source
float s; // the carbon content of the sink/source
float r; // resistance to flow past the sink/source
// ...other variables needed for computation
}
module S(SinkSourceData);
This definition differs from the one given by Prusinkiewicz et al. (2007a), because
the names of the members of the data structure are not given in terms of electric
circuits (e.g., float c; for carbon concentration instead of float v; for voltage
potential in the circuit). Ultimately, this module will be used to represent a part
of an organ’s physiology, such as a growth sink or a maintenance respiration sink.
A skeleton of the L-system rules for folding and unfolding is given here to
provide an idea of how C-TRAM works. The point is to show that these rules
can be incorporated into the shoot model without changing them from the speci-
fication of Prusinkiewicz et al. (2007a), except a new rule is added to account for
branching points at pruned locations on the shoot and the order of the rules is
reversed. After linearising the equations (e.g., those of the form given in Equation
5.1), the algorithm proceeds by applying the L-system rules for reducing the sys-
tem of equations representing carbon flow, i.e., folding the sink/source elements,
backwards from right to left through the string. These rules, contained within
the L+C group FOLDING, may be written as
group FOLDING:
S(sd) >> SB() S(sdr2) EB() S(sdr1):
{
...reduce equations from three sink/source elements into one,
where sdr2 is a branching element enclosed
by the SB (start branch) and EB (end branch) modules
produce S(sd);
}
S(sd) >> SB() S(sdr) EB():
{
...reduce equations from two elements into one,
where sdr is a branching element
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produce S(sd);
}
S(sd) >> S(sdr):
{
...reduce equations from two sink/source elements into one
produce S(sd);
}
S(sd):
{
...start folding process (no need to reduce equation)
produce S(sd);
}
The first and second rules handle branching points, with three elements or two
elements, respectively. Note, this rule is applied even if there is more than one
sink/source element within the branch (i.e. within SB()...EB()), because, in the
L+C language, the remainder of the lateral branch is implicitly ignored (Kar-
wowski and Lane, 2007). The third rule handles consecutive elements that do
not include a branching point. In these first three rules, equations from the
sink/source elements are reduced to just one using theorems for calculating equiv-
alent circuits in a linear electric circuit (Prusinkiewicz et al., 2007a). The last rule
is used to begin the process of solving the carbon flow equations, and only applies
to the most distal element of each axis. The order of the rules is important, since
the last rule should only apply to the very last S module in the string or to one
at the end of a branch. In the original implementation by Prusinkiewicz et al.
(2007a), this was accomplished by associating an end type parameter with the
modules at the end of a branch, but, here, it is done by taking advantage of the
order of the rules.
After the folding step, C-TRAM applies the rules for calculating the carbon
concentrations of each sink/source element, i.e., unfolding the elements, forward
from left to right through the string. These rules, contained within the L+C
group UNFOLDING, may be written as
group UNFOLDING:
S(sdl) << S(sd):
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{
...compute carbon concentration of current element, sd,
from sink/source element to the left, sdl
produce S(sd);
}
S(sd):
{
...start unfolding process
produce S(sd);
}
The first rule handles consecutive elements in the string, while the second rule
is only applied to the very first element in the string (once again, the order of
these rules is important to ensure correct rule matching). A branching rule is not
necessary, as left context in an L-system is matched irrespective of the possible
branching points in the structure. The carbon concentration of each sink/source
element is computed from its left neighbour’s carbon concentration based on
theorems for calculating equivalent circuits in a linear electric circuit, similarly
as before for the folding process (Prusinkiewicz et al., 2007a).
The carbon flow equations can be updated with the newly computed carbon
concentrations based on a formula equivalent to Ohm’s law for electric currents
(Prusinkiewicz et al., 2007a). This is done in a separate group from folding and
unfolding, which is implemented as the following
group UPDATEFLOW:
S(sd):
{
...update carbon flow for this sink/source element, sd
...calculate difference between previous and current flows
...accumulate this difference in a global variable
produce S(sd);
}
where the globally defined variable is initialized to zero before the folding process
starts, and is the sum of the absolute values of differences between the previous
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and current flows from all elements. If the error is not sufficiently small, the
carbon concentrations and flows of the sink/source elements are re-estimated in
another iteration of the algorithm using the newly updated values, thus, con-
stantly improving the estimate.
Now, the challenge is to integrate C-TRAM with the kiwifruit shoot model
started in Section 5.4.1, without making any significant changes to the algorithm.
In particular, we do not want to change the SinkSourceData structure, so that
the rules for folding and unfolding do not have to change.
5.4.3 Integration of architecture and carbon dynamics
The L-system implementation of the carbon transport-resistance algorithm pro-
posed by Prusinkiewicz et al. (2007a) uses one module to represent a metamer.
Unfortunately, there are two drawbacks to this approach: (1) the data structure
representing the metamer contains all possible members describing features of
different organ types, even if the organ is not present, and (2) the representation
of a metamer with more than one sink or source element is not possible, unless the
data structure is changed and the rules for folding and unfolding are changed to
account for this. This second drawback is especially difficult to address if any of
the elements are represented by non-linear equations, since a suitable numerical
method would be required to solve them. That is, it would require the applica-
tion of the Newton-Raphson method on the elements within the metamer itself
before application of the same method to all the metamers. Here, an alternative
approach is proposed which avoids these drawbacks.
The proposed solution is to use the modules of modules approach, and repre-
sent the kiwifruit shoot at two different spatial scales: at the organ scale and
at the sink/source scale. For example, a module Internode(), representing
an internode, and a module S() representing a sink/source would be combined
to form a multi-module Internode() S(). One benefit is that any number of
S() modules can be combined with an Internode() module to form a multi-
module representing several components of the organ’s physiology (e.g., primary
growth and secondary growth) Figure 5.2 shows a schematic representation of
a metamer, where this idea is applied. Rewriting rules for these multi-modules
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can be used to facilitate communication between the two spatial scales, so that,
for instance, the physical properties of an organ can be updated based on its
associated sinks/sources.
Figure 5.2: A schematic representation of a metamer at two spatial-
scales - (a) the organ scale. (b) the sink/source scale. The sink element represents
the size of its corresponding organ in units of structural carbon, the source element
represents the amount of carbon acquired from photosynthesis, and the sink-source
element represent carbon reserves in an internode.
To integrate C-TRAM with the kiwifruit shoot model from Section 5.4.1,
pL-systems are used to combine S() modules with the already existing ones
(Internode(), Leaf(), etc.). In the axiom, the axillary bud on a parent cane is
combined with a sink element, written as the following
axiom: AxBud(1,1) S(sdInit);
where sdInit is as an initial value for the SinkSourceData structure. In this
case, sdInit is set so that carbon does not flow into the sink, but, in general,
setting this value depends on the type of sink/source element.
Next, the S() modules must be integrated with the development of the shoot
structure, because if an apex produces a new metamer, the appropriate sinks/sources
must also be produced, and the growth of organs must be based on carbon avail-
ability. The L+C group, DEVELOP, changes to the following
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group DEVELOP:
Apex(node,vigour) S(sd):
{
if (...produce new metamer )
{
...initialize sink/source data
...for an internode, set sdI1, sdI2, and sdI3
...for a leaf, set sdL1, sdL2, and sdL3
produce Internode(node,0,0) S(sdI1) S(sdI2) S(sdI3)
SB() Leaf(node,0) S(sdL1) S(sdL2) S(sdL3) EB()
S(sdInit)
SB() AxBud(node,2) S(sdInit) EB()
Apex(node+1,vigour) S(sd);
}
else
produce Apex(node,vigour) S(sd);
}
AxBud(node,order) S(sd):
{
...same rules as in previous declaration, except
addition of S() modules following Fruit() and Apex()
produce AxBud(node,order) S(sd);
}
Internode(node,length,radius) S(sd1) S(sd2) S(sd3):
{
...update internode sink size, sd1, and resistance, sd1.r
...update internode maintenance, sd2
...update internode reserves, sd3
...update internode length and radius based on sink size, sd1
produce Internode(node,length,radius) S(sd1) S(sd2) S(sd3);
}
Leaf(node,area) S(sd1) S(sd2) S(sd3):
{
...update leaf sink size, sd1
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...update leaf maintenance sink, sd2
...update carbon acquired through photosynthesis, sd3
...update leaf area based on sink size, sd1
produce Leaf(node,area) S(sd1) S(sd2) S(sd3);
}
Fruit(node,volume) S(sd1) S(sd2):
{
...update fruit sink size, sd1
...update fruit maintenance sink, sd2
...update fruit volume base on sink size, sd1
produce Fruit(node,volume) S(sd1) S(sd2);
}
The major change here is that all the rules in this L+C group no longer use a
strict predecessor, and the number of S() modules depends on the number of
sinks/sources associated with an organ. To simplify the description, the apex
and axillary bud do not accumulate carbon, so the only changes to the rules in-
volving those organs are the addition of sink/source elements. For example, if the
Apex() modules produces a new metamer within a derivation step, the appropri-
ate sink/source elements must also be produced. The internode will be coupled
with two sinks, one for growth and another for maintenance respiration, and one
sink-source element for synthesis and hydrolysis of carbon reserves. The leaf will
be coupled with a sink for growth and another for maintenance respiration, and
a source of carbon from photosynthesis. Resistance to carbon flow between the
various sinks and sources of a single metamer is set to zero, but resistance to
flow throughout the whole shoot structure is set by the internodes. This is done
by setting the r member of the SinkSourceData structure in the first sink of an
internode, according to its length and radius. The last three rules are used to
update the amount of carbon accumulated in the sinks and the amount remaining
in the sources. This is done by applying the forward Euler method to numerically
integrate the carbon flow into a sink or out of a source. For a sink/source element
with the associated data structure sd, the integration is written as
sd.s = sd.s + sd.dsdt * DT;
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where DT is the time step size. Its value is set by the user as a compromise between
the accuracy and speed of computation. Finally, to handle multiple branching
points for the folding/unfolding steps of C-TRAM, an inert sink is placed in
between branches, e.g., SB() ... EB() S(sdInit) SB() ... EB(), as this was
the simplest way to handle multiple branching points in L+C.
The next step in integrating C-TRAM is to include the folding and unfolding
phases of the algorithm. By specifying the L+C command
consider: S;
at the beginning of the FOLDING and UNFOLDING groups, only S() modules will be
matched in context-sensitive rules. That way these two groups from Section 5.4.2
do not change at all, as L+C will ignore all modules except S() in rule matching.
More importantly, solving the non-linear equations for carbon flow only requires
a single application of the Newton-Raphson method for all sinks/sources in the
model.
The final step of integration is to linearise the equations representing flow of
carbon into a sink or out of a source. This is done in a new group, LINEARISE,
which updates the equations for carbon flow depending on sink/source type. It
is necessary to have a separate linearise phase, so that information exchange can
occur between sinks/sources at the local level within one plant component (e.g.,
a maintenance sink can query a primary growth sink for its size). The technique
for linearising these equations is given by Prusinkiewicz et al. (2007a).
To complete the integration of C-TRAM into the kiwifruit shoot model, the
UPDATEFLOW group can be added without any changes. Figure 5.3 shows the flow
of computational phases for the whole model presented in this section. There
are four phases implemented in L+C groups: the DEVELOP group handles pro-
duction of new metamers and growth of organs based on carbon availability,
the LINEARISE group begins the application of the Newton-Raphson method
by linearising the carbon flow equations for sinks and sources, and the FOLD,
UNFOLD, and UPDATEFLOW groups solve the system of equations representing the
carbon concentration and flow throughout the structure. After application of the
UPDATEFLOW group, the accumulated error of the linearisation is checked, and if it
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is within a specified threshold, the development of the shoot continues; otherwise,
the Newton-Raphson method is applied again.
Figure 5.3: The flow of computational phases for the kiwifruit shoot
model, combining development of the shoot with C-TRAM - Each phase
is implemented as an L+C group, with one phase applied during an L-system
derivation step. Rule matching in each phase is done by scanning the string from
left to right, except for in the folding phase, where scanning is from right to left.
Figure 5.4 shows a visualisation of the model at two spatial scales. The L-
system rules in the DEVELOP group apply to the modules defined at the organ
scale (visualised in Figure 5.4a) and the rules for C-TRAM apply to the modules
defined at the sink/source scale (visualised in Figure 5.4b). This shows that the
approach proposed here allows for multi-scale modelling using L-systems. Now,
let us investigate the capabilities of this approach even further by extending the
shoot model with another aspect.
5.4.4 Adding a signalling mechanism
To show how the kiwifruit shoot model can be extended with a new aspect,
let us consider the process of apical dominance in the shoot. Specifically, the
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Figure 5.4: Visualisation of the kiwifruit shoot model at two scales: (a)
organ scale and (b) sink/source scale - A close-up of the sinks/sources of the
first six metamers is shown in the inset. Elements belonging to an internode are
coloured blue, to a leaf are green, to a fruit are brown, to a flower are white, to
an apex or axillary bud are yellow, and to an inert element are magenta. The
different types of sinks/sources are represented by the following symbols: circle for
growth sink, diamond for maintenance sink, triangle for apex/bud sink, square for
leaf source, pentagon for reserves, and (star) pentagram for an inert sink.
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inhibition of lateral bud activation by the shoot apex, and the outgrowth of
axillary buds upon removal of the apex (Cline, 1991). Different hypotheses have
been proposed to account for the effect of apical dominance on the control of
branching (addressed by Dun et al. (2009) from a modelling prospective). One of
these hypotheses, the auxin transport hypothesis, proposes that active basipetal
transport of the plant hormone auxin down the main stem controls outgrowth of
buds through competition between apices for auxin transport in the main stem
(Bennett et al., 2006).
Based on this hypothesis, Prusinkiewicz et al. (2009) developed a computa-
tional model to explain apical dominance using an auxin transport switch. In
their model bud activation is regulated by auxin flux; if the auxin efflux from a
lateral bud surpasses a fixed threshold, the bud becomes active. This relies on the
positive feedback between auxin flux and PIN protein polarization of active auxin
transport, and assumes that the interplay between them can be integrated from
the cellular level to the metamer level (Sachs, 1991). Prusinkiewicz et al. (2009)
presented auxin flux from metamer i to metamer j as the following equation
Φi→j = Tai[PINi→j]− Taj[PINj→i] +D(ai − aj), (5.2)
where ai is auxin concentration, PINi→j is the concentration of PIN proteins
actively transporting auxin from metamer i to j, T is a polar transport coefficient,
and D is a diffusion coefficient. The change in PINi→j concentration depends
on the flux Φi→j, where auxin flux drives PIN allocation to the face of metamer
i neighbouring metamer j. It was given as
d[PINi→j]
dt
=
 ρi→j
Φni→j
Kn + Φni→j
+ ρ0 − µ[PINi→j] if Φi→j ≥ 0
ρ0 − µ[PINi→j] if Φi→j < 0
, (5.3)
where ρi→j is the maximum PIN allocation rate dependent on auxin flux, ρ0 is
the base PIN allocation rate independent of auxin flux, µ is PIN turnover rate,
and K and n are coefficients in the Hill function used to capture PIN allocation
(Prusinkiewicz et al., 2009). The change in auxin concentration within metamer
i can be given by the following
dai
dt
=
∑
j
Φj→i + σ(H − ai)− νai, (5.4)
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where σ is the auxin production rate, H is the target auxin concentration, and
ν is the auxin turnover rate. This equation is slightly different from the one
presented by Prusinkiewicz et al. (2009), because the metamer volume and area
of the face adjoining two metamers are not explicitly included in the equation. In
this version, both of these values are just assumed to be equal to one. Lastly, the
model assumes auxin production only occurs within terminal and lateral apices
(otherwise, σ = 0).
Prusinkiewicz et al. (2009) did not give the source L+C implementation of
their apical dominance model, but here is a description of how it could be imple-
mented. Since this will be integrated into the kiwifruit shoot model, it is easier
to model the flow of auxin from apices through internodes instead of through
metamers, as was done by them. First, a module that handles auxin transport is
defined as
struct AuxinData
{
float a; // auxin concentration
float pin; // PIN concentration
float efflux; // auxin flux out of an apex/internode
};
module A(AuxinData ad);
where ad is a variable of the AuxinData structure, and the module can be as-
sociated with either an apex or internode component. Next, the rules for auxin
diffusion and basipetal polar transport down a shoot are defined in a L+C group
as follows:
group AUXINFLOW:
consider: A;
// 1. module with left and right neighbours, and lateral
A(adL) < A(ad) > SB() EB() SB() A(adLAT) EB() A(adR):
{
...compute diffusion between this module and three neighbours
...compute polar transport from right and lateral neighbour
...compute polar transport to left neighbour
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...update auxin efflux, and auxin and PIN concentration
produce A(ad);
}
// 2. module with left neighbour and lateral, but none on right
A(adL) < A(ad) > SB() EB() SB() A(adLAT) EB():
{
...compute diffusion between this module and two neighbours
...compute polar transport from lateral neighbour
...compute polar transport to left neighbour
...update auxin efflux, and auxin and PIN concentration
produce A(ad);
}
// 3. module with left and right neighbour, but no lateral
A(adL) < A(ad) > A(adR):
{
...compute diffusion between this module and two neighbours
...compute polar transport from right neighbour
...compute polar transport to left neighbour
...update auxin efflux, and auxin and PIN concentration
produce A(ad);
}
// 4. terminal or lateral module
A(adL) < A(ad):
{
...compute diffusion between this module and left neighbour
...compute polar transport to left neighbour
...update auxin efflux, and auxin and PIN concentration
produce A(ad);
}
// 5. module at base of shoot/plant (major auxin sink)
A(ad) > A(adR):
{
...compute diffusion between this module and right neighbour
...update auxin efflux, and auxin and PIN concentration
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produce A(ad);
}
In all of these rules, a module’s left neighbour corresponds to the first adjoining
component (internode, apex or axillary bud) in the basipetal direction and its
right neighbour corresponds to the first adjoining component in the acropetal
direction along the shoot. There are five possibilities that must be handled by
the rules in this group: the first rule applies to the modules that have left,
right and lateral neighbours, the second rule applies to modules with left and
lateral neighbours (e.g., when the shoot is pruned, this matches the first internode
immediately below the cut), the third rule applies to modules with no lateral
neighbours, the fourth rule applies to terminal or lateral modules (where the
shoot apices are located), and the fifth rule only applies to the first module in the
string. Within each rule, the auxin and PIN concentrations of each component
are updated by numerically solving Equations 5.3 and 5.4 using the forward
Euler method with a time step of 0.1. Diffusion of auxin occurs between all
components, but polar transport only occurs in the basipetal direction. Note,
in the first two rules, an extra set of branch modules (SB() EB()) enclosing a
leaf must be included to ensure a match, as this is the simplest way to handle
multiple branching points in L+C.
This model of auxin flow from apices through internodes, implemented in
the L+C group AUXINFLOW, can be integrated into the kiwifruit shoot model by
placing an A() module after each Apex(), AxBud(), and Internode() module.
First, the axiom is updated to the following
axiom: AxBud(1,1) A(adInit) S(sdInit);
where the variable adInit initializes the auxin data. Then, the control flow
of computational phases (shown in Figure 5.3) is changed to include the new
AUXINFLOW group (see Figure 5.5). This implementation assumes that the time
step for the carbon dynamics and auxin flow aspects are the same (i.e. DT =
0.1), but this is only for convenience. In order to have different time steps, an
additional L+C group could be implemented that performs the forward Euler
step for each aspect. Using a common time step, however, only requires updating
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the DEVELOP group by placing an A() module within the predecessors of the rules
involving the three related modules, as follows:
group DEVELOP:
Apex(node,vigour) A(ad) S(sd):
{
...same calculations as in previous declaration
but, in addition, update production of auxin, ad.a
if (...produce new metamer )
{
...initialize auxin data for lateral, adInit
produce Internode(node,0,0) A(ad) S(sdI1) S(sdI2) S(sdI3)
SB() Leaf(node,0) S(sdL1) S(sdL2) S(sdL3) EB()
S(sdInit)
SB() AxBud(node,2) A(adInit) S(sdInit) EB()
Apex(node+1,vigour) A(ad) S(sd);
}
else
produce Apex(node,vigour) A(ad) S(sd);
}
AxBud(node,order) A(ad) S(sd):
{
...same as before, except for the following change:
if (ad.efflux > EFFLUX_THRESHOLD)
produce Apex(node,1) A(ad) S(sd);
else
produce AxBud(node,order) A(ad) S(sd);
}
Internode(node,length,radius) A(ad) S(sd1) S(sd2) S(sd3):
{
...update carbon dynamics as before
produce Internode(node,length,radius) A(ad)
S(sd1) S(sd2) S(sd3);
}
...the remaining rules do not change
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When an apex produces a new metamer, an A() module is placed following the
Internode() module and the variable containing the auxin data is copied from
the apex (so the auxin and PIN concentrations remain the same). A new A()
module is placed following the axillary bud with the auxin data initialized using
the variable adInit. The most substantial change is within the rule for axil-
lary bud development, where if the auxin efflux is greater than some predefined
threshold, the bud is activated and will start to produce new metamers.
Figure 5.5: The flow of computational phases for the kiwifruit shoot
model, updated to include control of branching by apical dominance -
In addition to updating the amount of accumulated carbon per sink, the DEVELOP
phase is used to compute the production of auxin in apices and to check for lat-
eral bud activation. The AUXINFLOW phase computes auxin diffusion and active
basipetal transport through the shoot.
Figure 5.6 shows a visualisation of the kiwifruit shoot model and the apical
dominance model. To show how decapitation of the shoot activates a lateral,
several steps of the simulation are shown over time. The model parameters for
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auxin flow were set exactly as in the simulation of decapitation experiments by
Prusinkiewicz et al. (2009, Figure 2G-H), but the polar transport coefficient, T ,
was set to 2.5 instead of 2. The reason for the change was that, unlike in their
simulation, the value of T = 2 caused more than one lateral bud to be activated.
Thus, T = 2.5 was chosen to ensure that only one lateral grows after the shoot
is pruned, as has been observed for kiwifruit shoots (Minchin et al., 2010). This
difference between the simulations may be related to the timing of appearance of
new metamers, i.e., a different phyllochron, but a more thorough investigation is
required to be certain.
5.4.5 Adding biomechanics for shoot bending
Due to the ideas on shoot mechanics proposed by Fournier et al. (1994), who
treated woody steams as elastic beams subject to primary and secondary growth,
Jirasek et al. (2000) developed an L-system implementation of a biomechanical
plant model that simulates bending and twisting of branches. This model was
originally implemented in the L-system simulator cpfg, and was later translated
by Taylor-Hell (2005) to the L+C language in lpfg and modified to properly
handle branching points (an L+C example was also presented by Prusinkiewicz
et al. (2007b)). Based on this L+C version of the model, Costes et al. (2008)
included a biomechanical component of shoot bending and twisting into their
functional-structural apple tree model, MAppleT.
To further illustrate how previously modelled aspects can be easily integrated
using the proposed modules of modules approach, let us add the biomechanics
aspect, discussed above, into the kiwifruit shoot model, ignoring the effects of
tropism and secondary growth for simplicity. The example will also demonstrate
how information is exchanged between aspects, in particular, how the length and
mass of the shoot (determined by carbon dynamics) are passed to the biomechan-
ics aspect, affecting the shape of the shoot.
In the simplified biomechanical model presented by Prusinkiewicz et al. (2007b),
an internode was modelled as a rigid beam projecting from a node, with the mass
of the internode concentrated in this node. Thus, each internode was represented
by a vector ~ri = si ~Hi, where i is the node number along the shoot, si is the
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Figure 5.6: Visualisation of the kiwifruit shoot model integrated with an
apical dominance aspect - The image sequence on the left shows the develop-
ment of the shoot, and the one on the right shows auxin flow from apices through
internodes (both components are visualised as squares). The schematic representa-
tion of auxin flow is based on the one used by Prusinkiewicz et al. (2009), where the
edge length of the magenta square gives auxin concentration in the component, the
width of the yellow rectangle gives PIN concentration in the adjoining component
face, and the width of the green rectangle gives the auxin flux out of a component.
There are three time points shown: (a,d) the shoot before decapitation, (b,e) the
shoot immediately after decapitation, and (c,f) the development and growth of a
lateral. The inset (dashed-red rectangle) shows the state of the lateral bud just
before activation, when its auxin efflux starts increasing. Decapitation of the shoot
was performed by interactively selecting (on the screen) the location of the cut.
There are three lateral buds missing at nodes 4, 5, and 6 because fruit has already
appeared at those positions. Finally, the black square at the bottom of the auxin
flow visualisation (d, e, and f) represents the major auxin sink, which has a high
auxin turnover rate.
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internode’s length, and ~Hi is a unit vector giving the internode’s orientation from
node i. Each node was assumed to be an elastic joint that is subject to a torque
caused by gravity acting on the shoot. A relaxation method (Press et al., 1992)
was used to calculate the shape of the branch in static equilibrium, which requires
iterative application of two steps: (1) given ~ri calculate the torque, ~τi, at node
i due to gravity acting on the nodes above it, j > i, and (2) given ~τi calculate
the new orientation ~Hi and update ~ri. These two steps are repeated until the
accumulated changes in the orientations of all internodes is small, at which point
it is assumed an equilibrium state is achieved.
To calculate the torque, ~τi, Prusinkiewicz et al. (2007b) derived the following
equation
~τi = ~τi+1 + ~ri+1 ×
N∑
j=i+1
~Fj, (5.5)
where N is the total number of nodes in the shoot, and ~Fj = mj~g denotes the
force of gravity acting on node j with mass mj given acceleration due to gravity
~g. This equation can be extended to calculate torques in the case of a branching
shoot by also accumulating the torque from the lateral branches. For example,
in the case of a branching shoot with only one possible branch at each node, the
combined torque at node i can be calculated according to the following equation
~τTi = ~τi + ~τ
b
i , (5.6)
where ~τi and ~τ
b
i are calculated according to Equation 5.5, and the latter is the
accumulated torque from the lateral branch. The computed torques can then be
used to calculate the orientations of the internodes.
The orientation of internode ~ri+1 is found by calculating its rotation with
respect to internode ~ri, caused by the torque acting on node i. In two-dimensions,
the orientation, ~Hi+1, is rotated by a scaler angle αi = ‖~τi‖/κi, where κi is
a rotational spring constant (Prusinkiewicz et al., 2007b). In three-dimensions,
however, each internode is oriented within a three-dimensional coordinate system,
and is defined by the unit vectors { ~Hi, ~Li, ~Ui}, where ~Hi is the direction of the
internode from its supporting node, and ~Li and ~Ui are perpendicular vectors
aligned with the cross-section of the internode. Thus, the rotation cannot be
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described by a single angle, and, instead, quaternions can be used to update the
orientation in the following way (Taylor-Hell, 2005; Watt, 2000)
~Hi+1 = Qi · ~Hi ·Q−1i
~Li+1 = Qi · ~Li ·Q−1i
~Ui+1 = Qi · ~Ui ·Q−1i ,
(5.7)
where Qi is a quaternion giving the rotation of the internode corresponding to
the accumulated torques of the nodes it is supporting.
The quaternion Qi is constructed by first decomposing the torque ~τi into its
components along the { ~Hi, ~Li, ~Ui} frame, assuming the branch’s elasticity can be
diagonalized in this frame (Jirasek et al., 2000), and calculating the following
angles
θi,H =
τi,H
κi,H
, θi,L =
τi,L
κi,L
, θi,U =
τi,U
κi,U
(5.8)
where τi,H , τi,L and τi,U are the torques at node i, and κi,H , κi,L and κi,U are the
corresponding elasticity coefficients. Then, a vector representing the rotation is
formed as follows
~θi = θi,H ~Hi + θi,L~Li + θi,U ~Ui, (5.9)
and ~θi is used to form the quaternion
Wi = (‖~θi‖, ~θi), (5.10)
giving the rotation required to achieve an equilibrium state at node i given the
orientation { ~Hi, ~Li, ~Ui}. According to the relaxation method, an adjustment of
Qi towards this equilibrium rotation is made as follows
Ri = (1− k)Qi + kWi
Qi = Ri/‖Ri‖, (5.11)
where k controls the speed of convergence to the solution, and Qi is normalized
using the intermediate variable Ri. In that case, Q
−1
i = Q
∗
i (the conjugate of
Qi), as ‖Qi‖ = 1 (Watt, 2000). Now, Qi and Q−1i can be used to update the
orientation of the internode as given in Equation 5.7. The calculation of ~τi and
Qi is repeated until the accumulated difference, Qi − Wi, for all i is small, at
which point an equilibrium state is found.
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The L+C implementation of the biomechanical model by Prusinkiewicz et al.
(2007b) was extended by Lane (2007) to three-dimensions and modified to com-
bine the affine geometry of the biomechanical model with the turtle geometry
used in lpfg. This biomechanical model can be integrated into the kiwifruit shoot
model in the same way as the carbon dynamics model was integrated (described
in Section 5.4.3). First, a data structure and module are defined that represent
an internode from a biomechanical perspective:
struct BiomechanicsData
{
float length; // length of internode
float mass; // mass of the internode
V3f elasticity; // elastic properties of the internode
V3f torque; // torque at the node
Qf rotate; // rotation at the node
V3f H,L,U; // orientation at the node
// ...other variables needed for computation
};
module B(BiomechanicsData);
where Qf and V3f are user-defined data types representing a quaternion and a
three-dimensional vector, respectively. Compared to the data structure used by
Prusinkiewicz et al. (2007b) the position of the node is not included, because
here we assume the most basal node is at point (0,0,0) and all the other nodes
are relative to their supporting node. Now, B() modules are placed following
the Internode() modules, and the members defined in the BiomechanicsData
structure can be updated by a pL-system rule, as was done in Section 5.4.3 for
the sinks/sources. The orientations of the internodes are computed by calculating
torques in one L+C group and rotations in another, using Equations 5.5 to 5.11.
Jirasek et al. (2000) noticed that the forces and torques involved in shoot
bending can be considered as signals that propagate basipetally down the shoot.
Using this idea, Taylor-Hell (2005), Prusinkiewicz et al. (2007b) and Lane (2007)
implemented an L+C group that accumulates the masses and torques along a
shoot using fast information transfer. The L+C group may be implemented in
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the following way, where the L-system string is derived backward from right to
left,
group PROPAGATELEFT:
consider: B;
B(bm) >> SB() EB() SB() B(bmLAT) EB() B(bmR):
{
...sum mass from lateral and right neighbours into bm.mass
...accumulate torque due to gravity from lateral
and right neighbours into bm.torque
produce B(bm);
}
B(bm) >> SB() EB() SB() B(bmLAT) EB():
{
...sum mass from lateral neighbour into bm.mass
...accumulate torque due to gravity from lateral
neighbour into bm.torque
produce B(bm);
}
B(bm) >> B(bmR):
{
...sum mass from right neighbour into bm.mass
...accumulate torque due to gravity from
right neighbour into bm.torque
produce B(bm);
}
B(bm):
{
...set bm.torque to zero in {H,L,U} frame
produce B(bm);
}
The first rule applies to an internode with another one above it and a lateral
branch at its node, i.e., a B() module with a right and lateral neighbour. Note,
the extra pair of SB() EB() modules are necessary for the rule to be matched, as
144
5.4 Integrating several aspects into a kiwifruit shoot model
these enclose a Leaf() module and cannot be ignored in lpfg. The second rule
applies to an internode with a lateral branch at its node but no internode above
it, and the third rule is the opposite, with an internode above but no lateral
branch. The last rule applies to the apical internode on a shoot; it initializes the
process of torque accumulation along the shoot.
Based on the torques computed in the PROPAGATELEFT group, the orientation
of the nodes can be updated using fast information transfer as follows
group PROPAGATERIGHT:
consider: B;
B(bmL) << B(bm):
{
...calculate rotation required for equilibrium corresponding
to the accumulated torque, bm.torque
...calculate the difference between current rotation,
bm.rotate, and the newly calculated one
...apply relaxation method: adjust bm.rotate by a
fraction of this difference (step towards equilibrium)
...update orientation, bm.H .L .U, given the left
neighbour’s orientation, bmL.H .L .U
produce B(bm);
}
B(bm):
{
...same as above, except the orientation is updated
with respect to a base orientation
produce B(bm);
}
The first rule updates the orientation of a node based on its left neighbour’s
orientation (Equations 5.7 to 5.11). The second rule sets the orientation of the
most basal node, without a left neighbour, using a base orientation specified at
start of the simulation. In both of these rules, the magnitudes of the difference
between a node’s orientation and the orientation required to achieve equilibrium
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is accumulated into a global error variable, which is used to measure the adequacy
of the solution.
The PROPAGATELEFT and PROPAGATERIGHT groups can be placed directly into
the kiwifruit shoot model implementation, but the DEVELOP group must be up-
dated with the addition of B() modules after the Internode() modules as follows
group DEVELOP:
Apex(node,vigour) A(ad) S(sd):
{
...same calculations as in previous declaration
if (...produce new metamer )
{
...initialize biomechanics data for internode, bmInit
produce Internode(node,0,0) A(ad)
S(sdI1) S(sdI2) S(sdI3) B(bmInit)
SB() Leaf(node,0) S(sdL1) S(sdL2) S(sdL3) EB()
S(sdInit)
SB() AxBud(node,2) A(adInit) S(sdInit) EB()
Apex(node+1,vigour) A(ad) S(sd);
}
else
produce Apex(node,vigour) A(ad) S(sd);
}
Internode(node,length,radius) A(ad) S(sd1) S(sd2) S(sd3) B(bm):
{
...update carbon dynamics, sd1, sd2, and sd3
...update internode length and radius based on sink size, sd1
...copy length to bm.length and set mass in bm.mass
...set torsional and flexural rigidity in bm.elasticity
produce Internode(node,length,radius) A(ad)
S(sd1) S(sd2) S(sd3) B(bm);
}
...the remaining rules do not change
The only change for the rule involving the Apex() module is the placement
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of a B() module following an Internode() module upon production of a new
metamer. The rule for the Internode() module must now include the B() mod-
ule in the predecessor, allowing the length and mass of the internode to be passed
from the carbon dynamics aspect to the biomechanical aspect. This is an exam-
ple of how the modules of modules approach provides a means of information
exchange between different aspects.
With the updated DEVELOP group, the integration of a biomechanical aspect
into the kiwifruit shoot model is now complete. Figure 5.7 shows the updated
flow of computational phases in the kiwifruit shoot model. The L+C groups
involved in computation of the shoot biomechanics are run immediately after the
carbon dynamics, but are still performed within the same number of time steps,
as the length and mass of each internode are set in the DEVELOP group.
Figure 5.8 shows a visualisation of the kiwifruit shoot and of its biomechanical
representation. The initial orientation of the parent branch section that the shoot
is growing from is set slightly downwards, so that the shoot will bend under the
force of gravity. The acceleration due to gravity was ~g = −9.81 m/s2 and the
parameter controlling the speed of convergence to the solution was k = 0.1 (set
as a compromise between the speed and accuracy of the solution). The torsional
and flexural rigidities of the internodes were set according to the formulae used
by Taylor-Hell (2005) and Costes et al. (2008), with parameters dependent on an
internode’s age.
5.5 Discussion
The L-system based language, L+C, can be used to specify FSPMs that incorpo-
rate different aspects of plant function with a plant’s developing structure, but it is
difficult to integrate more than one such aspect into a single model (Prusinkiewicz
et al., 2007b). In particular, L+C requires new constructs for incorporating pre-
viously modelled aspects of plant behaviour (Prusinkiewicz, 2009). To this end,
a new modules of modules approach to functional-structural plant modelling us-
ing L-systems has been introduced in this thesis. The approach combines pL-
systems (Prusinkiewicz, 1986) with sets of productions (groups in L+C) and lists
of modules to consider/ignore per group to integrate different aspects of plant
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Figure 5.7: The flow of computational phases for the kiwifruit shoot
model, updated to include biomechanics for shoot bending - In addition to
its other tasks, the DEVELOP group is now used to update the length and mass of each
internode for the biomechanical aspect. The PROPAGATELEFT group accumulates
(basipetally down the shoot) torques due to gravity acting on the nodes attached
to the internodes. The PROPAGATERIGHT group adjusts the orientation of each
internode towards an equilibrium state, which is calculated according to the torques
and physical properties of the shoot. To this end, these two phases are repeated
until an acceptable solution is found, i.e., until the accumulated change in the
orientation of the internodes, within one time step, is small.
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Figure 5.8: Visualisation of the kiwifruit shoot model integrated with
a biomechanical aspect - It shows the kiwifruit shoot without (a,d) and with
(b,e) bending due to gravity. On the right is the visualisation of the biomechanical
aspect, with an internode visualised as a yellow line attached to a node (black
circle) at its proximal end. The length of the line corresponds to the length of
the internode and the size of the circle is proportional to the internode’s mass
(concentrated within the node). The orientation of the leaves due to tropism is
simulated using lpfg ’s built-in functionality (Karwowski and Lane, 2007).
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behaviour into one model. Its usefulness was shown by integrating previously
modelled aspects of carbon dynamics (Allen et al., 2005; Prusinkiewicz et al.,
2007a), apical dominance (Prusinkiewicz et al., 2009), and biomechanics (Taylor-
Hell, 2005; Prusinkiewicz et al., 2007b; Lane, 2007) with a model of a developing
kiwifruit shoot (see Figure 5.9). These aspects were specified independently and
their implementation was based on source code provided by the original authors
(except for apical dominance) without any major changes. In the case of carbon
dynamics, the approach was able to easily handle several sinks and sources per
organ without changing the underlying carbon allocation algorithm, which would
be more difficult using the original implementation. Although the integration of
the aspects was done manually, this approach could potentially lead to an aspect-
oriented approach (Kiczales et al., 1997) to functional-structural plant modelling,
but would require the support of appropriate language constructs. In particular,
it would require the automatic addition of modules to the multi-modules and up-
date of the flow of computational phases. Although this task may seem difficult,
especially in the case of aspects with a common time step, it has already been ad-
dressed in other aspect-oriented languages, such as AspectC++ (Spinczyk et al.,
2005).
Figure 5.9: Visualisation of the kiwifruit shoot model integrated with
four aspects of plant function - From the left, the first image shows a visuali-
sation of the kiwifruit shoot, the second image shows the sinks/sources, the third
shows the biomechanics, and the last one shows auxin flow from apices through the
internodes.
Another potential advantage of the modules of modules approach is the spec-
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ification of numerical methods using special computational modules, where one
of the modules in a multi-module could be used for computation. This would
allow for more efficient solving of systems of equations specified for developing
structures, as there is no need to reformulate the equations and resubmit them to
a standard solver each time they change, i.e., the solver works on the topological
space defined by the L-system (Prusinkiewicz, 2009). Furthermore, the imple-
mentation of the numerical method itself would be independent of the process,
described by the system of equations, it was solving. For example, a numerical
method for solving systems of non-linear equations in growing structures for two
different processes, such as carbon dynamics and biomechanics, could be imple-
mented using the same set of L-system productions. This has an advantage over
the current approach in that the numerical method used to solve the non-linear
equations for carbon dynamics and biomechanics would only be formulated once,
instead of once for each aspect. Also, in a standard L-system, it is not possi-
ble to set the coefficients of the equations before submitting them to the solver,
which would be done through information exchange in the multi-module. This
idea could be further applied to modelling signalling in the plant, where only one
set of productions could specify the flow of signals that have a similar transport
mechanism.
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Chapter 6
Conclusion
Through the successful creation of a kiwifruit vine model, several new math-
ematical and computational methods for functional-structural plant modelling
were presented in this thesis. A summary of these contributions and interesting
directions for future research are given in this conclusion.
Summary of contributions
An important component of any FSPM is simulating the light distribution within
the plant canopy. For this purpose, Cieslak et al. (2008) (see Chapter 3) intro-
duced a new randomized quasi-Monte Carlo algorithm for tracing the path of
photons through the canopy at the level of individual organs. Although a pro-
totype implementation of this algorithm, in the computer program QuasiMC,
was written before the start of this research (e.g. it was used in the functional-
structural peach tree model L-PEACH (Allen et al., 2005)), its capabilities were
refined and demonstrated here for the first time. The implementation was ex-
tended to include clear and overcast sky lighting conditions, which was illustrated
by comparing distributions of absorbed light energy in a virtual kiwifruit canopy
under those conditions. Additionally, in both cases of monochromatic light and
light of different wavelengths (e.g. red and far red), QuasiMC was shown to re-
duce the computation time over a standard Monte Carlo algorithm, requiring a
fewer number of paths to trace by as much as four times. The QuasiMC program
was then compared with the CARIBU program (Chelle et al., 2004), an indepen-
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dently developed light simulation program that uses a radiosity-based method.
Although the results were in agreement, QuasiMC required less computation time
than CARIBU. The interpretation of this speed-up, however, is difficult because
CARIBU was designed for computing light in infinite canopies, which are not
currently supported by QuasiMC, and is less efficient for finite canopies.
Cieslak et al. (2010b) (see Chapter 4) developed a functional-structural ki-
wifruit vine model interfaced with QuasiMC using open L-systems. The inten-
tions were to help understand the plasticity of the kiwifruit vine and its response
to environmental conditions and horticultural manipulation. Several new contri-
butions to mathematical modelling of plants were made as a result of this work.
First, a new Markov chain model of axillary shoot development was created for
modelling the vine’s branching pattern. It was able to capture the architectural
plasticity of the vine as determined by species, and the effects of carbon avail-
ability, within the vicinity of a shoot’s growing tip, on metamer production. The
significance was that the branching pattern was an emergent property of the
model, so that the number of metamers on each shoot was a result of the sim-
ulation. Second, an extension to a carbon transport-resistance allocation model
(Prusinkiewicz et al., 2007a) was made to account for several source/sink elements
of individual plant components, including: primary and secondary growth, main-
tenance respiration, reserve dynamics, and carbon supply from leaves. This was
done without changing the L-system implementation of the underlying numeri-
cal method (Newton-Raphson) for solving the system of equations representing
carbon concentration and flow throughout the plant structure. The advantage
was that the response to carbon availability for all sink/source elements could
be non-linear. Otherwise, without changing the original implementation, only a
linear response could be used, as in the latest version of L-PEACH (Lopez et al.,
2008). Third, equations for modelling carbon supply and demand of various com-
ponents were collected from the literature or new ones proposed and integrated
into the model. In the case of vegetative components, the organ growth rates
were specified without final sizes and were only modulated by intrinsic properties
and carbon availability, as proposed by Seleznyova (2008). New methods were
introduced for modelling the carbon demand of internode longitudinal and radial
growth, resistance to carbon flow through internodes, carbon loading from leaves
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into the transport pathway, and flux to storage compartments in internodes and
roots. Finally, the capability of the model to reproduce the vine’s behaviour was
demonstrated through several simulations inspired by experiments from the lit-
erature: (1) the branching pattern of the female A. deliciosa and A. chinensis
vines (Snowball, 1997), (2) the effect of source proximity on fruit size under defo-
liation experiments (Tombesi et al., 1993), and (3) the effect of carbon reserves on
early shoot growth (Greaves et al., 1999; Piller et al., 1998). These simulations
show that even with our limited knowledge on mechanisms controlling carbon
dynamics, the model is still able to qualitatively reproduce the vine’s natural
behaviour.
A major challenge of this research was the integration of the architectural and
carbon dynamics aspects of the kiwifruit vine model (since integrating environ-
mental programs was already addressed by Meˇch and Prusinkiewicz (1996) using
open L-systems). The kiwifruit model provided the inspiration for the final contri-
bution of this research, which was an extension of L-systems for modelling several
aspects of plant function in a single FSPM. L-systems, in principle, use only one
module to represent a component of a plant, but in this new modules of modules
approach a collection of modules (a multi-module) was used instead. Thus, in this
thesis, the L-system based language L+C and the simulator lpfg were extended
to handle more than one aspect within a single model. The approach was applied
to modelling the architecture of a kiwifruit shoot integrated with previously mod-
elled aspects of carbon dynamics (Allen et al., 2005; Prusinkiewicz et al., 2007a),
apical dominance (Prusinkiewicz et al., 2009), and biomechanics (Taylor-Hell,
2005; Prusinkiewicz et al., 2007b; Lane, 2007). The advantage was that these
aspects were specified independently and did not require any major changes from
their original implementations, and, in addition, information exchange between
aspects was supported.
Future work
Although many of the kiwifruit vine model’s parameters are taken from the lit-
erature or experimental data, arguably its greatest weakness is that quantitative
calibration and validation have not yet been performed. To this end, Cieslak et al.
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(2010c) have begun calibrating sink priority parameters of the carbon allocation
model to quantify the effects of competition among vegetative and reproductive
components of the vine. Since the values of these parameters are not directly
measurable, a global optimization procedure (simulated annealing) was used to
fit the values for various sinks under limited carbon supply. The data for the fit-
ting came from experiments by Minchin et al. (2010), who quantified the effects
of sink competition for carbon between vine components by performing experi-
ments on isolated shoots (i.e. base-girdled shoots), and manipulating the number
of source leaves and fruit. Calibration of the model by Cieslak et al. (2010c)
showed good agreement between the output and data, except there was a dis-
crepancy between final fruit sizes for one of the treatments. This process has
lead to ideas on ways to improve the kiwifruit vine model (e.g., improving the
representation of the maximum potential relative growth rate for fruit), and on
new experiments that will give more data for calibration. Furthermore, the model
will aid in giving a complete physiological interpretation of the results collected
from the experiments (Minchin et al., 2010), but this may involve incorporating
a phloem-xylem transport model (Lacointe and Minchin, 2008).
In general, applications of the kiwifruit model, like the one discussed above,
can be used to help kiwifruit researchers to further explore the physiology and
genetic control of the vine’s development. Some of these potential studies may
require extensions to the model, such as water and mineral transport in the xylem,
effects of temperature and dormancy-breaking chemicals on budbreak (Austin
et al., 2002), effects of environment on fruit size and quality (Hall et al., 2006),
and effects of the red to far red light ratio on growth. Extending the model
with new aspects such as these could be greatly simplified if an aspect oriented
approach to functional-structural plant modelling was developed. Although, in
this thesis, a first step to doing this within L-systems was introduced, a fully
automated approach would require appropriate language constructs that could
handle aspects at various temporal-spatial scales.
Once the calibration and evaluation of the kiwifruit model is complete, it could
be used to help improve crop yield for kiwifruit growers by serving as the basis
for development of decision support systems for kiwifruit production. This would
be particularly useful for new cultivars where the horticultural and management
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techniques have not yet been established and genotype growth habit may be
unknown, or for cultivars where commercial production is still relatively new,
such as for A. arguta (Vaes, 2010, Ghent University, pers. comm.). Furthermore,
the model could be used to study chemical spray drift in a kiwifruit orchard by
combining it with a computational fluid dynamics model (Connell, 2010, Lincoln
Ventures Ltd., pers. comm.).
The methods developed for the kiwifruit vine model can be applied to other
plants as well. For instance, they can be most readily applied to modelling
grapevine (Vitis) development, and such work is already under way (Guisard,
2010, Charles Sturt University, pers. comm.). Since aspects of the model are
implemented independently, it is possible to use them in other L-system based
FSPMs like L-PEACH (Lopez et al., 2008) or MAppleT (Costes et al., 2008).
Epilogue
Finally, returning to the topic raised at the beginning of this thesis, if Theophras-
tus were writing his first book on plants today, would his descriptions of plant
morphology and physiology include computational models? The impact that
these are having on our understanding of plants and the practical applications
for humans are too overwhelming to think that he would not. Computational
modelling has become part of botany as a science. It is helping to explain the
dynamics of the processes involved and interactions between them, and identi-
fying areas where knowledge is lacking and experiments need to be performed.
Ultimately, our understanding of plants will lead to sophisticated models for use
in the creation and refinement of crop production systems, which will help to
meet the challenges of food and energy supply facing the modern world.
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