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L’un des principaux facteurs du succès des méthodes de Monte Carlo par chaînes de Markov
(MCMC) en inférence bayésienne est qu’elles peuvent être mises en œuvre avec peu d’effort
dans une grande variété de cas. De nombreux logiciels ont été développés, comme BUGS
et JAGS qui ont contribué à populariser les méthodes bayésiennes. Ces logiciels permettent
aux utilisateurs de définir leur modèle statistique dans un langage appelé langage BUGS, puis
exécutent des algorithmes MCMC en boîte noire. Une nouvelle génération d’algorithmes, basés
sur des systèmes de particules en interaction, a fait son apparition ces vingt dernières années.
Bien que ces méthodes, dites “particulaires” ou “Monte Carlo séquentielles”, soient devenues
une classe très populaire de méthodes numériques, il n’existe pas de tel logiciel “boîte noire”
pour cette classe de méthodes. Le logiciel BiiPS, acronyme pour Bayesian Inference with
Interacting Particle Systems, vise à combler ce manque. A partir d’un modèle graphique
défini en langage BUGS, il met en œuvre automatiquement des algorithmes particulaires et
fournit des résumés statistiques des distributions a posteriori. Dans cette présentation, nous
mettrons en évidence quelques-unes des fonctionnalités du logiciel BiiPS, son interface R, et des
applications du logiciel au suivi de cible, à l’estimation de la volatilité stochastique en finance
et à la calibration de modèles proie-prédateur.
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