The discretized Lyapunov functional method is extended to linear systems with both, discrete and distributed delays, and to H1 control. The coefficients associated with the distributed delay are assumed to be piecewise constant. A new Bounded Real Lemma (BRL) is derived in terms of Linear Matrix Inequalities (LMIs) via descriptor approach. In three numerical examples considered for retarded type systems, the resulting values of H1-norm converge to the exact ones. The analysis results are applied to state-feedback H1 control of linear neutral systems with discrete and distributed delays, where the controller may be either instantaneous or may contain discrete or distributed delay terms. A numerical example illustrates the efficiency of the design method and the advantage of using distributed delay term in the feedback for H1 control of systems with state delay.
Introduction
Systems with both, discrete and distributed delays, appear in different applications (see e.g. [2] , [3] , [12] , [19] , [22] ). Moreover, it is well-known that the optimal linear quadratic regulator for state-delay systems (see e.g. [19] ) as well as H1 state-feedback controller that results from Riccati equations [6] possess a distributed delay term. Therefore, the distributed delay term in the state feedback may improve the performance of the system with state delay.
Robust control of systems with discrete and distributed delays has been studied via simple LyapunovKrasovskii Functionals (LKFs) only (see e.g. [14] , [20] , [26] [27] [28] ). The necessary condition for the application of simple LKFs is the asymptotic stability of the closed-loop non delayed system. If the latter conditions does not hold, the complete LKF should be applied. Stability and H1-norm of linear retarded systems with discrete and distributed delays have been analyzed via complete LKF Parameter-dependent LMIs for stability and H1 control via complete LKF were derived for linear systems with discrete and distributed delays in [1] , [18] , [25] . Some technique for reduction of these LMIs to a finite number of parameter-independent LMIs was suggested. However, it was not shown that in some examples the analysis results can approach to analytical ones, while the design procedure was based on the restrictive assumption that QðÞ P 1 .
Recently a descriptor discretized LKF method was introduced in [5] , which combined the application of the complete LKF and the discretization procedure of Gu [9] with the descriptor model transformation [4] . In the descriptor approach both xðtÞ and _ xðtÞ are the state variables, which allows to avoid some terms in the LKF derivative condition (since _ xðtÞ is not substituted everywhere by the right hand side of the system). As a result, the descriptor discretized LKF method leads to simpler conditions and can be easily applied to design problems. In [5] the state-feedback stabilization of systems with a single discrete delay was considered.
The objective of this paper is to extend the discretized LKF to H1 control and to systems with both, single discrete and piecewise constant distributed delays by applying descriptor approach. The method is extended also to nonuniform mesh, which was not relevant in the case of single delay. Numerical examples (one of them is H1 control of combustion in rocket motor chambers) illustrate the efficiency of the new method and show that the distributed delay term in the feedback improves the H1 performance. Notation: Throughout the paper the superscript ''T '' stands for matrix transposition, R n denotes the n dimensional Euclidean space with vector norm k Á k, R nÂm is the set of all n Â m real matrices, and the notation P > 0, for P 2 R nÂn means that P is symmetric and positive definite. The symmetric elements of the symmetric matrix will be denoted by Ã.
BRL via Descriptor Discretized LKF Method
Consider a linear system
where xðtÞ 2 R n , wðtÞ 2 R q , r > 0 is constant timedelay. A 0 , A 1 , C 0 , C 1 , and F are constant matrices. A d and C d are piecewise constant matrices. It is assumed that the eigenvalues of F are inside the unit circle.
For a prechosen > 0, we consider the following performance index:
We are looking for conditions which guarantee that Eq. (2) is internally stable and has H1-norm less than , i.e. that J < 0 for all 0 6 ¼ wðtÞ 2 L 2 .
We note that distributed delay appears for example in the model of combustion in rocket motor chambers [2] , [3] . State-feedback stabilization and H1 control of combustion will be considered in section 3 and is based on stability and H1-norm analysis of system (2) . Another example is a model of a mechanical rotational cutting process [21] , where stability analysis is reduced to the stability of linear comparison system with distributed delay (see Example 2.3).
We apply a complete LKF
where QðÞ 2 R nÂn , Rð; Þ ¼ R T ð; Þ 2 R nÂn , SðÞ ¼ S T ðÞ 2 R nÂn , and Q, R, S are continuous matrix functions. LKF V 0 is of the same form as in [9] , [10] , and it corresponds to the retarded type system (2) with F ¼ 0. The last (nonnegative) term in Eq. (4) is added due to the neutral-type system.
We apply the descriptor complete LKF, which means that V satisfies the following derivative condition along (2):
where > 0 is some constant. Inequality (5) guarantees that (2) is internally stable and J < 0.
Differentiating LKF (4) along (2) we have
Adding to _ Vðx t Þ the right part of the expression
where P 2 and P 3 are n Â n matrices, which is equivalent to descriptor model transformation of [4] , we integrate by parts in Eq. (6). We find
We apply the discretization of Gu [10] . Divide the delay interval ½Àr; 0 into N segments ½ p ; pÀ1 , p ¼ 1; :::; N of length h p ¼ pÀ1 À p in such a way that A d ðÞ ¼ A dp ; p ¼ 1; :::; N; 2 ½ p ; pÀ1 ; ð10Þ
where A dp are constant matrices. This divides the square ½Àr; 0 Â ½Àr; 0 into N Â N small squares ½ p ; pÀ1 Â ½ q ; qÀ1 . Each small square is further divided into two triangles. The continuous matrix functions QðÞ and SðÞ are chosen to be linear within each segment and the continuous matrix function Rð; Þ is chosen to be linear within each triangular:
Thus the LKF is completely determined by P 1 ; Q p ; S p ; R pq ; p; q ¼ 0; 1; :::; N. The LKF condition Vðx t Þ ! V 0 ðx t Þ ! 0 kxðtÞk 2 is satisfied for some 0 > 0 (see 10) if S p > 0; p ¼ 0; 1; :::; N and 
Eqs (8), (9), and (11) imply (cf. [10] )
where is given by (9b) and Applying arguments of [10] , [12] to (14) we verify that for any matricesŨ > 0 and W > 0 the following holds:
T ðÞ ¼ ½x 
We assume that
Then applying to the first integral in the right side of (16) Jensen's inequality (see e.g. [12] ), we find that
EliminatingŨ from the latter inequality we conclude that if
where 
Assuming that
where C dp are constant matrices, we find (after application of Schur complements to
::: 
Moreover, È < 0 implies that S 0 1 > :::S N > 0. Hence, (13) guarantees Vðx t Þ ! kxðtÞk 2 ; > 0. We thus proved the following BRL: Lemma 2.1: The system (2) is internally stable and has H1-norm less than if there exist n Â n-matrices 
H1 Control via Discretized Lyapunov Functional that LMIs (12), (19) and (23) are satisfied with notations defined in (13) , (15) and (21) .
Notice that in the case of uniform mesh, one can choose W ¼ 0 and (19) can be omitted.
Remark 2.1. In the case of system matrices from the uncertain time-invariant polytope
A ðjÞ dp C ðjÞ dp
where i ¼ 0; 1, p ¼ 1; :::; N by the descriptor discretized method one have to solve the LMIs (12), (23), (19) simultaneously for all the M vertices j , applying the same matrices P 2 and P 3 and solving for the M vertices.
Example 2.1. where f=0. For the values of r given in Table 1 it has been verified in [7] that the system is internally stable and has H 1 -norm Ã given in Table 1 , where Ã is found as the peak value of the frequency response of the transfer function T zw ðsÞ ¼ 0:5s½s 2 þ fs 2 Á expðÀgsÞ þ s Á 0:7s
By applying Lemma 2.1 for N=1 N ¼ 1; 2; 3 we find the same (for N ¼ 1; 2; 3) values we find the achievable value of 1 given in Table 1 , which are close to Ã . Considering next f 6 ¼ 0, we find the corresponding values of Ã (for g=r) and 1 (for all g ! 0). As it is expected, for greater values of f the influence of the term f _ xðt À gÞ on the performance of the system becomes greater and, thus, the gap increases between the actual value of Ã for g=r and g-independent value of achievable 1 .
Example 2.2: Consider (2), where
Stability of the latter system was studied in [10] Table 2 ), obtained in the frequency domain.
Example 2.3:
The following model of a mechanical rotation cutting process has been considered in [21] (see also the references therein):
where m ¼ 100; ! n ¼ 632:45; ¼ 0:039585. The periodic delay has a form ðtÞ ¼ 0 þ f 1 ðtÞ; > 0; > 0, where f 1 ðtÞ is a sawtooth function (cf. [21] ). For ðtÞ 
Choosing as in [21] ¼ 0:05 0 and applying Lemma 2.1 with N=21, we find that (26) is asymptotically stable for all 0 < k 10 6 , which is close to results of [21] .
It was shown in [21] that ''distributing'' of the pointwise delay over the interval enlarges the stability region: the stability region of the comparison distributed delay system (26) is larger than the one of the original system (25) with the discrete constant delay 0 . Consider (25) , where zðtÞ ¼ xðtÞ; 0 ¼ 0:06, ¼ 0:25 0 , ¼ 10, k ¼ 10 4 and ! n ¼ 632:45. Applying Lemma 2.1 for N=7 we find the minimum achievable ¼ 1:00020. This is close to the analytical value Ã ¼ 0:9997 obtained in the frequency domain. When taking the same setup with the discrete delay ðtÞ ¼ 0 and N=7 we find a slightly larger value of ¼ 1:00023, whereas the analytical one is Ã ¼ 1. In this example ''distributing'' of the point-wise delay over the interval slightly improves the H1-norm of the system.
H1 Control
Given the following system:
where xðtÞ 2 R n is the system state vector, uðtÞ 2 R m is the control input, zðtÞ 2 R k is the controlled output, A i ; B iþ1 ; C i ; i ¼ 0; 1 are constant matrices, A d and C d are given by (10) and (22) for some discretization segments ½ p ; pÀ1 ; p ¼ 1; :::; N. We are looking for a stabilizing state feedback
where K d is piecewise constant:
The closed-loop system (27) , (28) has the form
Following [24] we choose P 3 ¼ P 2 ; 2 R, where is a tuning scalar parameter. Note that P 2 is nonsingular due to the fact that the only matrix which can be negative definite in the second block on the diagonal of (21) is ÀðP 2 þ P T 2 Þ. Defining:
Y dp ¼ K dp " P; p ¼ 1; :::; N; q ¼ 1; :::; N " W kj ¼ " P T W " P; j ¼ 1; :::; N; k ¼ j; :::; N:
we multiply (12) and (21), (19) by diagf " P; :::; " Pg and its transpose, from the right and the left, we obtain: Theorem 3.1: Given > 0 and N > 0, the system (27) is stabilizable and achieves H1-norm less than if for some tuning scalar parameter there exist n Â n matrices 0 < "
, p ¼ 0; 1; :::; N; q ¼ 0; 1; :::; N, " W kj ; j ¼ 1; :::; N; k ¼ j; :::; N and m Â n-matrices Y 0 ; Y 1 ; Y dp such that satisfy (19) and the following LMIs: 
; K dp ¼ Y dp " P À1 .
Remark 3.1: Our design method is based on the assumption P 3 ¼ P 2 ; 2 R, which may be restrictive. We note that since P 2 and P 3 are slack variables, the above assumption is not too much conservative. An alternative method seems to be the iterative one. The iterative method based on the discretized Lyapunov functional is not desirable, because each iteration may need a lot of computational time.
Remark 3.2: Consider (27) with A 0 ; A 1 ; A dp ; F; B 1 , B 2 , C 0 ; C 1 ; C dp (p ¼ 1; :::; N) and D from the uncertainty polytope given by (24) , where To design a state-feedback H1 control law for the system inside the polytope one have to solve LMIs (32), (33) and (19) simultaneously for all the M vertices, applying the same matrices " P and Y 0 ; Y 1 ; Y dp . jÁj Á max ; A 1 ¼ 0;
The above model was derived in [2] , [3] . Robust stabilization of this model (described as a system with norm-bounded uncertainty) has been studied in [28] viâ 2   6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  4   3   7  7  7  7  7  7  7  7  7  7  7  7  7  7  7  7 5
hBY dp hBY dp 0 
a simple LKF, where it has been found that the system is stabilizable by memoryless state-feedback uðtÞ ¼ K 0 xðtÞ for Á max ¼ 0:16. Simulations in [28] showed that the system is stabilizable for greater value of Á max ¼ 0:5. Representing the above system as a polytopic system with two vertices reached by Á ¼ AEÁ max and applying Remark 3.2 for Á max ¼ 0:5 with ¼ 1 and N=1 we find that the system is internally stabilizable by memoryless state-feedback and has H1-norm less than ¼ 3:5262.
Consider next Á max ¼ 0:15. It has been found in [26] by using a simple descriptor Lyapunov functional and the polytopic representation that the H1 control problem is solvable for the following minimum values of : ¼ 14 for uðtÞ ¼ K 0 xðtÞ; ¼ 22 for uðtÞ
By applying Remark 3.2 with uniform mesh for N ¼ 1; 2; 3; 5; 10 and choosing (for simplicity) ¼ 1, we achieve essentially smaller values of (see Table 3 ) for either memoryless control u 0 or delayed control u 1 or distributed control u d given by u 0 ðtÞ ¼ K 0 xðtÞ; u 1 ðtÞ ¼ K 0 xðtÞ þ K 1 xðt À rÞ;
where K d is defined by (29) (only values of K d1 are given in Table 3 ). The values of become smaller for greater values of N. The distributed control law leads to a better performance than the other controllers. In Table 3 we give also the computational time (in minutes) and the number of the scalar variables in the LMIs (including ). We see that the improvement is achieved at the expence of the computational time.
Though the improvement of the H1 performance by distributed control law was discussed in the existing literature (see e.g. [6] , [18] ), the presented method seems to be the first LMI method that shows this improvement explicitly in the numerical example (compare e.g. with the result (35) of [26] ).
On Numerical Complexity and Further Improvements
Alternative Lyapunov-based methods for H1-norm analysis of system (2) are the methods which apply simple Lyapunov functionals. Thus, in the case of constant A d , C d the following simple LKF can be chosen (see [14] , [26] )
V s ¼½x T ðtÞ _ x T ðtÞ I n 0 0 0
with positive constant matrices P 1 ; U; R; R d ; S. It is well-known that the LMIs derived via simple LKFs are convex in r: if these LMIs are feasible for r ¼ r 0 , then they are feasible for all 0 r r 0 . Hence, the resulting value of achievable ðr 0 Þ for r ¼ r 0 is valid for all r 2 ½0; r 0 and therefore ðr 0 Þ ! sup r2½0;r 0 ðrÞ, [6] ). Thus, in Example 2.1 the simple LKFs-based methods cannot achieve < 0:4545 for r ¼ 0:6, whereas the discretized LKF with N=1 leads to ¼ 0:3132. Of course, the improvement is achieved at the account of numerical complexity.
LMIs for stability analysis of neutral systems via the simple LKF (36) involve 4:5n 2 þ 2:5n scalar variables, whereas the descriptor discretized LKF-based LMIs for N ¼ 1 involve 7:5n 2 þ 2:5n scalar variables (of symmetric matrices P 1 ; R 11 ; R 00 ; S 0 ; S 1 and non-symmetric P 2 ; P 3 ; Q 0 ; Q 1 ; R 01 ). The difference of 3n 2 scalar variables may become essential for large n.
If the same numerical result can be achieved by a discretized method and by a simple LKF-based one, then the number of scalar variables in the LMIs by the discretized Lyapunov functional method may be less. Thus, the stability in the well-known example
has been recently analyzed by delay fractioning method and a corresponding simple LKF in [8] . The stability for r ¼ 6:05 in this example was proved by using 42 scalar variables in LMIs of [8] , whereas the discretized methods for N ¼ 1 lead to the same result and use less variables (27 by method of Gu [9] and 35 by the descriptor discretized LKF). We note, that the result by simple LKF is stronger in the sense that the stability is proved for all 0 r 6:05. For arbitrary N and uniform mesh, the number of scalar variables for stability analysis by the descriptor discretized method is 3n 2 þ n þ ð2N þ 1Þ nðnþ1Þ 2 þNð3N þ 3Þ n 2 2 . The descriptor discretized Lyapunov method uses additional matrices P 2 and P 3 and thus involves 2n 2 more scalar variables than the method of Gu [9] . These additional matrices can lead to a slower convergence in the stability analysis than by Gu's method (see Example 2.2). However, as we mentioned in Introduction, the main advantages of the descriptor method are in the simplified form of BRL and in the application to the design problems. We note that in the design we choose P 2 ¼ P 3 with a scalar and thus the difference in the number of scalar variables becomes n 2 . However, the only possible design procedure via the discretized method of Gu seems to be the iterative one, which is not desirable since each iteration may need a lot of computational time.
The reduction of the number of variables in the LMI conditions via complete LKF is important direction for the future research. Some results in this direction were presented recently in [23] , where LKF with special forms of Q and R in (1) led to LMIs with a fewer variables, but with worse numerical results.
Finally the results for neutral systems may be further improved by combining the augmented Lyapunov functional [17] with the complete one. However, such improvements lead to further computational complexity.
Conclusions
Descriptor discretized Lyapunov functional method is extended to state-feedback H1 control of systems with both, discrete and distributed delays. The new method leads to simplified BRL conditions for systems with distributed delays and, for the first time, treats both, discrete and distributed delays, via discretized Lyapunov functional method. In three numerical examples considered for the retarded-type systems,the resulting values of H1-norm converge to the exact ones. The presented method seems to be the first LMI method that in some numerical examples leads to values of H 1 -norm close to analytical ones for retarded type systems.
A numerical example shows that the distributed delay term in the state feedback improves the H1 performance. The new method essentially improves the existing H1 control results even for small values of N. Moreover, it provides new tools for the important design problems, such as H1 control of systems, which are not stabilizable without delay.
The presented method, as other discretized Lyapunov functional methods, is encountered with heavy computations. The reduction of the number of variables in the LMI conditions as well as further improvements (especially for neutral systems) may be the topics for the future research.
