Illuminated by the Pulse Width Modulation (PWM) technology in classical control engineering, we propose the PWM approximation which transforms continuous and bang-bang control into each other. This method works by squeezing the approximation error into high-frequency components above a prescribed cutoff frequency Ω, which can be tailored by modulating the switch time of the bang-bang control. Because the quantum dynamics under bang-bang control can be efficiently calculated, PWM allows us to speed up quantum control design particularly in large dimensional systems with small number of control variables. Moreover, PWM paves the way to implement various bang-bang control protocols in the literature with an arbitrary waveform, which is more desirable in laboratory.
I. INTRODUCTION
Engineering of quantum systems is expected to lead to profound insights in physics as well as to novel applications [1] . Among all the control schemes, bang-bang and continuous controls are the two forms widely studied in quantum control systems. Quantum bang-bang control works by turning on/off the interactions in the system repeatedly without modifying the interaction strength [2] , i.e., it utilizes all the control variables to the extreme if the switch is turned on, while leaves the system at rest (, or interacts with the uncontrolled environments) if turned off. Due to the simplicity of this method, it makes it possible to generate analytical results, and has been investigated in various theoretical studies, e.g., dynamical decoupling (DD) [2] [3] [4] [5] , cavity state engineering [6, 7] , and quantum time-optimal control (TOC) [8] .
Though the bang-bang control is popular in theoretical researches, the fast switch required is not always available in real experiments. Superconducting circuit, for example, requires the control field to be slow enough to avoid undesired coupling with extra energy levels [9, 10] .
Quantum continuous control works by dynamically modifying the phase and amplitude of the control fields, which is more desirable in a laboratory [11] . Successful applications of quantum continuous control include controlled adiabatic passage (STIRAP) [12] , quantum optimal control (QOC) [13] [14] [15] [16] , and quantum simulation of time-dependent Hamiltonians [17, 18] .
A natural question arises: whether these two types of controls can be transformed from each other. If does, one may utilize the simplicity of bang-bang control in theoretical analysis, but conduct experiments with a continuous control field. Or, one may design various algorithms to speed up quantum control design [19] . Fortunately, Pulse Width Modulation (PWM) constructs a bridge between the two controls. PWM is a typical technology in classical control systems, which has a very special feature that the control function is physically bang-bang but effectively continuous [20, 21] . Given a continuous function, one can always find a corresponding bang-bang control sequence, i.e., the PWM sequence, which approximates the continuous control function at any precision. In other words, by investigating the PWM method in quantum control systems we obtain a new control method which embeds the advantages of both the bang-bang and continuous controls. In addition, we may transform the various bang-bang control results in the literature into a more experimental feasible form, i.e., the continuous control.
The rest of this paper is organized as follows. In Sec. II, we introduce the PWM approximation which approximate an arbitrary control field with a sequence of bang-bang pulses. Analyses show that the sequence controls the system with 2nd order accuracy compared with the original control field, which can be more accurate when pulses are concatenated in a particular way. In Sec. III, we show that PWM method speeds up the numerical calculation in solving time-dependent Schrödinger equation, especially in large dimensional systems with a small number of control variables. Computational complexity of several propagation methods are also compared in this section. To realize the designed bang-bang control sequence, or transform bang-bang control results in the literature into a more useable form, Sec. IV proposes methods which transform the designed bang-bang control into arbitrary waveforms or a Gaussian pulse train. Sec. V presents an application of the PWM method in molecular systems, i.e., combine PWM and GRAPE algorithm to speed up quantum control design in a ten-dimensional system. The results are accord with theoretical analyses. We draw conclusions and discuss further applications of PWM in Sec.
VI.

II. THE PWM APPROXIMATION OF ARBITRARY WAVEFORMS
Consider an arbitrary time-dependent Hamiltonian
where H 0 represents the constant part and the summation the time-varying parts. Real functions u k (t)'s are tunable driving fields applied on the system, which are assumed to have a finite bandwidth [ω min , ω max ] [1] .
Define Ω ω max as the cutoff frequency of the control fields chosen according to the desired approximation precision, the aim of PWM approximation is to replace each of the continuous control fields u k (t) by sequence of rectangular pulses (bang-bang control) s k (t), where the approximation error lies only above the threshold in the frequency domain. The PWM sequence is defined by splitting every time interval T = 2π/ω min into M = Ω/ω min + 1 subintervals with equal length τ , within which there exists one rectangular pulse located at the center, i.e.,
where t (m) is the center of every subinterval, ξ k is the common amplitude of all the pulses,
k | is the pulse width of the m-th pulse, satisfying
where t By replacing all the control variables by pulse sequences, the time-dependent Hamiltonian H(t) is approximated by a sequence of time-independent Hamiltonians with prescribed cutoff k 's andH k 's are labeled according to the pulse width, i.e., the blue rectangles always correspond to the label k = 1, green to k = 2, and red to k = 3, but with no explicit relation to H k .
frequency Ω, i.e.,
Since s k (t)'s are all bang-bang control functions defined in Eq. (2), H PWM (t) at any instinct t is chosen from the following finite set Figure 2 illustrates the schematic of the approximated Hamiltonian sequence described in Eq. (4). In every small subinterval τ , it requires the interactions with the system to be turned on in turns, waiting for time duration |w (m) k | respectively before turned off. For a Hamiltonian with K independent time-dependent variables, it needs 2K times of switch in total over every subinterval.
To evaluate the precision of the PWM approximation, we assume that in the m-th
and defineH n = sgn(t m kn ) · ξ kn H kn , n = 1, · · · , M . According to the Hamiltonian described in Eq. (4), time propagation of the system can be written as
where
Compare Eq. (7) with the exact progator
where T represents time-order integral, we prove in Appendix B that the PWM method approximates the short-time evolution with 2nd-order accuracy, i.e.,
If we choose ξ k → ∞, the PWM approximation becomes the Split Operator Scheme (SPO) [22, 23] (, also called the Suzuki-Trotter Scheme [17, 18, 24] ). Thus, SPO can be seen as an special case of PWM. Compared with SPO, the PWM scheme saves half of the switching times but shows a higher approximation precision in approximating the exact time-evolution (see Appendix D). Follow the same way in SPO, we prove in Appendix C that the PWM pulse sequence can be concatenated to a form with arbitrarily higher-order precision. In particular, the 2nth order PWM approximation can be written as
where s = 1/ 2 + (−2) 1/(2n−1) .
III. COMPUTATIONAL COMPLEXITY OF THE PWM METHOD
Design of the quantum control fields needs efficient algorithms in solving time-dependent Schrödinger equation (TDSE). In Toolkit method, Yip et al. approximates the amplitude of a continuous control function u(t) by 2n + 1 discrete values [19] , in which the larger the parameter n the more accurate the approximation would be. However, parameter n should not be too large in order to accelerate numerical simulation, so that there is a trade-off between approximation precision and computational complexity. Similar to that, the PWM method approximates a continuous control field u(t) by three discrete values, i.e., bang-bang control which corresponds to the lowest n = 1 in Toolkit method. To compensate the loss of control freedom, i.e., the field amplitude, PWM adjusts the short time intervals w (m) which guarantees 2nd order approximation accuracy in solving TDSE.
but still guarantees the 2nd order approximation precision in solving TDSE.
Different from the time-dependent Hamiltonian described by Eq. (1), H PWM (t) is switched among only a finite number of time-independent Hamiltonians. Thus, one can diagonalize them and store the results before calculating the propagator, i.e.,
where Λ k 's are diagonal operators. Then, propagator presented in Eq. (7) can be written as
Since multiplication of variables usually requires more operations than addition on a computer, we define computational complexity C as the number of multiplications required when calculating short-time evolution. In the literature, short-time propagation methods are usually referred to the Piecewise Constant Scheme (PWC) [25] 
and SPO [22] [23] [24] 
We prove in Appendix D that PWC, PWM, and SPO have the same order of accuracy in numerical simulation (, 2nd order accuracy), but the latter two schemes usually have a much smaller computational complexity than the former one in high-precision computation. In laboratory, a smooth control field is usually more desirable due to the restriction of Arbitrary Waveform Generator (AWG) on the time-domain response. Suppose that we have found a suitable PWM sequence s k (t), one way to transform it back to a continuous form is to apply the PWM approximation backward
According to Lagrange Mean Value Theorem, we know that there exist at least one point
k . Chosen these t 's as known points, continuous controls u k (t)'s with arbitrary order of smoothness can be generated through various interpolation methods [26] . Suppose the u k (t)'s vary slowly in every small interval τ , we can simply obtain the following PWC control fields that is well accepted in the quantum control literature
Though the inverse-PWM approximation seems obvious with the PWM pulse sequences, it needs more attention when dealing with an arbitrary bang-bang control field. Suppose the minimum and the cutoff frequency of a bang-bang control is ω min and Ω respectively, to generate a corresponding continuous field one needs to divide every time interval T = 2π/ω min into M ≥ Ω/ω min + 1 pieces and apply Eq. (17) in every subinterval τ . In principle, the smaller the pieces divided, the more accurate the continuous control field would be, and thus any bang-bang control field can be approximated with a continuous waveform.
However, when the cutoff frequency is rather large, or when the spectrum of the bang-bang control is too wide, this inverse-PWM approximation fails since the obtained continuous function also contains rapid ascent/descent in the time domain which cannot be realized in AWG.
Another way to transform arbitrary bang-bang control field into continuous form is to use Fourier transform. Suppose the cutoff frequency of a bang-bang control is Ω, we can simply drop off those high-frequency terms above the threshold through a numerical/physical frequency filter. In fact, the above two methods of generating arbitrary waveform are quite similar. The only difference lies in the high-frequency terms above Ω, where the former method allows small components in the area. In this regard, the latter method may result into a more smooth control field than the former one. 
B. Gaussian pulse train generator
Instead of transforming the designed PWM sequence into arbitrary waveform, we can also replace the rectangular pulses by a Gaussian pulse train. Under the same definition of the parameters in Sec. II (A), we define the Gaussian pulse sequence as
Following the same way as in Appendix A, we can prove that the Gaussian pulse sequence is identical to the PWM sequence below the cutoff frequency Ω in the frequency domain.
Above the threshold, there are only small differences between the two types of sequences.
For an arbitrary bang-bang control field with minimum and cutoff frequency ω min and Ω, respectively, one needs to generate M ≥ Ω/ω min + 1 Gaussian pulses in every time interval T = 2π/ω min , where the pulse width w (m) is defined in Eq. (3). Though hard switches are not available in experiments, a very narrow Gaussian pulse is regarded to be achievable. In this regard, any bang-bang control can be well implemented with a Gaussian pulse train. Figure   4 compares the two types of control fields in both time domain and frequency domain. The approximation error is squeezed in the area above the cutoff frequency Ω in the frequency domain. Compared with the results in Fig. 1 , the Gaussian pulse sequence is indeed a more accurate approximation to a continuous control function than the rectangular PWM sequence.
V. APPLICATION: OPTIMAL CONTROL OF MOLECULAR SYSTEMS
In ultra-fast laser control of molecular systems, the Hamiltonian is usually written as
, where H 0 is the field-free Hamiltonian, (t) the control field which oscillates within a bounded range min ≤ (t) ≤ max , and µ the dipole moment [19] .
Particularly in our example, we consider a ten-level system which is initially in the ground state |ψ i = |1 , our aim is to design the control field (t) which drives the system into the target state |ψ f = |4 at time T = 100 (, dimensionless units are used) [27] . Thus, the objective function reads
which corresponds to optimizing the overlap between the target state and the final state of the system [28] , U T is the propagation operator starts from t = 0 to t = T . Setting τ = 0.1 and applying PWM approximation on the initial control field (t), the gradient of the propagator reads
Thus, the gradient of the objective function J reads Figure 5 (a) shows the search for the optimal control through the basic GRAPE algorithm with/without employment of the PWM method [16] . In accordance with the analyses above, the PWM method diagonalize the three time-independent Hamiltonians H 0 , H 0 ± µ before solving TDSE, and thus accelerates the optimal control design by a large extent. On average, the PWM-GRAPE algorithm approximately saves more than half of the CPU time compared with the basic GRAPE algorithm, but still guarantees a high-fidelity control design.
The PWM-GRAPE algorithm involves an additional step to transform the optimized pulse sequence into continuous form. According to Eq. (17), this can be done by various interpolation methods. In accordance with the basic GRAPE algorithm (, and almost other algorithms), we simply transform the optimized control field into PWC form (t) = (ξ/τ ) ·
+ ]. Figure 5 (b) shows the spectrum of the PWC control fields obtained by the PWM-GRAPE (green) algorithm and the basic GRAPE algorithm (blue), where both of the fields control the system with fidelity J ≤ 1 × 10 −3 . The optimized results show that the two coherent processes, i.e., |1 → |2 and |2 → |4 , are dominant in the whole control process, which meets the results in Ref. [19] .
VI. CONCLUSIONS
To summarize, we propose the PWM method in quantum control design, which builds a connection between bang-bang and continuous control. On the one hand, this method approximates an arbitrary control field by bang-bang control, takes advantage of the discreteness of the control field to speed up numerical calculation when solving TDSE, or takes advantage of the higher-order propagation scheme to improve the numerical precision in the control design, and then approximates the designed bang-bang control by an arbitrary waveform or a Gaussian pulse train. Seeing quantum optimal control in molecular systems as an example, we demonstrate that the PWM method can be embedded into the GRAPE algorithm (, almost any QOC algorithms) and accelerate the control design by a large extent. Both theoretical analysis and numerical simulation show that the it speeds up quantum control design especially in large dimensional systems with small number of control variables. On the other hand, the PWM method reveals one way to transform existing bang-bang control results in the literature into a laboratory available continuous form, or a Gaussian pulse train. Our next step would be addressed on transforming bang-bang controls in TOC into arbitrary waveforms.
If we choose
where t (m)
For n = 1, the summation over m in the second term can be written as
The above formula has used the approximation exp(x) ≈ 1 + x, x 1 in line (A5), and replaced the summation by integral in line (A6), which are reasonable when τ /T 1.
Following the same way, we prove that for n = −1
and for n = ±(lM ± 1),
Combining Eq. (A4) and Eq. (A7-A9), the rectangular pulse sequence s(t) can be written as
where f [(lM ± 1)ω] is an unknown function oscillating at the frequencies (lM ± 1)ω. Below the lowest frequency threshold Ω = (M −1)ω, the pulse sequence s(t) has the same frequency components with the sinuous function sin (ωt + φ). Above the threshold, there are differences rapidly oscillating at frequency (lM ± 1)ω, l = 1, 2, · · · , with small amplitudes proportional to the pulse amplitude ξ. This means that one can always adjust the pulse number M to guarantee a satisfactory frequency cutoff Ω = (M − 1)ω, within which the pulse sequence s(t) can be seen as identical to a sinuous function.
For an arbitrary real function u(t) with finite frequency bandwidth, it can be equivalently written as
In order to ensure a minimum frequency cutoff Ω for all the frequency terms, we set the pulse number M = Ω/ω min + 1. In every interval [t
+ ], we suppose the pulse width w (m) (ω) for all the frequency terms are the same and adjust the pulse amplitude ξ(ω) as follows
Since the absolute value of w (m) k is still unknown, we add a extra constraint that
where ξ is a chosen parameter. Combine Eq. (A14) and (A15), we obtain the pulse width for the m-th pulses in the sequence
which indicates that the pulse sequence s(t) is only determined by the integral area of the time-dependent function u(t) in every small time interval τ .
Appendix B: Error analysis of the PWM approximation
To analyze the accuracy of the PWM approximation in a more quantitive form, we use
Taylor series to expand Eq. (7) to the second order
On the other hand, we use Dyson series to expand the time-ordered integral Eq. (10) to the second order
In addition, the double integral in Eq. (B2) can be approximated by expanding the timedependent variables u k (t) through Taylor series, i.e.,
Thus, according to Eq. (3) and Eq. (B1-B2), we obtain the error formula for the PWM propagator
which indicates that the PWM sequence has 2nd order accuracy in simulating the control effect of a continuous control field. In other words, only by turning on/off the interactions, we can simulate the evolution of an arbitrary time-dependent system to the second order accuracy.
This reveals that three PWM propagators can be concatenated to a higher-order form. To explore the result further, we continue to write the propagator explicitly as follows
Using the symmetry of the two propagators
we immediately find that C . We can prove that both PWC and SPO methods have 2nd order accuracy in solving TDSE, which is the same as the PWM approximation. However, approximation error of these methods are slightly different in the frequency domain. Fourier transform shows that, above the frequency threshold Ω PWC has smallest high-frequency noise among the three schemes; PWM is better than SPO for that the amplitudes of the noise is proportional to pulse amplitude ξ (, as we said in Appendix A), while SPO corresponds to the special case in which ξ → ∞ (see Sec. II). In conclusion, PWC is slightly more accurate than PWM than SPO, while they share the same order of approximation accuracy (, 2nd order accuracy).
Computational complexity of the three schemes can be compared as follows. As defined where N is the dimension of the system. In the same way and according to Eq. (14), we obtain that C PWC = (2K − 1)N 3 + (2K − 1)N 2 + (p − 1)KN (, C SPO is the same as C PWC ).
Coefficient of the leading term of the three schemes are p − 1 and K − 1, which shows that PWM (, and SPO) saves computational complexity when the number of control variables is relatively small, or when the required numerical precision p is very large. Consider other terms in the expression of C PWM (, and C SPO ), numerical simulation shows that a large dimension N also out-stands the efficiency of PWM (, and SPO).
