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Abstract. How to draw the vertices of a complete multipartite graph G
on different points of a bounded d-dimensional integer grid, such that the
sum of squared distances between vertices of G is (i) minimized or (ii)
maximized? For both problems we provide a characterization of the so-
lutions. For the particular case d = 1, our solution for (i) also settles the
minimum-2-sum problem for complete bipartite graphs; the minimum-
2-sum problem was defined by Juvan and Mohar in 1992. Weighted cen-
troidal Voronoi tessellations are the solution for (ii). Such drawings are
related with Laplacian eigenvalues of graphs. This motivates us to study
which properties of the algebraic connectivity of graphs carry over to the
restricted setting of drawings of graphs with integer coordinates.
1 Introduction
Let r, d be positive integers. Let n1 ≤ · · · ≤ nr be positive integers such that∑
ni = (2M +1)
d for some integer M . We consider straight line drawings of the
complete r-partite graph Kn1,...,nr into the d-dimensional integer grid
P :=
{
(x1, . . . , xd) ∈ Zd : −M ≤ xi ≤M
}
.
No two vertices of the graph are drawn on the same grid point. Note that such
a drawing corresponds to a coloring of the points of P with r colors, such that
color i appears ni times, for i = 1, . . . , r. The goal is to find the assignment
of colors to the points of P such that the sum of squared distances between
points of different colors is (i) minimized or (ii) maximized. The motivation for
this problem stems from the following relation between drawings of a graph and
spectral theory:
Let G = (V,E) be a graph with vertex set V = {1, . . . , N}, and let deg(i)
denote the degree of vertex i. The Laplacian matrix of G is the N ×N matrix,
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L = L(G), whose entries are
Li,j =
deg(i), if i = j,−1, if i 6= j and ij ∈ E,
0, if i 6= j and ij /∈ E.
Let λ1(G) ≤ λ2(G) ≤ · · · ≤ λN (G) be the eigenvalues of L. The algebraic
connectivity (also known as the Fiedler value [8]) of G is the value of λ2(G). It
is related to many graph invariants (see [8]), and in particular to the size of the
separator of a graph, giving rise to partitioning techniques using the associated
eigenvector (see [13]). Spielman and Teng [13] proved the following lemma:
Lemma 1 (Embedding Lemma).
λ2(G) = min
∑
ij∈E ‖vi − vj‖2∑
i∈V ‖vi‖2
,
and
λN (G) = max
∑
ij∈E ‖vi − vj‖2∑
i∈V ‖vi‖2
,
where the minimum, respectively maximum, is taken over all tuples (v1, . . . ,vN )
of vectors vi ∈ Rd with
∑N
i=1 vi = 0, and not all vi are zero-vectors 0.
In fact, Spielman and Teng [13] proved the Embedding Lemma for λ2(G), but
the result for λN (G) follows by very similar arguments; when adapting the
proof of [13] we have to replace the last inequality given there by the inequality∑
i xi/
∑
i yi ≤ maxi xiyi , for xi, yi > 0.
Let v = (v1, . . . ,vN ) be a tuple of positions defining a drawing of G (vertex
i is placed at vi). Let
λ(v) :=
∑
ij∈E ‖vi − vj‖2∑
i∈V ‖vi‖2
. (1)
Note that ‖vi−vj‖2 is equal to squared length of the edge ij in the drawing
defined by v. Lemma 1 provides a link between the algebraic connectivity of G
and its straight line drawings. Clearly
λ2(G) ≤ λ(v) ≤ λN (G).
We remark that in dimension d = 1, optimal drawings v are eigenvectors of L(G)
and λ(v) is the well known Rayleigh quotient.
In this paper we study how well we can approximate λ2(G) and λN (G)
with drawings with certain restrictions. First, we restrict ourselves to draw-
ings in which the vertices are placed at points with integer coordinates and
no two vertices are placed at the same point. Since λ(αv) = λ(v) for α ∈
R \ {0}, we have that λ2(G) and λN (G) can be approximated arbitrarily closely
with straight line drawings with integer coordinates of sufficiently large abso-
lute value. We therefore bound the absolute value of such drawings and con-
sider only drawings in the bounded d-dimensional integer grid P . Juvan and
Fig. 1. The best way to minimize the sum of squared distances between points of
different colors on a 51× 51 integer grid. Left: for r = 2 colors with 1/3 of the points
in red and 2/3 of the points in blue. Right: for r = 3 colors, with 1359 red points, 724
blue points, and 518 green points.
Mohar [9,10] already studied drawings of graphs with integer coordinates for
d = 1. More precisely, the authors consider the minimum-p-sum-problem: for
0 < p < ∞, a graph G and a bijective mapping Ψ from V to {1, . . . , N}, de-
fine σp(G,Ψ) =
(∑
uv∈E(G) |Ψ(u)− Ψ(v)|p
)1/p
, and for p = ∞, let σp(G,Ψ) =
maxuv∈E(G) |Ψ(u)−Ψ(v)|. The quantity σp(G) = minΨ σp(G,Ψ) (where the min-
imum is taken over all bijective mappings) is then called the minimum-p-sum of
G, and if p =∞, it is also called the bandwidth of G. In [10] relations between
the min-p-sum and λ2(G) and λN (G) are analyzed, and also polynomial-time
approximations of the minimum-p-sum based on the drawing suggested by the
eigenvector corresponding to λ2(G) are given. In [9] the minimum-p-sums and
its relations to λ2(G) and λN (G) are studied for the cases of random graphs,
random regular graphs, and Kneser graphs. For a survey on the history of these
problems, see [5] and [6].
The use of eigenvectors in graph drawing has been studied for instance in [11],
and we also mention [12] as a recent work on spectral bisection.
In the next two sections we characterize the optimal drawings v for complete
multipartite graphs Kn1,...,nr which minimize/maximize λ(v). The assumption
N =
∑r
i=1 ni = (2M+1)
d made in the beginning is to ensure that every drawing
satisfies the condition
∑N
i=1 vi = 0. The Laplacian eigenvalues of Kn1,...,nr are
known to be, see [4],
01, (N − nr)nr−1, (N − nr−1)nr−1−1, . . . , (N − n2)n2−1, (N − n1)n1−1, Nr−1
where the superindexes denote the multiplicities of the eigenvalues. Therefore,
N − nr ≤ λ(v) ≤ N.
Two examples of optimal drawings in dimension d = 2 which minimize λ(v)
are given in Figure 1. Figure 2 and Figure 3 show examples which maximize λ(v).
We mention that we obtained all these drawings with computer simulations,
Fig. 2. The best way to maximize the sum of squared distances between points of
different colors on a 51× 51 integer grid. Left: for r = 2 colors with 3/4 of the points
in blue and 1/4 of the points in red. Right: for r = 3 colors, with 1359 red points, 724
blue points, and 518 green points.
Fig. 3. The best way to maximize the sum of squared distances between points of
different colors on a 101 × 101 integer grid. Left: for r = 6 colors, with 1701 purple
points and 1700 points of every other color. Right: for r = 7 colors, with 1459 yellow
points and 1457 points of every other color.
using simulated annealing. The solution for minimizing λ(v) shown in Figure 1
consists of concentric rings and applies to the case when all color classes have
different size. While this solution is unique, we will show that if the color classes
have the same size, then there are exponentially many drawings that minimize
λ(v). In that case, the solutions are characterized as those drawings where for
each color class all its points sum up to 0. As can be observed in Figures 2 and
Figure 3 (and proved in Section 3), the solution for maximizing λ(v) is given by
(weighted) centroidal Voronoi diagrams, which are related to clustering [7]. Let
us give the definition of a centroidal Voronoi tessellation, according to [7]. Given
an open set Ω ⊆ Rd, the set {Vi}ri=1 is called a tessellation of Ω if Vi ∩ Vj = ∅
for i 6= j and ∪ri=1Vi = Ω. Given a set of points {ci}ri=1 belonging to Ω, the
Voronoi region Vˆi corresponding to the point ci is defined by
Vˆi = {x ∈ Ω | ||x− ci|| < ||x− cj || for j = 1, . . . , r, j 6= i}.
The points {ci}ri=1 are called generators or sites. The set {Vˆi}ri=1 is a Voronoi
tessellation or Voronoi diagram. A Voronoi diagram is multiplicatively weighted,
see [3], if each generator ci has an associated weight wi > 0 and the weighted
Voronoi region of ci is
Vˆi = {x ∈ Ω | ||x− ci||wj < ||x− cj ||wi for j = 1, . . . , r, j 6= i}.
A Voronoi tessellation is centroidal if the generators are the centroids for each
Voronoi region. Voronoi diagrams have also been defined for discrete sets P in-
stead of regions Ω [7].
Finally, in Section 4 we focus on graph drawings in dimension d = 1 and
treat the question on what can be said about approximations of eigenvectors
with bounded integer vectors. In particular, we study the relation between the
algebraic connectivity and an integer version of the algebraic connectivity and
the minimum-2-sum. We think analogous relations should also hold for drawings
in higher dimension; we leave this for further research.
2 Optimal Drawings for Minimizing λ(v)
In the following we give bounds on λ(v). Note that in Equation (1), the term∑
i∈V ‖vi‖2 is the same for all drawings on P . Let S :=
∑
v∈P ‖v‖2. We first
calculate the value of S which we need later on.
Proposition 1.
S = 2d(2M + 1)d−1
M(M + 1)(2M + 1)
6
.
The proof is given in the appendix.
Let A1, . . . , Ar be the partition classes of Kn1,...,nr with |Ai| = ni (for 1 ≤
i ≤ r). Let N = (2M + 1)d = ∑ri=1 ni. Let v be a fixed straight line drawing
of Kn1,...,nr . In what follows we abuse notation and say that a point v ∈ P is in
Ai if a vertex of Ai is mapped to v. We also use Ai to refer to the image of Ai
under v.
Let A and B be two finite subsets of Rd. We define
A ·B :=
∑
v∈A
w∈B
v · w,
where · is the dot product. We will need the following property:
Proposition 2. Let A1, . . . , Ar be r ≥ 2 finite subsets of Rd such that
r∑
i=1
∑
v∈Ai
v = 0.
Then
r−1∑
i=1
r∑
j=i+1
Ai ·Aj = −1
2
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
.
The proof is given in the appendix.
Lemma 2. Let v be a fixed straight line drawing of G = (V,E) = Kn1,...,nr .Then
λ(v) = N +
1
S
r∑
i=1
(
−ni
∑
v∈Ai
‖v‖2
)
+
1
S
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
.
Proof.
λ(v) =
1
S
∑
(v,w)∈E
‖v − w‖2 = 1
S
∑
(v,w)∈E
(‖v‖2 + ‖w‖2 − 2v · w) .
Since in the complete multipartite graph each v ∈ Ai is adjacent to all vertices
but the ni vertices of its class Ai, this further equals
λ(v) =
1
S
r∑
i=1
(
(N − ni)
∑
v∈Ai
‖v‖2
)
− 2
S
∑
i 6=j
Ai ·Aj
= N +
1
S
r∑
i=1
(
−ni
∑
v∈Ai
‖v‖2
)
+
1
S
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
.
uunionsq
The following theorem provides best possible drawings whenever one can
draw Kn1,...,nr on P such that for each class Ai we have
∑
v∈Ai v = 0. This can
be achieved for instance if |Ai| is even for all but one of the classes, and for each
point v ∈ Ai in the drawing, also −v ∈ Ai, and the remaining vertex is drawn at
0. If all |Ai| are even, then the theorem also holds under the assumption that no
vertex is drawn at 0 (recall that |P | is odd). Otherwise, the best drawings are
such that
∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2 is minimized, and the drawing in the second case
of the theorem only gives an approximation.
Theorem 1. Let v be a straight line drawing of Kn1,...,nr that minimizes λ(v).
If n1 = n2 = . . . = nr, then v minimizes
∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2; in particular, if∑
v∈Ai v = 0, for all 1 ≤ i ≤ r, then λ(v) = N − nr. If n1 < n2 < . . . < nr,
then v has the following structure: For each i = 1, . . . , r − 1, the union of the
smallest i color classes,
⋃i
j=1Aj, forms a ball centered at 0.
Proof. Consider first the case when all classes Ai have the same number of points
n = ni. Take a drawing v. By Lemma 2,
λ(v) = N+
1
S
r∑
i=1
(
−ni
∑
v∈Ai
‖v‖2
)
+
1
S
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
= N−n+ 1
S
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
.
Then λ(v) is minimized if
∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2 is minimized. If there are drawings
v such that
∑
v∈Ai v = 0 for each class, then
∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2 = 0. Since the
algebraic connectivity of Kn,n...,n (with N = r · n) is N − n, such a drawing
is best possible. Consider then the case n1 < n2 < . . . < nr. By Lemma 2,
v minimizes λ(v) if
∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2 is minimized and ∑ri=1 (ni∑v∈Ai ‖v‖2)
is as large as possible. Both conditions can be guaranteed at the same time.∑r
i=1
∣∣∣∣∑
v∈Ai v
∣∣∣∣2 can be kept small (or equal to 0) when drawing each Ai
in a symmetric way around the origin. The quantity
∑r
i=1
(
ni
∑
v∈Ai ‖v‖2
)
is
maximized when the smallest class A1 is drawn such that
∑
v∈A1 ‖v‖2 is as
small as possible, which is the case when the vertices of A1 are drawn as close
as possible to the origin; then, in an optimal drawing the vertices of the second
smallest class A2 are drawn as close as possible to the origin on grid points
which are not occupied by A1. In the same way, iteratively, for the i-th smallest
class all grid points closest to the origin, that are not yet occupied by smaller
classes, are selected. This results in a drawing with concentric rings around the
origin. uunionsq
Remark 1. If some of the classes have the same number of elements, then the
optimal solutions are given by a combination of the two cases of Theorem 1.
That is, several classes with the same number of elements can form one of the
concentric rings in the drawing which satisfies
∑
v∈Ai v = 0 for all color classes.
We show next that the number of optimal drawings ofKn1,...,nr that minimize
λ(v) can be exponential if some classes have the same number of elements. For
the sake of simplicity of the exposition, we show this only for the case K1,2m,2m
and dimension d = 1. The argument can be adapted to the general case.
Proposition 3. Let d = 1, and P = {−2m,−2m + 1, . . . , 2m − 1, 2m}. There
exists a constant c > 0 such that the number N of straight line drawings v of
K1,2m,2m on P which minimize λ(v) satisfies c16
m/m5 < N < 16m.
Proof. Let A1, A2, A3 be the classes of K1,2m,2m, with n1 = 1 and n2 = n3 =
2m. Theorem 1 characterizes the optimal drawings as all drawings that satisfy∑
v∈Ai v = 0. Then the only vertex of class A1 is drawn at position 0 in any
optimal drawing. For the upper bound, the number of such drawings is at most(
4m
2m
)
< 16m, since there are at most
(
4m
2m
)
choices for mapping the vertices of
A2 to P\{0}, and then the positions of the vertices in A3 are already deter-
mined. Regarding the lower bound, in order to have
∑
v∈A2 v = 0, we must
have
∑
v∈A2,v<0−v =
∑
v∈A2,v>0 v. We may thus consider only drawings with
exactly m elements v of A2 with v > 0. There are at most
∑2m
i=1 i = 2m
2 + m
different sums that can be obtained by
∑
v∈A2,v>0 v, and the same holds for∑
v∈A2,v<0−v. Thus, one of these sums, call it s, appears in at least
(2mm )
2m2+m
of all the drawings of {v ∈ A2, v > 0}, and by symmetry, the same sum s ap-
pears also at least
(2mm )
2m2+m times when considering
∑
v∈A,v<0−v. Any drawing
for which at the same time we have
∑
v∈A2,v>0 v = s and
∑
v∈A2,v<0−v = s is
an optimal drawing. There are at least
(
(2mm )
2m2+m
)2
= Ω
(
16m
m5
)
such drawings,
where we use the asymptotic estimate
(
2m
m
) ∼ 4m√
pim
. Hence the lower bound
follows. uunionsq
3 Optimal Drawings for Maximizing λ(v)
We now study drawings of Kn1,...,nr that maximize λ(v). The following solu-
tion as a Voronoi diagram has to be considered as an approximation, due to
the discrete setting and due to the given bounding box. However, the bigger
the numbers ni, the better the approximation to the boundary curves between
adjacent Voronoi regions.
Theorem 2. Let v be a straight-line drawing of Kn1,...,nr on P that maximizes
λ(v). If n1 = n2 = . . . = nr, then v defines a centroidal Voronoi diagram. If
the ni are not all the same, then v defines a multiplicatively weighted centroidal
Voronoi diagram.
Proof. We make use of the following fact: let Q be an arbitrary set of n points
p1, . . . , pn in Rd. Let c be the centroid of Q, c = 1n
∑n
i=1 pi. Then, see [2],
n−1∑
i=1
n∑
j=i+1
||pi − pj ||2 = n
n∑
i=1
||pi − c||2. (2)
In the case of our theorem, let v be a drawing of Kn1,...,nr drawn on
P =
{
(x1, . . . , xd) ∈ Zd : −M ≤ xi ≤M
}
.
Denote by cA1 , . . . , cAr the centroids of the classes A1, . . . , Ar, respectively. Then,
from Equation (1) and S =
∑
v∈P ‖v‖2 we get
λ(v)|S| =
∑
(v,w)∈E
‖v − w‖2 =
∑
i<j
∑
v∈Ai
w∈Aj
||v − w||2
=
∑
v,w∈P
||v − w||2 −
r∑
i=1
∑
v,w∈Ai
||v − w||2
=
∑
v,w∈P
||v − w||2 −
r∑
i=1
ni
∑
v∈Ai
||v − cAi ||2,
where in the last equation we use (2). The quantity
∑
v,w∈P ||v − w||2 is the
same for each drawing of Kn1,...,nr , and
∑r
i=1 ni
∑
v∈Ai ||v− cAi ||2 is minimized
if for each class Ai, its vertices are drawn as close as possible to its centroid
cAi . Then the union of the r regions defined by A1, . . . , Ar forms a centroidal
Voronoi tessellation, see [7]. Note that when the n′is are different, then this is a
multiplicatively weighted Voronoi diagram, see [3]. uunionsq
4 An Integer Variant of the Algebraic Connectivity
In this section we consider drawings in dimension d = 1 of graphs G = (V,E)
with V = {1, . . . , N}, that is, drawings v where the vertices of G are mapped to
different points of P = {−bN/2c,−bN/2c+ 1, . . . , bN/2c}. If N is even, then in
order to satisfy the condition
∑N
i=1 vi = 0 (recall the definition of (1) and the
Embedding Lemma), no vertex is mapped to the origin. We denote by
λI2(G) = minλ(v),
where the minimum is taken over all drawings v of G on P . Note that when
N is odd, then λI2(G) is equivalent to the square of the minimum-2-sum, σ
2
2(G)
(recall the definition of minimum-2-sum in the introduction).
Continuing the investigations by Juvan and Mohar mentioned in the intro-
duction (see [9,10]), we are here interested in properties and bounds for λI2(G),
similar in spirit to bounds and properties of λ2(G). First, the following relation,
analogous to the one for λ2(G) from [8] is obtained easily.
Proposition 4. If G and H are edge-disjoint graphs with the same set of ver-
tices, then
λI2(G) + λ
I
2(H) ≤ λI2(G ∪H).
The proof is immediate from the definition of λI2(G) and the Embedding Lemma,
by splitting the sum of the edge weights for G∪H into two sums of edge weights,
one for G and one for H.
Denote by G+e the graph obtained from the graph G with N vertices by adding
an edge e. It is known (see [1]) that λ2(G) ≤ λ2(G+ e) ≤ λ2(G) + 2. We have a
result in the same spirit for λI2(G):
Proposition 5. Denote by G + e the graph obtained from the graph G with N
vertices by adding an edge e. Then
λI2(G) +
1
2
∑bN/2c
i=1 i
2
≤ λI2(G+ e) ≤ λI2(G) +
N2
2
∑bN/2c
i=1 i
2
.
Again, the proof is immediate; adding an edge to a drawing of G increases the
edge weight by at least 1 and by at most N2.
Let us then consider the Cartesian product of graphs. Recall that the Carte-
sian product G × H is defined as follows: V (G × H) = V (G) × V (H), and
(u, u′)(v, v′) ∈ E(G × H) iff either u = v and u′v′ ∈ E(H), or u′ = v′ and
uv ∈ E(G). For the Cartesian product of two graphs G and H, Fiedler [8] proved
the relation λ2(G×H) = min{λ2(G), λ2(H)}. The analogous relation does not
hold for λI2(G); λ
I
2(G×H) can be strictly larger than min{λI2(G), λI2(H)} as can
be seen by the example of C3 × P2, the Cartesian product of a triangle with an
edge.
In the following, the number of vertices of a graph G is also denoted by |G|.
Proposition 6. Let G and H be two graphs such that |G| and |H| are odd
numbers. Then we have
λI2(G×H) ≤ λI2(G)
( |G|2 − 1
|G|2|H|2 − 1
)
+ λI2(H)
( |G|2(|H|2 − 1)
|G|2|H|2 − 1
)
(3)
Proof. We present a drawing of G ×H which attains the claimed bound. First
consider an optimal drawing Hopt of H which gives λ
I
2(H), and then replace each
vertex of H by |G| vertices. More precisely, the |H| · |G| vertices of G ×H are
drawn on P in such a way that we have |H| consecutive copies Gi of G (each
copy Gi occupies an interval of |G| consecutive points of P ). Within each Gi
the vertices are ordered in the same way such that the drawing of Gi is best
possible (minimizing the sum of squared edge lengths); denote this drawing of
Gi as Gopt. Figure 4 shows such a drawing of G ×H for G = C3 and H = P3.
From Proposition 1, with 2M + 1 = |G||H| and d = 1, we have
i ii
-4 -3 -2 -1
0 1 2 3 4
Fig. 4. A drawing of the Cartesian product of cycle C3 and path P3. Some straight
line edges are drawn as arcs for better visibility.
∑
i∈V
||vi||2 = 1
12
(|G|2|H|2 − 1) (|G|) (|H|) .
Between two consecutive copies of a vertex i of H there are exactly |G|−1 points
of P . Then an edge e ∈ Hopt with squared length e2 has squared edge length
(e|G|)2 in our drawing of G×H. We get
λI2(G×H) ≤
|H|
∑
e∈Gopt
e2
1
12 (|G|2|H|2 − 1) (|G|) (|H|)
+
|G|
∑
e∈Hopt
(e|G|)2
1
12 (|G|2|H|2 − 1) (|G|) (|H|)
=
|H|
∑
Gopt
e2
1
12 (|G|) (|H|) (|G|2 − 1)
(
|G|2|H|2−1
|G|2−1
) +
|G|3
∑
Hopt
e2
1
12 (|G|) (|H|) (|H|2 − 1)
(
|G|2|H|2−1
|H|2−1
)
= λI2(G)
( |G|2 − 1
|G|2|H|2 − 1
)
+ λI2(H)
( |G|2(|H|2 − 1)
|G|2|H|2 − 1
)
.
uunionsq
Corollary 1. Let G and H be two graphs such that |G| = |H| is an odd number.
Then we have
λI2(G×H) ≤
λI2(G) + λ
I
2(H)
2
.
Proof. This follows from the proof of Proposition 6, by interchanging the role of
G and H in the drawing, and then by summing the two inequalities. uunionsq
Corollary 2. If λI2(G) = λ2(G) and |G| is odd, then
λI2(G×G) = λI2(G).
Proof. On the one hand, λI2(G × G) ≥ λ2(G × G) = λ2(G) = λI2(G). On the
other hand, by Corollary 1, λI2(G×G) ≤ λI2(G). uunionsq
The assumption of |G| and |H| being odd numbers in Proposition 6 simplifies
the calculations. We believe that a similar bound holds when |G| or |H| are even.
Indeed, the drawing for G × H explained in the proof of Proposition 6 can be
optimal when |G| and |H| are even. We illustrate this with the hypercube and
mention that its eigenvalues and eigenvectors are well known.
Proposition 7. For QN , the hypercube on N vertices, λ
I
2(QN ) = λ2(QN ) = 2.
Proof. To see this, note that QN = QN/2 × P2. In this case an optimal drawing
of QN can be obtained from two copies of an optimal drawing for QN/2 using
ideas of the drawing of Proposition 6: indeed, one can take an optimal drawing of
QN/2 once shifted towards {1, . . . , N/2} (corresponding to vertices of the hyper-
cube having 0 in the first dimension), and once shifted towards {−N/2, . . . ,−1}
(corresponding to vertices of the hypercube having 1 in the first dimension),
and then connecting them by a matching. This drawing is similar to the one de-
scribed in Proposition 6; in fact, the only difference is that no vertex is mapped
to the origin. uunionsq
Proposition 8. There are graphs G with λI2(G×G) < λI2(G).
Proof. Let G be the graph consisting of a triangle, with labels of the vertices
1, 2, 3, and a path of length 2 attached to vertex 3; label these vertices 4, 5, in
this order. Clearly, the function f : V (G) → {−2, . . . , 2} given by f(i) = i − 3,
1 ≤ i ≤ 5, defines an optimal drawing of G, yielding λI2(G) = 810 . On the other
hand, consider the drawing g : V (G)× V (G) → {−12, . . . , 12} given as follows:
g(i, j) = −12 + 3(i− 1) + (j− 1) for 1 ≤ i, j ≤ 3, g(i, j) = −3 + 2(i− 1) + (j− 4)
for 1 ≤ i ≤ 3, 4 ≤ j ≤ 5, and g(i, j) = 3 + 5(i − 4) + (j − 1) for 4 ≤ i ≤ 5, 1 ≤
j ≤ 5. The drawing given by g gives an upper bound on λI2(G ×G), and hence
λI2(G×G) ≤ 7751300 < 0.6. uunionsq
Whereas it is obvious that for graphs G with an odd number N of vertices,
the optimal drawings of λI2(G) and σ
2
2(G) coincide, this is not always the case
for N even.
Proposition 9. There exist graphs G with |G| even, for which the optimal draw-
ings of λI2(G) and σ
2
2(G) are different.
Proof. Consider the graph G shown in Figure 5. An optimal drawing for σ22(G) is
given by ordering the vertices in the order 12354678 or 12345678. Indeed, in any
drawing, the five edges incident to vertex 5 together have squared edge length
at least 2 · 12 + 2 · 22 + 32 and the other two edges have squared edge length at
least 1. It is easily checked that for λI2(G), 18275346 is a better embedding than
12354678 or 12345678. uunionsq
1 2 3 4 5 6 7 8
Fig. 5. A graph G which has different drawings for λI2(G) and for σ
2
2(G).
5 Conclusion
In this paper we gave drawings minimizing as well as maximizing λ(v), and we
analyzed properties of an integer variant of the algebraic connectivity. It would
be interesting to characterize the class of graphs G for which λ2(G) = λ
I
2(G).
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6 Appendix
In this appendix we give the omitted proofs of Section 2.
Proposition 1.
S = 2d(2M + 1)d−1
M(M + 1)(2M + 1)
6
.
Proof. We have that
S =
∑
v∈P
‖v‖2 =
∑
(x1,...,xd)∈P
(
x21 + · · ·+ x2d
)
= 2d(2M + 1)d−1
M∑
i=1
i2.
The last equation comes from counting the number of appearances of the term i2
in the left hand side of the equation. This is equivalent to counting the number of
times i2 is equal to the squared coordinate of a vector v of P . Such a coordinate
may be a i or a −i, this gives a factor of two; it has d possibilities to appear as
a coordinate of v, this gives a factor of d; once the sign and position are fixed,
the other (d− 1) coordinates can take any one of (2M + 1) possible values; this
gives a total of 2d(2M + 1)d−1 vectors. Finally,
2d(2M + 1)d−1
M∑
i=1
i2 = 2d(2M + 1)d−1
M(M + 1)(2M + 1)
6
.
uunionsq
Proposition 2. Let A1, . . . , Ar be r ≥ 2 finite subsets of Rd such that
r∑
i=1
∑
v∈Ai
v = 0.
Then
r−1∑
i=1
r∑
j=i+1
Ai ·Aj = −1
2
r∑
i=1
∣∣∣∣∣
∣∣∣∣∣∑
v∈Ai
v
∣∣∣∣∣
∣∣∣∣∣
2
.
Proof. For the case r = 2,
A1 ·A2 =
∑
v∈A1
w∈A2
v · w =
(∑
v∈A1
v
)
·
( ∑
w∈A2
w
)
=
(∑
v∈A1
v
)
·
(
−
∑
v∈A1
v
)
= −
∥∥∥∥∥∑
v∈A1
v
∥∥∥∥∥
2
≤ 0.
In the same way,
A1 ·A2 =
( ∑
w∈A2
w
)
·
(
−
∑
w∈A2
w
)
= −
∥∥∥∥∥ ∑
w∈A2
w
∥∥∥∥∥
2
≤ 0.
Summing the two equations, the result follows for r = 2. Let then r > 2. For
each i ∈ {1, . . . , r} we have
r∑
j=1
j 6=i
Ai ·Aj =
r∑
j=1
j 6=i
∑
v∈Ai
w∈Aj
v · w =
(∑
v∈Ai
v
)
·
 ∑
w∈∪rj=1Aj
j 6=i
w
 = −
∥∥∥∥∥∑
v∈Ai
v
∥∥∥∥∥
2
≤ 0,
where we applied the result for r = 2. Then, when summing these r equations
(summing over all i), each term Ai · Aj appears exactly twice in the sum. The
result follows. uunionsq
