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ABSTRACT
Deadlegs are pipe sections with no through flow which contribute to the complexity in gas and oil pro-
duction systems. Deadlegs commonly face flow assurance challenges related to hydrate deposition. Despite
the challenges, very few reports or studies are publicly available about this topic. The related studies con-
centrate on either hydrate deposition in a flowing system, or deadlegs with no hydrate. The understanding
of hydrate deposition in a deadleg is limited.
The focus of this thesis is to better understand the hydrate deposition in a deadleg by qualitatively and
quantitatively studying the process. A model system is established to mimic vertical gas-filled deadlegs. The
experiments are run at constant wall temperature, constant header temperature, and constant pressure. All
experiments use methane/ethane (75/25%) mixture as a hydrate gas former. The thesis has studied various
variables that are important to hydrate deposition, including the header temperature, the wall temperature,
the pipe size, the water vapor content, and the flow pattern.
When the wall temperature is lower than the HET, the hydrate deposition may not be avoidable. The
hydrate can accumulate and plug the system at a location Lp when the pipe length is large enough. At
given gas components and pressure, Lp is a function positively correlated to header temperature and wall
temperature. The hydrate growth rate, increases with increasing header temperature due to increasing
condensation, and decreases with increasing wall temperature due to less subcooling. When the pipe is
short than Lp, the hydrate deposition is limited due to high temperature, and the plugging risk is reduced.
However, a certain amount of deposit can still exists, and raise concerns.
The effect of the water vapor content is studied by adding glycerol to the liquid. Glycerol in the header is
observed to slow the growth rate approximately proportional to its concentration at low header temperature,
but not at high header temperature. The results indicate that the condensation is the rate limiting step at
low header temperature.
A blower is used to generate forced convection to test the hydrate deposition under a mixed convection.
The added flow is observed to increase to the mixing in the system and changes the temperature field.
However, no significant change of the deposition is observed at the tested conditions.
By analyzing the heat and mass transfer in the system, the temperature profiles without hydrate are
found. The correlation between temperature and Lp is also found. The heat and mass transfer coefficients
are calculated based on a set of assumptions.
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1.1 Motivation: Hydrates in Flow Assurance and its Challenges in Deadlegs
Flow assurance refers to ensuring successful, reliable and economical flow of hydrocarbon stream from
a reservoir to a point of sale. The terminology was first used by Petrobras and then gradually adopted
by the petroleum industry. Flow assurance is a huge and diverse discipline due to the complex nature of
hydrocarbon transportation. It includes pipeline networks and multiphase flow. Solid substances involved in
multiphase flow are often hydrates, asphaltene, wax, scale and sand. The failure of flow assurance is usually
disastrous. Not only would it usually bring up damage to the pipeline and safety concerns, but also it would
cause a halt in production and millions in financial loss.
Gas hydrates, formed from water and guest molecules, are one of the most serious concerns in flow
assurance [1]. As the exploration and the production in the petroleum industry are moving towards more
challenging environments, hydrate risk management has become more important than ever [2]. Conventional
hydrate prevention strategies, such as chemical injection, heating, and pigging, are effective. Their large costs
in harsh environments, on the other hand, make them economically infeasible. Viable hydrate management
strategies require a better understanding of hydrate formation and a better evaluation approach toward
hydrate risks.
Hydrates can appear in a wide variety of field conditions and cause flow assurance problems within
a very short time. In fact, hydrate is one of the most severe issues in flow assurance especially when
offshore operations are going into deeper water depths. Depending on flow conditions, hydrates can present
different phenomena, such as chunk, slurry, gel and deposition. All of them can possibly lead to plug and
blockage of the flowline. The conventional strategy is to prevent hydrate appearance by maintaining flowing
conditions out of the hydrate forming zone. Approaches include chemical injection, insulation and heating
and mechanical removal.
Due to the high costs, the petroleum industry has shifted the practice from hydrate prevention to hy-
drate management. Hydrate management is an operational approach within the hydrate formation zone and
often with hydrate presence. The approach includes an evaluation of likelihood and risks of hydrate forma-
tion and then minimum necessary actions to guarantee flow assurance. Hydrate management is promising
but undoubtedly requires an improvement of current understanding of hydrate formation under different
conditions.
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Deadlegs are pipe sections with no through flow [3]. They are a common part in oil and gas production
pipelines, both onshore and offshore. In gas production systems, the deadleg can be filled with high pressure
gas and water vapor. They are often secondary pipelines where the fluid is very close to stagnant. If not
being properly insulated or heated, they can be cooled rapidly by the environment. If the temperature is
prone to decrease below the hydrate equilibrium temperature (HET), hydrate can form. The actual risks
of a deadleg may vary. Deadlegs on sea bed, for example, are exposed to hydrate risks for most of time.
Deadlegs on oil platforms in North Sea may have seasonal hydrate risks. Currently there have been evidences
that hydrate deposition is a major cause of plugs within deadlegs.
Hydrate deposits can jeopardize the regular functions of the deadleg, such as chemical injection and
production. The solid hydrate can also be harmful for pipeline components. For examples, a deadleg can be
a pipe section with a valve which only opens periodically. The possible pressure difference between the two
sides of the valve can cause a flow upon opening and transport hydrate deposits into the valve. The solids
can damage the valve and interrupt the scheduled operation. The removal of deposits, on the other hand,
can also be dangerous. If the deposit has form a plug, either depressurization or heating to hydrate may
greatly increase the pressure locally, and move the plug with high velocity, which can cause severe pipeline
damage and raises safety concerns.
Current designs of deadlegs are mainly based on rules of thumb and reference standards. It is generally
known that a shorter and wider deadleg has lower hydrate risks [3]. Through operational practice, it is found
that the acceptable deadleg L/ID ratio can range from 3 to 5 for insulated pipes and 5 to 10 for uninsulated
ones. Industrial standards, such as NORSOK P-002 [4], NORSOK L-002 [5], and ISO 12241 [6], can also
used to calculate the suitable range of a certain deadleg. However, at all given circumstances, no exact
values can be assured. A safety margin can be too large in most of current designs or on the opposite not
enough at all. A detailed understanding of the deposition is needed to better minimize or eliminate hydrate
risks. However, nearly no report is available for such issue. Most related literature either concentrates on
the hydrate deposition in a flowing system, or a deadleg system without hydrate.
A better understanding of the hydrate deposition in a gas-filled deadleg can be beneficial in oil and
gas production. It will assist to formulate effective hydrate management strategies, control safety margins,
reduce hydrate risks, and eventually help better design deadlegs in the future.
1.2 Hypothesis and Objectives
Very limited number of publications are available about the hydrate deposition in a deadleg. However,
based on the studies of hydrate deposition in a flowing system, hydrate formation in various systems, and
heat transfer in deadlegs, the following hypotheses can be proposed for the hydrate deposition in a gas-filled
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deadleg.
• Hydrate deposition is affected by the header and wall temperature. The temperature boundary condi-
tions determine the temperature gradient in a deadleg, affects the condensation and the hydrate stable
region.
• Hydrate deposition is affected by the pipe size, because the pipe size determines the length scale for
transport phenomena inside a deadleg, which sequentially affects the temperature field, the water
condensation, and the hydrate deposition.
• Hydrate deposition is affected by the convection, because the convection determines the heat/mass/momentum
transfer in a deadleg. The convection has two components, the natural convection and the forced con-
vection. While the natural convection is generated from the temperature gradient, the force convection
is induced by the flow outside the deadleg.
• Hydrate deposit growth rate is affected by the condensation rate, because condensation is a necessary
step before water can convert into hydrate. The condensation rate may be controlled by controlling
the water vapor amount in the gas phase.
This project aims to establish representative model systems to quantitatively study the hydrate deposition
in deadlegs of oil and gas production pipelines. Specifically the objectives include
• Establish a model system to study the hydrate deposition in a deadleg.
• Quantitatively measure important parameters of the deposition process, including temperature, pres-
sure, morphology, distribution, plugging potential, plugging location, porosity, water/gas fraction, and
kinetic data.
• Investigate and compare the effects of different environment parameters, including header temperature,
wall temperature, pipe size, flow pattern, and inhibitor concentration.
• Model the transport phenomena in the model system.
• Suggest strategies to evaluate, mitigate, and manage hydrate risks.
1.3 Thesis Scope
Chapter 2 reviews the related previous literature about hydrates, hydrates in deadlegs, transport phe-
nomena in deadlegs, and deposition. The overview on the hydrates helps understand the basic properties of
hydrates, especially the formation conditions. It also provides the background of its risks in a oil and gas
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pipeline in a cold environment. The review of the problem introduces the existence of various deadlegs in oil
and gas production systems. The review then describes the reason and the consequences of hydrate deposi-
tion in deadlegs. Several examples from operational experience are also described to illustrate the hydrate
risks in deadlegs. The next review summarizes the previous studies about the deadlegs, mainly including
the experimental and the numerical studies of the transport phenomena. Hydrate deposition is a transport
problem, too. The summary helps understand and establish the conceptual model of the hydrate deposition.
The last part reviews the previous studies about the deposition process of ice, wax, and hydrate. These
processes are similar in many ways. Even though they are not adequate to describe the hydrate deposition
in a deadleg, they provide some basic understanding and possible approaches for the study.
Chapter 3 describes the apparatus used in this study, including the design requirements and the functions
of each component. The apparatus mimic a gas-filled deadleg connecting to a partially water-filled header.
The deadleg is exposed to a cold environment while the header is hot. Chapter 4 describes the experiment
procedure and the characterization methods for hydrate deposits. Typical results are represented to illustrate
the apparatus capabilities. Typical data include images. The method of images analysis is also described in
the chapter. Chapter 5 lists all the experiments and their experimental conditions in this study.
Chapter 6 reports the study about the effects of header temperature on hydrate deposition. Chapter 7
reports the study about the effects of pipe wall temperature on hydrate deposition. Temperature is expected
to play an important role in hydrate deposition. Hydrate formation depends on the mass transfer of water.
Temperature gradient from the header to the pipe generates a natural convection in a deadleg which is the
predominant transport mechanism from the header. Temperature also affects the water saturation in the gas
phase, which is an important factor for water condensation. Another important factor of the condensation is
the temperature gradient close to the surface. Moreover, the conversion from water to hydrate is also affected
by the temperature. The two chapters describe the experiments at different header and wall temperatures
and discuss the temperature effects from these aspects.
Chapter 8 reports the study about the effects of pipe sizes on hydrate deposition. The pipe size is
determined by the pipe length (L) and diameters (ID). The chapter describes the experiments with pipes
of the same length but different diameters. Because the pipe is the only cooling source in the system,
the characteristic length (L/ID) can affect the heat and mass transfer, which sequentially affects water
condensation and hydrate deposition. This chapter discusses the effects of the pipe size and attempt to
correlate the results using L/ID.
Chapter 9 reports the study about the importance of water vapor content on hydrate deposition. This
chapter discusses the hydrate deposition with glycerol in the header. The major effects of glycerol is through
the reduction of water concentration in the header and the deadleg, which potentially reduces the mass
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transfer of water and the deposition.
Chapter 10 reports the study about hydrate deposition under mixed convection rather than a natural
convection. While most data of the study are obtained with a natural convection, this chapter discusses the
results from experiments with mixed convection. The additional flow is generated by a blower at the header
and different flow directions are tested. The additional flow potentially changes the mixing in the deadleg
and thus the heat and mass transfer.
Chapter 11 reports the heat transfer analysis of the hydrate deposition. The center temperature profiles
without hydrates are non-dimensionalized and fitted with an exponential equation. The fitting suggests the
scalability of the experiment results. The results of applying the fitting equation to the center temperature
profiles with deposit supports the thin deposit hypothesis. The radial heat transfer coefficients are calculated
using the film condensation and the thin deposit model.
Chapter 12 reports the mass transfer analysis of the hydrate deposition. The radial mass transfer coef-
ficients are calculated using the analogy between the heat and mass transfer and the energy balance at the
condensation interface.





Clathrate hydrates is a crystalline solid formed from water and guest molecules. Hydrate formation
usually also requires a high pressure and a low temperature. Figure 2.1 shows a schematic P-T phase
diagram of methane/water and ethane/water mixtures. For each hydrate, the hydrate stable region (HSR)
is on left and top of the three phase lines, such as I-H-V, LW-H-V and LW-H-LHC. There are also one or two
quadruple points where four phases co-exist. The lower quadruple point is Q1 and the upper one is Q2. Q1
indicates the boundary between hydrate formation from liquid water and from ice. Q2, similarly, indicates the
boundary between hydrate formation from vapor hydrocarbon and from liquid hydrocarbon. For molecules
like methane, Q2 does not exist because their critical temperatures are so low that the liquid/vapor phase
transition does not intersect with hydrate formation boundaries. When Q2 exists, it in fact indicates the
practical upper temperature “limit” of hydrate formation. The LW-H-LHC line becomes almost vertical and
an extreme pressure is needed at higher temperature than that at Q2. In a flowline, pressure-temperature
conditions and fluid composition can be used to predict the HSR.
Figure 2.1: Schematic P-T phase diagrams of methane/water and ethane/water mixtures. Q1: lower quadru-
ple point; Q2: upper quadruple point; H: hydrate; I: ice; V: vapor; LHC: liquid hydrocarbon; LW: liquid
water. (Modified from the original figure [7].)
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An important property of hydrates is their non-stoichiometric nature. For example, an isobaric T − x
diagram is shown in Figure 2.2. It can be seen that the water over methane ratio varies within the parabolic
region instead of being constant. The ratio is a function of temperature, pressure, composition and guest
molecule species. Commonly, the ratio 6:1 (water:methane) is usually used.
Another interesting observation is that the HET changes with the overall water/guest ratio. For example,
in Figure 2.2, even though the HET is constant within a wide range, it drops sharply when water or methane
is limited. The fundamental reason is that when neither water nor methane is limited and hydrates are
present, it is a three-phase equilibrium (H-LW-V). The number of degree of freedom is only one. At a given
pressure, there is only one HET. When water or methane is limited, it is a two-phase equilibrium (H-LW,
H-I or H-V) and the numbers of degree of freedom is two. At a given pressure, a ratio needs to be specified
in order to determine the HET. This fact indicates that in a gas-dominant system with no driving force for
condensation, hydrates are much less likely to form.
Figure 2.2: T−x phase diagram of methane/water mixture [8]. P ≈ 50 bar. The vertical line in the parabolic
region denotes the stoichiometric ratio firstly proposed by Kobayashi and Katz [9].
Most hydrates have one of the three structures: sI, sII, and sH. The structures and their sub-components
are shown in Figure 2.3. The sub-components of hydrate structures are various types of cages with guest
molecules inside. Generally there is only one guest molecule inside each cage, but multiple guest molecules
are also possible at extremely high pressures. Each cage is named based on its surface components. For
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example, the 512 cage surface is composed of 12 pentagonal faces and the 51262 cage surface is composed
of 12 pentagonal faces and 2 hexagonal faces. The regular face-to-face arrangement of cages generates the
structure of hydrates. sI and sII structures are most common when natural gas is present. The majority of
all three common hydrates, about 85% on a molecular basis, is water. The physical properties of hydrates
and ice are therefore very much alike, except thermal conductivity, thermal expansivity and yield strength.
About 15% on a molecular basis of hydrates is guest molecules. Guest molecule species determine the
corresponding HET at given pressure, which can be observed from Figure 2.1.
Figure 2.3: Three common hydrate structures and their sub-components. The numbers of water molecules
indicate the number of water molecules per unit cell. Each vertex denotes an oxygen atom and each edge
denotes a hydrogen bond.
Hydrates can appear in a wide variety of field conditions and cause flow assurance problems within a very
short time. In fact, hydrate is one of the most severe issues in flow assurance. Notz presented a representative
hydrate prevention diagram of a subsea flowline in the Gulf of Mexico (Figure 2.4). In the Gulf of Mexico,
the pipeline pressure in deep water production usually exceeds 2,000 psi (138 bar). On the other hand, when
the water depth is greater than 1 km in the Gulf of Mexico, the ocean floor temperature is generally uniform
at 2-4 ◦C. In cold regions like Norway and arctic area, the deepwater temperature can be even below 0 ◦C
to -2 ◦C. The ocean acts as an infinite heat sink to cool the fluids in a flowline. The high-pressure and
low-temperature environment promotes hydrate formation if there is any water present.
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Figure 2.4 shows the pressure and temperature condition of a flowline at various points. The fluid coming
out of the wellbore at mile 0 has a relatively high pressure but also a high temperature which keeps the
system out of the hydrate forming region. As the fluid flows in the flowline, its temperature gradually
drops because of the cold environment. The fluid enters the hydrate forming region after mile 9 when no
remediation (e.g. chemical injection) is taken. The pressure does not decrease much until when the fluid
passes the riser. The temperature increases at the same time. The fluid remains in the hydrate forming
region until mile 45. The second cooling after mile 45 is due to the Joule-Thomson expansion in the flowline.
In the flowline from mile 9 to 45 where the flowline is within the HSR, the water residence time can be up
to several days. Hydrates can form and remediation can be needed for flow assurance.
Figure 2.4: A typical offshore flowline system in Gulf of Mexico [10].
The conventional hydrate prevention strategies are expensive. When the production goes into deeper
water depths, the potential of hydrate formation increases drastically along with the cost of prevention. Creek
showed one such example of using methanol as hydrate inhibitor [11]. To fully prevent an oil-dominant system
with 38◦ API oil and 1045 SCF/STB GOR, 1 volume of methanol per 2 volumes of water is required. For
a typical production of 25,000 barrels of water per day, it approximately will cost 1,250,000-USD methanol
per day with methanol price at 2-USD/gallon, which is economically impractical.
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2.2 Hydrates in Deadlegs
2.2.1 Deadleg categories and hydrate challenges
Oil and gas production systems comprise complex pipe networks in subsea, topside and onshore facilities
and require fit-for-the purpose hydrate management strategies [2]. Normal consequences of the system
complexity are the presence of pipe sections that have no through-flow, so-called deadlegs [3, 12–14]. These
can exist in a large number of different constellations and can comprise both process pipes as well as
instrument lines. These pipes are commonly introducing flow assurance challenges mostly related to hydrate
restrictions and in some degree also to other solids deposition like wax. When these pipe sections are part
of a safety system, such restrictions can have detrimental consequences. For example, a hydrate plug in a
pressure safety valve system would hinder emergency depressurization of a process tank that could result
in over-pressurization and finally a rupture in some parts of the system; as such, the consequences could
be catastrophic. Additionally, hydrate plugs in less safety critical parts of the production system could
also result in large production loss and costly remediation solutions. Therefore, it is important to design
production systems in a way that eliminates or minimizes safety risks and reduces the probability for flow
assurance related problems in deadlegs. Despite of these challenges, very few studies or notes are publicly
available on this topic [3, 15–19], so the understanding of hydrate formation in deadlegs is quite limited.
A deadleg is typically defined as a pipe section that does not have any through-flow or the flow is very
small and unintentional as a result of leakage. The pipe diameter of deadlegs can vary from a few millimeters
in impulse/transmitter lines to tens of inches in production and export lines. Deadlegs can be categorized
as short deadlegs with a length to inner diameter ratio (L/ID) below 100 and long deadlegs with L/ID
above 100 (Figure 2.5). The L/ID value of 100 is arbitrarily chosen only to differentiate between deadlegs in
connection to subsea production templates and process facilities in subsea or topside/onshore and deadlegs
formed by production flowlines not in use for a limited time.
Hydrate plugging risks exist in short deadlegs. Figure 2.6 shows various geometries of short deadlegs,
covering production branches in a production manifold with a periodically closed branch, short branches
for future tie-ins, pipe sections isolated with an isolation valve, flare lines, PSV lines, chemical injection
lines that are used only occasionally, instrument lines and many more. The illustration characterizes the
importance of two critical parameters: the length and the inner diameter of a deadleg. Short deadlegs can
often be designed to an optimal length to avoid hydrate related problems. Insulation can be used to increase
the allowed length.
L/ID for long deadlegs vary most often from about few hundred to larger than 10,000. The lower value
range covers typically short jumpers and spools connecting wells or templates to main flowline or tie-in
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Figure 2.5: Categorization of the deadlegs with L/ID. Deadlegs shorter than 100 in L/ID are classified as
short deadlegs and larger than 100 in L/ID as long deadlegs.
Figure 2.6: Typical geometries of short deadlegs.
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manifold. The upper range covers typically long flowlines connected to a production network. Long deadlegs
require normally isolation valves to create acceptable L/ID. In cases where this is not possible, chemical
injection can be used to mitigate the risk. Use of heating or heat tracing can eliminate hydrate risk.
Long deadlegs (L/ID > 100) connected to a live system pose different types of challenges compared to
short deadlegs. As shown schematically in Figure 2.7, the long deadlegs will normally have several low and
high spots, so (i) water would over time gradually fill the low points, (ii) pressure fluctuation in the main
production lines provides adequate mixing to enhance hydrate growth, and moreover, (iii) water condensing
on the cold pipe wall in the gas filled sections close to the warm fluid source will result in hydrate deposition.
These mechanisms can over time result in clogging of the whole pipe cross section. If left untreated, the
hydrate plug in the deadleg will grow more compact as more water will be converted into hydrates inside
the restriction. The plug can also continue to grow in size as more water will be transported to the plug
location.
Figure 2.7: Possible hydrate challenges in deadlegs.
To avoid hydrate formation in long deadlegs, the normal design practice is to have isolation valves to
isolate such deadlegs from the main system. Figure 2.8 shows an example of the usage of such valves and the
hydrate risks in a subsea template. Well 1 is closed with an open branch valve forming a complex deadleg
(magenta). Wells with closed branch valve on a given header form a short deadleg with a non-horizontal
geometry (light blue). Horizontal deadlegs are formed upstream the branch connections of the wells flowing
into a given header (purple). The deadlegs may experience plugging with hydrates if they are too long. It
is therefore recommended to have an isolation valve as close as possible to the header to reduce hydrate
deposit amount. In cases where the isolation valve cannot be operated or is missing, regular flushing with
chemicals will be necessary.
However, due to cost issues, isolation valves are easily a prey to cost cut and thus often omitted or
simplified in design, creating hydrate challenges. Actuated valves are therefore frequently avoided, and
“manual” valves are chosen instead requiring a ROV. This increases the risk of the valves being left open for
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a prolonged time resulting in substantial hydrate growth. The time for a hydrate plug to be formed in such
systems depends on the system design and the fluid system. Plugging would typically take several weeks or
months for large pipe diameters (e.g., 10 inch and above), while smaller pipes (e.g., 6 inch) can be blocked
in few weeks or even shorter time at favorable hydrate forming conditions.
Figure 2.8: Illustration of a typical 4-slot subsea template with headers and branch pipes.
The arrangement of a deadleg also plays an important role. Obviously, the direction of flow in the main
pipe and the angle of a deadleg can be crucial to the temperature profile and the mixing in a deadleg. The
characteristics of the fluid itself also affect the hydrate deposition growth. The flowing fluid system can be
either a gas system or a multiphase system containing gas saturated with water. In the past it was believed
that a self-draining deadleg would be free of hydrate troubles, however, this belief is the opposite of what
is actually observed and thus an improved understanding and design of deadlegs is required, especially in
regards to hydrate formation.
If a deadleg is not properly designed or the operational guidelines are poorly implemented, hydrate
deposition may occur in the deadleg. It is therefore important to design these parts of production systems
in a way that hydrate growth can be avoided or minimized. For example, hydrate avoidance in new PSV
systems is normally achieved by heat tracing both the pipe and the PSV. Existing facilities, however, do
not always have such design. If the time window, the amount, and the location of hydrate presence cannot
be predicted, no sufficient solution can be provided and the pipe may finally be blocked with hydrate. The
presence of hydrates in deadlegs in safety critical pipes can pose a serious safety threat; for example, hydrates
could impede a required depressurization attempt in a critical operation scenario.
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Hydrate formation is more common in subsea systems than in topsides. The hydrate growth can be more
complex in a system with a complex geometry or with a small gas leakage. Increased complexity of subsea
production system has increased the awareness of this challenge and a large amount of work has been put
forth to optimize designs to eliminate or reduce hydrate risks to an acceptable level.
Hydrate deposition in dead-leg is rarely studied or at least reported. One of the few studies is reported
by Nazeri [20]. In the study, the dead-leg is 3 inch with L/ID = 20. Natural gas/water mixture is used. The
pipe has 3 cooling jackets, which create temperature gradient in the dead-leg. Multiple thermal probes are
used, but the exact position are not mentioned. The experimental setup is similar to the study by Moe et
al. [21] to study the shut-in scenario. No flow in header is considered. The focus of the study, however, is
the kinetic hydrate inhibitor. The results show that hydrate prefers to form at the gas/water interface and
grow towards the gas phase, which proves the inhibition effects in the liquid. During the simulated shut-in,
the hydrate amount seems to have a limit as the formation at the interface isolates the gas and the water.
Quantitative hydrate growth data are not reported.
There are several approaches proposed to prevent hydrate deposition in a dead-leg, but none of them has
any supporting data. Lunde et al. proposed a general design of deadlegs to prevent hydrate [3]. The design
include an enlarged pipe diameter and a narrowed opening of a deadleg to its header. The enlarged pipe
diameter is believed to tolerate more hydrate deposits and reduce plug probabilities. The narrowed opening
is designed to control the fluid that can enter the dead-leg. With less water enter the dead-leg, hydrate risks
can be potentially smaller.
Figure 2.9: A hydrate prevention design of dead-legs proposed by StatoilHydro ASA.
Kanstad and Nilsen proposed several designs of deadlegs to maintain its temperature above a certain
value [18]. The key component in the designs is to use a heat conducting material as a heat bridge to connect
a dead-leg to a main flowline. The heat bridge can extent on both to maximize the heat transfer. One of
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such design is shown in Figure 2.10. In this design, The main flowline and the dead-leg are designed to be
parallel. A material with a good heat conductivity is placed in-between them to transfer heat from the main
flowline to the dead-leg. It is also proposed that the main flowline and the dead-leg are not necessarily to
be parallel. In those cases, the heat bridge can be build in any specific shape to transfer heat.
Figure 2.10: A heat conducting structure of dead-legs proposed by Framo Engineering AS. In the figure, 2
is a main flowline; 3,4 are dead-legs; 5 is a heat conducting material; 7 is an insulation.
2.2.2 Examples
The following examples illustrate hydrate challenges and management in subsea chemical lines, subsea
tie-in element and impulse line.
The first example is from a HPHT field with a template design that includes High-Integrity Pressure
Protection System (HIPPS) . As shown in Figure 2.11, this design requires special arrangements for injections
of mono-ethylene glycol (MEG), a chemical commonly used for hydrate control. There are two small chemical
lines between the two HIPPS valves. Due to the design complexity, the valves are located several meters
from the connection point on the header. The larger pipe ID is 2 inch. MEG injection line and the smaller
pipe is a 5/8-inch ID annulus service line. Both lines are used intermittently, thus forming deadlegs during
normal production. It was found early in the operation of the system that these pipes easily clog with
hydrates. The 2-inch MEG line got plugged within 1-2 weeks and the smaller annulus service line within
3-5 days. The fluid temperature in the header was well above 80 ◦C. A revised hydrate control strategy
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was needed to prevent clogging of these pipes with hydrates, and this was achieved by regularly injecting
small amounts of MEG. Based on these operational experiences, a hypothesis was defined to determine the
plugging rate of deadlegs with different diameters. The hypothesis was that the plugging time ratio of two
pipes is proportional to their inner diameter ratio squared, that is, t1/t2 ∝ (D1/D2)2. This hypothesis has
provided a good enough basis for risk assessment of other pipes with larger diameters, and subsequently, has
been successfully applied in a semi-quantitative analysis and guidelines for operations of other fields.
Figure 2.11: Part of a subsea template with sections of two deadlegs [22]: (a) 2-inch MEG injection line and
(b) 5/8-inch annulus service line.
The second example is from a subsea wye riser base connecting two pipelines to a common flexible riser
(shown in Figure 2.12). Pipeline A was shut down for several months and valve V was closed while production
from line B was continued. The fluid system in B was a gas condensate system with low water content. The
arrival temperature on the floater was well above the hydrate equilibrium temperature (HET). When the
production from A was attempted, a hydrate restriction was identified somewhere between the well (a few
kilometers away) and the wye at the riser base. However, there was not enough information available to
determine if the plug was in the wye structure, in the valve V or in the upstream part of the pipeline. As
the location of the hydrate plug was not known it was not acceptable to remove the hydrate blockage by
depressurizing the pipeline. A possible projectile during the dissociation of hydrates could have resulted in
a serious scenario as the wye was directly connected to a flexible riser.
Small impulse lines pose a special tendency towards plugging with hydrates both in process facilities
and subsea systems. One example of such an incident was observed in a Venturi meter element as shown in
Figure 2.13. This was built for one of Statoil’s subsea field developments. The original design did not include
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Figure 2.12: Measurements of average density of pipeline contents to locate hydrate restriction [22]. (a)
Illustration of the subsea wye riser base module and different positions. (b) Gamma-ray measurement
results.
any insulation of the impulse lines needed for pressure measurements. During an onshore test at Statoil’s
test laboratory, hydrates formed in the impulse lines and clogged them even in cases with fluid temperatures
in the main line around 80 ◦C. A quick solution was to mold aluminum epoxy around the impulse lines to
improve the heat conductivity, which promotes the heat transfer from the main line. CFD (computational
fluid dynamics) calculations also confirmed that the unit would stay at a sufficiently high temperature. The
unit has worked as planned for several years since its installation.
Figure 2.13: Subsea Venturi meter element [22]. (a) the original design of the unit. (b) the unit after molding
aluminum epoxy.
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2.3 Transport Phenomena in Deadlegs
Hydrate deposition is ultimately a transport problem. The heat, mass, and momentum transfer are all
important in hydrate deposition. The temperature field determines the intrinsic hydrate growth rate. The
mass transfer of water influences the apparent growth. The momentum transfer promotes the heat exchange
between a high temperature fluid in header and a low temperature fluid in deadleg. On the other hand, it
brings water from a header to a deadleg. The challenge to study hydrate deposition is the coupling among
these transfer mechanisms. The coupling can result the necessity to solve the governing equations all at the
same time, instead of individually, which significantly increases the difficulty to obtain a solution.
Many studies in different disciplines have been done about the transport phenomena in deadlegs, such
as those in pharmaceutical industry, nuclear plant, process control, and subsea equipment. Most studies,
even though in different disciplines, are helpful to understand deadlegs in subsea equipment and pipelines.
However, because each of their special applications and often unique conditions, results and conclusions from
those studies need to be carefully used, and may not be transferable to deadlegs in oil and gas production
systems.
Most studies tend to focus on simplified systems where the transport phenomena are not coupled. For
example, several studies investigated the forced convection of incompressible isothermal fluid [23, 24], while
some investigated the forced convection of incompressible fluid with temperature gradients [25–27].
2.3.1 Forced convection
This section reviews the literature related to forced convection. One main focus of the studies is the
mixing region. For example, it is found that the velocity of an isothermal fluid into a deadleg decreases
along the pipe and beyond a certain length the pipe is practically stagnant. The extent of being stagnant
can be arbitrarily defined. One attempt is to establish empirical correlations between the dimensionless
mixing length into the deadleg and dimensionless numbers, typically Reynolds number (Re). Early studies
mainly attempted via first principles while recent studies almost entirely are CFD simulations. Among
the open publications, very few reports are available to discuss hydrate risks in a deadleg. These studies,
nevertheless, still provide a starting point to relate the temperature and the velocity to other parameters,
as well as to predict deposit growth. Table 2.1 summarizes the related deadleg studies.
Robert attempted one of the pioneer work on the flow pattern in deadlegs [23]. A vertical upward deadleg
was studied. The deadleg was connected to water flowline with high Re ranging from 1×106 to 7×106 and
isothermal flow. The experiments were performed in a plexiglass deadleg. The results showed that circulation
occurs in the deadleg. The development and the intermittent characteristic of the circulation are affected
directly by the Re. The rotation direction of the circulation is affected by tiny geometric change of the
18
Table 2.1: Summary of some deadleg related literature.




















































No flow in header
E [20]
1Turbulent and laminar are to describe the flow in header.
2L-shape deadlegs in the study include, 1) a vertical upward section followed by a horizontal section; 2) a
horizontal section followed by a vertical upward section; 3) an inclined vertical upward section followed by
a horizontal section.
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junction and comparatively less influenced by the upstream conditions.
Bloom studied the mixing area of a turbulent flow into a deadleg [24]. The experiments included vertical
downward deadlegs of 1 to 3 inch and a header of 3 inch. The system insulated and the experiments are
performed isothermally from 30 to 80 ◦C. A pipe of 100 times diameter in length was placed before a deadleg
to ensure fully developed flow. Re in the study ranging from 1×104 to 8×105. A tracer dye was used to






where H is the mixing depth; D is the deadleg diameter; Re is the Reynolds number; ν is the kinematic
viscosity. Beyond the mixing depth H, the system was considered stagnant.
One potential problem in a liquid-filled deadleg in oil production pipeline is corrosion. Corrosion can
be caused by the water which separates and accumulates in the stagnant area of a deadleg. One side of
the problem stresses the knowledge of the mixing area in deadleg. Such knowledge can help design and
minimize water precipitation. Habib et al. published a series of studies on this problem [12–14]. All three
studies included experimental studies and CFD simulations. In the experiments all systems were isothermal
with oil/water mixture (90/10 vol%). Only mass and momentum transfers were considered. The apparatus
included a transparent 3.5 inch equal diameter deadleg, small wooden particles with nearly zero buoyancy,
and a 2-D laser sheet to visualize the velocity field. The CFD models were experimentally validated by
measuring the velocity field.
One of the three studies focuses on the effects of the geometry and the L/ID ratio [13]. Vertical downward
and horizontal with L/ID ratio ranging from 1 to 9 were tested. The flow velocity in header was 1 m/s. All
results show that L/ID = 3 is a characteristic boundary between mixing and stagnant areas. The stagnant
region and the maximum water concentration both increase with increasing L/ID. The water concentration
can be 80 vol% in a vertical (downward) deadleg with L/ID = 7 and 18 vol% in a horizontal deadleg with
L/ID = 9 .
The oil/water turbulent flow in horizontal deadlegs was also studied [14]. Different L/ID ratios from 1
to 10 and header velocities from 0.2 m/s to 10 m/s were studied. A 3-D model was established based on the
time-averaged governing equations and validated by the experiment results. A good agreement was achieved.
It was observed that a higher velocity in header will decrease the stagnant region, while a larger L/ID ratio
will increase it. A larger L/ID ratio, however, does not necessarily increase the stagnant proportion of the
entire deadleg. For all L/ID ratios, water concentration increases from the header, indicating decreased
mixing.
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Coyle studied vertical deadlegs in high-purity water systems [25]. The system was non-isothermal. The
end of the deadleg acted as a cold spot while the wall was insulated. The deadleg was connected to a main
flowline through a T-branch, pointing gravity direction. Deadlegs were studied with different L/ID ratios,
different diameters (2 inch and 1 inch pipe to the 2 inch main flowline) and different flow velocity in the
header. The Re of the flow was in the order 105 magnitude. In the experiments, the entire system flowed
cold water first. Then the fluid in the main flowline was linearly heated to the desired temperature. The
temperature at the end of the deadleg was recorded. It was observed that a small L/ID ratio results in a
higher temperature in deadleg. The deadleg with a reduced diameter but the same L/ID ratio has a higher
temperature, especially at a small velocity. Generally a higher velocity in header increases the temperature in
deadleg. The mixing area was concluded to be only significant when L/ID<4. No correlation was suggested
by the author.
Asteriadou et al. reported several CFD simulations for vertical downward deadlegs of different meshes
[26–28]. Both steady state and transient state models were tested. The fluid in the model was water with
Re ranging from 1,900 to 17,000. The dead-pipe was about 1 inch with L/ID = 10 and filled with salt
solution. Both laminar and turbulent flows in the header were studied. The heat loss was modeled by a
natural convection of air at the ambient temperature (297 K) outside the deadleg. With a higher Re, a
mixing area extension was observed yet with no significant velocity increase.
In all cases, the temperature remained constant for a distance and dropped later. The drop was almost
linear at the beginning, but subsequently demonstrated a more exponential profile. The salt concentration
profile in deadleg, unlike the temeperature and the velocity, changed sharply from almost zero to its initial
value. The change started at the same point as the temperature though. The CFD models showed good
agreement with the experiment results for temperature and salt concentration. In models, the velocity profile
differed from the temperature in the shape and the starting point. It dropped earlier and more sharply.




Tmax 0 6 x 6 ε
(Tmax − Tmin) eB(x−ε) + Tmin x > ε
(2.1)
where Tmax and Tmin are the maximum and the minimum temperature in the deadleg; ε is the distance at
which the temperature starts to drop. The simple relation shows good agreement between CFD model and
the experiment results. It was also suggested to use an exponential equation in the form of y = α + βeγx,
but the results seemed not to be satisfactory.
Cai et al. reported a CFD simulation and experimental validation in bench scale and pilot scale [16]. The
system configuration in CFD model had two spools. The difference between two spools was that one had a
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horizontal section while the other had a vertical one. In the modeling, the two spools are used alternatively
as a deadleg and a flowline. The deadleg was filled (or set to be filled) with methanol. When a experiment (or
a modeling) started, a water/gas mixture flowed through the header and displaced methanol in the deadleg.
One particular focus of the report was the methanol displacement rate by the gas/water mixture. Without
methanol, the deadleg was no longer under protection and hydrate could form. The bench-scale experiment
used a 6-mm tubing with a similar configuration to the CFD model. The pilot-scale experiment used a
2-inch pipe with L/ID = 14. The temperature profiles of the CFD model and the experiments were in good
agreement.
The center temperature was used as the criterion to evaluate hydrate risks. In the CFD models, when
the flowing gas is set to be methane at 100 bar and 100 ◦C (HET = 8 ◦C) or natural gas at 50 bar and 100
◦C (HET = 16 ◦C), the lowest center temperature of the deadleg is 27 ◦C, which is significantly higher than
the HET. Because the pipe is insulated, it is concluded that hydrate risks are minimal. Deposition, however,
is not taken into consideration.
Olsen et al. reported a CFD model for an L-shape dead-leg [29]. An attempt to simplify the insulation and
the flow pattern conditions and to save computation time proved to be unsuccessful. Simplification brought
huge inaccuracy to the temperature and the velocity profile. Based on the results from a complete model,
an exponential equation was suggested to relate temperature and dead-leg position. A linear correlation was
suggested to relate header temperature and dead-leg temperature at the end. It was also observed that the
temperature profile is insensitive to dead-leg length and shape.
In conclusion, the forced convection in a deadleg has been studied both experimentally and numerically.
The studies focused on the mixing region. Many correlations between the mixing length and the fluid
conditions were established. Recent studies, with the advancement in computation, have widely utilized
CFD method for simulations.
2.3.2 Natural convection
In a relatively stagnant fluid system, a temperature gradient unavoidably causes a density gradient and
then natural convection. When natural convection is significant, the energy and the momentum transfer are
coupled. Mathematically the governing equations of the two transport phenomena can no longer be solved
individually, which increases the complexity of the problem.
Dimensionless numbers of interests in natural convection are usually Gr, Pr, Ra, and Nu. For the
dimensionless numbers over an entire system, all properties are evaluated at the average or characteristic







where g is standard gravity; β is thermal expansivity; l is characteristic length; ∆T is characteristic temper-
ature difference; ν is kinematic viscosity.
Pr is defined as in equation 2.3 and it is a measure of the ratio between the molecular momentum transfer





where α is thermal diffusivity.
Ra is defined as in equation 2.4 and it combines Gr and Pr and is a measure of the ratio between the
buoyancy force and the viscosity force.




In an enclosed system, Ra is sometimes modified by multiplying the L/ID to better represent the system.
Ra is also usually used as a criterion to evaluate the turbulence of a heat transfer, but the critical value
varies in different systems. For example, the transition from a laminar flow to a turbulent flow on a vertical
plate occurs from Ra = 106 to Ra = 1013 [30].
Nu is defined as in equation 2.5 and it is a measure of the ratio between the convective heat transfer to





where h is heat transfer coefficient; l is characteristic length; k is thermal conductivity.
There have been few studies into the possible natural convection in a deadleg. A deadleg is similar to a
cylindrical enclosure, except that the entrance does not have the wall boundary conditions. Relatively more
studies are available about the natural convection inside a totally enclosed object. The object usually is
spherical, rectangular, or cylindrical. For a given shape, different BCs can be applied. Typical BCs can be
constant temperature and constant heat flux on different surfaces. A deadleg usually has a constant high
temperature at the entrance and a constant low temperature on all else surfaces. Only very few studies
investigated the natural convection at similar BCs to a deadleg. Because each apparatus in each study is
usually unique in shapes and BCs, the results and conclusions should be carefully extended for generality.
One of the objectives of most studies was to obtain a correlation between Nu and Ra and use Nu
to obtain the heat transfer coefficient. Table 2.2 summarizes some of the correlations established in the
literature for a vertical enclosure. Most correlations are in the forms of equation 2.6, where C and n are
constants. From scaling analysis, n usually equals 1/3 or 1/4. In the fittings of the correlations, n can be
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Table 2.2: Summary of correlations between Nu and Ra in a vertical enclosure
Correlations Thermal BCs Others Ref
Nu = 0.59Ra1/4 Not specified Ra = 104 ∼ 109 [31]




L/ID = 0.25 ∼ 2
Pr = 5 ∼ 80000
Ra = 104 ∼ 1010
[32]




Uniform internal heat source
L/ID = 1.27 or 1.53
Ra = 3× 1010 ∼ 1013 [33]
Nu = 0.012Ra0.345 Not specified
Pr = 1 ∼ 10
Ra > 1010
[30]
Nu = 0.55Ra0.5 (L/ID)
−1.25
Const. in flux at lateral wall,
Const. out q at the top,
Adiabatic bottom
L/ID = 0.5 ∼ 2
Pr = 0.7 ∼ 92.5
Ra = 102 ∼ 106
[34]
Nu = 0.86Ra0.2 (L/ID)
−0.75
Const. in flux at lateral wall,
Const. out q at the top,
Adiabatic bottom
L/ID = 0.5 ∼ 1,
Pr = 0.7 ∼ 92.5,
Ra = 104 ∼ 106
[34]
Nu = 0.54Ra0.24 (L/ID)
−0.74
Const. in flux at lateral wall,
Const. out q at the top,
Adiabatic bottom
L/ID = 0.2 ∼ 0.33
Pr = 0.7 ∼ 92.5
Ra = 103 ∼ 105
[34]
Nu = 0.0556Ra1/3
Const. in flux at the bottom,
Const. out q at the top,
Adiabatic lateral wall
L/ID = 0.22 ∼ 1.75
Pr = 2.7 ∼ 6.65
Ra = 108 ∼ 1011
[35]
Nu = 10aRab (L/ID)
c
a, b, c are calculated from the
inclination angle
Inclined cylinder,
Const. T on ends
L/ID = 14.75 or 16.7
Pr = 2.7 ∼ 6.65
Ra = 108 ∼ 1012
[36]














Const. T at the ends,
Adiabatic lateral wall
L/ID = 0.5 ∼ 2
Pr ≥ 0.7
Ra = 4000 ∼ 80000
[37]
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fixed at such values to find the best value of C, such as some of the correlations in Table 2.2 .
Nu = CRan (2.6)
Marotta et al. used COMSOL Multiphysics to simulate natural convection within a vertical cylinder of
L/ID=10 [38]. The cylinder had constant temperature on both ends and an adiabatic lateral wall. Both
the transient and the steady states were investigated. The Ra ranges from 103 to 106, which ranges from
laminar to turbulent flow. The average Nu was found to be correlated to Ra1/4.
Most recent studies about the natural convection in an enclosure or a deadleg utilized CFD methods.
The numerical method is advantageous in visualizing the temperature and the velocity field in the system.
While previously many researchers adopt the Boussinesq approximation to simplify the problem and to
save computational cost, recent studies have shown the trend to solve the full Navier-Stock equation with
advancements in computational methods.
Experiments have shown stratification and multiple circular flows of natural convection in an enclosure
or a deadleg [30, 32, 39]. The observation suggested that the velocity and the temperature fields are not
necessarily symmetric even when the BCs and the system geometry are symmetric. Many CFD studies
therefore preferred to use 3D models in simulations even for complex deadleg configurations.
Sundt reported a CFD model by OpenFOAMr [19]. The deadleg in the model was 2 inch with L/ID
= 10. The header was 4 inch and the system was liquid filled. Both vertical downward and horizontal
configurations were considered. It was noted that such deadleg geometry did not need insulation in a real
field based on the rule of thumb. Heat transfer was modeled for both steady state and transient state.
Natural convection was modeled by using the Boussinesq equation. 1-D fin model and 3-D realistic model
were compared. They were found to differ only in 10%. The results showed that when the velocity ranging
from 1 m/s to 3 m/s, the mixing area extended from L/ID = 4 to L/ID = 6. Asymmetric flow was noticed
when using 3-D model and considering the flow field. The modeling results were verified with the experiment
results obtained by Habib et al. [12].
Mixed convection in dead-leg is not often studied, perhaps because the effects of natural convection are
considered negligible in liquid-dominant systems when a flow exists in the header. In most available reports,
natural convection is investigated individually for subsea equipment cool down when no forced convection
exits.
Moe et al. reported one study of the cool down, including both experiments and CFD models [21]. The
CFD software is ANSYSr Fluent. In the experiments, three objects are tested, an 8 inch pipe with L/ID
= 5, an 9 inch pipe with L/ID = 12.5, and a U-shape manifold. The pipes were insulated except one end,
which is maintained a low temperature and acts as a cold spot. Nitrogen (at 11 bar) and water were used
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individually as the flowing fluid for all three objects. The temperature control was achieved by immersing a
test object into a water bath. The cooling starts by stopping the water circulation in the water bath. The
temperature was then cooled from 61 ◦C to ambient temperature.
The temperature profile predicted from the CFD model agreed well with the experiment results in all
cases by within 5 ◦C. The difference was larger for nitrogen case. The velocity profile from CFD model
generally included several circulation area and interestingly they were not symmetric. The effects of the
natural convection were validated by comparing with a conduction-only scenario. It was found that the
convection brought down the average temperature for about 10 ◦C.
Hagemann reported a CFD model for purely natural convection in a deadleg and an experimental vali-
dation [17]. The Boussinesq equation was used to model the natural convection. The experiment apparatus
included an uninsulated T-shape plexiglass dead-leg pointing upwards. The top of the dead-leg was main-
tained at low temperature while the side surface was exposed to air at ambient temperature. The temperature
profile was measured by several sensors and the velocity field was measured by particle image velocimetry.
The experiments started with flowing heated water in the system. After reaching steady-state, the system
was cooled down by stopping the circulation.
It was found that the when the system was sealed, the cooling caused water density to increase. The
slight density increase caused water to shrink and form a small vacuum layer between the water and the
top. Due to this phenomenon, the modeling results deviated significantly from the experiment unless a small
amount of water was added to fill the vacuum space. With the addition of water, the temperature profile,
but not the velocity field, in the cool down period could be correctly predicted using constant temperature
boundary condition. The circulation in the actual velocity profile could not be reproduced in the model.
Anderson modeled a 10-inch diameter deadleg with L/ID = 10 [15]. The entire deadleg was set to expose
to seawater at 7 ◦C and the header temperature is 65 ◦C. Effects of forced convection from the header
and natural convection inside deadleg were modeled separately. The fluid for forced convection was set
to be an ideal gas. Thermal conductivity, heat capacity, molecular weight and viscosity were from field
data at certain conditions. Circulation was seen within the entire pipe. The HET was reached at around
L/ID = 6 in vertical upward pipes for both 2 m/s and 9 m/s header fluid velocity, while temperature in
horizontal pipes was always higher than HET except the area very close to surface. Horizontal deadlegs
showed slower temperature decrease along the pipe. Flow pattern were also similar at the two velocities,
but quantitative data were not reported. The fluid for natural convection was set to be incompressible
ideal gas. It was reported that free convection models were difficult to converge unless using the Boussinesq
approximation. In the modeling, the max velocity was around 0.15-0.20 m/s. Considering the small-density-
variation assumption of the Boussinesq approximation, the results of the natural convection model needs to
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be treated carefully.
In conclusion, deadlegs are important parts of pipelines but satisfactory understanding in the heat transfer
in deadlegs has not been achieved yet. Due to the difficulty in obtaining analytical solutions and the recent
development of computation technology, recent deadleg studies show a transition from rigorous calculation
towards CFD models.
2.4 Deposition of Frost, Wax, and Hydrates
Deposition is one of the phenomena with solids which can potentially jeopardize flow assurance. Depo-
sition usually occurs on the inner surface of a flowline. It reduces the effective diameter and increases the
pressure drop along a flowline. It gradually reduces the flow rate and increases the power to maintain the
flow. In the worst scenario, it will eventually plug the flowline, raise the pressure requirement larger than
the system limit, stop the production and cause a well shut-in. Deposition can also appear inside any subsea
equipment and cause malfuction. Deposition is often cause by scales, asphaltene, wax and hydrates in the
petroleum industry. In the cryogenic industry, however, deposition can be formed by ice, which also refers to
frost. Even though those substances are different, they do share some similarities in the deposition process.
The section reviews the current understanding of frost, wax and hydrate deposition properties, modeling
attempts towards the deposition growth and remediation methods.
2.4.1 Frost deposition
The mechanism of frost deposition is similar to hydrate deposition in a gas-dominant surface. They both
starts from water condensation on a cold wall. Frost deposition, however, is not common in oil and gas
flowline as it requires the environment temperature to drop below the freezing point, which is rare in most
production environment. Hydrate and ice deposition are complicated due to the lack of information about
deposition physical properties and temporal changes.
O’Neal and Tree [40] and Iragorry et al. [41] have made good reviews on available correlations for
frost properties. Most of the correlations are empirical, which reflect the difficulty and the complexity of
establishing them from first principles. The correlations mainly can be categorized into four subsets, thermal
conductivity, density, layer thickness, and heat transfer coefficient. The operation ranges and the limits of
each correlation can be found in the references.
It is noticeable that most of the correlations use analogies to obtain the mass transfer coefficient from
the heat transfer coefficient. Specifically the analogies include the Reynolds analogy, the Prandtl analogy,
the Von Karman analogy, and the Chilton-Colburn analogy. The momentum and heat transfer analogy
requires that dimensionless velocity and dimensionless temperature profiles are similar. The momentum and
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mass transfer analogy requires that dimensionless velocity and dimensionless mass concentration profiles are
similar. The similarities are referred to similar boundary conditions, similar generation, and similar viscous
dissipation. In most cases of interests, viscous dissipation is negligible. These analogies are often valid for a
forced convection flow over a solid surface.
Even though it is well recognized that the frost deposition can be divided into three stages [42], most
models do not simulate the initial period. Instead, starting conditions are assumed for the frost layer growth
period. A good nucleation model hence is needed to improve the simulation accuracy. Another limitation
of the models is the simulated geometry. Likely due to the limiting experiment data, most of the models
consider only a flat plate instead of more realistic geometries, such as a cylindrical tubing. This limitation
potentially restricts the application of the models. One recent study by Tahavvor and Yaghoubi attempted
to resolve such problems [43, 44]. Tahavvor and Yaghoubi studied frost formation by natural convection over
a cold cylinder surface.
2.4.2 Wax deposition
Waxes, or paraffins, are referred to alkanes with carbon number larger than 20 [45]. N-alkanes are often
found to be the major component in wax deposition while others include iso-alkanes, aromatics, resin and
asphaltenes. Wax deposition is a common and complex problem in the petroleum industry. It happens during
crude oil transportation when the temperature drops below the wax appearance temperature (WAT) (the
cloud point) or the pour point. A typical wax pressure-temperature phase diagram is shown in Figure 2.14
[46]. The area in the phase diagram with wax appearance (on the left of the onset pressure line) is called
wax deposition envelope. It generally covers the entire low temperature region. Pressure clearly is a much
less important parameter than temperature in wax deposition. The envelope boundary is separated by the
bubble point (BP) line. The upper boundary of the envelope is a function of pressure too, but in all cases
it is close to a vertical line. The actual shape of the lower envelope boundary is a function of compositions
of the fluid. Another characteristic of the wax deposition envelope is its dependence on wax amount. More
the wax component, lower the WAT. Therefore a fluid with higher wax proportion is more likely to suffer
from wax deposition.
Modeling starts at the wax formation mechanisms. Several reviews are available [47, 48] to discuss
proposed mechanisms, such as molecular diffusion and Brownian diffusion. It is stated that in most current
models, molecular diffusion is treated as the dominant mechanism even though there is no good reasoning.
The molecular diffusion mechanism assumes a temperature gradient from the center of a pipe to the wall.
The wall has the coldest temperature in the radial direction and will be the most favorable place for wax
precipitation. It is suggested that for the molecular diffusion, all the wax molecules reaches the wall will
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Figure 2.14: A typical wax deposition envelope [46]. (Modified and reproduced from the original figure.)







where mwax is the mass of wax deposit, ρwax is the density of wax deposit, Dwax is the diffusion coefficient
of liquid wax molecules in oil, A is the surface of the deposit/oil interface, and Cwax is the wax concentration
in oil.









where T is the temperature. dCwax/dT is the change of wax solubility in the fluid against temperature,
which is normally positive. dT/dr is the change of temperature against radius, which is normally positive
when deposition happens. Dwax in equation (2.7) and equation (2.8) is important but difficult to measure
in situ. It is often obtained by correlations with other properties [50–53].
2.4.3 Hydrates
Hydrates are a common problem in flow assurance, simply because the raw materials, gas guest molecules
and water, inevitably exist in most of the fields. Compared with frost and wax, hydrate formation is more
complicated in nature. It requires two materials and it tends to happen at the interface of two phases
instead of inside a single phase. Therefore hydrate growth tends to have a stronger dependence on pressure,
temperature and flow patterns than frost or wax.
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Through many field tests, it is found that hydrates are a more influential factor in flowline pressure drop
increase than other solids, like wax. Hydrate deposition, instead of agglomeration, jamming, bedding, or
slurry viscosification, contributes most to that increase [54]. The importance of hydrate deposition provides
a strong motivation to investigate its mechanism.
Early evidence of hydrate deposition comes from flowloop studies. Lingelem et al reported one of the
earliest hydrate deposition study [55], where hydrate deposition was observed. However, the experiment
were not systematically designed, thus the results were generally difficult to interpret.
Dorstewitz and Mewes reported another flowloop study about hydrate formation [56]. Refrigerant R134a
and water were used in a horizontal flow to study hydrate formation. Taking the advantage of the ambient
hydrate forming conditions, the experiment was operated at low pressure and the pipe was transparent. An
illustration of the hydrate formation pattern in the 0.6 inch pipe is shown in Figure 2.15. It was observed
that hydrate deposit appears first on the pipe wall of the water/gas interface. The deposit then gradually
covered the entire pipe wall and grows inwards to the center.
Figure 2.15: Illustration of hydrate formation pattern in Dorstewitz and Mewes’s experiments.
Hatton and Kruka from the Southwest Research Institute reported another evidence of hydrate deposition
[57]. In their flowloop tests, it was found that gas-condensate can form wall deposition which narrows the
pipe diameter. A photo taken from one experiment is shown inFigure 2.16. The bent tubing in the photo is
to blow nitrogen against the window so as to clear the view.
Many flowloop tests have been done at Colorado School of Mines. The flowloop test results support the
importance of hydrate deposition as well as provide evidence towards the deposition mechanisms. Nicholas
conducted a single-pass flowloop study where almost 100% liquid gas-condensate was used [58]. There was
no free gas and water concentration is less than 100 ppm. Indirect evidence for hydrate deposit appearance
included a fluid temperature increase and a slow pressure drop across the flowline. Another evidence was
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Figure 2.16: Gas-condensate hydrate deposition narrowing the flowline.
the ice deposit on the pipe wall after depressurization of the system below the freezing point.
Rao studied the hydrate deposition in water-saturated gas systems [59]. The experiment apparatus used
a pipe-in-pipe design. The internal pipe is for the cooling fluid and the external pipe was transparent.
Hydrate deposition occurred on the external surface of the cylindrical internal pipe. The design provided
an advantage of direct observation and deposit thickness measurement. However, the design was more
similar to a heat exchanger where frost deposition grows outwards rather than a field pipeline where hydrate
deposition grows inwards. The correlations should be carefully treated by considering the geometry change.
The experiments were conducted at constant volume, so that the driving force may change, at least slightly,
during the experiment. The flow was induced by two syringe pump working at different directions, thus the
flow region was limited to laminar.
Rao reported that the hydrate deposition in a gas-dominant system is similar to frost deposition. Different
stages of the hydrate deposition are shown in Figure 2.17. The stages can be related to the different stages
in frost deposition as suggested by Hayashi et al [42], including initial growth, growth, and annealing. One
drawback of the experiment procedure was that initially ice was induced to promote hydrate formation,
otherwise the deposition can hardly occur due to a weak driving force. Hence the initial similarities between
frost deposition and hydrate deposition cannot be entirely ascertained.
Grasso studied the hydrate deposition in a rocking cell system as well as a lab-scale flowloop [60]. The
rocking cell experiments were conducted at constant volume and the flowloop experiments were performed
at constant pressure. For both systems, gas/water and gas/oil/water mixture were tested. It was found
that the temperature gradient and the fluid properties were key parameters for hydrate deposition. A higher
subcooling resulted in a faster and thicker deposit growth. When the system is gas/oil/water, using mineral
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Figure 2.17: Different stages of hydrate deposition. a) Water condensation; b) Initial growth; c) Growth; d)
Annealing (aging).
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oil 70T instead of gas condensate also resulted in a faster and thicker deposit growth.
All experiment results support two deposition mechanisms. When there is no free water phase and
abundant gas supply, deposition seems to occur with condensation. Water condensed on the surface driven
by the temperature difference between the bulk and the pipe wall. Condensed water then converts to hydrate
if there is enough subcooling. The process repeats until the hydrate surface temperature reaches the HET.
When there is a free water phase, hydrate particle adhesion and water adhesion may occur on the surface in
addition to the first mechanism. Particles formed in the bulk can attach to the surface and become part of
the later deposit.
Hydrate deposition requires an appropriate heat transfer, a mass transfer, and an intrinsic growth.
Usually the overall growth depends on the slowest step, which is also the rate limiting step. The mass or
the heat transfer should be calculated or estimated from the data, the empirical models or the theoretical
governing equations. The intrinsic growth rate is usually calculated from different empirical models. Many
such models are in the form of equation 2.9 [61].
dn
dt
= kA (f − feq) (2.9)
where k is the rate constant, A is the surface area for hydrate formation, f − feq represents the driving force
for hydrate formation. f can be pressure, temperature, or other parameters which can define the distance
between the current state and the equilibrium state.
In the series of studies performed at Colorado School of Mines, Nicholas [58], Rao [59], and Grasso [60]
used analogies among mass, heat, and momentum transfers to model hydrate deposition in a flowloop from
condensation. In most of the studied systems, the flow pattern is well controlled, and thus the momentum
transfer coefficient can be readily obtained. Then depending on the assumptions, the mass or the heat
transfer coefficient can be calculated. Sometimes, the overall heat transfer coefficient can also be calculated
from experimental measurement. The systems are often assumed to be at quasi-steady state. The mass
transfer and the heat transfer can then be easily related to the hydrate growth. For example, the condensing
rate of water can be assumed to be the same as the hydrate growth rate. The heat flux that passes through
the deposit can also be used to calculate its thickness given a thermal conductivity.
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CHAPTER 3
EXPERIMENTAL APPARATUS AND PROCEDURE
3.1 Apparatus
Deadlegs are pipe sections with no through flow. While the fluids in the deadlegs are relatively stagnant,
there is still convective flow of the fluids caused by temperature and concentrations gradients. The gas in
a gas-filled deadlegs is water saturated, and due to the cold temperatures the pipe is often exposed, water
can readily condense on the surfaces and quickly form hydrates. To mimic such process, the main features
of the experimental setup should include the following aspects.
• A water header. The header mimics the header in a flowline. It provides a water source for hydrate
formation. The header will be kept at a relatively high temperature (30-90 ◦C). It should also have a
mixing tool to maintain a uniform temperature and a temperature control system to heat the header.
• A pipe. The pipe mimics the deadleg. The pipe should be sealed at one end and connect to the
header at the other end. The pipe should have a cooling jacket to control its wall temperature. The
wall temperature ranges from -20 ◦C to +20 ◦C. The cooling jacket should have multiple sections for
controlled cooling and heating with respect to the different locations of the pipe.
• Visual observation. The pipe should possess windows for direct visual observation of the deposit. The
windows should be removable in case the need to verify their effects. Internal camera can also be option
to provide visual observation.
• Changeable pipe. The system should have the flexibility to test pipes with different length and diam-
eters.
• Blower. A blower can be used to create forced convection into the pipe.
• Constant pressure. The experiments are preferable at constant pressure than constant volume. Con-
stant pressure is more realistic in real flowlines.
• Temperature sensors. Temperature measurement is needed in each component of the pipe, such as the
room temperature, the header, and the pipe. The effects brought by using the sensors, however, should
be evaluated carefully.
• Pressure sensors. Pressure transducers are needed to record the system pressure.
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• Data collection. All the data, including the temperature and the pressure readings, the images, etc,
should be stored and easily accessible.
• Safety. The system integrity is paramount under the experiment conditions, especially the pressure
and temperature conditions. The maximum operation pressure should be 100 bara. A safety margin
should also be included. The other aspect is the safety during emergency situations. Concerns mainly
include gas leakage and unexpected system pressure increase. The system pressure increase can be
caused by power outage and chiller failure. A pressure relieve valve is necessary to limit the maximum
pressure. A venting is needed to prevent gas accumulation. At least one non-digital pressure gauge is
needed to provide direct pressure reading during power failure.
• Scientific tools to characterize hydrate deposit. The tools include optical, light, laser, gamma tech-
niques. They are preferable to be non-destructive and in situ. They are supposed to quantitatively
measure hydrate formation rate, hydrate deposit thickness, some measure of deposit porosity, water
and gas consumption, and so on.
Based on the requirements, the systems is established as shown in the illustration Figure 3.1a and the
image Figure 3.1b. Most parts of the systems were manufactured by SejinYoung Tech Co., Ltd (South
Korea). The setup is used to study 2-, 3-, and 4-inch deadlegs and includes the following components.
• A water header. The header is a water reservoir which has a 6 L capacity used to provide water for
hydrate deposition. Typically, the header is half filled with water. The water level is monitored via
a side water level gauge, from which the water consumed for hydrate deposition or recovered from
dissociation can be determined. The header uses a ceramic heater to control the temperature up to
100 ◦C. A magnetic impeller is used to maintain a uniform temperature in the entire water header. To
be able to change pipes with different sizes, a 200 mm long adapter is used in between the pipe and the
header. To relieve the cooling load of the chillers, a thermal insulator made of polyetheretherketone
(PEEK) is in between the adapter and the header. There are two RTDs (Omega PT100 PR-17 series,
± 0.1 ◦C) in the header to measure the temperature, one at the top (gas phase) and one at the bottom
(water). There are also one pressure transducer (Wikai, A-10, ± 0.5% of span 100 bar) and one pressure
gauge connected to the top on the header. Because of the relatively high temperature, the pressure
transducer reading is not affected by hydrate formation.
• A vertical pipe. Table 3.1 summarizes the sizes of different pipes used in the study. The pipe piece
of the system represents a vertical deadleg, which can be changed among 2-, 3-, and 4-inch (nominal




Figure 3.1: (a) Schematic diagram of the apparatus. (b) Image of the apparatus.
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have full control of the conditions in the pipe, including the hydrate deposit distribution, the pipe
piece is designed to have five cooling sections (each 20 cm long), each with its own cooling-jacket for
temperature control, and each connected to one chiller. The sections are numbered 1 to 5 from the
top to the bottom. Each section is installed with RTDs for temperature measurement of the surface,
center, and other locations. In addition, each section has one or two windows, which allow direct view
of the pipe interior. All the three pipes have the same length of approximately 1.24 meter.
Figure 3.2: Illustration of pipe size specifications.
Table 3.1: Specifications of pipe sizes.
Pipe Size
2 inch 3 inch 4 inch
Part Length








• Temperature sensors in each section. The temperature sensors are used to obtain the temperature field
information. All sensors are RTDs (1/8- or 1/16-inch OD, Omega PT100 PR-17 series, ± 0.1 ◦C).
Figure 3.3 shows the illustrations of the two RTD configurations. The first type uses 1/8-inch RTDs
(Figure 3.3a). The maximum numbers of 1/8-inch RTDs in each section is 2. In the 2-inch system,
only one is positioned at the center. In the 3- and 4-inch system, one is positioned at the center, while
the other is positioned 20 mm from the pipe wall. The second type uses a bundle of five 1/16-inch
RTDs (Figure 3.3b). The RTDs are positioned from 1 mm from the pipe wall to the center.
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(a) (b)
Figure 3.3: Illustration of RTD configurations. (a) With 1/8-inch RTDs. (b) With 1/16-inch RTDs.
• A blower. The 2-, 3-, and 4-inch system is designed with a capability to study the effect of forced gas
flow by using a gas blower, which can be connected through the top of the water header. The nozzle of
the blower can be placed near the bottom of the deadleg pipe, allowing control of the angle and rate
of the gas flow to assess the impact of forced convection.
• A syringe pump (Teledyne 1000D, Teledyne Isco Inc.). The pump is used as a gas header to maintain
the system at constant pressure. Strictly speaking, the constant pressure is for the top of header
where the pump is connected. The actual pressure inside the pipe can change at different temperature
conditions. The pump has a 1000 ml capacity capable of controlling the pressure from 0 to 120 bar.
The pump has a built-in pressure transducer to monitor the pressure change. A RTD is added to the
top of the pump to monitor the temperature of the pump, which is usually different from the header
or the pipe. The syringe pump volume change is used to calculate gas consumed for deposition or
recovered from dissociation. The pump is also thermally insulated to reduce pressure fluctuations due
to room temperature changes.
• Visual monitoring systems. Two cameras are installed in the deadleg system: one through the top
polycarbonate window to observe hydrate deposit formation/dissociation, and another close to the
header to monitor the water level change in the header.
• Data acquisition system. The system consists of multiple temperature and pressure sensors. All
temperature sensors are RTDs. All of them are connected to a data acquisition system (Yokogawa
GX10) for monitoring and recording. The syringe pump and the cameras are connected to a computer
with a LabViewr based program to monitor and record related data.
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3.2 Materials
The gases used in the experiments, including nitrogen and methane/ethane mixture gas, are purchased
from the supplier (General Air Service and Supply, CO, USA) and used without further purification. The
nitrogen is industrial grade with more than 99% purity. The compositions of methane/ethane mixture gas
are confirmed with FTIR or GC with ±2% accuracy. The water is deionized by the lab before usage. The
glycerol is technical grade with more than 99.5 vol% purity and is purchase from local supplier (Rocky
Mountain Reagents, CO, USA).
3.3 Hydrate Deposit Formation
Tests in the deadleg system have two stages: hydrate formation and hydrate dissociation. During the
first stage, hydrate deposition occurs under controlled conditions for a given period of time, which can range
from 1 to 100 days. In the second stage, the system undergoes controlled dissociation to collect information
on the hydrate deposition in each section along the deadleg.
For the hydrate formation, DI water (sometimes with other chemicals) is injected to the header, which
provides the water source to form hydrates in the deadleg. This water evaporates and saturates the gas inside
the pipe. The deadleg system is first vacuumed for one hour to approximately 0.2 bara and then pressurized
to the set pressure with the hydrate former, which is a gas (pure gas or gas mixture), e.g., methane or
methane/ethane.
Figure 3.4: Typical pressure and temperature change during the experiment. The illustration shows the
changes in an experiment with Tr = 80
◦C and Tw = 4
◦C.
39
Figure 3.4 shows an illustration of the pressure and temperature change of the system after the pres-
surization. The experiment starts by setting the pipe wall temperature and the header temperature to the
desired values. For example, the wall temperature can be set to 4 ◦C to mimic a typical subsea temperature
(Figure 3.4), or to 15 ◦C to mimic a typical top-side platform temperature. In a few experiments, the wall
temperature is also set at -5 ◦C to mimic some extreme conditions in the North Sea. The water header can
be adjusted between 30 ◦C (needs to be higher than the room temperature for proper control) and 80 ◦C
to mimic different header temperatures. All the experiments in the 2-, 3-, and 4-inch pipes are performed
at constant pressure controlled by the syringe pump. In the deposition period, the system is monitored for
hydrate deposition from temperature profiles, gas consumption, water consumption, and visual inspection
from side and top windows. Visual observation from the side windows is often not feasible because the
deposit usually covers the window.
3.4 Controlled Deposit Dissociation
At the end of the hydrate deposition period, one of the two methods can be used to dissociate the
hydrates and collect information on the quantity and distribution of hydrates in the deadleg. Each method
has a different purpose. The first method is to dissociate the hydrates under pressure, which is fast and is
considered more accurate than the second method. Figure 3.4 shows the pressure and temperature change
of this method. In this method, the header temperature is first lowered to 30 ◦C to reduce the water transfer
and hydrate growth. The syringe pump is stopped and after the system is cooled down, the pipe wall
temperature is increased section by section from section 5 to section 1, causing hydrates to dissociate. The
wall temperature is usually increased to 2 ◦C higher than the HET. The system pressure, the syringe pump
volume, and the header water level are recorded during the dissociation to later calculate the amount of
hydrates in each section.
The second method for dissociation starts by freezing and depressurizing the system, which preserves
the hydrate deposit distribution and possibly the morphology. The freezing is achieved by reducing the
wall temperature to -5 ◦C. After depressurizing the system to atmospheric pressure, the top window and/or
the side windows are removed. The hydrate deposition distribution and morphology are visually inspected.
Theoretically, hydrates are converted to ice as they dissociate at -5 ◦C and room pressure, but the process is
relatively slow, so the solid observed in the deadleg during the inspection is usually a mixture of hydrate and
ice. Sampling of the deposit can also be done at this stage by collecting small samples, preserving in liquid
nitrogen and then later analyzing via X-ray computerized tomography (CT). After the visual inspection is
completed, the pipe wall temperature is increased, section by section (from the bottom to the top), above
the freezing point to dissociate all the solids. The water recovery is monitored and used to calculate the
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amount of hydrates.
3.5 Hydrate Deposit Characterization
Table 3.2 summarizes the system capabilities. The controlled variables are the initial conditions, including
pressure, liquid species, gas species, temperature boundary conditions, and the time duration. The measured
variables during the experiments are mainly the temperature change, the syringe pump volume change, the
header water level change, and the visual observation from the top window.
Table 3.2: List of controlled and measured variables.
Unit Typical values
Pressure bara 30-100
Wall temperature ◦C -5-15
Controlled variables Header temperature ◦C 30-80
Header liquid water, water/glycerol
Hydrate gas former CH4, CH4/C2H6
Duration day 1-100
Temperature profiles ◦C Figure 3.5
Gas consumption mol -
Water consumption mol -
Gas recovery mol -
Measured variables Water consumption mol -
Plug position cm -
Top view Figure 3.7
Borescope inspection Figure 3.8
X-ray CT scan Figure 3.9
3.5.1 Temperature Measurement
Figure 3.5 shows the center temperature profiles of a typical test in the deadleg. Data are from experiment
#1 in the 3-inch system. The system is run with methane/ethane (75/25 mol%) at 100 bar for 42 days. Tr
= 80 ◦C and Tw = 4
◦C.
For this particular test, the induction time for hydrate formation is approximately 5 hours, based on
the visual observation through the top window. The time zero in Figure 3.5a and Figure 3.5b are from the
start of the experiment. Figure 3.5b shows that the center temperature of all sections significantly increases
after initial hydrate onset. The temperature increase in all sections results from the insulating effect of the
hydrate deposit, as well as the heat released from hydrate formation. The insulating effect causes greater
resistance to heat removal through the pipe wall.
The rapid temperature increase levels out after approximately 2 days. The slight and gradual decrease
in section 5 temperature continues to approximately 10 days, after which, the temperature becomes stable.
Sections 4 and 3 seem to have the same change in the temperature profiles, but the changes are less obvious
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(a) (b)
Figure 3.5: Typical center temperature profile in the deadleg system. Data are from experiment #1 in the
3-inch system. The system is run with methane/ethane (75/25 mol%) at 100 bar for 42 days. Tr = 80
◦C
and Tw = 4
◦C. The shade area in the plot correspond to conditions outside the HSR. The temperature form
sections 1 to 5 are colored black, red, blue, magenta, and green. (a) The profile form 0 to 4 day. (b) .The
profile from 0 to 42 day.
than section 5. Interestingly, the center readings in section 2 slowly and gradually increases during the entire
experiment after 4 days. For this particular test, the center temperatures for sections 2 to 5 are out of the
hydrate stability zone, meaning that hydrates deposition cannot fully fill the cross sectional area in these
section. However, the center temperature in section 1 varies and enters the hydrate stable region after about
6 days, indicating that hydrates are gradually filling up the entire pipe cross section that may eventually
result in a hydrate plug.
3.5.2 Water/Gas Consumption/Recovery
During the hydrate formation, the syringe pump volume change and the header water level change are
recorded. They both can be used to estimate the hydrate amount. The amount can vary significantly because
the porosity, the gas fraction, and the water fraction of the deposit are hard to obtain. The properties are
also likely to change in different forming conditions and vary along the pipe in one experiment.
If the hydrate deposit is dissociated under pressure, both the gas and the water released from the deposit
can be measured. Figure 3.6a shows the syringe pump gas recovery during the dissociation. These data
are used to evaluate the amount of hydrate dissociated in each section. The result for this particular test
suggests that the most amount of hydrate formed in section 1 (largest amount of water and gas recovered),
and only a small amount of hydrates formed in the other sections. During the hydrate dissociation, the water
level in the header is also monitored. The water recovery is shown in Figure 3.6. It should be noted that in




Figure 3.6: Typical water and gas recovery. Data are from experiment #1 in the 3-inch system. The system
is run with methane/ethane (75/25 mol%) at 100 bar for 42 days. Tr = 80
◦C and Tw = 4
◦C. (a) Syringe
pump gas recovery during hydrate dissociation. (b) Water recovery during hydrate dissociation.
3.5.3 Plug Position
If for a given test, a hydrate plug is formed, the plug position can be measured through the top window
via a laser distance measurement device (BOSCH GLM80, ±1.5 mm accuracy) from the top window, even
when the system is pressurized. The refraction within the window and the gas phase can cause some small
errors, but the measurements are overall accurate. Another method for determining the plug location is to
remove top window after depressurization, and use a ruler to directly measure the plug distance from the
top. The two methods have been effective and shown to be in good agreement.
3.5.4 Visual Inspection through the Top Window
Visual observation of the pipe interior during the formation stage is possible through the top window.
Figure 3.7a shows the results of experiment #1 of the 3-inch system. The hydrate deposit formed seems to be
angularly uniform in any given cross section. The thickness of hydrate deposit in section 1 can be measured
using the thickness and length of the RTD as a reference (Figure 3.7b). Note that the images are from the
top window, and the camera can be focused to observe various sections, but unfortunately, except section
1, the images are blurry due to the large difference of gas density at different heights in the pipe (caused by
the temperature gradients). From the visual observations, a possible hydrate plug in section 1 formed after




Figure 3.7: Typical visual inspection through the top window. Data are from experiment #1 in the 3-inch
system. The system is run with methane/ethane (75/25 mol%) at 100 bar for 42 days. Tr = 80
◦C and Tw
= 4 ◦C. (a) Visual observation of the hydrate deposit through the top window. (b) thickness measurement
of hydrate deposit.
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3.5.5 Visual Inspection through a Borescope
For the tests that the system is frozen and depressurized, a borescope can be used to inspect the hydrate
deposit in the deadleg. A borescope combined with a custom made gauge can also be used to measure the
hydrate distribution and thickness. Figure 3.8 shows a series of photos taken by a borescope from the top
and the bottom of the pipe. In this test, a plug was observed.
Figure 3.8: Typical visual Inspection through a borescope after depressurization. Images are from experiment
#5 of the 3-inch system. Data are from experiment #1 in the 3-inch system. The system is run with
methane/ethane (75/25 mol%) at 100 bar for 37 days. Tr = 40
◦C and Tw = 4
◦C. Images show a hydrate
plug formed in the deadleg.
3.5.6 Sampling and X-ray CT Scan
Hydrate samples can be collected from the deadleg at the end of the formation after freezing and depres-
surization. These samples, preserved in liquid nitrogen, can then be further analyzed to determine the solid
content via X-ray Computed Tomography. The device in the study uses an X-Radia 400 instrument (Carl
Zeiss Microscopy). The X-ray source is 150 keV/10W. To measure the hydrate samples, the samples are
taken out of liquid nitrogen and put into a 5 mL plastic vial tube. The tube is then put onto the platform
for measurement. To reduce the hydrate dissociation during measurement, the platform is cooled with dry
ice. The resolution is controlled to be approximately 10 µm and each measurement takes approximately 60
min.
Figure 3.9 shows the results. In the figure, the light and dark colored regions represents the highest and
lowest density, respectively, and the gray region is in between. The images show that the solid sample is
relatively porous with large pores inside.
3.5.7 Hydrate Deposit Distribution
Combining the results of the visual observations and the gas/water recovery, the hydrate deposit dis-
tribution can be determined. Figure 3.10 shows a schematic representation of the hydrate distributions at
hot/cold header/wall conditions. The different temperature cases generally have different growth rates which
result from different rates of water transfer and intrinsic hydrate formation. When the header is at a low
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Figure 3.9: Typical X-ray CT Scan of a hydrate sample. Data are from experiment #6 in the 3-inch system.
The system is run with methane/ethane (75/25 mol%) at 100 bar for 84 days. Tr = 30
◦C and Tw = 4
◦C.
Images (a) to (c) are for different cross-sections (in terms of depth) of the sample scanned.
temperature, the water transfer into the deadleg is limited and so does the hydrate growth. The distributions
of the deposit are also different at different header temperatures. When the header is hot, the hydrate stable
region and thus the deposit will be pushed away from the header. The wall temperature has similar effects
to the header temperature, but more significantly on the growth rate rather than the distribution. These
findings will be discussed in the following chapters.
3.6 Data Analysis
3.6.1 Image Analysis
Figure 3.11 shows an example of deposit thickness measurement. During the entire experiment, the
camera position is fixed and so does the scale of the image pixel to the actual length. The scale is obtained
from the images without any hydrate (Figure 3.11a). The references with known lengths are the two RTDs
and the diameter of the pipe. The pixels of the references are firstly measured from the image by an image
analysis software (ImageJ) (Figure 3.11c). The scale of each reference is then calculated by dividing it with
its actual length. Even though the scales are usually very close, they are averaged to get a value that is used
in the following calculation.
A similar treatment is done to the image with hydrate deposit (Figure 3.11b). The hydrate boundary is
manually determined and the position of the boundary on the image is measured at multiple points (usually
six evenly distributed points) by the image analysis software (Figure 3.11d). Their positions are used to
calculate the average current diameter of the pipe in pixel. The current diameter is then converted into the
actual length by multiplying the scale. The hydrate deposit thickness is then obtained by subtracting the
current diameter from the original pipe diameter and dividing the product by a factor of 2.
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Figure 3.10: Illustrative hydrate deposit distribution at different header and wall temperatures.
Figure 3.11: Example of image analysis to obtain the hydrate deposit thickness in Section 1. (a) Original
image of the pipe without hydrate. (b) Original image of the pipe with hydrate deposit. (c) Illustration
of obtaining the scale of pixel to actual length from (a). (d) Illustration of measuring the thickness of the
deposit from (b).
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3.6.2 Calculation of Water/Gas Recovery/Consumption
The hydrate density and compositions are obtained from the prediction software, CSMGem. For hydrate
at the given gas compositions, 100 bar, and 4 ◦C, the density ρhyd is 0.942 g · cm−3, the molecular weight
Mhyd is 18.4 g ·mol−1, and the water mole fraction xw is 0.856.
The hydrate volume from water recovery is calculated by assuming: i) the water amount change of the
header equals the water amount that forms hydrate, ii) the water density is constant at 1 g · cm−3. The
cross-section area of the water header is initially measured to be 476.2 cm2. The water level change during
the dissociation is read from the water level gauge. The hydrate amount is calculated by equation 3.1.
During the formation, the calculation gives the overall average change inside the system, while during the










where A is cross-section area [cm2], h is water level [cm], n is the amount of substance [mol], M is molecular
weight [kg ·mol−1], ρ is density [g · cm−3], V is volume [cm3], x is mole fraction, hyd stands for hydrate, w
stands for water.
If assuming the hydrate porosity is uniform and known and the deposit thickness is uniform, the thickness












where D is diameter [cm], ε is porosity, H is the length of each section [23 cm] (or the entire pipe [115 cm]),
d is thickness [cm], V is volume [cm3], x is mole fraction, hyd stands for hydrate.
The hydrate volume from gas recovery is calculated by assuming: i) the average temperature of the
system is constant, which means that the gas amount change in the syringe pump equals the gas amount
that forms hydrate, ii) the temperature is uniform inside the syringe pump. The hydrate amount is calculated










where p is pressure [MPa], V is volume [cm3], R is gas constant [8.314 J ·K−1 ·mol−1],M is molecular weight
[kg ·mol−1], T is temperature [K], Z is compressibility factor, x is mole fraction, ρ is density [g · cm−3], hyd
stands for hydrate, g stands for gas, pump stands for syringe pump.
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CHAPTER 4
LIST OF ALL EXPERIMENTS
4.1 Introduction
This chapter summarizes all the experiments discussed in the study. The experiments are run at different
conditions. The controlled variables include time length, installation of RTDs, header temperature Tr, wall
temperature Tw, glycerol concentration, and blower RPM. The experiments are scheduled and conducted
in order to evaluate the effect of each variable. The experiments are listed based on the size of the pipe,
including the 2-, 3-, and 4-inch systems. Time length, installation of RTDs, header temperature Tr, and wall
temperature Tw are studied in all systems. The effects of glycerol concentration are studied in the 2-inch
system. The effects of a mixed convection by using a blower is studied in the 3-inch system.
4.2 2-inch System
Table 4.1 lists all regular 2-inch deadleg experiments. The system of all these experiments is filled with
3 L water in the reservoir and pressurized with the methane/ethane (75/25 mol%) mixture gas at 100 bar.
The HET is 19.2 ◦C from Multiflash. The impeller in the reservoir is run at 1,000 RPM to maintain the
temperature unity within the reservoir.
Table 4.1: List of regular 2-inch system experiments.
# Time length RTD Tr Tw # Time length RTD Tr Tw
(hour) (day) (◦C) (◦C) (hour) (day) (◦C) (◦C)
1 2006.9 83.6 Yes 30 4 16 167.8 7.0 Yes 80 15
2 367.2 15.3 No 30 4 17 166.1 6.9 Yes 30 15
3 331.7 13.8 No 80 4 18a 169.0 7.0 Yes 80 4
4 358.6 14.9 No 30 4 19 167.5 7.0 Yes 60 4
5 164.9 6.9 No 30 4 20 69.6 2.9 Yes 80 15
6 168.5 7.0 No 80 4 21 69.6 2.9 Yes 80 1
7 72.2 3.0 No 80 4 22b 165.8 6.9 Yes 80 1
8 71.0 3.0 No 80 4 23 161.5 6.7 Yes 80 10
9 70.8 3.0 No 80 4 24 67.0 2.8 Yes 80 -5
10 164.4 6.9 No 80 4 25 219.8 9.2 Yes 30 -5
11 167.5 7.0 No 80 10 26c 652.1 27.2 Yes 30 7
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Table 4.1: Continued.
# Time length RTD Tr Tw # Time length RTD Tr Tw
(hour) (day) (◦C) (◦C) (hour) (day) (◦C) (◦C)
12 71.1 3.0 Yes 80 4 27c 332.4 13.9 Yes 80 7
13 71.3 3.0 Yes 80 10 28d 330.7 13.8 Yes 80 7
14 166.6 6.9 Yes 30 10 29e 335.3 14.0 Yes 80 7
15 167.0 7.0 Yes 80 4 30c 237.1 9.9 Yes 80 7
aThe impeller is at 100 RPM. bThe experiment pressure is 31 bar.
cThe experiment pressure is 34 bar. dThe experiment pressure is 29 bar.
eThe experiment pressure is 26 bar.
Table 4.2 lists 2-inch deadleg experiments with the use of glycerol in the reservoir. The system of all these
experiments is filled with 3 L liquid in the reservoir. The solution # in Table 4.2 indicates the experiments
running with the same batch of liquid. Solution #1, #2, #3, and #4 has glycerol concentrations of 40, 60,
60, and 40 mol%, respectively. The system is pressurized with the methane/ethane (75/25 mol%) mixture
gas at 100 bar. The HET is 19.2 ◦C from Multiflash. The RTDs are used in all experiments to measure
the temperature field. The impeller in the reservoir is run at 1,000 RPM to maintain the temperature unity
within the reservoir. Exp #37 was stopped due to power outage and only the formation data was collected.
Table 4.2: List of 2-inch system experiments with glycerol.
# Time length Tr Tw Solution # # Time length Tr Tw Solution #
(hour) (day) (◦C) (◦C) (hour) (day) (◦C) (◦C)
31 72.96 3.04 80 4 1 39 71.28 2.97 80 -5 2
32 168.00 7.00 80 4 1 40 165.36 6.89 80 4 2
33 165.36 6.89 30 4 1 41 71.28 2.97 80 4 3
34 68.16 2.84 80 -5 1 42 70.32 2.93 80 -5 3
35 167.76 6.99 80 4 2 43 166.96 6.96 30 4 3
36 168.48 7.02 30 4 2 44 167.82 6.99 80 4 4
37 71.76 2.99 80 4 2 45 168.08 7.00 30 4 4
38 53.28 2.22 80 -5 2 46 70.80 2.95 80 -5 4
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4.3 3-inch System
Table 4.3 lists all regular 3-inch deadleg experiments. The system of all these experiments is filled with 3 L
water in the reservoir and pressurized with the methane/ethane (75/25 mol%) mixture gas at approximately
100 bar. The HET is 19.2 ◦C from Multiflash. The impeller in the reservoir is run at 1,000 RPM to maintain
the temperature unity within the reservoir.
Table 4.3: List of regular 3-inch system experiments.
# Time length RTD Tr Tw # Time length RTD Tr Tw
(hour) (day) (◦C) (◦C) (hour) (day) (◦C) (◦C)
1 1004.2 41.8 Yes 80 4 14 46.6 1.9 No 60 10
2 474.2 19.8 Yes 80 4 15 172.1 7.2 Yes 80 10
3 380.6 15.9 No 80 4 16 167.0 7.0 Yes 80 15
4 860.4 35.9 Yes 60 4 17 167.5 7.0 Yes 30 15
5 886.8 37.0 Yes 40 4 18 166.1 6.9 Yes 30 10
6 2006.2 83.6 Yes 30 4 19 167.8 7.0 Yes 60 10
7 449.8 18.7 No 30 4 20 112.6 4.7 Yes 60 15
8 345.6 14.4 No 30 4 21 72.0 3.0 Yes 80 -5
9 344.6 14.4 No 30 4 22 169.9 7.1 Yes 60 4
10 165.1 6.9 No 30 4 23 148.1 6.2 Yes 30 4
11 166.6 6.9 No 80 4 24 165.1 6.9 Yes 80 4
12 335.8 14.0 No 60 4 25 166.1 6.9 Yes 80 10
13 163.4 6.8 No 60 4 34a 168.2 7.0 Yes 60 4
aThe impeller is at 100 RPM.
Table 4.4 lists all 3-inch deadleg experiments with the use of blower. In all these experiments, the system
is filled with 3 L water in the reservoir and pressurized with the methane/ethane (75/25 mol%) mixture gas
at approximately 100 bar. The HET is 19.2 ◦C from Multiflash. The impeller in the reservoir is run at 1,000
RPM to maintain the temperature unity within the reservoir. All experiments are run with installed RTDs.
The blower is run at 500 RPM which is the maximum rate to cause an additional forced convection into the
deadleg. The tip position in Table 4.4 indicates the flow direction from the blower. The details are described
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in the chapter discussing the deposition under a mixed convection.
Table 4.4: List of 3-inch system experiments with blower.
# Time length Tr Tw Tip Position # Time length Tr Tw Tip Position
(hour) (day) (◦C) (◦C) (hour) (day) (◦C) (◦C)
26 162.7 6.8 30 4 1 30 166.3 6.9 30 4 2
27 160.1 6.7 60 4 1 31a 236.4 4.0 30 15 2
28 176.6 7.4 60 10 1 32 164.4 6.9 30 4 3
29 165.5 6.9 60 4 2 33 165.4 6.9 60 4 3
aInterrupted by the power outage. Only the temperature during formation is available.
4.4 4-inch System
Table 4.5 lists all regular 4-inch deadleg experiments. The system of all these experiments is filled with 3 L
water in the reservoir and pressurized with the methane/ethane (75/25 mol%) mixture gas at approximately
100 bar. The HET is 19.2 ◦C from Multiflash. The impeller in the reservoir is run at 1,000 RPM to maintain
the temperature unity within the reservoir. All experiments are run with installed RTDs.
Table 4.5: List of 4-inch system experiments.
# Time length Tr Tw
(hour) (day) (◦C) (◦C)
1 167.28 6.97 30 4
2 164.16 6.84 80 4
3 167.52 6.98 30 15
4 161.04 6.71 80 15
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CHAPTER 5
EFFECT OF HEADER TEMPERATURE
5.1 Introduction
Table 5.1 lists the experiments whose data are used in this section. All experiments are performed at
100 bar with methane/ethane (75/25 mol%) in the 3-inch pipe. The HET is 18.9 ◦C (from CSMGem). The
external pipe wall temperature (Tw) is maintained at 4
◦C. The variable studied in the chapter is Tr, the
header temperature at the bottom of the system. Experiment 1, 2, and 3 are run at Tr = 80
◦C. Those
3 experiments are to confirm the repeatability, as well as to estimate the time evolution of the deposition.
Experiment 4, 5, and 6 are run Tr = 60
◦C, 40 ◦C and 30 ◦C, respectively.
Table 5.1: Lists of the experiments to compare the effects of the reservoir temperature
#
Duration Tr Tw Borescope inspection
hours ◦C ◦C
1 1004 80 4 No
2 474 80 4 Yes
3 380 80 4 Yes
4 860 60 4 No
5 887 40 4 Yes
6 2006 30 4 Yes
5.2 Results
The temperature profiles in each section over the course of representative experiments are shown in
Figure 5.1b (off-wall) and Figure 5.1c (center). The header and the pipe wall reach the desired temperature
within 1.5 hours. The header acts as the only heat source in the system. When Tr decreases, the temperature
throughout the pipe decreases. The pipe surface is the only active cooling sink, thus low temperature is
observed near the wall. In the initial period of the experiment, after the point when hydrate deposition
initiates, for any point inside the pipe, the temperature is observed to increase, as in Figure 5.1a, due
to exothermal hydrate formation Sloan Jr and Koh [61] and deposit insulation Lingelem et al. [55]. The
temperature increase is observed to be more prominent in the top sections than the bottom sections.
At the relatively low and central positions, the temperature after the initial increase is usually higher than
the HET, where hydrate cannot form. Temperature usually stays stable afterwards. At the relatively high
and side positions, temperature is closer to the surface temperature, which is usually below the HET and
hydrate can potentially form. Temperature usually decreases and gradually approaches Tw. The temperature
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Figure 5.1: Temperature profiles. (a) Center for the initial 10 hours. (b) Off-wall. (c) Center. Hydrate stable
region is unshaded. The black, red, blue, and orange lines represent experiment 2 (Tr = 80
◦C), experiment
4 (Tr = 60
◦C), experiment 5 (Tr = 40
◦C), and experiment 6 (Tr = 30
◦C), respectively.
profiles of the intermediate area are interesting as the temperature fluctuates after the initial increase. The
fluctuations seem to occur around the HET. All these pattern changes are related to the thermodynamics
and the kinetics of the hydrate deposit growth, which is discussed in the following section.
Figure 5.2 shows the deposit growth in section 1 monitored by the camera at the top window. The deposit
growth is observed to be slower in section 1 with a lower Tw (from Figure 5.2a to Figure 5.2d). The growth
rate can be related to the water condensing rate. Because the central area is warm and the pipe wall (or
hydrate once it appears) is cold, water condenses on the wall. It is observed that, when Tr = 80
◦C, water
condensation on the top window is significant. The condensed water forms deposit and blocks the view in
the late stage of the experiment; whereas when Tr = 60
◦C or lower, only slight amount of condensation is
observed.
Photos taken from the top camera are analyzed by LabView Vision to obtain the deposit thickness in the
radial direction. Figure 5.3 shows the measured hydrate deposit thickness in Section 1. Measured hydrate
deposit thickness for experiments 1, 2, and 3 show good agreement, demonstrating the reproducibility of
the experiments. These results also suggest that the RTDs do not interfere with the hydrate deposition, at
least when Tr = 80
◦C. The measurement of the hydrate thickness for all experiments shows a relatively fast
growth period at the beginning of the experiment (about the initial 120 hours), and then decreasing growth
rates for several days. Interestingly, the growth rates (in terms of deposit thickness) seem to approach a
limiting value. The results also show that when Tr is lowered (so does the center temperature), the deposit
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Figure 5.2: Images of hydrate deposit growth in Section 1. (a) experiment 2 (Tr = 80
◦C); (b) experiment
4 (Tr = 60
◦C); (c) experiment 5 (Tr = 40
◦C); and (d) experiment 6 (Tr = 30
◦C). For each experiment, the
shown pictures from left to right are taken at 0 h, 48 h, 176 h, and 480 h.
growth rate in Section 1 also decreases, as seen from Figure 5.2.
Figure 5.3: Deposit thickness at the middle of Section 1. Solid lines are drawn to facilitate visualization of
the trend. The black, red, blue, green, orange, and wine symbols represent experiment 1 to 6, respectively.
In experiments 2, 3, 5, and 6, a borescope is inserted from the side port after depressurization to closely
study the morphology and the thickness distribution of the hydrate deposit. We note that there is no
obvious change in Section 1 during the depressurization, as the pipe is cooled to -5 ◦C. Other sections,
however, cannot be observed, and changes to the hydrate deposit are still possible. For example, small
pieces of the deposit can fall due to the gas release from any hydrate dissociated. Because the density of
ice and hydrate are slightly different, the solid deposit porosity or volume may change during the transition
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from hydrate to ice.
The inserted borescope can capture images either pointing toward the top or bottom. Figure 5.4 shows
representative images of experiment 5 (Tr = 40
◦C). Figure 5.4a and Figure 5.4b are taken from Section 1
and 2 towards the bottom, while Figure 5.4c and Figure 5.4d are taken from Section 4 and 5 towards the top.
Because there is a significant amount of hydrate deposit in Section 3, it is impossible to use the borescope
in that section. Figure 5.4e shows an illustration of the hydrate deposit throughout the pipe based on the
images collected using the borescope.
For experiment 5, the inspection into the pipe with the borescope shows a substantial amount of hydrate
deposited forming a plug filling the whole cross section. The distribution of the hydrate deposit is asymmetric.
Figure 5.4a and Figure 5.4b show that the hydrate deposit narrows when it gets close to the plug and the
narrowing is more pronounced closer to the plug. The hydrate deposit is observed to be angularly uniform
at any given distance above the plug and the top of the plug is observed to be relatively flat. Figure 5.4c
and Figure 5.4d show the plug from the bottom. For this experiment, the plug is located slightly above the
RTDs in Section 3. Unlike the area above the plug, the hydrate deposit below has a narrow opening profile,
with respect to the axial distance to the plug, and it appears to be less angularly uniform.
Figure 5.4: Borescope inspection in experiment 5 (Tr = 40
◦C). Images are taken (a) towards the bottom
at the center of Section 1, (b) towards the bottom at the center of Section 2, (c) towards the top at the
center of Section 4, and (d) towards the top at the center of Section 5. (e) Illustration of the hydrate deposit
distribution in the deadleg.
56
The thickness of the hydrate deposit at the middle of the sections can be estimated by using the RTDs
as a reference. The thickness measurements via the borescope inspection are summarized in section d) of
Table 5.2, which also contains data on the water recovery to estimate the porosity of the hydrate deposit.
After the borescope inspection, the hydrate/ice deposit is dissociated section by section, from bottom to
top. The data for the water recovery are plotted in Figure 5.5 and listed in section c) of Table 5.2. Because
of the different time scales of each experiment, comparison of the results is focused on the distribution rather
than the total recovery amount (even though time may affect the distribution). The results show that the
distribution of hydrates (water) is not uniform along the pipe. Typically, the most amount of water is
collected in one section, with proportionally less water in the other sections. It is also observed that the
section with most water shifts towards the bottom as Tr decreases, that is, most water is recovered from
Section 1, 2, 3, and 4 for Tr = 80
◦C, 60 ◦C, 40 ◦C, and 30 ◦C, respectively.
Experiments 1, 2, and 3 are for the same experimental conditions, and all three show very similar results.
The water recovery shows similar distributions, with the most amount of water from Section 1, a considerable
amount of water from Sections 2 and 3, and a negligible amount from Sections 4 and 5.
In experiment 4 (Tr = 60
◦C), the water is more evenly distributed along the pipe, with the most amount
of recovered water in Section 2, but the differences among all sections are not as large as that in experiments
1, 2, and 3. In experiment 5 (Tr = 40
◦C), the distribution is more or less uniform from Section 1 to 4, with
the most amount of water recovered in Section 3, and significantly less in Section 5. In experiment 6 (Tr =
30 ◦C), even though that particular experiment lasted 2006 hours, little water was recovered from Sections
1 and 2, and most recovered from Section 4, followed by Sections 3 and 5.
5.3 Discussion
Based on the results, Figure 5.6 summarizes the understanding for hydrate deposition in deadlegs through
a conceptual picture highlighting the key steps in the mechanism. At the beginning, a temperature field
is established due to the hot source (header) and the cold surfaces (deadleg). The temperature gradient
induces a density gradient along the pipe causing the gas and water concentration to vary accordingly. The
gas density gradient is considerably large. For example, the density of the methane/ethane (75/15 mol.%)
mixture at the 100 bar is 75.78 kg/m3 at 80 ◦C, 102.0 kg/m3 at 30 ◦C, and 130.8 kg/m3 at 4 ◦C (calculated
from Multiflash 6.0 SRK model). The saturation of water vapor only barely affects the density. The large
density difference along the pipe induces natural convection, carrying water vapor from the bottom to the
top of the pipe. It is envisaged that the natural convection is so strong that the gas phase is well mixed.
The radial temperature gradient is relatively small in the bulk gas phase and the temperature may only
decrease sharply around the surface/gas interface. For example, the temperature difference between the
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Figure 5.5: Water recovery from hydrate/ice deposit dissociation and center temperature at 24 h. Columns
of each experiment from left to right represent Section 1 to Section 5. Columns with ‘*’ refer to negligible
amount of water recovered. The symbols and line represent the center temperature at 24 h of each experiment.
The symbols from left to right represent the temperature of Section 1 to Section 5 and the header.
center and the off-wall RTD probes in Section 5 of experiments 1 after 2 days is about 2.5 ◦C, while the
difference between the center and the surface is about 36 ◦C at the same time. As the vapor is saturated
with water, the water condenses from the hot vapor to the cold surface, and given that the surface is cold,
the condensed water can convert to hydrate. It should be emphasized that hydrates are not formed in the
gas phase, but only from the condensed water on the surface. As such, the relevant hydrate equilibrium is
for liquid-hydrate-vapor.
Figure 5.6: Conceptual diagram of hydrate deposition in a deadleg.
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The water (or hydrate deposit) distribution along the deadleg is largely dependent on the heat and mass
transfer limitation for water transport into the pipe, water condensation on the wall, and hydrate deposition.
A number of factors can affect the hydrate deposition, however, the temperature in the pipe is the most
important in these experiments. The difference between Tr and Tw determines the temperature gradient in
the system and therefore determines the magnitude of natural convection and the water mass transfer rate
from the header to the deadleg. Thermodynamically, the temperature profile in the deadleg also determines
the regions where hydrates can form. Kinetically, the subcooling, which is the difference between the actual
temperature and the HET, determines the rate of hydrate deposition at the prevailing conditions, provided
the availability of water and gas.
The hydrate stable region, where the temperature equals or is less than the HET, can be estimated based
on the measured temperature profile in the deadleg (Figure 5.7). Because hydrate will only form within the
region, an estimation of the region at a given Tr and Tw is important. The estimation can suggest a design
criteria (e.g., L/ID) of deadlegs to minimize the conditions for hydrate deposition. If the hydrate stable
region can be well controlled by the design, a complete plug may be avoided.
Figure 5.7: Illustration of the temperature field in the axial and radial cross-sections. The blue color
represents the hydrate stable region where the temperature is below the HET.
Figure 5.7 shows an illustration of the hydrate stable region in a deadleg without hydrate. The region is
marked with blue color. The boundary of the region is approximately parabola in the axial cross-section view
based on the temperature measurement. The actual boundary depends on the Tr and Tw. In the presence
of the hydrate, the boundary will shift and narrow, but remain in a similar shape. The shape of the hydrate
stable region generates the hydrate deposit of the similar shape, as visually observed.
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At the very bottom, it exists only close to the wall. Even though the water condensation can be significant,
the deposit growth is thermodynamically limited. As the distance to the header increases, the region expands
and gradually fills the entire radial cross-section. In the hydrate stable region, hydrate deposition, gradually
changes from heat transfer limited to mass transfer limited. The subcooling increases in the hydrate stable
region with the distance to the header but water becomes limited. Most water from the header condenses
and converts into hydrate in the bottom sections. Such decrease in condensation is also partially related
to the temperature because the amount of water vapor in the gas exponentially decreases with decreasing
temperature. The heat and mass transfers reach the balance at a certain distance to the header and hydrate
deposition can reach the fastest growth at that location.
Figure 5.1 shows that after the initial increase in temperature, the temperature only slightly changes
if it is higher than the HET. Interestingly, the temperature in the initial stage can be correlated to the
water recovery distributions. The center temperature at 24 h are plotted with the water recovery results
in Figure 5.5, which shows that the most water recovery in each experiment is from the section where
the center temperature is slight below the HET. In fact, in experiments 4, 5, and 6, these are sections
where the temperature of the entire section (not just the center temperature) is lower than the HET. In
experiments 1 and 2, no section is entirely into the hydrate stable region. Most of the water only condenses
and forms hydrate in section 1. Because the choice of the sections is arbitrary, a more precise statement is
that the deposit distribution should increase continuously until it peaks at a certain location and decreases
afterwards. Figure 5.5 suggests that the location with most hydrate, rather than the initial hydrate stable
region boundary, locates at where the temperature initially is a few degrees lower than the HET.
The temperature field in the pipe affects the hydrate deposit growth and distribution. The hydrate
deposit, in turn, changes the temperature field. The growing hydrate deposit narrows the pipe and changes
the heat transfer. Specifically, the hydrate deposit restricts the gas convection from the bottom to the top
of the pipe, causing the gas temperature in the upper sections to decrease over time. In the meantime, the
hydrate deposit may also cause the gas temperature to increase in the lower sections as heat accumulates
and is not transported well upwards the pipe. For example, in experiment 6, the most hydrate is determined
to be within section 4, and all sections above section 4 have initially a temperature increase, and then a
gradual decrease, especially at the off-wall positions (Figure 5.1). On the other hand, the temperature in
section 5 increases and stabilizes. The temperature readings in section 4 noticeably fluctuate around the
HET, suggesting that the hydrate deposit is continuously forming, melting, annealing, or possibly falling, as
what is observed in the frost deposition Hayashi et al. [42].
Hydrate distribution is obtained from visual observation (Figure 5.2 and Figure 5.4) and the water
recovery during dissociation (Figure 5.5). The actual thickness at certain positions can be measured from
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visual observation and the morphology can be inspected. The results from the three sources give consistent
information for the hydrate distribution in the deadleg. This suggests that the water recovery results can be
used to represent the amount of hydrate deposit. The amount of recovered water, however, is not necessarily
equal to the amount of water that formed hydrate, because depending on the conditions, not all the condensed
water may be converted into hydrate; some water may condense on the hydrate deposit and fill the hydrate
pores, resulting in a “wet” hydrate. With the current setup of the system, the actual conversion ratio of
water to hydrate cannot be exactly determined. The actual thickness at certain positions, in addition, can
be measured from visual observations and the hydrate deposit morphology can be inspected
Table 5.2: List of water recovery and related calculation results. Unavailable data are marked with ‘-’.
(a) # 1 2 3 4 5 6
(b)
Duration (hours) 1004 474 380 860 887 2006
Tr (
◦C) 80 80 80 60 40 30
(c) Water recovery (mol)
Section 1 29.93 38.82 24.8 15.26 10.35 5.34
Section 2 16.69 9.18 10.87 20.07 11.21 1.91
Section 3 11.14 0 8.16 12.85 16.82 17.17
Section 4 5.16 0 6.44 9.64 8.62 25.56
Section 5 0.38 0 0 10.44 4.31 12.97
(d) Measured thickness (cm)
Section 1 - 2.08 1.76 1.34 0.78 0.39
Section 2 - 1.31 1.12 - 1.04 0.32
Section 3 - 0.61 0.2 - 2.86 0.40
Section 4 - 0.22 - - 1.11 2.20




Section 1 1.23 1.74 0.98 0.56 0.37 0.19
Section 2 0.81 0.42 0.50 1.00 0.52 0.08
Section 3 0.52 0 0.37 0.60 0.82 0.83
Section 4 0.23 0 0.29 0.44 0.39 1.35





Section 1 0.446c 0.111 0.369 0.523 0.495 0.501
Section 2 - 0.632 0.508 0.532*** 0.459 0.731
Section 3 - - - - 0.586 0.410***
Section 4 - - - - 0.605 0.286
Section 5 - - - - - -
aAssumptions: 1. Calculation is based on the water recovery. 2. All recovered water is from hydrate
dissociation. 3. Hydrate has zero porosity. 4. Hydrate deposit thickness of each section is uniform.
bAssumptions: 1. Calculation is based on water recovery. 2. All recovered water is from hydrate
dissociation. 3. Measured thickness from the borescope at the center of the section represents the average
thickness of the entire section. 4. Porosity corresponds to an average value of the section.
cPorosity is calculated by assuming the hydrate thickness is the radius (instead of using the thickness
measurement from borescope,), i.e., assuming the deposit has plugged the entire section.
Assuming a hydration number (5.94 from CSMGem) and a porosity value, the thickness of the deposit
can be calculated, as shown in section e) of Table 5.2. In section e) of Table 5.2, the water conversion is
assumed to 100% and the hydrate porosity are assumed to be 100% and 0%, respectively. The porosity
assumption is conservative compared to the actual scenario, as to have a solid with zero porosity would
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mean that a single crystal was formed. The results show that the hydrate deposit thickness can be around
1 cm. At this thickness, the effective pipe inner diameter would reduce to around 5.4 cm from 7.4 cm (pipe
inner diameter) and the cross-section area would shrink by 47%. With a larger porosity, the pipe diameter
can be reduced much more.
Based on the borescope inspection and the water recovery, the porosity is estimated as shown in section
f) in Table 5.2. As seen, the porosity in most cases, at the experimental time scale, is around 50%. Based on
other published studies Rao [59], Grasso [60], the porosity can change over time. Initially, the porosity value
could be high, and then gradually decrease as the hydrate deposit grows/anneals by filling the pores. This
is particularly true after a hydrate plug is formed in the deadleg, as the hydrate deposit essentially ceases to
grow in volume, and anneals over time. Another distinction that needs to be made is the hydrate porosity
for the pores filled with water or gas. A gas-filled pore would result in a permeable hydrate deposit, whereas
a water-filled pore would have very low permeability.
Figure 5.8: Hydrate deposit distribution at different Tr. (a) Illustration of the hydrate deposit distribution at
different header temperature for a 3-inch deadleg. (b) Estimation of location with most hydrate at different
header temperature.
For practical design purposes, it is important to relate the environment variables to Lp, the location
where most hydrates are expected to deposit. The results show that most hydrate forms at the very top
of the deadleg with 80 ◦C header temperature and moves downwards as the header temperature is lowered
(Figure 5.8a). Assuming most hydrate are formed at the middle of the section, a possible correlation between
Tr and the location for a 3-inch deadleg can be identified as illustrated in Figure 5.8b.
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When an L/ID is smaller than the given Lp/ID for a given Tr, the deadleg will be most likely not have a
complete hydrate plug. In fact, when the pipe becomes shorter (with the same diameter), the temperature
at the same height can possibly be even higher due to less cooling and the relative hydrate amount should
be even less. Therefore, Lp suggests a conservative L value in terms of ID. While these results indicate a
simple correlation between Tr and Lp, it is too premature to state whether this correlation is valid on other
pipes with different geometries and sizes.
5.4 Conclusion
The deposit and the temperature mutually affects each other. Temperature is observed to significantly
affect distribution and formation rate. When Tr decreases, the temperature inside the pipe generally de-
creases. The hydrate stable region thus shifts towards the bottom of the pipe. Interestingly, the temperature
profile in the early stage can be correlated with the deposit distribution. It seems that most deposit will
appear in an area just within the hydrate stable region and less deposit will form when the temperature is
too low or too high. The growth rate at the top of the pipe is also monitored through the camera. It also
confirms that the rate decreases with the temperature, when the temperature is below the HET.
The deposit, in turn, gradually changes the temperature profiles. Depending on the amount of deposit,
the hydrate stable region rapidly changes at the beginning and gradually changes afterwards. Initially the
change can be contributed to the insulating effects of the deposit. In the late stage, the changes are caused
by the pipe effective diameter reduction. The deposit forms a significant restriction in the deadleg, which
essentially divides the deadleg into two compartments. The temperature of the top sections usually decrease
afterwards, while that of the bottom continues increasing and that of the middle fluctuates.
The current results suggest that the prediction of Lpbased on the header and the pipe wall conditions
may be possible. However, it is too premature to conclude any correlation nor mitigation strategies. Other
factors, such as the wall temperature and the pressure need to studied, too. The current setup only tests
natural convection while a forced convection, common in a real flowline, can make a difference. The generality




EFFECT OF WALL TEMPERATURE
6.1 Introduction
In this chapter, the focus is on the effect of Tw in a 2-inch pipe system. The Tw considered are 4
◦C at
Tr = 30
◦C. Tw and Tr together determine the thermal boundary conditions of the system. Possibly because
the range of Tr is larger than Tw, varying Tw shows a smaller effect in the deposit distribution. On the other
hand, varying Tw does show an effect on the deposit growth rate. The results to be reported include the
temperature profile, the hydrate deposition rate and distribution, and hydrate plugging conditions. Table 6.1
lists the experiments discussed in this chapter.
Table 6.1: List of the experiments for wall temperature study. All experiments are run at 100 bar with
methane/ethane (75/25 mol%) mixture. The HET is 19.2 ◦C from Multiflash. All experiments last for 7
days.
Exp # Tr (
◦C) Tw (
◦C) Subcooling on the wall (◦C) Duration (hour)
1∗ 30 4 14.9 2007
5∗ 30 4 14.9 165
14 30 10 8.9 167
17 30 15 4.9 166
15 80 4 14.9 169
23 80 10 8.9 161
16 80 15 4.9 168
For the experiment with Tr = 30
◦C and Tw = 4
◦C, the temperature profile is
from exp #1 while the water recovery, and the images are from exp #5.
6.2 Hydrate Formation Temperature Profiles
Figure 6.1 shows the center temperature (Tcenter) profiles of the 2-inch pipe for experiments at Tr = 30
◦C for the three Tw of 4, 10, and 15
◦C. The complete temperature measurement results are described in
the Appendix. At Tr = 30
◦C, all temperature readings are lower than or close to the HET. As can be
seen, the entire pipe temperature readings increase with increasing Tw, which is expected, as the wall is the
only cooling source in the pipe. It is also observed that the temperature gradient along the axial direction
(bottom to top) decreases with increasing Tw. In all three experiments, because of the low Tr, the pipe is
sufficiently cooled to have conditions favorable for hydrate deposition.
During the formation step, the temperature profiles of the Tw = 4
◦C show decreases and fluctuations
after approximately 24 h. Such variation in the temperature should be related to hydrate deposition on the





Figure 6.1: Center temperature profiles of 2-inch pipe experiments at Tr = 30
◦C. (a) Tw = 4
◦C. (b) Tw =
10 ◦C. (c) Tw = 15
◦C. Black: section 1. Red: section 2. Blue: section 3. Orange: section 4. Green: section
5.
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sections experience narrowing cross sectional area, resulting in changes in the circulation of gas in the pipe.
Hydrates have similar heat conductivity to water, which is much higher than that of the gas. As such, as
the hydrate deposit grows and covers the RTD sensor, the temperature reading for that sensor will decrease
due to the better heat transfer with the cold wall. Because the deposit grows from the wall, the temperature
readings of the RTDs close to the wall firstly decrease. For this particular experiment, a significant amount
of hydrate was formed between sections 4 and 5. The fluctuations for the temperature in section 5 are
possibly caused by the hydrate dissociation and reformation as a results of the temperature change.
The temperature profiles at higher Tw (10 and 15
◦C) indicate a slower growth rate and a thinner hydrate
deposit. Only the Tcenter of section 5 show an obvious increase, which results from the hydrate insulation
effect. The Tcenter of sections 1 to 3 have a slight increase at the hydrate onset (beginning of the experiment)
and remain almost unchanged afterwards.
Figure 6.2 shows the Tcenter profiles of the 2-inch pipe for the experiments at Tr = 80
◦C and the three Tw.
Comparing to the experiments with Tr = 30
◦C, the higher Tr has a significant impact in temperature profiles.
As seen in the figure, the Tcenter in the bottom sections becomes much higher than the HET, indicating that
hydrate deposition in those sections is strongly limited. Interestingly, the temperature profiles also show a
different pattern from the experiments with Tr = 30
◦C. The Tcenter of sections 4 and 5 are nearly the same
regardless of the Tw, while the temperature profiles of sections 3 and above shift to higher temperatures with
increasing Tw. In all cases, the temperature in sections 1 and 2 approach the Tw, and the difference between
sections 1 and 2 is only 1-2 ◦C.
The most hydrate forms in section 3 at Tr = 80
◦C. In the sections below where the most hydrate forms,
the Tcenter are higher than the HET (within shaded region in the plots). The Tcenter have similar values,
which is not seen in the cases without hydrate. In these sections, hydrate growth is limited and deposition
only occurs close to the wall, forming a thin deposit that has surface temperature approaching the HET.
The measurement from the radial temperature also supports the statement. For example, the readings of
the RTD 0.5-cm from the wall in section 5 is higher than the HET at Tr = 80
◦C and all three Tw. It is
possible that the hydrate deposit thermally insulates the wall and changes the equivalent Tw to the HET.
The hydrate deposit may have different thickness at different conditions, but as long as the gas tempera-
ture is high enough, the thickness should be relatively thin compared to the pipe diameter. For example, by
the end of the formation in exp #17, the average deposit thickness in section 4 is only approximately 3 mm
from the recovered water amount assuming 50% porosity and 100% conversion. The average thickness of
section 5 in exp #17 should be even thinner due to higher Tcenter . Because such insulation by the hydrate
deposit results in similar environments (similar hydraulic pipe diameter and surface temperature), the Tcenter





Figure 6.2: Center temperature profiles of 2-inch pipe experiments at Tr = 80
◦C. (a) Tw = 4
◦C. (b) Tw =
10 ◦C. (c) Tw = 15
◦C. Black: section 1. Red: section 2. Blue: section 3. Orange: section 4. Green: section
5.
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that the pipes at different Tw end up with similar hydrate stability regions where Tcenter is lower than the
HET.
When the Tcenter is lower than the HET, which is common above where the most hydrate forms, hydrate
growth is significantly slowed because of a small temperature gradient (center to wall) and limited water
mass transfer. The gas at such locations can be sufficiently cooled in all cases to be close to Tw and the
Tcenter therefore changes with the Tw.
6.3 Water Consumption and Recovery
(a) (b)
Figure 6.3: Water level change in experiments with different Tw. (a) Tr = 30
◦C. (b) Tr = 80
◦C. Lines are
for trends. Black: Tw = 4
◦C. Red: Tw = 10
◦C. Blue: Tw = 15
◦C.
Table 6.2: Water consumption rates.
Exp # Initial rate (mol/h) Steady rate (mol/h) Exp # Initial rate (mol/h) Steady rate (mol/h)
1 0.112 0.046 4 0.297 0.033
2 0.081 0.032 5 0.108 0.039
3 0.052 0.027 6 0.108 0.020
The header water level is monitored during the experiments to evaluate the water consumption for
hydrate deposition. Figure 6.3 shows the water level changes from the beginning of the experiments. For
all experiments, the hydrate onset occurs at approximately 1.0-2.0 hour. All curves show an initial rapid
increase in the water consumption before 24 h, and then a more gradual consumption until the end of the
formation period.
Table 6.2 shows the average rates at different conditions, which are obtained from the data in Figure 6.3.
Because there are no obvious inflection points in the water consumption plots, the initial growth period and
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the steady consumption period are arbitrarily chosen as 0 h to 24 h and 48 h to 168 h, respectively.
The total water consumption as well as the rate of consumption decreases with increasing Tw. The trends
are very similar for the two Tr, with the higher Tr having a larger total amount of water consumed to form
hydrates. The water consumption rate is the net result of the water mass transfer in the system, which
include the saturation of the gas, condensation of water on the cold pipe wall surface, hydrate formation,
water that may be trapped inside the porous hydrate formed, and water that may fall back into the header.
Because only the total water consumption and the total water recovered are measured, only the net amount
of water into the pipe is known.
The results show that in the initial stage when the hydrate amount is small, the consumption rate is
faster at lower Tw and higher Tr. The faster consumption may result from a faster condensation and a faster
hydrate formation. The consumption rates seem to reduce to a relatively constant value in all experiments
after 48 h. Interestingly, the steady rates differ much less at different Tw than the initial rates, suggesting
the effects of Tw may become weaker over time. The reason can be that after the initial deposit growth,
the environments for further condensation and deposition become similar, such as similar deposit surface
temperature.
Tw affects the water mass transfer by changing the temperature gradient and the natural convection. The
axial temperature gradient in the system, from the header to the top of the pipe, induces natural convection
in the system, which in turn causes the water to be transported into the pipe. Any changes that enlarges
the temperature gradient, such as the increase of Tr or the decrease of Tw, can enhance both heat and mass
convection in the system. The changes can be observed from the images.
Figure 6.4 shows the images from the top window at different conditions. Figure 6.4a was taken before
starting the experiment when Tr = Tw = 23
◦C. Figure 6.4b was taken from exp #17 at 2 h, when Tr = 30
◦C, Tw = 15
◦C. Condensation can be observed and no deposit has formed yet (not until 3.3 h). The image
has shown slight blurriness for the bottom sections (3 and 4). For example, some details of the RTD bundle
in section 3 is lost. The blurriness is caused by the gas density gradient, which results from the temperature
gradient. The blurriness becomes more obvious in Figure 6.4c, which was taken from exp #16 at 2 h, Tr =
80 ◦C, Tw = 15
◦C. The increased blurriness indicates the increasing temperature gradient. In Figure 6.4c,
the details of sections 3 and 4 are almost lost entirely. For example, each RTD of the RTD bundle in section
3 becomes difficult to distinguish. Such loss is not due to the deposit growth. The deposit just started to
grow and was actually very thin at the time (less than 0.1 mm from visual estimation). The blurriness in
Figure 6.4d becomes more significant as the Tw becomes lower (4
◦C). Even the details of section 2 cannot
be seen, suggesting that the temperature gradient becomes more significant in the entire pipe.
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Figure 6.4: The blue light is in section 4 in all images. (a) Exp #15, Tr = Tw = 23
◦C. (b) Exp #17, Tr =
30 ◦C, Tw = 15
◦C, 2 h. (c) Exp #16, Tr = 80
◦C, Tw = 15
◦C, 2 h. (d) Exp #15, Tr = 80




Twaffects the condensation on the surface, too. The water condensation from the saturated vapor occurs
on the cold pipe wall or the hydrate deposit surface. Assuming the gas phase is saturated, the water
condensation on the pipe wall or hydrate surface is mostly dependent on the temperature difference between
the gas phase and the Tw.
However, the correlation between Tw and condensation is complicated. A detailed discussion is beyond
the scope of this study. A high Tw reduces the temperature gradient between the gas and the wall as
observed. On the other hand, a high Tw increases the gas temperature. The solubility of water in the gas
phase increases exponentially with temperature. The warmer gas can carry a larger quantity of water, which
may offset the decreased condensation driving force.
There are two competing ways that Tr affects the system: increasing Tr can increase the condensation
rate, which at the same time can reduce the hydrate growth rate and the capability to hold condensed water.
In the initial stage of the experiment when there is no or little hydrates, the former effect may be more
significant. The water consumption rates at Tr = 80
◦C nearly doubles from the rate at Tr = 30
◦C at the
same Tw. In the steady stage, the slowed water consumption rate is much less dependent on Tr. In this
stage, a certain amount of hydrate deposit has formed and even though a higher Tr can bring more water to
the hydrate surface, the corresponding higher gas temperature can offset the condensation by allowing more
water back to the header.
Figure 6.5 shows the water recovery of all experiments considered in this study and Figure 6.6 shows
illustrations of deposit distributions based on the recovery and the visual observation. The values for the
recovery are summarized in the Supporting Information. As noted before, the amount of water recovered is
the water from the hydrate deposit combined with any water trapped within the porous deposit, which may
be relatively small; as such, the amount corresponds to the “volume” of hydrate deposit in each section (to
obtain an actual volume of the hydrate deposit, the porosity of the hydrate deposit is required).
For the experiments with Tr = 30
◦C (Figure 6.5a), most of the water is recovered at the bottom of
the pipe, which agrees with the observation. The amount of water recovered decreases towards the upper
sections. The amount of water recovered in sections 1 and 2 sometimes are too small to be measured by
the water level gauge. As the Tw increases, the overall amount of water recovered decreases and a larger
percentage of water is recovered above section 5. In the experiments with Tr = 80
◦C (Figure 6.5b), most
of the water recovered is from the middle sections of the pipe. In all three experiments, the distribution of
water (hydrate deposits) are similar. As the Tw increases, the overall amount of water recovered decreases
and a relatively smaller amount water is recovered from sections 3 and 4 and more from section 2.
The amount of water recovery does not necessarily equal to the water amount converted to hydrates,




Figure 6.5: Water recovery of experiments with different Tw. (a) Recovery per section at Tr = 30
◦C. (b)
Recovery per section at Tr = 80
◦C. Black: section 1. Red: section 2. Blue: section 3. Orange: section 4.
Green: section 5. *: negligible amount. (c) Total recovery. Black: Tr = 30
◦C. Red: Tr = 80
◦C.
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Figure 6.6: Illustration and photos of hydrate deposit at the end of formation. Blue areas represent hydrate
deposit. Images are taken at the end of the formation. (a) Exp #23. (b) Exp #14. (c) Exp #17. (d) Exp
#15. Plug is formed at the bottom of section 3. (e) Exp #23. (f) Exp #16.
hydrates in a section. The water recovered also gives the maximum possible amount of hydrates formed in
a section (by assuming no free water is trapped within the hydrate deposit). For both experiments with Tr
= 30 ◦C and 80 ◦C, the total water recovery decreases with increasing Tw. The total recovery decreases by
approximately 40% from Tw = 4
◦C to 15 ◦C. The plot of total recovery against the Tw suggests a possible
simply correlation between them (Figure 6.5c). Moreover, the section with the most hydrate remains the
same at a given Tr.
The location where the most hydrate forms is of special interests because at such location the deposit
is likely to completely fill the pipe cross sectional area given enough time. Because hydrate growth relies
on supply of both gas and water, as well as subcooling from the HET, the most hydrate forms where the
combination of these factors gives the maximum growth. As observed in previous experiments, such location
is where the Tcenter is slightly below the HET. When the Tcenter near/above the HET, hydrates cannot,
as some subcooling is required for hydrate growth. When the Tcenter is well below the HET, the axial
temperature gradient becomes negligible, causing only a small of water to be in the vapor and consequently
no driving force for water condensation.
Figure 6.7 shows the subcooling at the center of the deadleg at 24 h. The previous has shown this plot
can be a good method to predict the plugging location. The plot shows that increasing Tw potentially shifts
the plugging location. Based on the hypothesis and the temperature profiles, in the Tr = 30
◦C experiments,
the most hydrate should form at the top of sections 5 and the bottom of section 4 for Tw = 4
◦C and 15 ◦C,
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respectively. In the Tr = 80
◦C experiments, the most hydrate should form at the top of sections 3 and the
bottom of section 2 at Tw = 4
◦C and 15 ◦C, respectively.
The predictions of Tw = 4
◦C and 10 ◦C agree well with the results shown in Figure 6.5 and the images
in Figure 6.6. The predictions of Tw = 15
◦C, however, shows some inconsistency, as most water recovery
is from section 3 instead of section 2. One possible reason is the time duration. The hypothesis is obtained
from a time point close to/after plugging, but not for the initial stage. Because of the faster condensation,
hydrate can accumulated faster in the bottom sections in the initial stage, but only close to wall. Because
the deposition and the temperature profiles change very slowly at Tw = 15
◦C, the deposit distribution at
168 h may still be in the initial stage. The images also show that the deposition is far from plugging. A
much longer time duration may be need to have a difference.
Figure 6.7: Tcenter at 24 h and the deposit distribution at 168 h.
Besides the potential plugging location, the relative amount of hydrate formed in each section changes.
As Tw increases, the percentage of the water recovered from the bottom sections decreases, whereas that
from the upper sections increases.
Below where the most hydrate forms, the hydrate amount, as well as the water recovery, decreases as
Tw increases, due to the thermodynamic limit. In these areas, Tcenter is high, inducing a steady water
condensation and limited hydrate formation only close to the wall. Hydrate deposit may initially grow fast,
but the high Tw increases the temperature close to the wall, which decreases the maximum hydrate deposit
thickness. For example, the 1 mm RTD readings in section 5 for the experiments with Tr = 80
◦C stabilizes
at 17, 20, and 23 ◦C at Tw = 4, 10, and 15
◦C, respectively. The changes show that the potential hydrate
deposit thickness changes from more than 1 mm to less than 1 mm.
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Above where the most hydrate forms, the hydrate amount, as well as the water recovery, increases with
increasing Tw. In these areas, hydrate deposition is limited by the mass transfer of water at all tested Tw.
The low temperature and the small temperature gradient (axial and radial) lead to reduced water content
in the vapor, and a slow condensation rate. However, because of the slow hydrate growth rate of the entire
pipe at high Tw, there is more time for the water to be transported to the top of the pipe. For long periods
of time, a high Tw may increase the amount of hydrate deposit above the plugging location, however, based
on the water recovery data, such increase may only be significant beyond 168 h.
6.4 Conclusions
Tw is one of the boundary conditions of the system. Without hydrate, when Tw increases, all temperature
readings will have a corresponding increase. When hydrate exists, the temperature increase is observed in
the top sections above the potential plugging location. The Tcenter of the bottom sections below the potential
plugging location stabilizes at the similar values regardless of the Tw. With increasing Tw, the temperature
profiles fluctuate much less and change more slowly and smoothly, suggesting a reduced deposition rate.
Important impacts of Tw to the deposition are on the subcooling and the condensation. The net effect
is reflected on the water consumption. When Tw increases, the water consumption becomes slower and the
amount of water recovery reduces. The consumption rates also decrease over time, and decrease slower with
increasing Tw.
Because of the effects of Tw on the temperature profiles, different Tw changes the potential plugging
location, even though not significantly. Because of its effects on the growth rate, a smaller portion of deposit
forms below the potential plugging location and a larger portion of deposit accumulates above it.
For the 2-inch system in this study, the pipe is long enough for the center temperature to be cooled
below HET, which suggests that the plug is unavoidable. Even though a plug does not necessarily form
within the experiment periods, the deposits are expected to further grow into plugs. The capability to
predict the plugging position and the time of formation can help design deadlegs to prevent hydrate plugs.
The visual observation and the water recovery results show that, in 168-hour experiments, high Tw (within
the experiment range, 4-15 ◦C) slows the deposit thickness growth and reduces the total amount of water
recovery. It only slightly affects the water recovery distribution even though the hydrate stable region does
change with Tw. The hydrate risks in terms of plugging still exist at high Tw, but a long time period.
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CHAPTER 7
EFFECT OF PIPE SIZE
7.1 Introduction
Deadlegs can vary in size, as shown in Figure 2.5. An instrument line can be as small as 1/4- to 1/2-inch
in diameter. A chemical injection can range from 1/2- to 4-inch. A production line, can be as large as up
to 16-inch in diameter. The length of a deadleg is usually written in terms of its inner diameter, that is,
L/ID. The deadlegs have L/ID ratios commonly ranging from 1 to 100, and sometime larger than 100,000
(for production lines).
The specification of the apparatus involved in this chapter is described in Table 7.1. Three pipes are
used. Their inner diameters (IDs) are 50 mm (2-inch), 74 mm (3-inch), and 100 mm (4-inch). The lengths
of all three pipes are the same, which are 121 cm. The pipes are connected to the reservoir via a 30-cm
connector.
Table 7.1: List of specifications of different pipes. The distance are listed in terms of the absolute distance
z and the relative distance z/ID to the header. Each section is shown by the distance of starting point-end
point. RTDs are located at the middle of each section.
Section




1 122-142 132 24. 4-28.4 16.5-19.2 12.2-1 4.2
2 99-122 109 19.8-24.4 13.4-16.5 9.9-12.2
3 76-99 86 15.2-19.8 10.3-13.4 7.6-9.9
4 53-76 63 10.6- 15.2 7.2-10.3 5.3-7.6
5 30-53 40 6.0-10.6 4.0-7.2 3.0-5.3
Table 7.2 list the experiments discussed in this chapter. Two Tr and two Tw are tested at each pipe size.
The combinations of Tr and Tw provides the comparison among different water mass transfer rates, water
condensation rates, and hydrate growth rates.
7.2 Temperature Profiles
7.2.1 Without hydrate
Figure 7.1 shows the center temperature (Tcenter) with nitrogen gas in different pipes. The use of nitrogen
gas ensures no hydrate formation at the pressure and temperature conditions. Such measurement helps to
evaluate the effect of hydrate on the temperature profiles. The system is at the same experimental condition
at the steady state. The pressure is 100 bar. 3 L water is in the reservoir. The reservoir impeller is at 1,000
76
Table 7.2: List of the experiments for pipe size comparison. All experiments are run at 100 bar with
methane/ethane (75/25 mol%) mixture. The HET is 19.2 ◦C from Multiflashr. All experiments last for 7
days.
Pipe size # Tr Tw Pipe size # Tr Tw Pipe size # Tr Tw
(inch) (◦C) (◦C) (inch) (◦C) (◦C) (inch) (◦C) (◦C)
2 1 and 5∗ 30 4 3 23 30 4 4 1 30 4
2 15 80 4 3 24 80 4 4 2 80 4
2 17 30 15 3 17 30 15 4 3 30 15
2 16 80 15 3 16 80 15 4 4 80 15
∗For the experiment with Tr = 30
◦C and Tw = 4
◦C, the temperature profile is from exp #1 while
the water recovery, and the images are from exp #5.
RPM. The temperature field may not be the same as with the methane/ethane mixture gas because of the
different gas properties. The trends, however, should be similar.
In all cases, the Tcenter at the same height increases with the pipe diameter. When the temperature
difference between Tr and Tw is larger, the differences among the pipes are also larger. When Tr = 80
◦C
and Tw = 4
◦C (Figure 7.1b), the average difference of all center temperature readings ise approximately
10 ◦C between the 2-inch and the 4-inch and approximately 5 ◦C between the 2-inch and the 3-inch. When
Tr = 30
◦C and Tw = 4
◦C (Figure 7.1a), the difference reduces to approximately 3 ◦C between the 2-inch
and the 4-inch and approximately 1 ◦C between the 2-inch and the 3-inch. When Tr = 80
◦C and Tw = 15
◦C (Figure 7.1d), the difference is approximately 7 ◦C between the 2-inch and the 4-inch and approximately
3 ◦C between the 2-inch and the 3-inch. When Tr = 30
◦C and Tw = 15
◦C (Figure 7.1c), the temperature
differences exist but become insignificant. Because the larger pipe has a generally higher temperature, it
is expected that the hydrate distribution would shift upwards away from the reservoir. Interestingly, the
temperature differences of each section do not vary much.
7.2.2 With hydrate at Tr = 30
◦C and Tw = 4
◦C
In the presence of hydrate, the temperature inside the deadlegs changes. The temperature, in turn,
changes the hydrate deposition. The changes show similar patterns with different pipe sizes, but the actual
values that the temperature changes are different among the pipes. The different initial temperature fields
and the different changing values result in different deposit growth rates, deposit distributions, plugging
potentials, and plugging locations..
Figure 7.2 shows the Tcenter profiles at Tr = 30
◦C and Tw = 4
◦C. The Tcenter profiles all show an initial
increase, which results from the hydrate insulation effect. The figure shows that such increase is larger and
lasts longer in the larger pipe. In the 4-inch pipe (Figure 7.2c), the temperature increase is apparent for




Figure 7.1: Tcenter with nitrogen and no hydrate. The system is at 100 bar and steady state. 3 L water is
in the reservoir. The reservoir impeller is at 1000 RPM. (a) Tr = 30
◦C and Tw = 4
◦C. (b) Tr = 80
◦C and
Tw = 4
◦C. (c) Tr = 30
◦C and Tw = 15
◦C. (d) Tr = 80
◦C and Tw = 15
◦C.
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3.7 ◦C in section 1 and approximately 5.5 ◦C in section 5. In the 3-inch pipe (Figure 7.2b), the temperature
increase lasts for approximately only 2 days and the temperature in section 4 decreases after reaching the
peak at 2 day. From the beginning of the experiment to 2 day, the temperature increases is approximately
1. 4 ◦C in section 1 and approximately 3.0 ◦C in section 5.
Because of the temperature increases, the temperature differences among the pipes enlarge after the
hydrate formation. A smaller pipe has a further lower temperature at the same height. The different
temperature fields also result in different HSR, and different hydrate distributions. Given the temperature
profiles, the plugging locations should be different. In the 2-inch pipe, hydrate deposit may form plugging in




Figure 7.2: Tcenter profiles at Tr = 30
◦C and Tw = 4
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
All pipes have multiple temperature sensors in section 3 and 4. The radial temperature in these sections
can be compared to better illustrate the hydrate deposition. Figure 7.3 shows the radial temperature profiles
79
of sections 3 and 4 at Tr = 30
◦C and Tw = 4
◦C. At Tr = 30
◦C and Tw = 4
◦C, no plugging occurs at 7
day. The temperature profiles thus correspond to the time before plugging. Because the plugging location
is at the relatively bottom, the deposit in sections 3 and 4 are expected to be above the plugging.
At the same height of sections 3 and 4, the larger pipe has a higher radial temperature gradient, suggesting
possibly faster water condensation. In the 2-inch pipe, the temperature gradient is very small in both
sections, suggesting the water condensation and the deposition should also be very slow. The deposition in
this case should be mass transfer limited. In the 3-inch and the 4-inch, the temperature changes have similar
patterns. While the Tcenter usually increases over time, the temperature close to the wall often only has an
initial increase and decrease afterwards.
The temperature decrease close to the wall should be the result of hydrate deposition. Pure hydrates
has a thermal conductivity of approximately 0.50 W ·m−1 ·K−1 around 0 ◦C [62–65]. The mixture gas, on
the other hand, has a thermal conductivity of approximately 0.05 W ·m−1 ·K−1 from 0 ◦C to 80 ◦C based
on Multiflashr. Because of the higher conductivity, the more efficient cooling from the wall, and the lack
of convective heat transfer from the reservoir, the temperature of the deposit can be colder than the gas.
Depending on the deposit thickness, the deposit affects the temperature readings from those close to the
wall to those away from the wall in sequence. As shown in Figure 7.3, the temperature decrease occurs on
the the sensors close to the wall first, then on the sensors in between the center and the wall, and at last in
some cases on those at center. The temperature usually approaches a certain value after the decrease, which
possibly indicates that the deposit has approached the maximum thickness.
7.2.3 With hydrate at Tr = 80
◦C and Tw = 4
◦C
Figure 7.4 shows the Tcenter profiles at Tr = 80
◦C and Tw = 4
◦C. At Tr = 80
◦C and Tw = 4
◦C, the
initial temperature increase also exist but is much faster than that at Tr = 30
◦C and Tw = 4
◦C. In the
3-inch and 4-inch, the temperature increases generally last for less than a day and the temperature stabilizes
afterwards. Because the Tr is very high, in the 3- and 4-inch pipes, all the Tcenter are higher than the HET
and much higher than the Tw. The high Tcenter thermodynamically limits the hydrate growth.
At Tr = 80
◦C and Tw = 4
◦C only the 2-inch pipe can be sufficiently cooled. The temperature readings
in sections 1-3 are lower than the HET. The center temperature in sections 1 and 2 are very close to Tw
and possesses minimal changes during the experiment. The center temperature in section 3 increases by
approximately 5.9 ◦C until 1 day, decreases by 8.0 ◦C until 6 day, and then stabilizes. The temperature
change in section 3 can be possibly related to the significant hydrate deposition. In fact, the hydrate forms





Figure 7.3: Radial temperature profiles at Tr = 30
◦C and Tw = 4
◦C. (a) 2-inch pipe section 3. (b) 3-inch





Figure 7.4: Tcenter profiles at Tr = 80
◦C and Tw = 4
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
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Figure 7.5 shows the radial temperature profiles of sections 3 and 4 at Tr = 80
◦C and Tw = 4
◦C. The
hydrate plugs the 2-inch in approximately 2 days, while the deposit is far away from plugging in the 3- and
4-inch pipes. In the long term the hydrate restrictions are expected at the top of the deadleg in the 3- and
4-inch pipes. In the 3- and 4-inch pipes, the RTDs in sections 3 and 4 are below the potential plugging
locations.
At Tr = 80
◦C, the temperature profiles in different pipes are very different, unlike those at Tr = 30
◦C.
In section 3 of the 2-inch pipe, all temperature readings decreases after peaking at 1 day. The temperature
close to the wall (1, 5, and 10 mm RTDs) stabilize after 2 day while the temperature close to the center ( 15
and 25 mm) approach the same value after 6 day. In section 4 of the 2-inch pipe, the temperature close to
the wall increases rapidly in the first 7 h, but soon decreases and stabilizes at approximately 10.1 ◦C after
1.0 day. The temperature close to the center increases rapidly in the first day and slightly afterwards.
In section 3 of the 3-inch and the 4-inch, only the temperature of the 1 mm RTD shows a decrease. In
the 3-inch, the 1 mm temperature stabilizes after 5 day. In the 4-inch, the 1 mm temperature stabilizes
after 3 day at a value higher than the HET. The temperature profiles suggest that in the 3-inch pipe, the
deposit is thicker than that in the 4-inch. In both pipes, the thickness is relatively thin and possibly have
approached a quasi-steady state. The temperature profiles in section 4 change in a similar pattern to those
in section 3. The major difference is that, the radial temperature gradient in section 4 is larger and the
temperature decrease close to the wall is less significant. The temperature profiles suggest a more significant
water condensation, but a thinner deposit.
7.2.4 With hydrate at Tr = 30
◦C and Tw = 15
◦C
Figure 7.6 shows the Tcenter profiles at Tr = 30
◦C and Tw = 15
◦C. Because of the high Tw, the subcooling
on the wall is small, only approximately 4.2 ◦C, as the HET is 19.2 ◦C from Multiflashr. Because of the
small difference between Tr and Tw, natural convection and the condensation are less intense than in other
experiments. All these reductions are expected to slow the hydrate deposition.
Given the temperature profiles, the hydrate plugging may be unavoidable. The plugging is expected to
form at a higher location in a larger pipe. The plugging time, however, is difficult to compare because the
growth rate is generally slow at Tr = 30
◦C and Tw = 15
◦C and 7 day is not long enough to have an obvious
difference.
The slow hydrate growth is reflected on the temperature profiles. Comparing to Tw = 4
◦C, the initial
temperature increase becomes much less significant. In all pipes, the temperature changes very slowly,
indicating the slow hydrate growth. The temperature profiles in section 5 are similar in all pipes. In section
5 of the 2-inch, the Tcenter increases from 18.9





Figure 7.5: Radial temperature profiles at Tr = 80
◦C and Tw = 4
◦C. (a) 2-inch pipe section 3. (b) 3-inch
pipe section 3. (c) 4-inch pipe section 3. (d) 2-inch pipe section 4. (e) 3-inch pipe section 4. (f) 4-inch pipe
section 4.
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5 of the 3-inch pipe, the Tcenter increases from 21.2
◦C at 2 h to 21.8 ◦C at 1 day and 22.2 ◦C at 7 day. In
the 4-inch, the Tcenter increases from 20.5
◦C at 2 h to 21.2 ◦C at 1 day and 22.1 ◦C at 7 day. In sections 1-




Figure 7.6: Center temperature profiles at Tr = 30
◦C and Tw = 15
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c)
4-inch pipe.
Figure 7.7 shows the radial temperature profiles of sections 3 and 4 at Tr = 30
◦C and Tw = 15
◦C. In
the 2-inch, the radial temperature gradients in sections 3 and 4 are very small, suggesting both the water
condensation rate and the deposition rate are slow. In the 3-inch, the radial temperature gradient in section
3 is small but a certain gradient exists in section 4. The temperature at 5 mm and 10 mm also show an
initial increase to approximately 3 day, decreases until 6 day and stabilizes afterwards. Such temperature
profiles indicate a deposit growth in section 4. Because the center temperature in section 4 is higher than
the HET, the plugging is expected to occur above the middle of section 4. In the 4-inch, similar to the
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3-inch, the radial temperature gradient in sections 3 is small but a certain gradient exists in section 4. The
temperature in the 4-inch is higher than the 3-inch and the temperature close to the wall does not show any
decrease. The profiles indicate that the thickness in section 4 of the 4-inch can be thinner than the 3-inch.
7.2.5 With hydrate at Tr = 80
◦C and Tw = 15
◦C
Figure 7.8 shows the center temperature profiles at Tr = 80
◦C and Tw = 15
◦C. Similar to experiments
at Tr = 30
◦C and Tw = 15
◦C, the center temperature changes are small, suggesting slow hydrate growth.
Tr = 30
◦C and Tw = 15
◦C, the driving force for both water condensation and hydrate formation are
relatively small, causing the slow growth. At Tr = 80
◦C and Tw = 15
◦C, water condensation is not a
limiting factor, because the radial temperature gradient is generally large (not in all sections of all pipes).
Instead, the hydrate formation becomes the rate limiting step due the low subcooling on the wall.
In the 2-inch pipe, the center temperature of sections 1 and 2 is lower than the HET, suggesting that
a hydrate restriction can form in the long term and the location is expected to be section 2. A small but
gradual temperature increase can be seen in section 3. In the 3-inch and the 4-inch, all the center temperature
readings are higher than the HET and the Tw. The hydrate plugging may not occur even in the long term. In
the 3-inch, a small temperature increase can be observed in sections 1-3, indicating some hydrate deposition.
In the 4-inch, Tcenter in all sections are unchanged during the experiment and are much higher than the HET,
which strongly limits the hydrate growth. In fact, the deposit is observed to be a very thin layer on the wall
(less than 0.1 mm in section 1 from visual observation). It is possible the the system has approached steady
state.
Figure 7.9 shows the radial temperature profiles of sections 3 and 4 at Tr = 80
◦C and Tw = 15
◦C. A
temperature gradient can be observed in sections 3 and 4 in all pipes, which confirms water condensation.
Both the temperature and the temperature gradients are larger in a larger pipe, which causes a more intense
water condensation. In the section 3 of the 2-inch, the temperature close to the wall barely falls below the
HET. All other readings are higher than the HET, suggesting that hydrate growth is thermodynamically
limited only very to the wall in sections 3 and 4.
7.3 Visual Observation
A transparent polycarbonate window is installed at the top the pipes. A camera is placed on the window
for visual observation. The temperature profiles and the hydrate distributions can both be qualitatively
observed. Because of the gas density gradient from the temperature gradient, in most cases, only section
1 to 3 are relatively clear to be seen. In different experiments, a cold blue light is used to better identify





Figure 7.7: Radial temperature profiles at Tr = 30
◦C and Tw = 15
◦C. (a) 2-inch pipe section 3. (b) 3-inch





Figure 7.8: Center temperature profiles at Tr = 80
◦C and Tw = 15






Figure 7.9: Radial temperature profiles at Tr = 80
◦C and Tw = 15
◦C. (a) 2-inch pipe section 3. (b) 3-inch




Figure 7.10 shows the images of experiments at Tr = 30
◦C and Tw = 4
◦C. At the Tr = 30
◦C, there is
not much condensation on the top window. The deposit thickness in section 1 increases with the pipe size.
(a) (b) (c)
Figure 7.10: Images at Tr = 30
◦C and Tw = 4
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
Figure 7.11 shows the images of experiments at Tr = 80
◦C and Tw = 4
◦C. It is observed that the deposit
in section 1 to 3 is thicker than that at Tr = 30
◦C and Tw = 4
◦C. In the 2-inch, a plug forms in section 3
and blocks the light (and the view) below. In the 3-inch, no plug has formed. Water significantly condenses
on the cold top window, because the gas is relatively warm even at the very top of the pipe. In the 4-inch,
there is no plug neither. Water condensation is more intense because of the larger temperature difference
between the gas and the top window.
(a) (b) (c)
Figure 7.11: Images at Tr = 80
◦C and Tw = 4
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
Figure 7.12 shows the images of experiments at Tr = 30
◦C and Tw = 15
◦C. Comparing to those at
Tr = 30
◦C and Tw = 4
◦C, the subcooling on the wall reduces approximately from 15.2 ◦C to 4.2 ◦C. The
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change significantly reduces the deposit throughout the pipe. In the 2-inch, the hydrate deposit is very thin
and only barely covers the wall surface.
(a) (b) (c)
Figure 7.12: Images at Tr = 30
◦C and Tw = 15
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
Figure 7.13 shows the images of experiments at Tr = 80
◦C and Tw = 15
◦C. Comparing to those at Tr =
80 ◦C and Tw = 4
◦C, the growth rate greatly reduces. Even in the 2-inch, there is no plug. The blue light
from section 5 is clear to be seen. In the 3-inch, significant water condensation can be observed on the top
window. In section 1, a certain amount deposit can still be observed. In the 4-inch, there is also much water
condensation, but the deposit is very thin (less than 0.1 mm from visual observation).
(a) (b) (c)
Figure 7.13: Images at Tr = 80
◦C and Tw = 15
◦C. (a) 2-inch pipe. (b) 3-inch pipe. (c) 4-inch pipe.
Table 7.3 summarizes the deposit thickness in section 1 from image analysis. Other sections are too
blurry to see from the images. At Tr = 30
◦C, most hydrate in the bottom sections in all pipes. At Tr =
30 ◦C and Tw = 4
◦C, the thickness in section 1 increases with the increasing pipe size. At Tr = 30
◦C and
Tw = 15
◦C, the thickness of the 2-inch becomes negligible, likely due to the mass transfer limitation. The
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thickness of the 3-inch remains the same as that at Tw = 4
◦C, and that of the 4-inch decreases from that
at Tw = 4
◦C.
At Tr = 80
◦C, the water condensation in section 1 is expected to be stronger than that at Tr = 30
◦C.
The expected plugging location is in section 3 of the 2-inch, while in the most top sections (if it forms) in the
3- and the 4-inch. At Tr = 80
◦C and Tw = 4
◦C, the thickness in the 2-inch becomes thicker. The thickness
in the 3-inch becomes much more thicker, possibly because the Tcenter is around the HET and suitable for
hydrate formation. In the 4-inch, the thickness is thinner than that at Tr = 30
◦C, possibly because the
Tcenter has limited the hydrate growth. At Tr = 80
◦C and Tw = 15
◦C, the subcooling is greatly reduced.
In the 2-inch, a certain amount of deposit can still be seen. In the 3-inch, the thickness is similar to that at
Tr = 30
◦C. In the 4-inch, the Tcenter becomes too high for hydrate growth. The deposit is too thin to be
measured.






30 4 0.5 2.0 3.9
30 15 0* 1.9 2
80 4 1.4 10.5 2.9
80 15 0.9 1.7 0*
*Too thin to measure.
7.4 Deposit Distribution
As discussed in the previous chapters, the water recovery is strongly correlated to the hydrate amount.
The distribution of the recovered water can represent the hydrate distribution in the deadleg. Table 7.4
summaries the water recovery data of the experiments discussed in this chapter. The mole percentage is
the proportion of water amount from a certain section to the total amount in that experiment. Under some
circumstances, the deposit, even though it can be visually confirmed, is of too low amount to be measured
from the water level gauge.
There are two pieces of information of particular interest, the deposit distribution and the total deposit
amount. The water distribution will be firstly discussed in this section. Figure 7.14 shows the water recovery
among different pipes, sections, and boundary conditions. The water recovery is plotted against each section
and marked at the middle of each section. Because each section covers the same length of the pipe, Figure 7.14
provides a direct comparison of the hydrate distribution in an absolute length scale. The recovery is plotted
as a single point on the figure, but it should not be mistakenly considered as the hydrate amount at a certain




Figure 7.14: Water recovery from pipes of different IDs. (a) Tr = 30
◦C and Tw = 4
◦C. (b) Tr = 80
◦C and
Tw = 4
◦C. (c) Tr = 30
◦C and Tw = 15
◦C. (d) Tr = 80
◦C and Tw = 15
◦C. The 2-, 3-, and 4-inch pipes
are colored black, red, and blue, respectively.
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Table 7.4: Water recovery in different pipes.
Pipe size #
Section
1 2 3 4 5
(inch) mol / mole percentage
2 5 0∗ / 0% 0∗ / 0% 1.02 / 11.5% 2.37 / 26.9% 5.43 / 61.5%
2 15 0.84 / 6.2% 1.06 / 7.9% 6.53 / 48.8% 3.66 / 27. 4% 1.28 / 9.6%
2 17 0∗ / 0% 0.27 / 5.0% 0.54 / 10.0% 1.91 / 35.0% 2.73 / 50.0%
2 16 1.36/ 17.2% 2.73 / 34.5% 3.00 / 37.9% 0.54 / 6.9% 0.27 / 3.4%
3 23 3.30 / 12.6% 3.29 / 12.5% 3.30 / 12.6% 7.18 / 27.4% 9.16 / 34.9%
3 24 10.68 / 34.6% 10.21 / 33.1% 4.87 / 15.8% 3.71 / 12.0% 1.39 / 4.5%
3 17 6.63 / 28.6% 4.20 / 18.1% 2.48 / 10.7% 5.16 / 22.3% 4.71 / 20.3%
3 16 8.83 / 47.1% 3.57 / 19.1% 0.69 / 3.7% 2.49 / 13.3 % 3.15 / 16.8%
4 3 4.90 / 11.4% 8.08 / 18.7% 8.57 / 19.9% 8.82 / 20.4% 12.74 / 29.5%
4 4 13.62 / 35.0% 9. 44 / 24.3% 6.66 / 17.1% 5.57 / 1 4.3% 3.60 / 9.3%
4 5 2. 30 / 11.2% 4.59 / 22.3% 4.59 / 22.3% 5.33 / 25.9% 3.79 / 18.4%
4 6 0.52 / 33.3% 0.52 / 33.3% 0.26 / 16.7% 0.26 / 16.7% 0∗ / 0%
*Negligible amount.
The hydrate distribution is related to the temperature field. It has been shown that most hydrate forms
where the center temperature is slightly below the HET. The reason is that the heat and mass transfers
reach a balance for hydrate formation. When Tr = 30
◦C and Tw = 4
◦C (Figure 7.14a), because both Tr
and Tw are relatively low, the temperature drops below the HET at the bottom of the pipe in all pipes.
Hydrate prefers to deposit at the bottom regardless of the pipe size. When Tr = 80
◦C and Tw = 4
◦C
(Figure 7.14b), the distributions are distinct among the pipes. In the 2-inch, most hydrate forms in section
3. The deposit gradually decreases towards the bottom, while it sharply decreases towards to the top. The
reason is that the 2-inch pipe can be sufficiently cooled, that is, the Tcenter can drops close to the Tw. As
shown in Figure 7.4, the Tcenter becomes lower than the HET at approximately the bottom of section 3.
In the 3-inch and the 4-inch, hydrate increases towards the top and most hydrate forms in section 1. The
different distribution, again, can be related to the different temperature profiles. When Tr = 80
◦C, only
the 2-inch pipe is long enough to cool the gas. In both the 3- and 4-inch pipes, the Tcenter decreases with
the height, but all readings are higher than the HET. The HSR is restricted close to the wall but expands
as the Tcenter decreases. More hydrate thus exists in the upper section.
WhenTr = 30
◦C and Tw = 15
◦C (Figure 7.14c), the distribution in the 2-inch can still be seen a decrease
towards the top, similar to that at Tw = 4
◦C. The distribution of the 3-inch and the 4-inch becomes relatively
even through the pipe. When Tr = 80
◦C and Tw = 15
◦C (Figure 7.14d), the distributions in the 2-inch and
the 3-inch are similar to those at Tw = 4
◦C. Because of the lower driving force, the total hydrate amount
is less than those at Tw = 4
◦C. The recovery of the 4-inch also seems to increase towards the top, but the
total amount is greatly reduced.
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All the tested pipes have the same total length, so Figure 7.14 in fact compares the effect of the pipe
diameter. However, such comparison makes it difficult to apply the results to a pipe with both different
diameters and lengths. Another way to compare the results is to use dimensionless variables, which helps
capture the characteristics and apply the results to other systems.
To achieve such goal of scalability, non-dimensionalization is the first step. Figure 7.1 shows that, a larger
pipe has a smaller temperature gradient from the reservoir. Intuitively, it is caused by the relatively longer
distance for the heat transfer from the center to the wall, which cools the gas and cause a temperature
gradient in the deadleg. The heat transfer is also coupled with the water condensation and the hydrate
formation. The characteristic length therefore can be considered to be the radius. The length scale can
be non-dimensionalized by the inner diameter (D) as in equation 7.1. Moreover, the absolute recovery
amount is very different in different pipes. To focus on the distribution rather than the actual amount, the





Figure 7.15 shows the normalized water recovery against the dimensionless distance from the reservoir.
Under the dimensionless scale, the results of all pipes seem to have similar trends at each set of boundary
conditions. At Tr = 30
◦C and Tw = 4
◦C (Figure 7.15a), most water is recovered at the small ζ. The
recovery amount decreases with increasing ζ when approximately ζ > 4. At Tr = 30
◦C and Tw = 15
◦C
(Figure 7.15c), the deposit amount of the 2-inch also decreases with increasing ζ. The amount of the 3-inch
and the 4-inch seems to be unchanged with increasing ζ. One reason can be the time (7 days) is relatively
short in the large pipes. The deposit only grows close to the surface and has not accumulated enough to
show differences.
At Tr = 80
◦C and Tw = 4
◦C (Figure 7.15b), the recovery of all pipes show the increasing trend with
increasing ζ when approximately ζ < 18. The 3-inch and the 4-inch are not long enough to confirm the
trend beyond this length. The recovery of the 2-inch shows that the recovery decreases with increasing ζ
when ζ > 18. The plugging location is thus expected to be at approximately ζ = 18. The results at Tr = 80
◦C and Tw = 15
◦C (Figure 7.15d) are similar to those at Tr = 80
◦C and Tw = 4
◦C.
When ζ is close to zero, the temperature should be close to the Tr, and the water recovery should be
small. When the ζ is large enough, the temperature gradient approaches zero and the hydrate formation
becomes mass transfer limited. Therefore, an inflection point of the recovery is thus expected at a certain
ζ. Because of the length of each section, the exact value of the inflection point cannot be obtained at Tr =
30 ◦C . At Tr = 80




Figure 7.15: Normalized water recovery at different dimensionless heights. (a) Tr = 30
◦C and Tw = 4
◦C.
(b) Tr = 80
◦C and Tw = 4
◦C. (c) Tr = 30
◦C and Tw = 15
◦C. (d) Tr = 80
◦C and Tw = 15
◦C. The 2-,
3-, and 4-inch pipes are colored black, red, and blue, respectively.
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Not only the distribution, but also the total amount of the water recovered can depend on the pipe size.
The most intuitive reason is that the difference pipe may have different surface area for water to condense.
Figure 7.16a plots the total recoveries against different pipe sizes. It is obvious that the 3-inch pipe has more
hydrate than the 2-inch at the same conditions. However the 4-inch does not necessarily have more than
the 3-inch. Such phenomenon can be explained by that the larger pipe has a larger internal surface area for
water condensation but also higher temperature potentially limiting hydrate formation.
To better evaluate the characteristic effects of the pipe size, two normalization methods are used. Fig-
ure 7.16b shows the water recoveries adjusted by the pipe internal surface area. Figure 7.16c shows the water
recoveries adjusted by the pipe internal volume. Figure 7.16b and Figure 7.16c show that the dependence
of water recovery on the pipe is reduced on either adjustment, but not eliminated.
7.5 Summary
The temperature of a deadleg increases with increasing pipe size when the pipes are of the same length.
Such increases promotes the water condensation but potentially limits the hydrate deposition. The increase
in water condensation can be observed from the top window.
The water recovery does not appear to have a universal trend. At Tr = 30
◦C, the most water is recovered
from the bottom. However, at Tr = 80
◦C, the most water is recovered from the middle of the 2-inch, while
from the top of the 3-inch and the 4-inch. In the dimensionless length scale, the correlation between the
water recovery and the pipe size parameter ζ is well illustrated. It is likely at Tr = 30
◦C, the inflection
point is at a small ζ, while at Tr = 80
◦C, the inflection point is at approimately ζ = 18.
In this chapter, all the experiments were run for the same time scale, 7 days. However, time is likely to be
relatively different for each pipe in terms of reaching steady-state. The non-dimensionalization of the time
may be needed to consider the effects of each variable. The results also show that the normalization of water
recovery can be improved. Even though it helps to bring all data down to the same order of magnitude, the





Figure 7.16: Total water recovery of different pipes. Black: Tr = 30
◦C, Tw = 4
◦C. Blue: Tr = 80
◦C, Tw =
4 ◦C. Red: Tr = 30
◦C, Tw = 15
◦C. Magenta: Tr = 80
◦C, Tw = 15
◦C. (a) The amount of total recovery.
(b) The amount of total recovery divided by the pipe internal surface area. (c) The amount of total recovery
divided by the pipe internal volume.
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CHAPTER 8
EFFECT OF WATER VAPOR CONTENT
8.1 Introduction
Hydrate deposition on the wall has two steps. Firstly the water is condensed on the wall and secondly
the water converts into hydrate. The first step is determined by the condensation rate and the second step
is the intrinsic hydrate formation rate. Ideally, the apparent deposition rate is the slowest of the two steps.
Hydrate formation requires a supply of water. The water for hydrate deposition in a deadleg is supplied
by water condensation from the vapor, which is a heat/mass transfer phenomenon. Despite the obvious
mechanism, the actual effects of water condensation is not known. Water condensation is a complex phe-
nomena but in general its effects are to lower the water content in the vapor and create a driving force for
water in the header to vaporize. Therefore, the condensation rate may be studied by controlling the water
content in the vapor.
It is difficult to control the actual water content in the vapor in the deadleg system, but it is relatively
easy to change the water vapor pressure by adding another component in the liquid. Glycerol (Propane-
1,2,3-triol, C3H8O3) is found to be a good model component for this purpose. Glycerol is miscible with
water, effective in reducing the water vapor pressure of the solution, and non-volatile.
Glycerol is also known a thermodynamic hydrate inhibitor (THI), which achieves inhibition by thermo-
dynamically suppressing the hydrate formation, i.e., reducing the equilibrium temperature at given pressure.
Glycerol has three hydroxyl groups in its structure, which compete in hydrogen bonding with water molecules
and prevents water to form hydrates [61].
Of all THIs, methanol and glycols (e.g. MEG, MPG) are the most widely used THIs. Both alcohols
are effective but each has its own advantages. In a gas-dominant flowing system, glycols are often preferred
due to its advantages in the recovery [61]. Methanol is more volatile than glycols due to the much lighter
molecular weight. In some applications where environmental regulations prohibit the use of methanol due to
HSE concerns, glycols are practically the only option as THIs [61]. In a gas-filled deadleg where the liquid
is minimal and the fluid is stagnant, glycols may not be as effective as in a flowing system. Its nature of not
being volatile makes it difficult to be transported into a deadleg. Even if it has a high concentration in the
liquid at the header, it may not inhibit the hydrate formation in the deadleg.
Glycerol is similar to glycols. It is an effective THI [66], even though it is not widely used in industry.
Glycerol has a lower vapor pressure than MEG or MPG. At 100 ◦C, the saturated vapor pressure of propylene
glycol is 3113 Pa, while that of glycerol is 26.07 Pa [67]. The value of glycerol vapor pressure match with
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most literature [68, 69], while some early literature seem to be inaccurate [70]. For simplicity, this study
uses glycerol to control the vapor water content. However, it can still represent the scenario when glycols
are used to prevent hydrate formation.
In summary, this chapter discusses the results using glycerol to control the vapor water content. The
study reveals the relative rates of water condensation and the intrinsic hydrate formation, which gives further
insights into understanding the deposition mechanism. The study also provides insights into the hydrate
deposition in a deadleg when the header has a high concentration of glycol.
8.2 Apparatus and Experimental Procedure
The study with glycerol uses the 2-inch pipe system. The experimental procedure is the same as described
before, except that the water is mixed with glycerol before adding into the system. The concentration of
solution is also verified by density measurement by the density meter (DMA4500, Anton Paar) before and
after the experiments.
The experiments and the experimental conditions are listed in Table 8.1. Data of all experiments will be
shown in the Appendix. The reference cases are experiments with no glycerol in the system. Experiment
#5, #15, and #23 are run for the same time scale as the experiments with glycerol. However, experiment
#5 does not use RTDs, so the temperature profiles from experiment #1 are used as a reference at Tr = 30
◦C and Tw = 4
◦C.
8.3 Results and Discussion
8.3.1 Theoretical analysis on water content change with glycerol
Hydrate deposition in a deadleg requires: 1) water transport into the deadleg and condense on the wall
or the hydrate surface, 2) water conversion into hydrate or water trap inside hydrate or water falling back to
the reservoir. Because the addition of glycerol can effectively reduce the water amount in the gas phase, step
1 can be affected. Less water is transported and condensed on the wall, and kinetically hydrate deposition
rate can be slowed.
In this study, the header temperature ranges from 30 ◦C to 80 ◦C, while the wall temperature ranges from
-5 ◦C to 15 ◦C. Based on the pure component thermodynamic data, in all cases the glycerol concentration
in the water condensation should be much smaller than the corresponding concentration in the reservoir.
However, if the amount of glycerol is adequate to inhibit hydrate formation, it can decrease the subcooling
and change the intrinsic growth rate. To rule out such possibility, it is important to know the fraction of
glycerol in the liquid and the gas phase. The challenge here is that there are no available equilibrium data at
the exact same conditions. However, the data of a simpler system (water-glycerol) [71, 72] and predictions
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Table 8.1: Experimental conditions of the tests with glycerol. All experiments are performed at 100 bar,
reservoir impeller speed 1000 RPM, methane/ethane (75/25 mol%) mixture. The HET with no glycerol is
19.2 ◦C from Multiflash.
Exp # Time length Tr Tw Solution # Glycerol conc. in liquid
(hour) (day) (◦C) (◦C) (mol%)
1 2006.9 83.62 30 4 ref 0
5 164.88 6.87 30 4 ref 0
15 167.04 6.96 80 4 ref 0
24 66.85 2.79 80 -5 ref 0
31 72.96 3.04 80 4 1 40
32 168.00 7.00 80 4 1 40
33 165.36 6.89 30 4 1 40
34 68.16 2.84 80 -5 1 40
35 167.76 6.99 80 4 2 60
36 168.48 7.02 30 4 2 60
37 71.76 2.99 80 4 2 60
39 71.28 2.97 80 -5 2 60
40 165.36 6.89 80 4 2 60
41 71.28 2.97 80 4 3 60
42 70.32 2.93 80 -5 3 60
43 166.96 6.96 30 4 3 60
44 167.82 6.99 80 4 4 40
45 168.08 7.00 30 4 4 40
46 70.78 2.95 80 -5 4 40
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with a commercial software all suggest that the amount of glycerol in the gas phase is negligible.
The VLE equilibrium data of the glycerol-water system have been reported by Soujanya et al. [71] and
M. Zaoui-Dejelloul-Daouadji et al. [72]. Figure 8.1 shows their measurement together with the Multiflashr
6.1.25 prediction with the PRA model at xglycerol = 0.2 and xglycerol = 0.8. Figure 8.1a shows the total
equilibrium pressure of the mixture at certain temperature. Figure 8.1b shows the ratio of the total pressure
to the pure water vapor pressure at certain temperature. The equation used in calculating the pure water
vapor pressure is from Buck [73, 74]. The results show that Multiflash can generate good predictions in the
glycerol-water system.
Glycerol possesses a strong hygroscopic capability. When xglycerol = 0.2, yglycerol is less than 0.00001
from 0 ◦C to 80 ◦C. When xglycerol = 0.8, yglycerol is less than 0.001 from 0
◦C to 80 ◦C. Within the
temperature range of experiments, it seems reasonable to assume glycerol in the vapor is negligible. Because
the glycerol amount in the gas is negligible, the ratio of the total mixture pressure to the pure water vapor
pressure represents the water vapor reduction with the addition of glycerol. When xglycerol = 0.2, ptotal/p0




Figure 8.1: Equilibrium pressure of the glycerol-water system at different temperature. (a) The total mixture
pressure, ptotal. (b) The ratio of the total mixture pressure, ptotal, to the pure water vapor pressure, p0, at
the same temperature. xglycerol is the glycerol mole fraction in the liquid phase.
The addition of a methane/ethane mixture to the system may change the activity coefficient and the
fugacity coefficient of glycerol and water. Figure 8.2 shows the gas composition of the glycerol-water-
methane-ethane system generated from Multiplash 6.1.25 using PRA model. Other models, such as RKSA
and CPA, generate unreasonable results. The pressure is set at 100 bar. The mole ratio of methane to




Figure 8.2: Gas composition of glycerol-water-methane-ethane system. The system pressure is at 100 bar.
Two phases exist. The mole ratio of methane to ethane is 3:1. Different lines represent different glycerol
mole fractions in the liquid. The data are calculated by Multiflash. (a) Water mole fraction in the gas phase,
ywater. (b) Glycerol mole fraction in the gas phase, yglycerol. (c) Mole fraction of glycerol in the sum of
glycerol and water in the gas phase, yglycerol/(ywater + yglycerol).
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mole fractions in the gas phase with different glycerol concentrations in the liquid phase. Figure 8.2b shows
the glycerol mole fractions in the gas phase. The figures show that the mole fractions of both glycerol and
water drop exponentially with temperature.
The composition of the water condensation can be estimated from the gas composition. Figure 8.2c shows
the the mole fraction of glycerol in the sum of glycerol and water in the gas phase at different temperature.
Because the mole fractions of glycerol and water in the gas phase both change greatly with temperature,
most of them can condense from the warm gas phase onto the cold pipe wall. The mole fraction of glycerol
in the condensation is thus similar to that of the warm gas.
Similar to the glycerol-water system, Figure 8.2c shows that, in the glycerol-water-methane-ethane sys-
tem, the glycerol fraction in vapor to the sum of glycerol and water in vapor increases with temperature
but overall is very small. It is approximately 0.5 mol% at 80 ◦C with 80 mol% glycerol in liquid. From the
calculation from Multiflash using RKSA hydrate model, at 100 bar with the methane/ethane (75/25 mol%)
mixture and 0.5 mol% glycerol aqueous solution, the HET changes from 19.60 ◦C to 19.21 ◦C. The hydrate
equilibrium pressure at 19.21 ◦C is calculated to be 94.2 bar without glycerol.
Other literature data also support that 0.5 mol% glycerol concentration in water should be very ineffective
to inhibit hydrate formation. The 0.5 mol% glycerol is equivalent to 2.5 wt.%. Maekawa shows that the
temperature depression of 10 wt.% glycerol is approximately 2 ◦C for propane hydrate ranging 10 to 50 bar
[75]. Li et al. show that the temperature depression of a 10 wt.% glycerol aqueous solution is approximately
2 ◦C for methane hydrate ranging 40 to 200 bar [76]. The results suggest that the HET change at 0.5 mol%
glycerol should be smaller than 2 ◦C.
Wu and Englezos studies the glycerol inhibition in methane/ethane and methane/propane systems [66].
The results show that the temperature depression of glycerol is similar but slightly stronger than that of
TEG at the same weight percentage. The results are also confirmed in methane systems [76]. The Multiflash
calculation using CPA model shows that the HET changes from 19.61 to 19.58 ◦C at 100 bar with the
methane/ethane (75/25 mol%) mixture and 2.50 wt.% TEG aqueous solution.
In conclusion, the addition of glycerol can reduce the water vapor in the gas phase. The reduction is
roughly proportional to the mole fraction of glycerol in the liquid. Even though there is no direct experimental
data to confirm the negligible inhibition of 0.5 mol% glycerol, all relevant evidence suggest that the minimal
amount of the glycerol in the deadleg should not noticeably affect the HET. Glycerol thus may only affect
the hydrate deposition kinetics without noticeably changing the thermodynamics.
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8.3.2 Hydrate deposition with glycerol at Tr = 30
◦C and Tw = 4
◦C
Figure 8.3 shows the center temperature profiles of the experiments at Tr = 30
◦C and Tw = 4
◦C.
Hydrate in none of the experiments forms a plug. In the case of no glycerol (Figure 8.3a), a large fluctuation
can be observed in section 5, where the center temperature in section 5 increases from 12.8 ◦C at 2 h to 13.4
◦C at 1.0 day, but then decreases to 10.6 ◦C at 4.1 day and fluctuates afterwards. The temperature in section
3 and 4 follows the same trend as in section 5 but the changes are less significant. The center temperature
in section 4 is 7.4 ◦C at 2 h, 8.0 ◦C at 1.0 day, and 6.8 ◦C at 4.1 day. The temperature in section 1 and 2
are almost constant at 3.8 ◦C and 3.5 ◦C during the entire experiment period. The temperature profiles for
a long time period (8 4 day) can be found in the previous chapter.
In the case of 40 mol% glycerol in the reservoir (Figure 8.3b, #45), the center temperature in section 5
increases from 13.0 ◦C at 2 h to 13.8 ◦C at 1 day, despite the bump within the first 5 h. It then increases
very slowly to 14.8 ◦C at 7.0 day. The center temperature in sections 3 and 4 follows the same trend as in
section 5 but less significant. The section 4 temperature is 8.7 ◦C at 2 h, 9.4◦C at 1.0 day, and 9.8 ◦C at
7.0 day. The section 3 temperature is 6.3 ◦C at 2 h, 6.6◦C at 1.0 day, and 7.0 ◦C at 7.0 day. The changes
in section 1 and 2 are very small. The section 2 temperature is 5.0 ◦C at 2 h and 5.3 ◦C at 7.0 day. The
section 1 temperature is 4.6 ◦C at 2h and 4.8 ◦C at 7.0 day.
In the presence of 60 mol% glycerol (Figure 8.3c, #43), the temperature in section 5 also increases, but
very slightly. It starts at 12.9 ◦C at 2 h and ends at 13.5 ◦C at 7.0 day. The temperature in section 4
increases from 8.8 ◦C at 2 h to 9.2 ◦C at 7.0 day. The increase in sections 4 and 5 are gradual and smooth.
There is no significant change in the increasing rates. The changes in sections 1, 2, and 3 are negligible.
From 2 h to 7.0 day, the temperature in section 3, 2, and 1 are 6.2 ◦C to 6.5 ◦C, 5.0 ◦C to 5.1 ◦C, and 4.5
◦C to 4.7 ◦C, respectively.
Overall, at Tr = 30
◦C and Tw = 4
◦C, the major difference exists in section 5. The changes in sections
1-4 are relatively small. The temperature among the experiments are comparable. The temperature profiles
are also reproducible. With an increase in glycerol concentration, the temperature profile becomes stable,
suggesting a weakened insulation effect and a decreased hydrate growth rate.
Figure 8.4 shows the images from the top window of the experiments at Tr = 30
◦C and Tw = 4
◦C. In
experiment #5, white lights are placed from sections 1 to 4. In experiment #45 and #43, the red light is
placed in section 3, the blue light is placed in section 5, and the white lights are in section 1, 2, and 4. The
bottom sections are not clear due to the gas density gradient along the pipe. The top sections are not clear
because the focus of the camera is at the bottom (1 m). Despite the blurry images, it can be seen that no




Figure 8.3: Center temperature profiles in the presence with glycerol in the reservoir at Tr = 30
◦C and
Tw = 4
◦C. (a) xglycerol = 0 mol%, #1. (b) xglycerol = 40 mol%, #45. (c) xglycerol = 60 mol%, #43.
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higher glycerol concentration, indicating that there is less hydrate amount.
(a) (b) (c)
Figure 8.4: Images of hydrate deposit from top window at Tr = 30
◦C and Tw = 4
◦C. All images are taken
at the end of the formation and before dissociation. The red light is in section 3, while the blue light is in
section 5. (a) xglycerol = 0 mol%, #5. (b) xglycerol = 40 mol%, #45. (c) xglycerol = 60 mol%, #43.
Figure 8.5 shows the water consumption and the recovery and Table 8.3 lists the key values. The
consumption is calculated from the water level in the reservoir. It represents the net decrease of the water
amount in the reservoir. However, depending on the conversion percentage, not all the consumed water can
convert into hydrate. A small portion will transform to vapor into the pipe to saturate the gas phase. A large
portion will be in the liquid form, either being trapped in the deposit or condensing on the deposit surface.
The condensed water on surface can fall back to the reservoir once it reaches a critical size or thickness.
The consumption rates at Tr = 30
◦C and Tw = 4
◦C are steady and slow. They are nearly constant at
all glycerol concentrations. When the glycerol concentration increases, it is obvious that the consumption
rate decreases. Initially (within 1 day) the rate with less glycerol is much faster, but the difference among
the rates reduces and becomes almost constant after 2 day. The actual values of the rates after 2 day are
listed in Table 8.3. Interestingly, the reduction percentage of the stabilized rate is approximately the glycerol
mole fraction in the liquid.
The recovery also reduces at a higher glycerol concentration. The reduction percentage of the total
recovery is also approximately the glycerol mole fraction in the liquid. Moreover, the comparison between
the consumption and the recovery shows that generally the recovery amount is less than the total consumption
at the end of the formation. The difference is possibly contributed by the unconverted water on the deposit
surface. During the initial cooling period of the dissociation, the driving force of the condensation and the
amount of the unconverted water decreases. The unconverted water possibly falls back to the reservoir. Such
difference of the recovery to the consumption can be compared. As shown in Table 8.3, the difference shrinks
at a higher glycerol concentration, suggesting that the conversion percentage may increase. The recovery is
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actually slightly less that the consumption in exp #43, possibly because of the resolution (±0.13 mol) and
the normal fluctuations of the water level gauge.
(a) (b)
Figure 8.5: Water consumption and recovery at Tr = 30
◦C and Tw = 4
◦C. (a) Consumption. The value is
obtained as moving average of 2 hours. (b) Water recovery.
Table 8.3: List of water consumption and recovery at Tr = 30
◦C and Tw = 4
◦C.
Exp # 5 4 4 43
Consumption rate (mol/day)
Average between 2 and 7 day 1.167 0.660 0.348
Reduction w/ glycerol (%) 0 43 70
Recovery (mol)
Section 1 Negligible 0.25 0.24
Section 2 Negligible 0.53 0.24
Section 3 1.02 1.31 0.49
Section 4 2.37 0.90 0.49
Section 5 5.43 1.42 0.61




8.3.3 Hydrate deposition with glycerol at Tr = 80
◦C and Tw = 4
◦C
Figure 8.6 shows the center temperature profiles of the experiments at Tr = 80
◦C and Tw = 4
◦C. In
the case of no glycerol (Figure 8.6a, #44), the temperature profiles are reproducible. The temperature in
section 5 has an initial relatively fast increase from approximately 32.8 ◦C at 2 h to 34.8 ◦C at 1.0 day and
a negligible increase to 35.6 ◦C at end of the experiment. The temperature in section 4 is similar to that in
section 5, which increases from approximately 19.4 ◦C at 2 h to 22.8 ◦C at 1.0 day and 24.8 ◦C at end of
the experiment. The temperature in section 3 has a large and rapid temperature increase from 11.2 ◦C at
2 h to 17.1 ◦C at 17 h. It then decreases to 9.6 ◦C at 6 day and stabilizes afterwards. The temperature in
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section 1 and 2 decreases slightly during the experiment. In section 2, it slightly decreases from 8.1 ◦C at 2
h to 7.1 ◦C at 6 day and 6.3 ◦C at end of the experiment. The temperature profile in section 1 is similar to
that in section 2. It decreases from 6.8 ◦C at 2 h to 6.2 ◦C at 6 day and 5.7 ◦C at end of the experiment.
In the case of 40 mol% glycerol (Figure 8.3b, #44), the temperature profiles are interestingly not re-
producible in all repeated experiments, such as experiment #32. The temperature in section 5 increases
gradually over the hydrate deposition process. It increases from 24.7 ◦C at 2 h to 29.9 ◦C at 1.0 day,
stabilizes and increase again at 2.3 day to 33.3 ◦C at end of the experiment. Even after the increase, the
temperature at end of the experiment is still lower than that in the experiment with 0 mol% glycerol (34.8
◦C) and 60 mol% glycerol (35.3 ◦C). The temperature in section 4 has a similar pattern to that in section
5. It increases from 15.2◦C at 2 h to 20.0 ◦C at 1.0 day and it does not further increase until 2.3 day. The
temperature then reaches 24.6 ◦C at end of the experiment. It is similar to that in the experiment with 0
mol% glycerol (24.8 ◦C) and 60 mol% glycerol (24.9 ◦C).
The temperature in section 3 is relatively stable at the beginning, 9.3 ◦C at 2 h, 10.8 ◦C at 1.0 day, and
9.4 ◦C at 2.3 day. It then increases to 14.8 ◦C at 4.3 day. It gradually decreases and rapidly drops from 8.6
◦C at 5.3 day to 5.9 ◦C at 5.4 day, and stabilizes afterwards. The temperature in section 1 and 2 overall
follows the changes in section 3. The temperature in section 2 starts at 6.7 ◦C at 2 h, gradually increases and
peaks at 7.8 ◦C at 18 h. It decreases to 6. 4 ◦C at 2.3 day and fluctuates until 5.3 day when it decreases. It
reaches 3.9 ◦C (practically the wall temperature) at 5.7 day.The temperature in section 1 is almost parallel
with that in section 2.
The profiles are different in the repeated experiment #32 (see Appendix). In experiment #32, the
temperature in section 5 gradually increases over time and reaches 31.8 ◦C at 7.0 day. The temperature
of section 4 initially increases to 16.2 ◦C, stabilizes until 2.8 day, and increases to 23.7 ◦C at 7.0 day. The
section 3 temperature initially increases to 9.4 ◦C at 1.0 day, gradually decreases to 8.1 ◦C at 3.8 day, and
increases to 12.8 ◦C at 6.3 day. The temperature in section 2 and 1 changes relatively in a small scale.
In the case of 60 mol% glycerol (Figure 8.3c, #35), there is a sudden drop in the temperature around 4
h. The actual reason is unknown and the sudden drop does not seem to change the overall pattern of the
temperature profiles. The temperatures in sections 4 and 5 are similar to that at 0 mol% glycerol. The
temperature in section 5 increases from approximately 30.2 ◦C at 2 h to 33.5 ◦C at 1.0 day and 35.3 ◦C at
end of the experiment. The temperature in section 4 is similar to that in section 5, which increases from
approximately 18.2 ◦C at 2 h to 21.5 ◦C at 1.0 day and 24.9 ◦C at 6.0 day.
The temperature in section 3 increases from 11.1 ◦C at 2 h to 13.5 ◦C at 1.0 day. The temperature then
slightly decreases to 12.8 ◦C at 3.0 day, increases to 15.8 ◦C at 5.6 day, rapidly decreases to 10.2 ◦C at 6.1
day and then jumps to 17.6 ◦C at 6.3 day. In section 2, the temperature increases from 7.8 ◦C at 2 h to 9.6
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◦C at 1.0 day and smoothly decreases to 7.4 ◦C at 6 day. The temperature profile in section 1 is similar to
that in section 2. It increases from 6.6 ◦C at 2 h to 8.0 ◦C at 1.0 day and smoothly decreases to 6.5◦C at 6
day. Interestingly the temperature in section 1 and 2 both has a sudden drop to 3.7 ◦C at 6 day. The axial
temperature gradient between section 1 and 2 becomes negligible after the drop. Such drop coincides with
a small temperature jump in section 4 from 25.0 ◦C to 25.7 ◦C. These changes may also be related to the
temperature jump in section 3. From the images from the top, the cause of such temperature changes could
be the formation of complete plug.
Overall, the temperature profiles in sections 1 and 2 are similar under all conditions. The different
temperature profiles at 40 mol% glycerol are possibly caused by the different deposit growth patterns. The
actual reason may need more repeats to confirm. The temperature in section 4 and 5 in most time are higher
than the HET, indicating no complete plugging is possible. The temperature profiles in section 4 and 5 of
the 0 mol% glycerol experiment and the 60 mol% glycerol experiment are similar, but different from that in
section 4 and 5 of the 40 mol% glycerol experiment.
Figure 8.4 shows the images from the top window of the experiments at Tr = 80
◦C and Tw = 4
◦C. In
experiment #15 the blue light is placed in section 5. In experiment #44 and #35, the red light is placed in
section 3 and the blue light is placed in section 5. The growth rate in section 3 is estimated by the ability
to see the light in section 4 and 5. When the deposit is thick enough, but not necessarily a complete plug,
it will block the light below it.
The images suggest that the deposit growth reduces at a high glycerol concentration. At 72 h, the
hydrate deposit has plugged the deadleg with 0 mol% glycerol, but not with 40 mol% or 60 mol%. At 120
h, the deposit seems to have blocked the light with 40 mol%, but not 60 mol%. At 168 h, the deposit in all
experiment seems to have blocked the light, but a close visual inspection shows that with 40 mol% and 60
mol% glycerol, the deposit possibly has not reached a plug. One evidence is that the deposit in section 3
has an observable growth from 120 h (Figure 8.7e) to 168 h (Figure 8.7h) .
Table 8.4 lists estimated plugging locations in the experiments. The results show that despite the different
growth rates, the plugging locations, potentially the distribution, do not differ much among the experiments.
The locations are at the bottom of section 3. Noticeably, the plug in experiment #32 is in section 4,
approximately 20 cm closer to the reservoir than that in experiment # 44.
Figure 8.8 shows the water consumption and the recovery and Table 8.5 lists the key values. Both the
consumption rates and the recovery amount are comparable at different glycerol concentrations. However,
the trends with glycerol concentrations are different from those at Tr = 30
◦C and Tw = 4
◦C. The total
recovery decreases with the glycerol concentration, but it is mainly due to the initial increase. The stabilized




Figure 8.6: Center temperature profiles in the presence with glycerol in the reservoir at Tr = 80
◦C and
Tw = 4
◦C. (a) xglycerol = 0 mol%, #15. (b) xglycerol = 40 mol%, #44. (c) xglycerol = 60 mol%, #35.
Table 8.4: Location of hydrate plugging.





*Average of #3, #6, #8, #9, #10, #18
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72 h (a) (b) (c)
120 h (d) (e) (f)
168 h (g) (h) (i)
Figure 8.7: Images of hydrate deposit from top window at Tr = 80
◦C and Tw = 4
◦C. All images are taken
at the end of the formation and before dissociation. (a), (d), (g) xglycerol = 0 mol%, #15. (b), (e), (h)
xglycerol = 40 mol%, #44. (c), (f), (i) xglycerol = 60 mol%, #35.
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glycerol concentration.
One possible reason for the stabilized consumption rate difference is the plug formation. The results
show that the consumption rate decreases over time. Without glycerol, the average value is even lower than
those at Tr = 30
◦C and Tw = 4
◦C. Such time decay is possibly caused by the increasing amount of deposit,
the increasing significance of the restriction, and the reduced mass and heat transfer. Without glycerol, the
initial growth is fast and the plugging occurs rapidly (likely within 2 day). The deposit gradually separates
the deadleg into two compartments. While the deposition at the bottom may be heat transfer limited, the
deposition at the top becomes mass transfer limited. The surface for water condensation also limited to only
at the bottom. The overall consumption slows. With glycerol, the initial growth is slow, but the separation
effects also reduce. The plugging did not occur in 5 days in experiment #45 and #43. The net result is that
the growth rate slows down.
(a) (b)
Figure 8.8: Water consumption and recovery at Tr = 80
◦C and Tw = 4
◦C. (a) Consumption (Values are
obtained as moving average of 2 hours). (b) Water recovery.
Table 8.5: Water consumption and recovery at Tr = 80
◦C and Tw = 4
◦C.
Exp # 5 45 43
Consumption rate (mol/d)
Average between 2 d and 7 d 0.712 0.768 1.394
Recovery (mol)
Section 1 0.84 0.51 0.73
Section 2 1.06 3.33 0.98
Section 3 6.53 3.40 4.90
Section 4 3.66 3.12 1.71
Section 5 1.28 0.65 0.24





8.3.4 Hydrate deposition with glycerol at Tr = 80
◦C and Tw = -5
◦C
When the temperature drops below the freezing point (-0.74 ◦C at 100 bar for pure water [77]), ice can
form and deposit together with hydrate. If so, the problem could become more complicated due to the
different forming conditions. The overall deposit growth and the plugging may also becomes very different
from hydrate alone. Tr = 80
◦C and Tw = -5
◦C are chosen as the boundary conditions to investigate the
deposit growth. Because of the relatively fast growth, all experiments are only run for 3 days.
Figure 8.9 shows the center temperature profiles of the experiments at Tr = 80
◦C and Tw = -5
◦C. With
0 mol% glycerol (Figure 8.10a, #23), the center temperature increases initially and reaches approximately
35 ◦C at 1.0 day, as in most other experiments. The temperature in section 4, on the contrary, is distinct
from other experiments. It sharply increases from 15.6 ◦C at 2 h to 17.3 ◦C at 4 h. It then decreases, reaches
the lowest value at 3.2 ◦C at 1.3 day with a small spike at 1.1 day, and bounces up again. Interesting, for a
short period of time (3 hours), the center temperature in section 4 is lower than that in section 3. At the
end of the experiment, the temperature in section 4 increases to 20.1 ◦C.
The center temperature in sections 1-3 has a similar trend. The section 3 temperature does not increase
until 4 h. It then increases to 7.2 ◦C at 7 h and decreases to -0.7 ◦C at 1.1 day. It then jumps a little
and fluctuates around 1.4 ◦C. The section 2 temperature is 1.0 ◦C at 7 h, -2.1 ◦C at 1.1 day, and fluctuates
around -0.4 ◦C. The section 1 temperature is -0.5 ◦C at 7 h, -2.8 ◦C at 1.1 day, and fluctuates around -1.6
◦C.
In the case of 40 mol% glycerol (Figure 8.10b, #46), the temperature profiles seem to have two patterns
as those at Tr = 80
◦C and Tw = -5
◦C. In experiment #46, the center temperature in section 4 does not
have any significant initial increase. On the opposite to the temperature in section 5, it decreases at the
beginning to 6.1 ◦C at 0.9 day. Then it increases rapidly to 23.2 ◦C at 1.7 day. It seems to becomes parallel
to the section 5 temperature afterwards, fluctuating but relatively stable. In the repeat experiment #34,
the section 5 center temperature gradually increases over time. It starts at 1 4.1 ◦C at 2 h, and increases to
30.5 ◦C at 2.8 day, which is lower than that of experiment #23, #46, and #39. The temperature in section
4 is 5.1 ◦C at 2 h, increases to 15.5 ◦C at 1.2 day, decreases and reaches 2.8 ◦C at 2.8 day.
The center temperature is section 1-3 has a similar trend. The section 3 center temperature slightly
increases from 3.4 ◦C at 2h to 4.4 ◦C at 1.0 day. It then decreases and reaches -4.6 ◦C at end of the
experiment, which is practically the same as the wall temperature. The center temperature in section 2 is
-0.2 ◦C at 2 h, and 0.6 ◦C at 1.0 day. The center temperature in section 1 is -1.5 ◦C at 2 h, and -0.8 ◦C at
1.0 day. They both gradually decrease to the wall temperature by the end of the experiments. Interestingly,
after 2.8 day, the center temperature of both sections becomes the same.
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In the case of 60 mol% glycerol (Figure 8.10b, #39), the center temperature in section 4 steadily increases
from 13.2 ◦C at 2 h to 25.4 ◦C at 2.0 day. It then stabilizes afterwards. The center temperature is section 1-3
again has a similar trend. The readings of section 3, 2, and 1 are 3.1 ◦C, 1.0 ◦C, and -0.6 ◦C, respectively. The
temperature steadily decreases to the wall temperature at 2.0 day and stabilizes afterwards. It is interesting
that the center temperature of all sections seems to stabilize after 2.0 day.
(a) (b)
(c)
Figure 8.9: Center temperature profiles in the presence with glycerol in the reservoir at Tr = 80
◦C and
Tw = -5
◦C. (a) xglycerol = 0 mol%, #23. (b) xglycerol = 40 mol%, #46. (c) xglycerol = 60 mol%, #39.
Figure 8.10 shows the images from the top window of the experiments at Tr = 80
◦C and Tw = -5
◦C. In
all the three experiments, the red light is placed in section 3 and the blue light is placed in section 5. The
results show that the growth at Tw = -5
◦C is much faster than that at Tw = 4
◦C. In all three experiments,
a complete plugging forms by the end of the experiment (3 day).
The images show that the glycerol slows the deposit growth. Without glycerol, the deposit grows so
thick that it almost blocks the light from section 4 within as short as 6 h. With 40 mol% glycerol, the light
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from section 4 was not blocked until 24 h. Based on the growth in section 3, the complete plugging does
not occur until 48 h. Comparing the images at 24 h (Figure 8.10h) and 72 h (Figure 8.10k), the growth is
significant. At 72 h, the image becomes relatively clear, suggesting that the restriction significantly blocks
the heat transfer towards to the top sections and the temperature gradient is greatly reduced. With 60 mol%
glycerol, the growth is slower. At 6 h, 12 h, and 24 h, the images from experiment #39 show a larger area
of the light from section 4 and 5 than those from experiment #23 and #46, suggesting that the growth is
slower at a higher glycerol concentration.
Table 8.6 lists estimated plugging locations in the experiments. The results show that the plugging
locations do not differ much among the experiments. The locations are at the bottom of section 3, but
slightly lower than the positions at Tr = 80
◦C and Tw = 4
◦C.
Table 8.6: Location of hydrate plugging.





Table 8.7 shows the water consumption and the recovery and Table 8.7 lists the key values. Overall all
the values are comparable at different glycerol concentrations, suggesting that the glycerol does not change
much the overall deposition.
Because the experiments have a different time scale from other experiments, the values may not be
directly comparable and the time effects need to be included. The consumption rates are very similar at
different glycerol concentrations and seem to be faster than those at lower Tr or higher Tw. Their values
after 3 days, however, are difficult to predict. They may further decay to a value lower than that at Tr = 30
◦C and Tw = 4
◦C, or they would remain the rates until 7 day.
8.3.5 Discussion
Figure 8.12 shows the illustration of the effect of glycerol and methanol in the header. The comparison
can better illustrate the effect of the non-votality of glycerol. Glycerol can noticeably reduce the growth
rate, especially at the beginning, but the reduction diminished with increasing Tr. Because glycerol cannot
change the final state of the system, hydrate can accumulate and eventually will be the same as that with no
glycerol. The growth rate at a high concentration will eventually catch up with that at a low concentration.
Methanol, a volatile THI, on the contrary, not only slow the growth rate, but may also reduce the potential
hydrate amount in the system. At a high enough concentration, the risk should be zero as the HET will be
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6 h (a) (b) (c)
12 h (d) (e) (f)
2 4 h (g) (h) (i)
72 h (j) (k) (l)
Figure 8.10: Images of hydrate deposit from top window at Tr = 80
◦C and Tw = -5
◦C. All images are
taken at the end of the formation and before dissociation. (a) xglycerol = 0 mol%, #23. (b) xglycerol = 40
mol%, #46. (c) xglycerol = 60 mol%, #39.
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(a) (b)
Figure 8.11: Water consumption and recovery at Tr = 80
◦C and Tw = -5
◦C. (a) Consumption. The value
is obtained as moving average of 2 hours. (b) Recovery.
Table 8.7: Water consumption and recovery at Tr = 80
◦C and Tw = -5
◦C.
Exp # 23 46 39
Consumption rate (mol/d)
Average between 1.5 d and 3 d 1.92 2.11 1.84
Recovery (mol)
Section 1 0.54 0.38 0.24
Section 2 0.54 0.47 0.24
Section 3 4.36 5.62 3.43
Section 4 4.64 4.56 3.43
Section 5 2.18 1.83 1.22





Figure 8.12: Illustration of hydrate amount with glycerol in the header. The solid lines represent the hydrate
amount with glycerol in the header. The dashed lines the hydrate amount with methanol in the header. The
low, medium, and high alcohol concentrations are colored in red, blue, and green, respectively. The black
line represent the hydrate amount with no glycerol/methanol.
too low to form hydrate. Experiments with ethanol confirm that the complete hydrate inhibition effects of
volatile THIs.
With enough water and hydrate gas former, the intrinsic formation rate r can be written as the product
of a reaction constant k and a driving force f . Equation 8.1 shows a classic model which assumes the f is
the subcooling ∆Tsub, that is, the temperature difference from the HET Teq. The constant k is usually a
function of temperature only. As shown in the equation, it is barely affected by the glycerol.
r = kf = k∆Tsub = k (Teq − T ) (8.1)
The presence of glycerol affects the rates of the first two steps. It reduces the water content in the vapor
phase. Less water enters the deadleg. Because of the less water content, the vapor becomes unsaturated
when it moves away from the reservoir. The water will condense at a lower temperature, which reduces the
overall mass transfer of water. Because glycerol is barely transported into the pipe, it does not significantly
affect the intrinsic formation rate.
Interesting, even though the glycerol is expected to change the water condensation rate, the stabilized
deposition rates and the total amount in terms of water recovery change significantly at low Tr, but changes
much negligibly at high Tr. Because the deposition rate is determined by the slowest step, the rates of water
condensation and intrinsic hydrate formation after the initial growth can be compared based on the results.
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At low Tr, it is likely the water condensation rate is equal or lower than the intrinsic hydrate formation
rate. When the water condensation reduces, the overall deposition rate reduces correspondingly. The results
also show that the percentage of the water recovery reduction is approximately equal to the glycerol mole
fraction in the reservoir, which supports the hypothesis.
At high Tr, the water condensation rate may be much, at least a couple of times, faster than the intrinsic
hydrate formation rate, possibly due to the large temperature gradient and the corresponding water con-
centration gradient. Even though the water condensation rate is reduced, it is still larger than the intrinsic
hydrate formation rate, which results an almost unchanged deposition rate.
On the other hand, the deposition only consumes a part of the condensed water. At high Tr, the
unconverted water amount may still change with glycerol. Possibly that amount may not be reflected on
the water recovery because the water falls back to the reservoir. Also possibly less water is trapped inside
the deposit pores, resulting in a less porous, or less wet deposit.
Another factor to consider is the time duration of the experiments. The overall deposition rate is observed
to reduce over time. The reason is that when the system gets closer to steady-state, the driving forces of
water condensation (temperature gradient) and hydrate formation (subcooling) both reduces. Ultimately
the water condensation would reduce to a constant value and the intrinsic hydrate formation rate would
be zero. The presence of glycerol, as discussed, does not change much the final steady state, so the water
consumption rates should approach zero and the total recovery should approach the same value given enough
time.
The plugging is an indication and an accelerator to the reduction in the water condensation and the
intrinsic hydrate formation. The plugging time tplug thus can be used to normalize the time t of each
experiment (8.2). At a longer τ , the system is closer to steady state and the rate decay is more significant.
Again the glycerol extends the necessary time to reach plug. At Tr = 30
◦C and Tw = 4
◦C, the growth is
overall slow. The deposit restriction is not significant in the 7-day experiments so τ < 1 . At Tr = 80
◦C and
Tw = 4
◦C, the growth is overall fast and τ > 1 at 7 day. The images clearly show that increasing glycerol





Glycols, common in the industry, is expected to have a slightly different performance to glycerol. Glycols
are more volatile than glyerol, even though much less than methanol or ethanol. Their mole fraction in the
gas phase are still limited, but they do have an impact. For example, a 20 mol% ( 46 wt.%) MEG aqueous
solution mixed with methane/ethane (75/25 mol%) mixture at 100 bar and 80 ◦C has MEG and water vapor
mole fractions of 3.5×10−5 and 4.5×10−3, respectively (Multiflash CPA model). Such vapor approximately
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forms a 0.8 mol% MEG condensation. If the gas components and the pressure are the same as those in
the study, the HET changes from to 19.6 ◦C to 18.8 ◦C. The HET reduction can be significant if the wall
temperature is high and the overall driving force is small.
8.4 Summary
Glycerol is a non-volatile THI, and its presence in the reservoir does not significantly change the HET
in the deadleg. Because glycerol reduces the water amount in the gas phase, it reduces the mass transfer
of water and potentially reduces the deposition rate and the total deposit amount. The reduction is more
significant at low Tr rather than high Tr, suggesting that the condensation is the rate limiting step of the
deposition at low Tr.
While most phenomena are reproducible, different temperature profile patterns are observed in some
experiments. Such difference may be caused by the random initial growth, but more experiments are needed
to verify the hypothesis.
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CHAPTER 9
HYDRATE DEPOSITION UNDER MIXED CONVECTION
9.1 Introduction
Deadlegs are pipe sections with no through flow. As discussed in the previous section, the natural
convection can be dominant. However, the flow in the header may still have an impact to the temperature
field inside, especially if the deadleg has an inclination. The chapter will discuss the experimental results of
hydrate deposition under mixed convection. The forced convection is used by using a blower. The flow from
the blower is introduced by a separate tubing and the flow direction can be changed. The introduced flow
shows an impact on the temperature field, but not significant change in the deposit distribution.
9.2 Apparatus and Experimental Procedure
Table 9.1 lists all experiments discussed in this chapter. All these experiments are run with the 3-inch
system. The system is filled with 3 L water in the reservoir and pressurized with the methane/ethane (75/25
mol%) mixture gas at 100 bar. The HET is 19.2 ◦C from Multiflash. The impeller in the reservoir is run at
1000 RPM to maintain the temperature unity within the reservoir. The blower is run at 500 RPM which is
its maximum rate to produce an additional forced convection into the deadleg. The temperature sensors are
used and lists their positions. For convenience, the RTD at 37 mm from the wall is referred as the center
RTD, and the RTD at 20 mm from the wall is referred as the off-wall RTD.
Table 9.1: List of experiments.
# Time length Tr Tw Blower Tip position
(hour) (day) (◦C) (◦C)
19 167.8 6.99 60 10 No -
22 169.9 7.08 60 4 No -
23 148.1 6.17 30 4 No -
26 162.7 6.78 30 4 Yes 1
27 160.1 6.67 60 4 Yes 1
28 176.6 7.36 60 10 Yes 1
29 165.5 6.90 60 4 Yes 2
30 166.3 6.93 30 4 Yes 2
32 164.4 6.85 30 4 Yes 3
33 165.4 6.89 60 4 Yes 3
The apparatus is thoroughly described in 3.1. The blower circulates the gas from the top of the reservoir
(outlet) to the bottom of the deadleg (inlet). The inlet and the outlet are designed to be at the opposite
sides of the reservoir to minimize the flow interference. The outlet tubing is of 1.000 inch OD and 0.834 inch
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Table 9.2: List of RTD positions. The position is the distance in mm from the wall of the pipe.
Position (mm)
Section 1 37, 20, 0
Section 2 37, 20, 10, 5, 1, 0
Section 3 37, 20, 10, 5, 1, 0
Section 4 37, 20, 10, 5, 1, 0
Section 5 37, 20, 0
ID. The outlet flow is parallel to the deadleg, i.e., in the vertical direction. The inlet tubing is 0.750 inch OD
and 0.620 inch ID. The inlet flow is designed to have flexibility in different directions. In this study, three
positions are tested: position 1 is horizontal, position 2 is 45◦ from horizon, position 3 is vertical. Figure 9.1
shows illustrations of the three tip positions.
Either when measuring temperature or running an experiment, the reservoir temperature is controlled
in the way that the temperature of the deadleg entrance is maintained at the set value. The temperature
sensor of the temperature control is located at the edge of the deadleg-reservoir boundary. When there is
not a good mixing in the reservoir (e.g. impeller at 100 RPM), a temperature gradient exists and the water
temperature can be significantly higher than the vapor temperature.
(a) (b) (c)
(d) (e) (f)
Figure 9.1: Illustration of tip positions. (a)-(c) Illustration of the tip locations and directions of position 1,
2, and 3, respectively. (d)-(f) Images of the tips at position 1, 2, and 3, respectively.
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9.3 Results and Discussion
9.3.1 Temperature profiles
Figure 9.2 shows the temperature measurement with nitrogen gas and tip at position 1. The temperature
with and without a forced convection are compared. To ensure that the impeller speed has no interference,
two impeller speeds are used: 100 RPM and 1000 RPM. The results show that the effects of the forced
convection are independent of the impeller speed.
For tip position 1, three Tr and one Tw are tested. In all tests, the flow at tip position 1 decreases the
temperature inside the pipe. The decrease is more significant in sections 3-5 than sections 1-2. At Tr =30
◦C, Tw =4
◦C (Figure 9.2a), the decrease is 1.7 ◦C, 2.8 ◦C, 1.6 ◦C, 1.0 ◦C , and 0.7 ◦C in section 5, 4, 3,
2, and 1, respectively. The decrease is also significant when Tr =30
◦C (2.4 ◦C in section 4), but almost
negligible when Tr =80
◦C (0.5 ◦C in section 4). One explanation of such change is that the strong horizontal
flow reduces the vertical flow which exchanges heat between the reservoir and the deadleg.
There is no temperature measurement with nitrogen gas for tip position 2. Figure 9.3 shows the temper-
ature measurement with nitrogen gas and tip at position 3. For tip position 3, two Tr and two Tw are tested.
In all tests, the flow at tip position 3 increases the temperature inside the pipe. The temperature increase
is obvious in section 5 but diminishes when the height increases. The temperature increase is comparable
between Tr =30 and 60
◦C. The increase can be explained by that the vertical flow strengthens the heat
transfer between the reservoir and the pipe.
The effects from forced convection on the temperature profiles during hydrate deposition follows a similar
trend to those without hydrate. Figure 9.4 shows the center temperature profiles with mixed convection at
Tr =30
◦C and Tw =4
◦C. The data of experiment 23 are used as a reference, which is considered to have only
a natural convection. All temperature readings have similar initial temperature increases. The temperature
profiles of other radial positions are shown in the Appendix. Figure 9.5 shows the center temperature
differences relative to experiment 23.
When the tip is at position 1, the temperature is lower through the deadleg. The restriction position
is thus expected to shift downwards in the experiment. At the center, the differences in sections 1-4 are
approximately 1-2 ◦C and the difference in section 5 is 2-3 ◦C. The temperature differences are similar at
different locations in sections 2 and 3. The temperature close to the wall in section 4 is initially lower than
that with only a natural convection and becomes almost the same after 2 days.
When the tip is at position 2 and 3, the temperature becomes higher through the deadleg. The restriction
positions are thus expected to shift upwards in these experiments. Such change is also more significant at





Figure 9.2: Center temperature with nitrogen and and tip at position 1. The system is at 100 bar and steady
state. 3 L water is in the reservoir. The reservoir impeller is at 1000 RPM. The blower is at 500 RPM.
Legend shows impeller RPM-blower RPM. (a) Tr =30
◦C, Tw =4
◦C. (b) Tr =60
◦C, Tw =4





Figure 9.3: Center temperature with nitrogen and and tip at position 3. The system is at 100 bar and steady
state. 3 L water is in the reservoir. The reservoir impeller is at 1000 RPM. The blower is at 500 RPM.
Legend shows impeller RPM-blower RPM. (a) Tr =30
◦C, Tw =4 and 15
◦C. (b) Tr =60
◦C, Tw =4 and 15
◦C.
◦C), and the changes in other sections are almost negligible. The radial temperature measurement also show
negligible differences in other radial positions in and above section 4.
When the tip is at position 3, the differences in sections 1, 2, and 3 are approximately 1-2 ◦C. Interestingly,
the major difference is within section 4. In the case with no blower, the section 4 center temperature peaks
at approximately 2 day and decreases afterwards. When the tip is at position 3, the section 4 temperature
keeps increasing over time. At 6.2 day, the difference increases to approximately 5 ◦C.
Figure 9.6 shows the center temperature profiles with a mixed convection at Tr =60
◦C, Tw =4
◦C.
Figure 9.7 shows the center temperature differences relative to the case with only a natural convection. The
effects from force convection are more obvious to those at Tr =30
◦C, Tw =4
◦C.
When the tip is at position 1, the flow significantly lowers the center temperature. The reduction is large
at the beginning and narrows over time. For example, the difference of the center temperature in section 5
is approximately 5 ◦C in the first day and narrows to approximately 3 ◦C at 6.5 day. Moreover, the center
temperature profiles do not show any decreasing trend. They steadily increase during the deposition period.
The temperature close to the wall, however, has a different trend to the center. The additional flow initially
decreases the temperature close to the wall, but such decreases become less significant over time. In fact,
after approximately 2-3 days, the temperature becomes very similar or even slightly higher than with only
natural convection.
When the tip is at position 2, the differences of the center temperature profiles become negligible. The




Figure 9.4: Center temperature at Tr =30
◦C, Tw =4
◦C with a mixed convection. The readings from RTDs
located in sections 1 to 5 are colored in black, red, blue, magenta, and green, respectively. (a) No forced




Figure 9.5: Center temperature change ∆T at Tr =30
◦C, Tw =4
◦C due to a forced convection. ∆T =
Tmixed−Tnat. The calculations from RTDs located in sections 1 to 5 are colored in black, red, blue, magenta,
and green, respectively. (a) Flow from tip position 1. (b) Flow from tip position 2. (c) Flow from tip position
3.
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temperature. The temperature increase is approximately 7 ◦C at 1 mm position in section 3 at 1 day and 6
◦C at 1, 5, and 10 mm positions in section 4.
The flow from tip position 3 generates similar temperature profiles to that from tip position 2. The
difference is that, when the tip is at position 3, the center temperature is higher by approximately 2 ◦C
than that with only natural convection. The temperature difference increases slightly over time (by 0.5-1
◦C though the experiment). Even though the temperature difference is not large, the restriction location is
expected to shift from section 2 to section 1. The major changes due to the forced convection are observed
to occur close to the wall, which are of a similar pattern and a similar extend to those at tip position 2.
(a) (b)
(c) (d)
Figure 9.6: Center temperature at Tr =60
◦C, Tw =4
◦C with a mixed convection. The readings from RTDs
located in sections 1 to 5 are colored in black, red, blue, magenta, and green, respectively. (a) No forced
convection. (b) Flow from tip position 1. (c) Flow from tip position 2. (d) Flow from tip position 3.
Figure 9.8 shows the center temperature profiles with mixed convection at Tr =60
◦C, Tw =10
◦C.
Figure 9.9 shows the center temperature differences relative to the case with only a natural convection. Only




Figure 9.7: Center temperature change ∆T at Tr =60
◦C, Tw =4
◦C due to a forced convection. ∆T =
Tmixed−Tnat. The calculations from RTDs located in sections 1 to 5 are colored in black, red, blue, magenta,
and green, respectively. (a) Flow from tip position 1. (b) Flow from tip position 2. (c) Flow from tip position
3.
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under other conditions. The temperature differences are large in the initial stage, but reduce and stabilize
after 2 day. The temperature close to the wall is relatively higher and close to the temperature when only
natural convection exists.
(a) (b)
Figure 9.8: Center temperature at Tr =60
◦C, Tw =10
◦C with a mixed convection. The readings from RTDs
located in sections 1 to 5 are colored in black, red, blue, magenta, and green, respectively. (a) No forced
convection. (b) Flow from tip position 1.
Figure 9.9: Center temperature change ∆T at Tr =60
◦C, Tw =10
◦C due to a forced convection. ∆T =
Tmixed−Tnat. The calculations from RTDs located in sections 1 to 5 are colored in black, red, blue, magenta,
and green, respectively. Flow from tip position 1.
Table 9.3 summarizes the effects of force convection on the temperature profiles. Horizontal flow (tip
position 1) generally decreases the temperature in the deadleg, while vertical flow (tip position 2 and 3)
increases the temperature. The completely vertical flow is more influential on the temperature increase than
the angled flow.
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Generally there are two groups of temperature profiles can be identified. The first is close to the center,
including the 20 mm and the 37 mm readings. The second is close to the wall, including the 1 mm, the 5
mm and the 10 mm readings. In none of the experiments discussed in this chapter, hydrates have grown so
much to fulfill the entire cross section. The center temperature sensors are in the gas phase and reflect the
gas phase temperature. The sensors close to wall can be embedded in the hydrate deposit (not necessarily)
and their readings can possibly reflect the hydrate temperature.
Table 9.3: Summary of the temperature profile comparison to only natural convection.
Tip position Close to the center Close to the wall
Tr =30
◦C
1 lower by 1-2 ◦C lower by 0-1 ◦C
2
almost the same
higher in section 5 by 1-2 ◦C
almost the same
3
higher by 1-2 ◦C
difference in section 4 increase over time




lower by 3-5 ◦C
differences decrease over time
initially lower by 3-5 ◦C
later higher by 0-1 ◦C
2 almost the same
higher by 0-8 ◦C
change over time
3
higher by 2-4 ◦C
differences increase over time
higher by 0-8 ◦C
change over time
9.3.2 Water recovery
Table 9.4 summarizes and Figure 9.10 shows the water recovery of each experiment. It is interesting
that, despite the temperature differences, the water recovery is quite comparable among different conditions,
whether in terms of the total amount or the distribution. In terms of the total amount, the experiment with
only a natural convection has the most amount of recovery. In terms of the distribution, the changes agree
with the temperature profile changes. When the additional flow is from tip position 1, the distribution shifts
downwards. When the additional flow is from tip position 2 and 3, the distribution shifts upwards.
Figure 9.11 show the changes from the mixed convection to the natural convection in absolute values.
In terms of the absolute values, there is not a very clear pattern among the tip positions or the thermal
boundary conditions. A possible reason is the lack of the reproducible experiments, which causes difficulty
to quantitatively evaluate the changes. Qualitatively, mixed convection reduces the absolute water recovery.
The reduction is more significant at Tr =30
◦C, Tw =4
◦C than Tr =60
◦C, Tw =4
◦C. The reduction is also
more significant at Tr =60
◦C, Tw =4
◦C than Tr =60
◦C, Tw =10
◦C.
On the other hand, Figure 9.12 shows the changes in relative percentages, which represent normalized




Figure 9.10: Water recoveries with a mixed convection. (a) Tr =30
◦C, Tw =4
◦C. (b) Tr =60
◦C, Tw =4






Figure 9.11: Change of water recoveries with a mixed convection relative to a natural convection in mol. (a)
Tr =30
◦C, Tw =4
◦C. (b) Tr =60
◦C, Tw =4




Table 9.4: Summary of water recovery of mixed convection experiments.
# Tr Tw Tip position
Recovery in section
Total
1 2 3 4 5
◦C ◦C mol mol
23 30 4 - 3.30 3.29 3.30 7.18 9.16 26.22
22 60 4 - 6.74 13.36 12.86 7.48 3.05 43.49
19 60 10 - 7.34 9.25 4.49 3.65 1.06 25.78
26 30 4 1 2.92 2.90 2.27 5.41 8.01 21.51
27 60 4 1 6.74 7.45 9.67 5.31 2.43 31.59
28 60 10 1 6.12 8.53 5.29 4.12 1.76 25.82
29 60 4 2 6.68 11.03 11.03 4.93 1.25 34.91
30 30 4 2 3.13 3.13 3.51 8.74 6.49 24.99
32 30 4 3 2.67 4.45 4.77 7.44 7.39 26.72
33 60 4 3 8.33 8.75 5.57 4.34 1.24 28.22
recoveries of each experiment. Mostly the changes are within 10%, except the recovery in section 1 of tip




This chapter studies the hydrate deposition under mixed convection by using a blower for addition flow.
The chapter also discusses the effects on the temperature profiles and the water recoveries by comparing to
experiments with only a natural convection. The flow rate is maintained constant and the maximum in all
experiments. The flow directions at the entrance of the deadleg are changed among the three configurations.
The directions are observed to have different effects on the temperature profiles. When the flow is
horizontal, it decreases the temperature inside the deadleg. The possible reason is that it reduces the
vertical heat exchange which transfer heat into the deadleg. On the contrary, a vertical flow is observed to
increase the temperature inside the deadleg. The reason is that it increases the vertical convection, which
enhances the heat transfer between the reservoir and the deadleg.
At Tr =30
◦C, Tw =4
◦C, the changes due to the additional flow are relatively stable upon hydrate
deposition. The horizontal flow decreases the center temperature by approximately 2 ◦C while the vertical
flow increases the center temperature by approximately 2 ◦C. At Tr =60
◦C, Tw =4
◦C, the changes due to
the additional flow enlarge. The horizontal flow decreases the center temperature by approximately 5 ◦C
initially. The decrease reduces with hydrate deposition and reaches approximately 4 ◦C at the end. The
vertical flow increases the center temperature by approximately 2 ◦C initially. The increase climbs with
hydrate deposition and reaches approximately 4 ◦C at the end.
Interestingly, the total water recovery amount reduces, even though not much, under mixed convection




Figure 9.12: Change of water recoveries with a mixed convection relative to a natural convection in percent-
age. (a) Tr =30
◦C, Tw =4
◦C. (b) Tr =60
◦C, Tw =4




hydrate amount and the plugging time thus do not change much under mixed convection.
The hydrate distributions change slightly at different flow directions which agree with the temperature
profiles. Changes in hydrate distribution have impacts on the risks associated with the restriction locations.
Specifically vertical flow can potential reduce such risks.
The attempts in this chapter are preliminary. The improvements need to be done to better quantify and




HYDRATE DEPOSITION HEAT TRANSFER ANALYSIS
10.1 Introduction
Hydrate deposition is a transport problem, where momentum, heat, and mass transfer are all important.
However, from a practical point of view, the heat transfer can be the starting point. The temperature
field is measured, rather than the velocity field, or the concentration field. Models of heat transfer can be
easily verified while models of the other two are very difficult to do. Temperature is also directly related
to condensation and hydrate formation. The heat transfer is not only important in the kinetics but also in
thermodynamics. This chapter summarizes the temperature measurement in the radial and axial dimensions
and attempts to calculate the heat transfer coefficients.
10.2 Radial Temperature Profiles
Table 10.1 lists the position of the temperature sensors in each pipe. The sensors which are the farthest
from the center are attached to the wall to measure the wall temperature. The RTD bundles are used in the
middle of some sections to collect the temperature information in the radial direction. Each bundle measures
five different positions (Figure 3.1). In the 2-inch pipe, the bundles are used in sections 3, 4, and 5. In the
3-inch and 4-inch pipe, the bundles are used in sections 2, 3, and 4. Sections without any bundle have either
1 or 2 sensors to measure the gas phase temperature.
Table 10.1: Temperature sensor position in mm from the center of the pipe.
Pipe size (inch) 2 3 4
Section 1 0, 25 0, 17, 37 0, 30, 50






















0, 17, 37 0, 30, 50
Figure 10.1a to Figure 10.1c show the radial temperature profiles at each section when Tr = 30
◦C,
Tw = 15
◦C. The system is filled with nitrogen with 3 L water in the reservoir. The impeller is at 1000 RPM
and the blower is not in use. Tr = 30
◦C, Tw = 15
◦C are the mildest experimental conditions which generate





Figure 10.1: Radial temperature profiles at Tr/Tw = 30/15
◦C and Tr/Tw = 80/4
◦C. The temperature in
section 1 to 5 are colored in green, magenta, blue, red, and black, respectively. Tr/Tw = 30/15
◦C: (a) 2-inch
pipe. (b) 3-inch pipe. (c) 4-inch pipe. Tr/Tw = 80/4
◦C: (d) 2-inch pipe. (e) 3-inch pipe. (f) 4-inch pipe.
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measurement in one section. The line in the figure is just to better trace the measurement at certain points
and does not represent the actual temperature gradient. The actual wall temperature are not exactly 15 ◦C
due to the internal controls of the chillers.
Figure 10.1 shows that the radial temperature in the gas phase is not monotonic from the center to the
wall. There can be fluctuations such as the temperature in section 5 of the 2-inch pipe, and the temperature
in section 4 of the 4-inch pipe. There also can also be a slight increase, such the temperature in section 3
and 4 of the 2-inch pipe, and the temperature in section 3 of the 3-inch pipe. Such fluctuations should result
from the internal convection. Because the deadleg is a closed system, the flow can circulate. The circulation
can occur within several local regions and not necessarily move upwards at the center and downwards at the
wall [38, 78, 79]. When the flow move from the top towards the bottom, a local cold spot can be observed.
Figure 10.1d to Figure 10.1f show the radial temperature profiles at each section when Tr = 80
◦C and
Tw = 4
◦C. The system is filled with nitrogen with 3L water in the reservoir. The impeller is at 1000 RPM
and the blower is not in use. Tr = 80
◦C and Tw = 4
◦C are the most severe experimental conditions
which generate the strongest turbulence in the deadleg among all experimental conditions. Because a large
turbulence can increase the mixing in the bulk and reduce the boundary layer thickness close to the wall.
The trends of temperature decrease have fewer fluctuations and is sharper close the wall than when Tr = 30
◦C and Tw = 15
◦C.
Table 10.2: Radial temperature differences in the bulk and close to the surface.
∆T in the gas bulk (◦C) ∆T close to the surface (◦C)
Tr/Tw (
◦C) 30/15 80/4 30/15 80/4
Pipe ID (inch) 2 3 4 2 3 4 2 3 4 2 3 4
Section 1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Section 2 N/A -0.3 0.5 N/A 1.8 3.9 N/A 0.6 0.8 N/A 2.7 6.8
Section 3 -1.2 -0.6 0 -0.4 2.7 6.5 0.7 2.3 2.2 1.5 5.8 8.4
Section 4 -0.5 0.9 2.6 3.9 11.9 15.7 1.1 0.2 1.0 4.2 3.3 5.6
Section 5 1.5 N/A N/A 15.6 N/A N/A 0.4 N/A N/A 5.8 N/A N/A
Table 10.3: Radial temperature gradients within the bulk and close to the surface.
∇T in the gas bulk (◦C ·mm−1) ∇T close to the surface (◦C ·mm−1)
Tr/Tw (
◦C) 30/15 80/4 30/15 80/4
Pipe ID (inch) 2 3 4 2 3 4 2 3 4 2 3 4
Section 1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Section 2 N/A -1 1 N/A 5 8 N/A 60 80 N/A 270 680
Section 3 -5 -2 0 3 8 13 70 230 220 150 580 840
Section 4 -2 2 5 4 33 32 110 20 100 420 330 560
Section 5 6 N/A N/A 2 N/A N/A 40 N/A N/A 580 N/A N/A
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Despite the fluctuations, the temperature gradients in the gas bulk in both cases (and other conditions) are
generally smaller than those close to the wall. Table 10.2 summarizes the differences among the temperature
at the center, close to wall, and at the wall. Table 10.3 summarizes the gradients. The gradient close to
the wall is about one order of magnitude higher than that in the bulk gas. This observation suggests strong
mixing in the gas phase.
10.3 Center Temperature Profiles
The data sets used for fitting and verifying results are the center temperature (Tcenter) measurements
with nitrogen gas and water at 100 bara. The impeller is at 1,000 RPM and the blower is not in use. The
temperature boundary conditions are tested with Tr = 30, 60, and 80
◦C and Tw = 4, 10, and 15
◦C. Using
nitrogen gas guarantees no hydrate formation in the deadleg, avoids any possible insulation from hydrate
deposit, and simplifies the measurements. Because of the relative small radial differences in the bulk gas, the
Tcenter is representative to the temperature at a certain height. The complete temperature data are listed in
the Appendix.
Figure 10.2a, Figure 10.2b, and Figure 10.2c show the original data measurement at different Tr and Tw.
The origin data show that the pipe with a larger diameter would have a higher temperature at the given Tr
and Tw. The difference among different pipe increases with Tr. However, the data are scattered and difficult
to compare.
To better stress the characteristics of the systems, the nondimensionalization is applied to the temperature









The temperature is nondimensionalized by the boundary conditions. The highest temperature Tr is
scaled to be 1 and the lowest temperature Tw is scaled to be 0. The drawback of this nondimensionalization
methods is the difficulty including the HET. The HET will be scaled to different values at different Tr and
Tw, which makes it difficult to evaluate hydrate risks based on the dimensionless temperature profiles. The
length is nondimensionalized by the inner diameter which is the characteristic length of a deadleg. Because
the pipes are of the same physical lengths, the scaled lengths in terms of the diameter become different. The
2-inch pipe is the longest, and the 4-inch pipe is the shortest.
Figure 10.2 shows the temperature at dimensionless heights. Figure 10.2d, Figure 10.2e, and Figure 10.2f
show the results from Tr = 30, 60, and 80
◦C, respectively. Each figure contains measurements at different





Figure 10.2: Tcenter profiles in dimensional and dimensionless scales.. The measurements of the 2-, 3-, and
4-inch systems are colored in black, red, and blue, respectively. z in dimensional scale: (a)Tr = 30
◦C, (b)
Tr = 60
◦C, (c) Tr = 80
◦C. z in dimensionless scale: (d)Tr = 30
◦C, (e) Tr = 60
◦C, (f) Tr = 80
◦C.
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be identified in each figure. Each group corresponds to a data set at a different Tw. The results suggest
that at any given Tr and Tw, the temperature can be well compared in the dimensionless coordinates. The
results also suggest that at least the Tcenter is not affected much by the end cap when the L/ID ratio range
from 13 to 26, which is likely to be true when the L/ID ratio is larger.
(a) (b)
Figure 10.3: Dimensionless Tcenter profiles in nitrogen system. (a) Dimensionless center temperature profiles
at dimensionless heights. The measurement of the 2-, 3-, and 4-inch system are plotted in dots and colored in
black, red, and blue, respectively. The green solid line represent the fitting. The green dashed lines indicate
the ±10% range from the fitting. (b) Residuals from the fitting curve at dimensionless heights. Residual
equals actual measurement minus fitting.
Figure 10.3 shows the dimensionless temperature at dimensionless heights. The data are scattered in
a relatively narrow band. While the nondimensionalization reduces the differences among the data, it still
cannot eliminate all the differences at different boundary conditions.
All the data are together fitted by the non-linear least-squares solver in Matlab with an exponential
equation (equation 10.3). The optimized coefficient a is 0.2145. The dashed lines indicate the ±10% range.
Most data also fall into this range.
θ = exp (−aζ) (10.3)
10.4 Heat Transfer in a methane/ethane filled deadleg
The gas properties are expected to affect the heat transfer and the temperature field in a deadleg. The
heat transfer of a deadleg with hydrate gas former would be more accurate than nitrogen to correlate to the
hydrate growth. The challenge to characterize the heat transfer in such system is caused by the usual rapid
hydrate formation. Hydrate can often form very rapidly when Tw drops below the HET during the cooling
process but before reaching the desired low temperature. Hydrate formation leads to a dynamic temperature
change. In the transient state, the heat transfer becomes complex and difficult to characterize. However, in
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rare cases, a long induction period can be observed due to metastability (i.e., “the ability of a non-equilibrium
state to persist for a long period of time” [61]). Though the data available are not comprehensive for the
boundary conditions, a similar analysis to the nitrogen gas system can be performed.
(a) (b)
Figure 10.4: Dimensionless Tcenter profiles and residuals at dimensionless heights of a methane/ethane
(75/25%) system. (a) Dimensionless center temperature profiles at dimensionless heights. The measure-
ment of the 2-, 3-, and 4-inch system are plotted in dots and colored in black, red, and blue. The green solid
line represent the fitting. The green dashed lines indicate the ±10% range from the fitting. (b) Residuals
from the fitting curve at dimensionless heights. Residual equals actual measurement minus fitting.
Figure 10.4 shows the dimensionless temperature at dimensionless heights of a methane/ethane (75/25%)
system. The gas composition is the same as that used in most hydrate deposition experiment. The pressure
is 100 bar. There is 3 L water in the reservoir and the reservoir impeller is at 1000 RPM. The data are
scattered in a relatively narrow band. All the data are together fitted by the non-linear least-squares solver
in Matlab with an exponential equation (equation 10.3). The optimized coefficient a is 0.1678. The dashed
lines indicate the ±10% range. Most data also fall into this range. The fitting can also be done by applying
equation 10.27 individually to the 2-, 3-, and 4-inch pipe data. Table 10.4 lists the fitting results. The
results show that the coefficient a of the methane/ethane system is similar to that in the nitrogen system
(Table 10.12) but slightly smaller.
Table 10.4: Fitting results of Tcenter of a methane/ethane system.
Pipe ID (inch) 2 3 4
a 0.1646 0.1595 0.1831
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10.5 Thin Hydrate Deposit Hypothesis
The previous chapters have discussed that the Tcenter in the bottom sections stabilizes at very similar
values regardless of the actual Tw. The hypothesis is that in the bottom sections, the hydrate deposit is
relatively thin compared to the pipe ID. The deposit changes the surface temperature to the HET, which
is independent of the Tw, but does not change much the effective pipe hydraulic diameter. Therefore, the
temperature environments at the bottom becomes similar regardless of Tw, and Tcenter becomes similar.
The hypothesis can be tested using the correlation obtained above. Two comparisons can be done. For
each measured Tcenter, θ in equation 10.1 can be calculated by changing the Tw to the HET. In this case,
the HET is assumed to be 19 ◦C. Using equation 10.3 and the values in Table 10.4, z can be obtained and
compared to the RTD location. Alternatively, assuming the Tw is the HET, the Tcenter at the RTD locations
can be calculated and compared to the measured values.
The values in Table 10.4 should be valid. The coefficient a is obtained from fittings of θ, which is the
characteristic temperature and captures the effects of all temperature boundary conditions. The coefficient
should be affected by the gas properties. However, within the tested conditions, the gas properties only
change by relatively small percentages. Using the average values are not expected to result in large errors.
Table 10.5 lists the comparison of z calculations. The stabilized values are chosen at 72 h. Because the
hypothesis can only be valid where Tcenter > HET and plugging is not possible, only those values satisfying
the criteria are used.
When z is small (e.g., 40 cm), the calculated and the actual values show good agreement. Generally the
difference increases with increasing z. All data used in the calculation are at Tr =80
◦C but different Tw. The
difference between the calculated and the actual values increases with decreasing Tw. The two observations
are expected because the deposit thickness becomes thicker with increasing z or decreasing Tw, which makes
the assumptions of the hypothesis less accurate. Another observation in the 4-inch is that the temperature
is relatively higher than the 2-inch and the 3-inch. Such phenomena is also observed in Figure 10.4, where
the 4-inch data show a slightly different trend. One possible reason is the end effect. The 4-inch pipe is
relatively short so the seal at the end may affect the flow more significantly than in the other two pipes,
causing the flow to circulate more significantly in the pipe, and resulting in a higher temperature.
Because equation 10.3 is an exponential function, when ζ (or z) is relatively large, dθ/dζ becomes
small. The calculation of z may exaggerate the difference between the hypothesis and the experiment. An
alternative and complementary method is to calculate and compare Tcenter. Table 10.6 lists the calculations
and Figure 10.5 plots the measured and the calculated temperature. Figure 10.5 show that the measured
and the calculated temperature generally show good agreements. The differences in the 4-inch are relatively
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Table 10.5: Summary of calculated z from equation 10.3 assuming Tw =HET.
Measured stabilized temperature (◦C)
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 35.2 42.0 35.2 41.8 42.8 35.6 41.7 36.4 42.4
63 - 31.9 24.4 32 34.8 24.7 31.7 25.7 32.2
86 - 25.6 - 26.3 30.3 - 26.3 21.5 26.6
109 - 21.4 - 23.1 27.5 - 23.3 - 24
132 - - - 20.1 26 - 20.7 - 21.9
Calculated z (cm) from equation 10.27
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 40.3 45.3 40.3 45.7 51.4 39.5 45.9 38.1 44.5
63 - 72.1 73.6 71.7 73.8 72.0 72.8 67.1 71.0
86 - 103.2 - 98.5 92.1 - 98.5 97.0 96.6
109 - 150.1 - 125.3 107.6 - 123.1 - 116.1
132 - - - 186.3 118.2 - 166.1 - 141.3
Table 10.6: Summary of calculated Tcenter from eqauation 10.3 assuming Tw =HET
a.
Calculated Tcenter (
◦C) in different pipes
z (cm) 40 63 86 109 132
2” 35.3 26.7 22.6 20.7 19.8
3” 44.8 34.7 28.6 24.8 22.5
4” 48.3 38.2 31.6 27.3 24.4




larger than the other two pipes possibly due to the end effect.
Overall, the calculations of Tcenter and z show good agreements with the experimental results, supporting
the validity of the hypothesis.
10.6 Prediction of Hydrate Plug Location
As the previous discussion, because hydrate can only possibly form in the hydrate stable region, the
hydrate distribution at steady state should be determined by the thermal boundary conditions. While the
prediction of the radial deposit thickness should need a good description of the radial temperature profiles,
the axial distribution should be predicted by a good description of the axial temperature profiles. One
important aspect of the axial deposit distribution is the hydrate plug location Lp. This section will discuss
the prediction of Lp based on equation 10.3.
Equation 10.3 has been approved to be accurate to predict Tcenter of the deadleg system without deposit.
The assumptions include constant Tr, constant Tw, and constant hydraulic diameter D. However, using
equation 10.3 directly is still difficult to predict Lp because when hydrate deposit exists, Tw and D change
along the deadleg.
Figure 10.6 shows the illustration of the estimation by using 10.3. The actual center temperature profile
is colored in blue and the plug location is point C where the Tcenter drops to the HET. Assuming the plug
forms where the Tcenter drops to the HET, using equation 10.3 with Tr and Tw gives only a conservative
estimation (point A in Figure 10.6). The reason is that, with hydrate deposit, the Tcenter increases and
the plug should form further away from the header. As discussed in the previous section about the thin
deposit below Lp, the effective Tw below Lp should be the HET in a relatively short time. However, using
equation 10.3 with Tr and HET will not get any result (red line in Figure 10.6). The reason is that the
surface temperature above Lp does not approach HET, but decreases with increasing z and approaches the
actual Tw. On the other hand, D below Lp decreases with increasing z and approaches zero if there is a
plug, which also affects the temperature.
To include this change, the following steps can be done as illustrated in Figure 10.7.









where T represents Tcenter, Th represents the bottom temperature, Tl represents the surface tempera-
ture, a is the fitting parameter as 0.1678 or as in Table 10.4, and D is hydraulic diameter approximately
equal to the inner diameter.





Figure 10.5: Comparison of the calculated Tcenter from assuming Tcenter =HET and the experimental data.
(a) 2-inch. (b) 3-inch. (c) 4-inch.
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Figure 10.6: Illustration of the conservative hydrate plug location estimation with Tr = 80
◦C, Tw = 4
◦C,
and HET = 19 ◦C in the 2-inch system. The black line shows the center temperature profiles with Th = 80
◦C, Tl = 4
◦C. The red line shows the center temperature profiles with Th = 80
◦C, Tl = HET. The blue
line shows the actual center temperature with deposit after an initial increase.
• Calculate T2 at z1 with Th = Tr and Ts = HET. Point B in Figure 10.7b.
• Calculate z2 where Tcenter = HET with Th = T2 and Tl = Tw. Point C in Figure 10.7b.
• Calculate the estimated plug location Lp = z1 + z2.
The calculation assumes that the initial estimation of z1 is conservative. The temperature increase is so
significant that even the deposit at z1 is thin. Assuming equation 10.4 is valid, the second estimation can be
done by firstly calculating T assuming the deadleg below z1 is covered with thin deposit and then calculating
z2 from z1 assuming no deposit above z1.
While the rationale is reasonable, it is found that the steps may be repeated to get a better value of Lp.
Table 10.7 shows the comparison between the experimental results and the estimated value after three times
of iteration. The plug is usually observed with an axial thickness. The experimental results are mostly the
measured locations of the plug upper boundary. If considering the lower boundary of the plug, one or two
times of iteration gives better results. The results in Table 10.7 are generally within 0.06 m.
Table 10.8 and Table 10.9 list the results of several steps in the calculation of the 2-inch system at some
conditions. The estimated values in Table 10.7 are obtained by repeating the steps for three times. The
possible reason is that the temperature at z2 (even z3) is still high and the deposit is relatively thin. z3 and z4
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(a) (b)
Figure 10.7: Illustration of the hydrate plug location estimation with Tr = 80
◦C, Tw = 4
◦C, and HET =
19 ◦C in the 2-inch system. (a) Illustration of the assumptions. (b) Illustration of the calculation method.
The black line shows the center temperature profiles with Th = 80
◦C, Tl = 4
◦C. The red line shows the
center temperature profiles with Th = 80
◦C, Tl = HET.
Table 10.7: Comparison between the measured and estimated plug locations. Lp is the distance from the
plug to the header.
Pipe size Exp # Tr Tw Measured Lp
a Estimated Lp
(inch) (◦C) (◦C) (m) (m)
2 1, 2 30 4 0.46 0.41
2 3, 6, 8, 9, 10, 18 80 4 0.84 0.85
2 24 30 -5 0.37 0.31
2 23 80 -5 0.74 0.72
3 5 40 4 0.86b 0.83
3 6 30 4 0.63b 0.60
a Average value. b Lower boundary.
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are needed for better estimation. The advantage of the three-step calculation is that no further assumption
is needed, and the drawback is an error increasing when Tr out of the tested conditions, because three steps
may not be needed or may not be enough.
Alternatively it seems that some criteria can be set for repeating the steps, e.g., if the temperature is
larger than the HET for a certain value, the steps can be repeated. The value can be a function of the
temperature conditions, too. However, if such criteria is applied, depending on the easiness, the estimated
location may be directly calculated by equation 10.4 with Th = Tr and Ts = HET. In exp. #6 of the 3-inch
system, the experiment run for 84 days and a plug forms in the upper portion of section 4. Tcenter of section
5, below the plug for approximately 20 cm, stablized at 22.2 ◦C. It suggests that 22.2 ◦C may be suitable as
a criterion for HET = 19 ◦C.
Table 10.8: Stepwise calculation results of Lp for 2-inch system plug locations.
Step Lp Tr/Tw (
◦C)
30/4 80/4 30/-5 80/-5
0 z1 0.16 0.48 0.11 0.38
1 z1 + z2 0.27 0.66 0.19 0.54
2 z1 + z2 + z3 0.35 0.77 0.26 0.64
3 z1 + z2 + z3 + z4 0.41 0.85 0.31 0.72
Table 10.9: Stepwise calculation results of T for 2-inch system plug locations.
Step T a Tr/Tw (
◦C)
30/4 80/4 30/-5 80/-5
1 T1 25.3 31.0 26.5 36.2
2 T2 23.4 25.7 24.7 29.0
3 T3 22.4 23.6 23.6 26.1
a with Th = Tr and Ts = HET.
Equation 10.4 shows that at given T , Th, a, z is positively related to D and negatively related to Tl.
When z approaches Lp, D decreases and it may offset the effect of the increase of Tl (from Tw to HET).
It suggests that when T reaches a certain value, the estimation by assuming no deposit can give the same
result as the rigorous calculation. However, such value is currently unknown.
It can be noticed that repeating the steps for more time does not provide a convergence because the
hydrate thickness changes is not taken into account. Theoretically equation 10.4 can be differentiated to get
a correlation between dT and dz. If D can be described by a function of z or T , T can be solved rigorously.
Given the accurate predictions, the calculation results can be useful to illustrate the effect of different
parameters. Figure 10.8a shows the estimated plug location at different temperature conditions with HET
at 19 ◦C. It shows that Lp increases with increasing Tr, and the dependence is close to linear when Tr is
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large (e.g., > 40◦C). Lp also increases with increasing Tw, but the dependence is close to linear when Tw is
small (e.g., < 10◦C). The axis can also be shown in subcooling to show the effects. Lp increases with the
pipe size, but does not change when the scale is in Lp/ID.
10.7 Estimation of Radial Heat Transfer Coefficient
The heat transfer coefficient h in the radial direction is important. Because the wall is the only cooling
source, the determination of h helps to establish the energy balance of the system. Because the heat and
mass transfer in the system are coupled, the estimation of h can help to estimate the mass transfer coefficient
hm, the condensation rate ṁ, and eventually the deposition rate.
Two approaches are discussed in this section. The first approach uses the temperature measurements
without hydrate. The calculation is based on a set of assumptions about the condensation. The second ap-
proach uses water temperature measurements with hydrate. The calculation is based on a set of assumptions
about hydrate deposition.
10.7.1 Estimation of Radial Heat Transfer Coefficient using Film Condensation Model
There are two types of water condensation that can occur on the wall, film type and dropwise type [80].
Based on many literature, the film condensation is much more common than the dropwise, especially for
clean and uncontaminated surfaces [80–82]. Most industrial designs are solely based on the film condensation
assumption and the dropwise type is neglected. Interestingly, at least for the top of the deadleg system, the
images show dropwise condensation (Figure 12.2).
The film condensation is well studied and the earliest study can be traced back to Nusselt [83]. The
key idea is to calculate the heat transfer coefficient by calculating the conductive heat flux through the
condensation. In this section, the estimation follows most of the assumptions by Nusselt, but also adds
the consideration of the temperature gradient along the pipe wall in the axial direction. The details of the
calculations are described in the Appendix and only the major results are described below.
The major assumptions are
• The liquid film has constant properties.
• The liquid film is of laminar flow.
• The gas is purely vapor and at a uniform temperature at any axial position.
• The shear stress at the liquid-vapor interface is zero.
• Momentum and energy transfer by advection in the liquid film are negligible. The calculations assumes





Figure 10.8: Estimation of the plug position Lp. (a), (b) 2-inch system at different Tr and Tw. (c) 2-, 3-,
and 4-inch systems at Tr = 80
◦C and Tw = 4
◦C.
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be made as h
′
fg = hfg + 0.68Cp,l (Tsat − Ts) [80]. In the case for the current calculation, hsg is much
larger than the added term. The adjustment has almost no effect in the final results.
• The temperature profiles of Tsat is from equation 10.3 and a = 0.1678. In the calculations, Tsat is
approximately Tcenter. As discussed in the first section of this chapter, the assumption is relatively
accurate. However, it may still lead to an overvalued h.
The original expression of the local heat transfer coefficient hx from Nusselt [83] is
hx =
[
gρl (ρl − ρv) k3l hfg





where g is the standard gravity; ρ is density; l stands for liquid; v stands for vapor; k is thermal conductivity;
µ is viscosity; Tsat is the gas temperature; Ts is the surface temperature; x is the distance from the starting
condensing point; hfg is enthalpy of evaporizaition.
Equation 10.5 cannot be used when Tsat is changing with x. Besides, the distance x needs to be specified.
From the range from 0 to L, the average heat transfer coefficient can be calculated from
h̄L = 0.943
[
gρl (ρl − ρv) k3l hfg





where all liquid properties are evaluated at the film temperature (Tsat + Ts)/2, and all gas properties (ρv
and hfg) are evaluated at Tsat.
Table 10.10 lists the results based on equation 10.6 by assuming a constant Tsat. The model assumes
the condensing surface is a vertical plate, so the curvature does not have any effect on the results. The
assumption is relatively accurate for a cylindrical surface when the film condensation is thin relative to the
diameter. The results show that h in the calculated conditions are all approximately 3× 103 W ·m−2 ·K−1.




10 20 40 60 80
Ts (
◦C)
-5 3.198 2.924 2.720 2.664 2.658
4 4.171 3.390 2.978 2.856 2.814
10 - 3.904 3.188 3.000 2.926
15 - 4.735 3.400 3.132 3.025




















with the initial condition x = 0, δ = 0. The analytical form of δ is obtainable but relatively complex.
A simple scaling can suggest that the first term in the bracket of the left hand side of equation 10.8 may









kl (Tsat − Ts)
δhfg
(10.9)
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The results of the simplified equation are not shown, because they are very close to the results from equa-
tion 10.8, except at x = 0 where the singularity occurs. The results support that the neglect is reasonable.
Figure 10.9 shows the results of h from equation 10.8. Generally the results are of the same order as
from Table 10.10. However, there are singularity points at x → 0 caused by δ → 0. It suggests that the
calculation with small x may not be reliable.
The values h increases with increasing z, and decreasing D, and decreasing Tr - Tw. A further analysis can
find that all these factor are actually related to Tsat − Tw. The values h increases with decreasing Tsat − Tw.
The reason is that decreasing Tsat − Tw reduces δ (equation 10.8 and equation 10.10), or vice versa, which
increases h (equation 10.7). The fact indicates that the condensation tends to reduce the capability of radial
heat transfer, or equivalently it insulates the gas form being cooled.
The calculations assume a flat plate for film condensation. The calculations are therefore valid only
when δ ≪ R. A short mathematical proof can be seen in the Appendix. The results show that δ in all
calculations are less than 5× 10−4 m, which is much smaller than R, which is 2.5× 10−2 m (2-inch system).
The assumption is thus accurate.
Many studies show that when the vapor phase is a mixture, the non-condensing gas can also have an
effect to reduce h[ref]. The current results thus may be overestimated.
The model assumes a film condensation, but the observation suggests that at least partially the conden-
sation should be dropwise. The dropwise condensation is less studied and understood. Generally the heat
transfer coefficient of the dropwise type is a couple of times higher than the film type [80–82]. One model
proposed by Rose may be used to calculate the heat transfer coefficient [84].
Figure 10.9 also shows the calculated heat flux per unit area. The dependence on z, D, and Tr − Tw are
the opposite as h. They all decrease with increasing z. For pipes with different diameters, the fluxes are
similar at the entrance of the pipe, but decay more rapidly in a smaller pipe. The decrease is a result of the





Figure 10.9: Heat transfer coefficient h and heat transfer flux qs in radial direction from film condensation
model. The black, red, blue, and green lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15 ◦C,
80/4 ◦C, 80/15 ◦C, respectively. h: (a) 2 inch, (b) 3 inch, (c) 4 inch. qs: (d) 2 inch, (e) 3 inch, (f) 4 inch.
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Using the fluxes, the heat removal of each section by each chiller can be calculated. For example, the







The results are 1842 W, 3551 W, and 5528 W for the 2-, 3-, and 4-inch systems, respectively. The exper-
imental operation shows that the heat removal in section 5 should approximately 1 × 103 W, which is also
the limit of the chiller. Therefore, the calculation seems to have overestimated h.
10.7.2 Estimation of Radial Heat Transfer Coefficient from Hydrate Deposit Thickness As-
sumption
Figure 10.10 shows an illustration of the radial heat transfer in a deadleg with a thin layer of deposit at
steady state. The deadleg has a radius R. The gas has a temperature Tbulk. The deposit surface temperature
is Ts. Ts equals the HET at steady state. The heat transfer coefficient between the gas and the deposit is h.
The deposit has a thickness of x. The pipe wall temperature is Tw. The deposit only has conduction with
a conductivity khyd. In such system, the heat flux into and out of the deposit layer should be the same at
steady sate.
Figure 10.10: Illustration of the radial heat transfer in a deadleg.
Equation 10.12 shows the equation of the energy balance based on the above descriptions.










h at the certain location can be solved provided all other variables are known. Tbulk can be approximately
by Tcenter. khyd is assumed to be constant at 0.50 W ·m−1 ·K−1[ref]. The value is an approximation obtained
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from pure hydrates around 0 ◦C [62–65]. In fact, the assumption is relatively accurate as long as the gas
volume fraction of the deposit is low, because kwater is very close to khyd (e.g. kwater = 0.60 W ·m−1 ·K−1
at 20 ◦C from Multiflashr). x is obtained from the water recovery data by assuming all the recovered water
is from a zero porosity hydrate deposit. The deposit is assumed to be uniform in each section. The hydrate
density is assumed to be constant at 942 kg ·m−3 and the water mole fraction of the hydrate is assumed to
be constant at 0.856. The HET is assumed to 19 ◦C.
From the above assumptions, the limitations of the calculation can be noted. The first error is from the
assumption of steady sate. At the top of the deadleg where Tcenter is close to the HET, the deposit growth
may be slow but the overall it may be away from the steady state. Ts can be smaller than the HET and
h may be overvalued. The errors should increase with increasing distance. Secondly, equation 10.12 shows
that when x is small, h is strongly negatively correlated with x. A relatively small error of x could result in
a large error of h.
Table 10.11 lists the results of the calculation base on the temperature measurement. Most calculations
show good agreement. One exception is the results of the top section of the 3-inch system at Tw = −5 ◦C
and Tw = 4
◦C. The h is much larger than the others. The error may be the first kind as discussed above.
Another exception if the results from the 3-inch system at Tr = 80
◦C and Tw = 15
◦C, which the h are
notably smaller. The error should be the second kind from the recovery data.
Overall the calculations show that the h is of the order of 102 W ·m−2 ·K−1, which is smaller than the
values obtained from the condensation model and are more reasonable. Its value does not change much with
distance when below Lp. Its value, however, does show a trend to decrease with increasing pipe size. More
data points are needed to verify the statement. The results also show that NuD is of the order of 10
3. In
fact, it is approximately 1× 103 in most cases.
10.8 Significance of Natural Convection
In this study, the deadleg system has no through flow and the fluid inside is close to stagnant. The only
possible convection is natural convection. The importance of natural convection, however, is not specifically
discussed in the previous chapters. This section will discuss the relative importance of natural convection
and conduction in the system. The comparison will be done by a scaling analysis and a calculation of the
heat transfer coefficient assuming no convection.







Table 10.11: Summary of calculated h from equation Table 10.11.
Measured stabilized temperature Tbulk (
◦C)
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 35.2 42.0 35.2 41.8 42.8 35.6 41.7 36.4 42.4
63 - 31.9 24.4 32 34.8 24.7 31.7 25.7 32.2
86 - 25.6 - 26.3 30.3 - 26.3 21.5 26.6
109 - 21.4 - 23.1 27.5 - 23.3 - 24
132 - - - 20.1 26 - 20.7 - 21.9
Calculated x (×10−3m) from measured water recovery
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
Exp # 23 21 18 24 4 22 25 16 16
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 1.4 1.1 0.7 0.6 1.1 0.3 0.3 0.2 1.4
63 - 2.5 1.7 1.6 1.8 1.0 0.8 0.3 1.1
86 - 3.2 - 2.1 2.1 - 1.6 2.0 0.3
109 - 4.9 - 4.6 3.1 - 2.8 - 1.6
132 - - - 4.9 4.5 - 6.2 - 4.0
Calculated h (W ·m−2 ·K−1)
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 545 482 671 553 290 909 663 577 62.2
63 - 385 846 369 269 806 448 1000 140
86 - 595 - 504 323 - 394 417 881
109 - 1096 - 425 294 - 389 - 256






◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 0.860 1.12 1.06 12.9 0.915 1.43 1.55 0.910 0.145
63 - 0.899 1.33 0.861 0.849 1.27 1.04 1.58 0.327
86 - 1.39 - 1.18 1.019 - 0.920 0.658 2.06
109 - 2.56 - 0.992 0.927 - 0.908 - 0.598
132 - - - 3.49 0.789 - 1.09 - 0.427
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In the axial direction, l is the length of the deadleg L while in the radial direction l is the diameter D.
Assuming L = 1.51 m, D =0.05 m, and α =0.0016 m2 · s−1, the diffusion time can be obtained as τL = 1425
s (23.75 min) and τD = 1.562 s. The value of α is from Multiflash for methane/ethane (75/25 mol%) mixture
at 15 ◦C.
The calculations show that if there is only conduction, the temperature response to the sudden boundary
conditions change in the axial direction can be a couple of minutes while it can be only a few seconds in the
radial direction. Because of the short time scale, the temperature response in the radial direction is difficult
to exam in the current system. The response in the axial direction, on the other hand, can be tested.
Figure 10.11 shows the center temperature response to the header temperature change in the 2-inch
system. The system is filled with methane/ethane (75/25 mol%) mixture and the wall is kept at 20 ◦C.
The results show that the center temperature of all sections changes almost immediately after the header
temperature changes. At least it is within 30 s, which is the sampling interval. The results suggest that
in the axial direction the heat transfer time seems to be much faster than the characteristic diffusion time.
Natural convection is likely to be significant.
Figure 10.11: Center temperature response to header temperature change.
Another way to evaluate the significance of the natural convection is to calculate the radial heat transfer
coefficient h assuming there is no natural convection in the axial direction. The calculated coefficient can be
compared to the estimated values in the previous sections.
The deadleg pipes are cylindrical. If they are assumed to be angularly symmetrical, important coordinates
are only in the axial z direction and the radial r direction. Assuming no convection in z direction, the h in
the r direction between the gas and the wall is estimated by the following assumptions.
• The temperature gradient of the bulk gas is assumed to be only in z direction.
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• The center temperature at a certain height is equal to the average temperature at that height.
• The heat transfer between the gas and the wall is with an overall radial heat transfer coefficient h.
• The temperature gradients within the wall and between the coolant and the wall are neglected. The
wall is at a uniform temperature the same as the set chiller temperature.
• In the z direction, vz is assumed to be zero, that is, only the conduction is considered.
• The thermal conductivity k is assumed as a constant as 0.0317 W ·m−1 ·K−1. The dependence of k
on T between 0 ◦C and 100 ◦C can be fitted as equation 10.14. The dependence is weak. The change
from 0 ◦C to 100 ◦C is approximately 15%. 0.0317 W ·m−1 ·K−1is the average value from 4 ◦C to 80
◦C.
k = 4.455× 10−8T 2 + 4.072× 10−5T + 0.03002 (10.14)
The model can be used to calculate the heat transfer coefficient h from the energy balance.











































































= 2h (T − Tw) (10.18)
The boundary conditions are the temperature measurements at the specific distances.







If h is constant, solve equation 10.18 and obtain
T − Tw = c1 exp (λz) + c2 exp (−λz) (10.20)







θ = c1 exp (λζ) + c2 exp (−λζ) (10.21)
Apply the boundary condition ζ = 0, θ = 1, and obtain c1 = 1− c2. Equation 10.22 can be written as
θ = c1 exp (λζ) + (1− c1) exp (−λζ) (10.22)
The temperature gradient along the pipe is
dθ
dζ
= λ [c1 exp (λζ)− (1− c1) exp (−λζ)] (10.23)




c1 exp (λζ) < (1− c1) exp (−λζ) (10.25)
The only way for equation 10.25 to be valid at any ζ is for c1 6 0. However, when c1 < 0 and ζ is large
enough, there will be a ζ satisfying
exp (λζ) ≫ c2−c1
exp (−λζ) (10.26)
which lets θ to be negative and is contradictory to the physical scenario. Therefore, for a pipe with finite
length ζ, c1 may not be zero but should approach zero with increasing ζ.
Equation 10.23 is first used to fit each data set at given Tr, Tw, and pipe size. The algorithm is nonlinear
least square method with the Global Optimization Toolbox MultiStart solver in Matlab. The bound of c1 is
set as [−∞, 0]. The results show that all fittings reach the best with c1 = 0, which gives
θ = exp (−λζ) (10.27)
The fitting is then done by applying equation 10.21 individually to the 2-, 3-, and 4-inch pipe data.
Interestingly it has the same form as equation 10.3. Table 10.12 lists the fitting results. The results show
that the heat transfer coefficient h in all cases are in the same order of magnitude (100 mW ·m−2 ·K−1), but
is much smaller than those estimated from the condensation model and the thin deposit model. The values
of h at different conditions vary slightly in different pipes. NuD is also calculate to present dimensionless
heat transfer coefficient.
Given the heat transfer coefficient in Table 10.12, the radial heat flux at a certain z can be calculated
from equation 10.28.







Table 10.12: Estimation of the radial heat transfer coefficient h. The system is filled with nitrogen at 100
bar.
Pipe size (inch) 2 3 4









(10−3) 8.109 12.04 12.66
The results (Figure 10.12) show that qr increases with increasing Tr − Tw and pipe diameter. While the
trends are expected, the heat fluxes seem to be too small to be reasonable. The results suggest that the
convection should be significant and dominant in the axial heat transfer.
Figure 10.12: Heat flux at constant heat transfer coefficient at certain distance from the reservoir. The
system is filled with nitrogen at 100 bar. The solid lines are the results at Tr = 80
◦C and Tw = 4
◦C, while
the dashed lines are the results at Tr = 30
◦C and Tw = 15
◦C. The calculation of the 2-, 3-, and 4-inch
systems are colored in black, red, and blue, respectively.
One interesting question is whether the exponential form of equation 10.27 is a coincidence with equation
10.3. One explanation is that because the deadleg is a closed system, the average vz has to be zero. If the
system is considered as a black box, an effective thermal conductivity could be possible. While equation
10.27 is valid, the k in equation 10.27 should be written as an effective value keff instead of the actual value
of the gas. It is expected when using the correct keff , the correct h will be obtained.
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10.8.2 Heat transfer coefficient h as a function of distance z
When h is not a constant, the determination of the form of h is necessary to solve equation 10.18. Many
studies have found the the heat transfer coefficient h of a natural convection in an enclosure can empirically









where c1 is a constant normally ranging from 0 to 1, l is the characteristic length, and n is constant normally
ranging from 1/4 to 1/2 from fitting. From the scale analysis, n = 1/4 for Pr ≫ 1 [30].
Ra can be calculated from
Ral =




2 (Tb − Tw) l3
µk
(10.30)
where g is standard gravity, β is thermal expansion coefficient, Cp is heat capacity at constant pressure, ρ
is density, Tb is the temperature beyond the boundary layer, Tw is the wall temperature, l is characteristic
length, ν is kinematic viscosity, α is thermal diffusivity, µ is dynamic viscosity, and k is thermal conductivity.
All physical properties are evaluated at the average temperature.
In the deadleg system, Tb can be chosen as Tcenter. The characteristic length l is thus the diameter D
because it is the radial heat transfer coefficient of interests. Actually the length is the radius, but practically









ρ2 (Tcenter − Tw)
]n
(10.31)




ρ2 (Tcenter − Tw)
]n
(10.32)
where C ′ is a constant at a given n.





where p is pressure, M is molecular weight, Z is compressibility factor, R is gas constant, and T is temper-
ature.
Because the choice of Tb and l, and the considerably thin boundary layer, T in the calculation for Ra can
be approximately by Tcenter. In the deadleg system at 100 bar with nitrogen gas, the gas phase is close to
being an ideal gas. Based on the calculation from Multiflash 6.1 CPA model, Z = 0.997 at 0 ◦C, and 1.036
at 80 ◦C. Therefore it is appropriate to assume Z = 1.































where the Tcenter is simplified to T .






θn+1 (Tr − Tw)n+1
[θ (Tr − Tw) + Tw]2n
(10.37)
However, the equation cannot be used to fit all data at the same time as both Tr and Tw appear in the
equation.
Depending on the value of n, equation 10.36 may be analytically solved differently. The first-order
derivative in terms of T can be obtained analytically with ease, but it is not very helpful to obtain the
final solution. Generally the analytical solutions are not available, so equation 10.36 needs to be solved
numerically. Here, the equation is solved with Matlab ode45 function, which is based on Runge-Kutta (4,5)
formula, the Dormand-Prince pair. c3 is fitted to the data using the Global Optimization Tool to get the
best global estimate. However, because of the non-linearity, such method cannot guarantee that the results
are the actual best global fittings.
Generally the fittings agree very well with the experimental data. Table 10.13 lists the results of the
fittings with n = 1/4, 1/3, and 1/2 at several temperature boundary conditions.
Figure 10.13 and Figure 10.14 list the calculated h, Nu, and the radial heat flux qr. Two temperature
boundary conditions are calculated, Tr = 80
◦C and Tw = 4
◦C, and Tr = 30
◦C and Tw = 15
◦C. Different n
values show similar trends in all calculations. The results are of the same order of magnitude as those from
the constant h assumption, but are much smaller than those from the condensation model and the deposit
model.
Figure 10.13 shows that h decreases with increasing z, which results from decreasing radial temperature
gradient. The inflection points in the figures are caused by that the measured temperature fluctuates slightly
around the Tw. The inflection points are observed if the Tcenter increases a little (even 0.1
◦C) with increasing
z. The fluctuations are captured by the fittings are reflected on the calculated h.
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Table 10.13: Estimation of the constant c3 of the heat transfer coefficient. The system is filled with nitrogen
gas at 100 bar. All parameters are in SI units. The unit of c3 depends on the choice of n.
Tr (
◦C) 30 30 80 80
Tw (
◦C) 4 15 4 15
4D3n−2c3
k
2”, n = 1/4 186.20 232.04 85.068 98.126
2”, n = 1/3 333.29 501.64 170.58 207.93
2”, n = 1/2 1591.3 2950.9 684.13 837.98
3”, n = 1/4 120.47 194.57 52.449 62.572
3”, n = 1/3 262.87 450.84 104.06 126.65
3”, n = 1/2 1251.0 2416.9 408.50 517.29
4”, n = 1/4 48.972 83.670 37.635 53.292
4”, n = 1/3 103.34 182.07 73.863 107.24
4”, n = 1/2 458.07 899.50 283.62 432.51
c3
2”, n = 1/4 0.03489 0.04348 0.01594 0.01839
2”, n = 1/3 0.13207 0.19877 0.06759 0.08239
2”, n = 1/2 56.398 104.585 24.247 29.699
3”, n = 1/4 0.03685 0.05951 0.01604 0.01914
3”, n = 1/3 0.15416 0.26440 0.06103 0.07427
3”, n = 1/2 36.445 70.411 11.901 15.070
4”, n = 1/4 0.02182 0.03664 0.01677 0.02375
4”, n = 1/3 0.08190 0.14429 0.05854 0.08499
4”, n = 1/2 11.480 22.542 7.1078 10.839
Figure 10.13 shows that both h and Nu are generally larger at Tr = 30
◦C and Tw = 15
◦C than Tr =
80 ◦C and Tw = 4
◦C when z is not very large. Because at the end of pipe, the radial temperature gradient
becomes very small at Tr = 30
◦C and Tw = 15
◦C, h and Nu approach zero faster and become lower at a
large z at Tr = 30
◦C and Tw = 15
◦C. Analysis shows that the reason the higher h is partially the density
of the nitrogen gas, which is generally higher at Tr = 30
◦C than Tr = 80
◦C. The density brings the term
T 2 into 10.36 and potentially makes h higher at lower temperature.
A comparison of h among the pipe sizes is also interesting. At Tr = 80
◦C and Tw = 4
◦C, the values
of h are similar at the entrance of the pipe (small z). Because the temperature decreases more rapidly in a
smaller pipe, the order of h becomes 2-inch < 3-inch < 4-inch. At Tr = 30
◦C and Tw = 15
◦C, generally the
order of h is 4-inch < 2-inch < 3-inch. The reason of the observations are partially caused the pipe size itself.
Nu represents h in a dimensionless scale and Nu thus includes the effects of the pipe size. Figure 10.13
shows that at Tr = 80
◦C and Tw = 4
◦C, it becomes clear that Nu increases with increasing pipe diameter.
At Tr = 30
◦C and Tw = 15
◦C, Nu is smaller in the 2-inch, but are similar in the 3- and 4-inch, which also
agrees with the previous calculation by assuming a constant h (Table 10.12).
The heat flux at the wall can be calculated from equation 10.38.





(T − Tw) (10.38)
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The calculation of qr shows similar results to the previous calculation by assuming a constant h (Fig-
ure 10.12). It shows that qr is larger at Tr = 80
◦C and Tw = 4
◦C than Tr = 30
◦C and Tw = 15
◦C. It is
generally larger with increasing pipe diameter, except at the entrance of pipe at Tr = 30
◦C and Tw = 15
◦C. The reason may be caused by the fittings. The temperature measurement of the 4-inch has one more
point at 0.15 m. It may affect the slope and the values at the entrance.
10.9 Summary
In this chapter, the heat transfer in the deadleg system is analyzed. It is found that the radial temperature
gradient is small that the center temperature can be representative to the pipe cross-section. The center
temperature profiles at different distances to the header can be fitted with an exponential equation. While
the convection is significant in the axial direction, the fitting equation can be obtained by using an effective
conduction in the axial convection. The fitting equation is obtained from analyzing the temperature field
withou hydrate, but has been proven useful to predict the temperature with deposit and the plug locations.
The radial heat transfer coefficient is of interest. Different methods have been tried to estimate the heat
transfer coefficient. The calculation from the film condensation model show the coefficients are of the order





Figure 10.13: Non-constant heat transfer coefficients h and Nusselt number Nu. The solid lines are the
results at Tr = 80
◦C and Tw = 4
◦C, while the dashed lines are the results at Tr = 30
◦C and Tw = 15
◦C.
The calculation of the 2-, 3-, and 4-inch system are colored in black, red, and blue, respectively. h: (a) n =





Figure 10.14: Heat flux qr with non-constant heat transfer coefficient h. The solid lines are the results at
Tr = 80
◦C and Tw = 4
◦C, while the dashed lines are the results at Tr = 30
◦C and Tw = 15
◦C. The
calculation of the 2-, 3-, and 4-inch system are colored in black, red, and blue, respectively. (a) n = 1/4. (b)





The mass transfer in the deadleg mainly concerns with the water mass transfer. The water vaporizes from
the header, moves into the deadleg, condenses on the surface, and converts into hydrate. The saturation of
water can happen relatively fast due to the mixing in the header by the impeller. If assuming the gas phase is
saturated with water, then the key step becomes the water condensation. If the water condensation is faster
than the hydrate formation, then the hydrate deposition rate is independent of the water condensation. If
the water condensation rate is slower than the hydrate formation rate, then the hydrate deposition rate is
expected to be the same as the condensation, because there is only so much water to form hydrate.
Assuming the gas phase has only vapor, the water condensation occurs on the surface in the radial
direction. Because the heat transfer and the mass transfer occur at the same time, the analogy can be used
to estimate mass transfer coefficient from heat transfer coefficient. This chapter presents the results of using
such analogy. The heat analysis is described in the previous chapter.
11.2 Analogy among Transport Phenomena
If the governing equations of the heat, mass, and momentum transfers are in the same form (including
boundary conditions), they are analogous and their solutions should be also of the same form. In the
considered deadleg problem, the heat and mass transfers are coupled and occur at the same time. The system
can be conveniently considered in cylindrical coordinates. The governing equation of the heat transfer by





























and the boundary conditions are z = 0, T = Tr; r = R, T = Tw.





























and the boundary conditions are r = 0, CA = CA,r; r = R, CA = CA,w.
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In the equations, v, T , CA, r, and z are all non-dimensionalized. The ReL is the same in the two process.
It is obvious that in the equations the similarity parameters are Pr and Sc. Because the equations (equation
11.2 and equation 11.4) should give similar solutions, the dependence of Nu and Sh on Pr and Sc are
the same (equation 11.5 and equation 11.6) and the analogy can be used to relate the heat and the mass
transfer coefficients (equation 11.7) [80]. The statement is true even in the case where ρ, k, and ρDAB are
not constant. Re can be replaced by Ra in a natural-convection-dominant system as Re is usually difficult
to obtain.





























In equation 11.7, n needs to be determined to calculate the transfer coefficient ratio. The value of n is
different at different conditions, but is usually between 1/4 to 1/2.
11.3 Mass Diffusivity
11.3.1 Diffusivity of Binary Components
There are many correlations to estimate the diffusivity of a binary mixture. Because the experimental
measurement of water diffusivity in methane or ethane are not available, several models are used to estimate
such value. Figure 11.1 shows the results of several well-known models. The theoretical model-1 is obtained
by solving the Boltzmann equation [85]. The theoretical model-2 is the the simplified model-1 by assuming
ideal gas. The theoretical model-3 is the combination of the model-2 and the pressure correction proposed by
Takahashi [86]. The models by Wilke and Lee [87] and Fuller et al. [88] are proposed to estimate diffusivities
in gases, while the model by He and Yu [89] aims to estimate diffusivities in high-pressure and supercritical
fluids. The details of the models and the calculation are described in the Appendix.
Figure 11.1 shows that the values obtained from different models are generally of the same order of
magnitude, except the model by He and Yu at 1 bar. The reason could be that the parameters in the model
are optimized for high-pressure and supercritical fluids and are not suitable for low-pressure gases. The
model by Fuller also seems to fail for D32 at 100 bar and low temperature. The reason can be that ethane





Figure 11.1: Diffusivity estimation of water (3) in methane (1), ethane (2), and nitrogen (4). (a) D31 at 1
bar. (b) D32 at 1 bar. (c) D34 at 1 bar. (d) D31 at 100 bar. (e) D32 at 100 bar. (f) D34 at 100 bar.
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Figure 11.1 shows that the dependence of the diffusivities on temperature is not very strong, thus it
is appropriate to assume the diffusivities are constant at the average value over the temperature range.
Table 11.1 lists the average values of different models over the range of 4 ◦C to 80 ◦C. For the further
calculation, the average values of these models will be used.
Table 11.1: Average water diffusivities in CH4, C2H6, and N2 at 100 bar over 4
◦C to 80 ◦C.
Diffusivitya Model-1b Model-2b Model-3b Wilke-Lee Fuller He and Yu Average
D31 (10−3cm2 · s−1) 2.0882 2.3394 2.0734 3.4244 3.1060 0.8545 2.3143
D32 (10−3cm2 · s−1) 0.5841 1.5052 0.3888 3.2805 -c 0.2298 1.1977
D34 (10−3cm2 · s−1) 2.9202 2.8505 2.8588 2.5853 4.6277 4.4684 3.3852
a1 = methane; 2 = ethane; 3 = water; 4 = nitrogen.
bRefer to the theoretical models in the text.
cThe model seems to fail as the value is unreasonably low.
11.3.2 Blanc’s law
The deadleg system in the deposition experiments contains a three-component gas mixture, methane,
ethane, and water. The diffusion in a mixture can be described by the Stefan-Maxwell equation. In this study,
assuming the gas phase is just saturated with water, the water will be diluted. While the gas mixture can











where x = mole fraction; DAB = the diffusivity of A in B, [cm2 · s−1]; 1 = methane; 2 = ethane; 3 = water;
m = mixture.
Apply the values in Table 11.1 into equation 11.9, the diffusivity of water in the methane/ethane (75/25
mol%) mixture can be obtained as 1.8769× 10−3cm2 · s−1.
11.4 Obtain Mass Transfer Coefficient from Analogy
The thermal diffusivity α of the gas mixture can be calculated from Multiflash 6.1. The calculation by
CPA Infochem model shows that between 4 ◦C to 80 ◦C. α can be described by
α = 16.503− 0.0363T (11.10)
where α is in cm2 · s−1 and T is in ◦C. The average over the range is 14.98 cm2 · s−1, while it is 16.36
cm2 · s−1 at 4 ◦C and 13.60 cm2 · s−1 at 80 ◦C.
Assuming D = 1.8769× 10−3cm2 · s−1, h/hm can be obtained by 11.7. h is in W ·m−2 ·K−1 and hm in
m · s−1, while ρ is in kg ·m−3, Cp is in J · kg−1 ·K−1, and the water concentration is kg ·m−3. Figure 11.2
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shows the results of ρCp, Le, and h/hm.
(a) (b)
Figure 11.2: Calculated values of (a) ρCp, Le, and (b) h/hm. The units of h/hm are W ·m−2 ·K−1 and
m · s−1, repectively.
Figure 11.2 shows that because both ρCp and Le decrease with increasing T , h/hm decreases with
increasing T . The value of h/hm at 100
◦C is approximately 1/3 of the value at 0 ◦C. The value of h/hm
also depends on n. In the range of n = 1/4 to n = 1/2 and T = 0 ◦C to T = 100 ◦C, h/hm is in between
106 to 107.
Using the values of h obtained from the previous chapter, hm can be obtained. Figure 11.3 shows the
calculation results from Figure 10.9 and Figure 11.2 with n =1/4. The results with n =1/2 and 1/3 are
listed in the Appendix. The temperature used to evaluate h/hm is the Tsat of the corresponding h, which is
the bulk gas temperature. Similar to the results of h, the hm at the end of the pipe may have large errors
due to the singularity points.
Figure 11.3 shows that at n = 1/4, the hm from the condensation model are of the order of 10
−3 m · s−1.
It increases with increasing z, decreasing D, increasing Tr and increasing Tw, but the hm overall does not
change much with z, D, Tr and Tw.
The mass flux per unit area can be calculated by
ṁ = hm (csat − cs) (11.11)
where ṁ is the mass flux per unit area, kg · s−1 ·m−2; csat is the water concentration in the bulk gas, kg ·m−3;
cs is the water concentration close to the surface, kg ·m−3. The gas is assumed to be just saturated, so the
concentration equals to the solubility.
Figure 11.3 also shows the results of ṁ. Because the water solubility decreases exponential with decreasing
temperature and temperature decreases with increasing z, ṁ decreases rapidly with increasing z. ṁ does





Figure 11.3: Radial mass transfer coefficient hm and radial mass flux ṁ from film condensation model at
n = 1/4. hm is plotted in (a), (b), and (c). ṁ is plotted in (d), (e), and (f). The black, red, blue, and green
lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15 ◦C, 80/4 ◦C, 80/15 ◦C, respectively. (a),
(d) D = 2 inch. (b), (e) D = 3 inch. (c), (f) D = 4 inch.
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Using the fluxes, the total condensation of each section can be calculated. For example, the condensation







Table 11.2a shows the results of ṁt. Assuming the condensed water does not fall back to the header
and does not change the condensation rate, the cumulative water amount in a 7-day period can be further
calculated (Table 11.2b). The actual condensation should be smaller because the condensation can fall back
and the condensation/deposit increases the surface temperature which can reduce the condensation rate. If
only focusing on the order of the magnitude, the values are similar or comparable to the water recovery in
the deposition experiments.
Table 11.2: Cumulative condensation from film condensation model at n =1/4.
Pipe ID (inch) 2 3 4
(a) ṁt in section 5 (kg · s−1) 7.70× 10−7 2.06× 10−6 4.34× 10−6
(b) Cumulative condensation for 7 day in section 5 (kg) 0.466 1.24 2.62
(c) Cumulative condensation for 7 day in section 5 (mol) 25.9 68.9 145
Table 11.3 shows the calculated hm from the thin deposit model. h and corresponding T are listed in
Table 10.11. The results from the 3-inch system at Tr = 80
◦C and Tw = 15
◦C may not be accurate because
of the inaccurate recovery data. Overall the results are of the order of 10−4 m · s−1. The values are smaller
than those obtained from the film condensation model. The results also does not show any obvious trend
with z or D.
Table 11.3: hm from the thin deposit model at n =1/4.
Calculated hm (×10−4m · s−1)
Tr/Tw (
◦C) 80/-5 80/4 80/10 80/15
z (cm) 2” 3” 2” 3” 4” 2” 3” 2” 3”
40 1.90 1.81 2.34 2.08 1.10 3.19 2.49 2.04 0.24
63 - 1.29 2.53 1.24 1.97 2.42 1.50 3.06 0.47
86 - 1.82 - 1.56 1.06 - 1.22 1.19 0.27
109 - 3.11 - 1.24 0.92 - 1.14 - 0.76
132 - - - 4.16 0.77 - 1.32 - 0.52
11.5 Mass Transfer Coefficient from Film Condensation Model
Apart from using the analogy between the heat and mass transfer, the water condensation also provides
a method to estimate the mass transfer coefficient. At steady state, the heat transferred into a condensation
film should equal to the heat released from condensation. Therefore
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hfghm (csat − cs) = hfgṁ = h (Tsat − Ts) (11.13)
hm =
h (Tsat − Ts)
hfg (csat − cs)
(11.14)
Figure 11.4 shows the results by using the equation. h is obtained from Figure 10.9. The results of hm
almost follow the trend of h. hm increases with increasing z and decreasing D. The values of hm are much
larger than obtained from the analogy. The values are of the order of 100 m · s−1.
Even though the values seem unreasonable, they cannot be easily verified. The water condensation rate
is not monitored in the system. Without deposit, the condensation film/droplets will not be very different at
different condensation rate, because the excess water will fall back to the header. With deposit, the concern
also exists. Moreover, the deposit itself may possibly reduce the condensation to a different level, which
makes harder to compare to the deposition rate.
11.6 Summary
In this chapter, the mass transfer, mainly the water condensation, is analyzed. The analogy between
the heat and mass transfer is used to estimate the mass transfer coefficient hm. The values depend on the
relation between Nu and Pr. Assuming Nu ∝ Pr 14 , the results show that hm are of the order of 10−3
m · s−1 from the film condensation model, and 10−4 m · s−1 from the thin deposit model. Assuming the gas
is just saturated, hm can be used further calculate the mass flux. The calculated values are comparable with
the experimental results. hm can also be estimated by applying the energy balance on the condensation





Figure 11.4: Radial mass transfer coefficient hm from film condensation model and energy balance. The
black, red, blue, and green lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15 ◦C, 80/4 ◦C,
80/15 ◦C, respectively. (a) D = 2 inch. (b) D = 3 inch. (c) D = 4 inch.
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CHAPTER 12
SUMMARY OF HYDRATE DEPOSITION MECHANISM
12.1 Overview
Based on the discussion in the previous chapters, different stages of hydrate deposition can be drawn.
Figure 12.1 shows an illustration of the entire deposition process. The water first vaporizes from the liquid
form to the vapor form to get into the gas phase. The step occurs mainly in the header. Due to the convection
in the system, the water saturated vapor moves into the deadleg. The water vapor then condenses on the
cold surface (pipe wall or hydrate). Given enough subcooling, the condensed water converts into a hydrate
deposit on the surface. The water conversion changes with time as the driving force of hydrate deposition
changes. The hydrate starts with a thin layer but then grows and accumulates. The deposit at different parts
of the pipe grows in different rates, resulting in a non-uniform distribution. A hydrate plug may eventually
form.
Figure 12.1: Illustration of the hydrate deposition.
The following sections describes the water conversion in different stages of hydrate deposition, in an
attempt to establish a comprehensive description of hydrate deposition in deadlegs. In the initial discussion,
the pipe is assumed to be long enough for plugging, the time is assumed to be long enough for plugging and
the temperature conditions are suitable for hydrate deposition. The effects of the temperature and the pipe
size are discussed individually.
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In the discussion, several variables are defined to better illustrate the mechanism.
• ID: inner diameter of a deadleg.
• L: length of a deadleg.
• Llong: length of a deadleg if the gas bulk temperature can just be cooled to the Tw.
• Lp: distance of hydrate plugging to the header.
• ζ: dimensionless length or distance from the length/distance L divided by the inner diameter ID.
• Ts: temperature of the condensing surface.
• Tr: header temperature.
• Tw: pipe wall temperature.
• Tbulk: gas bulk temperature away from the surface boundary layer.
12.2 Hydrate Onset
Figure 12.2a shows the illustration of the water condensation before/at the hydrate onset. Before/at
hydrate onset, the deposit amount is negligible. If no hydrate, the system would be at some dynamic steady
state. Such steady state can be reached relatively fast based on the water level monitoring. However, in the
experiment, hydrate may start to form before the temperature reaches the set value.
In the case of no hydrate, the water vaporizes and is transported into the deadleg. The water vapor
then condenses on the pipe wall. The water amount in the figure is exaggerated for better illustration. The
condensed water, depending on the surface properties, may form a film or droplets. Figure 12.2b shows the
condensation in the 2-inch deadleg with Tr = 80
◦C and Tw = 24
◦C. In this study, water droplets form
on the steel surface. The water condensation has a limit. Once the amount reaches the limit, the gravity
will bring the water back to the header. At different positions of the pipe, the condensation rate should
be different given the different radial temperature gradients close to the wall, but the the amount of water
should not vary much, because the water can only exist as a thin layer or small droplets.
The cycle of water transfer is dynamic. The consumption of water occurs in the form of condensation.
Whether the condensed water forms hydrate or not, it reduces the water concentration close to the wall. The
water reduction from saturation generates a driving force for the water in the bulk gas to diffuse. Because
there must be a boundary layer close to the wall where the velocity approaches zero, the convection gradually
loses its importance in condensation, and diffusion becomes dominant. The water diffusion from the bulk
gas to the surface reduce the amount of water in the gas. This reduction then passes to the header to drive
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the water to vaporize. If there is no hydrate, the cycle reaches a steady state and the water level in the
header approaches a constant value.
Because of the temperature gradient within the deadleg, natural convection can occur, which may con-
tribute to the water transfer in the bulk gas much more than diffusion. If force convection exists in the
header, it may provide even more mixing in addition to the natural convection.
The steady state for water condensation is changed by the hydrate formation. Generally an increase of
Ts can be observed due to the exothermic hydrate formation and the hydrate insulation effect. Hydrates
preferably form at the water/gas interface . After the hydrate onset, the water still condenses on the surface,
but the deposit surface. Visual observation shows that the hydrate may start to form from a random spot in
the deadleg, but it extends rapidly to cover the entire pipe inner surface (approximately 20 min with Tw = 4
◦C).
(a) (b)
Figure 12.2: (a) Illustration of water condensation before hydrate onset. (b) Image of water condensation in
the 2-inch deadleg with Tr = 80
◦C and Tw = 24
◦C.
12.3 Hydrate Accumulation
After the hydrate onset, the deposit grows and accumulates until it reaches a steady state. Figure 12.3a
shows the illustration of this stage. The pipe is assumed to be long enough to cool the Tbulk to the Tw,
which is assumed to be below the HET (otherwise no hydrate can form). Different temperature boundary
conditions affect the growth rate, the plugging time, and the plugging location. The plugging location can
be defined as Lp.
Figure 12.4 shows an illustration of the deposition rate, the condensation rate, and the hydrate intrinsic





Figure 12.3: (a) Illustration of the hydrate deposit accumulation. (b) Image of section 2. (c) Image of section
5. Images (b) and (c) are taken in Exp #8, 3-inch system, no temperature sensor, after depressurization.
by the slower one of the condensation and the intrinsic formation. Close to Lp, the condensation and the
intrinsic formation reach a good balance and most hydrate forms around the location.
Above Lp, both the Tbulk and the radial temperature gradient are relatively low. The deposit growth
becomes mass transfer limited rather than thermodynamically limited. The condensation becomes the rate
limiting step. The deposit growth consumes the water as much as it condenses, but overall still very slow.
The deposit surface becomes rough with dendrites. The deposit is relatively porous and dry (low water
volume fraction). Figure 12.3b shows an image of this scenario. Because the growth in these areas will be
mass transfer limited throughout the entire deposition process, the high porosity and low wetness will remain
for a prolong period of time. Theoretically the porosity will decrease to zero at steady state, but it will take
much longer than the performed experiments.
Below Lp, the radial temperature gradient is usually significant as a result of the high Tbulk and the low
Ts. Because of the rich water supply, the initial deposit growth rate is fast and the wetness (water volume
fraction) is relatively high. On the other hand, the Tbulk is higher than the HET, which thermodynamically
prevents hydrate growth. The deposit growth decays rapidly over time and the deposit thickness approaches
the maximum value in a relatively short time. Even though water continues condensing on the deposit
surface, the deposit can barely grows. One evidence is that the Tbulk becomes unchanged after the initial
hydrate growth. The hydrate surface becomes smooth and covered with condensed water. Figure 12.3c shows
an image of this scenario. The water within the deposit, however, may continue converting to hydrate, but
the process is relatively slow because it relies on the gas diffusion. Over time, the porosity, as well as the
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Figure 12.4: Illustration of deposition rate at different positions of a deadleg. The length is assumed to be
long to allow plugging.
wetness, decreases.
12.4 Hydrate Plugging
Plugging can be defined as that deposit at any location fill the entire cross-section of the deadleg. When
a pipe is long enough, plugging is unavoidable. The distance of the plug to the header, as in the previous
discussion, can be written as Lp. Lp in fact is a range because the plug has a certain axial thickness. The
experiments of the 2-inch system show that the plug can extend from 5 cm to 10 cm (1-2 ID) depending on
the time and conditions.
Figure 12.5a shows the illustration of this stage. Once formed, the plug physically separates the deadleg
into two compartments. The mass transfer of water into the upper space is further reduced. The deposit
growth in the upper space becomes even slower and is usually negligible. The heat transfer towards the top
is also reduced to only conduction. The gas temperature in the upper space above Lp is observed to decrease
over time and eventually reaches the Tw. The gas temperature below the Lp will, on the opposite, increase
due to less cooling.
The observation shows that when a plug forms, the deposit thickness above it decreases rapidly with the
distance. The top of the deposit is relatively flat (Figure 12.5b). On the contrary, the deposit below the plug
is usually very close to a plug (Figure 12.5c). The deposit usually has filled the most of the cross-section





Figure 12.5: (a) Illustration of the hydrate plugging. (b) Image towards to the top of a plug. (c) Image
towards the bottom of a plug. Images (b) and (c) are taken in Exp #9, 2-inch system, no temperature
sensor, after depressurization.
time, the deposit can grow to fill the gap and the plug extends. The deposit extends in axial thickness until
its surface temperature reaches the HET.
Over time, the porosity and the wetness of the deposit, mainly below Lp, both decrease. The gas and
water can diffuse into the pores and convert the water and gas within the deposit into hydrate. Below Lp,
the deposit surface is likely to be covered with condensed water, forming a relatively smooth surface.
12.5 Effect of Pipe Size
At the same temperature boundary conditions, different pipes of different IDs may have different Llong
and Lp. However, in terms of the dimensionless length ζ, the values become similar. Figure 12.6 shows the
effect of the pipe size to the deposition. For convenience, the pipes are drawn with the same ID, but it is
the ζ’s that are compared.
When ζ > ζlong, plugging always occurs and ζp is independent of ζ. When ζp < ζ < ζlong, some evidences
show that the plugging location may slightly shift away from the header, but overall it is still close to ζp. In
the limiting case when ζ > ζp, plugging occurs at the top of a deadleg.
When ζ < ζp, hydrate can still form at the top of a deadleg, because top surface temperature is the same
as the wall and is lower than the HET. However, the high gas temperature will limit the axial expansion of
the plug to be only similar to the thickness at the wall, which rapidly decrease with decreasing ζ.
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Figure 12.6: Illustration of the pipe size effect.
12.6 Effect of Temperature
As discussed in the previous chapters, temperature plays an important role in hydrate deposition. With-
out a forced convection, the boundary conditions determines the temperature field, which determines the
condensation and the driving force of hydrate formation. The two factors together determine the hydrate
deposition. Figure 12.7 shows the temperature notation at various locations appearing in the discussion.
The condensation rate ṁ can be described as the product of a mass transfer coefficient hm times the
concentration difference between the bulk cbulk and the surface cs (equation 12.1). Table 12.1 summarizes
the effects of temperature to condensation.
ṁ = hm (cbulk − cs) = hm [f(Tbulk)− f(Ts)] (12.1)
The hm is affected by the flow, which is natural convection in the study. Natural convection is determined
by the temperature gradient in the deadleg, which is generally determined by the temperature difference
between the header Tr and the wall Tr. Larger the temperature difference, larger the hm.
Assuming the gas is water saturated, the concentration c is approximately a function of temperature f(T )
only and f(T ) increases exponentially with T . Tbulk can be approximately by Tcenter. When the Tr increases,
the Tcenter increases but the Ts remain unchanged, resulting in an increase of concentration difference. If there
is no hydrate, Ts can be approximately by Tw. When the Tw increases, the Tcenter increases by approximately




Figure 12.7: Illustration of the temperature notations at various locations. (a) Before hydrate onset. Only
water condensation on the wall. (b) After hydrate initial growth.
After hydrate onset and the initial growth, the Ts becomes the deposit surface temperature rather than
Tw. The effects of Tw thus becomes different in different parts of the deadleg. Below Lp, the deposit surface
approaches the HET regardless of the Tw. The Tcenter is also observed to be the same. The change in Tw thus
barely affects the condensation. Above Lp, the deposit is thin and its surface temperature is only slightly
higher than Tw, thus Ts changes with Tw. However, when the Tw increases, the Tcenter increases for almost
the same value, thus cbulk − cs should increase.
Table 12.1: Summary of the effects of Tr and Tw.
No hydrate
hm cbulk − cs ṁ
Tr ↑ ↑ ↑ ↑
Tw ↑ ↓ ↑ CBDa
With deposit, below Lp
hm cbulk − cs ṁ
Tr ↑ ↑ ↑ ↑
Tw ↑ -b - -
With deposit, above Lp
hm cbulk − cs ṁ
Tr ↑ ↑ ↑ ↑
Tw ↑ ↓ ↑ CBD
aCBD means cannot be determined.
b“-” means no change.
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The temperature effect on the hydrate distribution can be seen from its effect on the HSR, where the
temperature is at or below the HET. The HSR changes with the growing deposit, because the deposit
changes the temperature field inside the deadleg. However, it is observed that the deposit usually increase
the temperature below Lp, which pushes the HSR away from the header. Therefore, the estimation of the
HSR without any deposit can give a conservative estimation of the distribution.
The quantitative prediction of the HSR is system specific. In the case of no hydrate, the dimensionless
temperature field shows good scalability among different pipes, which can be considered as a result of the non-
dimensionalization of the governing equation. The dimensionless temperature θ can be defined as equation
12.2. Using the correlation of the temperature T , the distance z, and the radius r, the HSR can be obtained.
Equation 12.3 is the correlation obtained from the study relating θ and the dimensionless distance ζ. It does





θ = exp(−aζ); a = constant; ζ = z
ID
(12.3)
Equation 12.2 shows that θ monotonically decreases with increasing Tr or Tw, when Tr < T < Tw.
Equation 12.3 shows that decreasing θ corresponds to increasing ζ. Therefore, when Tr or Tw increases, the
HSR shrinks away from the header.
Equation 12.2 also suggests that, because the HET is an absolute value, in a dimensionless system, the
HET varies at different Tr and Tw. The results of the previous chapters suggest that a simple correlation
between the plugging location and Tr and Tw could be possible, but more data are needed to verify whether
it is specific to the current system.
In practice, a critical value of hydrate amount in a certain period may be needed in hydrate management.
Understanding of the temperature effects on the kinetics is thus important. Figure 12.8 shows the illustration
of the temperature effects on the overall deposition rate depend on the pipe length. Tr and Tw are have
different effects. The pipes at different points are assumed of the same ID for simplicity. The straight line
represent where the pipe length L equals the plug position Lp. Points B and D are on the line. At point A,
L > Lp, and at points E and C, L < Lp.
Figure 12.8b shows the deposit amount changes when the temperature in Figure 12.8a is Tr. From A to
B, the increasing Tr enhances the condensation. Because the temperature is sufficiently low, the increasing
condensation increases the deposition rate from the beginning until it approaches the steady state when
the rate slows. Ultimately the amount of A and B can reach similar values. From B to C, the increasing
Tr becomes so high that it reduces the HSR. Initially the deposition occurs on the wall and the increasing
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Tr may increase the growth rate by increasing the condensation. However, as the deposit gets close to the
thermodynamic limit, the growth rate slows down rapidly. The final deposit amount of C is also less than
B because of the reduced HSR. From A to D, only L changes, but it does not change much the major part
of the pipe where most hydrates form. The deposition rate of A and D are thus very similar. From D to E,
the initial growth rate may be similar. The shrinking L reduces the HSR and the potential hydrate amount.
The final amount of E and C may not be compared unless the exact conditions are given. Their amount in
Figure 12.8b is for illustration only.
Figure 12.8c shows the deposit amount change when the temperature in Figure 12.8a is Tw. From A to
B, the increasing Tw reduces the subcooling, and sequentially the deposition rate. However, if the pipe is
long enough, the deposit eventually will still form a plug. The amount of B thus eventually catches up with
A. From B to C, the increasing Tw continues to reduce subcooling and the deposition rate. Moreover, it
also reduces the HSR, which reduces the potential hydrate amount. From A to D, like the previous analysis,
there are not many changes. From D to E, the shrinking L reduces the HSR and the potential hydrate





Figure 12.8: Illustration of temperature effects on hydrate amount. (a) Pipe length and temperature of
point A to E. The temperature is Tr for (b) and Tw for (c). From A, B to C, the temperature increases with
the same pipe length. From A, D, to E, the pipe length decreases with the same temperature. (b) Hydrate
deposit amount changes at points A to E when the temperature in (a) is Tr. (c) Hydrate deposit amount





Hydrate deposition has been identified as a challenge in deadlegs. However, little to no research has
been done to study the mechanism and the risks of the deposition. The overall objective of this study is to
qualitatively and quantitatively study the process in a model system.
The system allows the control of header temperature, wall temperature, pressure, flow pattern, and
gas/liquid compositions. Pipes with different sizes are also interchangeable. With the tests with the different
environment variables, the following conclusions can be drawn.
• The tests with different temperature conditions find the mutual effects of the temperature field and
the deposition. Temperature is observed to significantly affect distribution and formation rate. The
deposit, in turn, gradually changes the temperature profiles.
• The header temperature has significant effects on deposition rates and deposit distributions. With
increasing header temperature, the temperature inside a deadleg generally increases. If the pipe is long
enough, such temperature increase brings the increase in condensation and thus the deposition rate.
If the pipe is not long enough, the temperature increase limits the hydrate deposition only close to the
wall. In both scenarios, the distribution shifts away from the header.
• The wall temperature is more influential to the deposition rates, because it directly affects the sub-
cooling. With increasing wall temperature, the deposition rate greatly reduces. However, if the pipe
is long enough, the plugging is still unavoidable, but just delayed. With increasing wall temperature,
the distribution only shifts slightly away from the header.
• The characteristic parameter of the pipe length is found to be L/ID. When L/ID increases, the tem-
perature at the same distance to the header decreases and the plugging time shortens. In the scale of
L/ID, the deposit distribution becomes similar in different pipes.
• Condensation is expected to be important for deposition. Glycerol is used to control the water vapor
content and thus the condensing rate. It is found that at low reservoir temperature, the reduction in
water vapor content can be proportional to the reduction of deposition rate. At high reservoir temper-
ature, no significant change is observed. The observation suggests that at low reservoir temperature,
the condensation rate is the rate limiting step.
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• A blower is used to test the possible effects from a mixed convection. The changed convection is
observed to change the temperature field. However, within the tested time and the blower capabilities,
no significant change is observed in the hydrate deposition.
• The center temperature profiles can be fitted very well in a dimensionless scale by an exponential
equation. The fittings can be obtained by using an effective thermal conductivity to replace the
convection in the axial direction.
• Using the fitting equation, it is verified than the deposit below Lp mostly is relatively thin. The plug
position can also be estimated under this assumption.
• Without the use of the blower, the system is dominated by natural convection. Attempts are made
to obtain the heat transfer coefficients with the assumption of no convection. Values obtained from
fitting the data are unreasonably small, which validates the significance of the convection.
• From the film condensation model and the thin deposit model, the heat coefficient is obtained. The
mass transfer coefficient is further obtained by using the heat and mass transfer analogy. The results
from the film condensation model may be over estimated, while the results from the thin deposit model
are more reasonable.
13.2 Significance of the Work
Prior to this work, few to no study is available about the hydrate deposition in deadlegs. This work
was initiated to fill the need to better manage hydrate deposition in deadlegs. Overall the results have
successfully increased the fundamental understanding of the deposition mechanism. The significance of this
study can be summarized into the following points.
• This study established an apparatus and an experimental procedure to systematically investigate the
hydrate deposition in deadlegs. The apparatus and the procedure have set good basis for future studies.
• The apparatus uses large pipe sizes in terms of the diameter to mimic real deadleg. This study also uses
the temperature conditions similar to the real scenarios. The experimental results are thus considered
to be more representative to the real scenarios than those from small-scale apparatus or experiments
with mild conditions.
• This study is one of the first to investigate hydrate deposition in deadlegs. The results illustrate the
deposition mechanism in deadlegs, which has not been reported before. The results also confirm the
possible risks in real deadlegs. The risks of hydrate deposition can be defined by total amount, deposit
thickness, growth rate, and deposit distribution.
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• This study include experiments until plugging and far beyond plugging. For example, the experiment
#1 of the 2-inch system was run for 84 days, while the estimated plugging time is approximately 10
days. It is a rare experimental evidence which shows the development of the deposit after plugging.
• This study pioneers the effects of different variables of hydrate deposition in deadlegs. While some
of the effects (e.g., temperature) can be qualitatively expected from theoretical analysis, the effects
were quantitatively unknown until now. Moreover, some of the effects are hard to predict from theory
(e.g., time). The effects on both thermodynamics and kinetics are quantitatively investigated. The
thermodynamic effects of the variables are especially well studied, i.e., the hydrate stable region, the
hydrate plug location, maximum deposit thickness, and etc. Quantitative information of the kinetics
is also obtained, i.e., plugging time, initial growth rates, and etc.
• This study has stressed the importance of temperature in hydrate deposition. Correlations have been
attempted through engineering approaches (fitting). The center temperature of the deadleg is corre-
lated to the distance to the header. The plug location is also correlated to the center temperature.
These correlations are useful to predict the deposit properties (e.g., plug location, thickness located
away from the plug at the given conditions. These correlations also suggest that a better description
of temperature field can potentially create a better model to predict more deposit properties (e.g.,
complete thickness profile). If the correlations are further proven to be general, they will be very useful
in the design of actual deadlegs.
13.3 Recommendations of Future Work
The thermodynamic aspects of hydrate deposition in deadlegs have been relatively well described from
the study. However, the knowledge of the kinetics still has not reached a satisfactory level to accurately
predict the amount of deposit and its distribution at any given time point. The goal to establish a general
comprehensive model requires more effects to better quantitatively describe the process.
Moreover, more efforts are needed to better mimic real complex deadlegs. The goal requires studies at
different boundary conditions, flow conditions, gas and liquid compositions, and deadleg geometries.
The recommendations of the future work emerging from this thesis are listed below.
13.3.1 Characterization of the intrinsic deposit properties
The intrinsic deposit properties of interests include porosity, gas fraction, water fraction, thermal con-
ductivity, and so on. Current work has shown that these properties are different at different locations. The
unexpected complexity raises the new needs for better characterization. The knowledge of these properties
are necessary to obtain the exact hydrate amount and build a kinetic model.
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To achieve the goal, additional experimental procedure and more scientific tools are necessary. This work
has shown the possibility to take hydrate samples after depressurization. Because of the relatively low dis-
sociation rate at low temperature, the deposit samples can relatively well survive from the depressurization.
The samples can be preserved in liquid nitrogen and taken for other inspection. Such procedure is usually
more applicable because the characterization tool may not be available at the time when or at the place
where running an experiment. Samples can also be taken at as many locations as possible to study the
spatial variation. Nonetheless, non-destructive tools are always preferred due to the simplicity in operation
and the confidence in the result validity.
Many tools may be possible to better measure the porosity, including gamma-ray/X-ray/ultrasonic den-
sitometers. Tomography tools are also helpful, such as MRI, electrical capacitance tomography, X-ray
computed tomography and so on. Because no one property shows significant difference among gas, hydrate,
and water, a combination of the tools may be necessary.
Measuring the heat flux in the deadleg system is helpful to verify different models. There are at least two
approaches. One approach is to measure the flow rate into the cooling jacket and the temperature change.
Another is to use surface temperature sensors on the inner and outer side of the surface.
13.3.2 Online characterization of deposit properties
Current studies have revealed that most deposit properties may change over time, better online mea-
surement, if possible, can provide much convenience in the experiment design and the result analysis. This
working direction is recommended for all possible new scientific tools, but also for the current characterization
methods.
One important aspect is the thickness profile. In the current study, the thickness is not easily measured, let
alone to measure it in situ and in real time . The direct measurement can only by done after depressurization.
It is always a concern of possible deposit thickness change during the depressurization. If the system is not
depressurized, the thickness profiles can only be roughly estimated per section. An improvement of the
method can be very helpful to establish a kinetic model.
In the current study, the visual observation is mainly conducted from the top window. Due to the density
gradient, only the top portion can be clearly observed. Because it is not possible to change the density, it
is only realistic to change the camera location. A camera may be placed at the bottom part of the pipe
to get real-time observation. The challenge is that the camera should not affect the flow in the deadleg.
Alternatively the camera may be designed to be movable and take pictures only periodically.
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13.3.3 Tests with deadlegs of constant heat flux boundary conditions
In this study, the boundary conditions are chosen as constant temperature. The cooling jacket is assumed
to act as an infinite heat sink, which mimics the subsea environment. Deadlegs, however, also exist in onshore
facilities, where the cooling is by air and may not be as efficient. If there is not adequate heat removal, the
system temperature will keep increasing and the hydrate deposition can become limited. The risks associated
with the deposition will also change. Therefore, it is of good value to study the hydrate deposition in deadlegs
with different heat removal rates.
13.3.4 Tests with a better characterized mixed convection
In the current study, the additional forced convection does not bring a strong change to the hydrate
deposition. However, because the flow is well characterized, it is unsure whether the flow is strong enough
to be compared to the forced convection in the real flowlines. A flow meter can be used to quantify the flow
rate. Velocity field measurement can also be considered to understand the flow effects.
13.3.5 Tests with different gas and liquid compositions
This study has mostly used methane/ethane (75/25%) mixture and pure water. To better understand the
hydrate deposition under the real deadleg conditions, other gas and liquid compositions need to be tested.
For example, it would be valuable to test with natural gas to confirm whether the deposition process is similar
to that with the methane/ethane mixture. In real flowlines, the header rarely has only pure water. This
study has covered the effects of glycerol, which should be similar to glycols. It is important to investigate
whether other components, especially volatile hydrocarbons, have a significant effect on hydrate deposition.
13.3.6 Tests with deadlegs of complex geometries
In the real flowlines, as discussed in the introduction chapter, deadlegs consist of many lengths and
geometries. Current study has not considered any geometry other than straight vertical pipes. The shapes,
such as S-, U-, and L-types, and inclinations may have significant effects on the deposition, because water
transport phenomena can be very different.
13.3.7 A mathematical model
One objective of the work is to establish a kinetic model. The expectations are to predict hydrate
amount, properties, and distribution over time at various given conditions, including temperature, pressure,
gas species, flow pattern, deadleg specifications, etc. The current study suggests that the starting point can
be temperature, because temperature is found to be a key parameter in the hydrate deposition. Future work
194




[1] E. Dendy Sloan, Carolyn Ann Koh, and Amadeu Sum. Natural gas hydrates in flow assurance. Gulf
Professional Publishing, 2010.
[2] Keijo Kinnari, Jan Hundseid, Xiaoyun Li, and Kjell Magne Askvik. Hydrate management in practice.
Journal of Chemical & Engineering Data, 60(2):437–446, 2015.
[3] Knud Lunde, Keijo Kinnari, and Catherine Labes-Carrier. Deadleg. US Patent App. 12/680,131, Sep.
23, 2008.
[4] Standards Norway. Process system design. edition 1, august 2014 (norsok p-002:2014), 2014. URL http:
//www.standard.no/en/webshop/ProductCatalog/ProductPresentation/?ProductID=708100.
[5] Standards Norway. Piping system layout, design and structural analysis. edition 4. july
2016 (norsok l-002:2016), 2014. URL https://www.standard.no/en/webshop/ProductCatalog/
ProductPresentation/?ProductID=825201.
[6] International Organization for Standardization. Thermal insulation for building equipment and indus-
trial installations – calculation rules (iso 12241:2008). URL https://www.iso.org/standard/41703.
html.
[7] Donald La Verne Katz. Handbook of natural gas engineering. McGraw-Hill, 1959.
[8] Zhongxin Huo, Keith Hester, E. Dendy Sloan, and Kelly T. Miller. Methane hydrate nonstoichiometry
and phase diagram. AIChE journal, 49(5):1300–1306, 2003.
[9] Riki Kobayashi and Donald L. Katz. Methane hydrate at high pressure. Journal of Petroleum Technol-
ogy, 1(03):66–70, 1949.
[10] P. K. Notz. Discussion of the paper ”the study of separation of nitrogen from methane by hydrate
formation using a novel apparatus”. Annals of the New York Academy of Sciences, 715(1):425–429,
1994.
[11] J. L. Creek. Efficient hydrate plug prevention. Energy & Fuels, 26(7):4112–4116, 2012.
[12] M. A. Habib, S. A. M. Said, H. M. Badr, I. Hussaini, and J. J. Al-Bagawi. Effect of geometry on flow
field and oil/water separation in vertical deadlegs. International Journal of Numerical Methods for Heat
& Fluid Flow, 15(4):348–362, 2005.
[13] M. A. Habib, H. M. Badr, S. A. M. Said, I. Hussaini, and J. J. Al-Bagawi. On the development of
deadleg criterion. Journal of fluids engineering, 127(1):124–135, 2005.
[14] M. A. Habib, H. M. Badr, S. A. M. Said, E. M. A. Mokheimer, I. Hussaini, and M. Al-Sanaa. Charac-
teristics of flow field and water concentration in a horizontal deadleg. Heat and mass transfer, 41(4):
315–326, 2005.
[15] Hilde Andersen. Computational study of heat transfer in subsea deadlegs for evaluation of possible
hydrate formation. Master’s thesis, Telemark University College, Porsgrunn, Norway, 2007.
196
[16] Jing Jing Cai, Majid Abedinzadegan Abdi, Kelly Hawboldt, Candice Sundgaard, Mohammad Haghighi,
et al. Hydrate prevention in subsea oil production dead-legs. InOffshore Technology Conference. Offshore
Technology Conference, 2013.
[17] Ola Hagemann. Cool down of subsea dead-leg with a cold spot. Master’s thesis, University of Oslo,
Osla, Norway, 2014.
[18] Stig Kàre Kanstad and Erik Nilsen. Heat transport dead leg. US Patent App. 13/320,990, May 25,
2010.
[19] Eli-Marie W. Sundt. Numerical and analytical study of steady state and transient heat transfer in liquid
filled dead legs. Master’s thesis, University of Stavanger, Stavanger, Norway, 2012.
[20] Mahmoud Nazeri, Bahman Tohidi, Antonin Chapoy, et al. An evaluation of risk of hydrate formation
at the top of a pipeline. Oil and Gas Facilities, 3(02):67–72, 2014.
[21] Randi Moe, S Sørbye, Ketil Skogen, and Cecilie Lofseik. A comparison of experimental data and cfd pre-
dicted cool down in subsea equipment. In the 4th conference on CFD in the oil and gas, SINTEF/NTNU,
Throndhein, 2005.
[22] Keijo J. Kinnari, Kjell M. Askvik, Xiaoyun Li, Xianwei Zhang, Jeong-Hoon Sa, Bo Ram Lee, and
Amadeu K. Sum. Hydrate management of deadlegs in oil and gas production systems - background and
development of experimental systems. Unpublished manuscript, 2017.
[23] M. Robert. Corkscrew flow pattern in piping system dead legs. Technical report, Electricite de France
(EDF), 92-Clamart (France), 1992.
[24] Gerald Robert Bloom. Turbulent hydraulic penetration from turbulent pipe flow into stagnant columns.
PhD thesis, Washington State University, Pullman, WA, USA, 1978.
[25] Daniel C. Coyle. A Thermal-fluid Analysis of Piping Dead-legs in High Purity Water Systems. PhD
thesis, School of Mechanical & Manufacturing Engineering, Dublin City University, Ireland, 2007.
[26] K. Asteriadou, A. P. M. Hasting, M. R. Bird, and J. Melrose. Computational fluid dynamics for
the prediction of temperature profiles and hygienic design in the food industry. Food and bioproducts
processing, 84(2):157–163, 2006.
[27] Konstantia Asteriadou, Tony Hasting, Michael Bird, and John Melrose. Predicting cleaning of equipment
using computational fluid dynamics. Journal of food process engineering, 30(1):88–105, 2007.
[28] Konstantia Asteriadou, Anthony P. M. Hasting, Michael R. Bird, and John Melrose. Exploring cfd
solutions for coexisting flow regimes in a t-piece. Chemical Engineering & Technology, 32(6):948–955,
2009.
[29] Trine Jelstad Olsen, Pavel Barta, Atle Jensen, et al. Thermal design recommendations for subsea
deadlegs: Part i. model verification and layout. In The Twenty-fourth International Ocean and Polar
Engineering Conference. International Society of Offshore and Polar Engineers, 2014.
[30] Oleg G. Martynenko and Pavel P. Khramtsov. Free-convective heat transfer: with many photographs of
flows and heat exchange. Springer Science & Business Media, 2005.
[31] John A. Clark. Cryogenic heat transfer. Advances in Heat Transfer, 5:325–517, 1969. doi: 10.1016/
S0065-2717(08)70132-1.
197
[32] J. Hiddink. Natural convection heating of liquids, with reference to sterilization of canned food. Wa-
geningen : Centre for Agricultural Pub. and Documentation, 1975.
[33] M. Holzbecher and A. Steiff. Laminar and turbulent free convection in vertical cylinders with internal
heat generation. International Journal of Heat and Mass Transfer, 38(15):2893–2903, Oct 1995. doi:
10.1016/0017-9310(95)00031-4.
[34] A. Lemembre and J.-P. Petit. Laminar natural convection in a laterally heated and upper cooled vertical
cylindrical enclosure. International Journal of Heat and Mass Transfer, 41(16):2437–2454, Aug 1998.
doi: 10.1016/S0017-9310(97)00367-0.
[35] R.J. Goldstkin and S. Tokuda. Heat transfer by thermal convection at high rayleigh numbers. Inter-
national Journal of Heat and Mass Transfer, 23(5):738–740, May 1980. doi: 10.1016/0017-9310(80)
90022-8.
[36] J. F. Stelzer and G. P. Scheidler. Natural convection heat transfer in closed gas-filled tubes. In Proc.
6th Int. Heat. Transfer Conf., pages 263–267, Toronto, Canada, 1978.
[37] Stefan Schneider and Johannes Straub. Laminar natural convection in a cylindrical enclosure with
different end temperatures. International Journal of Heat and Mass Transfer, 35(2):545–557, Feb 1992.
doi: 10.1016/0017-9310(92)90289-5.
[38] Egidio (Ed) Marotta, Sumit Arora, and Mauricio A. Sanchez. Natural convection within an elongated
vertical cylinder: Heat loss from bore of oil well christmas tree. Journal of Thermal Science and
Engineering Applications, 6(3):031005, Feb 2014. doi: 10.1115/1.4026220.
[39] Marcelo M. Ganzarolli and Luiz F. Milanez. Natural convection in rectangular enclosures heated from
below and symmetrically cooled from the sides. International Journal of Heat and Mass Transfer, 38
(6):1063–1073, Apr 1995. doi: 10.1016/0017-9310(94)00217-J.
[40] D. L. O’neal and Tree D. R. A review of frost formation in simple geometries. ASHRAE trans, 91(2):
267–282, 1985.
[41] Jose Iragorry, Yong-Xin Tao, and Shaobo Jia. Review article: A critical review of properties and models
for frost formation analysis. HVAC&R Research, 10(4):393–420, 2004.
[42] Y. Hayashi, A. Aoki, S. Adachi, and K. Hori. Study of frost properties correlating with frost formation
types. Journal of heat transfer, 99(2):239–245, 1977.
[43] Ali R. Tahavvor and Mahmood Yaghoubi. Experimental and numerical study of frost formation by
natural convection over a cold horizontal circular cylinder. International Journal of Refrigeration, 33
(7):1444–1458, 2010.
[44] Ali R. Tahavvor and Mahmood Yaghoubi. Prediction of frost deposition on a horizontal circular cylinder
under natural convection using artificial neural networks. international journal of refrigeration, 34(2):
560–566, 2011.
[45] Cem Sarica and Ekarit Panacharoensawad. Review of paraffin deposition research under multiphase
flow conditions. Energy & Fuels, 26(7):3968–3978, 2012.
[46] Kosta J. Leontaritis et al. The wax deposition envelope of gas condensates. In Offshore Technology
Conference. Offshore Technology Conference, 1998.
198
[47] L. F. A. Azevedo and A. M. Teixeira. A critical review of the modeling of wax deposition mechanisms.
Petroleum Science and Technology, 21(3-4):393–408, 2003.
[48] Ararimeh Aiyejina, Dhurjati Prasad Chakrabarti, Angelus Pilgrim, and M. K. S. Sastry. Wax formation
in oil pipelines: A critical review. International journal of multiphase flow, 37(7):671–694, 2011.
[49] E. D. Burger, T. K. Perkins, and J. H. Striegler. Studies of wax deposition in the trans alaska pipeline.
Journal of Petroleum Technology, 33(06):1–075, 1981.
[50] C. R. Wilke and Pin Chang. Correlation of diffusion coefficients in dilute solutions. AIChE Journal, 1
(2):264–270, 1955.
[51] Donald F. Othmer and Mahesh S. Thakar. Correlating diffusion coefficient in liquids. Industrial &
Engineering Chemistry, 45(3):589–593, 1953.
[52] Myo T Tyn and Waclaw F Calus. Diffusion coefficients in dilute binary liquid mixtures. Journal of
Chemical and Engineering Data, 20(1):106–109, 1975.
[53] W. Hayduk and B. S. Minhas. Correlations for prediction of molecular diffusivities in liquids. The
Canadian Journal of Chemical Engineering, 60(2):295–299, 1982.
[54] Jason W. Lachance, Larry D. Talley, Don P. Shatto, Douglas J. Turner, and Michael W. Eaton. For-
mation of hydrate slurries in a once-through operation. Energy & Fuels, 26(7):4059–4066, 2012.
[55] M. N. Lingelem, A. I. Majeed, and E. Stange. Industrial experience in evaluation of hydrate formation,
inhibition, and dissociation in pipeline design and operation. Annals of the New York Academy of
Sciences, 715(1):75–93, 1994.
[56] Frank Dorstewitz and Dieter Mewes. The influence of heat transfer on the formation of hydrate layers
in pipes. International journal of heat and mass transfer, 37(14):2131–2137, 1994.
[57] Kruka V.R. Hatton, G.J. Hydrate blockage formation - analysis of werner bolley field test data. DeepStar
Report 5209-1, 2002.
[58] Joseph W. Nicholas. Hydrate deposition in water saturated liquid condensate pipelines. PhD thesis,
Colorado School of Mines, Golden, CO, USA, 2008.
[59] Ishan Rao. Multiphase flow modeling and deposition of hydrates in oil and gas pipelines. PhD thesis,
Colorado School of Mines, Golden, CO, USA, 2013.
[60] Giovanny A. Grasso. Investigation of hydrate formation and transportability in multiphase flow systems.
PhD thesis, Colorado School of Mines, Golden, CO, USA, 2015.
[61] E. Dendy Sloan Jr and Carolyn Koh. Clathrate hydrates of natural gases. CRC press, 3rd ed. edition,
2007.
[62] William F Waite, Laura A Stern, SH Kirby, William J Winters, and DH Mason. Simultaneous determi-
nation of thermal conductivity, thermal diffusivity and specific heat in si methane hydrate. Geophysical
Journal International, 169(2):767–774, 2007.
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Figure A.1: Temperature profiles of exp 1 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Center. (d)
Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C and Tw = 4
◦C. In
(a) and (b), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black,
red, blue, magenta, and green, respectively. In (c) and (d), the readings from RTDs located in sections 1 to






Figure A.2: Temperature profiles of exp 12 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.3: Temperature profiles of exp 13 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.4: Temperature profiles of exp 14 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.5: Temperature profiles of exp 15 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.6: Temperature profiles of exp 16 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.7: Temperature profiles of exp 17 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.8: Temperature profiles of exp 18 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section 5.
(d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and
Tw = 4
◦C. The impeller in the header is at 100 RPM. In (a), (b) and (c), the readings from RTDs located
at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively.







Figure A.9: Temperature profiles of exp 19 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 60
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.10: Temperature profiles of exp 20 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.11: Temperature profiles of exp 21 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 1
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.12: Temperature profiles of exp 22 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 1
◦C. The system is at 30 bar. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10,
15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and







Figure A.13: Temperature profiles of exp 23 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.14: Temperature profiles of exp 24 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.15: Temperature profiles of exp 25 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C and Tw = −5 ◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from






Figure A.16: Temperature profiles of exp 26 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C
and Tw = 7
◦C. The system is at 34 bar. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10,
15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and







Figure A.17: Temperature profiles of exp 27 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 7
◦C. The system is at 34 bar. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10,
15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and







Figure A.18: Temperature profiles of exp 28 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 7
◦C. The system is at 29 bar. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10,
15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and







Figure A.19: Temperature profiles of exp 29 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 7
◦C. The system is at 26 bar. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10,
15, and 25 mm from the wall are colored in black, red, blue, magenta, and green, respectively. In (d) and







Figure A.20: Temperature profiles of exp 30 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 7
◦C. The system is at 34 bar with 40 mol% glycerol in the header. In (a), (b) and (c), the readings
from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and
green, respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black,






Figure A.21: Temperature profiles of exp 31 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.22: Temperature profiles of exp 32 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.23: Temperature profiles of exp 33 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C
and Tw = 4
◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.24: Temperature profiles of exp 34 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings
from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and
green, respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black,






Figure A.25: Temperature profiles of exp 35 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.26: Temperature profiles of exp 36 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.27: Temperature profiles of exp 37 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.28: Temperature profiles of exp 38 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. The system is with 60 mol% glycerol in the header. The system was interrupted by a
power outage. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 15, and 25 mm from the wall
are colored in black, red, blue, magenta, and green, respectively. In (d) and (e), the readings from RTDs






Figure A.29: Temperature profiles of exp 39 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings
from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and
green, respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black,






Figure A.30: Temperature profiles of exp 40 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.31: Temperature profiles of exp 41 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.32: Temperature profiles of exp 42 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings
from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and
green, respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black,






Figure A.33: Temperature profiles of exp 43 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C
and Tw = 4
◦C. The system is with 60 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.34: Temperature profiles of exp 44 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C
and Tw = 4
◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.35: Temperature profiles of exp 45 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 30
◦C
and Tw = 4
◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure A.36: Temperature profiles of exp 46 of the 2-inch system. (a) Section 3. (b) Section 4. (c) Section
5. (d) Center. (e) Surface temperature. The experimental temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. The system is with 40 mol% glycerol in the header. In (a), (b) and (c), the readings
from RTDs located at 1, 5, 10, 15, and 25 mm from the wall are colored in black, red, blue, magenta, and
green, respectively. In (d) and (e), the readings from RTDs located in sections 1 to 5 are colored in black,
red, blue, magenta, and green, respectively.
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Figure B.1: Temperature profiles of exp 15 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 80
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.2: Temperature profiles of exp 16 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 80
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.3: Temperature profiles of exp 17 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 30
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.4: Temperature profiles of exp 18 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 30
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.5: Temperature profiles of exp 19 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 60
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.6: Temperature profiles of exp 20 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 60
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.7: Temperature profiles of exp 21 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 80
◦C and Tw = −5 ◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.8: Temperature profiles of exp 22 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 60
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.9: Temperature profiles of exp 23 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 30
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.10: Temperature profiles of exp 24 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 80
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.11: Temperature profiles of exp 25 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section
4. (d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The experimental
temperature boundary conditions are Tr = 80
◦C and Tw = 10
◦C. In (a), (b) and (c), the readings from
RTDs located at 1, 5, 10, 20, and 37 mm from the wall are colored in black, red, blue, magenta, and green,
respectively. In (d), (e), and (f), the readings from RTDs located in sections 1 to 5 are colored in black, red,






Figure B.12: Temperature profiles of exp 34 of the 3-inch system. (a) Section 2. (b) Section 3. (c) Section 4.
(d) 20 mm from the wall. (e) 37 mm (center) from the wall. (f) Surface temperature. The header impeller
in this experiment is at 100 RPM. The experimental temperature boundary conditions are Tr = 60
◦C and
Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 20, and 37 mm from the wall are
colored in black, red, blue, magenta, and green, respectively. In (d), (e), and (f), the readings from RTDs






Figure B.13: Radial temperature measurement of exp 26. The experimental temperature boundary con-
ditions are Tr = 30
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 23. The







Figure B.14: Radial temperature measurement of exp 27. The experimental temperature boundary con-
ditions are Tr = 60
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 22. The







Figure B.15: Radial temperature measurement of exp 28. The experimental temperature boundary con-
ditions are Tr = 60
◦C and Tw = 10
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 19. The







Figure B.16: Radial temperature measurement of exp 29. The experimental temperature boundary con-
ditions are Tr = 60
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 22. The







Figure B.17: Radial temperature measurement of exp 30. The experimental temperature boundary con-
ditions are Tr = 30
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 23. The







Figure B.18: Radial temperature measurement of exp 31. The experimental temperature boundary con-
ditions are Tr = 30
◦C and Tw = 15
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 23. The







Figure B.19: Radial temperature measurement of exp 32. The experimental temperature boundary con-
ditions are Tr = 30
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 23. The







Figure B.20: Radial temperature measurement of exp 33. The experimental temperature boundary con-
ditions are Tr = 60
◦C and Tw = 4
◦C. The blower is at 500 RPM. (a), (b), and (c) show the radial
temperature profiles of section 2, 3, and 4, respectively. (d), (e), and (f) show the temperature difference
due to the forced convection of section 2, 3, and 4, respectively. The reference experiment is exp 22. The









Figure C.1: Temperature profiles of exp 1 of the 4-inch system. (a) Section 2. (b) Section 3. (c) Section 4.
(d) 20 mm from the wall. (e) 50 mm (center) from the wall. (f) Surface. The experiment is run at Tr = 30
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 20, and 50 mm from the
wall are colored in black, red, blue, magenta, and green, respectively. In (d), (e), and (f), the readings from






Figure C.2: Temperature profiles of exp 2 of the 4-inch system. (a) Section 2. (b) Section 3. (c) Section 4.
(d) 20 mm from the wall. (e) 50 mm (center) from the wall. (f) Surface. The experiment is run at Tr = 80
◦C and Tw = 4
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 20, and 50 mm from the
wall are colored in black, red, blue, magenta, and green, respectively. In (d), (e), and (f), the readings from






Figure C.3: Temperature profiles of exp 3 of the 4-inch system. (a) Section 2. (b) Section 3. (c) Section 4.
(d) 20 mm from the wall. (e) 50 mm (center) from the wall. (f) Surface. The experiment is run at Tr = 30
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 20, and 50 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d), (e), and (f), the readings






Figure C.4: Temperature profiles of exp 4 of the 4-inch system. (a) Section 2. (b) Section 3. (c) Section 4.
(d) 20 mm from the wall. (e) 50 mm (center) from the wall. (f) Surface. The experiment is run at Tr = 80
◦C and Tw = 15
◦C. In (a), (b) and (c), the readings from RTDs located at 1, 5, 10, 20, and 50 mm from
the wall are colored in black, red, blue, magenta, and green, respectively. In (d), (e), and (f), the readings
from RTDs located in sections 1 to 5 are colored in black, red, blue, magenta, and green, respectively.
261
APPENDIX D
WATER RECOVERY AND PLUG POSITION
D.1 Water Recovery of the 2-inch System
The negligible amount is marked with “-” and the unavailable data are marked with “N/A”.
Table D.1: Water recovery in mol of the 2-inch system experiments.
# Section # Section
1 2 3 4 5 1 2 3 4 5
1 - 0.98 0.98 4.89 7.84 24 0.55 0.55 4.36 4.64 2.18
2 - - 1.34 2.34 3.68 25 0.28 0.62 1.33 1.94 4.42
3 0.73 1.92 7.82 3.36 1.36 26 0.08 0.19 0.93 4.24 3.89
4 0.65 0.65 2.58 3.55 4.52 27 0.31 0.53 4.10 3.79 0.80
5 0.00 0.00 1.02 2.37 5.43 28 0.25 1.16 4.38 2.09 0.95
6 N/A N/A N/A N/A N/A 29 0.05 1.21 3.23 0.75 0.50
7 1.03 0.69 6.18 3.78 0.69 30 - 0.24 1.92 1.94 0.24
8 0.29 0.76 5.03 2.47 1.31 31 0.38 0.38 1.38 2.02 1.14
9 0.56 0.84 5.18 2.47 1.97 32 0.72 2.64 3.61 1.92 0.75
10 1.28 1.07 5.97 2.35 0.85 33 0.49 0.26 0.75 0.72 0.63
11 0.98 3.14 4.78 1.96 1.67 34 0.25 0.72 1.96 1.96 1.25
12 N/A N/A N/A N/A N/A 35 2.70 1.49 3.64 2.46 -
13 0.59 1.48 3.90 1.86 1.39 36 0.24 0.24 0.49 0.49 0.24
14 0.32 0.27 1.10 1.89 3.53 37 0.49 0.74 3.19 1.71 0.49
15 0.84 1.06 6.53 3.66 1.28 38 N/A N/A N/A N/A N/A
16 1.36 2.73 3.00 0.55 0.27 39 0.24 0.24 3.43 3.43 1.22
17 0.00 0.27 0.55 1.91 2.73 40 0.73 0.98 4.90 1.71 0.24
18 1.38 1.91 7.40 2.65 1.13 41 0.24 0.73 4.90 1.71 0.73
19 1.08 0.54 4.86 4.05 2.43 42 0.49 0.49 2.94 4.17 1.35
20 1.03 1.08 2.50 0.59 - 43 0.25 0.25 0.49 0.49 0.61
21 0.82 0.82 6.27 2.45 1.64 44 0.51 3.33 3.40 3.12 0.65
22 N/A N/A N/A N/A N/A 45 0.25 0.53 1.31 0.90 1.43
23 1.64 2.17 6.56 1.64 0.53 46 0.38 0.47 5.62 4.56 1.83
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D.2 Water Recovery of the 3-inch System
The negligible amount is marked with “-” and the unavailable data are marked with “N/A”.
Table D.2: Water recovery in mol of the 3-inch system experiments.
# Section # Section
1 2 3 4 5 1 2 3 4 5
1 29.93 16.69 11.14 5.16 0.38 18 3.14 3.14 2.69 6.73 8.74
2 38.82 9.18 0.10 0.10 0.10 19 7.34 9.25 4.49 3.65 1.06
3 24.80 10.87 8.16 6.44 0.10 20 6.03 4.05 1.80 0.90 0.45
4 15.26 20.07 12.85 9.64 10.44 21 6.66 10.70 7.16 5.71 2.62
5 10.35 11.21 16.82 8.63 4.31 22 6.74 13.36 12.86 7.48 3.05
6 5.34 1.91 17.17 25.56 12.97 23 3.30 3.29 3.30 7.18 9.16
7 4.57 4.57 7.93 11.18 9.14 24 10.68 10.21 4.87 3.71 1.39
8 0.27 1.91 6.28 12.84 2.46 25 13.44 6.32 3.64 1.75 0.78
9 3.04 4.41 5.24 9.66 9.66 26 2.92 2.90 2.27 5.41 8.01
10 2.26 2.83 3.11 5.65 7.35 27 6.74 7.45 9.67 5.31 2.43
11 14.41 10.94 5.34 4.27 0.80 28 6.12 8.53 5.29 4.12 1.76
12 12.42 11.36 8.98 6.34 1.59 29 6.68 11.03 11.03 4.93 1.25
13 8.89 10.30 8.45 5.02 1.59 30 3.13 3.13 3.51 8.74 6.49
14 N/A N/A N/A N/A N/A 31 2.25 2.25 3.77 5.44 4.26
15 17.62 9.88 3.23 4.51 2.54 32 2.67 4.45 4.77 7.44 7.39
16 8.83 3.57 0.69 2.49 3.15 33 8.33 8.75 5.57 4.34 1.24
17 6.63 4.20 2.48 5.16 4.71 34 6.10 12.06 8.16 4.41 1.83
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D.3 Water Recovery of the 4-inch System
The negligible amount is marked with “-”.
Table D.3: Water recovery in mol of the 4-inch system experiments.
# Section # Section
1 2 3 4 5 1 2 3 4 5
1 4.90 8.08 8.57 8.82 12.74 3 2.30 4.59 4.59 5.34 3.79
2 13.62 9.44 6.66 5.57 3.60 4 0.52 0.52 0.26 0.26 -
D.4 Plug Location
Table D.4 lists the plug location measured from different experiments. In the 2-inch experiments, the
plug location is referred to the upper boundary of a plug. In the 3-inch experiments, the plug location is
referred to the lower boundary of a plug. Only experiments with a plug are listed. No plug is observed in
any experiment of the 4-inch system.
Table D.4: Plug locations. The distance in m is calculated from the top of the header.
Pipe size # Location Pipe size # Location Pipe size # Location
(inch) (m) (inch) (m) (inch) (m)
2 1 0.45 2 18 0.86 2 39 0.75
2 2 0.47 2 21 0.77 2 42 0.69
2 3 0.87 2 24 0.74 2 44 0.79
2 6 0.80 2 25 0.37 2 46 0.79
2 8 0.86 2 34 0.53 3 5 0.83




SUPPORTING INFORMATION OF HEAT TRANSFER ANALYSIS
E.1 Temperature measurement with N2 in 2-inch system
The data shown in this section are with N2 in 2-inch system without using blower.
Table E.1: Temperature measurement with N2 in 2-inch system. Part 1.
Reservoir Section 5 Section 4
# P Impeller Top Bottom Surface 1 5 10 15 25 1 5
bar RPM ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 41.52 1000 30 30.4 10 12.2 12.9 12.6 13.4 13.9 12.1 11.1
2 41.52 400 30 30.9 10 12.5 13.4 13.0 14.2 14.8 12.2 11.2
3 41.52 100 30 32.2 10 12.5 13.5 13.0 14.4 15.1 12.2 11.2
4 42.29 1000 60 60.3 10 13.2 17.5 16.0 19.9 22.1 12.7 12.1
5 42.32 400 60 62.5 10 13.0 17.8 14.4 20.9 23.1 12.9 12.3
6 42.35 100 60 67.7 10 12.9 17.8 14.0 20.8 23.0 12.9 12.3
7 43.95 1000 80 80.2 10 13.9 20.8 15.8 25.2 28.4 13.6 13.1
8 44.03 400 80 83.5 10 14.1 21.5 16.1 26.2 29.7 13.6 13.2
9 44.06 100 80 91.7 10 14.1 21.6 16.2 26.4 29.9 13.4 12.6
10 40.74 1000 30 30.3 4 5.6 7.7 5.9 8.8 9.6 6.7 5.0
11 40.76 400 30 31.3 4 5.8 8.2 6.2 9.4 10.2 6.8 5.1
12 40.74 100 30 32.9 4 5.8 8.3 6.4 9.5 10.7 6.8 5.2
13 41.49 1000 60 60.1 4 7.2 12.4 8.5 15.4 17.7 7.4 5.8
14 41.52 400 60 62.5 4 7.4 13.0 8.9 16.2 18.9 7.5 5.8
15 41.52 100 60 68.4 4 7.4 13.2 8.9 16.5 19.1 7.5 5.8
16 43.16 1000 80 80.3 4 8.5 16.3 10.5 20.8 24.5 8.1 6.2
17 43.21 400 80 83.8 4 8.7 16.8 10.9 21.7 25.6 8.1 6.4
18 43.27 100 80 92 4 8.7 17.1 10.9 22.3 26.2 8.1 6.4
19 40.26 1000 30 30.4 15 16.0 16.8 16.1 17.4 17.7 16.8 15.8
20 40.28 400 30 30.6 15 16.1 17.2 16.3 18.0 18.5 16.9 15.9
21 40.28 100 30 31.3 15 16.1 17.3 16.3 18.2 18.6 16.9 15.9
22 42.77 1000 60 60.1 15 17.2 20.9 18.1 23.5 25.2 17.3 16.3
23 42.84 400 60 62.2 15 17.4 21.5 18.4 24.5 26.5 17.5 16.4
24 42.86 100 60 66.9 15 17.4 21.5 18.4 24.8 26.7 17.5 16.4
25 44.55 1000 80 80.1 15 18.4 24.4 20.0 28.8 31.8 17.9 16.7
26 44.63 400 80 83.4 15 18.6 25.0 20.2 29.8 33.0 17.9 16.8
27 44.69 100 80 90.7 15 18.6 25.1 20.2 30.0 33.3 17.9 16.9
28 67.22 1000 30 30.1 4 6.1 8.2 6.5 9.2 10.0 6.9 5.3
29 67.29 400 30 31.1 4 6.3 8.8 6.9 10.1 11.1 7.0 5.4
30 67.24 100 30 33.6 4 6.3 8.9 6.8 10.2 11.2 7.0 5.5
31 71.64 1000 60 60.2 4 8.2 13.8 9.6 16.5 18.7 8.0 6.3
32 71.8 400 60 63.3 4 8.5 14.4 10.0 17.7 20.2 8.2 6.4
33 71.85 100 60 70 4 8.7 14.7 10.2 18.1 20.7 8.2 6.4
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Table E.2: Temperature measurement with N2 in 2-inch system. Part 2.
Section 4 Section 3 Section 2 Section 1
# 10 15 25 1 5 10 15 25 25 25
◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 11.7 11.2 11.4 12.1 11.4 11.7 10.6 10.6 10.2 10.4
2 11.8 11.4 11.6 12.2 11.5 11.7 10.7 10.7 10.2 10.4
3 11.8 11.4 11.6 12.1 11.5 11.7 10.7 10.7 10.2 10.4
4 12.7 13.2 13.9 12.3 11.8 12 11.3 11.4 10.4 10.4
5 12.8 13.6 14.3 12.4 11.8 12.1 11.4 11.5 10.4 10.4
6 12.8 13.7 14.4 12.4 11.8 12.1 11.4 11.5 10.4 10.4
7 13.7 15.2 16.4 12.6 12.1 12.3 12 12.1 10.6 10.4
8 13.8 15.6 16.8 12.6 12.2 12.4 12.1 12.2 10.6 10.4
9 13.7 15.6 16.9 12.6 12.2 12.4 12.2 12.2 10.6 10.4
10 6.1 5.6 5.9 6.6 5.7 6 4.7 4.7 4.0 4.2
11 6.2 5.8 6.1 6.6 5.7 6.1 4.8 4.8 4.0 4.2
12 6.2 5.9 6.2 6.7 5.7 6.1 4.8 4.8 4.0 4.2
13 7.2 7.9 8.7 6.9 6.1 6.5 5.5 5.5 4.3 4.3
14 7.3 8.0 9.0 7.0 6.2 6.6 5.7 5.7 4.3 4.3
15 7.3 8.3 9.2 7.0 6.2 6.6 5.7 5.7 4.3 4.3
16 8.0 9.6 10.9 7.3 6.6 6.9 6.3 6.4 4.5 4.4
17 8.2 10.0 11.4 7.4 6.7 7.0 6.5 6.6 4.6 4.4
18 8.2 10.1 11.5 7.3 6.7 7.0 6.5 6.6 4.6 4.4
19 16.3 15.9 16.1 16.7 16.2 16.4 15.6 15.7 15.3 15.4
20 16.4 16.1 16.3 16.8 16.3 16.5 15.7 15.7 15.3 15.4
21 16.4 16.1 16.3 16.8 16.3 16.5 15.7 15.7 15.3 15.4
22 17.1 17.6 18.3 17.0 16.6 16.8 16.2 16.3 15.4 15.4
23 17.3 18.0 18.8 17.0 16.6 16.8 16.2 16.4 15.4 15.4
24 17.3 18.0 18.9 17.0 16.6 16.8 16.2 1.4 15.4 15.4
25 17.9 19.3 20.5 17.3 16.9 17.1 16.8 17.0 15.6 15.4
26 18.0 19.8 21.0 17.4 16.9 17.1 16.9 17.0 15.6 15.4
27 18.1 19.9 21.1 17.3 16.9 17.1 17 17.1 15.6 15.4
28 6.4 5.9 6.1 6.9 5.7 6.2 4.9 5.0 4.2 4.3
29 6.5 6.2 6.5 6.9 5.8 6.3 5 5.1 4.2 4.3
30 6.6 6.2 6.5 7.0 5.9 6.3 5.1 5.1 4.2 4.3
31 7.8 8.6 6.5 7.3 6.4 6.8 6.0 6.0 4.6 4.4
32 8.0 9.0 10.0 7.4 6.5 6.9 6.2 6.3 4.6 4.4
33 8.0 9.0 10.0 7.3 6.5 6.9 6.2 6.2 4.6 4.5
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Table E.3: Temperature measurement with N2 in 2-inch system. Part 3.
Reservoir Section 5 Section 4
# P Impeller Top Bottom Surface 1 5 10 15 25 1 5
bar RPM ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
34 72.0 1000.0 80.0 80.3 4.0 9.6 17.8 12.2 22.3 25.6 8.7 6.9
35 72.1 400.0 80.0 84.2 4.0 10.0 18.7 12.6 23.7 27.2 8.9 7.1
36 72.2 100.0 80.0 93.9 4.0 10.1 18.8 12.6 23.9 27.4 8.9 7.1
37 67.1 1000.0 30.0 30.3 4/10* 11.4 12.8 11.7 13.5 14.0 12.0 10.7
38 67.1 400.0 30.0 30.9 4/10* 11.6 13.3 12.0 14.3 15.1 12.2 10.8
39 68.1 100.0 30.0 32.4 4/10* 11.5 13.3 12.0 14.5 15.3 12.0 10.7
40 71.8 1000.0 60.0 60.3 10.0 13.2 17.9 14.4 20.7 22.7 12.7 11.4
41 71.9 400.0 60.0 62.9 10.0 13.5 19.0 14.9 22.1 24.3 12.9 11.6
42 72.0 100.0 60.0 68.8 10.0 13.5 19.0 15.0 22.1 24.4 12.9 11.6
43 72.9 1000.0 80.0 80.2 10.0 14.7 22.1 16.8 26.2 29.3 13.6 12.2
44 73.0 400.0 80.0 83.8 10.0 15.2 23.2 17.3 27.8 31.2 13.8 12.4
45 73.1 100.0 80.0 92.8 10.0 15.1 23.2 17.2 27.3 30.9 13.8 12.4
46 69.6 1000.0 30.0 30.3 10.0 11.4 12.8 11.6 13.6 14.1 12.0 10.7
47 69.6 400.0 30.0 31.1 10.0 11.5 13.2 11.9 14.4 15.1 12.1 10.8
48 69.6 100.0 30.0 32.7 10.0 11.5 13.3 11.9 14.6 15.4 11.9 10.8
49 100.4 1000.0 30.0 30.3 4.0 6.3 8.2 6.8 9.3 9.9 6.9 5.2
50 100.4 400.0 30.0 31.4 4.0 6.8 9.1 7.4 10.6 11.7 7.1 5.5
51 100.4 100.0 30.0 33.9 4.0 6.8 9.3 7.4 10.7 11.8 7.2 5.5
52 100.5 1000.0 60.0 60.2 4.0 8.9 14.2 10.3 17.3 19.3 8.0 6.4
53 100.7 400.0 60.0 63.4 4.0 9.2 15.5 10.9 19.1 21.5 8.4 6.8
54 100.7 100.0 60.0 70.7 4.0 9.2 15.4 11.1 19.0 21.6 8.2 6.7
55 100.8 1000.0 80.0 80.3 4.0 10.6 18.8 13.0 23.0 26.2 8.8 7.3
56 100.9 600.0 80.0 81.8 4.0 11.1 19.9 13.6 24.6 28.0 9.0 7.6
57 101.1 400.0 80.0 84.7 4.0 11.3 20.1 13.9 25.1 28.6 9.1 7.6
58 101.1 100.0 80.0 94.9 4.0 11.4 20.4 14.2 24.9 28.6 9.1 7.6
59 99.9 1000.0 30.0 30.3 10.0 11.4 12.9 11.8 13.7 13.9 11.9 10.8
60 99.9 400.0 30.0 31.0 10.0 11.7 13.6 12.1 14.9 15.5 12.0 10.9
61 99.9 100.0 30.0 33.0 10.0 11.7 13.9 12.3 15.2 15.9 12.0 10.9
62 99.8 1000.0 60.0 60.3 10.0 13.6 18.3 14.7 21.0 22.8 12.7 11.6
63 100.0 400.0 60.0 63.0 10.0 14.2 19.8 15.7 22.9 25.2 13.0 11.9
64 100.0 100.0 60.0 69.8 10.0 14.0 19.7 15.6 23.1 25.2 13.0 11.9
65 101.0 1000.0 80.0 80.3 10.0 15.3 22.4 17.3 26.6 29.2 13.6 12.5
66 101.3 400.0 80.0 84.3 10.0 16.0 24.2 18.5 28.8 32.2 14.0 12.8
67 101.4 100.0 80.0 93.9 10.0 16.0 24.0 18.3 28.7 32.2 14.0 12.8
68 99.6 1000.0 30.0 30.3 15.0 16.1 17.0 16.3 17.5 17.6 16.6 15.7
69 99.6 400.0 30.0 30.6 15.0 16.2 17.5 16.5 18.4 18.9 16.7 15.9
70 99.6 100.0 30.0 32.2 15.0 16.2 17.7 16.6 18.6 19.3 16.7 15.9
71 102.7 1000.0 60.0 60.3 15.0 17.9 22.0 19.2 24.6 26.1 17.2 16.5
72 102.9 400.0 60.0 62.9 15.0 18.5 23.5 20.1 26.7 28.7 17.5 16.8
73 102.9 100.0 60.0 68.2 15.0 18.5 23.7 20.2 26.6 28.6 17.5 16.8
74 105.8 1000.0 80.0 80.2 15.0 19.7 26.2 21.5 30.4 32.8 18.0 17.3
75 106.0 400.0 80.0 84.0 15.0 20.2 27.8 22.4 32.3 35.3 18.3 17.5
76 106.1 100.0 80.0 93.0 15.0 20.2 28.1 22.5 32.4 35.5 18.2 17.5
*Surface temperature of section 1 and 2 is at 4 ◦C, while surface temperature of section 3, 4, and 5 is at 10
◦C.
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Table E.4: Temperature measurement with N2 in 2-inch system. Part 4.
Section 4 Section 3 Section 2 Section 1
# 10 15 25 1 5 10 15 25 25 25
◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
34 8.7 10.6 11.8 7.4 6.9 7.1 6.9 7.0 4.9 4.6
35 9.0 11.2 12.6 7.6 7.0 7.2 7.1 7.2 5.0 4.6
36 9.0 11.2 12.6 7.6 7.0 7.2 7.1 7.2 5.0 4.6
37 11.6 10.9 11.0 11.4 10.4 10.8 9.1 9.0 5.6 4.8
38 11.7 11.1 11.3 11.4 10.5 10.9 9.2 9.0 5.6 4.8
39 11.6 11.3 11.4 11.4 10.5 10.9 9.2 9.0 5.6 4.8
40 12.7 13.6 14.4 12.2 11.7 11.9 11.6 11.6 10.5 10.4
41 12.9 14.2 15.0 12.3 11.8 12.0 11.8 11.9 10.5 10.4
42 12.9 14.2 15.1 12.5 11.9 12.1 11.9 11.9 10.5 10.4
43 13.9 15.9 17.2 12.7 12.2 12.4 12.4 12.5 10.8 10.5
44 14.1 16.2 17.7 12.9 12.3 12.6 12.7 12.8 10.9 10.5
45 14.1 16.1 17.6 12.9 12.4 12.6 12.7 12.8 10.9 10.5
46 11.6 11.2 11.4 12.1 11.2 11.5 10.7 10.7 10.2 10.3
47 11.7 11.6 11.8 12.1 11.3 11.6 10.8 10.8 10.2 10.2
48 11.6 11.6 11.8 12.2 11.4 11.7 10.9 10.9 10.2 10.2
49 6.5 6.1 6.3 6.5 5.6 6.0 4.9 5.0 4.1 4.2
50 6.7 6.6 6.9 6.8 5.8 6.2 5.2 5.2 4.2 4.2
51 6.8 6.6 6.9 6.9 5.9 6.3 5.2 5.2 4.2 4.2
52 7.9 8.9 9.8 7.4 6.5 6.9 6.2 6.2 4.7 4.4
53 8.5 9.8 10.8 7.6 6.8 7.2 6.5 6.6 4.8 4.4
54 8.2 9.6 10.6 7.5 6.6 7.0 6.5 6.6 4.8 4.4
55 9.2 11.4 12.7 7.7 7.0 7.3 7.2 7.3 5.1 4.6
56 9.6 12.1 13.6 7.7 7.1 7.4 7.5 7.6 5.2 4.6
57 9.6 12.2 13.7 7.9 7.2 7.5 7.6 7.7 5.3 4.6
58 9.6 12.1 13.7 8.0 7.3 7.6 7.6 7.7 5.3 4.7
59 11.6 11.3 11.4 12.1 11.2 11.6 10.7 10.7 10.1 10.2
60 11.7 11.8 12.0 12.2 11.4 11.7 10.9 10.9 10.2 10.2
61 11.7 11.9 12.1 12.2 11.4 11.7 10.9 10.9 10.2 10.2
62 12.8 14.0 14.9 12.5 11.9 12.2 11.8 11.9 10.6 10.4
63 13.3 14.8 15.9 12.6 12.1 12.3 12.2 12.3 10.7 10.4
64 13.3 14.8 15.9 12.6 12.1 12.3 12.2 12.3 10.7 10.4
65 14.1 16.1 17.4 12.9 12.5 12.7 12.9 13.0 11.0 10.5
66 14.6 17.0 18.5 13.1 12.6 12.8 13.1 13.2 11.1 10.6
67 14.6 17.0 18.5 13.0 12.5 12.7 13.0 13.1 11.1 10.6
68 16.3 15.9 16.1 16.9 16.1 16.4 15.6 15.7 15.3 15.3
69 16.4 16.4 16.6 16.9 16.2 16.5 15.8 15.8 15.4 15.4
70 16.4 16.4 16.7 16.9 16.2 16.5 15.8 15.9 15.4 15.4
71 17.4 18.5 19.3 17.2 16.6 16.9 16.7 16.8 15.7 15.4
72 17.8 19.2 20.2 17.3 16.8 17.0 17.0 17.0 15.8 15.5
73 17.9 19.2 20.2 17.3 16.8 17.0 17.0 17.0 15.8 15.5
74 18.7 20.7 21.9 17.6 17.2 17.4 17.6 17.7 16.1 15.6
75 19.1 21.4 23.0 17.5 17.1 17.3 17.9 18.0 16.2 15.6
76 19.0 21.4 22.9 17.4 17.0 17.2 17.8 18.0 16.2 15.6
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E.2 Temperature measurement with N2 in 3-inch system
The data shown in this section are with N2 in 3-inch system without using blower.
Table E.5: Temperature measurement with N2 in 3-inch system. Part 1.
Reservoir Section 5 Section 4
# P Impeller Top Bottom Surface 20 37 1 5 10 20 37
bar RPM ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 10.11 1000 30 30.2 10 12.9 13.9 10.9 10.7 10.9 10.7 11.0
2 40.93 1000 30 29.8 10 13.8 14.5 10.6 10.9 11.1 11.2 11.7
3 40.93 400 30 30.5 10 14.8 16 10.9 11.3 11.6 11.9 12.6
4 40.95 100 30 32.7 10 15.0 16.5 10.9 11.0 11.6 12.0 12.7
5 43.16 1000 60 60.1 10 22.0 25.3 12.0 13.6 13.8 15.8 17.6
6 42.53 400 60 62.5 10 22.5 26.4 10.9 13.4 13.4 16.3 18.2
7 42.58 100 60 68.9 10 23.2 27.2 10.9 12.8 13.4 16.4 18.5
8 43.37 1000 80 80.3 10 28.1 33.4 11.4 15.1 15 19.5 22.2
9 42.34 400 80 83.7 10 29.1 34.7 11.4 15.3 15.2 19.9 22.6
10 42.41 100 80 93.0 10 29.8 35.2 11.5 15.6 15.5 20.3 23.2
11 42.09 1000 80 80.5 4 25.3 29.8 5.9 8.6 9.8 14.6 17.5
12 41.92 400 80 84.3 4 24.5 30.7 5.9 8.8 9.8 14.6 17.8
13 41.96 100 80 94.1 4 24.2 31.5 5.9 10.2 10.3 15.3 18.2
14 41.02 1000 40 40.0 4 11.7 13.8 4.5 5.3 6.1 7.2 8.4
15 40.33 1000 30 29.8 4 9.2 10.3 4.4 4.6 5.4 5.8 6.5
16 40.3 400 30 30.9 4 10.2 12.2 4.4 5.0 5.8 6.6 7.4
17 40.32 100 30 33.8 4 10.4 12.6 4.5 5.0 5.9 6.7 7.8
18 40.16 1000 60 60.2 4 17.3 21.6 5.0 6.8 7.7 10.6 12.6
19 40.13 400 60 63.1 4 17.9 22.5 5.1 6.8 7.8 11 13.1
20 40.06 100 60 70.7 4 18.4 23 5.2 7.0 8.0 11.2 13.3
21 40.95 1000 30 29.9 15 17.8 17.9 14.8 15.1 15.3 15.3 15.6
22 40.96 400 30 30.4 15 18.5 19.4 14.9 15.5 15.7 16.1 16.6
23 40.97 100 30 32.0 15 18.8 19.7 14.9 15.6 15.8 16.3 16.8
24 42.66 1000 60 60.1 15 25.3 28.2 15.5 17.6 17.5 19.8 21.3
25 42.59 400 60 62.3 15 26.3 29.5 15.5 17.9 17.8 20.3 22.2
26 42.59 100 60 67.3 15 26.6 30.0 15.6 18 17.9 20.7 22.4
27 43.7 1000 80 80.2 15 31.7 36.3 16.1 19.7 19.4 23.4 26.0
28 43.59 400 80 83.1 15 32.6 37.4 16.2 19.8 19.7 24.0 26.7
29 43.58 100 80 91.4 15 33.0 38.1 16.2 20.1 19.6 24.3 26.9
30 69.03 1000 30 29.9 4 9.5 10.4 4.4 4.8 5.5 6.0 6.7
31 69.08 400 30 31.1 4 10.9 12.6 4.5 5.4 6.1 7.1 8.0
32 69.07 100 30 34.8 4 11.2 13.0 4.5 5.4 6.2 7.3 8.3
33 72.96 1000 60 60.2 4 18.6 21.8 5.5 7.6 8.5 11.5 13.5
34 72.9 400 60 63.5 4 19.9 23.8 5.6 7.8 9.0 12.3 14.5
35 72.65 100 60 72.6 4 20.5 24.1 5.7 8.2 9.1 12.7 14.8
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Table E.6: Temperature measurement with N2 in 3-inch system. Part 2.
Section 3 Section 2 Section 1
# 1 5 10 20 37 1 5 10 20 37 20 37
◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 11.4 10.5 10.5 10.3 10.3 10.9 10.3 10.2 10.1 9.9 9.6 10.4
2 11.4 10.5 10.5 10.5 10.7 10.5 10.1 10.1 10.2 10.1 9.7 10.6
3 11.5 10.8 10.9 10.9 11.1 10.6 10.3 10.2 10.3 10.3 9.8 10.7
4 11.5 10.9 10.9 10.9 11.2 10.6 10.3 10.2 10.3 10.3 9.8 10.7
5 12.5 12.6 12.9 13.1 13.6 11.2 11.1 11.2 11.5 11.7 10.4 11.6
6 12.6 12.6 13.2 13.4 14.1 11.3 11.2 11.4 11.6 11.9 10.4 11.7
7 12.6 12.8 13.4 13.5 14.3 11.3 11.3 11.5 11.7 12.0 10.4 11.8
8 13.4 14.0 14.8 15.2 16.2 11.9 12.0 12.3 12.7 13.1 11.1 12.4
9 13.5 14.0 15.1 15.3 16.4 12.0 12.1 12.4 12.8 13.2 11.2 12.5
10 13.6 14.6 15.2 15.5 16.6 12.1 12.1 12.5 13.0 13.4 11.3 12.6
11 8.0 8.5 9.4 9.6 10.6 6.1 5.9 6.4 6.9 7.2 5.2 6.5
12 8.0 8.6 9.6 9.7 10.9 6.1 5.9 6.4 7.0 7.4 5.2 6.6
13 8.1 8.8 9.6 9.9 11.0 6.2 6.0 6.6 7.1 7.5 5.3 6.6
14 5.9 5.2 5.4 5.5 5.9 4.6 4.2 4.2 4.4 4.5 3.6 4.8
15 5.7 4.6 4.6 4.7 4.9 4.5 3.9 3.9 4.0 4.0 3.4 4.5
16 5.8 4.9 5.1 5.1 5.4 4.6 4.0 4.1 4.2 4.3 3.6 4.7
17 5.9 4.9 5.1 5.2 5.5 4.6 4.1 4.1 4.3 4.3 3.6 4.7
18 6.8 6.8 7.3 7.4 8.2 5.2 4.9 5.2 5.5 5.8 4.3 5.6
19 6.9 6.8 7.5 7.6 8.3 5.3 5.0 5.3 5.6 5.9 4.4 5.7
20 6.8 6.8 7.5 7.7 8.5 5.3 5.0 5.3 5.7 6.0 4.4 5.7
21 15.0 15.1 15.0 15.0 15.2 15.0 14.7 14.8 14.8 14.8 14.4 15.3
22 15.0 15.3 15.4 15.4 15.6 15.1 14.8 14.9 15.0 15.0 14.4 15.4
23 15.0 15.4 15.4 15.5 15.7 15.2 14.8 14.9 15.0 15.0 14.5 15.5
24 16.5 16.7 17.1 17.4 18.1 15.7 15.5 15.8 16.1 16.3 15.1 16.1
25 16.7 17.1 17.5 17.8 18.4 15.8 15.6 16.0 16.3 16.5 15.2 16.3
26 16.8 17.2 17.7 17.9 18.6 15.8 15.6 16.0 16.3 16.6 15.2 16.3
27 17.4 18.6 19.2 19.5 20.5 16.4 16.2 16.8 17.2 17.6 15.7 16.9
28 17.5 18.8 19.6 19.8 20.8 16.4 16.3 16.9 17.4 17.8 15.8 17.0
29 17.9 18.9 19.6 20.0 20.9 16.5 16.4 17.0 17.5 17.9 15.9 17.1
30 5.6 4.6 4.7 4.7 5.1 4.5 3.9 4.0 4.1 4.2 3.5 4.7
31 5.9 5.2 5.4 5.4 5.8 4.7 4.2 4.3 4.5 4.6 3.8 5.0
32 5.9 5.3 5.5 5.5 6.0 4.8 4.3 4.4 4.6 4.8 3.8 5.0
33 7.2 7.4 8.0 8.0 8.9 5.6 5.4 5.7 6.2 6.4 4.9 6.2
34 7.5 7.8 8.5 8.5 9.5 5.8 5.6 6.0 6.5 6.8 5.1 6.5
35 7.7 8.1 8.7 8.8 9.6 5.9 5.6 6.1 6.5 6.9 5.2 6.5
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Table E.7: Temperature measurement with N2 in 3-inch system. Part 3.
Reservoir Section 5 Section 4
# P Impeller Top Bottom Surface 20 37 1 5 10 20 37
bar RPM ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
36 75.29 1000 80 80.2 4 25.9 30.7 6.4 9.8 11.0 15.8 18.5
37 74.82 400 80 84.8 4 26.4 31.6 6.4 9.9 11.0 16.3 19.2
38 74.83 100 80 98.2 4 27.7 33.1 6.5 10.5 11.1 16.7 19.9
39 69.26 1000 30 29.8 10 14.4 14.5 10.2 10.5 10.8 11.3 11.8
40 69.2 400 30 30.7 10 15.4 16.6 10.2 10.9 11.3 12.1 13.0
41 69.2 100 30 33.4 10 15.7 16.8 10.2 10.9 11.3 12.4 13.2
42 72.6 1000 60 60.1 10 22.7 25.3 11.0 12.7 13.3 16.3 18.2
43 72.5 400 60 62.8 10 24.4 27.3 11.2 13.4 13.9 17.4 19.2
44 72.5 100 60 71.2 10 24.7 28.0 11.2 13.4 14.1 17.4 19.6
45 73.22 1000 80 80.3 10 29.8 33.9 11.8 14.7 15.7 20.4 23.0
46 73.1 400 80 84.3 10 30.9 35.6 12.0 15.1 16.2 21.4 24.0
47 73.23 100 80 96.5 10 31.8 36.7 12.0 15.4 16.5 21.7 24.3
48 99.26 1000 30 29.9 4 10.6 10.7 4.9 5.8 5.9 6.4 7.2
49 99.28 400 30 31.3 4 11.9 13.2 5.2 6.8 6.8 7.8 8.8
50 99.27 100 30 35.2 4 12.3 14.0 5.3 6.8 6.9 8.1 9.1
51 99.12 1000 60 60.2 4 19.7 22.4 6.3 9.5 9.3 12.4 14.2
52 99.13 400 60 64.2 4 21.4 24.8 6.6 10.2 10.1 13.6 15.6
53 99.12 100 60 74 4 22.1 25.4 6.6 10.4 10.2 13.6 16.0
54 100.1 1000 80 80.6 4 27.3 31.0 7.6 12.1 11.7 16.9 19.5
55 100.1 400 80 85.5 4 28.2 33.0 7.7 13.0 12.6 17.8 220.4
56 100.1 100 80 99.9 4 29.2 33.8 7.7 13.0 12.9 17.9 20.9
57 98.66 1000 30 29.7 10 15.0 15.0 10.3 11.0 11.1 11.5 11.9
58 98.66 400 30 30.8 10 15.9 16.9 10.5 11.7 11.7 12.7 13.4
59 98.66 100 30 33.9 10 16.2 17.3 10.6 11.8 11.9 12.8 13.6
60 99.48 1000 60 60 10 23.4 25.3 11.6 14.2 14.2 16.7 18.5
61 99.48 400 60 63.2 10 25.4 28.4 11.8 15.1 15.2 18.3 20.1
62 99.48 100 60 71.8 10 25.6 28.6 11.9 15.3 15.2 18.5 20.3
63 98.64 1000 80 80.3 10 30.1 33.7 12.5 16.9 17.0 21.1 23.3
64 98.64 400 80 85 10 32.2 36.7 12.8 17.4 17.6 22.2 24.9
65 98.64 100 80 97.9 10 32.9 37.3 12.9 17.8 17.4 22.6 25.4
66 98.43 1000 30 29.8 15 18.5 18.5 14.9 15.3 15.4 15.6 15.8
67 98.43 400 30 30.5 15 19.2 20.0 15.0 15.9 15.9 16.6 17.2
68 98.43 100 30 32.7 15 19.5 20.3 15.0 16.0 16.0 16.7 17.4
69 99.83 1000 60 59.8 15 26.6 28.2 15.9 18.2 18.2 20.5 21.9
70 99.83 400 60 62.7 15 28.8 31.1 16.2 19.3 19.1 22.0 23.7
71 99.83 100 60 69.9 15 29.1 31.3 16.3 19.3 19.1 22.1 23.9
72 100.3 1000 80 80 15 33.6 36.6 16.9 20.8 20.8 24.8 27.1
73 100.3 400 80 84.3 15 35.5 39.4 17.3 21.6 21.6 25.9 28.5
74 100.3 100 80 96.1 15 36.0 39.6 17.3 21.8 21.7 26.2 28.7
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Table E.8: Temperature measurement with N2 in 3-inch system. Part 4.
Section 3 Section 2 Section 1
# 1 5 10 20 37 1 5 10 20 37 20 37
◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
36 8.9 9.7 10.5 10.8 12.0 6.7 6.6 7.4 8.0 8.4 6.1 7.6
37 8.9 10.1 10.9 11.1 12.1 6.7 6.7 7.4 8.0 8.6 6.2 7.6
38 9.2 10.2 11.0 11.4 12.6 6.8 6.8 7.6 8.3 8.8 6.3 7.8
39 11.3 10.5 10.5 10.6 10.8 10.3 10.0 10.1 10.2 10.2 9.7 10.8
40 11.4 10.9 11.0 11.1 11.4 10.4 10.1 10.3 10.5 10.5 9.9 11.0
41 11.5 11.0 11.1 11.2 11.5 10.5 10.2 10.3 10.5 10.6 9.9 11.1
42 12.5 12.8 13.1 13.4 14.1 11.2 11.1 11.5 11.9 12.1 10.8 12.1
43 12.8 13.3 13.7 14.0 14.8 11.5 11.4 11.8 12.2 12.5 11.0 12.4
44 12.9 13.6 14.0 14.1 15.0 11.6 11.5 12.0 12.4 12.7 11.1 12.5
45 14.0 15.0 15.7 15.9 17.0 12.3 12.3 12.8 13.4 13.8 11.8 13.3
46 14.2 15.1 15.9 16.3 17.5 12.5 12.5 13.1 13.6 14.2 12.0 13.5
47 14.4 15.7 16.6 16.8 17.8 12.7 12.6 13.4 13.9 14.5 12.1 13.6
48 6.8 5.4 5.4 5.4 5.6 5.0 4.4 4.5 4.6 4.7 4.0 5.0
49 7.1 6.0 6.2 6.2 6.6 5.2 4.8 4.9 5.1 5.2 4.3 5.4
50 7.2 6.1 6.2 6.3 6.7 5.3 4.9 5.0 5.2 5.3 4.4 5.5
51 8.4 8.4 8.9 9.0 9.7 6.3 6.1 6.5 6.8 7.2 5.6 6.8
52 8.8 9.0 9.3 9.6 10.4 6.6 6.5 7.0 7.4 7.7 5.9 7.2
53 8.9 9.0 9.6 9.9 10.7 6.7 6.7 7.1 7.5 7.9 6.0 7.3
54 10.0 10.9 11.8 11.8 12.7 7.5 7.7 8.2 8.8 9.3 6.9 8.2
55 10.3 11.2 12.0 12.2 13.3 7.8 7.9 8.5 9.1 9.6 7.2 8.5
56 10.5 11.6 12.2 12.6 13.7 8.0 8.0 8.7 9.3 9.9 7.3 8.7
57 11.9 10.8 10.8 10.9 11.0 10.6 10.1 10.2 10.3 10.4 9.8 10.8
58 12.1 11.3 11.4 11.5 11.8 10.8 10.4 10.6 10.7 10.8 10.1 11.1
59 12.2 11.5 11.5 11.7 11.9 10.8 10.5 10.6 10.8 10.9 10.1 11.2
60 13.3 13.4 13.8 14.1 14.6 11.8 11.6 12.0 12.3 12.6 11.2 12.3
61 13.8 14.1 14.6 14.8 15.5 12.1 12.0 12.5 12.9 13.2 11.6 12.8
62 13.8 14.2 14.8 15.1 15.7 12.2 12.1 12.6 12.9 13.3 11.6 12.8
63 15.0 15.8 16.4 16.8 17.7 12.9 12.9 13.6 14.1 14.5 12.4 13.7
64 15.3 16.4 17.1 17.5 18.3 13.2 13.3 14.0 14.5 14.9 12.7 14.0
65 15.5 16.8 17.5 17.9 18.8 13.3 13.4 14.4 14.7 15.2 12.8 14.2
66 16.0 15.2 15.1 15.2 15.4 15.2 14.8 14.9 15.0 14.9 14.5 15.4
67 16.1 15.6 15.6 15.8 16.1 15.3 15.0 15.1 15.3 15.3 14.7 15.7
68 16.2 15.7 15.7 15.9 16.2 15.3 15.1 15.2 15.3 15.4 14.8 15.8
69 17.3 17.7 17.9 18.2 18.7 16.1 16.1 16.4 16.7 17.0 15.7 16.8
70 17.7 18.4 18.7 19.0 19.6 16.4 16.5 16.8 17.2 17.5 16.0 17.2
71 17.8 18.5 19.0 19.0 19.8 16.5 16.5 17.0 17.3 17.6 16.1 17.2
72 18.8 20.0 20.6 20.7 21.6 17.2 17.3 17.9 18.3 18.8 16.8 18.1
73 19.3 20.4 21.0 21.4 22.5 17.6 17.6 18.3 18.9 19.3 17.1 18.4
74 19.3 20.5 21.4 21.6 22.7 17.7 17.7 18.5 19.0 19.4 17.2 18.5
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E.3 Temperature measurement with N2 in 4-inch system
The data shown in this section are with N2 in 4-inch system without using blower. The impeller in all
tests is at 1000 RPM.
Table E.9: Temperature measurement with N2 in 3-inch system. Part 1.
Reservoir Section 5 Section 4
# P Top Bottom Surface Adapter 20 37 1 5 10 20 50
bar ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 87.39 30 29.5 15 25.3 19.2 19.7 15.1 16.3 16.1 17.3 17.7
2 93.46 60 59.9 15 40.3 28.4 31.4 16.9 21.1 19.8 24.0 25.5
3 96.68 80 80.3 15 52.0 35.6 40.1 18.3 24.9 22.6 29.6 31.7
4 84.80 30 29.5 10 26.0 16.0 17.1 11.0 12.5 12.2 13.6 14.3
5 89.94 60 59.7 10 40.8 26.0 29.7 12.7 17.6 15.9 21.2 22.9
6 92.58 80 80.0 10 56.1 33.8 38.9 14.3 21.6 19.1 26.9 29.2
7 83.42 30 29.5 4 23.8 12.3 13.8 6.0 8.0 7.4 9.4 10.2
8 87.07 60 59.7 4 41.8 22.8 26.6 8.1 13.5 11.6 17.3 19.0
9 89.78 80 79.9 4 53.9 30.2 36.2 9.9 17.9 15.2 23.4 25.6
Table E.10: Temperature measurement with N2 in 3-inch system. Part 2.
Section 3 Section 2 Section 1
# 1 5 10 20 50 1 5 10 20 50 20 50
◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C ◦C
1 16.6 15.8 16.3 15.9 16.6 15.2 15.3 15.4 15.6 15.7 15.1 15.4
2 19.2 20.2 20.9 20.7 22.1 18.0 18.2 18.8 19.4 19.9 18.2 18.9
3 21.3 23.7 24.8 24.5 26.6 20.3 20.7 21.6 22.6 23.5 20.9 21.9
4 12.5 11.8 12.3 11.9 12.8 10.9 11.1 11.2 11.4 11.7 10.8 11.2
5 15.5 16.7 17.5 17.3 19.1 14.0 14.4 15.1 15.8 16.5 14.6 15.5
6 17.6 20.3 21.3 21.3 23.8 16.5 17.0 18.1 19.1 20.1 17.2 18.4
7 7.5 6.9 7.5 7.1 8.1 5.8 5.9 6.2 6.5 6.9 5.7 6.2
8 10.6 11.9 13.0 12.8 14.9 9.2 9.4 10.2 10.9 11.8 9.5 10.5
9 13.0 15.8 17.0 16.9 19.5 11.7 12.1 13.4 14.4 15.6 12.4 13.8
E.4 Film condensation model with varying temperature
The derivation is similar to the classic model of vertical plate film condensation by Nessuelt [83], except
that the gas temperature and thus the density is changing at different position. The assumptions are
• The liquid film has constant properties.
• The liquid film is of laminar flow.
• The gas is purely vapor and at a uniform temperature at any x.
• The shear stress at the liquid-vapor interface is zero.
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• Tsat = Tsat (x), ρv = ρv (x)



























gρl (ρl − ρv) δ3
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On the other hand, the heat flux to the interface must equal to the heat flux to the surface. The flux
to the surface equals to the energy released from the condensation, while the flux to the surface can be
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(E.5)











kl (Tsat − Ts)
δhfg
(E.6)
where x = 0, δ = 0.
ρl in this study can be assumed as constant at 1 × 103 kg ·m−3. µl, kl, and hfg are liquid properties.
They have a dependence on temperature. Their changes in terms of temperature from 0 ◦C to 100 ◦C can
be fitted as
µl = 1.650× 10−3 − 3.942× 10−5T + 4.382× 10−7T 2 − 1.825× 10−9T 3 (E.7)
kl = 0.5707 + 1.720× 10−3T − 6.229× 10−6T 2 (E.8)
hfg = 2503− 2.432T (E.9)
where µl is in Pa · s, kl is in W ·m−1 ·K−1, hfg is in kJ · kg−1, and T is in ◦C.
Tsat, ρv in the current methane/ethane system from 0






· (Tr − Tw) + Tw (E.10)
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ρv = 7.340× 10−3 + 8.805× 10−5Tsat − 1.735× 10−7T 2sat (E.11)
where a is 0.1678, z = L− x, and T is in ◦C.
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After obtaining δ, the local heat transfer coefficient hx can be from the energy balance as
qs = hx (Tsat − Ts) =







The calculations assume a flat plate for film condensation. The heat flux at the wall can be obtained
using Fourier’s law as
qs =
kl (Tsat − Ts)
δ
(E.16)

































R− δ ≈ δ (E.19)






Figure E.1: Condensation thickness δ and radial heat transfer coefficient h from film condensation model.
The black, red, blue, and green lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15 ◦C, 80/4
◦C, 80/15 ◦C, respectively. δ: (a) 2 inch. (b) 3 inch. (c) 4 inch. h : (d) 2 inch. (e) 3 inch. (f) 4 inch.
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APPENDIX F
SUPPORTING INFORMATION OF MASS TRANSFER ANALYSIS
F.1 Calculate Diffusivity
F.1.1 Theoretical Model















; T=temperature, [K]; k=Boltzmann constant;
N=number density, [m−3]; fD=correction term, [1]; ΩD=collision integral, [1]; σ=characteristic length of
the intermolecular force law, [Å].
In most cases, fD is close to unity. N can be calculated from the equation of state or simply the ideal













In the case of using an equation of state with compressiblity factor Z, as equation F.3, equation F.1 can
be written as equation F.4.













where D=diffusivity, [m2 · s−1]; R=gas constant, 8.314[kg ·m2 · s−2 ·K−1 ·mol−1]; T=temperature, [K];
p=mixture pressure, [Pa]; NA=Avogadro constant, 6.022×1023[mol−1]; M=molecular weight, [kg ·mol−1];
ΩD=collision integral, [1]; σ=characteristic length of the intermolecular force law, [m].
In the choice of Lennard-Jones 12-6 potential (equation F.5), σAB and ΩD can be calculated from equation






























where θ = kT/εAB ; εAB =
√
εAεB ; A = 1.06036; B = 0.15610; C = 0.19300; D = 0.47635; E = 1.03587;
F = 1.52996; G = 1.76474; H = 3.89411.
Table F.1 lists the values of several properties used in the calculation.
Table F.1: Lennard-Jones 12-6 potential constants and critical properties [85].
Property Unit Methane Ethane Water Nitrogen
σ Å 3.758 4.443 2.641 3.798
ε/k K 148.6 215.7 809.1 71.4
Tc K 190.56 305.32 647.14 126.2
pc bar 45.99 48.72 220.64 33.98
Vc cm
3 ·mol−1 98.6 145.5 55.95 90.1
Tb K 111.66 184.55 373.15 77.35
Vb* cm
3 ·mol−1 35.54 (90.68K) 46.15 (90.36K) 18.07 (298.15K) 34.84 (78K)
*The values are not evaluated at the normal boiling temperature.
*The actual temperature is written in the brackets.
Moreover, the diffusivity has a dependence on both pressure and temperature. At low pressure, the
product of diffusivity and pressure is almost a constant [85]. Such assumption is also used in most correlations,
such as F.2, F.9, and F.10. At high pressure the effects of pressure can be adjusted by equation F.8 [86].
(DABp)
(DABp)
+ = (DP )R = f (Tr, pr) (F.8)
where + denotes the low pressure value; Tr = T/Tc; Tc = yATcA + yBTcB ; pr = p/pc; pc = yApcA + yBpcB .
The value of (DP )R is plotted at different Tr and pr (Figure F.1). In the study, the water vapor mole
fraction is much less than 1, thus approximately Tc = TcB and pc = pcB , where B=methane or ethane.
The major drawback of this method if that the correlation is not available and cannot be obtained in
the range where the chart does not covered. The extrapolation has show extreme error, for example at
Tr = 0.90 and pr = 2.00. The chart is based on experimental data and the authors have tried fitting too.
The fittings, however, also fail outside the covered range. The reason is likely to be that the component is
liquid or liquid-like in those conditions where the diffusivity changes drastically.
F.1.2 Other Correlations




























; p=pressure, [bar]; T=temperature, [K];





Figure F.1: Correlation chart for diffusivity, temperature, and pressure.
Vb=liquid molar volume at the normal boiling temperature, [cm
3 ·mol−1]; σAB = (σA + σB) /2.
















where M=molecular weight, [g ·mol−1]; p=pressure, [bar]; T=temperature, [K]; Σv is obtained from table,
as Table F.2. Σv of methane, ethane, water, and nitrogen are 25.14, 45.66, 10.71, and 9.08, respectively.
Table F.2: Atomic diffusion volume.
Component C H O N
Atomic diffusion volume 15.9 2.31 6.11 4.54
Another general and simple correlation is proposed by He and Yu [89], which is shown in equation F.11,
.
























whereD=diffusivity, [cm2 · s−1]; T=temperature, [K];M=molecular weight, [g ·mol−1]; Vr = V/Vc; Vc=critical
volume, [cm3 ·mol−1]; Tc=critical temperature, [K].
Equation F.11 has an 8% accuracy in the 11 different tested solvents. Most of the solvents are organic
compounds with density ranging 0.8 g · cm−3 < ρ < 0.9 g · cm−3. The solvents have properties ranging
0.66 < Tr < 1.78 and 0.22 < ρr < 2.62.
F.2 Mass transfer coefficients and fluxes from film condensation model
Figure F.2 shows the mass transfer coefficients and the mass flux obtained at n =1/2, respectively. hm
mostly are close to 1× 10−4 m · s−1, while ṁ ranges within 10−7 to 10−5 kg · s−1 ·m−2.
Figure F.3 shows the mass transfer coefficients and the mass flux obtained at n =1/3, respectively. hm





Figure F.2: Radial mass transfer coefficient hm and radial mass flux ṁ from film condensation model at
n =1/2. The black, red, blue, and green lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15
◦C, 80/4 ◦C, 80/15 ◦C, respectively. hm: (a) D = 2 inch, (b) D = 3 inch, (c) D = 4 inch. ṁ: (a) D = 2





Figure F.3: Radial mass transfer coefficient hm and radial mass flux ṁ from film condensation model at
n =1/3. The black, red, blue, and green lines represent the Tr/Tw boundary conditions of 30/4
◦C, 30/15
◦C, 80/4 ◦C, 80/15 ◦C, respectively. hm: (a) D = 2 inch, (b) D = 3 inch, (c) D = 4 inch. ṁ: (a) D = 2
inch, (b) D = 3 inch, (c) D = 4 inch.
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APPENDIX G
SEALING CHALLENGES AND SOLUTIONS
G.1 Introduction
One major kind of problem encountered in the experiments is was gas leakage. Leakage can occur at any
sealing part of the system. It reduces the system pressure, making the experiment useless. Besides, if the
gas is of high temperature or it is flammable, it also raises safety concerns.
Detecting leakage can often be painful. For a large system with numerous connecting parts, the detection
is preferred to be done section by section, which has been proven to be generally time efficient. The division
of the sections is not easy, though. The preferred division is at fittings which can be easily disconnected
and are designed for multiple reassembly. For example, based on experience, valves and large-size Swagelok
fittings are ideal dividing points. For valves, turning off is usually enough to isolate sections, unless the valve
itself has some leakage. Leakage is common in needle valves but less so in ball valves. Small-size Swagelok
fittings are not preferred because they are often over-tightened and not suitable for reassembly. Even though
they can easyly replaced due to the relatively low cost, they are not the first option.
The preferred leakage detecting methods include monitoring system pressure, using soap water, immersing
in water (if possible), using gas detecting device and filling the system with liquid (if possible). Overall,
monitoring system pressure is the only way to confirm if the system leaks. In a short time period, the system
pressure may be affected greatly by the temperature. When monitoring system pressure, especially with
a small decrease, temperature needs to be considered. If the system has multiple phases, the dissolution
among the phases may also be considerable and may last for hours to days.
Using soap water is convenient and effective for small-size fittings, such as compression-sealing and
thread-sealing ones. It is usually considered on the top of the list, but the system needs to be filled with
gas. Commercial soap water, such as SNOOP, is available and often used. To use the soap water, it is good
to use just enough to cover the potential leakage sites. There is no need to use too much. Using too much
will not achieve better detection but making the system difficult to be cleaned. Based on experience, soap
water is usually very ineffective for large-size fittings and small leakages.
The principle of immersing the system in water is similar to using soap water, but more efficient for small
systems. Using gas detecting device can also be effective but the results sometimes can be confusing. The
convective flow around the system needs to be small, otherwise positive reading may be obtained everywhere.
Filling the system with water (or other liquids), if possible for the specific system, is one of the best
methods. Water is not flammable and nearly incompressible. Pressurization with water is safe and the
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detection is easy. If any leakage, the pressure drop would be much more significant than gas-filled systems
and leaked water would be obvious for most types of sealing. In this study, the most difficult-to-detect sites
are O-ring and PTFE wrapped NPT fittings, but filling the system with water has been proven effective and
efficient.
This chapter discusses several types of sealing used in this study. The experimence is hoped to reduce
the difficulties for the later researchers.
G.1.1 Thread sealing
The most common sealing is achieved with tapered thread, such as NPT thread. All thread sealing
types are not ideal for multiple assemblies because each tightening potentially damages the threads and the
threads fail to seal after several assemblies. The number of possible assemblies can be greatly reduced if the
tightening is proper.
Experience shows that for thread fittings, PTFE tapes or sealants are needed. They function by filling
the small spaces between the threads. PTFE tapes are more convenient and do not require any cure time.
The only issue requiring attention is the way to wrap it around a male thread. The wrapping direction is the
opposite to the male thread, which ensures that when tightening it, it is still in close contact with the thread.
The amount of the tape may not be too much, which would make the tightening difficult and potentially
cause leakage. For small-size fittings (< 1/2 inch), PTFE tapes are often enough. If a leakage is found after
tightening, the best solution is often to re-wrap the tape and reassemble the fitting.
Sealants are often preferred when time is not limited, because it requires a cure time which often lasts
at least 24 hours. As long as it is applied based on the instruction manual, it normally has a satisfactory
performance. For large-size fittings (> 1/2 inch), sealants are essential and usually the only option.
G.1.2 Compression sealing
The most widely used compression sealing type is Swagelok fittings. When installed appropriately, they
generally provide very good sealing performance. They can be used for multiple assemblies. However, based
on the experience, disassembly should be avoided whenever possible, especially when it is not installed
properly.
It is important to mention that Swagelok compression sealing is different from any thread sealing. Most
of the time, tapes or sealants are not helpful and thus not necessary. Some lubricant on the thread, such as
Swagelok PTFE lubricant, however, can help extend the service life of the fittings, especially for large-size
fittings. The reason is that during tightening, the friction between the threads is significant, releases a large
amount of heat and potentially damages the threads.
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G.1.3 O-ring sealing
O-ring is also a common sealing type. It is ideal for multiple assemblies but may increase the complexity
of the connecting parts. One example encountered in the study is the side windows on the deadleg. Initially
the design was that polycarbonate windows are molded on fittings and the fittings are connected to the pipe
through 3/4-inch NPT threads. However, the windows usually crack after a period of time. Reassembly
is found to be a cause. The reason is suspected to be the stress within the window and the fitting. The
problem is solved after changing the sealing to O-ring type.
Leakage of a O-ring sealing may be a result of the O-ring failure or inappropriate installation. Based on
experience, soap water is not effective to detect leakages from O-ring sealing. Filling the system with water
is the preferred method. O-ring can be made by various materials. Each material has a suitable range of
chemicals which can be easily obtained from the supplier.
Generally O-rings do not have a very long service life. It is very common to observe its failure, including
crack, rupture, deformation, and so on. The O-ring failure are more common when the temperature is high or
the stress is high. Lubricants of O-rings are often necessary because it can help reduce the O-ring oxidation,
and extend the service life. It can also fill the small gaps between the O-ring and the surface and reduce the
potential of leakage.
The installation of the O-ring needs practice. The O-ring needs to be evenly distributed wherever it is
installed. For example, when it is used between two flanges, the sequence to install the screws is important to
ensure an evenly-distributed O-ring. Figure G.1 shows the preferred sequence. Assuming the final tightening
is 100%, one good procedure is to stepwise tighten all screws by the sequence to 60%, then 80%, 90%, and
eventually 100%. The percentage does not need to be accurate, but stepwise tightening is important.
In this study, the syringe pump (Teledyne ISCO, USA) also uses O-ring to seal. In fact, because it is
designed for liquid, it is normal to have a small leakage when using gas. Adding some mineral oil into the
pump can help to reduce such leakage. The possible mechanism to form a thin layer on the inner surface,
which reduces the gap between the O-ring and the surface. All regular maintenance are detailed in the
instruction manual, including the replacement of the O-ring. The O-ring is replaced every 18 to 24 months
in this study.
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Figure G.1: Illustration of screw tightening sequence of flanges with O-ring. The final tightening is achieved
stepwise. For each step, the sequence of the screws are black, red, blue, and green. For screws with the same





The program to take images continuously and store as a video file is shown in Figure H.1. The program
names the file with the starting time. The absolute time and the relative time to the starting point are
printed on each frame of the image. The frequency to take the images can be adjusted from the front panel.
Figure H.1: Block diagram of the LabView program for video recording.
The program to take images continuously and store as image sequences is shown in Figure H.2.
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Figure H.2: Block diagram of the LabView program for time-lapse images.
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