Abstract. Cubic spline interpolation on Euclidean space is a standard topic in numerical analysis, with countless applications in science and technology. In several emerging fields, for example computer vision and quantum control, there is a growing need for spline interpolation on curved, non-Euclidean space. The generalization of cubic splines to manifolds is not self-evident, with several distinct approaches. One possibility is to mimic the acceleration minimizing property, which leads to Riemannian cubics. This, however, require the solution of a coupled set of non-linear boundary value problems that cannot be integrated explicitly, even if formulae for geodesics are available. Another possibility is to mimic De Casteljau's algorithm, which leads to generalized Bézier curves. To construct C 2 -splines from such curves is a complicated non-linear problem, until now lacking numerical methods. Here we provide an iterative algorithm for C 2 -splines on Riemannian symmetric spaces, and we prove convergence of linear order. In terms of numerical tractability and computational efficiency, the new method surpasses those based on Riemannian cubics. Each iteration is parallel, thus suitable for multi-core implementation. We demonstrate the algorithm for three geometries of interest: the n-sphere, complex projective space, and the real Grassmannian.
Introduction
We address the following. For M = R n every textbook in numerical analysis teaches cubic splines, i.e., piecewise polynomials of order 3 with matching first and second derivatives. However, the generalization of cubic splines to curved space is non-trivial, essentially because polynomials are not well-defined on manifolds. Interpolating paths on manifolds are, nevertheless, needed in a growing number of applications. In the realization of quantum computers, for example, quantum control of qubits leads to an interpolation problem in complex projective space CP n (see § 4.2). In computer vision, as another example, the recognition of a point cloud up to affine transformations is naturally identified with an element in the Grassmannian Gr(k, n) (see § 4.3).
If M is a Riemannian manifold, a natural generalization of cubic splines are Riemannian cubics [12, 2] . They are based on minimizing acceleration under interpolation constraints, by solving the problem
The corresponding Euler-Lagrange equation is a fourth order ODE on M with complicated, coupled boundary conditions [12] . In addition to the Euclidean case, explicit solutions to the initial-value problem are known for so called null Lie quadratics on SO(3) and SO(2, 1) equipped with the bi-invariant Riemannian metric [11] . For other cases, even when geodesics are explicitly known, one is left with numerical ODE methods, combined, for example, with a shooting method to match the boundary conditions. This approach is computationally costly and the associated convergence analysis is involved. Another possibility is to only approximatelly fulfill the interpolation constraints by incorporating them in the minimization functional and then use a steepest-descent method on the space of curves [15] . Also this approach is costly. If M is a manifold for which the geodesic boundary problem can be solved explicitly, there is a natural concept of generalized Bézier curves (GBC). They are based on a direct generalization of De Casteljau's algorithm [13] . Splines can then be constructed by gluing piecewise GBC with matching boundary conditions. In this way, a fully explicit algorithm for C 1 -splines on Grassmannian and Stiefel manifolds has been developed [8] . The C 2 -condition, however, first derived by Popiel and Noakes [14] , is significantly more complicated than the C 1 -condition. For this reason, there is a lack of numerical algorithms for C 2 -splines. Nevertheless, C 2 continuity is often required in applications, to avoid discontinuities in accelerations.
In this paper we give the first numerical algorithm for C 2 -splines based on GBC. Instead of treating all Riemannian manifolds, we focus on the subclass of symmetric spaces (see § 2.1). Such manifolds are of high interest in applications, and include, e.g., spheres, hyperbolic space, real and complex projective spaces, and Grassmannian manifolds (see Table 1 ). In many cases, the geodesic boundary value problem on a symmetric space has explicit solution (a prerequisite for De Casteljau's algorithm). The Table 1 . Some examples of Riemannian symmetric spaces. For the details of the corresponding symmetric space decomposition, see [10, § 5] . In the right-most column, we give the geometry class to use when interpolating with our Python package; we refer to Appendix D for example usage.
original C 2 -condition of Popiel and Noakes, however, is still complicated. We now list the specific contributions of our paper.
(1) Using the special homogeneous space structure of symmetric spaces, we give a significant simplification of the C 2 -condition (Theorem 2.2). (2) Using the new C 2 -condition, we construct an algorithm based on fixed-point iterations (Algorithm 1). (3) We prove convergence of the algorithm under conditions on the maximal distance between consecutive interpolation points (Theorem 3.1).
The paper is organized as follows. In § 2 we first give a brief description of Riemannian symmetric spaces and thereafter describe the construction of generalized Bézier curves. We also formulate the C 2 -condition. In § 3 we give the numerical algorithm and we formulate the convergence result. Numerical examples are given in § 4. An outlook towards future work is given in § 5. The proofs of the C 2 -condition and the convergence result are long and technical, and therefore given in Appendix A-C. In Appendix D we give a brief demonstration of an easy-to-use open-source Python package implementing our interpolation algorithm for several geometries.
Generalized Bézier curves on symmetric spaces
Let us describe the construction of generalized Bézier curves on a symmetric space. The construction relies on a notion of interpolation between two points on the manifold, generalizing the notion of a geodesic on a Riemannian manifold [9] .
2.1. Symmetric spaces. In this section we briefly recall symmetric spaces. A list of the most common examples of symmetric spaces is given in Table 1 . For details, we refer to [16] or [4] . We assume that a Lie group G acts transitively on M , making M a homogeneous space [16, § 4] . We denote the action by
For every point p ∈ M , we define the isotropy subgroup H p at p
Now, the homogeneous space M is called a symmetric space if the Lie algebra g of G has a direct sum decomposition
where h p is the Lie algebra of H p , and the summands fulfill the following algebraic conditions
If these conditions are satisfied at one point p ∈ M , then they are automatically valid at every point with
By differentiating the action map (g, p) → g · p with respect to the variables, we also obtain, on the one had, an infinitesimal action of g on M , and, on the other hand, a prolonged action of G on T M . For ξ ∈ g and p ∈ M , we denote the infinitesimal action by
For a fixed p, this map induces an isomorphism between m p and T p M . The infinitesimal action (5) and the decomposition (3) thereby define a principal connection [10] , i.e., a g-valued one-form on M which fulfills
where the last action is the adjoint action of G on the Lie algebra g. By construction, m p = (T p M ). Next, we define the interpolating curve η : [0, 1] → M between two (nearby enough) points p 0 and p 1 as the unique curve satisfying
It follows that η is of the form
with ξ ∈ m p 0 . Let us introduce the notation
In particular, notice that
In many (but not all) cases, a symmetric space M can be equipped with the structure of a Riemannian manifold, given through an H p -invariant inner product ·, · p on m p . In The precise definition of the resulting curve is given in (13) . Figure 2 . Illustration of the movement function E p and of the logarithm described in § 2.3. The curve between p and q is a geodesic.
this case, the interpolating curves are geodesics. From here on, we shall assume that M is such a Riemannian symmetric space.
2.2.
De Casteljau's construction. We briefly describe the De Casteljau construction, as illustrated on Figure 1 . This algorithm constructs Bézier curves from interpolating curves. We focus on cubic Bézier curves. From four points p 0 , q 0 , q 1 and p 1 , one defines the cubic Bézier curve γ :
Note that, by construction, γ(0) = p 0 and γ(1) = p 1 .
2.3.
Exponential and logarithm on symmetric spaces. For the formulation of the C 2 condition in § 2.4, and for the implementation of the algorithm, we need the following functions (see Figure 2 ).
(1) The action of a group element g ∈ G on a point x ∈ M :
(2) A movement function E, which, to a point p and a velocity v at p, assigns an element E p (v) ∈ G. This function should generate interpolating curves (9), i.e., it should be of the form
(3) The logarithm; given two points p and q in M , it is defined by
Throughout the paper we make the blanket assumption that p and q are never past conjugate points, so that the logarithm is always well-defined.
2.4. Cubic splines and C 2 condition. We shall now consider curves consisting of piecewise cubic Bézier curves. As we have seen in § 2.2, each cubic Bézier curve is determined by two interpolating points and two control points. To construct a curve of piecewise Bézier curves we therefore need to impose conditions on the control points (in addition to the interpolating conditions). On Euclidean space, the standard approach is to use the conditions for C 2 continuity at the interpolating points, which leads to a linear set of equations. On a general Riemannian manifold, the corresponding C 2 condition, given by Popiel and Noakes [14] , is highly nonlinear, involving the inverse of the derivative of the Riemannian exponential. However, we now give a result that in the special case of symmetric spaces, the C 2 condition simplifies significantly, involving only the three operations (14), (15) , and (16). The interpolating conditions ensure that γ is continuous (or C 0 ). However, for higher degree of continuity (C 1 or C 2 ), we need additional conditions on the control points. We now give such conditions. Theorem 2.2. Let M be a Riemannian symmetric space and let γ : [0, N ] → M be a composite cubic Bézier curve. Consider the conditions on the control points given by
where
(2) If conditions (17) and (18) are fulfilled, then γ is a C 2 -curve, i.e., a cubic spline. Furthermore, if γ fulfills the C 2 -conditions (17) and (18), then it is uniquely determined either by clamped boundary conditions, where γ (0) and γ (N ) are prescribed, or by natural boundary conditions, where
Remark 2.3. Notice how (17) and (18) are generalizations of the first and second order finite differences in Euclidean geometry. Indeed, in this case condition (17) reads
and condition (18) reads Outline of proof. The details of the proof are rather technical and therefore given in Appendix B. However, for convenience we also provide an outline of the proof:
(1) The C 2 condition in the case of Riemannian symmetric spaces is given by Popiel and Noakes [14, Sec. 4] . It is expressed in terms of the derivative of the symmetry function I p (q) = E p (− log p (q)). (2) Using the special symmetric space structure, we show that the derivative of I p can be expressed solely in terms of the movement function E p (Lemma A.3). (3) Together with a result on equivariance of the log function (Lemma A.4) we can then simplify the original Riemannian symmetric space C 2 condition by Popiel and Noakes [14] to the one given by (18).
Numerical algorithm
We shall now construct a fixed point iteration algorithm for cubic splines on symmetric spaces, based on the C 2 condition in Theorem 2.2. To this end, we parameterize the control points q 
The iteration map over v := (v 1 , . . . , v N −1 ) is then given by Figure 4 . An illustration of the control points and the corresponding velocities. We define a velocity v i at every point p i . From that velocity, we construct the control point q
We can then construct a cubic Bézier curve from the four points p i , q Figure 1 . If the velocities v i are chosen following Theorem 2.2, the resulting piecewise cubic curve will have optimal regularity. where
and , v is the componentwise application of the connection . Pseudo code for the complete algorithm is given in Algorithm 1. We consider two options for boundary conditions.
(i) Clamped spline:
where v start and v end are prescribed constants. (ii) Natural spline:
3.1. Convergence result. In this section we give a result on convergence of the fixed point method given by Algorithm 1. To do so, we first give some preliminary definition. The Riemannian distance between p, q ∈ M is denoted d(p, q). Our proof of convergence uses that any two consecutive points p i , p i+1 are close enough. Thus, we define the constant
The other constant that comes into play is a bound on (essentially) the curvature of M . Indeed, if · p denotes the H p -invariant norm on m p associated with the Riemannian structure of M , then we define the constant K ≥ 0 as
If M is flat, then K = 0. If M is the n-sphere of radius r, then K = 1/r. Our convergence result is now formulated as follows. The auxiliary functions E and log are defined in (15) and (16) .
The outcome is the control points q Outline of proof. Again, the proof is long and technical, and therefore given in Appendix C. Here we give a brief outline.
The proof is based on showing that the iteration mapping (22) is a contraction. For convenience, we use the variables ξ i ∈ m p i instead of v i ∈ T p i M . The iteration mapping is denoted φ.
(1) The first step is to give an invariant region of the iteration mapping. This is given in Proposition C.1, which proves existence of V > 0 (depending on both D and K), such that ξ ≤ V implies φ(ξ) ≤ V . (2) The next step is to prove that φ is a contraction, which is established by a series of estimated on the partial derivatives on φ (Proposition C.4, Proposition C.3, and Proposition C.6). These estimates depend on K. (3) The final step, in § C.3, consists in using the contraction mapping theorem to obtain linear convergence.
4. Examples 4.1. Unit quaternions. Unit quaternions (versors) are used extensively in computer graphics to represent 3-D rotations. They are elements of the form q = q 0 + q 1 i + q 2 j + q 3 k Figure 5 . Interpolation between 5 orientations, illustrated by the orientation of the frame consisting of the axes i (red), j (green), and k (blue). The bold frames mark the interpolants.
with
Since
is a Riemannian symmetric space (with respect to the standard Riemannian metric), we can use Algorithm 1 to obtain C 2 -continuous spline interpolation between rotations. Since geodesics on S 3 are given by great circles, it is straightforward to derive the mappings E and log.
The resulting C 2 -curve interpolating 5 orientations is shown in Figure 5 . In the figure, an element γ(t) ∈ S 3 is represented by the rotated basis vectors
The actual interpolation points are marked with bolder lines.
4.2.
Quantum states. The control of quantum states is an important subproblem in quantum information and the realization of quantum computers [3] . The objective is to find a time-dependent Hamiltonian H(t) designed to 'steer' a given quantum state |ψ 0 through a sequence of states |ψ 1 , |ψ 2 , . . . , |ψ N at given times t 1 , . . . , t N . As instantaneous switching of the Hamiltonian is not experimentally feasible [1] , the interpolating curve |ψ(t) should be at least C 2 continuous.
If the quantum state space is finite dimensional, corresponding to an ensemble of qubits, then, in the geometric description of quantum mechanics [6, 7] , the phase space is given by complex projective space CP n . The quantum control problem can then be seen as a two-step process:
(1) Find an interpolating curve t → |ψ(t) ∈ CP n such that |ψ(0) = |ψ 0 and |ψ(t k ) = |ψ k . (2) Using the homogeneous structure CP n U(n + 1)/U(n) × U(1), lift |ψ(t) to a curve t → g(t) ∈ U(n + 1) such that g(0) = e and π(g(t)) = |ψ(t) .
1 The time-dependent Hamiltonian is then given by H(t) = −iġ(t)g(t) −1 . Figure 6 . Interpolation between 6 qubit states visualized on the Bloch sphere. The resulting curve is C 2 and therefore generated by a timedependent Hamiltonian iH(t) ∈ u(n + 1) where t →Ḣ(t) is continuous.
We can use Algorithm 1 for the first step. (The second step is not treated in this paper.)
The simplest case of a single qubit corresponds to the phase space CP 1 , which is isomorphic to a sphere (called the Bloch sphere). Using 6 interpolation points, the resulting interpolating curve is visualized on the Bloch sphere in Figure 6. 4.3. Affine shapes. In computer vision, an affine shape is an orbit of the joint action of the affine group on a set of points. It turns out that for k + 1 points with full affine range in a space of dimension n, the affine shapes are in one-to-one correspondence with the points on the Grassmannian Gr(n, k) [5] , that is, the set of subspaces of dimension n in R k .
In the example of Figure 7 , to the affine shape of four points which span the plane R 2 we associate a point in Gr(2, 3).
Let us describe the mapping from an affine shape to a point on a Grassmannian. We assume for simplicity that the k + 1 points p 0 , . . . , p k affinely span the whole space of dimension n. Choose a coordinate system, and place the coordinates of the vectors p 1 − p 0 , . . . , p k − p 0 column by column in a n × k matrix. The kernel of this matrix is then a subspace of R k .
Assuming that the points span the whole space is akin to assume that the matrix has full rank, in other words, the kernel has dimension k − n. This gives us a point in Gr(k − n, k), which, by canonical isomorphism between Gr(k − n, k) and Gr(n, k), gives a point in Gr(n, k).
Let us study the particular case of the shapes described on Figure 7 . In this case, the ambient space has dimension 2, and there are 3 + 1 points. This means that, for every shape, we obtain a matrix of shape 2 × 3, which has full rank. For every shape, we thus obtain a kernel of dimension one, that is, a direction, in R 3 . We see that the set of shape is isomorphic to the real projective plane RP 2 . . Four affine shapes that we interpolate. During the reconstruction, we form a basis with the points 0, 1 and 3 (the thicker axis is the first basis vector, while the thinner one is the second basis vector). At time 2, the basis is degenerate, so in that coordinate system, we expect the point 2 to go to infinity.
We visualise the corresponding points as follows. First, we compute the intersection of the kernel direction with the half-sphere
We then compute the stereographic projection from the point of coordinate (0, 0, 1). This function is explicitly given by
We now interpolate the shapes on Figure 7 , considered as points on RP 2 . We plot the resulting curve on Figure 10 .
Outlook
There are a number of possible extensions of our methods and proofs to be studied in future work. Here we list some of them.
• We surmise that the conditions of Theorem 2.2 are in fact valid for more general symmetric spaces than Riemannian ones. In particular, we would like to be able to prove that result directly, without resorting to the previous result of Popiel and Noakes, which is the only reason for us to restrict to the Riemannian symmetric space case at this point.
• The only structure that we need to implement Algorithm 1 and to state Theorem 2.2 is an invariant connection (see (6a)), which only requires the homogeneous space at hand to be reductive [10, § 4]. We would expect similar results in that Figure 9 . We plot the y coordinate of point 2 in Figure 7 . As expected, at time 2, the coordinate is infinite. Note how the coordinate changes sign. This effect is only apparent during reconstruction, as nothing is infinite in the actual computed spline curve, as shown on Figure 10 . case, which would for instance cover arbitrary Lie groups, as well as Stiefel manifolds.
• A modification of our algorithm is possible in the more general case of arbitrary Riemannian manifolds (not necessarily symmetric), using the original C 2 condition of Popiel and Noakes [14] . We are working on an implementation and a proof of convergence.
• Our algorithm is currently based on a fixed point iteration. One could instead use a Newton iteration, which would ensure convergence in one step in the Euclidean case. 
Appendix A. Identities and bounds on symmetric spaces
We prove several identities and bounds valid on (Riemannian) symmetric spaces. Let M = G/H p be a symmetric space, where p ∈ M and g = m p ⊕ h p is the decomposition of § 2.1, and let π p : g → m p be the canonical projection. Recall that the connection is defined so that, for all p ∈ M, ξ ∈ g,
Throughout this section and the following, dexp denotes the trivialized derivative of the Lie group exponential, that is
(where the last equality follows from differentiating exp(ξ) exp(−ξ) = id.)
Proof. By differentiating exp(ξ) · p we get
where the second equality is because
Proof. As a function g → g, dexp ξ is an analytic function of ad ξ with Taylor series
When applied to an element in η ∈ m p , we have that
The effect of π p is to eliminate terms in h p , leaving only the even part
which does not depend on the sign of ξ.
Lemma A.3. Let I be the involution at p, i.e., I(q) = E p (− log p (q)), and let ξ ∈ m p , w ∈ T p M . Then
Proof. Let q(ξ) = exp(ξ) · p for ξ ∈ m p . Then q : m p → M is a local diffeomorphism and I(q(ξ)) = exp(−ξ) · p. Differentiating both q(ξ) and I(q(ξ)) with respect to ξ, and using Lemma A.1, we get
Since q is a diffeomorphism, we can choose η such that Tq ξ (η) = exp(ξ) · w, i.e., w = π • dexp −ξ (η) · p. Using Lemma A.2, we also have w = π • dexp ξ (η) · p, and the result follows.
Lemma A.4. Let g ∈ G, and q ∈ M . Then
On the other hand, we have
where Ad g (ω) ∈ m g·p , and
We therefore conclude that
For the final lemmata, we assume M = G/H p to be a Riemannian symmetric space. This is equivalent to the existence of an H p -invariant inner product on m p , from which we derive a norm · on m p .
(Notice sin, not sinh in the last denominator)
Proof. We use Lemma A.2 to set π
The lemma follows from considering the infinite series for sinh(ad ξ ) ad ξ and its inverse, as well as the definition of K. q 1 ) ), holds. Proof. Let γ(t) be the geodesic from γ(0) = q 0 to γ(1) = q 1 , and let α(t) ∈ m p be such that exp(α(t)) · p = γ(t).
(32) Then ξ 0 = α(0), ξ 1 = α(1). We note that, by the triangle inequality, we have
Differentiating (32) we get
where we have used that π p (η) · p = η · p for all η ∈ g. Taking norms on both sides, using that G acts by isometries, we have
and, by Lemma A.5
We now use the monotonicity of x/ sin x, and the bound Equation 33 to obtain
We now prove Theorem 2.2. The proof relies on a result by Popiel and Noakes [14] .
Proof of Theorem 2.2. At non-integer t, the spline is always C ∞ . We show that the spline is C 2 at t = i ∈ { 1, 2, . . . , N − 1 } (i.e. when the spline is interpolating p i ). By [14, Thm. 3] , a sufficient and necessary condition for the spline to be C 2 at t = i is
We proceed by removing the dependence of TI in (34) by using the lemmata from Appendix A. By Lemma A.4, we have log q
Next, we note that log q
Using (35) and (36), we can rewrite (34) as
Acting on the whole equation from the left with exp(ξ i ) and rearranging, we get (18) is recovered by using (17) to replace v i = log p i (q
Appendix C. Convergence of the fixed-point method
We now proceed to show that, if the interpolation points are sufficiently close, Algorithm 1 converges to a solution.
In the proof, we will work with variables in the Lie algebra g Let m p = m p 0 × · · · × m p N , and ξ = (ξ 0 , . . . , ξ N ) ∈ m p , be the Lie algebra elements defined by ξ i = , v i p i . Switching to variables in the Lie algebra, the fixed-point iteration (22) becomes a map
φ 0 and φ N are given by the boundary conditions.
It is convenient to introduce the auxiliary variables
and to do a splitting φ i (ξ) = φ
In the proof, we will require the maximum distance
and the norms ξ = max
and
. Notice that by the triangle inequality, we have
We are now equipped to prove the convergence of the algorithm, that is Theorem 3.1 The proof consists of proving the existence of an invariant region, and thereafter bounding partial derivatives to prove that φ is a contraction. C.1. Invariant region. We begin by establishing an invariant region.
Proposition C.1. Let V > 0 satisfy the inequality 1 2
where U = D + 2V . If (i) clamped spline boundary conditions are used, ξ start ≤ V , ξ end ≤ V and ξ ≤ V , or, (ii) natural spline boundary conditions are used and ξ ≤ V then also φ(ξ) ≤ V .
We first prove bounds for φ
,
Proof. We prove the first inequality. The proof of the second is entirely symmetrical and is omitted. We have ω
By Lemma A.6, we have
) . From the triangle inequality, we have
Thus T ≤ U i , and the claim follows by the monotonicity of
Proof of Proposition C.1. Using Lemma C.2, and the inequalities
For the boundary velocities, we have, (i) Clamped spline: φ 0 (ξ) = ξ start , so φ 0 (ξ) ≤ V by our assumption.
(ii) Natural spline: C.2. Contraction. We now establish that, for D and ξ sufficiently small, Tφ ≤ α < 1 in the operator norm derived from Equation 38. We first consider the effect of varying ξ i+1 and ξ i−1 in φ i (ξ). Proposition C.3.
Proof. We only prove the first claim. The proof of the second is entirely symmetrical. ξ i+1 only enters φ i (ξ) through the term
By the definition of ω
Differentiating implicitly on both sides, then acting from the left by exp(−ω + i (ξ)), we get
Since G acts by isometries, we have that
The last inequality in the claim follows from Lemma A.5.
We note that we can also use a Taylor expansion of the right hand side to get the asymptotic bound
To bound
, it is again advantageous to do the splitting φ i (ξ) = φ 
and ∂φ
Again, we will only prove the first claim, the proof of the second is entirely symmetrical. We first prove a lemma.
Lemma C. 5 . ∂ω
Proof. We use that exp(ω
By differentiating implicitly, we get exp(ω The proposition follows by taking norms.
It is also possible to bound the derivatives of the boundary condition functions:
Proposition C.6. C.3. Convergence. We are now ready to prove the convergence theorem.
Proof of Theorem 3.1. A consequence of Proposition C.1 is that φ has an invariant region for small enough D. We need to also establish that it is a contraction. It is sufficient to show that Tφ ≤ α < 1. We have Tφ = max To ensure a solution, KV has to be in the blue area, and the magenta line has to be contained in the dashed green rectangle.
