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The desire for more efficient human flight has given impetus to the research and development
of novel aerostructures that are both lightweight and flexible. Although delivering benefits such
as greater fuel economy and aerodynamic efficiency, these new designs frequently suffer from
poor aeroelastic performance. In particular, an unstable, self-excited oscillation, known as
flutter, can arise within the desired flight envelope and compromise an aircraft’s safety through
mechanisms such as damage, degradation, and structural failure.
Historically, flutter has been avoided by making passive modifications to the structure.
However, a new approach based on the principles of active control has been developed in
recent years. This new approach, known as active flutter suppression (AFS), uses a series of
actuators located at several points on the structure to actively modify the natural frequencies
and damping of the system such that the conditions at which flutter arises are pushed outside
of the desired flight envelope. Although the fundamental principles are now well-established,
there are still few documented implementations of AFS systems in real-world aircraft. This is
partly due to its reliance on highly accurate numerical models of the structure, aerodynamic
and their interaction, which are all seldom available.
This thesis explores the use of receptance methods to facilitate an experiment-based ap-
proach to AFS. In this way, there is no requirement to model the system numerically and
hence issues associated with modelling errors are mitigated entirely. The Receptance Method
is extended to aeroservoelastic systems and some of its practical limitations, which previously
inhibited its use on real-world aerostructures, are addressed. First, a method to measure recep-
tance data at or above the flutter speed is developed and a procedure for optimum eigenstructure
assignment is described. It is shown that both techniques can significantly improve the per-
formance of the AFS solution and that the flutter speed can be pushed much higher using
these approaches. The issue of robustness in receptance-based techniques is also addressed.
Procedures to minimise the impact of uncertainty arising from misfitting of receptance data or
physical variability between nominal systems are developed. Results show that proper eigen-
structure assignment can reduce the propagation of uncertainty to the system’s poles and hence
reduce variability in the system’s dynamics. Finally, an experiment-based approach to uncer-
tainty quantification in aeroelastic systems is developed. The probability of flutter at a given
i
ii
airspeed is calculated using only measured frequency response function data, which is available
through standard modal testing techniques. The method is shown to accurately determine the
probability of flutter and may be used as an alternative risk assessment method that could
replace arbitrary, deterministic safety regulations that are currently used in industry.
The methods developed in this work are verified numerically on a reference aeroservoelastic
model. They are also applied to a wind-tunnel model, which is housed in the University of Liv-
erpool’s subsonic wind-tunnel facility. The overarching aim of this thesis is to progress the use
of receptance-based techniques in aeroservoelastic systems and to aid with their implementation
on real-world aircraft.
Keywords: receptance, control, uncertainty quantification, aeroelasticity, aeroservoelasticity,
flutter, active flutter suppression, robust, probabilistic
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Today’s world is more reliant on the aviation industry than ever. Increased globalisation, e-
commerce, and the emergence of new markets have been driving factors for the rapid growth of
both cargo and passenger air transport movements. Between 2009 and 2018, worldwide annual
passenger numbers on scheduled, commercial flights grew from 2.5 billion to 4.3 billion [1].
Likewise, total worldwide freight movement, measured in tonne-km, grew from 156 billion to
231 billion in the same period [1]. Despite its expeditious growth over just a single decade, it is
widely believed that the aviation industry will continue to grow well into the future. Indeed, in
a recent estimate by the International Civil Aviation Organisation (ICAO), annual passenger
numbers are expected to increase to 10 billion by 2040 [2]1. It is also thought likely that air
cargo will observe a similar upward trend.
To accommodate for the growing demand in the aviation industry, large numbers of new
aircraft must be manufactured. This is both to increase the total worldwide fleet and to replace
outdated aircraft that are no longer economical to operate. Despite this, however, significant
challenges to the long-term sustainability of the aviation industry remain. As the world becomes
increasingly aware of the potentially irreversible effects of climate change, pressure is mounting
on the industry to produce a new generation of aircraft that have less of a detrimental impact
on the environment. For instance, the International Air Transport Association (IATA) has set
ambitious targets of reducing CO2 emissions from aircraft by 50%, relative to 2005 levels, by
2050 [3].
Improving sustainability in the aviation industry is not a straightforward task. Firstly,
step changes in the research and development of new technologies are required across multiple
engineering fields. This, of course, is both costly and resource intensive. Secondly, even if
new technologies are found, strict legislation can impede their rapid deployment to real-world
aircraft. This causes a significant lag between the state-of-the-art and current industrial prac-
tice. Finally, improvements must be economically beneficial to aircraft operators. The growing
trend of low-cost carrier (LCC) models in the aviation sector means that airlines increasingly
rely upon maximising operational efficiency and minimising costs [4].
Whilst research in novel technologies, such as alternative propulsion devices, continues, it
is important in the meantime to improve existing designs. One of the main ways to do this is
by increasing fuel efficiency. Indeed, this is one of the primary targets identified by IATA [3].
1This prediction was made before the Covid pandemic.
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Fuel efficiency is typically increased in one of three ways: (i) by improving the efficiency of the
engines, (ii) by reducing the total weight of the aircraft, or (iii) by reducing aerodynamic drag.
Historically, efforts have been concentrated mainly on the first of these three points. However,
developments in material science and manufacturing technology have allowed the final two
points to be considered more extensively in recent years.
Today, high-strength, low-density composite materials are used in new aircraft and serve
to replace the conventional aerospace grade aluminium that was previously relied upon. Such
materials yield significant weight savings and allow more flexible structures to be manufactured.
The Boeing 787 Dreamliner, for instance, uses carbon fibre reinforced plastic (CFRP) in its
structure and delivers a 20% weight reduction compared to traditional aluminium designs [5].
CFRP is also used in the new Airbus A350 XWB, which claims to have the largest aircraft part
ever made entirely from carbon fibre [6]. These aircraft are both shown in Fig. 1.1.
(a) 787 Dreamliner (Photo by John McArthur
on Unsplash)
(b) Airbus A350 (Photo by Ramapasha Lak-
sono on Unsplash)
Figure 1.1: Commercial aircraft utilising high specific strength composites.
Both the Boeing 787 and Airbus A350 XWB may be considered early forerunners in the
growing trend of super-lightweight, flexible aircraft structures. Indeed, these designs have
helped to fuel a growing push for the creation of even lighter aircraft that could potentially
replace older designs that are not as efficient. Although the manufacturing technology for such
designs is nearly at a sufficient level of maturity, there remains several challenges that impede
their deployment in both commercial and military settings. One such challenge relates to the
stability of these structures at high speeds.
Aerostructures are designed to withstand a variety of different loads. In addition to static
loads, such as aerodynamic loads due to manoeuvres etc., aerostructures must be able to re-
sist loads that are dynamic. These dynamic loads are a combination of elastic, inertial and
aerodynamic forces. Generally speaking, dynamic loads are much more difficult to predict and
accommodate for in the design of aircraft structures. This is due to their mutual interaction;
the dynamic forces are coupled and affect one another. The study of this interaction forms a
major area of study known as aeroelasticity and is today a crucial part of the aircraft design
process.
A well-known result from the field of aeroelasticity is the prediction of a phenomenon known
as flutter. Flutter is a self-excited, unstable oscillation that arises when the structure extracts
energy from the airflow at a rate faster than it can dissipate. The lowest airspeed at which
this phenomenon appears is known as the flutter speed and is a limit that prevents aircraft
from travelling faster. If this limit is inadvertently broken, serious damage can be done to the
structure; it can lead to large deformations that result in fatigue, damage, or even catastrophic
structural failure. For this reason, strict aviation regulations require a substantial margin
between the maximum speed at which an aircraft can legally operate and the flutter speed.
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The Federal Aviation Administration (FAA), for example, requires a fifteen percent factor of
safety, across all flight conditions [7].
With the development of lightweight, flexible aircraft, the avoidance of flutter is much more
difficult. Reduced inertial and elastic forces mean that aerodynamic forces tend to dominate
and hence flutter is more likely to arise at lower speeds. This limits the maximum operating
speed associated with such designs and hence methods are required to drive the flutter speed
higher.
Flutter can be avoided by making modifications to the structure during the early stages
of design. Typically, the mass or stiffness distribution is altered so that the instability is
suppressed and the flutter speed increases. Despite the method historically used, this approach
to flutter suppression has some restrictive limitations. Firstly, designing to avoid flutter during
the early stages of design requires accurate modelling of the structure, the aerodynamics, and
their coupled interaction. In practice, this is not always possible. Numerical models will
always contain some degree of inaccuracy, caused by restrictive physical assumptions, limitations
in computational effort and time, and poorly estimated parameters in both the structural
and aerodynamic models. In fact, as discussed by Pettit [8], there is a general mistrust in
using numerical models to predict the flutter characteristics and therefore exclusively using this
method to avoid flutter is widely considered inappropriate. Secondly, the modifications are
not easily changed post manufacture as they are static. If after flight testing an aeroelastic
instability is identified, it is necessary to re-evaluate the design and make modifications. This
can incur significant cost and time delays to the project. Finally, such modifications can invoke
additional weight and are typically counter to the most optimum design, in terms of efficiency.
This means that the weight saving achieved by use of composite materials or other technologies
can be offset by flutter suppression modifications.
Spurred on by the limitations of conventional, passive methods, an alternative solution to
flutter suppression has come to fruition in recent years. Instead of making modifications to
the structure itself, actuators located at one or more locations on the structure can be used to
suppress flutter actively. Typically, feedback controllers are used, where displacement, velocity
or acceleration data measured at several locations are used to determine the input to the
actuators. In this way, the damping or natural frequency of the system can be changed so that
the flutter speed is pushed higher. Such an approach is known as active flutter suppression
(AFS).
Despite their benefits over traditional, passive solutions, industry has been slow to adopt ac-
tive flutter suppression techniques. Indeed, there are very few applications in both commercial
and military settings. One of the main reasons for this is the risk imposed by such methods.
Should the controller fail, there must be multiple redundancy systems that prevent flutter from
arising. Another reason is that AFS techniques rely on accurate numerical models. Normally,
the controller is designed by first creating a numerical model of the system and then choosing
a desired control objective that modifies the dynamics in some suitable manner. As discussed
previously, numerical models invariably contain errors and hence the controller that is designed
may not be suited to the real-world system. Moreover, a controller based on a single, determin-
istic model is not suitable in practice due to variability between different aircraft, which arises
from manufacturing tolerances, damage, degradation, and other such sources.
Clearly, the standard approach to designing AFS systems inhibits their mainstream use in
an industrial setting. One could try to improve the performance of the controller by using more
accurate numerical models of both the structure and the aerodynamic. However, this is not al-
ways possible. Firstly, sophisticated aerodynamic models can require significant computational
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power that is either not available or is too costly. Secondly, some uncertainties in the system
are irreducible and hence cannot be avoided. Clearly, so long as conventional methods are used,
one must always be prepared to accept some degree of uncertainty invoked by such methods.
In recent years, an alternative approach to AFS has been developed. Instead of creating
numerical models of the structure and aerodynamics, data collected experimentally from the
aeroservoelastic system can be used directly to design the controller. In this way, there is no
need to construct a model of the structure or of the aerodynamics. Furthermore, it is not
necessary to estimate key structural or aerodynamic parameters and a purely experimental
approach is facilitated.
One particular experimental method that has received considerable attention in recent years
is that of receptance-based control. Receptance-based control methods use receptance data,
collected by means of standard modal analysis tests, to design an AFS controller. Receptance-
based active flutter suppression techniques have been successfully applied to several aeroservoe-
lastic systems. However, these applications have been reserved only to numerical systems and
small wind-tunnel models. If these techniques are to be used in real-world, large-scale aircraft,
further developments are needed to address challenges in both the theory and practicality of
such techniques. One challenge in receptance-based AFS relates to restrictions in the current
theory. As discussed previously, such techniques rely upon receptance data, which are collected
through modal testing. In practice, experimental data can only be collected from the system
when it is stable. This means that only data collected below the flutter speed can be used. This
restriction limits the design of the controller and often leads to a sub-optimal AFS solution.
Another challenge in receptance-based AFS concerns the robustness of such methods. Since
experimental data is used, errors in noise, data fitting and other such sources play a significant
role in the performance of the controller. Consequently, the dynamics of the system become
uncertain and the flutter speed becomes non-deterministic. If the effects of these uncertain-
ties can be quantified, it may be possible to predict the variability of the flutter speed and
hence support a risk-based approach to control. Furthermore, this information could be used
to influence the design of the controller and choose appropriate control strategies that balance
maximising both the flutter speed and its robustness.
1.2 Aim & Objectives
The aim of this thesis is to explore, develop, and extend the use of experiment-based methods in
the design and analysis of aeroservoelastic systems. Receptance-based techniques are considered
and some of the current limitations that impede their use on large-scale aircraft are addressed.
A focus is also given to the problem of uncertainty and its impact on the final AFS solution.
There are two primary objectives in this thesis. The first is to extend the theory of
receptance-based control methods so that it is better tailored to aeroservoelastic systems. This
includes the development of new strategies to overcome some of the limitations discussed ear-
lier. The second objective is to consider how uncertainty quantification in aeroelastic systems
can be achieved using receptance data. Various techniques, including both probabilistic and
non-probabilistic approaches, will be used and their relative merits will be discussed. It is hoped
that these techniques will yield new approaches to uncertainty quantification in aeroelastic sys-
tems and may provide an alternative, less-conservative approach to aircraft certification. It is
important to note that these two objectives are not mutually exclusive; at several points this
work considers the combination of both UQ and receptance-based control methodologies, and
assesses its impact on the design of active flutter suppression systems.
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1.3 Thesis Outline
This thesis is structured as follows:
• Chapter 2 reviews key literature from the fields of aeroelasticity and active flutter sup-
pression, uncertainty quantification in aeroelasticity, and receptance-based control. It
provides a concise summary of the work completed to date in these areas, highlights the
current limitations, and identifies areas of future research.
• Chapter 3 presents a brief overview of some mathematical preliminaries that are used
in the main matter of the thesis. It presents a formal definition of what is meant by the
poles, mode shapes and important aeroelastic quantities, such as the flutter speed. This
chapter is intended to be used as a reference for the work presented in later chapters.
• Chapter 4 describes two aeroservoelastic models that are used throughout the thesis as
systems on which to test the developed methods. The first model is numerical and is one
that is widely used in the aeroelastic research community. The second is an experimental
model that is housed in the University of Liverpool’s subsonic wind tunnel facility. This
chapter also describes the experimental setup for both receptance data collection and the
implementation of a high-level, receptance-based controller.
• Chapter 5 considers the development of receptance-based active flutter suppression tech-
niques. Using the Receptance Method, an experiment-only approach to flutter suppression
is presented and two new methodologies are developed, which address some of the prac-
tical limitations that impede real-world applications. Firstly, an optimisation method is
developed, which allows the eigenvalues to be assigned in a way that, in theory, maximises
the flutter speed. Secondly, an iterative control technique is developed, which enables re-
ceptance data to be collected at speeds at or above the open-loop flutter speed. In this
way, the controller is no longer designed about reference points well away from the onset
of flutter in the closed-loop system.
• Chapter 6 considers the effect of uncertainty on the Receptance Method. Errors arising
from poor rational transfer function fitting of measured frequency response function data
are modelled and the effects that they have on the eigenstructure assignment are quantified
by means of local sensitivity analysis. A global optimisation method is then used to
minimise the effect of the uncertainty by reducing the spread of the poles of the system,
either in terms of their real part, imaginary part, or a combination thereof.
• Chapter 7 continues on the work of Chapter 6 to consider the uncertainty that arises
from differences between nominal systems. Uncertainties in mass, stiffness and damping
properties are modelled as stochastic structural modifications to a set of measured recep-
tance data. The spread of the poles is then determined using a series of polynomial chaos
(PC) expansions. This enables a probabilistic approach, whereby the mean and variance
of the real and imaginary part of the poles can be obtained. Again, an optimisation
method is used to minimise the effect of uncertainty and render the system more robust,
according to a user-defined objective function.
• Chapter 8 expands on the work developed in Chapters 6 and 7 to consider uncertainty
in the flutter speed itself, rather than the real and imaginary parts of the poles. An
experiment-based uncertainty quantification method is developed, which estimates the
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probability of flutter arising at a given airspeed. This is done by projecting the char-
acteristic equation of the uncertain system into the space corresponding to the random
parameters. The resulting bisection of the parameter space is then integrated with respect
to the probability density function of the random parameters to obtain the probability
of flutter. To improve computation speed, a first order reliability method (FORM) is
incorporated into the method and is the first known application of such a technique in
receptance-based methods.
• Finally, Chapter 9 presents the main conclusions of the thesis and highlights areas of
future research.
1.4 Research Contributions & Publications
1.4.1 Research Contributions
The main contributions of this thesis are summarised below:
• The development of both a gain iteration technique and an optimisation strategy to extend
the Receptance Method so that it is better suited for active flutter suppression.
• The development of a new approach to quantify the uncertainty that arises in the Re-
ceptance Method from erroneous rational transfer function fitting of frequency response
function data.
• The implementation of polynomial chaos (PC) expansion theory in receptance-based tech-
niques to facilitate a probabilistic-based, experimental approach to uncertainty quantifi-
cation.
• The development of a stochastic structural modification method to model uncertainty
arising between nominal systems.
• The formalisation of procedures to perform optimum eigenstructure assignment in the
presence of uncertainty, using global optimisation techniques.
• The development of a new technique to identify the likelihood of flutter at a given airspeed,
using only experimental frequency response function data.
1.4.2 Publications
Some of the work presented in this thesis has been published in the form of journal articles and
conference papers. These are listed below:
Journal articles:
• L. J. Adamson, S. Fichera, B. Mokrani, and J. E. Mottershead, “Pole placement in
uncertain dynamic systems by variance minimisation”, Mech. Syst. Signal Pr., vol. 127,
pp. 290-305. 2019
• B. Mokrani, A. Batou, S. Fichera, L. Adamson, D. Alaluf, J. E. Mottershead, “The
minimum norm multi-input multi-output Receptance Method for partial pole placement”,
Mech. Syst. Signal Pr., vol. 129, pp. 437-448. 2019
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• L. J. Adamson, S. Fichera, J. E. Mottershead, “Receptance-based robust eigenstructure
assignment”, Mech. Syst. Signal Pr., vol. 140, 106697. 2020
• L. J. Adamson, S. Fichera, J. E. Mottershead, “Aeroelastic stability analysis using stochas-
tic structural modifications”, J. Sound Vib., vol. 477, 115333. 2020
Conference papers:
• L. J. Adamson, S. Fichera, and J. E. Mottershead, “Minimisation of the Effect of Aleatory
Uncertainties on Dynamic Systems by Active Control using the Method of Receptances,”
presented at ISMA 2018 International Conference of Noise and Vibration Engineering,
Leuven, Belgium, Sep. 17-19, 2018.
• B. Mokrani, F. Palazzo, S. Fichera, L. J. Adamson, and J. E. Mottershead, “Multi-Input
Multi-Output Aeroelastic Control using the Receptance Method,” presented at ISMA
2018 International Conference of Noise and Vibration Engineering, Leuven, Belgium, Sep.
17-19, 2018.
• L. J. Adamson, S. Fichera, and J. E. Mottershead, “Probabilistic Control Optimization
of Aeroservoelastic Systems with Uncertainty,” presented at AIAA Scitech 2019 Forum,
Jan. 7-11, 2019.
• L. J. Adamson, O. Braun, S. Fichera, and J. E. Mottershead, “Gain scheduling in
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Chapter 2
Literature Review
This chapter reviews some of the key literature that is pertinent to the work presented in
later chapters of this thesis. It is divided into three topics: (i) aeroelasticity and active flutter
suppression (§2.1), (ii) uncertainty quantification in aeroelasticity (§2.2), and (iii) receptance-
based control (§2.3). The subsequent sections provide a summary of each topic’s foundations
and state of the art.
2.1 Aeroelasticity & Active Flutter Suppression
This first section reviews literature from the fields of aeroelasticity and active flutter suppression
(AFS). The main discussion points include: the historical origins of aeroelasticity, aeroservoe-
lasticity, and flutter suppression; the principles and design of AFS systems; and the testing and
implementation of AFS in real-world systems.
2.1.1 Aeroelasticity & Flutter
The First World War was a major driving factor in the design and development of powered
flight. During this period, considerable research effort was devoted to the creation of new flight
technologies, with the aim of creating faster, more agile aircraft. Early efforts saw great progress
made in terms of aerodynamic efficiency and propulsion [9]. However, issues surrounding struc-
tural stability inhibited their further development.
Engineers were aware of stability issues in aircraft structures even before the First World
War. Brewer, in the now classic paper “The Collapse of Monoplane Wings” [10], highlighted
an instability mechanism arising due to the interaction of the structure and the airflow. A few
years later, F. W. Lancaster described an unstable, self-excited oscillation arising in the tail
of the Handley Page O/400 bomber and attributed this to the coupling of aerodynamic and
elastic forces [11]. It is even thought that the Wright Brothers were aware of structural and
aerodynamic force coupling effects in their fabled Wright Flyer [11].
In light of these early observations, and spurred on by the limitations observed during
the war, research blossomed in the 1920s throughout both Europe and the United States as
researchers tried to understand and predict these instabilities [12]. This early work is now
contained in a field of science known formally as ‘aeroelasticity’. Today, aeroelasticity is a
wide-ranging field, with applications in aerospace [13], mechanical [14] and civil systems [15].
However, Dowell [16] gives a broad description of aeroelasticity as the study of “the mutual
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interaction among inertial, elastic, and aerodynamic forces”.
Aeroelasticity itself is commonly divided into two branches: (i) static aeroelasticity, and (ii)
dynamic aeroelasticity. Static aeroelasticity considers the coupling of aerodynamic and elastic
forces, and predicts phenomena such as divergence and control reversal. Dynamic aeroelastic-
ity, on the other hand, also considers the effect of coupling from inertial forces, as well the
aerodynamic and elastic forces, and predicts phenomena such as flutter and limit cycle oscil-
lations (LCOs). Figure 2.1 illustrates the branches of aeroelasticity pictorially in what is now

















Figure 2.1: Collar’s triangle of aeroelastic forces. (Adapted from [17])
ory can be used beneficially. For example, accurate predictions of wing load distributions can
influence aircraft designs and improve their lift to drag ratio. However, aeroelastic theory also
predicts detrimental phenomena that may arise within the desired flight envelope and hence
forms an important aspect of the certification of modern aircraft.
One particularly dangerous aeroelastic phenomenon is known as flutter. Flutter is a self-
excited, unstable oscillation that arises when the structure extracts more energy from the airflow
than it can dissipate [18]. It is typically characterised by large structural deflections, which can
cause damage, fatigue, or even complete catastrophic failure. Whether or not flutter arises
depends on the external flow conditions. At low speeds, the aerodynamics have very little
effect on the aircraft structure and thus the structural component of the dynamics tends to
dominate. However, at high speeds, the influence of the aerodynamic force is comparable to
that of the structure and thus can affect the dynamic greatly. In general, flutter is multi-
parameter dependent and its presence can vary according to factors such as the Mach number,
dynamic pressure, or Reynolds number. However, for subsonic aircraft it is common to describe
the flutter characteristics by the so-called flutter speed. By definition, the flutter speed is the
lowest freestream speed at which the system becomes dynamically unstable1. This will be
defined more formally in Chapter 3.
Recent trends in aircraft design have seen the move towards lightweight, flexible aircraft
structures and away from the more conventional rigid designs that were previously used. These
new designs benefit from increased fuel and aerodynamic efficiency. However, they present a
problem in terms of aeroelastic performance; they have lower inertial and elastic force contribu-
tions compared to their rigid counterparts and hence the aerodynamic forces tend to dominate
more. For this reason, flutter can arise at relatively low speeds and can even exist inside the de-
1Note that this instability is associated with the structure, not the flight mechanics.
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sired flight envelope. As a result, engineers must dedicate considerable effort designing solutions
to avoid these instabilities. These solutions are collectively referred to as ‘flutter suppression’
methods.
2.1.2 Flutter Suppression Methods
There are two main approaches to flutter suppression: passive methods and active methods.
These are both discussed here.
Passive Methods
Passive methods are based on the principle of using physical modifications to change the dy-
namic characteristics of the aerostructure. Passive methods typically involve: (i) changing the
natural frequency of one or more modes, (ii) increasing the damping in the system, or (iii) a
combination of both. Increasing the damping in the system is an obvious strategy for flutter
suppression as it allows the structure to dissipate more kinetic energy per cycle of oscillation.
Changing the natural frequencies, however, is a less obvious approach and is based on a feature
frequently observed in aeroelastic systems. Prior to flutter itself, one or more modes in the
system couple unfavourably. This manifests itself as a reduced frequency separation between
successive modes, which decreases further as the freestream speed is increased. The idea be-
hind passive frequency modification is to separate natural frequencies in the structural system
so that the potential for coupling is reduced. In this way, the flutter speed is pushed higher.
Passive modifications are usually implemented in two ways. The first is by changing the
stiffness parameters associated with one or more modes. This can involve modifying the ma-
terials used in the structure or the design of the structural members, such as beams or spars.
The second approach is based on adjusting the mass distribution in the structure, also known
as ‘mass balancing’. This can also involve the alteration of structural components but can ad-
ditionally require the removal or addition of new structural members, with the aim of shifting
the mass distribution forwards or aft of a required point.
Historically, passive modification has been the most popular flutter suppression method
used in practice. Indeed, this was the approach used by Lancaster to solve the issue of control
surface flutter in the O/400 [11]. Even today, passive modification is used as a guiding principle
for flutter avoidance. However, the application of mass balancing and stiffness modification is
now usually more involved. These techniques were originally designed for systems with a small
number of degrees-of-freedom [19]. Today, highly-flexible aircraft can exhibit a very large
number of degrees-of-freedom and there is almost certainly coupling between more than just
two modes. Thus, choosing which frequency modes to separate and the effect this has on the
flutter speed is much more difficult.
Where previously used as a post manufacture fix, passive measures are now more commonly
incorporated into the aircraft structure in the very early stages of design. This is done by
constructing a model of the aeroelastic system and analysing areas where the design can be im-
proved. Whilst avoiding costly post-manufacture fixes, this approach has two main drawbacks.
The first stems from the use of numerical models. In practice, it is extremely difficult to obtain
a reliable model of aeroelastic systems and thus one cannot be sure that the mass balancing
and stiffness modification methods will work as anticipated. Secondly, these modifications fre-
quently induce extra mass into the structure and hence can offset the performance gains made
by the flexible structure in the first place.
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Active Methods
In light of the restrictions imposed by passive measures, a new approach for flutter suppression
has been developed in recent years. This new approach, known as active flutter suppression, is
an application of active control technology and has seen a growth of interest in recent years.
The fundamental principle of active methods is to use a series of inputs, outputs, and a
controller to modify the dynamics of the system. This is usually done by means of feedback
control; however, other methods, such as feed-forward control, have also been used [20]. Unlike
passive modifications, the relationship between the inputs and outputs can take any form and it
is not restricted by physical relationships; indeed, it is determined by a theoretically arbitrary
control law, which is discussed later.
The idea of using active control technology to modify the aeroelastic behaviour of a structure
has been discussed since the early 1950s. In the fourteenth Wright Brother’s lecture, Bollay
[21] indicated that aeroelastic control could be used to enforce aircraft stability and for gust
alleviation purposes. Since then, active control in aeroelastic applications has become a signifi-
cant area of research, with applications in both experimental and real-world aircraft. This area
is now known as active flutter suppression (AFS).
The main advantage of AFS is its adaptability. Although the actuators and sensors are
generally fixed, it is usually straightforward to change the control law in the physical system
and hence change the objective or performance of the AFS system. Moreover, AFS systems
are capable of changing according to the environment in which they operate. For example,
the controller may be programmed to use more ‘effort’ at higher speeds. Also, the controller
may have different objectives at different flight conditions. Both of these examples form the
principle of gain scheduling, which is discussed later.
2.1.3 AFS System Architecture
AFS systems are generally comprised of three main components: (i) the actuators, (ii) the
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Sensor outputs
Figure 2.2: AFS system architecture.
It is common to describe the complete system, shown in red, as the complete ‘aeroservoelastic
system’. This terminology is used hereinafter.
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Actuators
The purpose of the actuators is to convert a control signal into a physical input to the aeroelastic
system. Typically, the inputs to the system are forces that are purposely designed to modify
the dynamics in some favourable manner. By far, the most common type of actuator used for
AFS is the control surface. Control surfaces are panels on the structure that may be deflected,
thus changing the shape of the lifting surface. This change in shape alters the aerodynamic
configuration of the aircraft and invokes a net change in the aerodynamic force being applied.
Figure 2.3 shows a typical example of control surfaces on a commercial aircraft wing.
Figure 2.3: Typical control surfaces on an aircraft wing. (Photo by Khanh Duy Nguyen on
Unsplash)
Control surfaces come in a variety of different forms, including: ailerons, spoilers, flaps,
flaperons, and trim devices. However, in AFS applications it is most common to use ailerons
or flaperons. This is due to their high responsiveness and bandwidth. Generally speaking, the
other devices are too large and have low response times that are not feasible to use for AFS.
The main advantage of using control surfaces for actuation is that they are readily available.
Control surfaces are already used in aircraft wings for the purposes of flight control and thus
little to no physical modifications need to be made to the structural design. Indeed, it is only
necessary to change the control software associated with each control surface. It is even possible
to overlay AFS systems with existing control systems so that they both operate simultaneously.
Control surfaces are the most common actuator used for AFS systems. However, other types
of actuation equipment have been used too. These include: acoustic excitations [22], strain-
based actuation [23], piezoelectric actuation [24], and flow control [25]. Another approach is
based on morphing. This is where the structure is able to adapt its shape either across its
chord or span. Such an approach has been demonstrated already in some simple experimental
applications, such as that of Fichera et al. [26].
Regardless of the type used, it is important that the actuators are placed suitably to max-
imise their effectiveness. For instance, placing a control surface very close to the wing root is
unlikely to have any significant control authority in either the bending or twisting modes of the
structure. In general, the location of the actuators is usually a predetermined constant and is
based on the location of the existing flight control devices. However, there are techniques to
place the actuators optimally in the system [27]. Moreover, studies have considered approaches
where the AFS system and actuator locations are integrated into the early stages of aircraft
design [28].
Usually, the actuators are not controlled directly; instead, there is a low-level control system,
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such as a PID, which is used to regulate the output from the actuator. This low-level controller
takes into account the dynamics of the actuator itself and can mitigate its effect. This is
considered in more detail later.
Sensors
The purpose of the sensing equipment is to measure one or more outputs from the system and
to convert this data into signals that may be used by the control system. Most frequently, the
outputs are either displacement or acceleration data. These data are measured at several points
on the structure and are used in the control law to determine the input that feeds back to the
system.
The device used to measure the outputs varies according to the specific application. In the
case of acceleration data, accelerometers can be used and placed inside the wing section [29]. For
displacement data, devices such as laser sensors may be used. Acceleration and displacement
information appears to be the most widely used sensor data. However, other approaches, such as
fibre optic strain sensors and stagnation point sensors have also been considered as potentially
feasible approaches [30].
In many control laws, it is necessary to use displacement or velocity feedback. Therefore,
if accelerometers are used, it is often required to perform real-time integration of the sensor
signals. Whilst possible, such an approach is susceptible to noise amplification or integration
drift. This is of course not an issue when using displacement data. However, displacement data
will also have to be differentiated and thus smoothing filters are typically required to prevent
spikes in the corresponding velocity and acceleration signals. Moreover, displacement data has
the problem that it has to be measured relative to a fixed point, which is difficult to do on a
moving aircraft.
As with the actuators, the placement of the sensors in an important aspect in the design
of AFS systems. Inappropriate sensor locations can lead to sub-optimal controllers and can
mean that more sensors are used than are really required. For example, if a sensor is placed in
a location where the displacement is small, e.g. a vibration node point, little information will
be obtained from that sensor and thus it is wasteful. Moreover, this information will likely be
highly dominated by measurement noise.
Controller
The final element of an AFS system is the controller. The purpose of the controller is to
determine the control outputs, which lead to the actuators, based on data measured by the
sensors. The design of the controller is itself a major task and is thus considered separately in
§2.1.5.
2.1.4 Aeroservoelastic Modelling
Before the AFS controller can be designed, it is usually necessary to construct a numerical
model of the aeroservoelastic system. This is because the model is normally used to guide the
choice of control law.
Aeroservoelastic systems are comprised of three main components: (i) the structure, (ii)
the aerodynamics, and (iii) the actuators. This is shown diagrammatically in Fig. 2.4. These
three components are usually modelled independently and then joined together under a single,
unified system. This section briefly explores how each of these components is modelled and
their limitations in the presence of uncertainty.
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Figure 2.4: Architecture of an aeroservoelastic model.
Structural Modelling
The first subsystem that is modelled is usually the structure. The purpose of the structural
model is to relate the displacement at one or more points on the structure to any external forces
or moments that may be applied. In other words, to find a mathematical expression of the form
q = g(f), (2.1)
where q is a vector of arbitrary displacements on the structure, and f is a vector of external
forces or moments. In principle, this relationship can be found from first principles by sepa-
rately modelling each of the components in the structure. This involves constructing a partial
differential equation (PDE) for each component, such as a beam or plate, and then joining
them all together under a single, coupled model. However, this approach is impractical due to
the high degree of complexity involved. Instead, it is common to approximate the structural
dynamics using discretisation techniques. These discretisation techniques work by reducing the
system to a small number of masses, each of which are associated with a degree-of-freedom.
These degrees-of-freedom are then each connected to one another through a series of spring and
damping elements.
For linear systems, the general discretised structural model is of the form
Mq̈ + Cq̇ + Kq = f , (2.2)
where M,C,K are the mass, damping, and stiffness matrices receptively; q is the reduced
degrees-of-freedom vector associated with the discrete masses; and f is the vector of generalised
forces 2. The key challenges of structural modelling are: (i) to determine the number of degrees
of freedom that are necessary, and (ii) to find suitable mass, stiffness and damping matrices.
2At this point it is important to stress that the vector f in the structural model is left in a general form and
does not consider how these forces arise in the first place.
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The number of degrees-of-freedom that are selected is an intricate balance of model accu-
racy and computation time. In the early days of aeroelasticity, it was common to approximate
aircraft wing structures using only two-degrees-of-freedom. These degrees-of-freedom were nor-
mally associated with the first bending and torsional modes3. Such models are now referred to
as ‘binary aeroelastic systems’ and are used even today as simple systems on which to verify
AFS controllers. Binary models are advantageous in that they lend themselves well to simple
eigenvalue analyses due to the low order of the model. Moreover, they can be constructed sim-
ply by direct application of Newton’s laws. However, they only work well if the wing has two
modes in the frequency range of flutter. If this is not the case, the wing can posses additional
modes that lie close to the frequency range of the mode associated with flutter. In such cases,
it will most likely be necessary to increase the number of degrees-of-freedom and thus increase
the complexity of the model.
For simple systems, the mass, stiffness and damping matrices can be obtained through direct
methods, such as Lagrangian mechanics. However, given the complexity of modern aircraft
structures, it is now far more common to use computational methods, such as finite element
analysis (FEA). Indeed, this is the main approach that is used in industry. Regardless of the
method used, it is often difficult to obtain highly accurate parameters in the mass, stiffness and
damping matrices. This is because the parameters are often selected from historical information
or manufacturing data sheets. This is further discussed in §2.2.
Aerodynamic Modelling
After the model of the structure has been created, it is then possible to model the aerodynamics.
The aim of the aerodynamic model is to relate the forces on the structure to the instantaneous
displacements, velocities, and accelerations at the reduced degrees-of-freedom. In other words,
to find a function of the form
f = h(q, q̇, q̈). (2.3)
Doing this creates a coupled interaction between the aerodynamic and structural model. This
may be visualised as a closed-loop feedback, as shown in Fig. 2.4.
There are a plethora of different aerodynamic models that may be used in aeroservoelastic
applications; the main differences between them rests on the fundamental assumptions that
are made about the flow. Arguably the simplest type of aerodynamic model is that of the
steady flow model. In this model, the aerodynamic forces are assumed to be time-invariant.
That is, the aerodynamic forces are a function of only the instantaneous positions in each
degree-of-freedom. Although conceptually straightforward and easy to implement, this model
is typically inadequate for dynamic aeroelasticity problems. This is due to the fact that unsteady
aerodynamic effects are neglected and hence estimates of the aerodynamic forces and moments
are erroneous.
An alternative aerodynamic model, which overcomes some of the limitations imposed by
the steady flow assumption, is the quasi-steady model. As before, the aerodynamic forces are
not written explicitly as a function of time. However, in contrast to the steady model, they
are also a function of the instantaneous velocities. Indeed, it is assumed that the behaviour
of the aerofoil at any instant of time is equivalent to the same aerofoil with the instantaneous
displacements and velocities [31]. In other words, it is assumed that there are no frequency
dependent effects [31]. In general, the quasi-steady model only works well when the relative
degree of unsteadiness in the airflow is sufficiently low.
3However, other degrees-of-freedom, such as flapping modes [31], were also considered
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One way in which to quantify the degree of unsteadiness in an aeroelastic system is the






where ω is the frequency of oscillation of the aerofoil, b is the semi-chord length, and v is the
freestream speed. Agreed values of κ for which the quasi-steady model is acceptable vary by
source and by the degree of error that one wishes to accept. However, in general, the larger the
reduced frequency the less applicable the quasi-steady model is.
In cases where the degree of unsteadiness is high, it is inappropriate to use the steady or
quasi-steady aerodynamic models. Instead, it is necessary to use models that encapsulate the
full effect of the unsteadiness. One such popular model is known as the Theordorsen model
of aerodynamic lift. This model, first developed in 1949 [32], uses a potential flow approach
to model the unsteady aerodynamic forces acting on a thin, symmetric aerofoil. The original
formulation of the Theodorsen method was developed for binary aeroelastic systems. However,
its general principles have since been extended to consider more complex aeroelastic systems.
One such extension is the doublet-lattice method [33], which works on the principle of dividing
a general wing into multiple plate components and then calculating the aerodynamic forces and
moments arising on each plate.
Even though it captures the unsteady effects of the aerodynamics, the Theodorsen method
still relies on numerous restrictive assumptions. Firstly, it assumes that the flow is inviscid and
thus boundary layer effects are negligible. Secondly, it imposes the restriction that the flow
is irrotational, which is something that is known not to be true. Finally, it assumes that the
flow is incompressible and thus density variations in the flow can be ignored. Some methods
have been developed to overcome some of these limitations. For example, piston theory [34] is
now a popular approach for modelling aeroelastic forces when compressibility effects are to be
considered. However, even these models have fundamental limitations in their applicability.
As with the structure, modelling of the aerodynamics can now be done through computa-
tional methods, such as computational fluid dynamics (CFD). Usually, the aim of the computa-
tional methods is to extract the aerodynamic influence coefficients to determine the aerodynamic
loading on the structure under any arbitrary deflection. Whilst these models accurately capture
the physics of the model better, as they utilise the full Navier-Stokes equations, they come at
the penalty of increase model complexity. This is especially problematic for the purposes of
control and often model-reduction techniques are required. Moreover, construction of these
models still relies on user-entered flow parameters, which are estimated and thus can introduce
errors into the model.
Actuator Modelling
The final stage of creating the numerical model is to model the actuators. The purpose of an
actuator model is to relate the dynamics between the desired control input and the observed
control input. In other words, to adjust the control input to account for any dynamic behaviour
that may be present between itself and the controller output.
Actuation systems are often comprised of multiple, cascaded electro-mechanical subsystems
that each require complex modelling in order to accurately capture their dynamic behaviour.
Control surfaces, for example, have dynamics associated with the hydraulics and mechanical
connections. Moreover, the inertia of the control surfaces themselves means that the response
is never instantaneous; there is always some lag between the desired and actual control surface
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deflection angle.
Of course, each electro-mechanical device can be modelled independently and then joined
together in the final numerical model. However, doing this can add a high degree of complex-
ity that requires the addition of multiple state variables (see Chapter 4) associated with the
dynamics of actuator. In turn, this increases the size of the eigenvalue problem to be solved.
Another approach is to instead use an approximation model based on a second-order filter. For
control surfaces, this means using a model of the form





where β is the actual control surface deflection and βd is the desired control surface deflection,
i.e. the output from the control law. Whilst this model does not encapsulate the full dynamics
of the actuators, it is often sufficient as it can capture dynamic effects such as phase lags and
overshooting. This is the approach that has been used by numerous authors [35].
In some special circumstances, it may not be necessary to model the dynamics of the actuator
at all. For example, if a low-level controller, such as a PID, is used between the desired and
actual input, the lag between the desired input and output may be negligibly small. This,
however, must be assessed on a case-by-case basis with each experimental model. An example
of this is shown in Chapter 4.
Model Coupling
The final stage of numerical modelling is to join the aerodynamic, structural and actuator
models together as a unified system. The most common way to do this is to cast each of these
sub-models into a state-space form and then couple them together to create a single state-space
model. This approach is discussed in Chapters 3 and 4.
2.1.5 Control System Design
Once a model of the aeroservoelastic system has been created, the controller itself can be
designed. The main challenge at this point is to choose and implement a control law; that is,
a mathematical expression relating the inputs to one or more of the measured outputs. There
are numerous methods to do this, each with their own advantages and disadvantages. By
convention, these methods are divided into two broad categories: (i) physics-based methods,
and (ii) mathematical control methods. This is shown pictorially in Fig. 2.5. This section
discusses control system design and provides a very brief overview of some important control
laws that have been used in AFS applications.
Physics-Based Methods
The early days of AFS saw great interest in physics-based methods [36]. The fundamental
principle of these methods is to design the controller based on physical insights obtained from
the numerical model of the system. These physical insights can include key parameters from
the structural dynamics, the aerodynamics, or both.
One popular physics-based method is known as ‘the concept of aerodynamic energy’. This
method treats the problem of AFS from an energy point of view; the work done by the system
on its surroundings per oscillation cycle is expressed as an eigenvalue problem [37]. The main
aim of this technique is to design a control law so that all energy-based eigenvalues are positive,
thereby ensuring positive work is done by the system to the surroundings. In doing so, stability















Figure 2.5: A selection of different control laws used for AFS.
is enforced and hence flutter is pushed to a higher speed. Aerodynamic energy methods appear
to have been most popular during the 1980s due to the work of Nissim. However, they have
regained some interest more recently [38], [39].
Another physics-based method that has gained some notoriety is known as ‘identically lo-
cated accelerometers and feedback’ (ILAF). ILAF was first developed by NASA for the purposes
of modal suppression in the XB-70 military aircraft [40]. The main principle of ILAF is to lo-
cate the sensing equipment, in this case accelerometers, and the force arising from the control
system at the same physical point. A control law is then designed to enforce stability of the
system [41]. The control law for ILAF uses real-time integration of the acceleration data to
obtain the velocity at one or more points on the structure. This velocity information is then
used to create a feedback loop, where the controller applies a proportional but opposite force
to the velocity in a given mode. This invokes an active damping modification to the system.
Overall, physics-based methods are advantageous in that they offer meaningful insight into
how the principle of active control works. Indeed, in the case of ILAF, one is able to make a
direct analogy between the effect of the controller and traditional, passive damping measures.
However, as noted by Livne [36], these methods appear to have waned in popularity over time;
recent literature shows that mathematical-based methods prevail by a significant margin. One
possible reason for this is the higher degree of generality that mathematical control methods
afford. Although mathematical-based methods still rely upon numerical models of the aeroe-
lastic system, they do not require deep understanding of the actual physical processes arising in
the model and thus, in principle, allow the modelling and control of the aeroservoelastic system
to be done separately.
20 Chapter 2. Literature Review
Mathematical Control Methods
Leading on from the surge in popularity of modern control theory in the late 1960s and early
1970s, mathematical-based control methods have been applied extensively to aeroservoelas-
tic systems in recent years. Indeed, these approaches have become the most widely used in
AFS applications and there is a vast array of literature that demonstrate both numerical and
experimental implementations [42].
The earliest work in mathematical-based AFS control laws considered static, model-based
approaches. This is where the control law is designed about a single reference point, which
is taken from a deterministic numerical model of the system. One example of a static model
approach is linear-quadratic-regulator (LQR) [43] control. LQR is an optimal control approach
where a feedback controller is designed to minimise a quadratic performance index, which is
chosen according to a desired control objective. The performance index usually includes a
weighted sum of the states, inputs, and their coupled effect. In aeroelastic applications, the
purpose of the method is to find an optimum balance of ensuring overall stability whilst the
inputs, such as control surface deflections, do not become too large. Lazarrus et al. [23]
considered LQR control of a strain-actuated pitch-plunge numerical aeroelastic model. Niel et
al. [44] considered LQR control applied for the purposes of stall flutter suppression, again on a
numerical pitch-plunge model.
Another conventional mathematical-based control approach is based on eigenstructure as-
signment. Eigenstructure assignment is the principle of designing a control law to achieve an
assigned set of closed-loop eigenvalues and eigenvectors. In aeroelastic systems, this typically
involves pushing the eigenvalues further into the left hand side of the complex plane in order
to ensure greater system stability. For multiple-input systems, the eigenvectors may be chosen
so that either robustness, low control effort, or a combination thereof is achieved. There have
been numerous applications of eigenstructure assignment in aeroelastic systems; however, these
will be considered later in §2.3.
Conventional control design methods, such as LQR or eigenstructure assignment, are nor-
mally designed from a single reference numerical system. Whilst conceptually straightforward,
using only one fixed numerical model is problematic in that errors in the numerical model are
not considered. For this reason, there have been a number of studies that attempt to address
uncertainty in the design of the control law. These methods are known as ‘robust control’
methods. The central idea of robust control is to incorporate a model for uncertainty into the
nominal, reference aeroservoelastic system. Using this model, a controller that is robust across
all possible conditions of the uncertainty model is then designed. Some robust control methods
that have been applied to aeroservoelastic systems include: µ synthesis [45] and H∞ control
[46]. Robust control methods normally model the uncertainty in structural and aerodynamic
parameters by means of intervals. However, some limited studies have considered probabilistic
approaches, where the parameters are modelled as random variables [47].
Another approach to considering uncertainty in AFS is to incorporate adaptivity into the
control law. These approaches, known generally as ‘adaptive control’, consider variation in
the structural and aerodynamic parameters of the numerical model and adjust the control
law accordingly so that the desired control objective is still achieved. Adaptive control is not
only useful to account for uncertainty in the numerical model but also to consider real-world,
physical changes. These physical changes may arise from things such as variable fuel loading,
or detachable external stores, such as missiles. Literature in adaptive control of aeroelastic
systems is vast; however, some key papers include: Xing and Singh [48] and Reddy et al. [49].
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Whilst robust and adaptive control methods explicitly consider the effect of uncertainties in
the design of the control law, they are still reliant on a numerical model. Moreover, there is no
definitive guarantee that the uncertainty model will capture the behaviour of the true system.
For this reason, there has been a recent growth of interest in alternative control methods, such
as experiment-based AFS and intelligent control.
Experiment-based AFS techniques do away with numerical models entirely and instead
design the control law using only data collected experimentally from the real-world system. Of
course, this thesis is concerned with receptance-based approaches, which may be considered a
subclass of experimental-based methods. Receptance-based methods are considered separately
in §2.3.
So-called ‘intelligent control’ methods have also been used in AFS applications. Intelligent
control methods rely upon techniques drawn from machine learning, and avoid the conventional
approaches where numerical models of the aeroservoelastic system are constructed from first
principles. One approach has been based on neural-based control, where neutral networks are
used to either: (i) construct a model of the aeroelastic system, (ii) to control it, or (iii) both of
the above [50], [51]. Other approaches include fuzzy logic control [52] and radial basis function
methods [53].
Due to space limitations, it is impossible to review all of the different mathematical control
methods in great detail. However, one may find a more comprehensive review in the papers by
Livne [36], Ghiringhelli et al. [54], and Librescu and Marzocca [42].
2.1.6 AFS Testing and Implementation
Once the AFS system has been designed, it is crucial to perform testing to ensure that: (i)
the control objective is achieved, and (ii) the system is sufficiently robust across all expected
flight conditions. Today, there are two key ways to test AFS systems; wind-tunnel testing
and real-world flight testing. These two types of tests form a crucial element of validation and
verification of AFS systems and are thus part of modern certification requirements. This section
gives a brief review of AFS wind-tunnel testing and the challenges associated with it. It also
provides a brief overview of some real-world applications and the future of AFS technology.
Wind-Tunnel Testing
Once the numerical modelling has been completed, it is usual to perform wind-tunnel testing
of the final AFS system. Wind-tunnel testing typically involves applying the AFS controller
to a scaled model of the final system and then verifying the stability of both the system and
the controller under various simulated flight conditions. Of course, due to physical limitations,
the wind-tunnel is usually unable to reconstruct the exact conditions expected in the flight
envelope of the final aircraft. However, a dynamically equivalent test can be performed by
suitably scaling the wind-tunnel model and wind-tunnel conditions.
Wind-tunnel testing can be conducted in a number of different ways, depending on the type
of information that is to be obtained. In AFS applications, testing usually consists of exciting
the system with the controller active and observing some measurable output, such as readings
from accelerometers or laser displacement sensors. The two most common ways of exciting the
system during testing include shaker actuation and control surface actuation. Shaker activation
is where an electro-mechanical or inertial shaker is used to impart a force of the structure. These
shakers are placed at strategic locations so that a sufficient level of actuation is achieved in the
structure. These shakers are usually equipped with transducers at the connection points so
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that the imparted force can be measured in real-time. Control surface actuation, on the other
hand, is where one or more control surfaces are used to change the aerodynamic configuration
of the system and thus create an aerodynamic disturbance. Unlike the shakers, control surfaces
are already built into the system and thus require less physical setup in the wind-tunnel.
Once the wind-tunnel testing has been completed, post-processing of the data can begin.
For linear systems, one of the most common approaches is to consider the frequency domain
information obtained by the measured sensor outputs. This allows the frequency response
function data between the measured inputs and outputs to be extracted. In turn, the eigenvalues
of the system at different flight conditions can be found too. These eigenvalues are then used
to determine the margin of stability across the full range of aerodynamic variables.
Despite its necessity, wind-tunnel testing does have several restrictions. One of the main
issues is how to safely determine the new flutter speed with the controller active. To determine
the exact flutter speed experimentally requires demonstrating instability at a given airspeed.
However, this is impractical as the test model or wind-tunnel may be destroyed in the process.
This is especially true if the flutter mechanism itself is sharp, i.e. changes rapidly over a small
range of airspeeds. To overcome this problem, methods that predict the flutter speed using
sub-critical flight test data, i.e. below the flutter speed, have been developed. These include
the work of Zimmerman and Weissenburger [55], Lind and Brenner [56], and Cooper et al.
[57]. However, these methods are usually restrictive and impose restrictive assumptions on the
nature of the experimental system. The question of how to accurately determine the flutter
speed experimentally remains an open problem.
Real-World Implementations
The application of active flutter suppression to real-world aircraft has thus far been mainly
limited to experimental and research settings. However, it has also been applied to a very
limited number of civil and military aircraft too.
One military aircraft that is known to use AFS technology is the F-16. The F-16 uses
accelerometer feedback to actuate flaperons, which are located on both wings. In the paper
by Peloubet et al. [58], the operating principles of the F-16 AFS control law are given and
experimental flight test data are shown. Furthermore, issues surrounding uncertainty and fail-
safe systems are discussed; the authors discuss the use of the technology when of the control
surface fails mid-operation.
As pointed out earlier, one of the main issues with designing AFS systems for military
aircraft is that they must be highly adaptable. Military aircraft are designed to carry jettison-
able loads, such as missiles, or other such weapons. Consequently, the AFS system must be
able to respond appropriately to sudden changes in inertia and load distribution, without any
compromise to the safety of the aircraft.
A commercial aircraft that is known to implement some type of AFS technology is the
747-8F. Due to confidentiality restrictions, little is known about the precise nature of the AFS
system. However, it is suggested by Livne [36] that modal suppression is used to mitigate an
instability that arises at the upper end of the flight envelope. Moreover, it has been speculated
that the instability itself is restricted by an LCO and thus, even if the AFS system fails, the
aircraft does not immediately suffer from catastrophic structural damage.
Despite the few details known about its implementation, the fact that the 747-8F has been
permitted by regulation authorities to use AFS systems is an important milestone. Although
restrictive, changes to existing aeroelastic safety regulations demonstrate some willingness in
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industry and the wider aerospace community to adopt this technology [59]. With further
progress and maturity in the field, AFS may become commonplace in the future.
2.2 Uncertainty Quantification in Aeroelasticity
Recent advances in computational speed allow sophisticated aeroelastic analyses to be per-
formed on a wide range of systems. Even today, techniques to predict both linear and non-
linear aeroelastic phenomena are available in popular finite element analysis (FEA) software,
such as NASTRAN [60]. Despite this, however, there is still a general mistrust in industry
in using numerical models to predict the exact conditions under which aeroelastic phenomena
arise [8]. Indeed, aircraft manufacturers primarily use numerical aeroelastic analysis during the
early stages of development to merely estimate key aeroelastic characteristics, such as the flut-
ter speed. Moreover, validation and certification of aeroelastic performance does not usually
rely on numerical analysis alone and instead usually relies on a mixture of wind-tunnel and
real-world flight testing. One of the reasons for this is that it is difficult to construct highly
accurate models of aeroelastic systems. This is because it is tricky to model the interactions
between both the fluid and the structure. Furthermore, it is impractical to know exact values
of key parameters in both the aerodynamic and structural models.
It is common in industry to predict aeroelastic phenomena using deterministic numerical
models. These models yield static solutions to important aeroelastic quantities. The struc-
tural and aerodynamic parameters used in these deterministic models are fixed and usually
must be selected from manufacturing data sheets or historical information. Conventionally, the
most likely values of the parameters are selected so that the results of the deterministic analysis
correspond to the most likely behaviour of the aeroelastic system. Whilst conceptually straight-
forward, the main problem with this approach, however, is that it ignores the variability in the
response behaviour. Indeed, a high degree of uncertainty in the model parameters may lead
to a high variance in the key aeroelastic quantities and hence a singular estimate is potentially
dangerous to use. For this reason, it has been argued in recent years that non-deterministic
methods should instead be used to predict aeroelastic behaviour. Non-deterministic methods
do not attempt to give a single solution to key aeroelastic variables. Instead, they quantify a
range of values, which accounts for the uncertainties that were previously discussed.
The science of the non-deterministic methods described above is commonly referred to as
‘uncertainty quantification’ (UQ) and the application of these methods to aeroelastic systems
is a growing area of research known as ‘uncertainty quantification (UQ) in aeroelasticity’. This
section reviews key literature from UQ in aeroelasticity; it considers what uncertainty quantifi-
cation is, its usefulness, and its applications.
2.2.1 The Principles of Uncertainty Quantification
This first section discusses what UQ is and its usefulness in aeroservoelastic applications.
What is Uncertainty Quantification?
Uncertainty quantification (UQ) can be thought of as “the coming together of probability theory
and statistical practice with the real world” [61]. The primary aim of UQ is replace determin-
istic methods with approaches that explicitly considered variability in numerical models or
experimental data. When applied to aeroelastic systems, UQ gives a metric to define likely and
24 Chapter 2. Literature Review
unlikely behaviour, allows more uncertainty conscious design choices to be made, and permits
qualitative risk assessment.
Uncertainty quantification is commonly divided into two main areas: (i) forward uncertainty
propagation, and (ii) inverse uncertainty quantification. Forward uncertainty propagation con-
cerns the prediction of the variability in one or more variables of interest, otherwise known as
response variables, when they are functions of one or more uncertain parameters. This is done
by propagating the uncertainty through the numerical system and observing the behaviour of
the response variables. The precise nature of how the propagation is performed depends on the
techniques that is chosen. However, figure 2.6 illustrates the general principles of forward un-
certainty propagation. As shown, there is a black box system between the uncertain parameters
and the response variable. The aim is to construct a model of the black box, i.e. the mapping











Figure 2.6: Forward uncertainty quantification.
The effect of the uncertain parameters on each response variable may be visualised graphi-
cally, as shown in Fig. 2.7. This type of graph is commonly referred to as the response surface
and is used to predict the behaviour of the response variable. The response surface itself orig-
inates from the model of the system; indeed, it is just a visualisation of the mapping between
the uncertain variables and the response variable. However, obtaining this response curve is
often computationally expensive and instead it is frequently approximated through various




Figure 2.7: Typical response surface for two random parameters.
Throughout this thesis, the response variable is taken as the flutter speed. However, this
does not have to be the case. Indeed, there are numerous works that consider other response
variables, such as LCO amplitudes [62].
The other type of UQ, inverse uncertainty quantification, considers the opposite problem.
Given a set of measured response variables, determine the random parameters (i.e. the inputs).
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This problem bares a close resemblance to the field of stochastic model identification and
updating. That is, improving the accuracy of a numerical model from a set of measured
experimental data, which may contain errors or other undesired artefacts.
This thesis will consider only forward uncertainty propagation methods. Thus, the remain-
der of this review is focused on these techniques.
How is Uncertainty Quantification Useful?
The application of uncertainty quantification to aeroelasticity is thought to play a significant
role in the development of future aircraft [63]. Some of its benefits include:
• Enabling quantitative risk assessment (QRA) – Uncertainty quantification supports
a standardised language to be used across multiple sectors and therefore allows designers
to use a common framework for assessing the robustness or reliability of their designs.
• Supporting an alternative to deterministic safety criteria – The safety regulations
for air vehicles are currently based on deterministic criteria. For instance, the FAA
mandates a 15% factor of safety between the conditions at which flutter arises and the
maximum operating conditions of commercial aircraft [7]. As Pettit [63] discusses, these
factors of safety are essentially empirical; there is no physical reasoning as to why 15%
is used. It is well known that deterministic factors of safety are restrictive and can lead
to overly conservative designs. Thus, there is a growing voice in the aerospace industry
that would like to replace deterministic criteria with alternative methods from the field
of uncertainty quantification.
• Rerouting wasted computational effort – With the rise of computational power, more
“accurate” solutions to aeroelastic problems are achievable. However, as Pettit explains
[8], such an approach is wasteful. In practice, the uncertainties present in aeroelastic
systems make the solutions inherently uncertain. Thus, homing in on solutions with a high
resolution is not representative of the true system and it is argued that this computational
effort would be better used for UQ purposes to instead to predict the variability and all
possible outcomes of aeroelastic phenomena.
• Informing and influencing design decisions – Uncertainty quantification techniques
can also be used during the design phase. By considering the effects of uncertainty early
on, engineers can modify designs so that the risk of aeroelastic phenomena arising during
normal flight conditions is reduced. Moreover, optimisation techniques can be used so
that the weight or drag of an aircraft can be reduced, without compromising safety [64].
This promotes better efficiency and reduces the environmental impact of aircraft.
2.2.2 Sources of Uncertainty and Their Classifications
Before reviewing some of the uncertainty quantification techniques that have been applied to
aeroelastic systems, it is useful to first consider how uncertainty arises in the first place. It is
also helpful to look at how these sources of uncertainty are classified and how this influences
the type of UQ analysis that is performed.
At the most abstract level, uncertainties are usually sorted into the two categories described
by Melchers [65]. These are ‘aleatory uncertainties’ and ‘epistemic uncertainties’. Aleatory
uncertainties, otherwise known as ‘irreducible uncertainties’, are those that are inherent and
cannot be reduced further. In other words, further knowledge does not reduce their magnitude
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nor impact. A typical example of an aleatory uncertainty is parameter variation. Epistemic
uncertainties, on the other hand, arise from a lack of knowledge, such as poor modelling of a
physical process.
Dai and Yang [66] describe how the sources of uncertainty may also be categorised in a
hierarchical fashion, as shown in Fig. 2.8. The highest level is known as the ‘system level’
and describes the complete aeroelastic system. Below this is the subsystem level. This level is
comprised of both the structural and aerodynamic model. At the lowest level is the physical
level, which itemises the individual sources of uncertainty. Although not mentioned by the
authors, there is also a further categorisation beneath the physical level, which considers the
original source of the uncertainties. However, it is usually impractical to consider the individual







e.g. uncertain structural stiffness






























Figure 2.8: Hierarchical classification of uncertainties. (Adapted from Dai and Yang [66])
The literature in UQ in aeroelasticity is commonly separated into two branches: traditional
aeroelasticity (TAE) and computational aeroelasticity (CAE) [64]. Traditional aeroelasticity
typically uses simplified aeroelastic models, such as the classic pitch-plunge model that is stud-
ied by Theodorsen [32]. For this reason, attention is primarily given to structural sources
of uncertainty. For example, variable mass, stiffness and damping parameters. However, ap-
proaches to model aerodynamic uncertainty have been used; this normally involves modelling
the uncertainty through a single, global variable, such as the flow speed or air density. CAE, on
the other hand, deals with uncertainty in the aerodynamics in greater detail by incorporating
UQ methods into CFD methods. Since this thesis considers experiment-based approaches to
aeroelasticity, the work here is a sub-branch of TAE and thus TAE is primarily considered in
the discussion that follows. However, a detailed review of UQ in CAE may be found in the
paper by Badcock et al. [67].
2.2.3 Uncertainty Quantification Techniques: Non-Probabilistic Meth-
ods
The following two subsections provide an overview of some uncertainty quantification tech-
niques that have been applied to aeroelastic and aeroservoelastic systems. Following the con-
vention in the literature, these techniques are divided into two categories: probabilistic and
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non-probabilistic methods. This first subsection considers non-probabilistic methods.
1. Local Sensitivity Analysis
The first, and arguably simplest, uncertainty quantification technique is known as ‘local sen-
sitivity analysis’. Local sensitivity analysis aims to quantify the relationship between a set of
uncertain parameters and one or more response variables. This is done through a perturbation
approach, where small changes in the uncertain parameters are applied and the corresponding
changes in the response variables are measured. Strictly speaking, the method only works when
the changes in the uncertain parameters are infinitesimally small. However, it is normal to con-
sider larger, physically realisable changes in the input parameters if one accepts some degree of
truncation error.
A brief mathematical overview of the technique is as follows. Suppose that the uncertainty
in a system is parameterised by a vector θ ∈ Rp of p variables. Let the vector of m response
variables be denoted y ∈ Rm. The response variables are related to the vector of uncertain
variables by the general relationship
yi = fi(θ), i = 1, 2, . . . ,m, (2.6)






dθj , i = 1, 2, . . . ,m, (2.7)
and so
dy = Sdθ, (2.8)





Extending the infinitesimal in Eq. 2.8 to small values gives that
δy = Sδθ. (2.10)
Thus, the variation in the response variables is expressed in terms the sensitivity matrix and
the small change in the uncertain parameters.
It is important to note that Eq. 2.10 is only suitable to use when the local behaviour of
each function fi is well approximated as linear in the domain of the uncertain variables. If this
is not true, the predicted change in the output variables may be highly erroneous and thus a
poor estimate of the variability of the parameters of interest. This will be further considered
later.
As shown above, the sensitivity matrix is constructed by the partial derivatives of each
output with respect to each input. These partial derivatives may be computed numerically or
through analytic formulae. In general, local sensitivity analysis is most powerful when one has
access to analytic formulae for the partial derivatives. This is because the computational effort is
significantly reduced compared to numerical approaches. In the review by Beran and Stanford
[68], a detailed methodology is shown for how to obtain the sensitivity of the flutter speed
to one or more parameters in the system. They show that the sensitivities may be obtained
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analytically using the state matrices and the left and right eigenvectors that correspond to the
nominal flutter condition (i.e. that without uncertainty). The solution shown by the authors
had a significant benefit in terms of computational speed; they were able to demonstrate how the
sensitivities across different parameters had very similar forms. This means that some elements
of the sensitivities can be pre-calculated, regardless of the uncertain parameter considered. As
a result, the authors suggested that this approach may be appropriate to use for systems with
a very large number of uncertain variables.
2. Interval Analysis
Another type of non-probabilistic method that has been applied to numerous aeroelastic sys-
tems is that of ‘interval analysis’. Interval analysis is a parametric uncertainty quantification
technique in which one or more uncertain input parameters are modelled as intervals with upper
and lower bounds. In other words, the uncertain vector θ is expressed as θ = [θ,θ], where θ
and θ are the lower and upper bounds, respectively. The aim of the interval approach is either:
(i) to determine whether some condition is satisfied for all possible outcomes of the interval
variables, or (ii) to find the upper and lower bounds, and hence the interval, of the response
parameter. The study of interval analysis is itself a field of mathematics that has been studied
widely over the last century [69]. However, it is only recently that such approaches have been
used more rigorously in engineering applications [70].
Interval analysis has been used for the purposes of flutter uncertainty quantification in
two ways. Firstly, directly to the flutter speed; in other words, to determine the upper and
lower limits of the flutter speed when subjected to interval uncertainties in the structural or
aerodynamic properties. Secondly, to determine whether flutter arises within the flight envelope
when uncertainties are present. Zheng and Qiu [71], [72] used an interval method to estimate
the upper and lower bounds of the flutter speed in both an aerofoil model and a panel model.
Chen et al. [73] incorporated an interval method into a CFD model to simulate the effect of
aerodynamic uncertainty on the flutter characteristics of both a two-dimensional aerofoil and
the AGARD 445.6 wing. Marques et al. [74] considered interval analysis to predict the variation
in the eigenvalues in aeroelastic models with uncertain structural parameters.
Historically, interval analysis has been used to assess variability in systems described by lin-
ear, algebraic equations. Such systems lend themselves well to conventional interval arithmetic
[75] or other straightforward approaches [70]. However, aeroelastic problems typically involve
eigenvalue problems, which require more involved methods. These types of problems do not
lend themselves well to interval arithmetic as they can severely overestimate the upper and
lower bounds of the flutter speed due to the so-called ‘dependency problem’ [76].
The most common interval analysis method used in the aeroelastic community is known
as the perturbation method. The perturbation method uses a sensitivity-based approach as
follows. Suppose that the difference between the upper and lower bounds of the random pa-
rameters is given by
∆θ = θ − θ. (2.11)
From Eq. 2.10, the upper and lower limit of the response variable is given respectively by
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where y0 is the nominal value of y. Of course, the perturbation method only works if the
response surface is approximately linear. Otherwise, this approach may lead to erroneous
upper and lower bound estimates of the response variable.
Other more involved methods do exist to calculate better predictions of the upper and lower
bounds of the response variable. The paper by Zheng and Qiu [72], for example, is a surrogate
modelling approach and uses Bernstein polynomials to capture some of the nonlinear effects of
the response surface.
3. Other Non-Probabilistic Methods
The two methods presented above are the most popular non-probabilistic approaches for UQ
in aeroelasticity and are those that are used in the latter chapters of this thesis. There are
also some other non-probabilistic methods that have been used, such as fuzzy analysis [77] and
approaches based on µ synthesis theory [78]. However, these methods are beyond the scope of
the thesis.
2.2.4 Uncertainty Quantification Techniques: Probabilistic Methods
Non-probabilistic methods cannot estimate the likelihood of certain outcomes and hence give
no indication of the behaviour that is to be expected or is highly unlikely. In practice, this
likelihood information can inform better decisions during the design process and can be used
as the basis on which to perform design optimisation, which is discussed later. For this reason,
probabilistic methods have been used in numerous applications.
In the world of aeroelasticity, the main aim of probabilistic methods is to either: (i) de-
termine the likelihood of certain aeroelastic phenomena arising, or (ii) obtain the probabilistic
distribution of some aeroelastic response variable. The easiest way to obtain the probability
distribution of the flutter speed is through direct sampling of the system. Direct sampling is
where numerous outcomes of the random parameters are selected, obeying their probability
distribution, and are fed into a numerical model of the aeroelastic system to obtain the cor-
responding sample outcomes. If the number of samples is sufficiently large, the Law of Large
Numbers states that the statistics given by the sampled response variable should closely match
the true statistics of the response variable. This is the basis of techniques such as Monte Carlo
simulation (MCS) or more advanced sampling methods, such as Latin hypercube sampling
(LHS).
Whilst straightforward, direct sampling is computationally demanding. Obtaining the flut-
ter speed usually requires solving a potentially large eigenvalue problem. Consequently, this
approach is usually impractical for real-world applications. To counter this, another approach
has been used, where sampling is instead performed on a so-called surrogate model. The sur-
rogate model attempts to approximate the response surface with a simpler model that does
not rely on the fundamental physics of the problem. This surrogate model can then be sam-
pled instead, rather than the true response surface, and hence the computational effort can be
reduced.
There are numerous approaches for surrogate modelling. Here, attention is given to two
approaches: (i) surrogate modelling via sensitivities, and (ii) surrogate modelling via spectral
expansions.
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1. Surrogate Modelling via Sensitivities
The sensitivity-based approach presented earlier can be extended to create a surrogate model
that probabilistic information can be easily extracted from. Suppose that the response surface










y = Sθ + c, (2.15)
where c is a vector constant. At the point of linearisation θ = θ0, y = y0 and so
c = y0 − Sθ0. (2.16)
Substituting this into the above yields
y = S (θ − θ0) + y0. (2.17)
The main benefit of the linearisation is that the mean and variance can be obtained imme-
diately from the sensitivities. By taking the expectation and covariance operator, it may be
easily shown that
E[y] = S (E[θ]− θ0) + y0, (2.18)
Cov[y] = SCov[θ]ST . (2.19)
Therefore, based on simple analytic formulae, one can evaluate the expectation and covariance
of the response vector, if the sensitivities and statistics of the input variables are known.
2. Surrogate Modelling via Spectral Expansions/Polynomial Chaos (PC) Expan-
sions
A major issue with surrogate modelling via sensitivities is that there is little justification for
assuming that the response surface is linear. Indeed, it is often the case that the response
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surface will exhibit nonlinear behaviour, even close to the origin or point of linearisation. Con-
sequently, the sensitivity approach can sometimes yield large errors in its estimate of the mean
and variance. To address this issue, another approach has been developed and is based on the
principles of spectral expansions.
Spectral expansions, in essence, are function series that aim to replicate the response char-
acteristics of a stochastic process. One of the most widely used types of spectral expansion
is known as the polynomial chaos (PC) expansion, which was first proposed by Wiener [79]
and further popularised in engineering applications by Ghanem and Spanos [80]. The PC
expansion uses a series of orthogonal polynomials to reconstruct the response surface across
the entire domain of the uncertain variables. This is in contrast to sensitivity-based methods,
which only consider the local domain of the random parameters about some nominal points.





where Ψi is a multi-variate polynomial, and yj is the j
th response variable. In the literature,
the exact polynomials that are selected are based on the probabilistic distribution of the ran-
dom variables. If the random variables are all independent Gaussian with unit variance, the
polynomials are taken as the multidimensional Hermite polynomials. In practice, however, it
may be the case that the random variables do not follow a Gaussian distribution. Moreover,
two or more of the random variables may be correlated with each other. In these circumstances,
the formulation presented above cannot be directly used. Instead, the random variables must
be transformed. One well-known transformation is known as the Rosenblatt transformation
[81]. This technique allows correlated, non-Gaussian variables to be converted to a form that
is compatible with the PC expansion using the Hermite polynomials.
The coefficients in Eq. 2.20 can be found through two distinct methods: (i) intrusive meth-
ods, and (ii) non-intrusive methods. Intrusive methods aim to directly construct a stochastic
model of the system from first principles. This is typically done by ‘projecting’ the physical
model of the system into the uncertain space using techniques such as Galerkin methods. Non-
intrusive methods, on the other hand, aim to construct the PC expansion through sampling
of a deterministic model. In other words, to treat the physical system as a black box and
to construct a parametric model of it, in terms of the random parameters. Some ways to do
this include Monte-Carlo simulation (MCS), Latin hypercube sampling (LHS) and other such
methods.
Once the coefficients of the expansion have been found, it is straightforward to obtain the
mean and variance of the response variable. From Eq. 2.20, it may be shown that







These relationships come from the principle of orthogonality, which is explained in greater detail
in [80]. Of course, one of the limiting factors in the accuracy of the mean and variance is the
number of polynomials N used in the expansion. If this is too small, the accuracy of the mean
and variance may not be sufficient. However, if N is too large, it is possible that there is severe
overfitting of the model or the expansion itself may not be computationally realisable.
One of the benefits of polynomial chaos expansions is that they allow an alternative,
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probabilistic-based sensitivity analysis to be performed. As shown above, the net variance
of the response variable is found by summing over the contribution of each multidimensional
polynomial. These multidimensional polynomials are each associated with a combination of
one or more of the uncertain variables. Thus, the contributing factor of each combination of
the uncertain variables to the total variance of the response factor can be found. This type of
analysis is known as global sensitivity analysis and has been applied to several aeroelastic sys-
tems. Kumar et al. [82] used the PC expansion to perform global sensitivity analysis [83], [84]
on aeroelastic wind turbine models. Sobol indices were constructed using sparse PC expansions
and applied to the NM80 model. Suryawanshi and Ghosh [85] followed a similar approach, but
in the context of design optimisation, which is discussed later.
Despite its clear advantage over conventional sensitivity methods, that are several restric-
tions in the use of PC expansions. One of the main restrictions is related to the number of
uncertain parameters in the model. Using more uncertain parameters requires more terms in
the expansion and hence a large number of samples are needed to find the coefficients accurately.
For this reason, PC expansions are typically used in aeroelastic settings when the number of
uncertain parameters is less than four or five. The problem of dealing with more parameters in
a computationally efficient manner is known as the “problem of dimensionality”, which is an
open challenge that remains in the field of UQ.
Further details on the formulation of the PC expansion can be found in Chapter 7 or in the
paper by Eldred [86].
2.2.5 Design Optimisation
The aim of uncertainty quantification is to determine the degree of variability in key response
characterises, such as the flutter speed. This alone is useful as it identifies the bounds of
likely and unlikely behaviour, hence satisfying the first three benefits that were outlined in
§2.2.1. However, UQ is arguably most rewarding when incorporated into the design process.
UQ has the power to identify areas of vulnerability or areas that are overly conservative in the
design. This information can then be used to improve the design so that better performance
or robustness is achieved. The process of doing this is known as design optimisation and is
usually approached in two ways: (i) reliability-based design optimisation (RBDO), and (ii)
robust design optimisation (RDO).
RBDO and RDO are methods that aim to reduce a defined ‘cost’ by optimising one or
more design variables [87]. In aeroelasticity literature, the cost is usually defined as the total
weight of the aircraft or the aerodynamic drag. The design variable, meanwhile, can include
the external geometry of the structure, the interior components, or a combination thereof. As
Othman et al. [88] explain, RBDO imposes a set of reliability constraints and aims to optimise
the design such that the constraints are not violated. These constraints are typically associated
with a probability of failure, i.e. the likelihood of flutter. RDO, on the other hand, seeks to
find an optimum design that maximises the robustness about a mean response. That is, to
concentrate the effort of the optimisation on the robustness of the solution, not necessarily just
the defined cost function.
RBDO and RDO have now been used in the world of aeroelasticity for a few decades [64]
and have seen applications especially for the purposes of aeroelastic tailoring. The general idea
of aeroelastic tailoring is to optimise the design of the structure subject to ensuring sufficient
freedom from detrimental aeroelastic phenomena, such as flutter or limit cycle oscillations.
Othman et al. [88] proposed a multi-level framework for the optimisation of composite aircraft
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wings through both RBDO and RDO. Similar work was also considered by Scarth and Cooper
[89] and Scarth et al. [90]. Stanford and Beran [91] considered weight optimisation of panels
under probabilistic aeroelastic flutter constraints. Missoum et al. [92] studied RBDO for
aeroelastic systems with nonlinear constraints.
The main challenge associated with RBDO and RDO is the processing speed required for
calculating the probability of failure. In general, design optimisation problems require many
iterations to find the best solution. Therefore long computational times can be endured if at
each iteration the probability of failure has to be found. One solution to this problem is to use
a method known as the first-order reliability method (FORM). The FORM is a technique that
is used to approximate the probability of failure without the need of sampling, which other
techniques, such as Monte Carlo, rely on [93]. The method works by identifying combinations
of uncertain parameters that lead to failure. The boundary between failure and normal con-
ditions is then projected into the space of the uncertain parameters and is approximated by a
hyperplane. The minimum distance between the hyperplane and the origin of the parameter
space is then used to find the probability of failure. Under the assumption that all uncertain
parameters are independent and have a standardised normal distribution,
P (failure) = 1− Φ(d), (2.23)
where Φ is the cumulative distribution function of the unit Gaussian, and d is the minimum
distance between the hyperplane and the origin of the parameter space.
RBDO and RDO methodologies commonly employ the FORM due to its speed and simplic-
ity [94]. However, one must be cautious using this approach. The method only works well if
the limit state function is approximately linear. If this is not the case, the probability estimate
yielded by FORM can be a gross under- or over-estimate. This problem can be avoided by ex-
tending FORM to high dimensions. For example, the second-order reliability method (SORM)
attempts to reconstruct the limit state function using a second-order curve. However, in recent
years, other UQ approaches have been used for design optimisation. Suryawanshi and Ghosh
[85] performed RBDO on a cantilever wing using polynomial chaos expansions to evaluate the
probability of flutter. A similar approach using PC expansions was also used by Manan and
Cooper [95] on an aeroelastic model with uncertain composite material properties.
In the aeroelasticity literature cited above, the optimisation variables are all physical, passive
design elements, i.e. mass, stiffness and damping parameters. In practice, design optimisation
procedures are not limited just to these elements; indeed, active modifications such as dynamic
controllers can be considered too. This idea of robust optimisation of the system through active
control is closely related the problem of robust control and is considered in the latter chapters
of this thesis.
2.3 Receptance-Based Control
As established in the previous section, accurate numerical modelling of aeroservoelastic systems
is challenging. Errors arising from restrictive assumptions in the physical processes or poor
parameter estimation can often lead to inaccurate models that do not closely reflect the true
system. If AFS control systems are designed using inaccurate models, the desired control
objective can be compromised. Indeed, in the worst-case scenario, it is possible that the AFS
system does the opposite of what is intended and drives the flutter speed lower [47].
This problem cannot be completely avoided as long as numerical models are used; in fact,
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its effects can only be reduced through better understanding of the physics involved or by
more accurate parameter estimation. However, even this is not always possible. Firstly, highly
accurate modelling of the physics often requires large computational resources, which may not
be available. Secondly, the complexities of the physical process may mean that it is simply
impractical to model. Finally, some uncertain parameters cannot be reduced. For instance, it
is impossible to mitigate or reduce the variability of aleatory uncertainties (see §2.2).
To combat this problem, an alternative approach to active flutter suppression has been
developed in recent years. The fundamental principle of this new approach is to avoid con-
structing numerical models entirely. This is done by using experimental data from real-world
systems to facilitate an experiment-driven approach to active control. In this way, the numeri-
cal modelling stage of conventional AFS control design is bypassed, thus mitigating the errors
associated with this step. Of course, the type of experimental data that is used can in principle
take numerous forms. However, following the theme of this thesis, this section will concentrate
on receptance-based approaches.
2.3.1 What are Receptance Data?
Before proceeding with a review of receptance-based techniques, it is necessary to first define
what receptance data are. Most generally, receptances are data that quantify the frequency
domain relationships between the inputs and outputs of an arbitrary dynamic system. The
system in question can take any form of inputs and outputs and there is no restriction on the
nature of the system nor the number of inputs or output. However, it is important to note that
a single set of receptance data can only fully encapsulate the relationship between the inputs
and outputs if the system is strictly linear.
The formal, mathematical-based definition of receptance data is as follows. Consider an










Figure 2.10: Black box system model.
to the system be written as
u(t) =
(
u1(t) . . . um(t)
)T
. (2.24)
Also, let the time domain vector of outputs be written as
y(t) =
(
y1(t) . . . yn(t)
)T
. (2.25)
By definition of the Laplace transform,








where s is the complex Laplace variable. Assuming that the system is linear, it is possible to
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relate the input and output vectors by the equation
y(s) = R(s)u(s), (2.28)
where R(s) is named the input-output transfer function matrix. This matrix R(s) contains the
receptance data relating the system’s outputs to the system’s inputs. In general, the matrix
R(s) has the structure
R(s) =

r11(s) r12(s) . . . r1m(s)
...
... . . .
...
rn1(s) rn2(s) . . . rnm(s)
 (2.29)
where each element rij(s) gives the relationship between the i
th output and the jth input.
In the literature, R(s) is commonly referred to as the receptance matrix instead of the input-
output transfer function matrix. Strictly speaking, this is only true when the outputs from the
system are displacements and the inputs are forces. However, as seems to be convention, the
term receptance matrix is used interchangeably to mean both the specific and general form of
the matrix R(s). Throughout this thesis, efforts are made to distinguish between receptance
and input-output data, where necessary4.
It is important to point out that receptance data cannot be obtained immediately through
experiments. Instead, only a frequency response function matrix can be collected through
standard modal testing techniques, such as stepped-sine testing or random input testing [96].
The FRF matrix is the matrix R(s) when the complex parameter s is limited to points on the
imaginary axis, i.e. s = iω. To reconstruct the full receptance matrix from the FRF matrix,
one must perform rational transfer function (RTF) fitting. There are several different methods
to do this; however, a popular algorithm that is used is known as PolyMAX [97]. The above
points are illustrated diagrammatically in Fig. 2.11. Further details about RTF fittings are
provided in Chapter 6.
FRF: F(ω) I/O TF: R(s)
RTF fitting
s = iω
Figure 2.11: Converting between FRF data and receptance data.
2.3.2 Structural Modification Theory
Before considering the topic of receptance-based control, it is first necessary to review the liter-
ature and historical origins of another field known as ‘receptance-based structural modification
theory’. This is for two reasons. Firstly, the theory of receptance-based control is derived from
this earlier work. Secondly, Chapters 7 and 8 will consider approaches where uncertainty is
modelled using methods from this field.
Receptance-based structural modification theory is the field of study that aims to understand
the relationship between the modal properties and spatial properties of a system, using only
receptance data [98]. The modal properties include: the eigenvalues, which contain information
about the natural frequencies and damping of one or more modes; and the eigenvectors, which
4Further details are given in Chapter 3.
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contain information about the displacement pattern in each mode. The spatial properties
usually include the physical mass, stiffness, and damping parameters.
Structural modification theory is commonly segregated into two separate, but closely related,
branches: (i) direct structural modification theory, and (ii) inverse structural modification the-
ory [99]. Direct structural modification theory concerns the prediction of changes in modal
properties when a change to the physical parameters is applied. For example, the changes to
the natural frequencies of a cantilever beam as masses are added at points along its span. In-
verse structural modification theory, on the other hand, concerns the calculation of the physical
modifications required to achieve a desired change in one or more modal properties. For exam-
ple, the required stiffness modification necessary to assign a desired natural frequency. Both of




Figure 2.12: Branches of structural modification theory.
Inverse structural modification bares a close resemblance to the generalised control problem.
That is, the problem of calculating the required modification to the system that achieves a
desired control objective. For this reason, this branch is considered in greater detail here.
Inverse Structural Modification Theory
Early work in the field of receptance-based inverse structural modification theory can be traced
back to Duncan [100]. Building on the earlier developed Admittance Method [101], Duncan
showed that the natural frequency of a system could be assigned through the coupling of two
systems or, equivalently, by a structural modification to a given reference system. The method
worked by using admittance data from both subsystems at the point of connection and used the
principle of ‘equal and opposite admittance’ to find the natural frequency of the new, coupled
system. In this early paper, Duncan demonstrated the principles of structural modification
through applications such as flywheels mounted to elastic shafts, and the examples shown were
based on modifications that depended on only a single parameter. However, the idea of modi-
fications with more than one parameter dependency was discussed in this paper. Similar work
was also considered by Weissenburger [102], who developed the conceptually similar ‘method
of local modifications’.
Both Duncan’s and Weissenburger’s works were early forerunners in structural modification
theory. However, their methods considered only simple mass-spring systems and did not con-
sider the effect of damping in a system. In 1971, however, Pomazal and Snyder [103] addressed
this issue by expanding the theory to consider systems with linear, viscous damping. By re-
casting the structural modification problem into a more general matrix form, they were able to
re-write the problem so that more arbitrary modifications could be considered. They were also
able to remove the restriction of considering only systems with normal modes; complex-valued
modes that collectively do not form a spanning set of the vector space could be considered in
a general way for the first time.
As mentioned above, initial studies in structural modification theory concentrated primarily
on the assignment of natural frequencies using a single modification parameter. For example,
a single mass, stiffness or damping change. Also, the modifications considered were rank-one.
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That is, modifications with a dynamic stiffness matrix that can be expressed as a dyadic product.
In practice, it may be the case that the assignment of the damping in each frequency may also be
desired. Furthermore, the use of multiple parameters in the structural modification potentially
enables a more flexible, multi-objective approach. For instance, the ability to modify multiple
modes simultaneously. Some recent studies have considered multi-parameter approaches to
inverse structural modification. For example, Tsai et al. [104] considered an approach based
on optimisation. However, even still, these approaches typically have several limitations in
their use, which stem from the physicality imposed by the modification parameters. This is
considered later on in this discussion.
Despite great progress in the field, real-world applications of structural modification the-
ory have thus far been few and far between and have been limited primarily to experimental
settings [104]. Mottershead et al. [105] considered the effect of a large overhanging mass on
the coupling in the system responses in a Lynx Mark 7 helicopter tailcone and addressed the
practical limitations of structural modification theory in an experimental setting. Tsai et al.
[104] applied inverse structural modification theory to a geared rotor-bearing and used an opti-
misation approach to find the required mass modification to assign specific natural frequencies.
Zarraga et al. [106] applied the technique to a brake-clutch model for the purposes of disc squeal
noise suppression. A more detailed overview of the history and progress in inverse structural
modification theory may be found in the thesis by Tehrani [107].
Active Modifications
The early literature in the field of inverse structural modification theory all consider static,
physical modifications to the mass, stiffness and damping parameters. These modifications are
collectively referred to as those of the passive kind. Although the type historically used, passive
modifications have several restrictions in their use [99]. Firstly, the matrix corresponding to
the modification must be symmetric and positive semi-definite. Secondly, the number of poles
that can be assigned cannot exceed the rank of the modification [108]. Finally, the modification
must conform to a specific pattern of values. Clearly, all of these restrictions limit the choice of
the desired eigenvalues and/or eigenvectors. Indeed, these modifications present challenges to
the eigenvalue/eigenvector assignment problem and usually a compromise in the performance
of the assignment must be accepted if they are to be used.
An alternative type of modification, however, that is not constrained by the above restric-
tions is known as active modification. As the name suggests, these types of modifications use
active controllers to assign the modal properties of a system and is achieved by using one or
more actuators placed at strategic locations on the structure. Whilst the concepts and prin-
ciples of active control techniques for structures have been known for at least 50 years [109],
their formulation in terms of structural modification theory or measured receptances was not
fully realised until 2007, when Ram and Mottershead [110] presented the Receptance Method
for active vibration control.
2.3.3 The Receptance Method
The receptance method, first formalised by Ram and Mottershead [110], [111] is an experiment-
based active pole/zero assignment technique. Using either state or output feedback [107], a
controller is used to create an active modification to a set of measured receptance data so that
the eigenvalues and/or eigenvectors of the closed-loop system are assigned in a desired fashion.
The method is advantageous in that there is no need to construct a numerical model of the
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system to be controlled. Hence, uncertainties associated with this are mitigated entirely.
In the original formulation of the Receptance Method, a single input, equivalent to a rank-
one modification, is used to assign a set of desired closed-loop poles. In this way, the input to






where f ,g are control gains that are to be determined. The gains are solved through use of
the Sherman-Morrison formula [112]. This expresses the system’s closed-loop characteristic
equation in terms of the measured input-output transfer function data and the controller’s
feedback gains. The characteristic equation is then modified, by changing the control gains,
to yield solutions corresponding to a set {µ1µ2, . . . , µl} of l desired closed-loop poles. The
necessary control gains are then obtained in a straightforward manner by simply solving a set
of linear equations in the unknown variables.
Since the original formulation in 2007, several attempts were made in the years that followed
to generalise the Receptance Method to systems with multiple inputs. That is, systems with






Most of these early methods initially worked on restrictive assumptions about the system or
measured receptances, and were not general to arbitrary dynamic systems [113]. However, the
problem of receptance-based control with an arbitrary number of inputs and outputs was solved
by Ram and Mottershead in 2013 [114]. This new formulation, which is now the most widely
used, allows both the eigenvalues and eigenvectors to be assigned independently. Thus, the
controller is able to leverage the greater freedom allowed by the extra control inputs. This
modern formulation is described mathematically in Chapter 5; for now, however, this section
proceeds with a general view of the Receptance Method and its historical development.
The additional freedom granted by more than one input poses the question of how best to
distribute the control effort. If, in addition to the eigenvalues, one cares about the assignment
of specific eigenvectors, then there is only one unique solution for the control gains. However, it
is more usual that the assignment of the eigenvalues is the dominant factor and the eigenvectors
may be assigned for other purposes. In this case, there are a theoretically infinite number of
solutions to the gains and thus strategies must be developed to choose the most appropriate
one. One strategy is based on imposing modal constraints so that the relative displacement
associated with a particular degree-of-freedom in one mode is limited. This was the approach
considered originally by Ram and Mottershead [114]. An alternative strategy is to assign the
eigenvectors such that the system is more robust to external disturbances, poor controller
performance, and other sources of uncertainty. This strategy is well known in the realm of
conventional, state-space based control models [115] and will be considered later in §2.3.5.
The Receptance Method itself is commonly used for the purposes of vibration suppression
[116]. By assigning specific combinations of poles and/or zeros, the ‘shape’ of the closed-loop
response can be modified so that: (i) the damping level is increased in specific modes, and (ii)
the natural frequencies are shifted away from operating points, thereby preventing resonance.
Tehrani et al. [117] were the first to demonstrate the method experimentally by applying it to
a lightweight glass-fibre beam and a ‘heavy modular test structure’. The Receptance Method
has also been used for the purposes of aeroservoelastic control. However, this is considered in
the section that follows.
The original formulation of the Receptance Method was designed for linear, time-invariant
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(LTI) systems. However, it is worth noting that the method has also been extended to consider
nonlinear systems too. Tehrani et al. [118] have explored the control of nonlinear systems
using a receptance-based describing function approach. Zhen et al. [119] presented a method
based on the classic feedback linearisation technique. A similar approach was also considered
by Lisitano et al. [120].
2.3.4 Applications in Aeroservoelasticity
As the theory continues to mature, the number of numerical and experimental applications of
receptance-based control is growing. This section explores the use of receptance-based tech-
niques for the purposes aeroservoelastic control and, more specifically, active flutter suppression
[121].
The first numerical application of the Receptance Method to aeroservoelastic systems can
be attributed to Singh et al. [122]. In their work, eigenvalue assignment was performed on a
three-degree-of-freedom, pitch-plunge system with a single trailing-edge control surface. Using
the original formulation in [110], the control gains were calculated at a discrete number of
freestream speeds such that either: (i) the damping in the modes were increased, (ii) the
frequency separation between modes was increased, or (iii) a combination of both (i) and (ii).
In this way, the poles were driven further away from instability and hence the flutter speed was
pushed higher.
The work by Singh et al. [122] demonstrated for the first time how receptance-based tech-
niques could be used for AFS. Moreover, it considered some of the key issues in designing the
controller, such as: scheduling of the control gains, deciding which inputs and outputs to use,
and the effect of actuator dynamics. However, the original study was limited in several ways.
Firstly, as the authors point out, they assumed availability of the full input-output transfer
function matrix. In other words, the transfer function between each input and output was
assumed to be measurable. In practice, this may not be true as the data collected in specific
input-output combinations may be susceptible to excessive noise. Moreover, the location of
some of the inputs or outputs may be physical inaccessible. Secondly, the study assumed that
the transfer function matrices could be collected at speeds close to the flutter speed. In practice,
this is unlikely to be true due to low levels of damping, which makes modal testing extremely
difficult. Thirdly, their work did not explicitly consider the limitations of the controller. In
aeroelastic systems, it is essential that the control surface deflection is not large enough flow
separation to occur. If this is the case, adverse aerodynamic effects may be induced and the
assumed linear input-output behaviour of the system may become invalid. Furthermore, the
control surfaces are frequently used for lateral guidance control and hence there must always
be some degree of control effort available for this too.
Since the original work of Singh et al. [122], some of the above-mentioned practical limi-
tations have been addressed. Wei et al. [123] considered the problem of pole placement using
receptances when one or more degrees of freedom are inaccessible. By modifying the input
to also include acceleration feedback, orthogonality conditions were imposed on the input and
feedback gains to yield apparent zeros in the regions corresponding to inaccessible sensing
and actuation regions. This was similarly considered by Singh et al. [124], who also investi-
gated receptance-based aeroelastic control with partial measurements. The problem was shown
equivalent to an output feedback problem and the same technique of introducing an additional
acceleration feedback term was able to address the problem. Moreover, it was demonstrated,
by means of a parametric study, that optimal selection of the measurement and sensor locations
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could lead to control gains that are minimised in terms of their norm.
Several other numerical studies of receptance-based control of aeroservoelastic systems have
been performed. Xia and Li [125] presented a hybrid approach to aeroelastic control, whereby
receptances of the structural system are coupled with numerically calculated fluid loads. The
receptance method is then used, as normal, for active flutter suppression. Although this does not
constitute a ‘full’ receptance method, since a numerical model of the aerodynamics is required,
the requirement of the structural model is still eliminated, and this approach is useful when
measurement of receptances from the fluid loaded structure is unfeasible. Singh et al. [126]
considered the application of the Receptance Method when the control surfaces themselves are
subject to actuator dynamics. It was demonstrated that both the aeroelastic modes and control
surface dynamic modes could be simultaneously controlled by means of eigenvalue assignment
and that spillover of the controller modes could be avoided.
The earlier studies of receptance-based AFS considered only single input systems. However,
as previously discussed, multiple-input systems have greater flexibility over single-input sys-
tems. This is because the control effort can be distributed amongst the various inputs. Based
on this, it has been suggested that the input distribution can be used advantageously to in-
crease the effectiveness of AFS controllers and thus drive the flutter speed higher, compared
to single-input systems. Multiple input receptance-based control on a flexible aeroservoelastic
system was considered by Singh et al. [127]. The system used to demonstrate the principles
of this approach had three control surfaces, which were used to assign a greater damping and
frequency separation in all modes. Whilst the principle of multiple-input receptance control
was demonstrated in this paper, it was not discussed how the distribution of the inputs were
selected. Furthermore, the study used a numerical gain scheduling approach which, for the
same reasons as [122], is not experimentally practical. The problem of a more general multiple
input aeroelastic control lay dormant until the work of Mokrani et al. [128], which is discussed
later.
The first experimental application of receptance-based control to aeroservoelastic systems
can be attributed to Papatheou et al. [129]. In this research, the authors used the receptance
method for the purposes of flutter suppression on a wind-tunnel model, which is based at the
University of Liverpool. The model is equipped with a single trailing-edge control surface,
which is actuated by two V-shaped piezoelectric stacks that allow deflection angles of up to 7
degrees. Unlike the original theory in [110], accelerances were used instead of receptances; that
is, FRFs where the output is in the form of acceleration data. Additionally, the true sensitivity
of the input was not considered. In other words, the receptances were in the form of voltage
relationships. This does not, however, affect the analysis of the receptance method itself and
indeed may simplify the analysis since the output data from the sensors can be used directly,
without calibration or processing.
The initial experimental applications of the receptance method were limited to rigid systems
with a discrete number of degrees-of-freedom. Although sufficient to highlight the effectiveness
of the receptance method itself, these systems are not representative of real-world applications.
In practice, the number of degrees-of-freedom is aeroelastic systems is extremely large5 and
therefore the effect of using only a limited number of sensors and actuators must be considered.
The first major study to consider this was by Fichera et al. [130], who applied receptance-
based techniques to a flexible, aeroelastic model, known as MODFLEX. Using the Receptance
Method, it was shown that a single control surface located at the trailing edge of the aerofoil
was sufficient to increase the flutter speed by 12%. This was done by increasing the damping
5Theoretically infinite.
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in the first two modes of the system.
An important point to consider with the Receptance Method is that the number of modes
that can be independently controlled is limited by the number of sensors that are used in the
system. In the case of Fichera et al. [130], only the first two modes were controlled as only two
laser displacement sensors were used in the experimental setup. This meant that the higher
order modes were uncontrollable and thus the system could have exhibited features such as
spillover. In this paper, the solution was to simply apply the controller and then observe the
dynamic stability experimentally. However, this approach is arguably not practical in real-world
aircraft because of safety limitations. It would be interesting to consider alternative approaches
that explicitly address issues related to spillover in future work.
Most recently, the Receptance Method has been re-applied to a modified version of MOD-
FLEX, which now includes both leading- and trailing-edge control surfaces. Mokrani et al.
[128] demonstrate the benefits of using the additional control input on MODFLEX and discuss
a ‘control effort selection’ technique, which allows the control gains, and hence control surface
deflection, to be optimised. In doing this, maximum control effort is left free for other purposes,
such as lateral control.
2.3.5 Uncertainty in the Receptance Method
As previously discussed, the main advantage of receptance-based control techniques is that a
numerical model of the system is not required. This is particularly useful for aeroservoelastic
systems as the errors associated with modelling of the structure, aerodynamic, and their coupled
interaction are mitigated entirely. Based on this, one may therefore assume that receptance-
based control is by default more accurate or reliable than conventional control techniques that
are based on numerical models. However, this is not necessarily true; due to the nature of the
technique, experimental errors are often present and have an impact on the robustness of the
final, closed-loop system. This is demonstrated, for instance, in the work by Mokrani et al.
[128], where the desired eigenvalues do not match the true values observed in the experimental
system.
There have been a limited number of studies investigating the effect of uncertainty in the
Receptance Method. The first was by Mottershead et al. [131], and similarly by Tehrani
et al. [132], who considered the robustness of the assigned, closed-loop poles to variability
in the control gains. Using a perturbation approach, sensitivity formulae were derived and
used to assesses the spread of the closed-loop poles as the control gains were modified in a
neighbourhood about some nominal values. In other words, expressions of the form
∂µj
∂fi
= . . . ,
∂µj
∂gi
= . . . , (2.32)
were obtained. One of the key results from the paper was that the variability of the poles de-
pends on the location of their nominal values. That is, the choice of the desired set {µ1, µ2, . . . , µl}
affects the spread of each true, closed-loop pole.
The method presented by Mottershead et al. [131] did not only quantify the sensitivities
of the closed-loop poles, but also considered how they could be reduced. The equivalence
between eigenvalue placement and eigenvalue sensitivity was demonstrated and the Receptance
Method was extended to show that eigenvalue sensitivities could be assigned, rather than the
set of nominal closed-loop poles. The study was however limited to single-input systems and
therefore only the nominal poles or their corresponding sensitivities could be independently
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assigned.
Sensitivity-based approaches have also been used to quantify the variability that arises from
other sources of uncertainty. In 2011, Tehrani et al. [113] addressed the problem of uncertainty
arising from measurement errors in input-output transfer function matrices. By modelling
uncertainty as small, complex-valued perturbations, the sensitivities of each closed-loop pole
with respect to each element in the receptance matrix was calculated, again using analytic
formulae. This time, the sensitivities were of the form
∂µj
∂hl,m
= . . . , (2.33)
where hl,m is an arbitrary element in the receptance matrix. For the first time, the effect of
the uncertainty on the poles was visualised in the complex plane through the phenomenon of
pole clustering. This is where the assigned poles are spread about some nominal points in the
complex plane. Fig. 2.13 shows an example of the pole clustering phenomena.
Figure 2.13: An example of pole clustering. (Image taken from Tehrani et al. [113] with
permission from Elsevier.)
Building on the principles of [131], the paper by Tehrani et al. [113] performed eigenstructure
assignment so that the sensitivities of the nominal poles were minimised, subject to them being
placed in constrained oval regions in the complex plane. This method was again able to show
that a good choice of eigenvalue assignment can reduce the propagation of uncertainty to the
poles, further supporting the work of Mottershead et al. [131].
The work of Tehrani et al. [113] also highlighted, for the first time, the usefulness of having
multiple-inputs for the purposes of uncertainty minimisation. A quasi multiple-input technique
was used, where the poles of the system were placed sequentially, using one input at a time, so
that the original formulation of the Receptance Method [110] could still be used. It was shown
that the multiple-input system reduced the total sensitivity of the poles to measurement noise
and performed better than that of the single-input approach. In other words, it was determined
that the eigenvectors, in addition to the eigenvalues, play a role in uncertainty propagation and
hence should be selected carefully during the receptance method.
The problem of robustness in receptance-based control with multiple-inputs has also been
studied by Lu and Bai [133] and Bai et al. [134]. Similar to the above-mentioned works,
analytic sensitivity formulae were derived and used to quantify the uncertainty in the assigned
closed-loop eigenvalues. Using a gradient-based optimisation approach, the sensitivities were
minimised by assigning the set of closed-loop eigenvalues and eigenvectors. Additionally, the
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effect of controller effort was considered through the addition of a weighted norm of the control
gains. By contrast with [113], the works of [133] and [134] do not rely upon placing the poles
sequentially and hence can be considered the first to fully address the problem of uncertainty
with multiple-input receptance-based control. However, it is important to highlight that these
approaches require knowledge of the mass, stiffness and damping matrices. In other words, the
methods are not purely receptance-based and still require some sort of numerical modelling or
system identification techniques. The challenge of robust multiple-input control without the
need of sequential placement and using only receptance data remains an open problem.
The literature cited above all considers uncertainty in a fairly holistic manner. Uncertainties
are lumped together and treated as a single perturbation to measured data. Whilst usually
simpler to implement, the physical meaning of the uncertainty is lost under this approach.
Furthermore, it is impossible to explicitly quantify the impact of each individual physical source
of uncertainty. Such information could be useful, for instance, in system design, where efforts
can be concentrated primarily on the components that cause the largest amount of uncertainty.
If UQ techniques are to be used in aeroelastic systems, it is important that one can explain
the amount of uncertainty that is modelled. Using physical-based approach, where individual
sources of uncertainty at the component level are specified, is arguably a better approach to do
this.
One of the first works to consider physical sources of uncertainty at the component level is
that of Liang et al. [135], [136]. Similar to Tehrani et al. [113], a sensitivity-based method was
used to determine the robustness of the poles when subject to variability in specific physical
parameters. In the examples given, the uncertain parameters were contact stiffness coefficients,
contact damping coefficients, and friction coefficients. The sensitivity of the closed-loop poles
were formulated explicitly in terms of these parameters and not just arbitrary complex per-
turbations to the measured receptance data. After converting to a non-dimensional form, the
sensitivities of each pole with respect to the physical parameters were calculated.
The studies by Liang et al. [135], [136] show the feasibility of considering physical sources
of uncertainty in receptance-based methods. Moreover, they demonstrate that the choice of
eigenstructure assignment dictates the degree to which uncertainty propagates from physical
parameters to the assigned poles and hence frequency and damping characteristics of modes.
Whilst there is an obvious need and scope for the application of uncertainty quantifica-
tion techniques in receptance-based control of aeroservoelastic systems, little research can be
found at present. Indeed, the only work that explicitly addresses this is that of Fichera et al.
[137]. This work considered the effect of parameter uncertainties on the design of the feedback
controller and the chosen gain vectors. A numerical model of the experimental single-input
MODFLEX system [130] was created and uncertainty was introduced into the elastic modulus
of the spar. Using a polynomial chaos (PC) expansion, a surrogate model of the flutter V-g
diagram was created and the variability of the flutter speed with respect to the uncertain elastic
modulus was obtained. The effect of the uncertain elastic modulus on the input-output trans-
fer functions at different freestream speeds was also described using a PC expansion and was
visualised by sampling of the expansion. Finally, a separate PC expansion was used to create
a surrogate model of the control gains for a fixed control objective. For each outcome of the
random elastic modulus, the poles of the system were placed to increase the damping of the first
bending and torsional mode and to separate their frequencies. The probability density functions
of the control gains were then calculated and compared to the deterministic case. Interestingly,
it was shown that the maximum value in the PDF plots did not correspond to the values of
the deterministic control gains. This reinforces the idea that designing the controller for the
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deterministic system may lead to poor robustness and instead it may be more appropriate to
choose the control gains about a condition corresponding to the maximum likelihood.
2.4 Summary
The chapter surveys some of the key literature in the fields of aeroservoelasticity, uncertainty
quantification, and receptance-based control techniques. First, the principles of active flutter
suppression are described, and its superiority over traditional passive measured is discussed.
Next, the effects of uncertainty in AFS is reviewed and some techniques to quantify and miti-
gate these effects have been introduced. These include both probabilistic and non-probabilistic
methods. It is also suggested that design optimisation techniques may be used in the realm
of aeroelastic control in order to facilitate a more reliable and robust AFS solution. Finally,
receptance-based methodologies are introduced, including both structural modification theory
and the Receptance Method. It is shown how the Receptance Method facilitates a experiment-
driven approach to active control and eliminated the need for numerical models of the aeroser-
voelastic system, which are difficult to obtain. Whilst receptance-based control has been con-
sidered in aeroelastic settings, further work is needed to better suit these methods for industrial




This chapter serves to review some of the fundamental theory that is required in the latter
chapters of this thesis. Essential concepts and physical quantities, such as the definition of
flutter and its associated speed, are introduced and formalised. The aim here is to introduce a
notation that remains consistent throughout this thesis and thus this chapter also serves as a
reference for the techniques developed hereinafter.
The outline of this chapter is as follows. First, the equations of motion describing a general,
linear aeroservoelastic system are described, both in terms of the time domain and frequency
domain. The frequency domain formulation introduces two important quantities: (i) the recep-
tance matrix, and (ii) the input-output transfer function matrix. Both of these matrices form
the basis of the receptance-based approaches that are developed in the chapters that follow.
After this, a formal definition of flutter is given. The definition introduces two separate, but
closely related, quantities: the open-loop flutter speed and the closed-loop flutter speed. It is
briefly shown how the application of an arbitrary feedback controller can give rise to a closed-
loop flutter speed that is higher than its open-loop counterpart and thus the idea behind active
flutter suppression is formalised mathematically. Finally, the effect of uncertainty in structural
and/or aerodynamic parameters on the open- and closed-loop flutter speeds is described. The
concept of a probabilistic flutter speed is introduced and the idea of treating the aeroservoelastic
system as a stochastic dynamic system is considered.
3.2 Aeroelastic Equations of Motion
As discussed in Chapter 2, an AFS system is comprised of three main elements: (i) the structure,
(ii) the aerodynamics, and (iii) a controller. Together, the combined structural and aerodynamic
equations of motion describe the aeroelastic system. It is this coupled system that the design
of the controller is based on. Since the aim here is to describe any arbitrary aeroelastic system,
the model given in Fig. 2.4 is simplified to the form given in Fig. 3.1. In other words, one can
view the aeroelastic system as a black box with several inputs and outputs. Usually, the outputs
from the system are displacements measured at certain locations on the wing. The inputs, on
the other hand, are a mixture of two types: (i) deflection angles of one or more control surfaces,
and (ii) external disturbance forces. The first of these inputs is what the controller is designed
to assign in most aeroservoelastic applications in the literature, as discussed previously.
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External force(s), f (e)(t)
Figure 3.1: Simplified diagram of a typical aeroservoelastic system.
The coupled structural and aerodynamic equations of motion describing the aeroelastic
system may be written in the time domain using a generalised state space approach. In this
general form,
ẋ(t) = f(x(t), v) + g1(u(t), v) + g2(f
(e)(t), v), (3.1)
y(t) = h(x(t)), (3.2)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm1 is the vector of m1 control surface inputs,
f (e)(t) ∈ Rm2 is the vector of m2 external force inputs, y(t) ∈ Rr is the output vector, and
v ∈ R is the freestream speed. The freestream speed is defined as the speed of the interacting
fluid at a distance far away from the aerofoil.
This study is restricted to linear aeroservoelastic systems. That is, systems where the equa-
tions of motion describing both the structure and aerodynamic are linear differential equations.
Under this restriction, Eqs. 3.1 and 3.2 may be expressed in the form
ẋ(t) = A(v)x(t) + BCS(v)u(t) + BF(v)f
(e)(t), (3.3)
y(t) = Cx(t), (3.4)
where A(v) ∈ Rn×n, BCS(v) ∈ Rn×m1 , BF(v) ∈ Rn×m2 and C ∈ Rr×n are collectively named
the system matrices.
Taking the Laplace transform of Eqs. 3.3 and 3.4 and dropping the initial value terms gives
that
sx(s) = A(v)x(s) + BCS(v)u(s) + BF(v)f
(e)(s), (3.5)
y(s) = Cx(s), (3.6)
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where s is the complex Laplace variable. Joining Eqs. 3.5 and 3.6 and eliminating x(s) leads
to
y(s) = C (sI−A(v))−1 BCS(v)u(s) + C (sI−A(v))−1 BF(v)f (e)(s), (3.7)
or equivalently
y(s) = R(s, v)u(s) + H(s, v)f (e)(s), (3.8)
where
H(s, v) = C (sI−A(v))−1 BF(v), (3.9)
R(s, v) = C (sI−A(v))−1 BCS(v). (3.10)
The matrix H(s, v) is named the receptance matrix and is a matrix of transfer functions relating
the system’s outputs to the external force inputs. The matrix R(s, v) is named the input-output
transfer function matrix and, by contrast, relates the system’s outputs to the control surface
deflection inputs. Although these matrices correspond to different types of inputs, they can be
related to each other by
R(s, v) = H(s, v)BCS−→F(s, v), (3.11)
where BCS−→F(s, v) is named the force distribution matrix. This matrix serves to map the
control surface deflections to equivalent forces acting on the system. The above points are
illustrated by means of a block diagram in Fig. 3.2.
H(s, v)BCS−→F(s, v) +
y(s)f(s)u(s)
f (e)(s)
Figure 3.2: Block diagram of the frequency domain formulation.
Suppose that the external force inputs are collocated with the outputs of the system. In this
case, m2 = r and therefore the receptance matrix is square. Under this restriction, the inverse
of the receptance matrix H(s, v) is known as the dynamic stiffness matrix and is written as
Z(s, v) = H−1(s, v). (3.12)
Eq. 3.8 can be expressed in terms of the dynamic stiffness matrix by
Z(s, v)y(s) = f (e)(s) + Z(s, v)R(s, v)u(s). (3.13)
Using Eq. 3.11, Eq. 3.13 can be simplified to
Z(s, v)y(s) = f (e)(s) + BCS−→F(s, v)u(s). (3.14)
3.3 Deterministic Flutter Condition
Now that the equations of motion for an arbitrary aeroservoelastic system have been described,
it is possible to define the flutter condition and two of its important quantitative features, the
flutter speed and the flutter frequency. The flutter speed is the lowest freestream speed at which
the system transitions from stable to marginally stable. In other words, one or more poles move
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from the left-hand side of the complex plane to points that lie exactly on the imaginary axis.
The flutter frequency is defined as the frequency at which the system oscillates, in steady state,
when the freestream speed is identically equal to the flutter speed.
In the analysis that follows, the flutter condition is defined for two situations. The first
situation corresponds to the open-loop system. This is where there is no external controller
and the control inputs are set to zero at all times. The second situation corresponds to the
closed-loop system. In this case, there is some external controller that serves to modify the
dynamics of the system.
3.3.1 Open-Loop System
Consider the open-loop system, where u(s) = 0. Eq. 3.8 becomes
y(s) = H(s, v)f (e)(s), (3.15)
and hence the output vector is dependent only on the receptance matrix and the external force




Cadj (sI−A(v)) BF(v)f (e)(s), (3.16)
where det (·) and adj (·) denote the determinant and adjugate matrix, respectively. The deter-




(s− λi(v)) , (3.17)
where λi(v) ∈ C are the open-loop poles of the system. Collectively, the open-loop poles form
a set λ(v) = {λ1(v), λ2(v), . . . , λl(v)}. Assuming A(v) is real for all values of v, the set of
open-loop poles are closed under conjugation. Thus, any complex poles appear in conjugate
pairs referred to as ‘pole pairs’ hereinafter.
As indicated by the notation, the open-loop poles are a function of the freestream speed.
In other words, there is a different set of open-loop poles at each freestream speed. This allows
one to define the flutter speed of the system as follows. Let a function GOL(v) be written as
GOL(v) = max
i
(Re (λi(v))) . (3.18)
The open-loop flutter speed v∗OL is defined as the freestream speed for which
GOL(v
∗
OL) = 0. (3.19)
At the flutter speed, a pole pair lies precisely on the imaginary axis and thus there are eigenvalue
solutions given by
λ1,2 = ±iω∗, (3.20)
where ω∗ ∈ R is the flutter frequency.
It is important to point out that there may be more than one solution to Eq. 3.19. However,
it is customary to consider only the smallest solution. This is because, in practice, the lowest
value gives the first transition to instability and thus higher values are insignificant as one could
not physically achieve this without already experiencing flutter and potentially damaging the
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system.
3.3.2 Closed-Loop System
Suppose now that the control surface inputs are not identically zero but are instead related to
the output vector by the transfer function
u(s) = G(s)y(s). (3.21)
Eq. 3.8 becomes
y(s) = H(s, v)f (e)(s) + R(s, v)G(s)y(s), (3.22)
or equivalently
y(s) = (I−R(s, v)G(s))−1 H(s, v)f (e)(s). (3.23)
By inspection, the characteristic equation of the closed-loop system is
det (I−R(s, v)G(s)) = 0. (3.24)
As before, the characteristic equation may be written as
det (I−R(s, v)G(s)) =
l∏
i=1
(s− µi(v)) = 0, (3.25)
where µi(v) ∈ C are the closed-loop poles of the system. Similar to the open-loop system, the
set of closed-loop poles is denoted µ(v) = {µ1(v), µ2(v), . . . , µl(v)}. In general, the closed-loop
poles defined above do not match those of the open-loop system. Indeed, the application of the
controller serves to shift the poles to different points in the complex plane at different freestream
speeds1.




(Re (µi(v))) . (3.26)
The closed-loop flutter speed is then defined as
GCL(v
∗
CL) = 0. (3.27)
In general, the open-loop and closed-loop flutter speeds are not identical. In other words, the
flutter condition is modified by introducing a feedback controller. This gives rise to the principle
of active flutter suppression. Simply by applying a controller, the dynamics of the system are
modified and the poles are shifted so that the transition to instability arises at a high freestream
speed.
3.4 Stochastic Flutter Condition
The above analysis gives the traditional definition of flutter. Although conceptually straight-
forward and widely used, it assumes that the system matrices, or equivalently the receptance
and transfer function matrices, are known a priori. This is why the above analysis is commonly
1Some poles, however, may remain unchanged from the open-loop system. This is known as partial pole
placement and is discussed further in Chapter 5
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referred to as the ‘deterministic flutter condition’. As discussed in Chapter 2, complete, de-
terministic knowledge of the structural and aerodynamic parameters is impossible and there
is always some degree of uncertainty. Therefore, as has been previously argued, it is perhaps
more suitable to modify the flutter condition to explicitly consider the effect of uncertainties.
This modified flutter condition is known as the ‘stochastic flutter condition’ and is addressed
here.
3.4.1 Open-Loop System
Consider again the state space equations of the aeroservoelastic system. However, now suppose
that the system matrices are dependent on some uncertain parameters. This is expressed
mathematically as
ẋ(t) = A(v,θ)x(t) + BCS(v,θ)u(t) + BF(v,θ)f
(e)(t), (3.28)
y(t) = Cx(t), (3.29)
where θ ∈ Rp is a vector of p random variables. As before, the receptance and transfer function
matrices are given by
H(s, v,θ) = C (sI−A(v,θ))−1 BF(v,θ), (3.30)
R(s, v,θ) = C (sI−A(v,θ))−1 BCS(v,θ). (3.31)
However, by contrast, both of these matrices are now dependent on the vector of random
parameters and therefore are also uncertain.
By repeating the same analysis in §3.3.1, the open-loop flutter condition is expressed as
GOL(v
∗
OL,θ) = 0. (3.32)
Now, the flutter condition has an explicit dependency on the vector of random parameters.
Consequently, the flutter speed depends on the outcome of the random parameters and so
v∗OL = wOL(θ), (3.33)
where wOL(θ) is some function of the random variables.
Due to the probabilistic nature of the random parameters, the open-loop flutter speed is
no longer deterministic. Instead, it has a probability distribution. An example of such a
distribution is illustrated diagrammatically in Fig. 3.3. In this case, it is no longer possible to
define a single, unique flutter speed. One must, instead, treat the flutter speed as a probabilistic
variable and use statistics.
There are two main statistics that are used to quantify the flutter speed in the stochastic
condition: (i) the mean, and (ii) the variance. The mean denotes the average flutter speed. The
variance, on the other hand, gives the variability and indicates how far the true flutter speed
may be from the mean value. Let the joint probability density function of the vector of random
parameters be written f(θ1, θ2, . . . , θp). The mean and variance of the flutter speed are given



























Figure 3.3: Probabilistic flutter distribution in an aeroservoelastic system with uncertainty.
G1(s) and G2(s) are different control transfer functions.
respectively by



















f(θ1, θ2, . . . , θp)dθ1dθ2 . . . dθp. (3.35)
The mean and variance require knowledge of the joint probability distribution and the function
wOL. In practice, it is difficult, or even impossible, to obtain an analytical expression for
wOL. Instead, it is often the case that one has to approximate the probability by estimating
the function. The process of estimating or approximating the function is known as surrogate
modelling and is one of the strategies that is used in the later chapters to solve the mean and
variance integrals.
3.4.2 Closed-Loop System
Suppose now that the feedback controller defined in Eq. 3.21 is again applied to the system.
As before, this serves to modify the flutter speed. However, unlike in the deterministic case,
one cannot define a simple change in the flutter speed. Instead, one has to consider its effect
on the probability distribution.
Following the same procedure as previously, the stochastic flutter condition in the closed-
loop system is given by
GCL(v
∗
CL,G(s),θ) = 0. (3.36)
Therefore, the flutter speed is expressed in the form
v∗OL = wCL(G(s),θ), (3.37)
where wCL(G(s),θ) is some arbitrary function. By contrast with its open-loop counterpart,
the above equation is a function of both the random parameters and the feedback law given by
the matrix G(s). Therefore, the probabilistic distribution of the flutter speed depends on both
of these quantities.
Figure 3.3 shows an example of the effect of choosing different feedback controllers on the
distribution of the flutter speed. The blue curve, corresponding to the feedback matrix G1(s),
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has a higher mean than its open-loop counterpart. Additionally, its spread is less, meaning that
the variance is lower. The green curve, corresponding to the feedback G2(s), has a higher mean
value than the controller corresponding to the blue curve. However, this is at the expense of
the variance. Indeed, at lower speeds, such as that of v∗r given in Fig. 3.3, is it more likely that
flutter arises using the second controller rather than the first. This balance of an increased mean
and possibly increased variance lies at the heart of controlling aeroservoelastic systems with
uncertainty. One must be able to judge, in a quantitative manner, whether the improvement
in the flutter speed is justified with regards to the confidence that one has in knowing its range
across all possible random parameters. This is a crucial point that is addressed in the techniques
developed in this thesis.
3.5 Summary
The purpose of this chapter is to introduce, define and formalise some of the fundamental
concepts that are required in the latter chapters of this thesis. The aeroservoelastic equations
of motion are defined in the frequency domain by use of the receptance and input-output
transfer function matrices. These matrices give the relationship between the outputs of the
system, which are usually displacements, and the external force and control surface inputs.
Using these matrices, the flutter speed is defined and the effect of a closed-loop controller is
considered. The conventional analysis of flutter assumes that all parameters in the system are
known a priori. However, due to uncertainties, this approach is contentious and it is arguably
more appropriate to treat the flutter condition in a probabilistic setting. This setting is known
as the ‘stochastic flutter speed’ and gives rise to the concept of a probability density function
over the flutter speed. It has been shown that the application of a controller, using conventional
feedback control techniques, can modify the mean of the flutter speed, thus permitting active
flutter suppression. However, in the stochastic setting, one must also consider the influence of




In Chapters 5 to 8, several examples and case studies are presented to both verify and validate
the techniques that are developed. Therefore, before commencing with the main study, it is
useful to first introduce the models that are used in such examples. The examples use two
separate aeroservoelastic models, one experimental and one numerical.
The experimental model, which is also referred to as the wind-tunnel model, is based on
the ‘typical section’ described by Dowell [16]. It is a two-dimensional aerofoil that is equipped
with both a leading- and trailing-edge control surface. The model resides in the University of
Liverpool’s subsonic wind tunnel facility and is used as the baseline model in the experimen-
tal case studies that are presented in the later chapters. Since this thesis is concerned with
receptance-based approaches, there is no tuned numerical model accompanying the experimen-
tal setup. Indeed, the experimental case studies only use measured data from the system. In
this way, the real-world conditions under which the developed techniques would be applied are
emulated experimentally; that is, one cannot use information obtained from a numerical model
to influence the application of the techniques.
In practice, it is also necessary to have a separate numerical model. This is to permit rapid
testing in an environment that is free from the errors associated with the experimental model
and its measured data. Therefore, it was decided in the early stages of this project to use a
popular reference numerical model from the established literature. In this way, the results from
the model are already validated. The specific reference model that is used is that of Platanitis
and Strganac [138]. Similar to the experimental model, this model is also a pitch-plunge system
with both a leading- and trailing-edge control surface.
Both models are described in detail in this chapter. First, the reference numerical model is
described together with a derivation of the equations of motion. The equations of motion are
cast into the standard state space form for aeroservoelastic systems (shown in Chapter 3) and
the equivalent transfer function representation is given. Key results from the model are stated,
including the flutter speed, the variation of the open-loop poles with the freestream speed, and
Bode plots of the receptance and input-output transfer function matrices. Following this, the
experimental setup is described alongside a discussion of some of the design choices in select
components. A summary of the key properties, such as the flutter speed, is also presented and
a comparison between the numerical and experimental results is made.
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4.2 Numerical Model
In this section, the reference numerical model is described. The aeroservoelastic equations of
motion are derived from first principles and then cast into the standard time and frequency
domain formulations that were shown in Chapter 3.
The numerical model is illustrated diagrammatically in Figs. 4.1 and 4.2. Assuming that
the model is rigid along its span, the position of the system is fully described by four degrees-
of-freedom, namely: the plunge displacement h, the pitch angle α, the trailing-edge control
surface deflection angle β, and the leading-edge control surface deflection angle γ. The plunge
and pitch degrees of freedom are restrained by a vertical and rotational spring, respectively.
Although not shown, a damper is also placed in each of these degrees-of-freedom in order to
model energy losses, such as friction in mechanical connections and air resistance. The leading-
and trailing-edge control surface are not restrained by any mechanical elements. Instead, they
are each governed by a motor, which is itself operated by a position controller. That is, a
closed-loop controller that assigns a desired control surface deflection angle. This is considered


















Figure 4.2: Two-dimensional representation of the numerical aeroservoelastic system.
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4.2.1 Structural Model
First, the structural equations of motion are derived using a Lagrangian-based approach. Ap-

















= fi, i = 1, 2, . . . , 4, (4.1)
where q =
(
h α β γ
)T
is the vector of degrees-of-freedom, T is the kinetic energy term, V
is the potential energy term, D is the dissipation term, and fi is the generalised external force











where kh and kα are the plunge and pitch stiffness parameters, respectively. The dissipation









where ch and cα are the plunge and pitch damping coefficients, respectively. The kinetic energy
term T is derived by dividing the aerofoil into a series of differential elements, as shown in Fig.









where r(x) is the instantaneous displacement of the element. By introducing the mass per unit















By assuming small deflection angles in the rotational degrees-of-freedom, the instantaneous
displacement may be approximated as
r(x) ≈

h+ (x− e)α+ (x− d)γ, 0 ≤ x ≤ d,
h+ (x− e)α, d ≤ x ≤ c,
h+ (x− e)α+ (x− c)β, c ≤ x ≤ 2b,
(4.7)
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and hence the instantaneous velocity is given by
ṙ(x) ≈

ḣ+ (x− e)α̇+ (x− d)γ̇, 0 ≤ x ≤ d,
ḣ+ (x− e)α̇, d ≤ x ≤ c,
ḣ+ (x− e)α̇+ (x− c)β̇, c ≤ x ≤ 2b.
(4.8)



































2 + Iβ β̇
2 + Iγ γ̇
2
)





































(x− d) (x− e) ρ(x)dx. (4.19)
When it is assumed that either: (i) the mass of the leading- and trailing-edge control surfaces
are small, or (ii) the centre of mass of each control surfaces lies close to its respective hinge,
the first and second moment of inertia terms associated with the control surfaces are negligibly
small. In other words, one can assume that Eqs. 4.14 to 4.19 become zero so that the total








By substituting the potential energy, kinetic energy and dissipation terms into Eq. 4.1, the
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where fh and fα are the external forces acting in the h and α degrees-of-freedom, respectively.
This is written equivalently in matrix form as
Msq̈1:2(t) + Csq̇1:2(t) + Ksq1:2(t) = f(t), (4.22)
with the obvious definitions of Ms, Cs, Ks, q1:2(t) and f(t). At this point, it is important
to point out that the structural equations of motion describe only the h and α degrees of
freedom; there are no dynamic equations associated with the leading- and trailing-edge control
surface deflection angles (i.e. β and γ). This is due to the assumption that the first and second
moments of inertia of the flaps are negligibly small. It is assumed in the remainder of the
analysis that the control surface deflections are input variables to the aeroelastic system. This
is equivalent to assuming that the position controllers act to instantaneously assign the control
surface deflections to desired values and hence the dynamics of the actuators and controllers
are ignored.
For purposes later apparent, the external forces in the pitch and plunge degrees-of-freedom
are partitioned into two contributory force types: (i) those that arise from the aerodynamic
loading, and (ii) additional external forces, such as those applied during modal testing. Written
mathematically,
f(t) = f (a)(t) + f (e)(t), (4.23)
where f (a)(t) is the aerodynamic contribution, and f (e)(t) is the contribution of the external
forces. Thus, the final structural equations of motion are
Msq̈1:2(t) + Csq̇1:2(t) + Ksq1:2(t) = f
(a)(t) + f (e)(t), (4.24)
or equivalently
q̈1:2(t) = −M−1s Csq̇1:2(t)−M−1s Ksq1:2(t) + M−1s f (a)(t) + M−1s f (e)(t). (4.25)
4.2.2 Aerodynamic Model
With the structural equations of motion derived, one can now consider the influence of the aero-
dynamic loading. As discussed in Chapter 2, there exists a plethora of different aerodynamic
models that are widely used in aeroelastic analyses. Each has its relative advantages, disadvan-
tages, and physical assumptions that make it more or less appropriate to different aeroelastic
models. In this particular system, a quasi-steady model is used. This was the choice of the
original authors and has been verified experimentally [138].
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Under the quasi-steady assumption, the aerodynamic contribution vector is written as




































where ρ is the density of air; sp is the aerofoil span; v is the freestream speed; and Clα , Cmα−eff ,
Clβ , Cmβ−eff , Clγ and Cmγ−eff are lift and moment coefficients associated with the α, β and γ
degrees-of-freedom, respectively. This may be reduced to the matrix form given by




































4.2.3 Coupled Equations of Motion
Finally, it is possible to obtain the coupled equations of motion governing the complete aeroser-
voelastic system. First, the time-domain formulation using the state-space approach is consid-
ered. Following this, the frequency domain formulation is given.
Time-Domain Formulation
Consider again the structural equation of motion, given by
Msq̈1:2(t) + Csq̇1:2(t) + Ksq1:2(t) = f
(a)(t) + f (e)(t). (4.32)
Substituting Eq. 4.27 into Eq. 4.32 gives that
Msq̈1:2(t) + Csq̇1:2(t) + Ksq1:2(t) = −vCaq̇1:2(t)− v2Kaq1:2(t) + v2Bau(t) + f (e)(t), (4.33)
or equivalently
Msq̈1:2(t) + Ct(v)q̇1:2(t) + Kt(v)q1:2(t) = v
2Bau(t) + f
(e)(t), (4.34)
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where
Ct(v) = Cs + vCa, (4.35)
Kt(v) = Ks + v
2Ka. (4.36)


































ẋ(t) = A(v)x(t) + BCS(v)u(t) + BF f
(e)(t), (4.39)
with the obvious definitions of A(v), BCS(v), and BF .
Frequency-Domain Formulation













Thus, the receptance matrix and input-output transfer function matrix are given respectively
by
H(s, v) = C (sI−A(v))−1 BF , (4.42)
R(s, v) = C (sI−A(v))−1 BCS(v). (4.43)
4.2.4 Results
Here, some of the key results of the numerical model are summarised. The results presented
use the structural and aerodynamic parameters that are given in Table 4.1. These are the same
as those in the original model presented by Platanitis and Strganac [138] and remain constant
throughout all numerical examples in this thesis.
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Table 4.1: Structural and aerodynamic parameters in the numerical model.
Parameter Value Unit
M 15.57 kg
Sα 0.57 kg m
















First, the variation of the system’s poles with the freestream speed v is considered. Figures
4.4 (a) and (b) show the dependency of the real and imaginary parts of the open-loop poles on
the freestream speed. That is, the variation of the poles when both control surfaces are set to
a deflection angle of zero and there are no external forces. Note that the poles of the system
are in conjugate pairs and thus it is only necessary to plot two of them (those with positive
imaginary parts).

















Figure 4.4: Variation of the open-loop poles in the numerical model with respect to the
freestream speed.
Figure 4.4 (a) shows that both pole pairs have negative real parts below speeds of 11.3 m/s
and thus the system is stable. However, at this speed one pole pair has a real part of exactly zero
and hence the system is marginally stable. Thus, the open-loop flutter speed in the numerical
model is v∗OL = 11.3 m/s. This matches the value stated by the original authors [138]. Beyond
this speed, the pole pair shown by the black line becomes unstable whilst the pole pair shown
by the red line continues to increase its damping significantly. The mode corresponding to the
black line is the plunge mode; that is, the mode that corresponds mostly to vertical motions1.
1Although, due to the mass coupling in the system, there is also some small movement in the pitch degree-
of-freedom as well.
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The mode corresponding to the red line represents motions with a large amplitude primarily in
the pitch degree-of-freedom.
Figure 4.4 (b) shows the movement of each pole’s frequency as the freestream speed increases.
As the speed increases, the frequencies of the pitch and plunge modes appear to move together.
The rate at which these modes move together increases as the freestream speed increases. This
behaviour is typical in binary aeroservoelastic systems, as discussed by Dowell [16].
Both figures show blue points that are named ‘reference points’. These points are taken
from the work of Lee and Singh [139], who gave precise values of the poles in both the pitch
and plunge modes at the flutter speed for the same numerical model. As shown, these points
lie exactly on the curves belonging to the numerical model and hence one can consider this as
a further verification of the results presented.
Receptance Matrix
Next, the receptance matrix H(s, v) of the system is considered. Here, the receptance matrix
is taken as that when the force inputs are collocated with the outputs, i.e. the pitch and
plunge degrees-of-freedom. Figure 4.5 shows its variation as the freestream speed is changed.
Initially, at v = 0 m/s, the receptance matrix corresponds to that of the structural system.
This is because the aerodynamic forces are proportional to v and v2 and thus do not have
any impact. As the freestream speed increases, the two peaks in the receptances move closer
together. The rate at which these peaks move closer together increases as the freestream speed
increases. This is because effect of the aerodynamic is greater at larger speeds and hence its
corresponding forces are more comparable to those generated by the elasticity and inertia of
the structural system.
As the freestream speed approaches the flutter speed, the peak of the plunge mode becomes
extremely sharp, thus indicating a very small damping value. Meanwhile, at these same speeds,
the peak of the pitch mode becomes very small and hence is barely visible in the FRFs. This
is due to the large damping that is present in this mode.
An interesting point to consider is the symmetry of the receptance matrix. At the zero
freestream speed, the receptances matrix is symmetric about its leading diagonal. This is to
be expected as the structural matrices, i.e. the mass, stiffness and damping, are symmetric.
However, as the freestream speed increases, one can see that the matrix deviates from the
symmetry. This is because the aerodynamic loading is not symmetric and hence large freestream
speeds will greatly exhibit asymmetric behaviour in the FRFs.
Transfer Function Matrix
Finally, the transfer function matrix R(s, v) is considered. Figure 4.6 shows its variation as the
freestream speed is modified. Columns one and two are each associated with the β and γ inputs,
respectively. Rows one and two are associated with the outputs h and α, respectively. At low
speeds, the amplitudes across all frequencies are very small. This is because the aerodynamic
forces that the flaps can exert on the system are small and hence have little impact on the
system. This is confirmed by the dependency of BCS(v) on v
2. As the speed increases so too
do the amplitudes of the frequency responses. This indicates that the control authorities of the
flaps increase as the freestream speed does.
An important point to consider is the behaviour of the transfer function matrix at a zero
freestream speed. Substituting v = 0 into Eq. 4.43 shows that the matrix collapses to a matrix
of zeros. Hence, there is no control input and it is not possible to modify the dynamics of






















































Figure 4.5: Variation of the receptance matrix in the numerical model with respect to the
freestream speed.
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the system. In practice, one would not expect this to be observed experimentally. Indeed, the
inertia of the flap would contribute to the input to the system and hence there would still be a














































Figure 4.6: Variation of the input-output transfer function matrix in the numerical model with
respect to the freestream speed.
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4.3 Experimental Model
Here, the experimental aeroservoelastic model is described. The model is comprised of two
main assemblies: (i) the aerofoil, which is placed inside a portable test section; and (ii) the
outer support structure, which is fixed to the outside of the test section.
4.3.1 Setup
Aerofoil
The aerofoil is comprised of five 3D printed, ABS aerodynamic sectors. Each sector has a chord
length of 0.3 m and a cross section that corresponds to the NACA0018 profile. The internal
structure of each profile is as shown in Fig. 4.7. This has been designed so that each sector
is both rigid but also lightweight. Each sector is mounted to two aluminium spars, which run
parallel to the span of the aerofoil, by means of four bolts that are placed on the underside of
the aerofoil. The arrangements of the sectors and the spars are given in Fig. 4.8. In total, the
aerofoil has a span of 1.2 m.
Figure 4.7: Internal structure of the aerodynamic sectors. [Image taken from [140]]
Figure 4.8: Arrangement of the aerodynamic sectors.
The two aluminium spars, which are shown in Fig. 4.9, were designed so that there is
negligible twisting or bending across the span of the aerofoil. Furthermore, this design ensures
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that the fundamental frequency of each beam lies far away from the frequencies of the pitch
and plunge modes, which are discussed later.
Figure 4.9: Central spars. [Image taken from [140]]
The central sector, i.e. that which lies in the middle of the aluminium spars, contains both
a leading- and trailing-edge control surface, as shown in Fig. 4.10. These control surfaces are
each designed to rotate about fixed axes that lie parallel to the span and are held in place by
bearings on both sides of the control surfaces. Two Maxon 60W current controlled, brushless
DC motors are housed inside the central sector; one at the interface with the leading-edge
and one at interface with the trailing-edge. The control surfaces are clamped internally to
each motor shaft and hence the motors are used as the means of actuation. Both motors are
equipped with an encoder, which reads the instantaneous rotational displacement of the shaft
and hence the angle of deflection of the control surface. The current supplied to each of the
motors is controlled by two PID controllers, which are discussed later.
Figure 4.10: Cross section of the central sector with control surfaces. [Image taken from [140]]
Support Structure
The aerofoil is mounted to the external support structure through four bolts on both sides of
the aerofoil. The support structure consists of a series of horizontal and vertical linkages, as
shown in Fig. 4.11. The linkages serve to constrain the movement of the aerofoil to vertical
and rotational motions. As in the numerical model, the degrees-of-freedom corresponding to
these motions are named the plunge and pitch motions, respectively. The support structure
66 Chapter 4. Aeroservoelastic Models
is designed so that the pitch and plunge displacements are identical across either side of the
aerofoil, in the spanwise direction. As a result, there is negligible twisting and bending across
the section. This is achieved by use of a torque tube, which lies on top of the test section.
Figure 4.11: Support structure in the experimental system.
The pitch and plunge degrees-of-freedom are restrained by leaf springs that are fixed to both
sides of the test section. The springs are designed in a cantilever style, as shown in Fig. 4.12,
and can have their length adjusted so that the stiffness is modified. All the springs are made
from spring steel. This is to ensure a linear relationship between the structural restoring force
and the displacement, both in pitch and plunge.
(a) Pitch (b) Plunge
Figure 4.12: Cantilever beams of the support structure.
Wind Tunnel Facility & Test Section
The experimental model is situated in the University of Liverpool’s low speed, subsonic wind
tunnel facility. The wind tunnel is of the blower type and is shown pictorially in Fig. 4.13. The
facility is capable of a maximum wind speed of approximately2 20 m/s and thus, throughout
all experiments, it is assumed that the flow is incompressible.
2Note that this can change according to external factors, such as temperature.
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Figure 4.13: The University of Liverpool’s low-speed, subsonic wind tunnel facility.
In all of the experimental tests, the portable test section was wheeled directly in front of the
exit of the wind tunnel. The cross section of the test section matches that of the wind tunnel
exit and thus there is no change in cross section, which could otherwise lead to disturbances in
the air flow. However, a very small gap of approximately 2mm is used between the exit of the
wind tunnel and the test section. This is to ensure that vibrations from the wind tunnel do not
transmit through to the test section, which could otherwise affect the results.
A high precision Furness Controls FCO560 pitot tube is mounted inside the wind tunnel.
This is used to measure the freestream speed, which is shown on a digital display placed directly
above the wind tunnel.
Laser Displacement Sensors
In this work, the outputs from the experimental system are displacements at two reference loca-
tions. Two Keyence LK-500 laser displacement sensors were used to measure the displacements
at these points. The reading locations are not points directly on the aerofoil but rather points
on a bar, external to the test section, that protrudes from the elastic axis. This is illustrated
in Fig. 4.14.
The readings from the laser displacement sensors do not correspond directly to the pitch









where y1 and y2 are the displacements measured by the first and second laser displacement
sensor, respectively; and 0.24 is the distance, in m, between the leading- and trailing-edge laser
sensors. Of course, the above equation assumes that the displacement in the pitch motion is
sufficiently small that the small angle deflection formula may be used.
Throughout the remainder of this thesis, the input-output transfer function matrix is left
in terms of the displacement outputs y1 and y2. Thus, the transfer function matrix is of a form
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Second-order Butterworth filters with a cutoff frequency of 15Hz were used on both laser
signals. This was to reduce the influence of noise, which is especially important when these
signals are differentiated. The value of 15Hz was chosen so that the filters have negligible impact
on the frequency range of the two structural modes.
Control Systems Implementation & Data Acquisition Systems
The aeroservoelastic contains three independent control systems. The first two relate to the PID
controllers that command the deflection of the leading- and trailing-edge control surfaces. The
third system relates to the high-level feedback controller, which is used to modify the dynamics
of the aeroelastic system. Throughout this work, the three controllers are implemented using
dSPACE realtime control hardware. The controllers are created on MATLAB Simulink and
then compiled into C code to be run on the hardware at a sample rate of 1 ms.
In addition to the realtime control hardware, it was necessary to use data acquisition equip-
ment in order to perform structural dynamics test, such as impact hammer and shaker ex-
periments. Therefore, a Siemens SCADAS 4 acquisition box was used. The box consists of
16 analogue voltage inputs, of which two were used to read the laser displacement readings,
and two outputs, which were used to drive either the control surfaces or an electromechanical
shaker. The overall control and data acquisition architecture is shown in Fig. 4.15 in the form
of a system interconnection diagram. It is worth noting that in the early stages of this work an
older data acquisition known as LMS was used. However, the working principles and system
interconnection is the same, regardless.
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Figure 4.15: System interconnection diagram of the experimental system.
4.3.2 Results
Stiffness Verification
One of the first tests conducted on the experimental model was the verification of the linear
assumption in the structure. In particular, the stiffness parameters in the pitch and plunge
degrees of freedom were tested. This was done by means of force-displacement tests. Masses
were placed in each degree of freedom and the readings from the laser displacement sensors
were recorded and converted to the pitch and plunge degrees-of-freedom, using Eqs. 4.44 and
4.45. Figs. 4.16 (a) and (b) show the results from these experiments in the plunge and pitch
degree-of-freedom, respectively. In both cases, across the ranges tested, it is clear that the
linear approximation is sufficient and thus one can conclude that the assumption of linearity in
the stiffness parameters is good. This is further supported by the coefficient of determination
(R2), which is 1.00 in both degrees-of-freedom.
















































Figure 4.16: Results of the force displacement tests.
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PID Tuning & Performance
Tuning of the PIDs was performed by Martinelli [140] using the Ziegler-Nicholas method and
then adjusted manually for optimum performance. Table 4.2 gives the final values used for both
the leading- and trailing-edge controllers.






The variation of the open-loop poles with respect to the freestream speed was also investi-
gated on the experimental system. Impact hammer tests were performed and the Siemens
SCADAS data acquisition hardware was used to obtain the frequency response functions from
the leading-edge laser sensor. The test was conducted over a series of freestream speeds and
the poles corresponding to the measured frequency response functions were identified from the
data using the PolyMax fitting algorithm. Figures 4.17 (a) and (b) show the variation of the
real and imaginary parts of the open-loop poles, respectively. The data points all show a de-
creasing (more negative) real part as the freestream speed increases. However, the data point
corresponding to 12 m/s shows a slight decrease in the rate at which the damping increases
in the plunge mode. This matches the behaviour shown in the numerical model and, more
generally, the conventional binary aeroelastic model.
















Figure 4.17: Variation of the open-loop poles in the experimental model with respect to the
freestream speed.
Due to issues with collecting frequency response functions at low damping values, it was not
possible to obtain experimental data points closer to the flutter speed and thus the above figures
do not explicitly indicate the flutter speed. However, it was possible to estimate the flutter speed
by disturbing the model at speeds above 12 m/s and observing whether the displacement from
the system increased or decreased. Experimentally, it was determined that the flutter speed is
in the region of 14 m/s.
Chapter 4. Aeroservoelastic Models 71
Receptance Matrix
Next, the receptance matrix of the system is considered. Impact hammer tests were performed,
again using the SCADAS 4 data acquisition hardware, between frequencies of 2 to 6 Hz. The
results of these tests are shown in Fig. 4.18. As before, one observes a good degree of symmetry
in the model when the freestream speed is set to zero, i.e. wind-off. At 5 m/s, there is
only a marginal difference between the measured FRFs at this speed and the FRFs at zero
m/s. However, as the freestream speed increases, there is a great increase in the effect of the
aerodynamic.
A noticeable feature of the receptance measurements in the experimental system is observed
in h21. As the freestrem speed increases, the plunge mode becomes less apparent. Indeed, at
10 m/s, it is very difficult to identify this first mode. As seen in the other measurements at the
same speed, the mode is still evident and thus one can conclude that this is not a consequence
of a large damping. In fact, this is caused by the asymmetric aerodynamic loading, as was





























































Figure 4.18: Variation of the receptance matrix in the experimental model with respect to the
freestream speed.
Input-Output Transfer Function Matrix
Finally, the variation of the input-output transfer function matrix with the freestream speed
is shown in Fig. 4.19. Similar to the numerical, the amplitude of the FRF increases as the
72 Chapter 4. Aeroservoelastic Models
freesteam speed increases. This is due to the increasing influence of the aerodynamics and
therefore the flap is able to exert a larger force on the system.
In contrast with the numerical model, there is a visible frequency response at the zero





























































Figure 4.19: Variation of the input-output transfer function matrix in the experimental model
with respect to the freestream speed.
4.4 Summary
This chapter presents two aeroservoelastic models that are used throughout the remainder of
this thesis. The first model is numerical and is based on the pitch-plunge model, which is
widely used in the literature. The parameters of the model are identical to that of Platanitis
and Strganac [138] and hence the model has been verified. This numerical model is used a
test bed for the methods presented later in the thesis. The second model is an experimental
aeroservoelastic system that is housed at the University of Liverpool. The data from this
experimental setup is used in the following chapters to demonstrate how receptance and/or
transfer function data can be used to facilitate an experiment-only approach to active flutter





This chapter considers the development of receptance-based control techniques for the purpose
of active flutter suppression. The basic principles of receptance-based control are reviewed and
a formal treatment of eigenstructure assignment using only receptance data is given. Both
single- and multiple-input systems are studied and key differences between their respective
formulations are highlighted. Unique to this work, two limitations that previously impeded
the application of the Receptance Method to large-scale aircraft are addressed. Firstly, the
arbitrary approach to assigning both the eigenvalues and eigenvectors is replaced by a global
optimisation algorithm. This algorithm simultaneously increases the damping and frequency
separation between modes, whilst ensuring that the control effort does not become too large.
Secondly, an iterative control scheme is developed. This allows receptance data to be collected
well above the open-loop flutter speed. In doing so, the controller is more likely to push the
flutter speed higher as it is not designed using data that is far below the original flutter speed,
as is current practice.
Both the iteration and optimisation methods are tested numerically on the reference aeroser-
voelastic system under both single- and multiple-input configurations. The method is also
applied experimentally, in the form of a case study, to the University of Liverpool’s subsonic
aeroelastic wind-tunnel model. It is shown that these new methods address some of the restric-
tions that inhibit real-world applications of receptance-based control techniques and perform
better than direct application of standard receptance-based control methods.
5.2 Receptance-Based Eigenstructure Assignment
First, the fundamental principles of eigenstructure assignment in the frequency domain are
studied. Consider a general m-input, n-output linear aeroservoelastic system described by the
standard form
Z(s, v)y(s) = BCS−→F(s, v)u(s), (5.1)
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where Z(s, v) ∈ Cn×n, y(s) ∈ Cn, u(s) ∈ Cm, and BCS−→F(s, v) ∈ Cn×m have their usual
definitions1,2. In the case that u(s) = 0, i.e. the open-loop system, Eq. 5.1 becomes
Z(s, v)y(s) = 0. (5.2)
Hence, the associated open-loop eigenvalue problem is
Z(λi, v)vR,i = 0, i = 1, 2, . . . , l, (5.3)
vTL,iZ(λi, v) = 0
T , i = 1, 2, . . . , l, (5.4)
where λi ∈ C are the open-loop poles; and vL,i,vR,i ∈ Cn are the corresponding left and
right eigenvectors, respectively. Note that vL,i and vR,i are equal if the dynamic stiffness
matrix is symmetric. However, this is generally not the case in aeroelastic systems due to
asymmetric aerodynamic loading. Therefore, the analysis proceeds with the generalised left
and right eigenvectors.






where F,G ∈ Rn×m are matrices of control gains. Eq. 5.1 becomes





Pre-multiplying both sides of Eq. 5.6 by the receptance matrix H(s, v) = Z(s, v)−1 gives that






R(s, v) = H(s, v)BCS−→F(s, v) (5.8)







Figure 5.1: Block diagram of the closed-loop system.
1See Chapter 3.
2Note that the external force input vector in Eq. 3.14 is set to zero here and is not considered.
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= 0T , i = 1, 2, . . . , l, (5.10)
where µi ∈ C are the closed-loop poles; and wL,i,wR,i ∈ Cn are the corresponding left and
right eigenvectors of the closed-loop system, respectively. By selecting different control matrices
F and G, it is possible to change the definition of the eigenvalue problem and hence modify
the resulting eigenvalues and eigenvectors. Choosing control gains so that the eigenvalues and
eigenvectors match desired values is known as eigenstructure assignment and the process of
determining these gains is known as the Receptance Method.
5.3 The Receptance Method
Let the set of open-loop poles be denoted λ = {λ1, λ2, . . . , λl} and the set of desired closed-
loop poles be denoted µ = {µ1, µ2, . . . , µp, µp+1, µp+1, . . . , µl}. The first p closed-loop poles are
those that are distinct from the open-loop (i.e. µi /∈ λ, i = 1, 2, . . . , p). The remaining l − p
poles are those that are unchanged from the open-loop (i.e. µi ∈ λ, i = p + 1, p + 2, . . . , l).
The aim now is to determine the control gains F and G such that the poles match the desired
closed-loop set. This process depends on whether the system is single-input or multiple-input.
Both configurations are considered here.
5.3.1 Single-Input Systems
In single-input systems (i.e. m = 1), the input-output transfer function matrix reduces to a
vector of the form r(s, v) ∈ Cn and thus so too do the control gains f ,g ∈ Rn. This considerably
simplifies the analysis for eigenvalue assignment.
Unchanged Poles
First, the l − p unchanged poles are considered. By definition of Eq. 5.3
Z(µi, v)vR,i = 0, i = p+ 1, p+ 2, . . . , l. (5.11)





vR,i = 0, i = p+ 1, p+ 2, . . . , l. (5.12)
By taking the transpose, the conditions imposed on the control gains for the unchanged poles
are given by
vTR,i (µif + g) = 0, i = p+ 1, p+ 2, . . . , l. (5.13)
That is, the vectors (µif + g) and vR,i must be orthogonal for all i = p+ 1, p+ 2, . . . , l.
Changed Poles
Next, the p changed poles are considered. By virtue of Eq. 5.9, the gains must be selected so
that





wR,i, i = 1, 2, . . . , p. (5.14)







wR,i, i = 1, 2, . . . , p, (5.15)
Eq. 5.14 becomes
wR,i = r(µi, v)αi, i = 1, 2, . . . , p. (5.16)






r(µi, v)αi, i = 1, 2, . . . , p, (5.17)
and thus by cancellation of the αi term and taking the transpose of the result
rT (µi, v) (µif + g) = 1, i = 1, 2, . . . , p. (5.18)
Control Gains Solution
Now, it is straightforward to compute the control gains necessary to assign the closed-loop poles








































where e ∈ Rp is a vector with unit entries.
To be physically meaningful, the control gains must be real. Therefore, it is necessary that
the set of desired closed-loop poles is closed under conjugation. A proof of this is given in [110].
5.3.2 Multiple-Input Systems
In multiple-input systems (i.e. m > 1), the input-output transfer function matrix R and the
control gains F and G no longer collapse to vector quantities. Consequently, there is greater
flexibility in the eigenvalue assignment, as will be shown in the analysis that follows.
Unchanged Poles
Again, the l − p unchanged poles are considered first. From Eq. 5.3,
Z(µi, v)vR,i = 0, i = p+ 1, p+ 2, . . . , l (5.22)





vR,i = 0, i = p+ 1, p+ 2, . . . , l. (5.23)
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must be comprised of the null space of vR,i, for each
unchanged pole. By writing the gain matrices as
F =
(




g1 g2 . . . gm
)
, (5.24)
Eq. 5.23 can be written in matrix form as






R,i 0 . . . 0 v
T
R,i 0 . . . 0
0 µiv
T
R,i . . . 0 0 v
T
R,i . . . 0
...
... . . .
...
...
... . . .
...
0 0 . . . µiv
T
R,i 0 0 . . . v
T
R,i











Next, the p changed poles are considered. Similar to before, the gains must be selected so that












wR,i, i = 1, 2, . . . , p, (5.28)
Eq. 5.27 becomes







R(µi, v)αi, i = 1, 2, . . . , p. (5.30)




R,i 0 . . . 0 w
T
R,i 0 . . . 0
0 µiw
T
R,i . . . 0 0 w
T
R,i . . . 0
...
... . . .
...
...
... . . .
...
0 0 . . . µiw
T












= αi i = 1, 2, . . . , p,
(5.31)
or more compactly
Piy = αi, i = p+ 1, p+ 2, . . . , l, (5.32)
with the obvious definitions of Pi.

































The αi vectors in the above formulation are quantities that must be chosen. As explained
by Mokrani et al. [141], for any conjugate pole pair {µi, µ̄i}, the corresponding alpha vectors
must be conjugate pairs also, i.e. αi, ᾱi. Apart from this restriction, however, the vectors may
be chosen arbitrarily. In the multiple-input formulation of the Receptance Method, Ram and
Mottershead [114] suggest an approach based on imposing modal constraints. However, other
methods, such as minimising the norm of the control gains, may be used instead [141]. In this
work, the alpha vectors are used to achieve optimal eigenstructure assignment, as is discussed
in the following section.
5.4 Optimum Eigenstructure Assignment
The main objective of active flutter suppression is to push the flutter speed higher. In tradi-
tional control methods, this is reasonably straightforward to do; one can design the controller
and use a numerical model to assess its impact on the flutter speed. However, this is not pos-
sible in receptance-based methods. Without a numerical model, it is impossible to accurately
predict the direct effect a controller has on the flutter speed. Indeed, as shown in the previous
section, receptance-based control techniques only consider the assignment of the eigenvalues
and eigenvectors; it is not possible to assign a desired flutter speed.
Although the relationship between the eigenstructure assignment and the flutter speed is
not known exactly, it is still possible to make some qualitative predictions based on the general
behaviour of aeroelastic systems. Firstly, flutter itself arises when one or more modes become
unstable. Therefore, it is known that driving the damping higher in certain modes can serve to
push the flutter speed higher. Secondly, prior to flutter itself, the frequency separation between
two or more modes appears to reduce significantly, at a rate that increases as the freestream
speed tends to the flutter speed. Therefore, separating the frequencies between successive modes
also usually increases the flutter speed. Based on these observations, two strategies that are
usually used for the purposes of AFS are:
1. To push the poles of the system further into the left hand side of the complex plane so
that the damping is increased.
2. To increase the imaginary part separation between successive poles so that the frequency
separation is increased.
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The above two principles have been used to design a variety of receptance-based AFS sys-
tems, as discussed in Chapter 2. However, there is still no formal, rigorous method that
considers how to implement these points; the process of increasing the flutter speed still largely
relies on trial and error. Moreover, a survey of the literature shows that is not usual to consider
the limitations of the controller in the process of eigenstructure assignment. It is only an after
consideration, once the control gains have been found. To address the above-mentioned issues,
a more rigorous method that is based on the principles of optimisation theory is developed here.
5.4.1 Objective Function
The first step in the optimisation method is to create an objective function. The objective
function serves as a metric by which to assess the suitability of the controller. As mentioned
above, the two methods of increasing the flutter speed are to: (i) increase the damping in one
or more modes, or (ii) to increase the frequency separation between successive modes. These
two principles are used to design the objective function.
Let each pole in the set µ be expressed in the standard form
µi = −ζiωi(+/−)ωi
√
1− ζ2i i, i = 1, 2, . . . , p, (5.35)
where ζi is the damping ratio, and ωi is the undamped natural frequency. The objective function
is given by
ρ = −min (ζi|i = 1, 2, . . . , p) + ζ∗max
((
max (ωi, ωj)
|ωi − ωj |
)2
|i, j = 1, 2, . . . , p
)
. (5.36)
The aim of the optimisation is to minimise the objective function by performing eigenstructure
assignment. The first term in Eq. 5.36 selects the mode with the least damping and takes
the negative of its damping ratio. In this way, a better optimisation solution corresponds to
one where the minimum damping ratio is as large as possible. The second term corresponds
to the frequency separation and is referred to as the frequency separation metric hereinafter.
This may be viewed as a penalty to the damping term in the objective function. The frequency
separation metric works by taking the maximum normalised frequency distance between any
two modes. In other words, a lower frequency separation corresponds to a larger penalty in the
optimisation. The frequency separation metric is weighted in the objective function by the term
ζ∗. This serves to adjust the magnitude of the frequency separation and damping penalties to
appropriate relative levels.
5.4.2 Controller Constraint
If the controller were designed based only on the objective function, it is likely that the final
solution would be impossible to implement. This is because the controller is limited in its per-
formance. In aeroelastic systems, the control surfaces usually have a limited angle of deflection
and hence there exists a point of saturation, which is to be avoided as it would introduce non-
linearities into the system. Additionally, the control surfaces are usually also used for lateral
control of the aircraft. Thus, the deflection of the control surfaces demanded by the controller
must not be so large that little control effort is left for the lateral control.
In the optimisation, the above points are addressed through the introduction of control
constraints. There are a variety of different ways in which to do this. However, here, the
constraints are implemented through restrictions placed on the control gains.
80 Chapter 5. Receptance-Based Active Flutter Suppression
It is usual for the controller constraints to be based on the norm of the control gains.









This convention of considering the magnitude of the control gains is followed in this work.
However, some modifications are made based on some observations.
Firstly, it is well-known that both F and G are generally not the same order of magnitude.
This is because the F term is associated with velocity feedback, and the G term is associated
with displacement feedback. In cases where the velocity is much greater in magnitude than the
displacement, the F terms should be small compared to G. Therefore, if this is not considered,
the constraints may not penalise the F matrix as much as is necessary and could lead to an
unacceptable control effort.
Secondly, within each control gain matrix itself, there may be difference in the magnitudes.
Each row of the gains is associated with different measured outputs from the system. For
instance, in the numerical system, one output is associated with the pitch degree-of-freedom and
one output is associated with the plunge degree of freedom. Clearly, it would be inappropriate
to weight the impact of these gains equally as one output has a different unit than the other
and hence the one with a larger magnitude will tend to dominate the norm.
Based on the above points, the gain constraint used in this work is of the form
w||ΛF||F + ||ΛG||F ≤ cmax, (5.39)
where w and c are constants, and Λ is a diagonal matrix that is chosen. The purpose of the
matrix Λ is to scale each row of the gain matrices to be suitable for each output and the purpose
of w is to adjust the magnitude of ||ΛF||F relative to ||ΛG||F .
The choice of the constants in the gain constraints is problem dependent and there is no
universal approach for how to choose these values. However, general rules may be used to give
good scaling of the constraints and to ensure that the weighting of each constraint relative to
one another is meaningful. Firstly, choose the diagonal elements of Λ as the maximum value
expected in each output. For example, the maximum displacement you would expect from a
laser sensor reading. Once included in the Frobenius norm, this weighting will then adjust the
gain matrices so that they are representative of maximum expected control output values. The
value w can then be chosen as the average natural frequency in the system, which is a good
adjustment to convert from displacement to velocity. Finally, the constant c is chosen as the
maximum allowable value of the output from the system. For aeroservoelastic systems, this will
be the maximum control surface deflection. With this procedure, the units of the constraint
are consistent across all terms and therefore have some physical basis.
Whilst giving an informal way to choose the weighting constants, the above approach will
likely yield conservative restrictions on the control gains. This is because the outputs from the
system are unlikely to be simultaneously at their maximum. This problem is helped slightly by
the use of the Frobenius norm, rather than alternatives such as the Manhattan norm. However,
it is suggested that fine tune adjusting of the gain constraints may be required in an experimental
setting.
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5.4.3 Optimisation Problem & Solution Strategy
With the objective function and constraints defined, the question that remains is what variables
to optimise. The answer to this depends on whether the system is single-input or multiple-input.
Single-Input Systems
As previously discussed, single-input systems can only assign the eigenvalues. Therefore, these
are the only variables that may be optimised. In this case, the optimisation problem is
Single-Input Optimisation: Assign the set of closed-loop eigenvalues such that the
objective function in Eq. 5.36 is minimised, without exceeding the constraint specified
by Eq. 5.39.
Multiple-Input Systems
In multiple-input systems, one also has the ability to optimally assign the eigenvectors in
addition to the eigenvalues. This additional flexibility can therefore be used in the optimisation
to yield a better solution. The optimisation problem in this case is therefore
Multiple-Input Optimisation: Assign the set of closed-loop eigenvalues and eigen-
vectors such that the objective function in Eq. 5.36 is minimised, without exceeding the
constraint specified by Eq. 5.39.
It is important to stress that one does not directly optimise the eigenvectors. Indeed,
the alpha vectors in the multiple-input formulation are optimised, which in turn affects the
eigenvectors.
Optimisation Solution
The solution strategy to optimisation problems is determined by the ‘convexity’. A convex
objective function has a single, global minimum point across the entire domain of all optimisa-
tion parameters. Convex optimisation problems are much simpler to analyse than non-complex
optimisation procedures as one can always guarantee that the global optimum is found using
gradient-based optimisation techniques. In this work, however, it is impossible to obtain an
analytical form for the relationships between the optimisation parameters and the objective
function. Therefore, one cannot infer the convexity of the problem and thus it is possible, and
indeed likely, that there are multiple minima solutions. For this reason, it is necessary to use
global optimisation procedures. Such procedures do not rely on gradient-based methods and
instead use alternative approaches. In general, these alternative methods cannot guarantee that
the global minima is found. However, it is far less likely to become attracted to local minima
solutions that are sub-optimal.
Throughout the following numerical and experimental examples, the Differential Evolution
algorithm by Storn and Price is used. This optimisation algorithm is based on the principle
of stochastic updating and is shown to observe good performance, even when the objective
function is ill-conditioned or contains an extremely large number of local minima [142]. Further
details on this optimisation may be found in Appendix A.
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5.5 Iterative Control Method
The method developed in the previous section allows the poles to be assigned optimally using
only receptance data. However, as previously discussed, the receptance data are dependent
on the freestream speed v. Therefore, the question remains as to which reference speed the
receptance data should be collected at. In an experimental setting, it is necessary that the
receptance data are collected in a practical and safe manner. This is not normally an issue for
simple mass, spring, damper systems. However, this is particularly challenging in aeroservoe-
lastic systems. Firstly, data cannot be collected when the system is unstable and hence FRFs
cannot be measured at freestream speeds at or above the flutter speed. Secondly, in accordance
with strict legislation, data can only be collected at speeds well below the flutter speed. This
is due to the low levels of damping exhibited close to the flutter speed, which, whilst stable,
could still induce large amplitude vibrations during testing.
In previous works, FRF data has been collected at speeds well below the flutter speed.
For instance, Mokrani et al. [128] used receptance data at 10 m/s when the flutter speed in
their system was approximately 13.5 m/s. Whilst such an approach has been shown to work,
it is likely sub-optimal. This is because the dynamic that is measured at lower speeds is not
necessarily representative of that closer to the flutter speed. In other words, the controller is
designed about a reference point that does not reflect the system’s dynamics at flutter. If one
could somehow measure receptances closer to the flutter speed, it is hypothesised that a more
optimal controller may be obtained.
In this section, a new approach is developed as an extension to the Receptance Method.
Rather than using a fixed reference velocity well below the flutter speed, receptance data close
to, at, or above the flutter speed are collected. This is done by repeatedly applying the recep-
tance method in an iterative manner. This allows the flutter speed to be gradually increased
and, as a consequence, permits receptance data to be collected in a closed-loop configuration
at higher speeds.
5.5.1 Methodology
Consider an arbitrary aeroservoelastic system with an open-loop flutter speed v∗. Above v∗,
receptance data cannot be measured. Receptance data also cannot be measured at speeds close
to the flutter speed. This is demonstrated graphically in Figure 5.2. The red region represents
speeds at which receptance data cannot be collected and the green region represents speeds
at which it can. The maximum speed that the data can be collected at is denoted vlim and
represents the boundary between the measurable and immeasurable regions.
Suppose that a controller is designed at some reference speed using the optimum eigenstruc-
ture assignment method. The input vector at this speed is denoted u0 and the corresponding
control gains are written F0 and G0. After the controller has been applied, both vlim and v
∗




Figure 5.2: Open-loop receptance measurement regions.







Figure 5.3: Closed-loop receptance measurement regions.
The aim is to now design a new controller using receptance data from the closed-loop
configuration, where the limiting speed of receptance measurement is higher than the open-
loop.
Suppose that the new input to the system in the closed-loop configuration is given by













Following the same procedure as before,









































The term R̂0(s, v) corresponds to the input-output transfer function matrix that is measured
when the previous control system is active. In other words, the input-output transfer function
matrix with the effect of the gains F0 and G0 included. Therefore, according to Eq. 5.44, if
one can measure this matrix, an additional controller, acting as a perturbation, can be designed
using the Receptance Method as normal.
The process of applying a control modification to an already existing controller can be
performed in an iterative manner. This causes both the reference limit speed and flutter speed
to be gradually pushed higher with each modification to the controller. Of course, when either
of these values does not increase, the iterations must stop and the controller has reached its
final form and cannot be improved further.
Figure 5.4 shows the principles of the control iteration technique in block diagram form. As
shown, the process can be thought of as applying several parallel feedback control loops.
















Figure 5.4: Block diagram of the closed-loop system after three control iterations.
It is important to note that the terms ∆Fi and ∆Gi represent the gain modifications to
the closed-loop receptance data. Thus, there are not the total gains of the controller in the
iteration. However, by inspection of Eq. 5.40 and Fig. 5.4, it is easy to show that the control
gains acting on the open-loop system are simply given by
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5.6 Method Overview
Figure 5.5 shows an overview of the proposed method for receptance-based active flutter sup-
pression.
Start
Determine suitable gain constraints, optimisation vari-
ables, and weighting constants in the objective function.
Determine the first reference speed.
Measure the input-output FRF data at the reference speed.
Perform rational transfer function fit-
ting of the measured FRF data.
Run the optimisation to determine the control gains cor-
responding to the optimum eigenstructure assignment.
Apply the control gains experimentally.
Is the flutter speed pushed higher?
Determine the new reference speed.






Figure 5.5: Overview of the receptance-based AFS method.
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5.7 Numerical Examples
In this section, the control iteration and optimisation methods are applied to the reference
aeroservoelastic model by Platanitis and Strganac [138]. Examples are given for the cases of
both single- and multiple-input control. The aim here is to demonstrate the workings of the
techniques and to discuss the effect of the optimisation parameters on the performance of the
final AFS controller.
5.7.1 Single-Input
In this first example, the leading-edge control surface is fixed to a zero angle of deflection. In
this way, only the trailing-edge can be used and hence the system is single-input.
As discussed in §5.5, one of the limiting factors in the gain scheduling method is the set of
speeds at which the input-output transfer functions can be measured. In particular, data cannot
be collected at speeds where the damping in one or more modes is too low. Numerically, this
does not present an issue as the FRF data can be collected at any speed. However, to simulate
such a constraint, it was decided that data corresponding to speeds where the damping is less
than three percent cannot be used. This value may be different experimentally and must be
judged on a case by case basis. However, the idea here is to use a constraint that is somewhat
representative of the practical implementation.
In what follows, two different objective functions are tested and their impacts on the per-
formance of final controllers are compared. To maintain consistency across both examples, the
gain constraints are fixed as











The constants in the left hand side of the gain constraint are chosen approximately from the
maximum displacement and velocities for the system, which are given in [138]. The right-hand
side, meanwhile, corresponds to a maximum angle of deflection of approximately 5 degrees.
Objective Function 1
First, the objective function is selected as
ρ = −min (ζpi, ζpl) , (5.49)
where the subscripts ‘pi ’ and ‘pl ’ represent the pitch and plunge modes, respectively. In contrast
with the generalised form given in Eq. 5.36, this objective function does not include a penalty
for the frequency separation of the pitch and plunge modes3. In this way, the optimisation,
only cares about the minimum damping value.
Table 5.1 shows the first six iterations of the control method. vlim denotes the highest speed
above which the damping drops below three percent and v∗ gives the flutter speed after each
iteration. vit denotes the speed at which FRF measurements are taken. As shown, vlim is
gradually increased and the input-output transfer functions can eventually be measured above
open-loop flutter speed, as demonstrated in iterations three and above. Additionally, the flutter
speed increases monotonically with each successive iteration.
3It is equivalent to setting ζ∗ = 0
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Table 5.1: Optimisation 1: Single-input scheduling with no frequency separation metric.
Iteration vit (m/s) vlim (m/s) v
∗ (m/s)
Open-loop 0 11.0 11.3
1 11.0 11.2 11.6
2 11.2 11.3 11.8
3 11.3 11.4 11.9
4 11.4 11.5 12.0
5 11.5 11.7 12.1
6 11.7 11.8 12.3
After 30 iterations, the flutter speed converges to a value of 15.2 m/s. The final gains
corresponding to this flutter speed are
f =
(







Although the optimisation shown above does gradually increase the flutter speed, there
are some limitations in its practical use. As shown, the speed difference between successive
iterations is very small; in most cases, it is as low as 0.1 m/s. Experimentally, increasing the
speed with such small steps is unlikely to be possible due to the accuracy of the measurement
equipment and stability of the wind tunnel. Additionally, the difference between the measured
input-output transfer function matrices between two successive iterations is likely to be very
small. Consequently, between iterations, errors in the data are likely to have more of an impact
on the placement of the poles than the change in speed. In this case, ensuring that the flutter
speed increases at each iteration becomes much more difficult.
Objective Function 2
In order to address the issues associated with optimisation one, the objective function is
changed to






Now, the objective function includes a frequency separation metric. This means that the result
of the optimisation should not push the frequencies of the pitch and plunge modes as close
together. The weighting constant used in the frequency metric was chosen manually so that
the flutter speed increased maximally whilst the difference between successive iteration speeds
was sufficient.
Table 5.2 shows the results with the new objective function. In comparison with Table
5.1, the velocity difference between successive iterations is now much larger. Consequently, the
controller converges to the final solution in fewer steps. At the fifth iteration, the flutter speed
decreases from the previous iteration. Therefore, this satisfies the stopping condition of the
optimisation and iteration five is taken as the final controller.
Table 5.2: Optimisation 2: Single-input scheduling with a frequency separation metric.
Iteration vit (m/s) vlim (m/s) v
∗ (m/s)
1 11.0 12.0 12.4
2 12.0 13.1 13.5
3 13.1 14.2 14.7
4 14.2 14.7 15.2
5 14.7 14.3 14.9
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The final control gains for this objective function are
f =
(







These values lie very close to the solution obtained from optimisation one. This suggests that
the frequency separation metric does not always affect the final flutter speed but significantly
affects the measurement speeds of the iteration technique.
Figures 5.6 and 5.7 show the variation of the real and imaginary part of the poles in the
open-loop and final closed-loop configurations. As shown, the speed at which one of the poles
crosses the imaginary axis is increased in the closed-loop. As expected, the frequency separation
between the modes increases up to speed of around 14 m/s. However, this is at the expense of
the damping of the first mode. Indeed, at speeds above 8 m/s, the damping of the least stable
mode is lower. This suggests that, at these speeds, the frequency separation metric is the
dominant factor in the optimisation. This is further supported by the final control gains, which
are dominant in the displacement feedback; this is mainly associated with frequency/stiffness
modifications.















Figure 5.6: Real part variation of the poles in the open- and closed-loop configurations. (See
legend in Fig. 5.7)
In general, it was found that changing the weighting of the frequency separation metric has
very little effect on the final flutter speed. Figure 5.8 shows the effect of the weighting parameter
on the final flutter speed and the number of iterations required to find the final controller. As
shown, there is negligible impact on the flutter speed itself. However, the number of iterations
required to reach the final solution decreases with a larger weighting. This may be useful in
the experimental setting as one would likely want to minimise the number of experimental
measurements required.
An interesting point to consider is the control effort at each step of the iteration. By
substituting the control gains at each iteration into Eq. 5.48, the difference between the observed
and maximum control effort is obtained. In both optimisation one and two, the maximum
control effort is used at each iteration. This means that the controller is at its limit and hence
cannot increase the damping or separate the frequencies, according to the objective function,
any further. It is hypothesised, therefore, that by relaxing the control constraints it is possible
to obtain a higher flutter speed. This is tested later.
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Figure 5.7: Imaginary part variation of the poles in the open- and closed-loop configurations.











Figure 5.8: Effect of the frequency separation metric weighting parameter on the flutter speed
at each iteration.
90 Chapter 5. Receptance-Based Active Flutter Suppression
5.7.2 Multiple-Input
In this second example, the leading-edge control surface is reactivated. Now, the system returns
to multiple-input. The gain constraints and objective function are initially kept unchanged4.
In addition to the placement of the poles, the alpha vectors in the multiple-input formulation
can be optimised.
Table 5.3 shows the results of the optimisation after five iterations. As shown, the final
closed-loop flutter speed is 15.2 m/s. Notably, this is the same value as that obtained from the
single-input example. The reason for this is the limited extra control effort that is introduced
by the leading-edge control surface. In chapter 4, the force distribution matrix associated with







where the first column is associated with the trailing-edge input and the second column is
associated with the leading-edge input. Substituting the parameters from the numerical model







As shown, the values associated with the trailing-edge are an order of magnitude larger than
the leading-edge, both in the pitch and plunge degrees-of-freedom. Since the optimisation relies
upon minimising the control effort in order to improve the objective function, it is logical that
most control effort will be assigned to the trailing edge. This is further confirmed by the final
control gains, which are
F =
(
1.680× 10−4 −2.373× 10−4








Note that the first column of both control matrices, corresponding to the trailing-edge input,
closely matches the final result obtained from optimisation two.
A confirmatory study of this is shown in Appendix B, where the single-input example is
repeated but with the leading-edge instead of the trailing-edge. As expected, the leading-edge
has very little impact on the closed-loop system.
Table 5.3: Optimisation 3: Multiple-input optimisation.
Iteration vit (m/s) vlim (m/s) v
∗ (m/s)
1 11.0 12.0 12.5
2 12.0 13.1 13.6
3 13.1 14.2 14.7
4 14.2 14.7 15.2
5 14.7 14.6 15.2
Whilst this example does not show the benefits of multiple-input AFS control, it does show
that the optimisation works as intended. The final controller, found through this method, does
not waste effort on the actuation of the leading-edge control surface.
4Objective function two is used.
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The Effect of the Control Constraints
Throughout the numerical examples, it has been observed that the control effort is always
maximised and that the limit of the gain constraints is reached at each iteration. Based on
this, it has been hypothesised that relaxing the gain constraint will increase the final flutter
speed, and vice-versa. To test this, the multiple input optimisation was run again with the same
objective function as before, but with different constants on the right hand side of Eq. 5.48.
Table 5.4 shows the results of this test. As anticipated, the relaxation of the gain constraints
leads to a higher closed-loop flutter speed.
Table 5.4: The effect of the gain constraints on the flutter speed.







5.8 Experimental Case Study
The optimum eigenstructure assignment and iterative control techniques described in the pre-
vious sections were also tested experimentally on the University of Liverpool’s pitch-plunge
aeroelastic wind-tunnel model. The aim was to demonstrate the practicality of the technique
and to highlight some of the limiting factors and remaining challenges in its implementation.
This section details the experimental procedure and the results obtained.
5.8.1 Methodology
The first step in the iterative control method is to collect frequency response function data
from the open-loop system. All FRF data referenced hereinafter were collected through MIMO
random testing using the Siemens SCADAS data acquisition system. White noise signals, with
frequencies between 2 to 5 Hz, were passed to the PID controller of both the leading and trailing
edge control surfaces. The displacements of two positions on the structure, which are discussed
in Chapter 4, were then measured and automatically converted to FRF data. To reduce the
impact of noise, measurements were repeated 20 times. The FRF data shown hereinafter gives
the averaged values.
First Iteration
The first control iteration was performed at a freestream speed of 12.7 m/s. This was chosen to
give a sufficient margin from the open-loop flutter speed (14.5 m/s)5, without having too small
a speed that a controller would not have any significant impact. Figure 5.9 shows the FRF
data at this speed and the corresponding rational transfer function (RTF) fitting. The RTF
fitting was done using the Siemens PolyMAX algorithm [97], which is included in the SCADAS
data acquisition software. In addition to the two modes corresponding to the pitch and plunge
degrees-of-freedom, upper and lower residuals were used in the fitting to improve its accuracy.
Across all four FRFs, it is was found that the final fitting was good in both the amplitude and
5This value is slightly different to that stated in Chapter 4 as the experiment was dismantled and re-setup
during the Covid pandemic.
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phase6. However, measurement noise from the FRFs meant that it was almost impossible to
obtain an exact fit and there is some degree of uncertainty in the best fitting available.
(a) r11 (b) r12
(c) r21 (d) r22
Figure 5.9: Rational transfer function fitting of the FRF data at 12.7 m/s.
With the RTF fitting complete, the next step was to define the objective function. In this
work, the final objective function was taken as






where the subscripts ‘pi ’ and ‘pl ’ represent the pitch and plunge modes, respectively. The con-
stant ζ∗ that weights the frequency separation metric was chosen empirically. After conducting
several tests to chose a suitable value for the experiment, a final value of 0.0003 was selected.
This constant is in the same order of magnitude as the one used in the numerical examples.
Therefore, it appears that the non-dimensional form of the objective function is appropriate,
with only small adjustments, in terms of scalability, to other aeroservoelastic systems of a
similar kind.
The gain constraints used in this work were chosen as
2π ∗ 3.5||ΛF||F + ||ΛG||F ≤ 15, (5.55)
6This is verified later in the results.








The value of 15 was chosen on the right hand side of the gain constraints based on a rough
maximum deflection angle of 7.5 degrees in each flap. The values in the Λ were chosen based
on assumed maximum deflections at the positions of the lasers. The constant before the F
term was selected as roughly the averaged values of the two natural frequencies, in rad/s. It
is important to note that the gains in Eq. 5.55 are expressed in the units of deg/mm and
deg.s/mm. These will be the standard units used throughout the rest of this case study.
After running the optimisation using data from the RTF fitting at 12.7 m/s, the optimum
closed-loop poles after the first control iteration were found to be
µ1,2 = −1.4083± 18.9788i,
µ3,4 = −1.9156± 25.8150i.












Before the optimisation (with the open-loop poles), the objective function was -0.0441. After
optimisation, the objective function decreased to -0.0717 and hence the performance metric was
improved by 63%.
In this first iteration, the frequency separation between the pitch and plunge modes increased
from 6.1409 rad/s to 6.8550 rad/s. Additionally, the damping in the lowest mode (plunge)
increased from 0.0471 to 0.0740. These points are illustrated in Fig. 5.10, which shows the
FRFs before and after the controller was applied. It is interesting to note that the damping
in the pitch mode decreased from 0.0853 to 0.0740. Of course, the maximum damping is not
specified in the objective function and, as in the numerical example, it is expected that the
damping in the pitch mode may be reduced in order to facilitate a greater damping in the
plunge mode or a greater frequency separation between the modes.
Other Iterations
The process described above was repeated across three further iterations with the objective
function and constraints kept constant. Table 5.5 shows the reference speeds at which FRFs
were measured in each iteration and the corresponding new flutter speed, once the optimum
controller has been applied. Tables 5.7 and 5.8 show the variation of the control gains in each
iteration. As shown, the flutter speed increases with each iteration and thus one can conclude
that the choice of objective function is sufficient. Between the first and second iteration it is
noted that the flutter speed barely changes. This is because the reference speeds lie close to each
other and hence the difference between the FRFs at these respective speeds is not significant.
In iteration 3 and 4, FRFs are collected above the flutter speed and hence the iteration method
is shown to work in an experimental setting.
The final flutter speed after applying the final controller was approximately 17.7 m/s. In
principle, further iterations could be been done to enable further FRF measurements and a
potentially higher flutter speed. However, due to the physical limitations of the wind-tunnel, it
was decided to stop at the fourth iteration. Furthermore, at the fourth iteration it was observed
94 Chapter 5. Receptance-Based Active Flutter Suppression
(a) r11 (b) r12
(c) r21 (d) r22
Figure 5.10: FRFs at 12.7 m/s, before and after the control iteration.
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that the angle of deflection of the aerofoil itself was so great that separation of the flow was
likely to occur and damage to the pitch springs may have arisen if pushed further.
Table 5.5: Reference speeds and new closed-loop flutter speed in each control iteration.






To verify the performance of the controller, FRF tests were conducted at the various iter-
ation speeds with their respective control gains active. Table 5.6 shows a comparison of the
desired and actual poles in the closed-loop for each iteration speed. As shown, there is a good
agreement between the desired and actual controller. This indicates that the RTF in each speed
is representative of the true system and hence leads to a reasonably accurate controller. At
higher speeds, the difference between the true and desired poles is slightly greater than at lower
speeds. This is most likely due to increased difficulty in fitting data at the higher speeds due to
increased measurement noise. For example, this is illustrated in the final FRF and RTF fitting
at 16 m/s, which is given in Fig 5.11. Additionally, it is to be noted that the percentage error
in the real part of the assigned poles is smaller than the real part. Such an effect has also been
observed experimentally in [128].
Table 5.6: Comparison of desired and true pole placement at each iteration.
Iteration
Desired Poles Actual poles
µ1,2 µ3,4 µ1,2 µ3,4
1 −1.408± 18.98i −1.916± 25.82i −1.351± 18.95i −1.995± 25.95i
2 −1.668± 18.88i −2.207± 24.99i −1.680± 18.89i −2.142± 25.17i
3 −1.966± 18.99i −2.447± 23.63i −1.673± 18.93i −2.293± 23.64i
4 −1.840± 19.07i −2.291± 23.75i −1.632± 19.05i −2.015± 24.28i
Table 5.7: Variation of the gains in the G matrix with each iteration.
Iteration g11 (deg/mm) g12 (deg/mm) g21 (deg/mm) g22 (deg/mm)
1 0.4698 0.1391 0.3090 0.4727
2 0.4707 0.2907 0.3483 0.3471
3 0.4536 0.4009 0.1694 0.0815
4 0.1982 0.1622 0.0928 0.0396
Table 5.8: Variation of the gains in the F matrix with each iteration.
Iteration f11 (deg· s/mm) f12 (deg· s/mm) f21 (deg· s/mm) f22 (deg· s/mm)
1 0.0000194 -0.0000688 0.0000458 0.0000594
2 0.0000236 -0.0002029 -0.0000682 0.0003908
3 -0.0010000 -0.0024000 -0.0014000 0.0044000
4 -0.0043000 -0.0128000 -0.0079000 0.0149000
5.8.2 Final Result & Discussion
FRF testing was repeated across a range of different freestream speeds with the final control
gains applied. The PolyMAX algorithm was then used again to identify the poles of the system
96 Chapter 5. Receptance-Based Active Flutter Suppression
(a) r11 (b) r12
(c) r21 (d) r22
Figure 5.11: Rational transfer function fitting of the FRF data at 16.0 m/s.
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at each measured freestream speed. Figures 5.12 and 5.13 show the real and imaginary part






Figure 5.12: Real part variation of the poles in the open- and closed-loop configurations.
Figure 5.13: Imaginary part variation of the poles in the open- and closed-loop configurations.
(see legend in Fig. 5.12)
The most obvious feature in Fig. 5.12 is that the real part of both the pitch and plunge
modes is more negative across the full range of speeds tested. In other words, the damping in
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both modes has been increased. It is reasonable to conclude, therefore, that the action of the
controller in the final iteration is concentrated mainly on increasing the damping, particular in
the pitch mode.
In figure 5.13, it is shown that the plunge frequency is barely modified in between the open-
and closed-loop. However, the pitch frequency appears to be modified and increased slightly.
In this way, the frequency separation of the modes is increased. As discussed previously, this is
one of the strategies known to increase the flutter speed.
By contrast with the numerical example, the pitch frequency is modified slightly at lower
speeds. There may be several reasons for this. Firstly, it is possible that the inertia of the
flap is sufficient to exert a force on system when it moves. Consequently, the inertia force may
create a force that is proportional to the displacement of the pitch motion and hence increase
its frequency. Secondly, throughout the tests it was necessary to re-tighten the pitch springs.
This was due to slippage in the clamp that arose when the system was tested at high speeds. As
a result of this, different tightening could have caused the pitch stiffness to be changed slightly;
especially as the springs on either side of the test section are not perfectly identical. Finally,
at lower speeds the displacement of the system is small during FRF testing. Consequently, the
FRFs can contain some noisy artefacts and exact identification of the pitch frequency can be
difficult.
Gain Scheduling
It is worthwhile to note that the desired poles given in Table 5.6 do not match the true values
shown in Figs. 5.12 and 5.13 for the first three iterations. Indeed, the only iteration for which
they do match is the final, fourth one. This is because the control gains change between the
iterations and hence the action of the controller at lower speeds no longer matches what was
achieved with the gains found at previous iterations. In this particular system, this does not
present an issue as the system remains stable up to the final flutter speed. However, in other
aeroelastic systems, this may not always be the case. If the system has a larger number of
degrees-of-freedom, it may be possible that different control gains are required at different
speeds to suppress different modes that could become unstable in different regions. Moreover,
if the inertia of the flap is large, there can be a transition behaviour between the inertia of the
flap and the aerodynamic.
In the situations mentioned above, it may be necessary to vary the objective of the controller
with the freestream speed. In this way, the control gains would also vary with the freestream
speed in some way. Such an approach is known as gain-scheduling and is an approach that
has been used in a variety of different applications. It is suggested, perhaps, that this may be
necessary for real-world applications and presents an open area of research to consider in future
work.
5.9 Summary
This chapter considers the development of receptance-based control techniques for the purpose
of active flutter suppression in aeroservoelastic systems. Two new methodologies are developed
to address some of the current limitations in applying such methods to real world systems.
Firstly, an optimum eigenstructure assignment method is developed, where the eigenvalues
and eigenvectors are assigned optimally according to a user-defined objective function, which
penalises low damping and low frequency separation between modes. The optimisation also
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takes into account the maximum effort of the controller, something that was previously an af-
terthought of the eigenstructure assignment. Secondly, a control iteration strategy is developed.
This allows receptances to be collected close to, at, or even above the flutter speed. In this way,
the controller is far more likely to be optimal in terms of flutter suppression performance.
The methods were applied both numerically and experimentally to test their performance.
In the numerical examples, it was shown that the technique was able to successfully increase
the flutter speed. Moreover, it was shown that using receptance data from speeds at or above
the open-loop flutter speed led to a better AFS controller. The effect of the weighting constant
in the objective function was considered and shown to have little effect on the final flutter
speed. However, the weighting parameter did affect the convergence of the final solution and
the number of iteration steps required. It was also shown that the control effort at each stage
of the iteration was at the limit defined by the gain constraints. Consequently, it was shown
that a better AFS solution could be obtained by relaxing the gain constraints. In other words,
more control effort leads to a higher final flutter speed.
In the experimental case study, it was shown that the flutter speed could be increased
by approximately 22%. Furthermore, as in the numerical example, the performance of the
controller was also better when using receptance data at higher speeds, well above the open-
loop flutter speed. It was noted, however, that limitations in terms of FRF measurement noise
and physical factors, such as spring variability, affected the robustness of the AFS controller
and hence further work is required to address these points.
It is suggested that this work may be extended in future research through the implemen-
tation of a gain scheduling scheme, which would allow the control gains to vary with the
freestream speed and hence permit different control objectives at different speed. Furthermore,
the complexity of the optimisation could be reduced by automatically assigning the alpha vectors
through some deterministic method that minimises the control effort. In this way, regardless of
whether the system is single- or multiple-input, only the closed-loop eigenvalues would be the
optimisation variables.
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Chapter 6
Uncertainty in the Receptance
Method: RTF Fittings
6.1 Introduction
In the previous chapter, an experiment-based approach to eigenstructure assignment in aeroser-
voelastic systems was developed. The Receptance Method was extended for the purposes of
active flutter suppression through the creation of a new control iteration technique and an op-
timum eigenstructure assignment procedure. As previously mentioned, the main advantage of
receptance-based techniques is that there is no need to create a numerical model of the sys-
tem. Consequently, errors arising from restrictive modelling assumptions and poorly estimated
structural and aerodynamic parameters are eliminated. However, despite mitigating said un-
certainties, the Receptance Method is still subject to various errors. Indeed, by virtue of the
experimental-only nature of the technique, uncertainties arising from experimental sources are
prominent and must be considered. The problems associated with these types of uncertainties
will be addressed in the following two chapters. The sources of the uncertainties and their
effects on the eigenstructure assignment will be quantified. Furthermore, methodologies will be
developed to reduce their influence on the eigenstructure assignment.
In this chapter, the uncertainty that arises from errors in rational transfer function fittings
(RTFs) of measured FRF data is considered. Such errors occur due to poor fitting algorithms
and ill-conditioned, noisy experimental FRF data. The relationship between the variability
in the parameters of the RTFs and the resulting spread of the closed-loop poles is quantified
by means of analytic sensitivity formulae, which are derived for the first time. A robustness
metric, which is constructed using the above-mentioned sensitivity formulae, is defined. This
metric is then used for optimal eigenstructure assignment, which is performed using a global
optimisation algorithm. The proposed technique is applied numerically on a simple mass-spring-
damper system in both single- and multiple-input configurations. The technique is also applied
to experimental data from the aerservoelastic rig described in Chapter 4.
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6.2 Uncertainty in Rational Transfer Function (RTF) Fit-
tings
Consider again the steps of the Receptance Method. In order to calculate the control gains
F and G, it is necessary to evaluate the input-output transfer function matrix R(s) at each
closed-loop pole µi. When Re(µi) = 0, or in other words the desired closed-loop pole lies on
the imaginary axis, R(µi) = R(iωi) and hence the transfer function matrix is simply equal to
the matrix of measured frequency response functions. Therefore, in this special case, one can
proceed with the Receptance Method directly using the measured FRF data. However, in the
more general and usual case that Re (µi) 6= 0, the input-output transfer function matrix does
not correspond to the measured FRFs and RTF fitting is required.
RTF fitting is a numerical technique that extends the domain of the frequency response
functions, which is originally purely imaginary points (i.e. F(iω)), to any general point in the
complex plane, i.e. F(s), s ∈ C. There are a plethora of different techniques to do this. However,
the underlying principle of RTF fitting is to construct a transfer function model, which depends
on some chosen parameters, and to minimise the error between the model prediction of the FRF
and the true, experimental FRF data.
In practice, the goodness of fit in the RTF model depends on a number of factors. Firstly,
the quality of the measured, experimental data must be sufficient. If the experimental data is
noisy, incomplete or has too small a frequency domain, it may be difficult to fit an RTF model
and thus the model may not truly reflect the experimental system. Secondly, as discussed by
Ewins [96], RTF approximations have difficulty in accurately estimating the damping. This
is especially true if the damping is very small, leading to large peaks in the FRF data, or if
the damping is very large, making the identification of a peak very difficult in the first place.
Moreover, numerous fitting algorithms require that a user must manually choose the peaks in
the FRF and thus an element of human error is introduced too. Finally, RTF fitting usually
requires an initial model form. Indeed, it is often the case that one must determine the number
of modes in the system and specify whether the modes are normal, complex, etc. This also
introduces an element of uncertainty in the RTF. If one does not select an appropriate model
structure, it is possible that the fitting is sub-optimal, regardless of the final fitting parameters.
In practice, the parameters of the fitting are assumed to be deterministic. However, due
to the above-mentioned sources of uncertainty, it is arguably more appropriate to consider the
parameters as non-deterministic values, such as intervals or random variables. In the remainder
of this section, a generalised formulation of the RTF fitting is given and the consequences of
treating the fitting parameters as non-deterministic quantities is considered.
6.2.1 Mathematical Formulation





where N(s) ∈ Cn×m is the matrix numerator term; and d(s) ∈ C is the scalar denominator
term, which is also known as the characteristic polynomial. The scalar denominator term is a
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(s− λi) , (6.2)
where l is the total number of poles. The matrix numerator term is a matrix of possibly non-
monic polynomials, whose roots are the open-loop zeros of the system. In other words, each




(s− zijk) , (6.3)
where zijk is the k
th zero belonging to the element ij, Kij is the total number of zeros in the ij
th
element, and ηij is named the scaling parameter. The input-output transfer function matrix
is therefore fully described by the open-loop poles, open-loop zeros, and scaling parameters,
which are all selected during RTF fitting.
Let the fitted poles, zeros and scaling parameters be compiled into a vector of fitting pa-
rameters θ ∈ Cp. To show the dependency of the input-output transfer function matrix on the
fitting parameters, the notation for R(s) is now replaced by R(s,θ). Hence, the eigenvalue















= 0T , i = 1, 2, . . . , l. (6.5)
In this form, it is clear that the eigenvalue problem depends on the chosen parameters. This
means that the parameters in the fitting dictate the eigensolutions of the closed-loop system.
In general, the relationships between the fitting parameters and the closed-loop poles, or eigen-
solutions, cannot be expressed in analytic form. Therefore, in order to understand the effects of
the parameters on the closed-loop poles, one must use computational or approximation meth-
ods. One such method is presented in the following section and is based on the principles of
local sensitivity analysis.
6.3 Local Sensitivity Analysis
The number of fitting parameters in the transfer function matrix may be in the order of tens,
hundreds, or possibly thousands. This is especially true for systems with a large number of
inputs, outputs, or modes that lie within the frequency range of interest. Therefore, bearing
in mind computational effort, a sensitivity-based approach is used to quantify the relationship
between the fitting parameters and the eigenvalue solutions. In this way, the computation of
the uncertainty is order one. That is, doubling the number of sensitivity parameters doubles
the computational time.
Consider a small perturbation of one of the fitting parameters about the nominal value
obtained by RTF fitting, so that: θ −→ θ + δθ, µi −→ µi + δµi and wR,i −→ wR,i + δwR,i. The
eigenvalue problem associated with the perturbed system is given by
(
I−R(µi + δµi, θ + δθ)
(
(µi + δµi) F
T + GT
))
(wR,i + δwR,i) = 0, i = 1, 2, . . . , l. (6.6)
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If one assumes that δθ and δµi are small


















(µi + δµi) F
T + GT
))
(wR,i + δwR,i) = 0,
i = 1, 2, . . . , l.
(6.8)





















wR,i = 0, i = 1, 2, . . . , l,
(6.9)
















wR,i = 0, i = 1, 2, . . . , l.
(6.10)
By rearranging and taking the limit as δθ tends to zero, the sensitivity of a closed-loop pole














R (µi, θ) FT +
∂R
∂s (µiF
T + GT )
)
wR,i
, i = 1, 2, . . . , l. (6.11)
In the form given above, the sensitivity of a closed-loop pole can be found by using only the
nominal transfer function matrix obtained by RTF. First, the right and left eigenvectors are














respectively. Additionally, the term ∂R∂s is found by differentiating the the fitted, nominal
input-output transfer function matrix R(s) by the Laplace variable s. The term ∂R∂θ depends
on the type of fitting parameter that is chosen. Still, however, it can be expressed in terms of
the nominal transfer function matrix. Expressions for this sensitivity term are derived in the
following subsections for the cases of open-loop poles, zeros and scaling parameters.
6.3.1 Sensitivity to Open-Loop Poles
First, the sensitivity of the closed-loop poles to the open-loop poles in the RTF is considered.
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and suppose that one of the fitted poles, λj , is uncertain. By writing Eq. 6.14 as




























(µi − λj) wTL,i
(
R (µi, θ) FT +
∂R
∂s (µiF
T + GT )
)
wR
, i = 1, 2, . . . , l, (6.17)





(µi − λj) wTL,i
(
R (µi, θ) FT +
∂R
∂s (µiF
T + GT )
)
wR,i
, i = 1, 2, . . . , l. (6.18)
6.3.2 Sensitivity to Open-Loop Zeros
Next, the sensitivity of the closed-loop poles to the fitted zeros is considered. Suppose that the





and further suppose that the kth zero zij,k belonging to the ij
th element of N(s) is variable.
















where ei ∈ Rn and ej ∈ Rm are vectors with unit entries belonging to the ith and jth coordinates













Therefore, by substituting Eq. 6.21 into Eq. 6.11, the sensitivity of a closed-loop pole to a
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∂s (µiF




6.3.3 Sensitivity to Scaling Parameters
Finally, the sensitivity to the ijth scaling parameter ηij of N(s) is considered. Again, writing
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The analytic formulae derived in the previous section consider only the sensitivity of each closed-
loop pole to a single fitting parameter at one time. In practice, however, the combined effect
of all fitting parameters must be considered. Therefore, in this section, a robustness metric is
defined to address this problem. The metric is based on a weighted first-order expansion of
each closed-loop pole with respect to the fitting parameters.
Assuming that the control gains F and G are fixed, each of the l closed-loop poles are a
function of the p fitting parameters, and hence
µi = µi(θ1, θ2, . . . , θp), i = 1, 2, . . . , l. (6.27)






dθj , i = 1, 2, . . . , l. (6.28)






∆θj , i = 1, 2, . . . , l. (6.29)




















, i = 1, 2, . . . , l, (6.31)


































, i = 1, 2, . . . , l, (6.33)
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Suppose that each fitting parameter ∆θj is within an interval given by
∆θj = ±xj ± yj i, (6.34)
where xj , yj ∈ R+. The maximum values of the real and imaginary part of the variation of the











)∣∣∣∣ yj + ∣∣∣∣Im(∂µi∂θj
)∣∣∣∣xj) , i = 1, 2, . . . , l. (6.36)







, i = 1, 2, . . . , l, (6.37)
where βi, γi ∈ R+ are constants that are chosen. The pole robustness metric serves to weight the
percentage variation of the real and imaginary part of each closed-loop pole. For example one
would choose βm > γm if the real part variation of the closed-loop pole µm is more important
that the imaginary part variation. Likewise, one would choose βm < γm if the imaginary part
variation is more important than the real part variation.





where ρi ∈ R+ are named the pole weighting constants. The pole weighting constants serve to
weight the relative important of each pole. For example, ρ1 > ρ3 if it is more important for the
first pole to be more robust than the third pole. It is this metric that is used to assess the net
effect of uncertainty in the closed-loop poles.
In the above formulation, it is assumed that the variation in the closed-loop poles is well
approximated by a first-order expansion, i.e. the differential, with respect to the fitting pa-
rameters. This may not be true. Indeed, the variation of the closed-loop poles with respect to
the fitting parameters may be highly nonlinear and thus estimates of the maximum real and
imaginary part variation may be erroneous using this approach. Despite this, however, the
purpose of the robustness metric is to weight the relative importance of each of the closed-loop
poles and their respective real and imaginary parts. That is, to adjust the total robustness
metric so that well known, or highly confident, fitting parameters have less of an impact on
the assessment of the system’s variability. Generally, one should not use the robustness metric
alone to find the maximum deviation of a closed-loop pole.
6.5 Optimisation Strategies
The total robustness metric, derived in the previous section, serves merely as a means by
which to quantitatively assess the variability of the closed-loop poles of the system. However,
when coupled with an optimisation procedure, the metric can also be used to influence the
eigenstructure assignment that is performed. In this section, three optimisation procedures are
developed for the purpose of optimal eigenstructure assignment.
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6.5.1 Single-Input Systems
First, single-input systems are considered. In this case, the force distribution matrix B(s)
reduces to a vector b(s) ∈ Cn and hence so too does the input-output transfer function matrix
r(s) ∈ Cn and the vector of control gains f ∈ Rn and g ∈ Rn. As discussed in Chapter 5, single-
input systems are only capable of assigning the closed-loop poles and not the corresponding
closed-loop eigenvectors. Therefore, the only possible approach to minimise the robustness
metric is to assign the closed-loop poles to optimal points in the complex plane.
In practice, of course, one cannot simply assign the closed-loop poles to any arbitrary points
within the complex plane. Firstly, it is necessary to enforce the condition of stability and thus
it is required that the closed-loop poles are assigned within the left hand side of the complex
plane; that is Re(µi) ≤ 0 ∀ i. Secondly, the physical limitations of the controller mean that
the closed-loop poles cannot be moved at great distances away from their original open-loop
values. Finally, the closed-loop poles are usually assigned to certain locations in the complex
plane that allow desired modal properties, such as natural frequencies and damping values, to
be obtained. Therefore, if one is to perform optimal pole placement, the poles must be placed
subject to a set of constraints that enforces this.
In this work, the constraints take the form of rectangular boxes that appear in the complex
plane. That is, the open-loop poles are shifted to closed-loop locations that satisfy
µi ∈ [Re(µi),Re(µi)] + [Im(µi), Im(µi)]i, i = 1, 2, . . . , l (6.39)
where Re(µi) and Re(µi) represent the minimum and maximum real part of the i
th closed-loop
pole, respectively; and Im(µi) and Im(µi) represent the minimum and maximum imaginary
part of the ith closed-loop pole, respectively.
The optimisation strategy for single-input system is defined as follows:
Optimisation 1 (Single-Input): Minimise the total robustness metric in Eq. 6.38
subject to placing the closed-loop poles within the rectangular regions defined by Eq.
6.39.
6.5.2 Multiple-Input Systems
Now, the more general case of m > 1 inputs is considered. Compared to single-input systems,
the extra flexibility of multiple inputs allows the closed-loop eigenvectors to be assigned in
addition to the eigenvalues. Thus, the optimisation procedure in multiple-input systems can
take advantage of this.
For clarity, it is restated here that one accounts for the extra inputs in multiple-input systems
using the αi vectors, which are defined in the Receptance Method. Therefore, in addition to
the closed-loop poles, these vectors are also considered optimisation variables that may be used
to reduce the total robustness metric.
Strategy 1: Fixed Closed-Loop Poles
In this first strategy, the closed-loop poles are assigned to fixed locations in the complex plane.
That is, the practitioner decides specific points in the complex plane where the closed-loop
poles are desired to be. Thus, it is no longer possible to optimally assign the closed-loop poles.
However, unlike before, the αi vectors are now chosen optimally.
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In general, the αi vectors may be chosen arbitrarily
1. However, in practice, certain combi-
nations of these vectors can lead to exceptionally large control gains and hence an unfeasible
control effort. To account for this, the gain constraints from Chapter 5 are used again here.
For clarity, this is repeated below.
w||ΛF||F + ||ΛG||F ≤ c. (6.40)
This first optimisation strategy for multiple-input systems is defined as follows:
Optimisation 2 (Multiple-Input): Minimise the total robustness metric in Eq. 6.38
by assigning the closed-loop poles at fixed locations in the complex plane and optimally
choosing the αi vectors subject to the gain constraint in Eq. 6.40.
Strategy 2: Variable Closed-Loop Poles
In the second, and final, strategy for multiple-input systems, a combination of both optimisation
one and two is considered. Now, both the closed-loop poles are assigned in addition to the αi
vectors. More formally:
Optimisation 3 (Multiple-Input): Minimise the total robustness metric in Eq. 6.38
by assigning the closed-loop poles within rectangular regions in the complex plane defined
by Eq. 6.39 and optimally choosing the αi vectors subject to the gain constraint in Eq.
6.40.
This optimisation procedure increases the number of optimisation variables and thus should,
in theory, be able to reduce the robustness metric to a greater extent compared to optimisation
2. This is investigated in the examples presented later.
For the same reasons given in Chapter 5, the Differential Evolution algorithm is used again
for this optimisation problem. Further details are given in Appendix A.
6.6 Numerical Examples
The three optimisation strategies presented above are applied numerically in this section. For
simplicity, they are tested on a simple three-degree-of-freedom mass-spring-damper system.
Throughout all of the following examples, the mass, damping and stiffness matrices are given
respectively by
M =
2 0 00 1 0
0 0 3
 , C = 0.5
1 0 00 1 −1
0 −1 1
 , K =
 6 −2 −1−2 4 −2
−1 −2 3
 .
Thus, the open-loop poles are as given in Table 6.1. This system is the same as that presented
in [113] and is referred to as the ‘standard reference system’ hereinafter.
1Provided that they satisfy the conjugate requirement (see Chap. 5).
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Table 6.1: Open-loop poles.
Pole Value
λ1,2 -0.0166 ± 0.5516i
λ3,4 -0.1890 ± 1.6044i
λ5,6 -0.2528 ± 2.2289i
6.6.1 Single-Input
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
and hence the open-loop zeros and scaling parameters are as given in Tables 6.2 and 6.3,
respectively.
Table 6.2: Open-loop zeros (single-input).
Element ij zij,1 zij,2 zij,3 zij,4
11 -0.2678+2.4161i -0.2678-2.4161i -0.0656+1.1617i -0.0656-1.1617i
21 -0.1429+2.0115i -0.1429-2.0115i -0.1487+1.2555i -0.1487-1.2555i
31 -0.1690+1.8863 -0.1690-1.8863 -0.4560+2.3764i -0.4560-2.3764i









For the purposes of comparison later on, a reference closed-loop eigenstructure assignment
is defined as that which assigns the closed-loop poles to the set defined in Table 6.4. The control








These values match those found by Tehrani et al. [113]2.
2Note that the values by Tehrani et al. are negated due to their definition of the feedback controller
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Table 6.4: Reference closed-loop poles.
Pole Value
µ1,2 -0.2 ± 0.8i
µ3,4 -0.5 ± 2i
µ5,6 -1 ± 2.5i
Example 1: Equal Weighting
In this first example, the pole placement is relaxed from the reference condition so that the
closed-loop poles are instead assigned within rectangular regions defined by
µ1,2 = [−0.5,−0.2]± [0.6, 1]i,
µ3,4 = [−0.7,−0.3]± [1.7, 2.3]i,
µ5,6 = [−1.2,−0.8]± [2.2, 2.8]i.
These regions have been chosen so that: (i) the reference pole placement in Table 6.4 is included
within the rectangular regions, and (ii) the entirety of each rectangular box has a lower (more
negative) real part than its open-loop counterpart. This second condition enforces a stabilising
control objective and is representative of the type of pole placement that would be used in
practice.
With the rectangular regions chosen, one can now define the robustness metric. For the
sake of simplicity, equal weighting is initially given to all of the parameters in the optimisation.
That is, βi, γi, and ρi are set to one, for all i. This means that there is no priority of any pole












If one assumes that the nominal values obtained in Tables 6.1, 6.2 and 6.3 are variable by
3% in both the real and imaginary part, the initial objective function in the reference condition
is computed as 4.64. Using the Differential Evolution algorithm, the poles are now placed
optimally according to the rectangular constraints given above. The final, optimum poles are
found to be
µ1,2 = −0.2± 1i,
µ3,4 = −0.3± 2.245i,
µ5,6 = −1.2± 2.8i.








With the poles placed optimally, the total robustness metric reduces to 2.19 (a 53% reduc-
tion). This reduction is confirmed visually in Fig. 6.1, which shows the variation of the poles
between ±3% of the nominal values using one thousand samples3. As shown, the clusters of the
3A uniform distribution was used here. However, this is merely for visualisation purposes; the method does
not require knowledge of the parameter distributions.
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optimised poles appear to be more centred about the nominal points and thus one can conclude
that there is less variation, as was required.

















Figure 6.1: Pole clusters (numerical example 1).
It is interesting to note that the optimal solutions obtained above lie in the corners of the
optimisation regions. That is, the real and imaginary parts are at the limits of the constraints.
This suggests that the global minimum of the optimisation problem lies beyond the rectangular
regions and thus the reduction in the poles is limited by the constraints. Indeed, a relaxation
of the constraints would likely yield a better solution. This hypothesis was briefly tested by
increasing the size of the pole rectangles to
µ1,2 = [−0.55,−0.15]± [0.4, 1.1]i
µ3,4 = [−0.75,−0.25]± [1.5, 2.5]i
µ5,6 = [−1.3,−0.7]± [2.1, 2.9]i.
Running the optimisation again, with the same settings, gave new solutions at
µ1,2 = −0.15± 1.1i
µ3,4 = −0.25± 2.185i
µ5,6 = −1.3± 2.9i
which reduces the robustness metric to 1.607, thus confirming the above hypothesis.
In this example, it was found that the Differential Evolution algorithm proved to be a robust
optimisation technique. Different starting positions of the closed-loop poles always converged to
the optimal solutions found above. Of course, this is problem specific and one cannot conclude
that this will always be the case in general.
Example 2: First Pole Pair Priority, Real Part Priority
In this second example, the total robustness metric definition is modified. Instead, β1,β2, ρ1
and ρ2 are set to one and all other weighting parameters are set to zero. In other words, the
metric depends only on the real part variation of the first pole pair (µ1, µ2).
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The initial robustness metric for the reference pole placement in this example is 1.29. After
running the optimisation again using the same constraints as in example 1, the metric is reduced








This corresponds to assigned closed-loop poles of
µ1,2 = −0.2± 1i,
µ3,4 = −0.3± 1.94i,
µ5,6 = −0.8± 2.2i.
Fig. 6.2 shows the new pole clusters for this example. As expected, the real part variation
of the first pole pair is slightly smaller. However, this is at the expense of the variation of the
other poles, since they were not considered in the new robustness metric. One can see that the
location of the first pole pair remains the same but that the other poles move, especially in the
third pole pair. This suggests that there is an interdependency between all of the poles and
their variation. In other words, one cannot optimise the variation of a chosen pole pair simply
by assigning its nominal value independently of the other poles. However, it does imply that
its own location in the complex plane is the most significant factor in this particular case.

















Figure 6.2: Pole clusters (numerical example 2).
6.6.2 Multiple-Input Case
Next, the case of multiple inputs is considered. Suppose that there are three inputs and that
the force distribution matrix is given by
B =
1 0 00 2 0
0 0 3

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Hence, the zeros and scaling parameters in this case are as given in Tables 6.5 and 6.6, respec-
tively.
Table 6.5: Open-loop zeros (multiple-input).
Element ij zij,1 zij,2 zij,3 zij,4




22 -0.1234+1.7506i -0.1234-1.7506i -0.0849+0.9554i -0.0849-0.9554i
23 -4.1062 -0.0719+1.8451i -0.0719-1.8451i
31 -0.75+2.7272i -0.75-2.7272i
32 -4.1062 -0.0719+1.8451i -0.0719-1.8451i
33 -0.2077+2.2211i -0.2077-2.2211i -0.1673+1.4076i -0.1673-1.4076i
Example 3: Fixed Poles
First, consider the case where the poles are fixed to the locations
µ1,2 = −0.2± 0.8i,
µ3,4 = −0.5± 2i,
µ5,6 = −1± 2.5i,
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and the eigenvectors are to be optimally assigned. This is an example of Optimisation 2, which
is described in §6.5.
Let the gain constraint be written as
3||F||F + ||G||F ≤ 7,
and suppose that the same metric as in example one is used to assess the robustness of the





 , α3,4 =
 10.0541± 0.2543
−1.3277± 1.1091i




which corresponds to control gains of
F =
−0.5758 0.3000 0.13080.0510 −0.7657 −0.1349
0.3297 0.6033 −0.6640
 , G =
−0.5572 1.5169 1.4346−0.1247 −1.2435 −0.0245
0.5684 0.1341 −1.4786





 , w3,4 =
 10.0283± 0.9508i
−0.97± 0.3930i




Note here that the first element in the αi vectors is always one. This scaling is allowed since
the corresponding eigenvectors may be scaled arbitrarily.
The spread of the optimised closed-loop poles is shown in Fig. 6.3. The green cross in each
pole cluster shows the position of the fixed, nominal pole locations. To allow a comparison, a
reference case is shown for the case of where αk,i = 1∀k, i. As shown, despite the same fixed
nominal pole locations, the uncertainty in the poles is reduced simply by appropriate assignment
of the closed-loop eigenvectors. Indeed, the robustness metric in this example reduces from 7.73
to 2.77 (a 64% reduction).
Substituting the optimum control gains into the left-hand side gain constraint, one finds
that 3||F||F + ||G||F = 7.1 and thus the gain constraint is slightly violated. This violation
arises from the implementation of the constraint, which is expressed as a cost penalty to the
116 Chapter 6. Uncertainty in the Receptance Method: RTF Fittings


















Figure 6.3: Pole clusters (numerical example 3).
robustness metric4 [143]. Regardless, however, it is clear that the controller is at the limit of
its performance and thus one can infer that increasing this limit will improve the performance
of the optimisation. Again, this hypothesis was tested briefly by gradually relaxing the gain
constraints, optimising and find the new total robustness metric in each case. Table 6.7 shows
the results of this test. As shown, relaxing the gain constraint leads to a better performance as
one would expect.
Table 6.7: Effect of relaxing the gain constraint on the total robustness metric.
Gain constraint Total robustness metric
3||F||F + ||G||F ≤ 7 2.77
3||F||F + ||G||F ≤ 8 2.59
3||F||F + ||G||F ≤ 9 2.19
Despite using the same definition of robustness metric, it is to be noted that the initial value
of the objective function in examples 1 and 3 are different. This is due to the added uncertainty
that is introduced through the parameters of the other two inputs.
Example 4: Eigenstructure Assignment
Finally, the case of Optimisation 3 is considered. This is where both the closed-loop poles and
eigenvectors are optimally assigned. Suppose that the poles are to be placed within regions
specified by
µ1,2 = [−0.5,−0.2]± [0.6, 1]i,
µ1,2 = [−0.7,−0.3]± [1.7, 2.3]i,
µ1,2 = [−1.2,−0.8]± [2.2, 2.8]i.
To enable a fair comparison of the results, the same robustness metric and gains constraints
from example 3 are used here.
4See Appendix A.
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Running the new optimisation, the optimum set of closed-loop poles are computed as
µ1,2 = −0.2± 0.6i,
µ3,4 = −0.3± 1.7i,
µ5,6 = −0.8± 2.3631i.




 , α3,4 =
 1−0.0099± 0.0017
0




which corresponds to control gains of
F =
−0.5795 0.4785 −0.15070.0662 −0.5496 −0.0176
0.2963 0.0985 −0.2943
 , G =







 , w3,4 =
 10.9976±−0.0985i
−0.5046± 0.0752i




Under these new gains, the robustness metric decreases from 7.73 to 1.69 (a 79% reduction).
As expected, this gives a better results than example 3 due to the added flexibility in the
optimisation of being able to assign the closed-loop poles.
The pole spreads for the reference and optimised system are shown in Fig 6.4. As one
expects, the spread of the poles in each cluster is reduced. However, it is interesting to note
that the assigned closed-loop poles are not the same as those found in example 1. This suggests
that there is a dependency between the poles and the eigenvectors in the optimum solution; in
other words, one cannot optimise the poles and eigenvectors independently.
An interesting feature of Fig. 6.4 is the shape of the pole cluster associated with the first
pole pair. As shown, the cluster is flatter and seems to be aligned to the imaginary axis. Such
a situation arises when either a particular sensitivity is dominant or the combined effect of the
sensitivities, collectively, tend to align in a particular direction. In this particular case, it is
that the sensitivities combine so that the real part variation is greater than the imaginary part
variation.
6.7 Experimental Case Study
In this section, the robust pole placement technique is applied to the experimental aeroser-
voelastic system. The example presented here is not exhaustive, like the numerical examples.
Rather, the aim here is to highlight the practicalities of the technique and to illustrate how it
may be used in real-world applications.
The first step is to collect the experimental frequency response functions. In this work, the
FRFs were collected at a freestream speed of 12 m/s. This speed was chosen so that: (i) it does
not lie too close to the open-loop flutter speed, and (ii) it is large enough to enable a reasonable
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Figure 6.4: Pole clusters (numerical example 4).
level of actuation from the control surfaces. Figure 6.5 shows the input-output FRFs for both
the leading- and trailing-edge control surfaces between the frequencies of 2 to 5 Hz. These
were collected using random, white-noise MIMO testing through the Siemens SCADAS data
acquisition system.
Figure 6.5 also shows the rational transfer function fittings corresponding to the measured
FRF data. These fittings were done using Siemens’ PolyMAX algorithm [97]. Complex modes
were used in the fitting and, as shown, there is a good agreement between the measured and
fitted data. Furthermore, it was found that lower and upper residuals had little effect on the
performance of the fitting and were thus excluded since the system is two degrees-of-freedom.
Tables 6.8, 6.9 and 6.10 show the poles, zeros and scaling parameters of the fitting, respectively.
Table 6.8: Open-loop poles (experimental).
Pole Value
λ1,2 -0.7662 ± 19.59i
λ3,4 -2.4801 ± 24.95i
Table 6.9: Open-loop zeros (experimental).
Element ij zij,1 zij,2 zij,3
11 -2.0588+22.2145i -2.0588-22.2145i 18.2539
12 -0.3809+21.449i -0.3809-21.449i 33.889
21 3.6266+23.6293i 3.6266-23.6293i -32.3123
22 -1.5577+15.0279i -1.5577-15.0279i 60.1262































































Figure 6.5: Measured and fitted input-output transfer function matrix in the experimental
model at 12 m/s.
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With the RTF fitting complete, the next step is to choose the percentage variation in
the fitting parameters. By inspection of Fig. 6.5, it is clear that there is a good agreement
in the first mode across all measured FRFs. However, in the first column, there is more
difficulty in the fitting of the second mode, which lies at approximately 4 Hz. To reflect this,
all parameters in the fitting are set to 5% variation except for the real and imaginary part of
the pole corresponding to the second mode. This is instead set to a 10% variation.
Suppose that the poles are to be shifted to points satisfying
µ1,2 = [−1.1,−0.9]± [18.5, 20.5]i,
µ3,4 = [−3,−2.5]± [24, 26]i.
Also, let the constraints on the control gains be written as











Note that these constraints are the same as those presented in the experimental case study in
Chapter 5.














That is, equal priority is given the variation in the real and imaginary part of each pole pair.
In practice, it may be better to weight these contributions separately. However, this is not
considered in this simple case study and is left as an area of future study.
Using 300 iterations of the Differential Evolution algorithm, the optimum poles were found
to be
µ1,2 = −0.900± 19.723i,
µ3,4 = −2.500± 24.871i.
























The gains obtained by the optimisation satisfy the constraints define above. However, it is
interesting to note that constraint is satisfied with a 12% buffer and the gains are therefore not
at the limit of the control effort. There are potentially a number of reasons for this. Firstly,
in the optimisation code it was necessary to constrain the values in the alpha vector so that
the optimisation does not go to extreme, non-physical values. In the result given above, the
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second term in the second alpha vector is saturated in terms of the imaginary value (∓100i).
Secondly, it may be the case that there is a true minimum solution there. Of course, this cannot
be proven due to the complexity of the defined objective function.
The final robustness metric after optimisation is 0.445. On its own, this value gives little
information as there is presently nothing to compare it to. Therefore, to give some context to
this result, the optimisation was repeated. Now, the robustness metric was negated. In this
way, the optimisation gives the result corresponding to the worst-case assignment and hence
minimum robustness.
The optimisation corresponding to the worst-case assignment gave a final metric of 4.213.
Figure 6.6 shows the spread of the poles in both the optimum and worst-case optimisations. As
expected, the optimum poles have a lower spread in both modes. Hence, although one cannot
prove that the global solution has been found, the optimisation is assigning the poles and alpha
values sensibly, in terms of robustness.














Figure 6.6: Multiple-input pole spread (experimental).
It is worth noting that the spread corresponding to the higher frequency mode is larger
than that of the lower frequency mode. This is because of the 10% interval that is used for the
open-loop poles for this mode compared to the 5% for the other mode.
At this point, it is important to point out that these examples have considered the robustness
of the poles at one specific speed. In general, one cannot guarantee that a robust eigenvalue
assignment at one speed leads to robustness at greater speeds. Indeed, the inverse may be true
in certain situations. This should be considered in future research.
6.8 Summary
This chapter considers the effect of uncertainty in rational transfer function fittings on the
spread of closed-loop poles that have been assigned using the Receptance Method. A sensitivity-
based approach is used to quantify the variability of the poles and a metric is used to weight
the relative robustness of the system in terms of the real and imaginary parts of each pole.
A global optimisation procedure is then used to assign the poles and/or eigenvectors so that
the metric is minimised and thus the propagation of uncertainty from the RTF to the assigned
poles is reduced.
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The developed technique is applied numerically to a standard reference system and show
that one is able to successfully reduce the impact of uncertainty simply by robust eigenstructure
assignment. Furthermore, the examples show that one can prioritise the robustness in certain
poles by selecting suitable weighting constants in the metric. The technique is also tested
in the form of a experimental case study, which uses receptance data from the experimental
aeroservoelastic system. This case study emphasises the crucial role the eigenvectors play in
the robustness of the closed-loop poles and highlights the practical nature of the technique.
Chapter 7
Uncertainty in the Receptance
Method: Physical Modifications
7.1 Introduction
In the previous chapter, the problem of uncertainty in the Receptance Method was considered.
It was shown that, despite the method’s model-free characteristic, experimental errors play a
significant role in the assignment of the closed-loop eigenvalues and eigenvectors. In general, un-
certainty in receptance-based methods manifests itself through so-called pole clustering, where
poles no longer appear as deterministic points in the complex plane but instead as clusters
centred on nominal locations. By optimisation of the assigned nominal set of eigenvalues and
eigenvectors, these clusters can be minimised in size so that the propagation of uncertainty
is reduced. This in turn reduces variability in the frequency and damping characteristics of
certain modes in the closed-loop system.
In this chapter, the study of uncertainty in the Receptance Method is continued, but now
considering an alternative source. Here, physical sources of uncertainty, such as manufacturing
tolerances, damage and degradation, are addressed and their effects on the results of the eigen-
structure assignment are quantified. As in Chapter 6, the uncertainty is modelled through a
receptance-based approach, thereby preserving the model-free nature of the technique. This is
achieved by treating the uncertainty as a direct structural modification to measured receptance
data and then finding the perturbation of the closed-loop poles. Unlike the previous chapter,
the physical modifications are treated as random variables that contain probabilistic informa-
tion. In this way, the approach allows one to assess the variation of the poles using statistical
information, such as the mean and variance. The main benefit of this new approach is that it
is not restricted to small perturbations, as was the case in Chapter 6. Indeed, the uncertainty
is quantified globally by using a surrogate model that can capture the nonlinear variability of
the poles with respect to the random parameters.
The remaining sections of this chapter are structured as follows. First, a discussion is
made about the suitability of the Receptance Method when physical sources of uncertainty are
present. Following this, a new method is presented that aims to incorporate the effect of physical
uncertainty into the Receptance Method by means of stochastic structural modifications. Next,
the problem of robustness in the closed-loop poles is framed in a probabilistic setting and
an optimisation strategy is developed to reduce the impact of the physical uncertainties. This
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optimisation technique is then applied to the numerical system from Chapter 6 and a discussion
is made about the advantages of the technique. Finally, some of the current limitations of the
method, which partially impede its application to real-world systems, are discussed and areas
of future research are identified.
7.2 Physical Sources of Uncertainty
One of the most fruitful properties of the Receptance Method is that only a single set of
experimental measurements is required1. More specifically, after performing rational transfer
function fitting of the measured FRF data, the gains used in the high-level feedback controller
are found using only one input-output transfer function matrix. Although presenting clear
advantages in terms of cost and resources, this is equivalent to assuming that the measured
system is completely determined by the single set of measurements2. This assumption is referred
to hereinafter as the ‘single data assumption’. In this section, the credibility and consequences
of this assumption are considered.
Variability Between Nominal Systems
Consider the case where an AFS system is being developed for a commercial aircraft using
the Receptance Method. Under the single data assumption, FRF measurements are taken
from one reference aircraft and the gains in the high-level controller, which enforce a higher
flutter speed, are computed. When the controller is applied experimentally to the reference
aircraft, the poles of the eigenstructure assignment are as desired and hence the flutter speed is
increased. This is the case because the experimental data belongs to this system and thus the
method should work well, within the limits of fitting errors. However, now suppose that the
same controller is applied to another aircraft of the same type. If one were to inspect the results
of the controller, one would see that the measured and desired closed-loop poles are different.
In fact, the closed-loop dynamic would be slightly different to what is anticipated and thus the
flutter speed will likely differ slightly. The reason for such discrepancy is variability between
nominal systems. In practice, supposedly identical systems will not be the same. This is due to
manufacturing tolerances, the impact of human error in assembly, and variability in material
properties. Consequently, the system that the controller is designed for does not match the
system on which the controller is being applied and hence the eigenstructure assignment is not
exactly as desired. This leads to uncertain controller performance.
Damage and Degradation
Now, consider only the reference aircraft on which the Receptance Method was applied. At the
time of application, the experimental results of the eigenstructure assignment is as predicted;
that is, the closed-loop poles and eigenvectors match the desired values. However, over a
prolonged period of time, one may notice that the true poles no longer match the desired
values. Such deviation from the original closed-loop poles arises due to time-based changes in the
structure. This occurs due to damage, degradation, and changes in environmental conditions.
Therefore, considering the receptance matrix or input-output transfer function matrix from a
measured system as static is only acceptable if the time after which the controller is applied is
relatively small.
1Provided the system is linear.
2Assuming that the measurements are error free.
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7.3 Stochastic Structural Modifications
With the qualitative features described, a quantitative approach is now developed to model the
physical sources of uncertainty. Consider again the frequency-domain equations of motion of
the closed-loop aeroservoelastic system, which are expressed in matrix form as










y(s) = 0. (7.2)
Due to variability between supposedly nominal systems, the dynamic stiffness matrix becomes






y(s) = 0, (7.3)
where θ ∈ Rp is a vector of p random variables. This random vector is a collection of the
uncertain structural mass, stiffness and damping parameters. It is important to note that, in
this work, the force distribution matrix BCS−→F (s) is assumed to be free from uncertainty; that
is, it does not depend of the vector of random variables. This will be considered in future work.
If one were to measure the receptance matrix of one of the systems described by Eq. 7.3,
one sample from the random vector would be selected. That is, by the act of measurement,
a specific set of mass, stiffness and damping values would be obtained. To highlight this, a
measured receptance matrix is written as
Hm(s, v) = Z(s, v, θ̂)
−1, (7.4)
where the subscript m denotes a measured value, and θ̂ is used to indicate one sample from the
random vector. θ̂ is a deterministic quantity that corresponds to a specific set of mass, stiffness
and damping outcomes. This term will be considered in more detail later.







y(s) = 0, (7.5)
which may be expanded as
(




y(s) = 0, (7.6)
where
Rm(s, v) = Hm(s, v)BCS−→F (s) (7.7)
is the input-output transfer function matrix belonging to the measured system. By definition of
Eq. 7.4, the term Hm(s, v)Z(s, v,θ) in Eq. 7.6 is only equal to the identity matrix when θ = θ̂;
that is, only when the random vector is identically equal to the sample corresponding to the
measured system. Therefore, in its current form Eq. 7.6 does not guarantee cancellation of the
dynamic stiffness matrix and hence its knowledge is required. This contradicts the model-free
property of receptance methods. However, it is possible to adapt Eq. 7.6 such that the complete
dynamic stiffness matrix is not explicitly required.
Let the dynamic stiffness matrix be decomposed as the sum of a nominal and random
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contribution, such that
Z(s, v,θ) = Zn(s, v) + ∆Zr(s, v,θ), (7.8)
where Zn(s, v) is the nominal dynamic stiffness, which does not contain any of the random
parameters; and ∆Z(s, v,θ) is the random contribution, which contains the isolated random
terms. For the purposes of simplicity, and without affecting the proceeding analysis, it is
assumed that the random contribution is independent of the freestream speed and thus Eq. 7.8
is rewritten as
Z(s, v,θ) = Zn(s, v) + ∆Zr(s,θ). (7.9)
By adding and subtracting the random contribution corresponding to the measured system, it
can be easily shown that
Z(s, v,θ) =
(
Zn(s, v) + ∆Zr(s, θ̂)
)
+ ∆Zr(s, v,θ)−∆Zr(s, θ̂). (7.10)
By definition of Eq. 7.9,
Z(s, v, θ̂) = Zn(s, v) + ∆Zr(s, θ̂), (7.11)
and thus
Z(s, v,θ) = Z(s, v, θ̂) + ∆Zr(s,θ)−∆Zr(s, θ̂). (7.12)
Using the definition of the measured receptance matrix





and thus Eq. 7.6 is equivalent to(








y(s) = 0. (7.14)
The corresponding characteristic equation is therefore
det
(









In the form given by Eq. 7.15, the characteristic equation is written in terms of the mea-
sured receptance matrix, the measured input-output transfer function matrix, and two addi-
tional dynamic stiffness matrix perturbation terms. The dynamic stiffness perturbation terms
correspond only to the random parameters and thus may be viewed as a structural modification
to the nominal dynamic stiffness. Therefore, there is no need to model the system itself; rather,
it is only necessary to model the random modification, which is simulated.
7.3.1 Sample Modification Term
In its current form, the characteristic equation (Eq. 7.15) contains the perturbation contribution
of the measured system. Therefore, it is necessary to know the sample outcome vector θ̂ in order
to find the random poles. Whilst this vector is deterministic, it is often difficult to measure. For
instance, in complex systems the uncertain components may lie in inaccessible locations once
manufactured and hence are immeasurable. Furthermore, even if one is able to measure the
outcome of the random parameters, it would usually require dismantling and then reassembling
the system, which could result in different system dynamics before and after.
In the following analysis, it is assumed that the sample random vector is immeasurable and
instead is treated as a second random vector with the same probability distribution as θ. In
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this way, the measured receptance matrix is simulated as belonging to any possible outcome of
the random vector.
Let a new vector θ̃ be defined as
θ̃ := θ − θ̂. (7.16)
Assuming that ∆Zr is a linear operator in the random parameters
∆Zr(s,θ)−∆Zr(s, θ̂) = ∆Zr(s, θ̃), (7.17)
and hence Eq. 7.15 is re-expressed in terms of the new vector θ̃ as
det
(





Eq. 7.18 is referred to as the stochastic structural modification equation hereinafter. It combines
the effects of the original uncertainty in the dynamic stiffness matrix and the uncertainty in
the sample random vector through a new auxiliary random vector θ̃.
To observe the impact of using this new formulation, the first two probabilistic moments of
the auxiliary random vector are considered.
Expectation
Using the expectation operator on Eq. 7.16 gives that
E[θ̃] = E[θ]− E[θ̂]. (7.19)
Since θ̂ is a random vector with distribution equal to θ
E[θ] = E[θ̂], (7.20)
and hence
E[θ̃] = 0. (7.21)
Covariance
By definition




θ̃j − E[θ̃j ]
)
] = E[θ̃iθ̃j ]− E[θ̃i]E[θ̃j ]. (7.22)
Therefore, by using Eq. 7.16






]− E[θi − θ̂i]E[θj − θ̂j ]. (7.23)
Expanding gives that
Cov[θ̃i, θ̃j ] = E[θiθj−θiθ̂j− θ̂iθj+ θ̂iθ̂j ]−E[θi]E[θj ]+E[θi]E[θ̂j ]+E[θ̂i]E[θj ]−E[θ̂i]E[θ̂j ], (7.24)
and hence
Cov[θ̃i, θ̃j ] = Cov[θi, θj ]− Cov[θi, θ̂j ]− Cov[θ̂i, θj ] + Cov[θ̂i, θ̂j ]. (7.25)
Since θ and θ̂ are independent
Cov[θi, θ̂j ] = Cov[θ̂i, θj ] = 0, (7.26)
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and hence
Cov[θ̃i, θ̃j ] = Cov[θi, θj ] + Cov[θ̂i, θ̂j ]. (7.27)
Since θ and θ̂ are identically distributed
Cov[θi, θj ] = Cov[θ̂i, θ̂j ] (7.28)
and thus
Cov[θ̃i, θ̃j ] = 2Cov[θi, θj ]. (7.29)
Therefore, by treating the sample vector as random, the covariance is doubled.
7.3.2 Solving the Stochastic Structural Modification Equation
In principle, the stochastic structural modification equation can be solved in a number of ways.
For example, it is possible to use a numerical method, similar to Chapter 6. It is also possible
to consider using symbolic methods, which construct the random characteristic equation from
the measured receptance data. These solution strategies are considered in more detail later on
in §7.7.
7.4 Probabilistic Response
Using numerical methods to solve the stochastic structural modification equation produces only
one deterministic solution at a time. Moreover, this solution corresponds to only one outcome
of the auxiliary random vector. In practice, however, the random vector has a probabilistic
distribution. Therefore, the vector permits an infinite number of outcomes and there is a
probability distribution that propagates to each of the closed-loop pole solutions. Knowledge
of the distribution of the poles is useful when performing eigenstructure assignment since the
robustness can be considered in a quantitative manner. Therefore, extensions to the solution
strategy that permit the probabilistic information to be extracted are developed here.
The simplest approach is to use a Monte Carlo simulation (MCS). This is where a given
number of samples are taken from the random vector and statistics are obtained for the cor-
responding sampled solutions of the closed-loop poles. Although conceptually simple and easy
to implement, this approach can be computationally intensive. Indeed, accurate estimates of
the mean, variance and higher order probability moments may require hundreds of thousands
of samples. In this work, an alternative strategy is considered and is based on the principle of
surrogate modelling.
7.4.1 Surrogate Modelling
Consider again the characteristic equation of the closed-loop system with a stochastic structural
modification. The outcome of the auxiliary random vector θ̃ defines the eigenvalue problem
associated with the system and hence determines the set of closed-loop poles.
Let the dependency between the closed-loop poles and the random vector be expressed
mathematically as
µi = µi(θ̃), i = 1, 2, . . . , l. (7.30)
By splitting into the real and imaginary part of each pole,
µi(θ̃) = Re[µi(θ̃)] + Im[µi(θ̃)]i, i = 1, 2, . . . , l. (7.31)
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In general, the dependency of the real and imaginary parts of the random parameters is a
complicated function and is usually non-analytic. Therefore, is it not possible to directly access
their statistics in a straightforward manner. To solve this problem, however, one can create a
surrogate model. In this approach, the complex dependencies between the real and imaginary
parts of the poles and the random parameters are approximated by simpler models. This allows
the statistics of the parameters to be obtained in a more computationally efficient way.
7.4.2 Polynomial Chaos Expansion
There are a plethora of different types of surrogate models. However, one that is widely used
in structural dynamics is that of the polynomial chaos (PC) expansion. The PC expansion
attempts to form the relationship between a dependent variable and one or more independent
random variables using a series of weighted, orthogonal polynomials. Written mathematically
[86]















ai1i2i3Γ3(θi1 , θi2 , θi3) + . . . ,
(7.32)
where y is the response variable, ai are weighting constants, and Γ are multivariate, orthogonal
functions of the random variables. In the case that the random variables are independent and
have a zero mean, unit variance Gaussian distribution, the orthogonal polynomials are the
multidimensional Hermite polynomials, given by










As stated above, the Hermite polynomials may only be used when the independent random
variables are standardised Gaussian. In the following examples, it is assumed that the random
mass, stiffness and damping parameters are all independent and Gaussian. Therefore, one can






In general, the random variables may not be independent Gaussian and therefore the use of the
Hermite polynomials may be invalid. However, in such cases one can either: (i) use an alter-
native set of orthogonal polynomials that matches the distribution of the random parameters,
or (ii) use techniques to transform the variables to standardised Gaussian. One such transfor-
mation technique is known as the Rosenblatt transform and is discussed in greater detail in
Chapter 8.





where there is a one-to-one correspondence between the coefficients ai and bi, and the functions
Γi and Ψi. For the sake of computational implementation, the expansion is truncated to the
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Of course, the number of terms used in the expansion determines the accuracy of the surrogate
model. A small number of terms may not be able to encapsulate highly nonlinear terms and
hence the surrogate model may be poor. On the contrary, however, too many terms in the
expansion may potentially yield a severe overfitting of the model.
There are numerous approaches to calculate the coefficients of the expansion. In this work,
however, a simplistic least squares approach is employed. First, a set number of samples is
taken from the random parameters. Next, the eigenvalues corresponding to these parameters
are calculated. Once the order of the PC expansion is chosen, the coefficients are calculated
by finding the least squares estimate between the surrogate model and the true eigenvalue
variability.
After the coefficients of the expansion have been obtained, it is straightforward to calculate
the statistical information of the dependent random variable. Using the principle of orthogo-
nality, it may be shown that the mean is given by
E[y] = b0. (7.37)







The term E[Ψ2i (θ)] does not depend upon the coefficients of the expansion and therefore can
be obtained from a standard reference list, such as that presented in [80].
In this work, the PC expansion is used to create a surrogate model of the real and imaginary
part of each pole. Therefore, in principle, there is a maximum of 2l surrogate models. In
practice, however, it is not usually necessary to create so many expansions since the real or
imaginary part of one or more poles may not be of interest. This is further discussed in the
following section.
7.5 Optimisation Strategies
As in Chapter 6, one may consider strategies to maximise the robustness of the closed-loop
poles to uncertainty. Unlike before, however, the uncertainty is defined in a probabilistic sense,
as opposed to using only sensitivities, and thus the new optimisation strategy must reflect this.
7.5.1 Robustness Metric
Here, a new objective function is used and is composed of two elements: first, the local robust-










, i = 1, 2, . . . , l, (7.39)
where βi, γi ∈ R+. This first metric serves to weight the relative importance of the robustness of
the real and imaginary part of each pole. However, the crucial difference is that this is defined
in terms of the variance and expectation of each pole’s real and imaginary parts. Indeed, the
Chapter 7. Uncertainty in the Receptance Method: Physical Modifications 131
weighting parameters βi and γi act on the coefficient of variation of the real and imaginary





where, again, ρi ∈ R+ are constants that weight the relative importance of each pole with
respect to one another.
7.5.2 Optimisation Procedures
The new probabilistic-based robustness metric allows one to perform optimal eigenstructure
assignment in a manner that is almost identical to that of the previous chapter. Indeed,
the principles of the optimisation technique and the optimisation variables themselves remain
unchanged. Therefore, a brief review of the optimisation strategies is given here and adapted
slightly for the new robustness metric, or objective function. More complete details may be
found in §6.5.
Single-Input Systems
The only optimisation variables in the single-input system are the positions of the closed-loop
poles in the complex plane. Therefore, the optimisation is defined as:
Optimisation 1 (Single-Input): Minimise the total robustness metric in Eq. 7.40
subject to placing the closed-loop poles within enclosed rectangular regions.
Multiple-Input Systems
In addition to the closed-loop poles, the αi vectors are also optimisation variables and thus, as
before, the optimisation strategies are:
Optimisation 2 (Multiple-Input): Minimise the total robustness metric in Eq. 7.40
by assigning the closed-loop poles at fixed locations in the complex plane and optimally
choosing the αi vectors subject to a set of gain constraints.
Optimisation 3 (Multiple-Input): Minimise the total robustness metric in Eq. 7.40
by assigning the closed-loop poles within rectangular regions and optimally choosing the
αi vectors subject to gain constraints.
Throughout this work, the gain constraints are the same as those used in the previous
chapter and thus are given by
w||ΛF||F + ||ΛG||F ≤ cmax. (7.41)
Likewise, the pole constraints are
µi ∈ [Re(µi),Re(µi)] + [Im(µi), Im(µi)]i, i = 1, 2, . . . , l. (7.42)
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Optimisation Method
In both the single-input and multiple-input systems, the geometrical form of the optimisation
cannot be inferred and therefore it is best to assume that the objective function is: (i) non-
convex, and (ii) contains a potentially large number of stationary points. Therefore, it is most
suitable to use a global optimisation approach and thus the Differential Evolution algorithm is
again used throughout all examples. More details on this algorithm are given in Appendix A.
7.6 Numerical Examples
The techniques developed above are now tested on the reference mass-spring-damper system
given in Chapter 6. That is, the system with matrices given by
M =
2 0 00 1 0
0 0 3
 , C = 0.5
1 0 00 1 −1
0 −1 1
 , K =
 6 −2 −1−2 4 −2
−1 −2 3
 ,
and corresponding open-loop poles as given in Table 7.1.
Table 7.1: Open-loop poles.
Pole Value
λ1,2 -0.0166 ± 0.5516i
λ3,4 -0.1890 ± 1.6044i
λ5,6 -0.2528 ± 2.2289i
7.6.1 One Random Parameter
The first three examples consider a single random parameter. More specifically, the collocated
stiffness belonging to the 2 kg mass is treated as uncertain. Now, the stiffness matrix is written
as
K =




k ∼ N (6, 0.42).
Following the procedure given in §7.2, the dynamic stiffness modification corresponding to the
variable stiffness is
∆Zr(s, k̃) =




k̃ ∼ N (0, 2 ∗ 0.42).
Note again that the random variable θ̃ is used to account for the uncertainty in the random
stiffness and the uncertainty in the outcome of the random parameter in the measured dynamic
stiffness matrix.
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Throughout these examples, the measured dynamic stiffness matrix is taken as
Hm(s) =
2s
2 + 0.5s+ 6.2 −2 −1
−2 s2 + 0.5s+ 4 −0.5s− 2




It is important to emphasise here that, in this example, one is able to see the outcome of
the random stiffness (6.2 N/m). In practice, however, this is not the case and the outcome is
unknown.
Case 1: Single-Input, Single Pole Pair Priority





As per optimisation one, the optimisation variables are the closed-loop poles. Therefore, one
must define the rectangular constraints in the complex plane. However, before performing
optimal pole placement, it is first necessary to introduce a reference pole placement. This
is used to quantitatively assess the results of the optimisation. Here, the reference poles are








Table 7.2: Reference closed-loop poles.
Pole Value
λ1,2 -0.2 ± 0.8i
λ3,4 -0.5 ± 2i
λ5,6 -1 ± 2.5i






This metric considers only the real part variation of the first pole pair and is representative of
the type that would be used in applications where the stability of the system is most crucial.
Using a third order polynomial chaos expansion, constructed using 40 Latin hypercube samples
between ±3 standard deviations of the random stiffness, the initial robustness metric for the
reference case is computed as 0.0423.
Suppose now that the poles are to be re-placed in the rectangular regions specified by
µ1,2 = [−0.5,−0.2]± [0.6, 1]i,
µ3,4 = [−0.7,−0.3]± [1.7, 2.3]i,
µ5,6 = [−1.2,−0.8]± [2.2, 2.8]i.
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After optimisation, again using the Differential Evolution algorithm, the poles are assigned to
the points
µ1,2 = −0.2± 1i,
µ3,4 = −0.7± 1.7i,
µ5,6 = −1.2± 2.259i,








This reduces the robustness metric to 0.0090 (a reduction of 79%). Figure 7.1 shows the
variation of the poles in the reference and optimised cases. As shown, the optimised poles have
a lower spread in the real part of the first pole pair, as was desired. However, this is notably at
the expense of the variation of the second and third pole pairs. This is because the robustness
metric did not consider their variation and therefore the optimisation result was independent
of their spread.
Figure 7.1: Optimisation 1.
An interesting point to consider is the new, optimised shape of the first pole pair. This is
emphasised in Fig. 7.2, which shows a zoomed in view of this pole. As shown, the variation of
the pole in the real axis direction is curved and is thus highly nonlinear. Therefore, in order
to accurately estimate the total robustness metric correctly, one must choose a suitable order
polynomial chaos expansion. Indeed, a sensitivity-based approach would be unlikely to give an
accurate estimate of the pole variability.
As previously mentioned, it was decided to use a third order expansion throughout the
optimisation. This was found to give a good performance in estimating the variability of the
poles, without risking the problems associated with overfitting. Figure 7.3 shows a graph of the
PC expansion fitting in the real part of the optimised, first pole pair. As shown, there is an
excellent agreement between the sampled data and the fitted expansion and thus the estimate
of the total robustness metric is likely to be accurate.
The results of this optimisation were verified using an independent Monte Carlo simulation.
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Figure 7.2: Optimisation 1 (Zoomed-in on the first pole).








Figure 7.3: PC expansion fitting of the real part pole variation.
136 Chapter 7. Uncertainty in the Receptance Method: Physical Modifications
100,000 samples of the random stiffness were taken and the resulting closed-loop poles were
obtained. The expectation and variance of the first pole pair were then used to compute the
total robustness metric. In this case, the metric computed by MCS was 0.0091. This is an error
of approximately 1% and therefore one can conclude a high degree of accuracy in the method.
Case 2: Single-Input, Multiple Pole Pair Priority
In the previous optimisation, the objective function was chosen to be the coefficient of variation
of the real part of the first pole pair. Consequently, the variation of the other poles was not
included and the final result led to a worse variation in these poles compared to the reference
condition. Here, an adjustment to the optimisation is considered.














Now, the real part variation of the other pole pairs is included and thus the optimisation will
attempt to ensure that they do not become disproportionately large. Note, however, that the
first pole pair is scaled be a factor of four and is therefore still considered to be more important.
Using the same optimisation procedure as before, the optimum poles are found to be
µ1,2 = −0.2± 1i,
µ3,4 = −0.5± 2.3i,
µ5,6 = −1.2± 2.8i.








This reduces the objective function from 0.24 to 0.071 (a reduction of 70%).
Figure 7.4 shows the variation of the poles in the reference case, the previous optimisation
(example 1), and the current optimisation. As shown, the variation of the second and third pole
pairs in the real direction is significantly lower than the reference case and that of optimisation
one. Thus, one can conclude that the weighting constants serve well to incorporate the variation
of the other poles. It is to be noted that the new coefficient of variation of the real part of the
first pole pair, which is 0.0162, is larger than the previous optimisation. However, this is to be
expected as the optimisation must also balance the variation of the other poles too.
As before, the results obtained above were verified using an independent MCS. Using 100,000
samples, the total robustness metric was computed as 0.071, which matches the value obtained
by the PC expansion method.
Case 3: Multiple-Input, Multiple Pole Pair Priority
Here, the case of multiple inputs is considered. Now, the force distribution matrix is selected
as
B =
1 0 00 1 0
0 0 1
 .
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Figure 7.4: Optimisation 2.
This allows the eigenvectors, or more specifically the αi vectors, to be optimised in addition
to the closed-loop poles. As is necessary in multiple input optimisations, gains constraints are
used and are given by
3||F||F + ||G||F ≤ 7.
Performing the optimisation again with the additional optimisation parameters, the new
closed-loop poles are found to be
µ1,2 = −0.2± 0.618i,
µ3,4 = −0.3± 1.7i,
µ5,6 = −0.8± 2.2i.
This reduces the total robustness to 0.0223, an improvement on the previous optimisation. The




 , α3,4 =
 14.7806∓ 7.4121i
−8.5607∓ 1.0915i




The control gains in this case are
F =
−0.5340 −0.1769 0.34020.0324 −1.1252 −0.1000
0.1533 −0.1392 −0.8735
 , G =
 0.6412 0.5414 0.0221−1.3752 −1.1013 −0.0327
0.7529 0.3345 −0.2225
 ,
and the corresponding right eigenvectors of the optimised system are
w1,2 =
 0.9392∓ 5.5346i0.4895∓ 9.2064i
2.0818∓ 11.7375i
 , w3,4 =
−0.5038± 8.2132i4.5275∓ 3.6418i
−0.5081∓ 2.9882i
 , w5,6 =
 0.0317∓ 0.0261i−0.6656∓ 0.0590i
0.0937∓ 0.0026i
 .
Figure 7.5 shows the newly optimised pole spreads. As shown, the additional inputs are
able to significantly reduce the variation of the real part of the poles. However, one can observe
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that the imaginary part variation of the poles has increased. In practice, it would be necessary
to also include a term to ensure that these terms do not become exceptionally large. This
is especially true in aeroservoelastic systems where the separation of the modes, in terms of
frequency, is also essential.
Figure 7.5: Optimisation 3
The results of the optimisation were again verified using MCS. It was found that the total
robustness metric matched to two significant figures and therefore it can be deduced that the
PC expansions perform well in estimating the mean and variance of the real part of the poles.
Interestingly, substituting the poles into the gains constraints gives that
3||F||F + ||G||F = 6.9.
This suggests that, as in Chapter 6, the controller is at the limit of its performance and thus
the optimisation is trying to utilise the full control authority that is available to minimise the
robustness metric.
7.6.2 Multiple Random Parameters
Finally, the case of multiple random parameters is considered. Now, the stiffness matrix is now
written as
K =
k1 + k2 + 1 −k2 −1−k2 k2 + k3 −k3
−1 −k3 k3 + 1

where
k1 ∼ N (3, 0.32), k2 ∼ N (2, 0.22), k3 ∼ N (2, 0.22)
This means that the new structural modification matrix becomes
∆Zr(s, k̃1, k̃2, k̃3) =




m̃1 ∼ N (0, 2 ∗ 0.32), m̃2 ∼ N (0, 2 ∗ 0.22), m̃3 ∼ N (0, 2 ∗ 0.22)
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Let a reference eigenstructure assignment be defined as that which places the poles at the
points defined in Table 7.2 and has αk,i = 1∀k, i. Supposing that the same metric as given
example 2 is used, the initial value of the objective function in the reference case is 0.69.
Now, the eigenstructure assignment can be optimised. Suppose that the poles are to be
placed within the same rectangular regions specified in examples 1 to 3. Also, suppose that the
control gains are restricted by the constraint given in example 3.
Using the same optimisation procedure, but now with the added uncertain parameters, the
optimum poles are found to be
µ1,2 = −0.2± 0.751i
µ3,4 = −0.3± 1.7i
µ5,6 = −0.338± 2.2i




 , α3,4 =
 1−0.0100
0.0065∓ 0.0076i




The control gains in this case are
F =
−0.5809 0.8260 −0.2556−0.0922 −1.1828 −0.1635
0.2250 −0.0300 −0.8283
 , G =
−0.2182 0.4082 −0.0987−0.6138 −0.7869 −0.2171
0.4386 −0.5194 −0.2672

and the corresponding right eigenvectors of the optimised system are
w1,2 =
 −2.2695± 4.9367i−3.2188± 7.1486i
−4.8787± 11.1032i
 , w3,4 =
−0.3473± 0.6418i−0.2125± 0.4571i
0.0941± 0.3132i




This reduces the objective function to 0.111 (an 84% reduction from the reference case). Figure
7.6 shows the variation of the poles before and after optimisation. As shown, the real part
variation in each cluster has been minimised and thus the desired action of the optimisation
has been achieved.
To verify the results, MCS was performed to estimate the total robustness metric. Using
100,000 samples, the metric was calculated as 0.102. This lies close to the value predicted by
the PC expansion (a 7% error) and therefore one can conclude that: (i) a good number of
samples (1000) were used to estimate the parameters of the PC expansion, and (ii) the order
of the expansion is sufficient to estimate the variability of the real part of the poles.
Substituting the optimum control gains into the gain constraint gives 6.8. Again, the con-
troller effort lies very close to the maximum allowable value.
7.7 Experimental Limitations
As shown in the previous section, the coefficients of the polynomial chaos expansion are found
by sampling the random auxiliary vector and its corresponding closed-loop poles. In numerical
settings, the random poles can be found in a straightforward manner. The mass, stiffness or
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Figure 7.6: Optimisation 4
damping modification can be added to the nominal system matrices and the eigenvalues then
computed through standard numerical schemes. For example, in MATLAB, it is possible to
use the polyeig function directly on the system matrices. However, in experimental settings,
this is not possible since the system matrices are not directly available. In such cases, it is then
necessary to solve the stochastic structural modification equation using only receptance data.
Consider again the stochastic structural modification equation, which is repeated below
det
(





The independent variable that is to be solved is s, which in general has l solutions. Each
solution s = µi must satisfy
det
(





= 0, µi = 1, 2, . . . , l. (7.44)
In Chapter 6, a form similar to this was solved to visualise the pole spreads3 This was done
by taking the left-hand side of equation 7.44 and separating it into its constituent real and
imaginary parts. The uncertain pole solution µi was then found by determining the values of
s for which the determinant is zero both in the real and imaginary part. This process was
then repeated for every pole. Whilst this method works well in principle, it does have several
restrictions. Firstly, numerical methods often require the user to input initial search locations.
Thus, for the uncertain pole problem, one must give an initial value in the complex plane about
which the numerical method will search. The main issue with this is that there is no guarantee
that the correct solution will be found. Indeed, the numerical solver may tend towards a
‘dominant solution’ due to the local behaviour of the objective function4. Additionally, there
may be issues related to ill-conditioning and the physicality of the solution. These are discussed
in the following subsections.
3It is to be noted again that the method itself, however, does not require this.
4This behaviour was observed in the experimental case study of Chapter 6.
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7.7.1 Ill-conditioning



































The term d(s, v) describes the characteristic equation of the open-loop system. Thus,
d(s, v) = 0, ∀s ∈ λ. (7.49)
where λ is the set of open-loop poles.
Suppose that one of the pole solutions is given by µ = λ. The left-hand side of the charac-





















NR(λ, v) = NH(λ, v)BCS−→F , (7.52)
it is easily shown that
1
0
det (NH(λ, v)) det
(





As shown in [117],
rank(NH(λ, v)) = 1. (7.54)
Thus, due to rank deficiency,
det (NH(λ, v)) = 0, if n > 1. (7.55)
This means that the determinant equation reduces to an indeterminate form (0/0).
Whilst the form is indeterminate at the open-loop poles, the problem may be present at
other pole solutions. In regions close to this, i.e. µi = λi + εi, the limited precision of the
computer may yield erroneous estimates of the random poles due to ill-conditioning. This
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should be investigated and quantified in further work.
7.7.2 Solution Physicality
There is also an issue related to the physicality of the solution. At present, the method re-
quires the collection of two forms of data: pure receptance data and the input-output transfer
function matrix. As shown previously, these terms must both be constructed by RTF fitting
and require that one is able to measure the open-loop poles. In practice, these two fittings are
done independently and hence the open-loop poles will be slightly different due to measurement
errors and other such sources. This is contrary to theory, which states that the open-loop poles
should match identically. Of course, one may argue that the open-loop poles of the fitting may
be adjusted post RTF so that they match. However, doing so will sacrifice the goodness of the
fitting and hence increase errors associated fitting parameters.
7.8 Summary
This chapter considers the development of a receptance-based optimum eigenstructure assign-
ment technique. Alike Chapter 6, uncertainty in the Receptance Method is considered. How-
ever, the uncertainty arising from variability between nominal systems is described instead.
Using polynomial chaos expansions, the coefficient of variation of the real and imaginary part
of each pole is collected and used to construct a robustness metric. This metric is then optimised
by assignment of the closed-loop poles, eigenvectors, or a combination thereof.
The proposed technique has been tested numerically on a simple mass-spring-damper, three-
degree-of-freedom system. It is shown how the desired eigenstructure assignment significantly
affects the spread of the poles and thus optimal placement of the poles and eigenvectors forms
an important aspect of controller design. Additionally, it shown that the method is able to
capture the nonlinear mapping between the random parameters and the resulting closed-loop
poles. Thus, the method is capable of global optimisation and does not suffer from the issues
associated with using sensitivities.
At present, experimental applications of this technique are limited by computational issues
that arise when solving the stochastic determinant equation. Firstly, numerical schemes are
inappropriate to use when the closed-loop poles lie close to the open-loop values. This is due
to the ill-conditioning of the input-output transfer function matrices at these points. Secondly,
symbolic methods rely upon cancellation of numerator and denominator terms in the determi-
nant equation. This is usually impossible to achieve due to the limit precision of the computer.





In Chapters 6 and 7, the problem of uncertainty in the Receptance Method was addressed
and considered from two perspectives. Firstly, uncertainties arising from rational transfer func-
tion fitting of frequency response function data. Secondly, uncertainties arising from physical
sources, such as manufacturing tolerances, damage and degradation. In both cases, the un-
certainties were shown to propagate to the open- and closed-loop poles, thus causing variable
natural frequencies, damping ratios and mode shapes. The effect of uncertainty in the poles
was visualised in the complex plane as pole clustering. This is where the poles are distributed
in clusters that are centred on nominal points that correspond to the eigenvalues of the de-
terministic system. The variability in the pole clusters was quantified in two ways: (i) using
sensitivities to evaluate the worst-case deviation from the nominal points, and (ii) using a poly-
nomial chaos expansion to determine the variance of the cluster in the direction of both the
real and imaginary axes.
Although allowing one to assess the variability of the system’s dynamic response, uncertainty
quantification of the poles does not, explicitly, predict the variability of important aeroelastic
variables, such as the flutter speed. However, in practice, it is the variability of the flutter
speed that would likely be required in industry if uncertainty quantification techniques were to
become widely used. Therefore, the earlier developed techniques need to be modified to address
this problem. This is the subject of the present chapter.
In this work, the problem of uncertainty quantification in aeroservoelastic systems is re-
formulated. Alike before, the developed methods use receptance data, thus preserving the
model-free superiority of such approaches. However, by contrast, the uncertainty is quantified
by evaluating the likelihood of flutter arising at or below a given reference speed, which is
chosen. The uncertainty is modelled as a stochastic structural modification, as in Chapter 7,
and the characteristic equation of the modified system is obtained and expressed in terms of
the uncertain parameters. When the modification matrix is rank-one and arises from a single
mechanical element, a graphical method can be used to determine the parameter solutions that
cause marginally stable modifications. These solutions are then used to define parameter inter-
vals that correspond to stable and unstable modifications. The probability of flutter can then
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be evaluated by integrating the probability density function of the uncertain parameter over
the unstable regions. When the modification arises from more than one mechanical element, an
alternative technique must be used since, in general, the modification matrix has a rank greater
than one and hence the Sherman-Morrison formula cannot be used. This alternative technique
projects the characteristic equation into the space of the uncertain parameters. A first-order
reliability method is then used to estimate the probability of flutter.
The developed techniques are useful in that they have the potential to permit quantitative
risk assessment (QRA) to be performed in real-time decision-making safety systems in future
aircraft. Furthermore, they provide, for the first time, an experimental framework on which to
perform uncertainty quantification in aeroservoelastic systems using receptance data. This is
done without the need for a very large data set, as would be required for conventional techniques
such as Monte Carlo simulation.
The remainder of this chapter is structured as follows. Firstly, the equations of motion
describing the aeroservoelastic system with a stochastic structural modification are described
and the problem of uncertainty quantification is formulated. Following this, a graphical solution
method is illustrated for systems with a single-element, rank-one modification. Next, the theory
describing the more general case of multiple-element, multiple-rank modifications is considered
and a solution strategy based on the projection method is described. Finally, the techniques
are tested on the reference numerical model before then being applied experimentally in the
form of two case studies.
8.2 Problem Formulation
Consider again the frequency-domain equation of motion of the closed-loop aeroservoelastic
system, which is expressed in matrix form as










y(s) = 0. (8.2)
For simplicity, the open-loop dynamic stiffness matrix and the control modification term are
joined together as a single, effective dynamic stiffness, so that
Ž(s, v)y(s) = 0, (8.3)
where





In this way, the analysis presented hereinafter is universal for both open-loop and closed-loop
systems.
As in Chapter 7, the dynamic stiffness matrix is considered uncertain and is dependent on
a vector θ ∈ Rp of p random variables. Therefore, Eq. 8.3 is written as
Ž(s, v,θ)y(s) = 0. (8.5)
Using the same procedure as in §7.2, the effect of the uncertainty may be considered as a
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stochastic structural modification to a measured receptance matrix, so that
(
I + Ȟm(s, v)∆Zr(s,θ)
)
y(s) = 0, (8.6)
where
Ȟm(s, v) = Ž(s, v, θ̂)
−1. (8.7)
As before, θ̂ is the sample vector belonging to the random parameters in the measured sys-
tem and it is assumed again here that this term is immeasurable. However, for the sake of
simplicity and without loss of generality, the analysis continues using the vector of random
parameters θ rather than the modified vector accounting for uncertainty in the sample vector1.




I + Ȟm(s, v)∆Zr(s,θ)
)
= 0. (8.8)
Suppose that the receptance matrix belonging to a single aeroservoelastic system is measured
at some chosen reference freestream speed vref . Also, suppose that the system is initially
stable at this reference speed; that is, all poles lie in the left hand side of the complex plane.
The aim of this work is to consider whether it is possible for some modification, contained
in ∆Zr(s,θ), to render the system unstable and hence enter flutter at vref . Moreover, if the
probability distribution of the random vector is known, to evaluate the probability of such an
event occurring.
In the following sections, the analysis is broken down into two situations. First, the case of
a single-parameter modification is considered for simple situations where the structural mod-
ification matrix is rank-one. Following this, the more general case of a multiple-parameter,
multiple-rank modification is considered.
8.3 Single-Element, Rank-One Modifications
First, the case of a single-element (p = 1), rank-one modification is considered. Let the struc-
tural modification term ∆Zr(s, θ) be expressed in the form
∆Zr(s, θ) = zr(s, θ)ee
T , (8.9)
where zr(s, θ) ∈ C is the scalar dynamic stiffness of the modification element, and e ∈ Rn is a
vector with unit entries corresponding to the coordinates of the modification [99]. The scalar
dynamic stiffness term may be written as
zr(s, θ) = θg(s), (8.10)
where g(s) is some function of the complex Laplace variable. For example, a damper modifica-
tion is written as
zr(s, c) = c× s, (8.11)








1One may account for this uncertainty using the same procedure given in Chapter 7
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or equivalently, by definition of Eq. 8.10,
det
(






















Ž(s, vref , θ̂)
) (














Ȟm(s, vref)Ž(s, vref , θ̂)
)
= det (I) = 1, (8.16)
the characteristic equation is simplified to
1 + θg(s)eT Ȟm(s, vref)e = 0. (8.17)
Eq. 8.17 represents the characteristic equation of the system with a stochastic structural mod-
ification. The form given is advantageous as it is expressed, linearly, in terms of the random
mechanical element. This simplification allows the analysis of flutter speed uncertainty to be
performed in a straightforward manner.
8.3.1 Marginally Stable Modifications
Consider the case where the modification causes the flutter speed v∗ to be at the reference
speed vref . By definition of the flutter speed, one or more poles lie precisely on the imaginary
axis and thus there is an eigenvalue solution s = iω∗ that satisfies
1 + θg(iω∗)eT Ȟm(iω
∗, vref)e = 0, (8.18)
where ω∗ is the flutter frequency. By rearranging, the modification parameter that causes one
or more marginally stable poles is
θ = − 1
g(iω∗)eT Ȟm(iω∗, vref)e
. (8.19)
Eq. 8.19 is unsolvable on initial inspection due to the unknown flutter frequency ω∗. How-
ever, this may be resolved by considering the physicality of the parameter solutions. By def-
inition, each random parameter is real. Therefore, since receptances are generally complex,
it must be enforced that only values of ω∗ that yield a real solution are valid. That is, the







8.3.2 Probability of Flutter
The solutions to Eq. 8.19 correspond to the parameters that cause the flutter speed to lie
exactly at vref . On its own, this does not give the set of parameters that lead to flutter since it
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may be the case that v∗ < vref and hence flutter is still observed at vref . Despite this, however,
one may use these solutions in order to determine all flutter yielding parameters solutions (i.e.
v∗ ≤ vref).
Let the solutions to Eq. 8.19 be denoted θ∗1 , θ
∗






2 < · · · < θ∗m and
m ≥ 1 is the total number of solutions. These solutions divide the real numbers into intervals
given by
(−∞, θ∗1 ], [θ∗1 , θ∗2 ], [θ∗2 , θ∗3 ], . . . , [θ∗m−1, θ∗m], [θ∗m,∞). (8.21)





j+1], 0 < j < m,
(−∞, θ∗1 ], j = 0,
[θ∗m,∞), j = m.
(8.22)







P1 ≡ PZP0 P2 P3
Figure 8.1: Single-element, rank-one parameter intervals. (Green = stable modifications, red
= unstable modifications)
Let the interval that contains 0 be denoted PZ . Since this interval corresponds to the
unmodified system, which is stable, all parameters in PZ lead to a stable modification and
hence no flutter. Since the boundaries of the interval PZ correspond to solutions that yield
marginally stable modifications, one can conclude that the neighbouring intervals yield unstable
modifications. In other words, PZ±1 are intervals that correspond to flutter. Extending this
further leads to the conclusion that:
1. . . . ,PZ−2,PZ ,PZ+2,. . . are intervals that give stable modifications and hence no flutter.
2. . . . ,PZ−1,PZ+1,. . . are intervals that give unstable modifications and hence exhibit flutter.
In other words, the regions alternate consecutively between stable and unstable modifications.
Defining the above intervals allows the probability of flutter at vref to be found. Let the
probability density function of the random parameter be denoted f(θ). Using the above, the
probability of flutter is given by








In the above analysis, it is assumed that the parameter solutions θ∗1 , θ
∗
2 , . . . , θ
∗
m all have
multiplicity one. However, if the multiplicity of any of the solutions is greater than one, this
means that the stable-unstable switching behaviour discussed above may not necessarily hold
true. For example, a solution with a multiplicity of two will have connecting intervals that are
both stable or both unstable and thus this affects the integration region in Eq. 8.23. However,
such situations are not considered in the remainder of this work.
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8.4 Multiple-Element, Multiple-Rank Modifications
Next, the more general case of a multiple-element, multiple-rank modification is considered.
Unlike before, one cannot employ a simplistic linear analysis since the modification matrix
cannot be expressed in the form given in Eq. 8.9. Therefore, an alternative approach is
considered.
In the proceeding sections, the multiple-element modification analysis is broken down into
two situations. The first considers modifications that are simple mechanical elements, i.e. mass,
stiffness and damping modifications. These modifications are simple to analyse since they
are linear with respect to the random parameter. Furthermore, the effect of each parameter,
considered alone, is a rank-one modification to the measured receptance matrix. The second
case considers more complex modifications where the modifications are nonlinear with respect to
the random parameter and each parameter, again considered alone, is not necessarily rank-one.
Case 1: Modifications that are linear in the random parameters
Suppose that the structural modification term ∆Zr(s,θ) is comprised of p random variables,
which are mass, stiffness and damping parameters. In general, the modification is rank-m
(1 ≤ m ≤ n), where n is the number of degrees-of-freedom of the system. However, it may be














the receptance matrix corresponding to the system with a stochastic structural modification is
Ĥ(s, vref ,θ) =
(














Using the Sherman-Morrison formula [145]

















p ep = 0. (8.28)
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and
Ž(s, vref , θ̂)
−1 = Ȟm(s, vref), (8.32)
the Sherman-Morrison formula can be used in an iterative manner to find the characteristic
equation of the modified system in terms of the random modification parameters and the
receptances of the measured system.










θi1θi2fi1,i2(s, v) + · · · = 0, (8.33)
where fij (s, v) are functions of the elements in the measured receptance matrix.
Case 2: Modifications that are nonlinear in the random parameters
In the above analysis it has been assumed that: (i) the modification matrix is linear in each
parameter, so that zr(s, θi) = θigi(s); and (ii) the modification corresponding to each parameter
can be expressed in rank-one form. These assumptions are valid for simple cases such as mass,
stiffness or damping modifications. However, they are not necessarily true for more complex
situations such as beam length modifications. Here, a more generalised analysis is given.









where zrij (s,θ) is the ij
th element of the modification matrix and ui and vj are vectors with
unit entries corresponding to the i and j positions of the element in the modification matrix,
respectively. Alike case one, the dynamic stiffness matrix of each element can be separated as
zrij (s,θ) = lij(θ)gij(s), (8.35)
noting now the use of the nonlinear function lij(θ) of the random parameters. Using Eq. 8.35









and therefore the matrix is expressed as the sum of rank-one modifications using the dyadic
product uiv
T
j . One can now continue, as before, using the Sherman-Morrison formula in an















li1j1(θ)li2j2(θ)fi1,j1,i2,j2(s, v)+· · · = 0, (8.37)
where fij (s, v) are again functions of the elements in the measured receptance matrix. One can
see the equivalence between the characteristic equations in case one and two. They both lead
to a similar form, except that the random parameters arise in nonlinear combinations in the
second case, as one would expect.
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8.4.1 Marginally Stable Modifications
For the sake of simplicity, the analysis presented hereinafter concentrates on modifications that
are linear in the random parameters (i.e. case 1). However, it is to be noted that the analysis
for the other case follows the same process and the results ultimately lead to a very similar
form.
Consider again the characteristic equation of the modified system. At the flutter speed,
v∗ = vref , one or more poles lie on the imaginary axis and thus the characteristic equation must
satisfy
L(θ1, θ2, . . . , θp, ω










∗, vref) + · · · = 0,
(8.38)
where ω∗ is the, initially unknown, flutter frequency. This form of the characteristic equa-
tion is referred to as the non-standardised limit-state function hereinafter and is geometrically
equivalent to a hypersurface in the θ1, θ2, . . . , θp, ω
∗ space at each reference speed.
Up until this point, the probability distributions of each random variable, and hence the joint
distribution of all variables, have been treated as arbitrary. However, to make the technique
universal, it is now necessary to manipulate the random variables into a standardised form. Let




































Φ(θ̂p)|θp−1, . . . , θ1)
)
 , (8.40)
where θ̂i is the standardised random parameter of θi; Φ and Φ
−1 is the forward and inverse unit
variance, zero mean Gaussian cumulative distribution function; and Fp|p−1,...,1 and F
−1
p|p−1,...,1
are the forward and inverse cumulative distribution functions of the conditional random variable
θp|θp−1, . . . , θ1. This transformation is known as the Rosenblatt transform [81] and serves to
standardise the random parameters so that they are each independent Gaussian with a zero
mean and unit variance. Using Eq. 8.40 in Eq. 8.38 allows the limit-state function to be
expressed in terms of the standardised variables and is hence referred to as the ‘standardised
limit-state function’, i.e. L(θ̂1, θ̂2, . . . , θ̂p, ω
∗, vref).
The standardised limit-state function gives the combinations of random parameters, at each
frequency ω∗, that cause the system to become marginally stable at vref . As in the case of single-
rank modifications, the receptances are generally complex and therefore the parameter solutions
according to the limit-state function are also complex. Therefore, for physically meaningful
solutions, one must enforce the constraint that the modification parameters are real.
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8.4.2 Probability of Flutter
Let the standardised limit-state function L(θ̂1, θ̂2, . . . , θ̂p, ω
∗, vref) be projected into the θ̂1,θ̂2,...,θ̂p
space and the resulting curve be denoted the projected, standardised limit-state function
L̄(θ̂1, θ̂2, . . . , θ̂p). The projection creates a boundary in the standardised parameter space that
divides it into two regions. The region encompassing the origin is denoted S and the other
region is denoted U. Region S corresponds to parameter modifications, in the standardised
space, that keep the system stable. Region U, on the other hand, corresponds to parameter so-
lutions that render the system unstable and hence enter flutter. The above points are illustrated
diagrammatically in Fig. 8.2 for the case of two random parameters.
Figure 8.2: Illustration of the limit-state function for two random parameters.
The probability of flutter is found simply by integrating the joint probability density function
of the standardised random parameters over the region U. Written mathematically,





f(θ̂1, θ̂2, . . . , θ̂p)dθ̂1dθ̂2 . . . dθ̂p, (8.41)
where f(θ̂1, θ̂2, . . . , θ̂p) is the joint distribution of the standardised random parameters, which
corresponds to a p-multivariate, zero mean, unit variance Gaussian distribution.
8.4.3 First-Order Reliability Method Estimation
In practice, evaluating the probability of flutter directly from Eq. 8.41 is cumbersome. Firstly,
the boundary of the region U may be complex and may not lend itself well to analytical methods.
Secondly, a large number of modification parameters in the limit-state function may lead to
large computational times if conventional numerical methods, such as Monte-Carlo simulation
(MCS), are used. Therefore, in this work, an alternative method is applied; the probability of
flutter is estimated using a first-order reliability method.














2 + · · ·+ θ̂2p. (8.42)
By definition, the tangent to the projected limit-state function at the MPP is perpendicular
to the line connecting the MPP to the origin. If the projected limit-state function is well
approximated by the tangent, i.e. the function is approximately linear in the standardised
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parameters, then the probability of flutter can be approximated by
P (v∗ ≤ vref) ≈ 1− Φ(R∗), (8.43)
where Φ is again the cumulative distribution function of the zero mean, unit variance Gaussian;
and R∗ is the Euclidean distance of between the origin and the MPP.
The first-order reliability method provides a quick and efficient method to estimate the
probability of flutter at the reference speed. However, it is important to point out two limiting
factors. Firstly, it is usually necessary to obtain the most probable point using optimisation
techniques and thus there is a computational cost associated with this. Secondly, there is no
general assurance that the projected limit-state function is well approximated by the tangent
at the MPP. Indeed, if the curve is highly nonlinear, the technique may over- or underestimate
the integral in Eq. 8.41 thus yielding an erroneous estimate of the probability of flutter. It is
noted in passing here that second- or higher-order reliability methods [93] may be suitable in
such cases. This is left as an area of future work.
8.5 Numerical Examples
In this section, the techniques developed above are tested on the reference numerical aeroser-
voelastic model. The case of no controller is considered; that is, the control gains F and G are
set to zero and the flutter speed is taken as the open-loop value, which is 11.3 m/s. Throughout
all examples, the probability of flutter is assessed at the freestream speed of 9.6 m/s. This rep-
resents a 15% margin from the nominal value and matches that of the current FAA regulations
[7].
8.5.1 Single-Rank, Single-Element Modification
First, a single-rank, single-element modification is considered. Suppose that the stiffness of the
plunge spring is uncertain. The scalar modification term is written as
zr(s, k̃h) = k̃h,
















Figure 8.3 shows the Bode plot of the receptance h11 at the reference speed vref = 9.6 m/s. In
order to satisfy the zero imaginary part condition of Eq. 8.20, only parameter solutions at ω∗ =
0.000, 1.616, 1.887 Hz are valid. The parameter solutions corresponding to these frequencies,
according to Eq. 8.44, are -2844, -2646 and -641 N/m, respectively. The solution at -641 N/m
is the first stiffness modification value that would cause the system to transition from stable to
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marginally stable. The system is then unstable for modifications between this value and the
modification corresponding to -2646 N/m. Between -2646 and -2844 N/m, the system is again
stable. It is interesting to note that the solution corresponding to -2844 N/m is identically
equal to the plunge stiffness. Of course, this is physically meaningful as removing the spring
completely in the plunge degree-of-freedom would cause the system to become unstable. In real
life applications, one could not have a modification below this final solution and therefore such













Figure 8.3: Bode plot of h11 at 9.6 m/s.
Figure 8.4 shows the root locus of the system as the modification stiffness is changed. The
black line shows the numerically computed poles between stiffness modifications of -2844 and
2844 N/m. The red points correspond to the marginally stable poles predicted by the method.
As shown, the predicted poles identically match the crossing points of the computed poles with
the imaginary axis.






Figure 8.4: Root locus with respect to the modification stiffness.
Figures 8.5 (a) and (b) show the FRFs corresponding to h11 but now with the -641 N/m
and -2646 N/m modifications added. As shown, the peak in the modified FRFs now arises
at the predicted modification frequency in both cases. Furthermore, the peaks indicate that
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(b) -2646 N/m modification.
Figure 8.5: FRF at h11 with modifications added.
To verify the parameter solutions, the modifications were added to the numerical model and
the eigenvalues of the system were computed. Table 8.1 gives the original poles and the poles
at the two feasible parameter solutions. As shown, the real part of one pole pair lies very close
to zero at the modification, thus validating the solutions.
Table 8.1: Poles at each modification.
k̃h (N/m) λ1,2 λ3,4
0 −0.6197± 10.90i −0.8230± 14.01i
-641 −1.4438± 11.28i −0.0010± 11.86i
-2646 −1.4437± 3.7089i −0.0010± 10.16i





Since P2 contains zero, PZ = P2 and therefore the probability of flutter at the reference speed
is given by




where f(k̃h) is the probability density function of the stiffness modification k̃h.
8.5.2 Multiple-Rank, Multiple-Element Modification
Next, a multiple-element, multiple-rank modification is considered. The modification is to the
plunge mass and the pitch stiffness, so that


















Throughout this example, the modification parameters are Gaussian with mean and standard
deviation as given in Table 8.2.
Table 8.2: Random modification parameters.
Parameter Mean Standard Deviation
M̃ 0 3 kg
k̃α 0 1 N m rad
−1
Using the Sherman-Morrison formula iteratively, the characteristic equation of the modified
system is given by
1 + h11(s)M̃hs
2 + h22(s)k̃α + m̃hk̃αs
2 (h11(s)h22(s)− h12(s)h21(s)) = 0.
Therefore, the non-standardised limit-state function is written as
L = 1− h11(iω)M̃hω2 + h22(iω)k̃α − m̃hk̃αω2 (h11(iω)h22(iω)− h12(iω)h21(iω)) .










Therefore, the standardised limit-state function is given by







Var[M̃h]Var[k̃α]M̂hk̂α (h11h22 − h12h21)ω2.
where the receptances h11, h12, h21, h22 are evaluated at s = iω.
Using MATLAB’s fminsearch algorithm, the MPP was found by means of numerical opti-
misation at (1.4783, 0.2392)T from a starting position of (2, 0.4)T in a time of 0.17 seconds on
a standard desktop computer. The corresponding R value at this MPP is 1.49. Therefore, the
probability of flutter is calculated as
P (v∗ ≤ vref) = 1− Φ(1.49) = 0.0681.
Figure 8.6 shows the projection of the limit-state function in the standardised parameter
space. The white point corresponds to the MPP calculated above and, as shown, lies on the
projected limit-state function at the point closest to the origin, as expected. The projected
function has a slight convex curve. However, it is likely well approximated as linear and thus
the first order reliability method is predicted to give a reasonable answer.
The results from the first order reliability method were verified using Monte Carlo simula-
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Figure 8.6: Projected, standardised limit-state function (numerical).
tion. Using 1,000,000 samples, the probability of flutter was calculated numerically as 0.0653.
This is a 4% difference from the first-order method and thus one can conclude that the first
order reliability method gives a good degree of accuracy. An interesting point to consider is
that the MCS result is slightly lower than the value predicted by the first-order method. This
is to be expected since the projected limit state function curves in a direction away from the
origin. Therefore, the unstable region estimated by the tangent at the MPP is larger than its
true value.
8.6 Experimental Case Study
The techniques were also tested and verified on the experimental aeroservoelastic system that is
described in §4.3. All tests were conducted on the open-loop system; that is, with both control
surfaces inactive and set to a zero-deflection angle. The flutter speed of the open-loop system
is 14.0 m/s2. Throughout all the following examples, the modification is taken at a freestream
speed of 12.4 m/s.
8.6.1 Receptance Measurements
The examples that follow utilise FRFs in the wind-off condition (0 m/s) and at the modification
speed (12.4 m/s). Therefore, these were measured experimentally by means of stepped-sine
testing, using an electromechanical shaker. The shaker was connected to the structure at the
location of the front and rear laser sensors using a stinger and a load cell. The stinger was made
of stainless steel and was 1 mm in diameter. This was to minimise the effect of any additional
pitch stiffness added to the system by attachment of the stinger. This setup is shown in Fig.
8.7. An LMS data acquisition setup was used to process the data from the laser sensors and
produce the FRFs. All tests were conducted between frequencies of 2 to 7 Hz. This range
allowed sufficient identification of the two modes in the system.
2This experimental case study was completed before the Covid pandemic. Since then, the experimental
model has been re-setup and consequently the flutter speed does not identically match that stated in Chapter
4.
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Figure 8.7: Experimental setup for stepped-sine testing.
The measured receptances throughout all the following examples are of the form
Hm(s, v) =
(
h11(s, v) h12(s, v)
h21(s, v) h22(s, v)
)
.
8.6.2 Single-Element, Rank-One Modification
First, a single-element, rank-one modification was considered. The modification consisted of the
addition of a 1 kg mass to a bar protruding out from the elastic axis, as shown in Fig. 8.8. The
position of the mass on the bar matches identically the distance between the trailing-edge laser
sensor and the elastic axis. In this way, the modification is collocated with the trailing-edge
laser sensor.
Figure 8.8: Collocated mass modification.
158 Chapter 8. Probabilistic Flutter Speed Uncertainty Quantification
Modification Model

















Using the Sherman-Morrison formula, the receptance matrix corresponding to the modified
system is given by





where ĥ(s) is the receptance of the modified system and h(s) is the original receptance, before
modification.
In order to test the model of the modification, FRFs were collected from the system with and
without the modification, both with no wind (i.e. v = 0 m/s). Figure 8.9 shows these frequency
response functions together with the numerically predicted FRF using the above formula. As
shown, there is a good agreement across the frequencies tested in terms of both amplitude and














Figure 8.9: Measured and predicted modified FRF at a zero freestream speed.
Flutter Speed Prediction
Next, the effect of the modification on the flutter speed was considered. Experimentally, it was
determined that the new flutter speed, with the modification added, was approximately 12.4
m/s.
Consider the FRF corresponding to h22 at a freestream speed of 12.4 m/s, as shown in Fig.
8.10. The aim was to determine the necessary mass modification required to shift the flutter
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For physically meaningful solutions, it is required that the modification parameter is real and
thus only solutions where the phase of h22(iω
∗) is 0 ± nπ are valid. The flutter frequency
solutions, using Fig. 8.10, are therefore given by ω∗ = 2.66 Hz and 3.08 Hz. At 3.08 Hz the
magnitude of the FRF is 2.73×10−3 m/N and so the predicted mass modification is 0.98 kg.
This closely matches the true modification of 1 kg with an error of only 2%. The solution
corresponding to the higher frequency of 2.66 Hz requires a mass modification of approximately
4 kg. However, this was not tested as the large mass would have potentially damaged the pitch













Figure 8.10: Bode plot of h22 at v = 12.4 m/s.
At this point it is important to point out some of the practical limitations of this case study.
Firstly, the electro-mechanical shaker was placed outside of the wind-tunnel and thus had no
impact on the aerodynamics. In real applications on full scale aircraft, one could not do this
and it is suggested that inertial shakers placed inside the wing would have to be used instead.
Secondly, this work has been restricted to subsonic flows that are well approximated as linear.
In practice, one may encounter nonlinear phenomena such as shock waves and flow separation.
However, this is left as an area of future research.
8.6.3 Multiple-Element, Multiple-Rank Modification
Next, a multiple-element, multiple-rank modification was considered. The modification con-
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The parameters kh and kα are the random plunge and pitch stiffness modification parameters,
respectively, and have probability distributions given by
kh ∼ N (2000, 1502),
kα ∼ N (0, 22),
where N (µ, σ2) denotes a Gaussian distribution with mean µ and standard deviation σ.












where h is the plunge degree-of-freedom, α is the pitch degree-of-freedom, and fx is the force
in the x degree-of-freedom. In practice, however, the receptance measurements correspond
to the laser displacement readings. Furthermore, the forces in the receptance measurements
correspond to collocated forces in the coordinate system of the lasers. Therefore, it is necessary
to change the basis of the modification. Assuming small angle deflections, the relationship













where x1 and x2 are the displacement readings from laser sensors one and two, respectively.
Similarly, the force and moment in the plunge and pitch degrees of freedom are related to the













where F1 and F2 are force inputs collocated at laser positions one and two, respectively. There-

































The modification matrix given above may be broken down into a series of rank-one modifica-





T (1 1) +
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36
kα(1 − 1)T (1 − 1),
and therefore, by using the iterative Sherman-Morrison approach, the characteristic equation











Figure 8.11 shows the frequency response functions in the unmodified system at 12.4 m/s.
In order to reduce the impact of noise in the measurements, the FRFs were fitted with rational
transfer functions using SDTools.



















































Figure 8.11: Measured and fitted FRFs at 12.4 m/s.
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Figure 8.12 shows the projected, standardised limit-state function. Between ±3 standard
deviations of the random parameters, the projected function is well approximated as linear and
therefore it is appropriate to use the first-order reliability method to estimate the probability of
flutter. Using the same optimisation procedure as given in the numerical examples, the MPP
is determined as (0.1509,−1.7237, 22.6862)T . This matches that found geometrically in Fig.
8.12. The distance R corresponding to the MPP is 1.73 and thus the probability of flutter is
calculated as 0.0418.
Figure 8.12: Projected, standardised limit-state function (experimental).
It is to be noted that the results presented above cannot be verified experimentally using
Monte-Carlo simulation, as was done in the numerical examples. This is because, for such a
small probability, it would require many thousands of experimental samples to obtain reliable
results and is therefore physically unfeasible. However, since the projected limit-state function
is approximately linear, it is highly likely to yield a good estimate of the flutter probability.
8.7 Summary
This chapter considers the development of an experimental-based uncertainty quantification
technique for aeroservoelastic systems with uncertainty. Unlike previous work, the likelihood
of flutter at a given reference speed is evaluated directly from measured frequency response
function data. Two cases are considered: (i) uncertainty due to rank-one modifications to the
dynamic stiffness matrix, and (ii) uncertainty due to higher-rank modifications. In the first
case, the modification parameters that cause flutter can be found graphically, direct from the
measured FRF data. This allows the probability of flutter to be evaluated simply by integration
of the flutter yielding parameter solutions. In the second case, a projection-based approach is
used where the characteristic equation is mapped to the parameter space, which is standardised
using techniques such as the Rosenblatt transform. The region of instability is then integrated
to find the probability of flutter. Due to several issues with integration of this region, a first-
order reliability approach is used to estimate the probability of flutter and is advantageous due
to its simplicity and low computational effort compared to conventional techniques, such as
MCS.
The developed techniques have been applied both numerically and experimentally. In the
numerical examples, there is a good agreement between the predicted and actual probabilities
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of flutter. The limiting factor in the accuracy of such methods is the degree of nonlinearity
in the projected limit state function, which, if significant, can yield erroneous solutions. The
experimental case studies also showed a good agreement between the true and predicted mod-
ifications required for flutter. However, some areas of future work have been identified so that
this technique can be potentially applied to full-scale aircraft in the future.
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Chapter 9
Conclusions and Future Work
9.1 Conclusions
This thesis explores the development of receptance-based techniques for applications in aeroser-
voelastic systems. The underlying principle of receptance-based techniques is that frequency
response function data, collected by means of standard modal testing, is used to facilitate a
purely experiment-based approach to control and uncertainty quantification. In this way, there
is no need to construct a numerical model of the structure, aerodynamics, or their coupled
interaction. Consequently, issues associated with numerical modelling are avoided.
The first section of the thesis considers receptance-based control techniques. To date, there
have been a small number of applications of receptance-based active flutter suppression. How-
ever, these applications have been all been limited to numerical models or small experimental
systems. This is due to restrictive limitations in the conventional formulation of the Recep-
tance Method, which was originally designed for systems with fixed mass, stiffness and damping
properties. In this research, the Receptance Method is extended to better suit aeroservoelastic
systems. This is done in two ways. Firstly, an optimum eigenstructure assignment technique
is developed, where the closed-loop poles are chosen to maximise the flutter speed. Secondly,
a procedure that allows the poles to be assigned iteratively, using receptance data with a prior
controller active, is developed. The optimum eigenstructure assignment method replaces the
previously-used trial and error approach to AFS and provides a more rigorous framework. The
control iteration method allows receptance data to be collected at speeds above the open-loop
flutter speed, thereby allowing the Receptance Method to be applied at speeds much higher
than previously possible. When used together, both techniques allow the flutter speed to be
increased significantly in the closed-loop. Indeed, it is demonstrated in both the numerical and
experimental case studies that using the Receptance Method at speeds below the open-loop
flutter speed leads to inefficient AFS controllers that do not best utilise the full control effort
available.
Despite avoiding issues related to modelling errors, receptance-based control techniques are
not completely free from uncertainty. As shown in Chapter 5, experimental sources of uncer-
tainty are prevalent and often have a considerable impact on the robustness of the controller
and the closed-loop system. One of the ways in which uncertainty manifests itself is through
so-called pole clustering. This is where the poles of the system are scattered about a set of nom-
inal points in the complex plane. The pole clustering phenomenon leads to uncertain natural
frequencies and random damping ratios. Consequently, in aeroservoelastic systems, the binary
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stability property becomes stochastic and hence the flutter speed becomes non-deterministic.
A review of the literature shows that some attempts have been made to incorporate un-
certainty quantification methods into receptance-based control techniques. However, these
approaches have been largely holistic; usually, they model uncertainty as arbitrary, complex-
valued perturbations and do not account for the physical origins of the uncertainty. In this
thesis, alternative techniques for receptance-based control in the presence of uncertainty are
developed. Each technique is designed for different purposes, depending on the nature of un-
certainty that is present. The first technique is for systems that exhibit uncertainty arising
from erroneous rational transfer function fitting of frequency response function data. Such
uncertainty typically occurs because of poor quality frequency response function data or ill-
behaved fitting algorithms. The second considers uncertainty that arises from physical sources,
such as manufacturing tolerances, damage, degradation, and environmental variation. Both of
these sources of uncertainty are modelled in different ways and each have relative advantages
and disadvantages. In Chapter 6, errors arising from poor RTF fittings are modelled through
a non-probabilistic approach. The uncertain parameters in the RTF are treated as complex-
valued perturbations to a set of nominal values. Sensitivity formulae are then used to estimate
the maximum real and imaginary part variation of each pole. In Chapter 7, errors arising from
physical sources are modelled probabilistically. Uncertain mass, stiffness, and damping proper-
ties are modelled as random variables, with a defined probability distribution, and then lumped
together as a single stochastic structural modification to the set of measured repentance data.
Using a polynomial chaos expansion, surrogate models of the poles spreads are created. This
then allows the mean and variance of the real and imaginary part of each pole to be extracted.
In both of the above-mentioned situations, it has been shown that the set of assigned,
closed-loop eigenvalues and eigenvectors have a direct impact on the spread of the pole clusters.
Moreover, it has been shown that eigenstructure assignment can be performed optimally to
reduce the spread in the real part, imaginary part, or a combination thereof. This principle of
optimum eigenstructure assignment is demonstrated in both Chapters 6 and 7. In cases where
the system is single-input, the closed-loop poles can be assigned so that the size and shape of
the pole clusters are minimised according to some defined robustness metric, which is chosen.
In multiple-input systems, the eigenvectors of the system can be also be assigned and this extra
control effort can be used to further reduce the robustness metric and hence minimise the effect
of uncertainty in the system.
Whilst required to perform optimum eigenstructure assignment, uncertainty quantification
of the system’s poles is unlikely to be used in practice as a metric by which to assess the
robustness of an aeroelastic system. Instead, it is more meaningful to consider the direct
impact of the uncertainty on the stability of the system and to determine the likelihood of
instability arising. Whilst conventional UQ methods aim to find the probabilistic distribution
of the flutter speed, such an approach is impossible in receptance-based methods. This is
because one only has access to information about the system’s poles at the specific speeds at
which the receptance data were collected. Despite this, however, it is still possible to determine
the likelihood of flutter at a given airspeed. In Chapter 8, a new receptance-based flutter
likelihood evaluation technique is presented. Using only measured frequency response function
data, the likelihood of flutter arising due to uncertain physical modifications is quantified.
This is done by projecting the uncertain characteristic equation of the system into the random
parameter space. The resulting curve in the parameter space is named the limit state function
and physically represents the boundary between stable and unstable modification parameters.
The region corresponding to the unstable modifications is then integrated with respect to the
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joint distribution of the random parameters to obtain the probability of flutter at that specific
airspeed. For computational efficiency, a first-order reliability method is used to perform the
integration. However, it is shown that this approach only works well if the projection of the
limit state curve in the parameter space is approximately linear.
Overall, this thesis demonstrates the usefulness of receptance-based techniques in aeroser-
voelastic systems. With further developments, these techniques could be used to facilitate an
experiment-based approach to active control for the purposes of flutter suppression. Addition-
ally, uncertainty quantification could be performed using real world data, without the use of
numerical models. This in turn could lead to new experiment-based quantitative risk assessment
measures for aeroelastic systems with uncertainty.
9.2 Future Work
Despite progress in the field, there remains several open challenges that inhibit the use of
receptance-based techniques in real-world aeroservoelastic systems. Some of these challenges
are summarised below and are suggested as areas of future research:
1. Nonlinearities - The scope of this thesis is limited to linear aeroservoelastic systems.
In practice, the assumption of linearity is restrictive and unlikely to be true. This is
especially the case for highly-flexible aeroservoelastic systems, which are becoming in-
creasingly common. The main impact that nonlinearities have on the methods developed
in this work is that the measured FRF data becomes dependent on the amplitude of the
input and hence so too do the receptance data. In such situations, the methods would
need to be adapted to account for such behaviour. It is suggested that techniques such
as ‘describing functions’ may be useful in such situations [118].
2. Combined uncertainty - In Chapters 6 and 7, two different sources of uncertainty were
considered. In each case, the effects the uncertainties had on the system’s poles were
quantified through different approaches and an optimisation procedure was used to re-
duce their impact. Whilst it was shown possible to reduce the impact of uncertainty in
each case, they were considered independently. In practice, it may be that the optimum
solution corresponding to variability between nominal systems may not match the opti-
mum solution corresponding to errors in rational transfer function fitting. In future work,
it would be interesting to consider a unified approach under which multiple sources of
uncertainty are considered simultaneously.
3. Uncontrollable or inaccessible modes - Both the numerical and experimental exam-
ples presented in this thesis have been based on binary aeroservoelastic systems, which
only have two degrees-of-freedom. In real world systems, there are an infinite number
of modes and hence there is much greater difficulty in the design of the controller. It is
well known that the maximum number of modes that can be controlled is limited by the
number of inputs. Consequently, with a limited number of control surfaces, problems such
as spillover in high frequency modes may occur and render the system unstable. Future
research should consider the effects of spillover in receptance-based methods. Addition-
ally, they should look at approaches to minimise the probability of this happening. It
may be useful, perhaps, to consider the optimum placement of the control surfaces on the
structure.
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4. Dynamic controllers - The controllers used throughout this work have been static. In
other words, the control gains have been fixed and do not vary according the conditions
in which the system operations. Whilst this approach has been shown to increase the
flutter speed, it is possible that such an approach would not be suitable in real world
applications. In cases where aeroelastic systems have a large number of modes in a limited
frequency range, it is possible that the mode that becomes unstable switches, depending
on the action of the controller. In these cases, it may then be necessary to schedule the
controller according to some parameter, such as the freestream speed, dynamic pressure
or Mach number. Receptance-based gain scheduling has been considered in a limited
number of numerical applications. However, it is yet to be demonstrated in a practical
setting due to difficulties imposed by the lack of a numerical model.
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Here, the Differential Evolution optimisation algorithm by Storn and Price [142] is described.
This algorithm is used throughout the thesis in both the numerical and experimental examples.
The first section describes the general principles of the method and how the algorithm is for-
mulated. The second section briefly outlines the implementation that is used and the settings
that are chosen in the optimisation problems presented in this thesis.
A.1 General Principles
The differential evolution (DE) algorithm by Storn and Price is a global optimisation tech-
nique that is based on the principle of stochastic optimisation. By contrast with conventional
techniques, DE does not rely on analytic or computational gradients; instead, it is a heuristic
method that does not require mathematical insights or structures found in the objective func-
tion. For this reason, DE is appropriate for optimisation problems where the objective function
is non-convex or contains a potentially large number of locally minima solutions.
The general idea of the method is as follows. Consider a generic objective function f : Rn −→
R. It is desired to find a vector x∗ for which
f (x∗) ≤ f (y) , ∀y ∈ Rn,y 6= x∗. (A.1)
To do this, a set of NP candidate vectors are first selected as random points in the parameter
space. Each candidate vector is expressed as xi,G, i = 1, 2, NP , where G is the current iteration
of the optimisation.
At each iteration, for each candidate vector a corresponding mutant vector is generated
according to
νi,G+1 = xr1,G + F (xr2,G − xr3,G) , (A.2)
where r1, r2, r3 are unique, randomly selected indices from the set of NP candidate vectors
1; and
F ∈ [0, 2] is named the amplification factor. To increase diversity, a corresponding crossover
vector is then formed as
ui,G+1 =
[
u1i,G+1, u2i,G+1, . . . , u3i,G+1
]T
. (A.3)
For each element uji,G+1, a value rj is chosen randomly from a uniform distribution of [0, 1].
1Note that r1, r2 and r3 cannot correspond to the index of the candidate vector.
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If rj < CR, where CR ∈ [0, 1] is a chosen, fixed value, then uji,G+1 = νji,G+1. Otherwise,
uji,G+1 = xji,G.
Once the crossover vector has been formed for each candidate vector, they are all tested
against the objective function. If f(ui,G+1) ≤ f(xi,G), then xi,G+1 = ui,G+1. Otherwise,
xi,G+1 = xi,G and the candidate vector does not change.
This process is then repeated for each iteration until some stopping condition has been
reached. This can either be a maximum number of iterations or a given percentage difference
between the objective function over a specified number of iterations. Regardless, however, the
optimum vector x∗ is taken as the best performing candidate vector at the final iteration.
The differential evolution algorithm has been shown to give a good performance across
a range of different test cases [142]. However, it is worth stressing again that the method
itself does not guarantee that the global minimum is found. Further details on the specifics of
the method may be found in the original paper by Storn and Price [142]. This also includes
pseudocode, pictorial demonstrations, and benchmark tests.
A.2 Implementation
In the examples that are presented in this thesis, the implementation by Markus Buehren was
used [146]. This version of the DE method is implemented in MATLAB and uses the following
parameters:
F = 0.8, (A.4)
CR = 0.7, (A.5)
NP = 10D, (A.6)
where D is the number of parameters in the optimisation. These parameters are generic ac-
cepted values for the DE method and worked sufficiently well in all applications tested.
The implementation by Markus Buehren also includes by default modifiable upper and lower
bound intervals for the optimisation parameters. These were used for example in the upper
and lower bounds of the optimum poles. However, for other constraints it was necessary to
formulate them as a penalty to the objective function. For example, for a constraint of the
form
g(x) < 0, (A.7)
the objective function was modified to
f̂(x) = f(x) + c (max(0, g(x))) , (A.8)
where c is a parameter that is chosen appropriately to scale the penalty.
Throughout this thesis, the stopping condition was done manually. For each optimisation,
the optimum candidate vector and its corresponding objective function value was displayed
to the screen at each iteration. Once sufficient convergence was observed (approximately less
than 0.1% variation between iterations), the optimisation was stopped. Another useful test
of convergence was that in some optimisations the newly generated candidate vectors did not
change from the previous iteration and thus there was no meaningful mutations. One could
have used a formal stopping condition in the optimisation code. However, it was determined
that noise from experimental data or from PC expansion fitting (see Chapter 7) sometimes
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stopped the optimisation prematurely and thus led to a sub-optimal performance.




The single-input case study from optimisation two was repeated but using the leading-edge
control surface instead of the trailing-edge control surface. Table B.1 shows the results of the
control iteration method with the same parameters as in the original case study.
Table B.1: Single-input, leading-edge scheduling with a frequency separation metric.
Iteration vit (m/s) vlim (m/s) v
∗ (m/s)
Open-loop 0 11.0 11.3
1 11.0 11.0 11.4
2 11.0 11.0 11.4
3 11.0 11.0 11.4
As shown, the leading-edge has essentially no impact on the system and barely modifies the
flutter speed.
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