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Conformal transformations of the
pseudo-Riemannian metric of a homogeneous pair
Kotaro Kawai
∗
Abstract
We introduce a new notion of a homogeneous pair for a pseudo-Riemannian
metric g and a positive function f on a manifold M admitting a free R>0-
action. There are many examples admitting this structure. For example,
(a) a class of pseudo-Hessian manifolds admitting a free R>0-action and
a homogeneous potential function such as the moduli space of torsion-
free G2-structures, (b) the space of Riemannian metrics on a compact
manifold, and (c) many moduli spaces of geometric structures such as
torsion-free Spin(7)-structures admit this structure. Hence we provide
the unified method for the study of these geometric structures.
We consider conformal transformations of the pseudo-Riemannian met-
ric g of a homogeneous pair (g, f). Showing that the pseudo-Riemannian
manifold (M, (v ◦ f)g), where v : R>0 → R>0 is a smooth function, has
the structure of a warped product, we study the geometric structures
such as the sectional curvature, geodesics and the metric completion (if
g is positive definite) w.r.t. (v ◦ f)g in terms of those on the level set
of f . In particular, (1) we can generalize the result of Clarke and Ru-
binstein ([CR2]) about the metric completion of the space of Riemannian
metrics w.r.t. the conformal transformations of the Ebin metric, and (2)
two canonical Riemannian metrics on the G2 moduli space have different
metric completions.
1 Introduction
In this paper, we introduce a new notion of a homogeneous pair for a pseudo-
Riemannian metric g and a positive function f on a manifoldM , possibly infinite
dimensional, admitting a free R>0-action as follows.
Definition 1.1. Let (M, g) be a pseudo-Riemannian manifold which admits a
free R>0-action. Let P ∈ X(M) be a vector field generated by the R>0-action.
Suppose that f :M → R>0 is a smooth function and α ∈ R− {0}.
The pair (g, f) is called a homogeneous pair of degree α if
m∗λg = λ
αg, m∗λf = λ
αf, g(P, ·) = df,
for any λ > 0, where we denote by mλ the action of λ > 0.
There are many examples admitting this structure. For example, a class
of pseudo-Hessian manifolds admitting a free R>0-action such as the moduli
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space of torsion-free G2-structures. Hessian manifolds appear in many fields of
mathematics such as information geometry ([AN, AJLS]) and the moduli spaces
of geometric structures ([Hitchin1, Hitchin2]). The space of Riemannian metrics
on a compact manifold, the moduli space of torsion-free Spin(7)-structures and
many other moduli spaces of geometric structures also admit this structure. For
more details, see Section 5. Hence we provide the unified method for the study
of these geometric structures.
Given a homogeneous pair (g, f), we consider the conformal transformations
of g of the form (v ◦ f)g, where v : R>0 → R>0 is a smooth function. There are
two reasons to consider this.
(a) The conformal transformations of g is considered in many examples such
as the G2 moduli space and the space of Riemannian metrics. See Sections
5.2.3 and 5.3.2.
(b) When g is positive definite and the pseudometric dg induced from g is
a metric (This is always true when M is finite dimensional. In the infi-
nite dimensional case, there are examples of a Riemannian metric whose
induced pseudometric is identically zero ([MM]).), the conformal trans-
formation is the simplest way to produce the different metric completion
w.r.t. the induced metric.
Clarke and Rubinstein ([CR2]) showed that there is an explicit weak Rie-
mannian metric g˜E in the conformal class of the Ebin metric gE on the
space of Riemannian metrics M such that the metric completion induced
from g˜E is strictly smaller than that from gE. They considered this as
a first step to remove certain types of degenerations so that the canoni-
cal functionals such as the curvature, diameter, or injectivity radius are
controlled by the metric geometry onM, which is not true for the metric
induced from gE ([Clarke2]).
We hope that generalizing this by using a homogeneous pair, which is done
in Theorem 3.23, would be useful to remove certain types of degenerations
for other geometric problems.
For the pseudo-Riemannian manifold (M, (v ◦ f)g), we first show that the
following splitting theorem holds as in [Loftin, Theorem 1] and [Totaro, Lemmas
2.1 and 2.4].
Theorem 1.2. Let (M, g) be a pseudo-Riemannian manifold which admits a
free R>0-action and let f :M → R>0 be a smooth function. Suppose that (g, f)
is a homogeneous pair of degree α. Then
• for any l > 0, Ml = {x ∈ M | f(x) = l} is a submanifold of M and the
pullback gl of g to Ml is a pseudo-Riemannian metric on Ml.
• For a smooth function v : R>0 → R>0, there is an isometry between(
R>0 ×Ml, v(r)
(
1
αrdr
2 + rl gl
))
and (M, (v ◦ f)g).
The more detailed description is given in Theorem 3.3.
Hence (M, (v ◦ f)g) has the structure of a warped product, which is a great
advantage. For example, the geodesic equations get complicated under the
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conformal transformations in general, but we can treat them in a simpler way.
We can say the same for the sectional curvature and the metric completion.
We summarize results obtained by analyzing the sectional curvature, geodesics,
and the metric completion of the warped product pseudo-Riemannian metric
(2.15). Here, we use the notation of Theorem 1.2 and (g, f) is a homogeneous
pair on a manifold M .
(1) When dimM = 2, we construct a 2 parameter family of pseudo-Riemannian
metrics of constant sectional curvature in the conformal class of g (Corol-
lary 3.17). The same is true when M is a direct product of such manifolds
with dim ≤ 2 (Remark 3.18).
(2) We construct a 1 parameter family of constant sectional curvature pseudo-
Riemannian metrics in the conformal class of g if the level set (Ml, gl) has
constant sectional curvature (Proposition 3.11). If the sectional curvature
of the level set (Ml, gl) is bounded and g is positive or negative definite, we
give the bound of the sectional curvature of (v ◦ f)g for some v (Corollary
3.15).
For a homogeneous pair (g, f), we define a new pseudo-Riemannian met-
ric gˆ in (3.8) such that (gˆ, f) is also a homogeneous pair. This pseudo-
Riemannian metric gˆ has a different signature from g and appears in many
examples. See Sections 4 and 5. We give further results of this kind for gˆ
(Corollaries 3.19 and 3.20).
(3) When v(r) = rβ for β ∈ R, we describe geodesics of fβg explicitly using
those in (Ml, gl) (Proposition 3.21). Then we give the conditions on β so
that the function f is convex or concave w.r.t. fβg (Proposition 3.22).
(4) When g is positive definite and the pseudometric dg induced from g is a
metric, we describe the metric completion of M w.r.t. (v ◦ f)g for some
of v in terms of the metric completion of Ml w.r.t. gl (Theorem 3.23).
Note that to know the above geometric structures completely, we need the
information of (Ml, gl), which is obtained from that of (M, g) (Lemma 3.13,
Proposition 3.25). However, by the results above, if we have the information of
(M, (v ◦ f)g) for one v, we can obtain the information of (M, (v˜ ◦ f)g) for many
other v˜’s.
We can apply results above to many geometric problems. See Section 5. We
list some particularly important results.
(5) We generalize the result of Clarke and Rubinstein ([CR2]) about the met-
ric completion of the space of Riemannian metrics w.r.t. the conformal
deformations of the Ebin metric gE (Theorem 5.11).
They considered the conformal transformations of the form gE/f
p, where
f is the volume functional and p ∈ Z. We can determine the metric
completion w.r.t. (v ◦ f)gE for more general functions v : R>0 → R>0. In
particular, we can give infinitely many examples whose metric completions
are strictly smaller than that of gE .
(6) There are two canonical Riemannian metrics on the G2 moduli space,
which are related by the conformal transformation. Both of them are also
studied in detail (cf. [GY, KLL]). We can show that they have different
metric completions (Corollary 5.2).
3
This paper is organized as follows. In Section 2, we study in detail the
geometric structures of a warped product such as the the sectional curvature,
the geodesics and the metric completion. In Section 3, we prove Theorem 1.2
(Theorem 3.3) and results (1)–(4) above by the results in Section 2. In Section 4,
we show that some pseudo-Hessian manifolds admit a homogeneous pair, which
recovers [Loftin, Theorem 1] and [Totaro, Lemmas 2,1 and 2.4]. In Section 5,
we give examples as previously stated and apply our method. In Appendix A,
we summarize the notations and basic definitions used in this paper.
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2 Warped products
Let (X, gX) and (Y, gY ) be pseudo Riemannian manifolds and ρ : X → R>0 be
a positive smooth function on X . Let πX : X×Y → X and πY : X×Y → Y be
the canonical projections. The warped product X ×ρ Y is a product manifold
X × Y with the pseudo-Riemannian metric g = π∗XgX + (ρ ◦ πX)2π∗Y gY :
X ×ρ Y =
(
X × Y, g = π∗XgX + (ρ ◦ πX)2π∗Y gY
)
.
For simplicity, we drop πX and πY and writeX×ρY =
(
X × Y, g = gX + ρ2gY
)
.
We study the geometric structures of warped products in detail for the applica-
tion in Section 3.
2.1 The curvature tensor and the geodesics
In this subsection, we study the curvature tensor and the geodesics of the warped
product X ×ρ Y =
(
X × Y, g = gX + ρ2gY
)
based on [O’Neill, Section 7].
The vector fields on X and Y are canonically extended to the vector fields
on X × Y . We identify these vector fields.
2.1.1 The curvature tensor
Lemma 2.1 ([O’Neill, Proposition 7.42]). Use the notation of Appendix A. For
vector fields x, y, z ∈ X(X) and a, b, c ∈ X(Y ), the curvature tensor Rg of g is
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given as follows.
Rg(x, y)z = RgX (x, y)z (∈ X(X)),
Rg(a, x)y = − (∇
gXdρ)(x, y)
ρ
a,
Rg(x, y)a = Rg(a, w)x = 0,
Rg(x, a)b = −g(a, b)
ρ
∇gXx (gradgXρ),
Rg(a, b)c = RgY (a, b)c+
gX(grad
gXρ, gradgXρ)
ρ2
(g(a, c)b− g(b, c)a).
where gradgXρ ∈ X(X) is defined by gX(gradgXρ, ·) = dρ.
Note that we adopt the different sign convention of the curvature tensor
from [O’Neill, Lemma 3.35].
2.1.2 The geodesics
Next, we consider the geodesics of the warped product. The geodesic equation
is described as follows.
Lemma 2.2 ([O’Neill, Proposition 7.38]). Use the notation of Appendix A. A
path γ : J1 ∋ t 7→ (r(t), y(t)) ∈ X ×ρ Y , where J1 ⊂ R is an open interval, is a
geodesic if and only if
∇r∗TXd
dt
r˙ = gY (y˙, y˙)(ρ ◦ r) · (gradgXρ) ◦ r, (2.1)
∇y∗TYd
dt
y˙ =
−2
ρ ◦ r
d(ρ ◦ r)
dt
· y˙, (2.2)
where ∇r∗TX (resp. ∇y∗TY ) is the induced connection from the Levi-Civita
connection of gX (resp. gY ) along the path t 7→ r(t) (resp. t 7→ y(t)).
Note that (2.2) implies that t 7→ y(t) is a pregeodesic in Y . That is, a
reparametrization of y is a geodesic ([O’Neill, Remark 7.39]).
We rewrite the geodesic equations. We first prove the following.
Lemma 2.3. For any path yˆ : J2 → Y and a smooth map θ : J1 → J2, where
J1, J2 ⊂ R are open intervals, we have
∇(yˆ◦θ)∗TYd
dt
d(yˆ ◦ θ)
dt
=
d2θ
dt2
·
(
dyˆ
ds
◦ θ
)
+
(
dθ
dt
)2
·
(
∇yˆ∗TYd
ds
dyˆ
ds
)
◦ θ,
where ∇(yˆ◦θ)∗TY is the induced connection from the Levi-Civita connection of
gY along the path s 7→ (yˆ ◦ θ)(s).
Proof. Since d(yˆ◦θ)dt =
dθ
dt ·
(
dyˆ
ds ◦ θ
)
, we have
∇(yˆ◦θ)∗TYd
dt
d(yˆ ◦ θ)
dt
=
d2θ
dt2
·
(
dyˆ
ds
◦ θ
)
+
dθ
dt
· ∇θ∗yˆ∗TYd
dt
(
dyˆ
ds
◦ θ
)
.
By the definition of the covariant derivative along the map, we have∇θ∗yˆ∗TYd
dt
(
dyˆ
ds ◦ θ
)
=(
∇yˆ∗TYdθ
dt
dyˆ
ds
)
◦ θ, which gives the proof.
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Now we rewrite geodesic equations as follows.
Proposition 2.4. The geodesic γ : (−ǫ, ǫ) ∋ t 7→ (r(t), y(t)) ∈ X ×ρ Y with the
initial position (r0, y0) ∈ X × Y and the initial velocity (r˙0, y˙0) ∈ Tr0X × Ty0Y
is given as follows.
(1) The map r(t) is given by the solution of
∇r∗TXd
dt
r˙ =
E1
(ρ ◦ r)3 · (grad
gXρ) ◦ r, (2.3)
r(0) = r0, r˙(0) = r˙0,
where E1 = gY (y˙0, y˙0)(ρ(r0))
4.
(2) The map y(t) is given by
y(t) = yˆ
(∫ t
0
E3
(ρ ◦ r(τ))2 dτ
)
, (2.4)
where yˆ(s) is the geodesic in (Y, gY ) with the initial position y0 ∈ Y and
the initial velocity y˙0 ∈ Ty0Y , and E3 = ρ(r0)2.
Proof. It is easy to see that (r(t), y(t)) given above satisfies (r(0), y(0)) = (r0, y0)
and (r˙(0), y˙(0)) = (r˙0, y˙0). We show that (r(t), y(t)) satisfies (2.1) and (2.2).
Setting
θ(t) =
∫ t
0
E3
(ρ ◦ r(τ))2 dτ,
we have y = yˆ ◦ θ. Then since y˙ = dydt = E3(ρ◦r)2 dyˆds ◦ θ, it follows that
gY (y˙, y˙)(ρ ◦ r)4 = E23 · gY
(
dyˆ
ds
◦ θ, dyˆ
ds
◦ θ
)
.
Since yˆ is geodesic, gY
(
dyˆ
ds ◦ θ, dyˆds ◦ θ
)
is constant. Thus gY (y˙, y˙)(ρ ◦ r)4 is
constant, which is equal to E1. Then (2.1) is immediate from (2.3).
Next, we show that y(t) satisfies (2.2). Lemma 2.3 implies that
∇y∗TYd
dt
dy
dt
=
d2θ
dt2
·
(
dyˆ
ds
◦ θ
)
+
(
dθ
dt
)2
·
(
∇yˆ∗TYd
ds
dyˆ
ds
)
◦ θ.
Since yˆ is a geodesic, we have ∇yˆ∗TYd
ds
dyˆ
ds = 0. Since
dy
dt =
E3
(ρ◦r)2
dyˆ
ds ◦ θ, we have
dyˆ
ds ◦θ = (ρ◦r)
2
E3
dy
dt .We also compute
d2θ
dt2 =
d
dt
(
E3
(ρ◦r)2
)
= −2E3(ρ◦r)3
d(ρ◦r)
dt . Then these
equations imply (2.2).
2.2 The case dimX = 1
In this subsection, we show more detailed descriptions of the curvature tensor
and the geodesic equations when X is 1-dimensional. That is, supposing that
(X, gX) = (I, ξdr
2), where I ⊂ R is an open interval, r is a coordinate on I and
ξ = ξ(r) is a nowhere vanishing function on I, we consider the warped product
X ×ρ Y = I ×ρ Y =
(
I × Y, g = ξdr2 + ρ2gY
)
.
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2.2.1 The curvature tensor
Lemma 2.5. Use the notation of Appendix A. Set ∂r = ∂/∂r. We have for
linearly independent a, b ∈ TyY for y ∈ Y
g(Rg(∂r, a)b, ∂r) = g(a, b) · −2ρ
′′ξ + ρ′ξ′
2ρξ
, (2.5)
Kg(∂r, a) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
, (2.6)
Kg(a, b) =
1
ρ2
(
KgY (a, b)− (ρ
′)2
ξ
)
. (2.7)
Note that the second equation is independent of a ∈ TyY . Hence we define
a function Kg(∂r) on I by
Kg(∂r) = K
g(∂r, a) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
. (2.8)
Proof. By Lemma 2.1, we compute
g(Rg(∂r, a)b, ∂r) = −g(a, b)
ρ
· g(∇gX∂r grad
gXρ, ∂r)
= −g(a, b)
ρ
· (∂r(dρ(∂r))− dρ(∇gX∂r ∂r)) = g(a, b)ρ · (−ρ′′ + dρ(∇gX∂r ∂r)).
By the Koszul formula, it follows that
2gX(∇gX∂r ∂r, ∂r) = ∂rgX(∂r, ∂r) = ξ′, and hence ∇
gX
∂r
∂r =
ξ′
2ξ
∂r. (2.9)
Thus we obtain (2.5). This also implies (2.6).
To prove (2.7), we use Lemma 2.1 again and compute
g(Rg(a, b)b, a) =g
(
RgY (a, b)b+
gX(grad
gXρ, gradgXρ)
ρ2
(g(a, b)b− g(b, b)a), a
)
=ρ2gY (R
gY (a, b)b, a) +
(ρ′)2
ρ2ξ
(
g(a, b)2 − g(a, a)g(b, b)) ,
where we use gradgXρ = (ρ′/ξ)∂r. Using
g(a, a)g(b, b)− g(a, b)2 = ρ4(gY (a, a)gY (b, b)− gY (a, b)2),
we obtain (2.7).
From these formulae, the sectional curvature for general two vectors in T (I×
Y ) are computed as follows.
Lemma 2.6. Take any linearly independent A = k1∂r + a and B = k2∂r + b,
where k1, k2 ∈ R and a, b ∈ TyY for y ∈ Y . If a and b are linearly independent,
we have
Kg(A,B) =
Kg(∂r)ξg(k2a− k1b, k2a− k1b) +Kg(a, b)
(
g(a, a)g(b, b)− g(a, b)2)
ξg(k2a− k1b, k2a− k1b) + g(a, a)g(b, b)− g(a, b)2 .
If a and b are linearly dependent, we have Kg(A,B) = Kg(∂r).
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Thus Kg is essentially controlled by Kg(∂r) and K
g|TY×TY .
Proof. For simplicity, we write Rg(A1, A2, A3, A4) = g(R
g(A1, A2)A3, A4) for
A1, · · · , A4 ∈ T (I × Y ). Then by Lemma 2.1, we have
Rg(∂r , a1, a2, a3) = 0
for a1, a2, a3 ∈ TyY . Using this, we compute
Rg(A,B,B,A)
=Rg(A,B, k2∂r, a) +R
g(A,B, b, k1∂r) +R
g(A,B, b, a)
=− 2k1k2Rg(∂r , a, b, ∂r) + k22Rg(a, ∂r, ∂r, a) + k21Rg(∂r, b, b, ∂r) +Rg(a, b, b, a).
By (2.5), it follows that
Rg(∂r, a, b, ∂r) =
−2ρ′′ξ + ρ′ξ′
2ρξ
g(a, b) = Kg(∂r)ξg(a, b).
Then we have
Rg(A,B,B,A) = Kg(∂r)ξg(k2a− k1b, k2a− k1b) +Rg(a, b, b, a).
On the other hand, we have g(A,B) = k1k2ξ + g(a, b). Hence
g(A,A)g(B,B)− g(A,B)2
=(k21ξ + g(a, a)) · (k22ξ + g(b, b))− (k1k2ξ + g(a, b))2
=ξ
(−2k1k2g(a, b) + k22g(a, a) + k21g(b, b))+ g(a, a)g(b, b)− g(a, b)2
=ξg(k2a− k1b, k2a− k1b) + g(a, a)g(b, b)− g(a, b)2.
Thus since Rg(a, b, b, a) = Kg(a, b)
(
g(a, a)g(b, b)− g(a, b)2) if a and b are lin-
early independent, the proof is done.
In this setting, we can characterize the warped product with constant sec-
tional curvature as follows. The following statements are obvious from Lemma
2.6.
Corollary 2.7. For C ∈ R, Kg = C if and only if
Kg(∂r) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
= C, Kg(a, b) = C (2.10)
for any linearly independent a, b ∈ TY .
Remark 2.8. We see that Kg = C implies that KgY is constant. In fact, we
compute
d
dr
(
Cρ2 +
(ρ′)2
ξ
)
= 2Cρρ′ +
2ρ′ρ′′
ξ
− (ρ
′)2ξ′
ξ2
= 2ρρ′ (C −Kg(∂r)) = 0.
Then (2.7) implies that KgY is constant.
Lemma 2.6 also yields the following estimates. Recall that ξg(k2a−k1b, k2a−
k1b) ≥ 0 and g(a, a)g(b, b)− g(a, b)2 ≥ 0 when g = ξ(r)dr2 + ρ2gY is definite in
the sense of Definition A.1.
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Corollary 2.9. If g is definite in the sense of Definition A.1, we have
inf
r∈I,
{a,b}∈Gr2(TY )
min {Kg(∂r),Kg(a, b)} ≤ Kg ≤ sup
r∈I,
{a,b}∈Gr2(TY )
max {Kg(∂r),Kg(a, b)} ,
where Gr2(TY ) is the 2-Grassmannian bundle over Y and {a, b} stands for the
vector subspace spanned by a, b ∈ TY .
When Y is also 1-dimensional, we can simplify Corollaries 2.7 and 2.9.
Corollary 2.10. Suppose further that (Y, gY ) is also 1-dimensional. Then
Kg = C ∈ R if and only if
Kg(∂r) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
= C. (2.11)
If g is definite in the sense of Definition A.1, we have
inf
r∈I
Kg(∂r) ≤ Kg ≤ sup
r∈I
Kg(∂r).
Note that the condition (2.11) is independent of gY .
2.2.2 The geodesics
When X is 1-dimensional, (2.3) is described more explicitly as follows.
Lemma 2.11. Use the notation of Proposition 2.4. The equation (2.3) holds if
and only if
r¨ +
ξ′ ◦ r
2ξ ◦ r (r˙)
2 − E1
(ρ ◦ r)3 ·
ρ′ ◦ r
ξ ◦ r = 0. (2.12)
In particular, we have
(ξ ◦ r) · (r˙)2 + E1
(ρ ◦ r)2 = E2, (2.13)
where E2 = ξ(r0)(r˙0)
2 + gY (y˙0, y˙0)(ρ(r0))
2.
Proof. By the identification r˙ = r˙∂r ◦ r, we compute
∇r∗TXd
dt
r˙ = r¨∂r ◦ r + r˙(∇gXr˙∂r∂r) ◦ r
(2.9)
=
(
r¨ +
ξ′ ◦ r
2ξ ◦ r (r˙)
2
)
∂r ◦ r. (2.14)
Then by gradgXρ = (ρ′/ξ)∂r, we see that (2.3) is equivalent to (2.12). Multi-
plying 2(ξ ◦ r) · r˙ on both sides of (2.12), we have
2(ξ ◦ r) · r˙r¨ + (ξ′ ◦ r) · (r˙)3 − 2E1
(ρ ◦ r)3 · (ρ
′ ◦ r) · r˙ = 0.
Hence
d
dt
(
(ξ ◦ r) · (r˙)2 + E1
(ρ ◦ r)2
)
= 0,
which gives the proof.
To solve (2.13), we can use the method of separation of variables. However,
it is hard to describe solutions explicitly in general.
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2.3 The special case of the case dimX = 1
In this subsection, we assume that I = R>0 for simplicity and the pseudo-
Riemannian metric g is of the form (2.15). This assumption is useful in Section
3. Assuming this, we can solve many of differential equations in previous subsec-
tions explicitly and study the sectional curvature, the geodesics and the metric
completion in more detail.
In addition, if we set k = 1 and w(r) = 1 in (2.15), g = g(w) is a cylindrical
pseudo-Riemannian metric. If we set k = 1 and w(r) = r2 in (2.15), g = g(w)
is a conical pseudo-Riemannian metric. Thus this assumption also provides a
framework for the unified treatment of these geometrically important examples.
2.3.1 The sectional curvature
Assuming that the sectional curvature KgY of (Y, gY ) is constant, we construct
pseudo-Riemannian metrics of constant sectional curvature. We can apply this
in Section 3.2. We begin by the following definition.
Definition 2.12. Set
∆1 ={(s, C1, C2) ∈ R3 | s > 0, C1 > 0, C2 ∈ R},
∆2 ={(s, C1, C2) ∈ R3 | s = 0, C1 ≥ 0, C2 ∈ R},
∆3 ={(s, C1, C2) ∈ R3 | s < 0, C1 ≤ 0, C2 ∈ R}.
Then define a function w(s, C1, C2, r) for (s, C1, C2) ∈ ∆1 ∪ ∆2 ∪ ∆3 and
(generic) r ∈ R>0 as follows.
• For (s, C1, C2) ∈ ∆1, set
w(s, C1, C2, r) =
C1
s · (cosh(√C1(log r + C2)))2 .
• For (0, C1, C2) ∈ ∆2, set
w(0, C1, C2, r) = e
C2r±2
√
C1 .
• For (s, C1, C2) ∈ ∆3 with C1 < 0, set
w(s, C1, C2, r) =
C1
s · (sin(√−C1(log r + C2)))2
For (s, 0, C2) ∈ ∆3, set
w(s, 0, C2, r) =
−1
s · (log r + C2)2
(
= lim
C1→−0
w(s, C1, C2, r)
)
.
Proposition 2.13. Let (Y, gY ) be a pseudo Riemannian manifold. Fix k ∈
R − {0}. For a smooth function w : R>0 → R>0, define a pseudo-Riemannian
metric g = g(w) on R>0 × Y by
g = g(w) =
kw(r)
r2
dr2 + w(r)gY . (2.15)
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Defining functions ξ, ρ : R>0 → R>0 by
ξ(r) =
kw(r)
r2
, ρ(r) =
√
w(r),
we have the following.
(1) Recall (2.8). Given C ∈ R, the differential equation
Kg(w)(∂r) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
= C
w.r.t. w(r) has a 2 parameter family of solutions given by w(r) = w(kC,C1, C2, r)
for (C1, C2) ∈ R2 such that (kC,C1, C2) ∈ ∆1 ∪ ∆2 ∪∆3, where we use
the notation in Definition 2.12.
(2) For g = g(w(kC,C1, C2, ·)), we have
Kg(a, b) =
1
w(r)
(
KgY (a, b)− C1
k
)
+ C (2.16)
for linearly independent a, b ∈ TY.
(3) The pseudo-Riemannian metric g = g(w(kC,C1, C2, ·)) has constant sec-
tional curvature C if and only if gY has constant sectional curvature C1/k.
Remark 2.14. By fixing (kC,C1, C2), the function w(kC,C1, C2, r) of r is
defined for all r > 0 when kC ≥ 0. When kC < 0, it is only defined on the
complement of the discrete set of R>0.
Proof. Setting w(r) = e2W (r) for a smooth function W : R>0 → R, we have
ξ =
ke2W
r2
, ρ = eW .
Then
−2ρ′′ξ + ρ′ξ′ =k
(
−2(W ′′ + (W ′)2)eW · e
2W
r2
+W ′eW
(
2W ′e2W
r2
− 2e
2W
r3
))
=ke3W
(
−2W
′′
r2
− 2W
′
r3
)
=
−2ke3W
r3
d
dr
(rW ′).
Since 2ρξ2 = 2k2e5W /r4, we obtain
Kg(w)(∂r) =
−2ρ′′ξ + ρ′ξ′
2ρξ2
= − r
ke2W
d
dr
(rW ′).
Thus Kg(w)(∂r) = C is equivalent to
r
d
dr
(rW ′) = −kCe2W .
Multiplying W ′ on both sides, we have
d
dr
((rW ′)2) = −kC d
dr
e2W .
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Thus we obtain
(rW ′)2 = −kCe2W + C1 (2.17)
for C1 ∈ R. This can be solved by the method of separation of variables. After
a straightforward computation, we obtain the following.
• When kC > 0, we have
W (r) = − log
(√
kC
C1
cosh(
√
C1(log r + C2))
)
(C1 > 0, C2 ∈ R).
• When C = 0, we have
W (r) = ±
√
C1 · log r + C2
2
(C1 ≥ 0, C2 ∈ R),
• When kC < 0, we have
W (r) = − log
∣∣∣√−kC(log r + C2)∣∣∣ (C2 ∈ R),
which corresponds to C1 = 0, or
W (r) = − log
∣∣∣∣∣
√
kC
C1
sin(
√
−C1(log r + C2))
∣∣∣∣∣ (C1 < 0, C2 ∈ R).
Then we obtain (1) via w(r) = e2W (r). For the proof of (2), recall by (2.7) that
Kg(a, b) = 1ρ2
(
KgY (a, b)− (ρ′)2ξ
)
. Then we compute
− (ρ
′)2
ξ
= − (W
′)2e2W · r2
ke2W
(2.17)
=
1
k
(−C1 + kCe2W ) = −C1
k
+ Cρ2,
which gives the proof of (2). The statement (3) is immediate from (1), (2) and
Corollary 2.7.
Remark 2.15. For a function w1 : R>0 → R>0, define a function w2 : R>0 →
R>0 by w2(r) = w1(1/r). Then (R>0 × Y, g(w1)) and (R>0 × Y, g(w2)) are
isometric via (r, y) 7→ (1/r, y).
This is because dr2/r2 = (d log r)2 is invariant under r 7→ 1/r. In particular,
the space of solutions w of Kg(w)(∂r) = C given in Proposition 2.13 (1) is
invariant under w(r) 7→ w(1/r).
We have the following sectional curvature bound by Corollary 2.9 and Propo-
sition 2.13.
Corollary 2.16. Use the notation of Definition 2.12 and Proposition 2.13.
Suppose that g = g(w(kC,C1, C2, ·)), where (kC,C1, C2) ∈ ∆1 ∪ ∆2 ∪ ∆3, is
definite in the sense of Definition A.1. Then we have
• Kg ≥ C when KgY ≥ C1/k, and
• Kg ≤ C when KgY ≤ C1/k.
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Furthermore, Kg = C if and only if KgY = C1/k.
When dimY = 1, we do not need the assumption on KgY by Corollary 2.10.
Then Proposition 2.13 (1) implies the following.
Corollary 2.17. Use the notation of Definition 2.12 and Proposition 2.13. In
addition to the assumptions of Proposition 2.13, suppose further that dimY =
1. Then given C ∈ R, g = g(w) has constant sectional curvature C if w =
w(kC,C1, C2, ·), where C1, C2 ∈ R such that (kC,C1, C2) ∈ ∆1 ∪∆2 ∪∆3.
2.3.2 The geodesics
By Proposition 2.4 and Lemma 2.11, we now describe the geodesics explicitly
for g(w(0, C1, C2, ·)) for C1 ≥ 0 and C2 ∈ R. (We tried to describe the geodesics
explicitly for g(w(s, C1, C2, ·)) for any s, but we could do it only when s = 0. )
Setting w(r) = rC0 for C0 ∈ R, we consider the geodesics for the pseudo-
Riemannian metric
g = g(rC0) = krC0−2dr2 + rC0gY . (2.18)
Note that since g(λw) = λg(w) for λ > 0 and w : R>0 → R>0, and the
Levi-Civita connection is invariant under the scalar multiplication of a pseudo-
Riemannian metric, we may assume that the coefficient of rC0 is 1.
Proposition 2.18. Use the notation of Definition 2.12 and Proposition 2.13.
The geodesic γ : (−ǫ, ǫ) ∋ t 7→ (r(t), y(t)) ∈ R>0 × Y with the initial position
(r0, y0) ∈ R>0× Y and the initial velocity (r˙0, y˙0) ∈ R×Ty0Y w.r.t. g = g(rC0)
is given as follows.
(1) When C0 6= 0,
r(t) = r0
(
1 + C0
r˙0
r0
t+ C20Ft
2
) 1
C0
,
y(t) = yˆ
(∫ t
0
dτ
1 + C0
r˙0
r0
τ + C20Fτ
2
)
,
(2.19)
where F = 14
((
r˙0
r0
)2
+ gY (y˙0,y˙0)k
)
and yˆ(s) is the geodesic in (Y, gY ) with
the initial position y0 ∈ Y and the initial velocity y˙0 ∈ Ty0Y .
(2) When C0 = 0,
r(t) = r0e
r˙0
r0
t, y(t) = yˆ(t). (2.20)
Remark 2.19. By a straightforward computation, the integral
∫ t
0
dτ
1+C0
r˙0
r0
τ+C20Fτ
2
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in (2.19) can be explicitly computed as follows.
2
C0
√
k
gY (y˙0,y˙0)
arctan
(√
gY (y˙0,y˙0)
k
t
r˙0
r0
t+ 2
C0
)
if F 6= 0, kgY (y˙0, y˙0) > 0,
4r20Ft
r˙0(2r0C0Ft+r˙0)
if F 6= 0, kgY (y˙0, y˙0) = 0,
2
C0
√
−k
gY (y˙0,y˙0)
arctanh
(√
−gY (y˙0,y˙0)
k
t
r˙0
r0
t+ 2
C0
)
if F 6= 0, kgY (y˙0, y˙0) < 0,
r0
C0r˙0
log
(
1 + C0
r˙0
r0
t
)
if F = 0, r˙0 6= 0,
t if F = 0, r˙0 = 0.
These formulae implies that geodesics are not defined for all t ∈ R in general.
In particular, g(rC0) in (2.18) is incomplete if C0 6= 0. It is complete if C0 = 0
and gY is complete. This is consistent with Theorem 2.27.
Proof. Setting
ξ(r) = krC0−2, ρ(r) = rC0/2,
we have to solve (2.12) and compute (2.4) by Proposition 2.4 and Lemma 2.11.
By Lemma 2.11, we first solve (2.13). It is equivalent to
kr2C0−2(r˙)2 + E1 = E2rC0 . (2.21)
Now suppose that C0 = 0. Then (2.21) implies that r
−2(r˙)2 is constant,
and hence r(t) = L1e
tL2 for L1, L2 ∈ R. Since r(0) = r0 and r˙(0) = r˙0, we
have r(t) = r0e
tr˙0/r0 . It is straightforward to see that this satisfies (2.12). Since
(ρ(r))2 = 1, (2.4) implies that y(t) = yˆ(t).
Next, suppose that C0 6= 0. Setting s(t) = (r(t))C0 , we have s˙ = C0rC0−1r˙.
Then (2.21) becomes
k
C20
(s˙)2 + E1 = E2s,
Differentiating this equation, we have
s˙
(
2k
C20
s¨− E2
)
= 0,
which implies that s(t) = F0 + F1t+
C20E2
4k t
2 for F0, F1 ∈ R or s(t) is constant.
When s(t) = F0+F1t+
C20E2
4k t
2, since r(0) = r0 and r˙(0) = r˙0, we have F0 = r
C0
0
and F1 = C0r
C0−1
0 r˙0. Since
C20E2
4k
=
C20
4k
(
ξ(r0)(r˙0)
2 + gY (y˙0, y˙0)(ρ(r0))
2
)
= C20r
C0
0 ·
1
4
((
r˙0
r0
)2
+
gY (y˙0, y˙0)
k
)
,
we see that r(t) = (s(t))1/C0 is given by the first equation of (2.19). It is
straightforward to see that this satisfies (2.12).
When s(t) is constant, and hence r(t) is constant, (2.12) implies that E1 = 0.
Then (2.21) implies that E2 = 0. By the definitions of E1 and E2 in Proposition
2.4 and Lemma 2.11, it follows that g(y˙0, y˙0) = 0 and r˙0 = 0. Hence this case
is reduced to (2.19).
Since (ρ ◦ r(t))2 = r(t)C0 = s(t), (2.4) implies the second equation of (2.19).
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The next corollary is used to prove Proposition 3.22.
Corollary 2.20. Let γ : (−ǫ, ǫ) ∋ t 7→ (r(t), y(t)) ∈ R>0 × Y be a geodesic
w.r.t. the pseudo-Riemannian metric g(rC0) in (2.18).
(1) The function r(t) is a convex function if one of the following conditions
holds.
• C0 = 0,
• 0 < C0 ≤ 2 and kgY is positive definite,
• C0 < 0 and kgY is negative definite,
(2) The function r(t) is a concave function if C0 ≥ 2 and kgY is negative
definite.
Proof. By Proposition 2.18, it is obvious that r(t) is convex when C0 = 0.
Suppose that C0 6= 0. A straightforward calculation gives that
d2r(t)
dt2
=
r0
C0
·
(
1 + C0
r˙0
r0
t+ C20Ft
2
) 1
C0
−2
p(t),
where p(t) is a polynomial given by
p(t) = (4− 2C0)
(
C30F
2t2 + C20
r˙0
r0
Ft
)
+
(
(1− C0)C0
(
r˙0
r0
)2
+ 2C20F
)
.
When C0 = 2, we have
p(t) = −2
(
r˙0
r0
)2
+ 8F =
2gY (y˙0, y˙0)
k
,
which gives the statement for C0 = 2.
Suppose that C0 6= 0, 2. It is also straightforward to see that the discriminant
disc(p(t)) of the quadratic p(t) is given by
disc(p(t)) = 4(C0 − 2)C30F 2 ·
gY (y˙0, y˙0)
k
.
Since r(t) is convex (resp. concave) if 4 − 2C0 > 0 (resp. 4 − 2C0 < 0) and
disc(p(t)) ≤ 0, we obtain the statement.
Remark 2.21. Use the notation of Definition A.1. By the definition of g =
g(rC0) in (2.18), we can rephrase the conditions in Corollary 2.20 as follows.
• The pseudo-Riemannian metric kgY is positive definite if and only if g
and gY are definite.
• The pseudo-Riemannian metric kgY is negative definite if and only if g is
Lorentzian and gY is definite.
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2.3.3 The metric completion
In this subsection, we consider the pseudo-Riemannian metric g = g(w) given
in (2.15) again. We assume the following.
• The pseudo-Riemannian metric g = g(w) given in (2.15) is positive defi-
nite. That is, k > 0 and gY is positive definite.
• The pseudometric dg induced from g = g(w) is a metric. (This is always
true when Y is finite dimensional. In the infinite dimensional case, there
are examples of a Riemannian metric whose induced pseudometric is iden-
tically zero ([MM]). Note that Lemmas 2.22 and 2.24 (1) imply that dg is
a metric if the pseudometric dgY induced from gY is a metric. )
We study the metric completion of R>0×Y w.r.t. dg following [CR2, Section
5]. Recall that the metric dg between (r0, y0) and (r1, y1) ∈ R>0×Y is given by
dg((r0, y0), (r1, y1))
= inf
{
Lg(c)
∣∣∣∣ c = (r ◦ c, y ◦ c) : [0, 1]→ R>0 × Y is a piecewise smooth pathwith c(0) = (r0, y0) and c(1) = (r1, y1)
}
,
where
Lg(c) =
∫ 1
0
∣∣∣∣dcdt (t)
∣∣∣∣
g
dt
=
∫ 1
0
√
kw((r ◦ c)(t))
((r ◦ c)(t))2
(
d(r ◦ c)
dt
(t)
)2
+ w((r ◦ c)(t))
∣∣∣∣d(y ◦ c)dt (t)
∣∣∣∣2
gY
dt.
(2.22)
Here, we use the notation of Appendix A. Similarly, we can define the metric
dgY induced from gY .
To study the metric completion, we first prove the following lemmas. Fixing
R0 ∈ R>0, define a strictly increasing function T : R>0 → R by
T (r) =
∫ r
R0
√
kw(q)
q
dq. (2.23)
Lemma 2.22. For any (r0, y0), (r1, y1) ∈ R>0 × Y , we have
dg((r0, y0), (r1, y1)) ≥ |T (r1)− T (r0)|.
In particular, R>0 × Y ∋ (r, y) 7→ r ∈ R>0 is continuous w.r.t. dg.
Proof. Let c = (r ◦ c, y ◦ c) : [0, 1]→ R>0 × Y be a piecewise smooth path with
c(0) = (r0, y0) and c(1) = (r1, y1). By (2.22), we compute
Lg(c) ≥
∫ 1
0
√
kw(r ◦ c)
r ◦ c
∣∣∣∣ ddt (r ◦ c)
∣∣∣∣ dt ≥
∣∣∣∣∣
∫ 1
0
√
kw(r ◦ c)
r ◦ c
d
dt
(r ◦ c)dt
∣∣∣∣∣ = |T (r1)−T (r0)|.
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As T is strictly increasing, it converges in R ∪ {−∞} (resp. R ∪ {∞}) as
r → 0 (resp. r→∞). Set
T0 = lim
r→0
T (r) ∈ R ∪ {−∞}, T∞ = lim
r→∞
T (r) ∈ R ∪ {∞}.
Then the following is immediate from Lemma 2.22. This is useful to study the
metric completion w.r.t. dg.
Corollary 2.23. If {(rk, yk)} ⊂ R>0 × Y is a dg-Cauchy sequence, {rk} con-
verges in 
R>0 if T0 = −∞, T∞ =∞,
{0} ∪ R>0 if T0 ∈ R, T∞ =∞,
R>0 ∪ {∞} if T0 = −∞, T∞ ∈ R,
{0} ∪ R>0 ∪ {∞} if T0 ∈ R, T∞ ∈ R.
Lemma 2.24. Fix 0 < R1 < R2. There exist δ = δ(R1, R2, T ), a constant
depending on R1, R2 and T , and C
′ = C′(R1, R2, w), C′′ = C′′(R1, R2, w) >
0, constants depending on R1, R2 and w, such that for any (r0, y0), (r1, y1) ∈
(R1, R2)× Y
(1) dg ((r0, y0), (r1, y1)) < δ ⇒ dgY (y0, y1) ≤ C′dg ((r0, y0), (r1, y1)) .
(2) dg((r0, y0), (r1, y1)) ≤ |T (r0)− T (r1)|+ C′′dgY (y, y′).
Proof. First, we show that there exists δ = δ(R1, R2, T ) > 0 such that for any
(r, y) ∈ (R1, R2)× Y and (r′, y′) ∈ R>0 × Y
dg ((r, y), (r
′, y′)) < 2δ ⇒ R1
2
< r′ < 2R2. (2.24)
By Lemma 2.22, the map R>0 × Y ∋ (r, y) 7→ T (r) ∈ R is uniformly con-
tinuous w.r.t. dg. Then for ǫ = min {T (R1)− T (R1/2) , T (2R2)− T (R2)} > 0,
there exists δ = δ(R1, R2, T ) > 0 such that for any (r, y), (r
′, y′) ∈ R>0 × Y
dg ((r, y), (r
′, y′)) < 2δ ⇒ |T (r)− T (r′)| < ǫ.
In particular, if (r, y) ∈ (R1, R2)× Y , we see that
T
(
R1
2
)
≤ T (R1)− ǫ < T (r)− ǫ < T (r′) < T (r) + ǫ < T (R2) + ǫ ≤ T (2R2),
hence we obtain (2.24).
Now we prove (1). Suppose that dg ((r0, y0), (r1, y1)) < δ for δ given above.
For any 0 < ǫ < δ, take a piecewise smooth path {c(t)}t∈[0,1] connecting (r0, y0)
and (r1, y1) such that Lg(c) < dg ((r0, y0), (r1, y1)) + ǫ. Then for any t ∈ [0, 1],
we have
dg((r0, y0), c(t)) ≤ Lg(c|[0,t]) ≤ Lg(c) < δ + ǫ < 2δ.
Hence by (2.24), it follows that R12 < (r ◦ c)(t) < 2R2 for any t ∈ [0, 1]. Thus
setting 1/C′ = min
{√
w(r) | r ∈ [R12 , 2R2]} , we obtain by (2.22)
Lg(c) ≥
∫ 1
0
√
w((r ◦ c)(t))
∣∣∣∣d(y ◦ c)dt (t)
∣∣∣∣
gY
dt ≥ LgY (y ◦ c)
C′
≥ dgY (y0, y1)
C′
.
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Since Lg(c) < dg ((r0, y0), (r1, y1)) + ǫ and ǫ is arbitrarily small, we obtain (1).
Next, we prove (2). Define a path c : [0, 1]→ R>0×Y by c(t) = ((r1 − r0)t+ r0, y˜(t)),
where y˜ : [0, 1] → Y is a path such that y˜(0) = y0 and y˜(1) = y1. Then by
(2.22), we see that
dg ((r0, y0), (r1, y1)) ≤ L(c) ≤ I1 + I2,
where
I1 =
∫ 1
0
√
kw(r ◦ c)
r ◦ c |r1 − r0|dt =
∣∣∣∣∣
∫ 1
0
√
kw(r ◦ c)
r ◦ c (r1 − r0)dt
∣∣∣∣∣ = |T (r1)− T (r0)| ,
I2 =
∫ 1
0
√
w(r ◦ c)
∣∣∣∣dy˜dt (t)
∣∣∣∣
gY
dt.
Set C′′ = max{
√
w(r) | r ∈ [R1, R2]}. Since (r◦c)(t) = (r1−r0)t+r0 ∈ (R1, R2)
for any t ∈ [0, 1], we see that
I2 ≤ C′′LgY (y˜).
Since y˜ is arbitrary, we obtain (2).
For a subset S ⊂ R>0 × Y , denote by diamdg (S) the diameter of S w.r.t.
dg. Assuming the behaviors of w(r) around r = 0 and∞, we have the following
estimates. These are very useful to control the dg-Cauchy sequences {(rk, yk)} ⊂
R>0 × Y with limk→∞ rk = 0 or ∞.
Lemma 2.25. For any (r0, y0), (r1, y1) ∈ R>0 × Y , we have the following.
(1) If T0 ∈ R and limr→0 w(r) = 0, we have
dg ((r0, y0), (r1, y1)) ≤ T (r0) + T (r1)− 2T0. (2.25)
In particular, we have for R > 0
diamdg{(r, y) ∈ R>0 × Y | r ≤ R} ≤ 2(T (R)− T0).
(2) If T∞ ∈ R and limr→∞ w(r) = 0, we have
dg ((r0, y0), (r1, y1)) ≤ 2T∞ − T (r0)− T (r1). (2.26)
In particular, we have for R > 0
diamdg{(r, y) ∈ R>0 × Y | r ≥ R} ≤ 2(T∞ − T (R)).
Remark 2.26. If T0 ∈ R, we easily see lim infr→0w(r) = 0. However, T0 ∈ R
does not imply limr→0 w(r) = 0.
Indeed, setting q = ex for x ∈ R and defining u : R → R>0 by u(x) =√
kw(ex), the condition T0 ∈ R is equivalent to
∫ −1
−∞ u(x)dx <∞. Suppose that
u(x) = 1x2 + S(x) for x ∈ (−∞,−1], where S : R→ R is given by
S(x) =
∑
n∈Z−{0}
Sn(x), Sn(x) =
 n
2
(
x− n+ 1n2
)
for x ∈ [n− 1n2 , n] ,
n2
(−x+ n+ 1n2 ) for x ∈ [n, n+ 1n2 ] ,
0 otherwise.
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Then we see that
∫ −1
−∞ u(x)dx <∞ and limx→−∞ u(x) 6= 0. Though the function
S is not smooth, we may replace S with a smooth function which approximates
S. Similar statement also holds for T∞.
Proof. For any path c connecting (r0, y0) and (r1, y1), we have dg ((r0, y0), (r1, y1)) ≤
Lg(c). We will take the following path to show (2.25) and (2.26).
Fixing s > 0, define c1, c2, c3 : [0, 1]→ R>0 × Y by
c1(t) = (((s− 1)t+ 1) r0, y0) ,
c2(t) = (s ((r1 − r0)t+ r0) , y˜(t)) ,
c3(t) = (((s− 1)(1− t) + 1) r1, y1) ,
where y˜ : [0, 1] → Y is a path such that y˜(0) = y0 and y˜(1) = y1. That is, c1
is a path connecting (r0, y0) and (sr0, y0), c2 is a path connecting (sr0, y0) and
(sr1, y1), and c3 is a path connecting (sr1, y1) and (r1, y1). Define c : [0, 1] →
R>0 × Y by the concatenation of these paths:
c = c1 ∗ c2 ∗ c3.
Then we compute
Lg(c1) =
∫ 1
0
r0|s− 1|
√
kw(r ◦ c1)
r ◦ c1 dt
=
∣∣∣∣∣
∫ 1
0
r0(s− 1)
√
kw(r ◦ c1)
r ◦ c1 dt
∣∣∣∣∣ =
∣∣∣∣∫ 1
0
d
dt
T ((r ◦ c1))dt
∣∣∣∣ = |T (sr0)− T (r0)|.
Similarly, we obtain L(c3) = |T (sr1)− T (r1)|. We also have
Lg(c2) ≤ I3 + I4,
where
I3 =
∫ 1
0
|s(r1 − r0)|
√
kw(r ◦ c2)
r ◦ c2 dt =
∣∣∣∣∫ 1
0
d
dt
T ((r ◦ c2))dt
∣∣∣∣ = |T (sr1)− T (sr0)|,
I4 =
∫ 1
0
√
w(r ◦ c2)
∣∣∣∣dy˜dt (t)
∣∣∣∣2
gY
dt =
∫ 1
0
√
w(r ◦ c2)
∣∣∣∣dy˜dt (t)
∣∣∣∣
gY
dt.
Since (r ◦ c2)(t) ∈ [smin{r0, r1}, smax{r0, r1}] for any t ∈ [0, 1], setting
C′′′ = C′′′(s, r0, r1, w) = max
{√
w(r) | r ∈ [smin{r0, r1}, smax{r0, r1}]
}
,
we see that
I4 ≤ C′′′LgY (y˜).
Summarizing these estimates, we obtain
dg ((r0, y0), (r1, y1)) ≤|T (sr0)− T (r0)|+ |T (sr1)− T (r1)|
+ |T (sr1)− T (sr0)|+ C′′′LgY (y˜).
(2.27)
Now suppose that T0 ∈ R and limr→0 w(r) = 0. Then we have lims→0 C′′′ =
0. Letting s→ 0 in (2.27), we obtain
dg ((r0, y0), (r1, y1)) ≤ |T0 − T (r0)|+ |T0 − T (r1)| = T (r0) + T (r1)− 2T0.
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Next, suppose that T∞ ∈ R and limr→∞ w(r) = 0. Then we have lims→∞ C′′′ =
0. Letting s→∞ in (2.27), we obtain
dg ((r0, y0), (r1, y1)) ≤ |T∞ − T (r0)|+ |T∞ − T (r1)| = 2T∞ − T (r0)− T (r1).
From these lemmas, we can determine the metric completion of R>0 × Y
w.r.t. dg.
Theorem 2.27. The metric completion R>0 × Y of R>0× Y w.r.t. the metric
dg induced from the Riemannian metric g = g(w) given in (2.15) is homeomor-
phic to the following.
(1) If T0 = −∞ and T∞ =∞,
R>0 × Y with the product topology.
(2) If T0 ∈ R, T∞ =∞ and limr→0 w(r) = 0,
({0} ∪ R>0)× Y /
({0} × Y ) = (R>0 × Y ) ∪ {∗}
with the topology O0 given below.
(3) If T0 = −∞, T∞ ∈ R and limr→∞w(r) = 0,
(R>0 ∪ {∞})× Y /
({∞} × Y ) = (R>0 × Y ) ∪ {∗}
with the topology O∞ given below.
(4) If T0 ∈ R, T∞ ∈ R, limr→0 w(r) = 0 and limr→∞ w(r) = 0,
({0} ∪ R>0 ∪ {∞})× Y /
({0,∞}× Y ) = (R>0 × Y ) ∪ {∗} ∪ {∗}
with the topology O0,∞ given below.
Here, Y is the metric completion of Y w.r.t. the metric dgY induced from gY .
Let π0 : ({0} ∪ R>0)× Y → ({0} ∪ R>0)× Y /
({0} × Y ) be the projection. Set
∗0 = π0({0} × Y ). The topology O0 is defined by the fundamental system of
neighborhoods U(x) given below. If x 6= ∗0, U(x) consists of ǫ-balls centered at
x for ǫ > 0 w.r.t. the product metric. If x = ∗0, we set
U(∗0) = {π0([0, ǫ)× Y ) | ǫ > 0}.
Let π∞ : (R>0∪{∞})×Y → (R>0∪{∞})×Y /
({∞} × Y ) be the projection.
Set ∗∞ = π∞({∞}×Y ). The topology O∞ is given by the fundamental system of
neighborhoods U(x) given below. If x 6= ∗∞, U(x) consists of ǫ-balls centered at
x for ǫ > 0 w.r.t. the product metric. If x = ∗∞, we set U(∗∞) = {π∞((R,∞]×
Y ) | R > 0}. The topology O0,∞ is similarly defined by setting the fundamental
systems of neighborhoods as above.
Remark 2.28. Roughly speaking, the metric completion is the cylinder of Y in
the case (1), the cone (with the apex) of Y in the cases (2) and (3), and the
suspension of Y in the case (4).
In general, the topologies O0,O∞ and O0,∞ are weaker than the quotient
topologies. If Y is compact, they agree with the quotient topologies. In particular,
in the case (4), the metric completion R>0 × Y is compact if Y is compact
because there is a surjection from ({0} ∪ R>0 ∪ {∞})× Y ∼= [0, 1]× Y .
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Proof. Use the notation of Definition A.2. Consider the case (1). Define a map
Θ1 : R>0 × Y → R>0 × Y , [(rk, yk)] 7→
(
lim
k→∞
rk, [yk]
)
. (2.28)
This map is well-defined. Indeed, by Corollary 2.23, we have limk→∞ rk ∈ R>0.
Then we may assume that {(rk, yk)} ⊂ (R1, R2) × Y for some 0 < R1 <
R2. Then Lemma 2.24 (1) implies that {yk} is a dgY -Cauchy sequence. If
limk→∞ dg((rk, yk), (r′k, y
′
k)) = 0 for dg-Cauchy sequences {(rk, yk)} and {(r′k, y′k)},
Lemma 2.22 and Lemma 2.24 (1) imply that limk→∞ rk = limk→∞ r′k and
limk→∞ dg(yk, y′k) = 0, and hence Θ1 is well-defined.
We show that Θ1 is bijective. For any (r0, [yk]) ∈ R>0 × Y , {(r0, yk)} is
a dg-Cauchy sequence by Lemma 2.24 (2). Hence we see that Θ1 is surjec-
tive. Suppose that limk→∞ rk = limk→∞ r′k and limk→∞ dg(yk, y
′
k) = 0 for
dg-Cauchy sequences {(rk, yk)} and {(r′k, y′k)}. Then Lemma 2.24 (2) implies
that limk→∞ dg((rk, yk), (r′k, y
′
k)) = 0, and hence Θ1 is injective.
We show that Θ1 is homeomorphic. Let {[(rkj , ykj)]}j be a sequence in
R>0 × Y converging to [(rk, yk)]. That is,
lim
j→∞
lim
k→∞
dg ((rkj , ykj), (rk, yk)) = 0.
By Lemma 2.22, we have limj→∞ limk→∞ |rkj − rk| = 0. Since limk→∞ rk > 0,
we can apply Lemma 2.24 (1) and it follows that limj→∞ limk→∞ dgY (ykj , yk) =
0. Hence Θ1 is continuous.
Let {(r0j , [ykj ])}j be a sequence in R>0 × Y converging to (r0, [yk]). Since
Θ−11 (r0, [yk]) = [(r0, yk)], Lemma 2.24 (2) implies that
lim
j→∞
dg ([(r0j , ykj)], [(r0, yk)]) = lim
j→∞
lim
k→∞
dg((r0j , ykj), (r0, yk)) = 0.
Hence Θ−11 is continuous.
Next, we consider the case (2). Define a map Θ2 : R>0 × Y → ({0}∪R>0)×
Y /
({0} × Y ) by
Θ2([(rk, yk)]) =
{
(limk→∞ rk, [yk]) if limk→∞ rk > 0,
∗0 if limk→∞ rk = 0.
This map is well-defined and bijective. Indeed, Corollary 2.23 implies that
limk→∞ rk ∈ {0} ∪ R>0. Every dg-Cauchy sequence with limk→∞ rk > 0 corre-
sponds to an element of R>0 × Y as in the case (1). For dg-Cauchy sequences
{(rk, yk)} and {(r′k, y′k)} such that limk→∞ rk = limk→∞ r′k = 0, Lemma 2.25
(1) implies that limk→∞ dg((rk, yk), (r′k, y
′
k)) = 0. Hence Θ2 is well-defined and
bijective.
We show that Θ2 is homeomorphic. Denote by ∗ the unique equivalence
class [(rk, yk)] ∈ R>0 × Y such that limk→∞ rk = 0. By (1), we see that
Θ2|R>0×Y−{∗} : R>0 × Y − {∗} → R>0 × Y is homeomorphic. To prove the
continuity of Θ2 at ∗, we prove the following.
Lemma 2.29. The fundamental system of neighborhoods at ∗ w.r.t. the topology
induced from dg is given by
{Uǫ | ǫ > 0} where Uǫ =
{
[(rk, yk)] ∈ R>0 × Y
∣∣∣∣ limk→∞ rk < ǫ
}
.
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Proof. Since (R>0 × Y , dg) is a metric space, the fundamental system of neigh-
borhoods at ∗ consists of the δ-balls Bδ centered at ∗ for δ > 0. Hence we only
have to show that for any δ > 0, there exists ǫ > 0 such that Uǫ ⊂ Bδ.
Since the function T in (2.23) is continuous at 0 under the assumption of
(2), for any δ > 0, there exists ǫ > 0 such that r < ǫ ⇒ T (r) − T0 < δ. Then
(2.25) implies that for any [(rk, yk)] ∈ Uǫ,
dg(∗, [(rk, yk)]) ≤ lim
k→∞
T (rk)− T0 < δ,
which implies that Uǫ ⊂ Bδ.
Then since Θ2(Uǫ) = π0([0, ǫ) × Y ), we see that Θ2 is continuous at ∗ and
Θ−12 is continuous at ∗0. We can prove (3) and (4) similarly.
Finally, we give a description of Y in terms of R>0 × Y . The following
implies that we can recover Y from R>0 × Y .
Proposition 2.30. Use the notation of Definition A.2. For any R > 0, the
map
IR : Y →
{
[(rk, yk)] ∈ R>0 × Y
∣∣∣∣ limk→∞ rk = R
}
, [yk] 7→ [(R, yk)]
is homeomorphic.
Proof. The proof is similar to that of Theorem 2.27. Let {yk} is a dgY -Cauchy
sequence. Then {(R, yk)} is a dg-Cauchy sequence by Lemma 2.24 (2). Hence
IR is well-defined.
Let {(rk, yk)} be a dg-Cauchy sequence with limk→∞ rk = R. Then Lemma
2.24 (1) implies that {yk} is a dgY -Cauchy sequence. By Lemma 2.24 (2), we
have
dg((rk, yk), (R, yk)) ≤ |T (rk)− T (R)| → 0 as k →∞.
Then {(rk, yk)} ∼ {(R, yk)}, and hence IR is surjective.
Suppose that limk→∞ dg((R, yk), (R, y′k)) = 0 for dgY -Cauchy sequences {yk}
and {y′k}. Then Lemma 2.24 (1) implies that limk→∞ dgY (yk, y′k) = 0, and hence
IR is injective.
We show that IR is homeomorphic. Let {[ykj ]}j be a sequence in Y con-
verging to [yk]. Then by Lemma 2.24 (2), limj→∞ dg([(R, ykj ], [(R, yk)]) = 0,
and hence IR is continuous. By the proof above, we have I
−1
R ([(rk, yk)]) = [yk].
Then by Lemma 2.24 (1), we see that I−1R is continuous.
Remark 2.31. Thus if we know R>0 × Y , we see Y . In particular, by Theorem
2.27, if we know (R>0 × Y, dg(w)), the metric completion of R>0 × Y w.r.t.
dg(w), for one w, we can obtain (R>0 × Y, dg(w˜)) for w˜ satisfying one of four
assumptions in Theorem 2.27.
3 Conformal transformations of the pseudo-Riemannian
metric of a homogeneous pair
3.1 The splitting theorem
In this section, we give the definition of a homogeneous pair for a pseudo-
Riemannian metric g and a positive function f on a manifold M admitting a
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free R>0-action in more detail. Then we study the geometric structures of the
pseudo-Riemannian manifold (M, (v ◦ f)g), where v : R>0 → R>0 is a smooth
function.
Definition 3.1 (Definition 1.1). Let (M, g) be a pseudo-Riemannian manifold
which admits a free R>0-action. Denote by m : R>0 ×M →M the R>0-action
and set mλ = m(λ, ·) for λ ∈ R>0. Let P ∈ X(M) be a vector field generated by
the R>0-action. That is,
Px =
d
dt
m(et, x)
∣∣∣∣
t=0
for x ∈M . Suppose that f :M → R>0 is a smooth function and α ∈ R− {0}.
The pair (g, f) is called a homogeneous pair of degree α if
m∗λg = λ
αg, (3.1)
m∗λf = λ
αf, (3.2)
g(P, ·) = df (3.3)
for any λ > 0.
Remark 3.2. The degree of g must be equal to that of f . That is, if m∗λg = λ
αg
and m∗λf = λ
βf , the equation g(P, ·) = df implies that α = β.
Indeed, by g(P, ·) = df , we have
m∗λ(g(P, ·)) = m∗λdf = λβdf.
Since Pmλ(x) =
d
dtmetmλ(x)
∣∣
t=0
= (mλ)∗Px for any x ∈M , we compute
m∗λ(g(P, ·)) = (g ◦mλ)(P ◦mλ, (mλ)∗(·)) = (m∗λg)(P, ·) = λαg(P, ·) = λαdf.
Hence we obtain α = β.
We first show that (M, (v ◦ f)g) admits the structure of a warped product.
This is a generalization of the splitting theorem for Hessian manifolds that
are cones given in [Loftin, Theorem 1] and [Totaro, Lemmas 2.1 and 2.4] (cf.
Remark 4.4).
Theorem 3.3. Let (M, g) be a pseudo-Riemannian manifold which admits a
free R>0-action and let f :M → R>0 be a smooth function. Suppose that (g, f)
is a homogeneous pair of degree α. Then
(1) we have (df)x 6= 0 for any x ∈M . Thus for any l > 0
Ml = {x ∈M | f(x) = l}
is a submanifold of M . Denote by gl the pullback of g to Ml. Then gl is
a pseudo-Riemannian metric on Ml.
(2) For a function v : R>0 → R>0, the map
ψ : R>0 ×Ml →M, (r, y) 7→ m
((r
l
) 1
α
, y
)
(3.4)
gives an isometry between
(
R>0 ×Ml, v(r)
(
1
αrdr
2 + rl gl
))
and (M, (v ◦
f)g).
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Remark 3.4. For l1, l2 > 0, the diffeomorphism
ψl1,l2 :Ml1 →Ml2 , x 7→ m
((
l2
l1
)1/α
, x
)
gives an isometry (Ml1 , gl1/l1)
∼= (Ml2 , gl2/l2) by (3.1). Hence the isometry
(3.4) is independent of l > 0.
Remark 3.5. We do not use the local coordinates to prove Theorem 3.3. Thus
the statement formally holds when M is infinite dimensional.
The subtle point in the infinite dimensional case is the notion of submani-
folds. In (1), we use implicit function theorem to prove that Ml is a submanifold
of M by (df)x 6= 0. However, there is no implicit function theorem in the in-
finite dimensional case in general. (For example, if M is a Banach manifold,
there is an implicit function theorem.) For the details of the theory of infinite
dimensional manifolds, see [KM, Lang].
Remark 3.6. By Theorem 3.3, we have an isometry between (M, (v ◦ f)g) and(
R>0 ×Ml, v(r)
(
1
αrdr
2 + rl gl
))
. Setting
k =
l
α
, w(r) =
rv(r)
l
and (Y, gY ) = (Ml, gl),
this pseudo-Riemannian metric is of the form g(w) in (2.15).
Proof of Theorem 3.3. First, we prove (1). For any x ∈M , we compute
(df)x(Px) = (df)x
(
d
dt
m(et, x)
∣∣∣∣
t=0
)
(3.2)
=
d
dt
eαtf(x)
∣∣∣∣
t=0
= αf(x). (3.5)
Since f is a positive function, we see that (df)x 6= 0. For y ∈ Ml, we have the
decomposition
TyM = TyMl ⊕ RPy = ker(df)y ⊕ RPy , A =
(
A− (df)y(A)
αl
Py
)
+
(df)y(A)
αl
Py ,
(3.6)
which is orthogonal by (3.3). Then it is immediate to see that gl is a pseudo-
Riemannian metric on Ml.
Next, we prove (2). Since the inverse ψ−1 :M → R>0 ×Ml is given by
ψ−1(x) =
(
f(x),m
((
l
f(x)
) 1
α
, x
))
, (3.7)
we see that ψ is a diffeomorphism. We compute ψ∗((v ◦ f)g) to show that ψ is
an isometry. For (r, y) ∈ R>0 ×Ml, we have
ψ∗(v ◦ f)(r, y) = v
(
f
(
m
((r
l
) 1
α
, y
)))
(3.2)
= v(r).
24
Thus we only have to compute (ψ∗g)(r,y)(∂r, ∂r), (ψ∗g)(r,y)(∂r, a), and (ψ∗g)(r,y)(a, a)
for any a ∈ ker(df)y . Since
(ψ∗)(r,y)(∂r) =
d
ds
m
((
r + s
l
) 1
α
, y
)∣∣∣∣∣
s=0
=
d
ds
m
( rl )
1
α
◦m
(1+ sr )
1
α
(y)
∣∣∣∣
s=0
=
1
αr
(m
( rl )
1
α
)∗Py,
we have by (3.1), (3.3) and (3.5)
(ψ∗g)(r,y)(∂r, ∂r) =
1
(αr)2
r
l
g(Py, Py) =
1
(αr)2
· r
l
· αl = 1
αr
.
Since
(ψ∗)(r,y)a = (m( rl )
1
α
)∗a,
we have (ψ∗g)(r,y)(∂r, a) = 0 by (3.1) and (3.3). By (3.1), we obtain
(ψ∗g)(r,y)(a, a) =
r
l
· g(a, a).
Hence the proof is completed.
Note that there is the following isometry between (M, (v ◦ f)g) and (M, (v˜ ◦
f)g) for some v˜ : R>0 → R>0. Hence they have the same sectional curvature,
geodesics and the metric completion.
Lemma 3.7. In the setting of Theorem 3.3, the pseudo-Riemannian manifolds
(M, (v ◦ f)g) and
(
M, 1f2 v(
1
f )g
)
are isometric via ψM : M → M defined by
ψM (x) = m(f(x)
−2/α, x).
Proof. Recall Remark 3.6. By Remark 2.15, we have an isometry(
R>0 ×Ml, v(r)
(
1
αr
dr2 +
r
l
gl
))
∼=
(
R>0 ×Ml, v
(
1
r
)(
r
α
(
d
(
1
r
))2
+
1
lr
gl
))
=
(
R>0 ×Ml, 1
r2
v
(
1
r
)(
1
αr
dr2 +
r
l
gl
))
via j : (r, y) 7→ (1/r, y). Since the map ψ in (3.4) gives an isometry between(
R>0 ×Ml, 1r2 v
(
1
r
) (
1
αrdr
2 + rl gl
))
and
(
M, 1f2 v(
1
f )g
)
, the map ψM = ψ ◦ j ◦
ψ−1 :M →M gives an isometry between (M, (v ◦ f)g) and
(
M, 1f2 v(
1
f )g
)
.
Definition 3.8. Given a homogeneous pair (g, f) of degree α ∈ R − {0, 1},
define a new pseudo-Riemannian metric gˆ by
gˆ =
df ⊗ df
f
+ (1− α)g. (3.8)
As we see below, (gˆ, f) is also a homogeneous pair of degree α. This pseudo-
Riemannian metric appears in many examples. See Sections 4 and 5. The
signature of gˆ is different from that of g, and hence we can produce a definite
pseudo-Riemannian metric in the sense of Definition A.1 in some cases.
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Lemma 3.9. The tensor gˆ is a pseudo-Riemannian metric. The pair (gˆ, f) is
also a homogeneous pair of degree α.
Proof. Recalling the decomposition (3.6), suppose that gˆ(kP + a, ·) = 0 for
k ∈ R and a ∈ ker(df). Then we have
0 = gˆ(kP+a, P ) =
k(df(P ))2
f
+(1−α)g(kP+a, P ) (3.3),(3.5)= kα2f+k(1−α)αf = kαf,
and hence we have k = 0. Then it follows that gˆ(a, ·) = (1−α)g(a, ·) = 0, which
implies that a = 0. Hence gˆ is a pseudo-Riemannian metric.
It is clear to see that m∗λgˆ = λ
αgˆ. By (3.3) for (g, f) and (3.5), we see that
gˆ(P, ·) = df .
By the definition of gˆ, we see that gˆl = (1−α)gl. Then by Theorem 3.3, we
have an isometry
(M, gˆ) ∼=
(
R>0 ×Ml, 1
αr
dr2 + (1− α)r
l
gl
)
.
Comparing this decomposition with (M, g) ∼=
(
R>0 ×Ml, 1αrdr2 + rl gl
)
, the def-
initeness of gˆ is characterized in terms of the signature of g as follows.
Lemma 3.10. Setting n = dimM , we have the following.
(1) When α > 1, g has signature (1, n− 1) if and only if gˆ is positive definite.
(2) When 0 < α < 1, g is positive definite if and only if gˆ is positive definite.
(3) When α < 0, g is negative if and only if gˆ is negative definite.
3.2 The sectional curvature
Let (g, f) be a homogeneous pair on a manifold M . By Remark 3.6, we can
apply results in Section 2. First, by Proposition 2.13 (3), we can find a function
v : R>0 → R>0 such that (v ◦ f)g has the constant sectional curvature if the
level set (Ml, gl) has constant sectional curvature.
Proposition 3.11. Use the notation of Definition 2.12 and Theorem 3.3. Let
(g, f) be a homogeneous pair of degree α. Suppose that gl has constant sectional
curvature Cˆl ∈ R: Kgl = Cˆl.
Then given C ∈ R, (v ◦ f)g has constant sectional curvature C if
v(r) =
1
r
w
(
C
α
,
lCˆl
α
,C2, r
)
,
where C2 ∈ R such that
(
C
α ,
lCˆl
α , C2
)
∈ ∆1 ∪∆2 ∪∆3.
Proof. By Remark 3.6 and Proposition 2.13 (3), (v ◦ f)g has constant sectional
curvature C if
v(r) =
l
r
w
(
lC
α
,C1, C2, r
)
=
1
r
w
(
C
α
,C1, C2, r
)
and
C1α
l
= Cˆl,
where C2 ∈ R such that
(
lC
α , C1, C2
) ∈ ∆1 ∪∆2 ∪∆3. The last equation of v(r)
follows by Definition 2.12.
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Remark 3.12. Remark 3.4 implies that lKgl is independent of l > 0 because
Kgl/l = lKgl . Thus if Kgl = Cˆl, lCˆl is independent of l > 0.
The function v(r) given in Proposition 3.11 is defined for all r > 0 when
αC ≥ 0. When αC < 0, it is only defined on the complement of the discrete set
of R>0.
To apply Proposition 3.11, (Ml, gl) needs to have constant sectional curva-
ture. This is the case if g is flat. The following is a generalization of [Totaro,
Corollaries 2.2 and 2.3].
Lemma 3.13. Use the notation of Theorem 3.3. Let (g, f) be a homogeneous
pair of degree α.
(1) We have
Kg(a, b) =
l
r
(
Kgl(a, b)− α
4l
)
for linearly independent a, b ∈ TMl.
(2) The pseudo-Riemannian metric g is flat if and only if gl has constant
sectional curvature α4l .
Proof. Suppose that v = 1 in Remark 3.6. Since w(r) = r/l = w(0, 1/4,− log l, r)
in the notation of Definition 2.12, the statement follows from Proposition 2.13
(2) and (3).
The following is immediate from Definition 2.12, Proposition 3.11 and Lemma
3.13. The flatness of g/f2 is also implied by Lemma 3.7.
Corollary 3.14. Let (g, f) be a homogeneous pair of degree α. Suppose that g
is flat. Then the following holds.
• For C ∈ R such that αC > 0, set
v(r) =
α
4Cr
(
cosh(12 (log r + C2))
)2 (C2 ∈ R).
Then (v ◦ f)g has constant sectional curvature C.
• The pseudo-Riemannian metric g/f2 is flat on M .
If g is definite in the sense of Definition A.1 and the bound of the sectional
curvature of gl is given, we can give the bounds of the sectional curvature of g.
Corollary 3.15. Use the notation of Definitions 2.12 and A.1. Let (g, f) be a
homogeneous pair of degree α. Suppose that g is definite. Given C ∈ R, set
v(r) =
1
r
w
(
C
α
,C1, C2, r
)
,
where C1, C2 ∈ R such that
(
C
α , C1, C2
) ∈ ∆1 ∪∆2 ∪∆3. Then
• K(v◦f)g ≥ C when lKgl ≥ αC1, and
• K(v◦f)g ≤ C when lKgl ≤ αC1.
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Furthermore, K(v◦f)g = C if lKgl = αC1.
Proof. Suppose that v(r) = 1rw
(
C
α , C1, C2, r
)
in Remark 3.6. Then we have
w(r) =
rv(r)
l
=
1
l
w
(
C
α
,C1, C2, r
)
= w
(
lC
α
,C1, C2, r
)
,
and hence the statement follows by Corollary 2.16.
Remark 3.16. In particular, we can apply this when g is flat. By Lemma 3.13,
this is the case Kgl = α4l .
More generally, if Kg ≥ 0 (resp. ≤ 0), we have lKgl ≥ α4 (resp. ≤ α4 ). Then
by Corollary 3.15, we have K(v◦f)g ≥ C (resp. ≤ C) for v(r) = 1rw
(
C
α ,
1
4 , C2, r
)
,
where C2 ∈ R such that
(
C
α ,
1
4 , C2
) ∈ ∆1 ∪∆2 ∪∆3.
When dimM = 2, we do not need the assumption on Kgl by Corollary 2.17.
We can prove the following in the same way as Proposition 3.11.
Corollary 3.17. Use the notation of Definition 2.12. Let (g, f) be a homoge-
neous pair of degree α. Suppose that dimM = 2.
Then given C ∈ R, (v ◦ f)g has constant sectional curvature C if
v(r) =
1
r
w
(
C
α
,C1, C2, r
)
,
where C1, C2 ∈ R such that
(
C
α , C1, C2
) ∈ ∆1 ∪∆2 ∪∆3. In particular, setting
C = 0, we see that fβg is flat for any β ∈ R.
Corollary 3.17 implies the following, which is a generalization of [Totaro,
Section 6] for Hessian manifolds.
Remark 3.18. Suppose that M =M1× · · ·×Mk, where dimMi ≤ 2 for any i.
If (gi, fi) is a homogeneous pair of degree α on Mi, (g, f) = (g1 + · · ·+ gk, f1 +
· · ·+fk) is a homogeneous pair on M . Then we can construct constant sectional
curvature pseudo-Riemannian metrics on M by Corollary 3.17. In particular,
g is flat.
Now recall the pseudo-Riemannian metric gˆ defined in (3.8). Since gˆl =
(1 − α)gl, gˆl has constant sectional curvature if gl does. In particular, we can
further obtain the following in addition to Corollary 3.14.
Corollary 3.19. Let (g, f) be a homogeneous pair of degree α ∈ R − {0, 1}.
Suppose that g is flat. Then the following holds.
• When α < 1,
– for C ∈ R such that αC > 0, set
v(r) =
α
4(1− α)C
(
cosh( 1
2
√
1−α (log r + C2))
)2 (C2 ∈ R).
Then (v ◦ f)gˆ is a pseudo-Riemannian metric on M which has con-
stant sectional curvature C.
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– The pseudo-Riemannian metric f
± 1√
1−α gˆ is flat.
• When α > 1, set for C < 0
v(r) =
α
4(1− α)C
(
sin( 1
2
√
α−1 (log r + C2))
)2 (C2 ∈ R).
Then (v◦f)gˆ is a pseudo-Riemannian metric which has constant sectional
curvature C defined on M −⋃N∈Z f−1 (exp (2N√α− 1π − C2)).
Proof. Since g is flat, we haveKgl = α4l by Lemma 3.13 (2). Since gˆl = (1−α)gl,
it follows that K gˆl = α4(1−α)l , and hence
lKgˆl
α =
1
4(1−α) . Then by Proposition
3.11, it is straightforward to obtain the statement.
Finally, we give an application of Corollary 3.15.
Corollary 3.20. Let (g, f) be a homogeneous pair of degree α > 1. Suppose
further that Kg ≥ 0, and gˆ is definite in the sense of Definition A.1. Then we
have
Kf
β gˆ ≤ 0 for any β ∈ R.
Proof. Since Kg ≥ 0, Lemma 3.13 (1) implies that Kgl ≥ α4l . Since gˆl =
(1− α)gl, it follows that lK gˆl = lKgl1−α ≤ α4(1−α) < 0.
On the other hand, for any β ∈ R, we have rβ = w(0, |β|/4, 0, r), where we
use the notation of Definition 2.12. Since α · |β|/4 ≥ 0, Corollary 3.15 implies
that Kf
β gˆ ≤ 0.
3.3 The geodesics
If v(r) = rβ , where β ∈ R, we can describe the geodesics of (M, fβg) in terms
of those in (Ml, gl) by Proposition 2.18.
Proposition 3.21. Let (g, f) be a homogeneous pair of degree α. The geodesic
γ : (−ǫ, ǫ) → M with the initial position x0 ∈ Ml ⊂ M and the initial velocity
A ∈ Tx0M w.r.t. the pseudo-Riemannian metric fβg, where β ∈ R, is given as
follows.
• When β 6= −1,
γ(t) = m
(
µ(β, t)
1
α(β+1) , yˆl
(∫ t
0
dτ
µ(β, τ)
))
,
where
µ(β, t) = 1 +
df(A)
l
(β + 1)t+
α
4l
g(A,A)(β + 1)2t2
and yˆl(s) is the geodesic in (Ml, gl) with the initial position x0 ∈ Ml and
the initial velocity A− df(A)αl P ∈ Tx0Ml, the Tx0Ml component of A in the
decomposition (3.6).
• When β = −1,
γ(t) = m
(
e
df(A)
αl
t, yˆl(t)
)
.
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Note that the integral
∫ t
0
dτ
µ(β,τ) can be explicitly computed as in Remark
2.19.
Proof. By Theorem 3.3, the geodesic γ(t) is given by
γ(t) = ψ(r(t), y(t)) = m
((
r(t)
l
)1/α
, y(t)
)
,
where (r(t), y(t)) is a geodesic of
(
R>0 ×Ml, rβ−1α dr2 + r
β+1
l gl
)
with the initial
position ψ−1(x0) and the initial velocity (dψ−1)x0(A). By (3.7), we see that
ψ−1(x0) = (l, x0), (dψ−1)x0(A) =
(
df(A), A− df(A)
αl
P
)
.
Since the Levi-Civita connection is invariant under the scalar multiplication of a
pseudo-Riemannian metric, (r(t), y(t)) is a geodesic of lr
β−1
α dr
2+ rβ+1gl, which
is of the form (2.18) if we set k = lα , C0 = β + 1 and (Y, gY ) = (Ml, gl). Then
the geodesic (r(t), y(t)) is given by Proposition 2.18. Since
g
(
A− df(A)
αl
P,A− df(A)
αl
P
)
=g(A,A)− 2df(A)
αl
g(A,P ) +
(
df(A)
αl
)2
g(P, P )
(3.3),(3.5)
= g(A,A)− 2df(A)
αl
· df(A) +
(
df(A)
αl
)2
· αl
=g(A,A)− 1
αl
(df(A))2,
F in Proposition 2.18 is given by
F =
1
4
((
df(A)
l
)2
+
α
l
(
g(A,A)− 1
αl
(df(A))2
))
=
α
4l
g(A,A).
Hence the proof is completed.
Corollary 2.20 implies the geodesically convexity or concavity of f in the
following cases.
Proposition 3.22. Let (g, f) be a homogeneous pair of degree α.
(1) The function f is geodesically convex w.r.t. fβg if one of the following
condition holds.
• β = −1.
• −1 < β ≤ 1 and αgl is positive definite.
• β < −1 and αgl is negative definite.
(2) The function f is geodesically concave w.r.t. fβg if β ≥ 1 and αgl is
negative definite.
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Proof. By Theorem 3.3, any geodesic γ w.r.t. fβg is of the form
γ(t) = ψ(r(t), y(t)) = m
((
r(t)
l
)1/α
, y(t)
)
,
where (r(t), y(t)) is a geodesic of
(
R>0 ×Ml, lrβ−1α dr2 + rβ+1gl
)
. Then we see
that
f(γ(t)) =
r(t)
l
f(y(t)) = r(t),
where we use (3.2) and the fact that y(t) ∈ Ml. Then (1) and (2) hold from
Corollary 2.20.
3.4 The metric completion
Let (g, f) be a homogeneous pair. Use the notation of Theorem 3.3. In this
subsection, we assume the following.
• The pseudo-Riemannian metric g is positive definite.
• The pseudometric dg induced from g is a metric. (This is always true when
M is finite dimensional. In the infinite dimensional case, there are exam-
ples of a Riemannian metric whose induced pseudometric is identically
zero ([MM]). )
Then we study the metric completion of M w.r.t. d(v◦f)g, where d(v◦f)g is the
metric induced from a Riemannian metric (v◦f)g for a function v : R>0 → R>0.
Fixing R0 ∈ R>0, define a strictly increasing function Tˆ : R>0 → R by
Tˆ (r) =
∫ r
R0
√
v(q)
q
dq
and set
Tˆ0 = lim
r→0
Tˆ (r) ∈ R ∪ {−∞}, Tˆ∞ = lim
r→∞
Tˆ (r) ∈ R ∪ {∞}. (3.9)
Then we obtain the following by Remark 3.6 and Theorem 2.27.
Theorem 3.23. The metric completion M of M w.r.t. the metric d(v◦f)g
induced from the Riemannian metric (v ◦ f)g is homeomorphic to the following.
(1) If Tˆ0 = −∞ and Tˆ∞ =∞,
R>0 ×Ml with the product topology.
(2) If Tˆ0 ∈ R, Tˆ∞ =∞ and limr→0 rv(r) = 0,
({0} ∪ R>0)×Ml/
({0} ×Ml) = (R>0 ×Ml) ∪ {∗}
with the topology O0 given below.
(3) If Tˆ0 = −∞, Tˆ∞ ∈ R and limr→∞ rv(r) = 0,
(R>0 ∪ {∞})×Ml/
({∞} ×Ml) = (R>0 ×Ml) ∪ {∗}
with the topology O∞ given below.
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(4) If Tˆ0 ∈ R, Tˆ∞ ∈ R, limr→0 rv(r) = 0 and limr→∞ rv(r) = 0,
({0} ∪ R>0 ∪ {∞})×Ml/
({0,∞}×Ml) = (R>0 ×Ml) ∪ {∗} ∪ {∗}
with the topology O0,∞ given below.
Here, Ml is the metric completion of Ml w.r.t. the metric induced from gl.
Let π0 : ({0}∪R>0)×Ml → ({0}∪R>0)×Ml/
({0} ×Ml) be the projection.
Set ∗0 = π0({0} ×Ml). The topology O0 is defined by the fundamental system
of neighborhoods U(x) given below. If x 6= ∗0, U(x) consists of ǫ-balls centered
at x for ǫ > 0 w.r.t. the product metric. If x = ∗0,
U(∗0) = {π0([0, ǫ)×Ml) | ǫ > 0}.
Let π∞ : (R>0 ∪ {∞}) × Ml → (R>0 ∪ {∞}) × Ml/
({∞} ×Ml) be the
projection. Set ∗∞ = π∞({∞} × Ml). The topology O∞ is defined by the
fundamental system of neighborhoods U(x) given below. If x 6= ∗∞, U(x) consists
of ǫ-balls centered at x for ǫ > 0 w.r.t. the product metric. If x = ∗∞, we set
U(∗∞) = {π∞((R,∞]×Ml) | R > 0}. The topology O0,∞ is similarly defined by
setting the fundamental systems of neighborhoods as above.
Remark 3.24. By Remark 3.4, Ml1 and Ml2 are isometric for l1, l2 > 0. Thus
Theorem 3.23 is independent of l.
Roughly speaking, the metric completion is the cylinder of Ml in the case
(1), the cone (with the apex) of Ml in the cases (2) and (3), and the suspension
of Ml in the case (4). In general, the topologies O0,O∞ and O0,∞ are weaker
than the quotient topologies. If Ml is compact, they agree with the quotient
topologies. In particular, in the case (4), the metric completion M is compact
if Ml is compact.
By Proposition 2.30, we also obtain the following.
Proposition 3.25. Use the notation of Definition A.2. The map
Ml →
{
[xk] ∈M
∣∣∣∣ limk→∞ f(xk) = l
}
, [yk] 7→ [yk]
is homeomorphic.
Proof. By Proposition 2.30, the map
Ml →
{
[(rk, yk)] ∈ R>0 ×Ml
∣∣∣∣ limk→∞ rk = l
}
, [yk] 7→ [(l, yk)]
is homeomorphic. Since ψ in (3.4) is isometric, the map
R>0 ×Ml →M, [(rk, yk)] 7→ [ψ(rk, yk)]
is isometric. Since rk = f(ψ(rk, yk)) and ψ(l, yk) = yk, the proof is completed.
Remark 3.26. Thus if we know M , we see Ml. In particular, by Theorem 3.23,
if we know (M,d(v◦f)g), the metric completion of M w.r.t. d(v◦f)g, for one v,
we obtain (M,d(v˜◦f)g) for v˜ satisfying one of four assumptions in Theorem 3.23.
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4 Pseudo-Hessian manifolds
Theorem 3.3 applies to many important classes of pseudo-Riemannian mani-
folds. One of them is the following class, which includes a class of pseudo-Hessian
manifolds satisfying the conditions (4.1)–(4.3).
Proposition 4.1. Let M be a manifold admitting a torsion-free connection
D, a function f : M → R>0 such that h = Ddf is a pseudo-Riemannian
metric (If D is flat, h is called a pseudo-Hessian metric), and a free R>0-action
m : R>0 ×M →M . Set mλ = m(λ, ·) for λ > 0. Suppose the following.
• The function f :M → R>0 is homogeneous of degree α ∈ R:
m∗λf = λ
αf for any λ > 0. (4.1)
• The action of R>0 preserves D: That is,
D(mλ)∗A ((mλ)∗B) = (mλ)∗(DAB) (4.2)
for any λ > 0 and vector fields A,B ∈ X(M) (cf. [KN, Chapter VI,
Proposition 1.4]).
• For a vector field P ∈ X(M) generated by the R>0-action, we have
DAP = A for any A ∈ TM. (4.3)
Then we have α 6= 0, 1. Moreover, the pairs (Ddf/(α−1), f) and (−fDd log f, f)
are homogeneous pairs of degree α. In particular, we can apply Theorem 3.3 and
we have isometries
(M, (v ◦ f)Ddf) ∼=
(
R>0 ×Ml, α− 1
α
· v(r)
r
dr2 +
rv(r)
l
hl
)
,
(M,−(v ◦ f)Dd(log f)) ∼=
(
R>0 ×Ml, 1
α
· v(r)
r2
dr2 − v(r)
l
hl
) (4.4)
for any function v : R>0 → R>0. Here, hl is the induced pseudo-Riemannian
metric on Ml = f
−1(l) ⊂M from h = Ddf .
Remark 4.2. If we set g = Ddf/(α − 1), the equation (4.7) implies that gˆ =
−fDd log f , where gˆ is defined in (3.8). In particular, we can apply Corollaries
3.19 and 3.20 to −fDd log f .
Remark 4.3. We can also prove the similar splitting for a pseudo-Riemannian
metric (v ◦ f)Dd(u ◦ f) for some u : R>0 → R, though (Dd(u ◦ f), f) is not a
homogeneous pair in general. That is,
(1) if dudr (r) 6= 0 and du˜dr (r) 6= 0, where we set u˜(r) = αru′(r)−u(r), Dd(u ◦ f)
is a pseudo-Riemannian metric on M .
(2) The map (3.4) gives an isometry between
(
R>0 ×Ml, u˜
′(r)v(r)
αr dr
2 + ru
′(r)v(r)
l hl
)
and (M, (v ◦ f)Dd(u ◦ f)).
However, since we do not know examples other than u(r) = r or log r, we omit
the proof. We can prove this in the same way as Theorem 3.3.
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Remark 4.4. Proposition 4.1 generalizes [Loftin, Theorem 1] and [Totaro,
Lemmas 2.1 and 2.4]. Indeed, (4.2) and (4.3) are satisfied when M ⊂ Rn is a
cone, D is the canonical flat connection, and the R>0-action is the canonical
one.
By setting v(r) = 1, l = 1 and r = s2 in (4.4), we see that (M, Ddf) is
isometric to
(
R>0 ×M1, 4(α−1)α ds2 + s2h1
)
, which is [Totaro, Lemma 2.1].
Similarly, by setting v(r) = 1, l = 1, α > 0 and r = e
√
αt in (4.4), we see
that (M,−Dd(log f)) is isometric to (R ×M1, dt2 + (−h1)). This is [Totaro,
Lemma 2.4], which is equivalent to [Loftin, Theorem 1].
Proof of Proposition 4.1. Since the equation (4.1) is the same as (3.2), we have
df(P ) = αf by (3.5). Then differentiating df(P ) = αf , it follows that
d(df(P )) = (Ddf)(P ) + df(DP )
(4.3)
= (Ddf)(P ) + df = αdf.
Hence we have
h(P, ·) = (α− 1)df, h(P, P ) = α(α− 1)f. (4.5)
Thus we see that α 6= 0, 1 so that h = Ddf is a pseudo-Riemannian metric.
Since the R>0-action preserves the connection D, we have
D(m
λ−1)∗A (m
∗
λα) = m
∗
λ(DAα)
for λ ∈ R>0, a vector field A ∈ X(M) and a 1-form α ∈ Ω1(M). Replacing A
with (mλ)∗A, we see that D(m∗λα) = m
∗
λ(Dα). Thus we obtain
m∗λh = m
∗
λ(Ddf) = D(m
∗
λdf)
(4.1)
= λαDdf = λαh. (4.6)
Hence (4.6), (4.1) and (4.5) imply that (h/(α − 1), f) = (Ddf/(α − 1), f) is a
homogeneous pair of degree α. Then by Theorem 3.3, we have an isometry(
M,
(v ◦ f)Ddf
α− 1
)
∼=
(
R>0 ×Ml, v(r)
(
1
αr
dr2 +
r
l
· hl
α− 1
))
,
which implies the first equation of (4.4).
Similarly, we have
m∗λDd(log f) = D(m
∗
λd(log f)) = Dd(log f).
Since
Dd(log f) = D
(
df
f
)
=
Ddf
f
− df ⊗ df
f2
, (4.7)
it follows that
Dd(log f)(P, ·) = (α − 1)df
f
− αdf
f
= −df
f
by the equation df(P ) = αf and (4.5). Then we see that (−fDd(log f), f)
is a homogeneous pair of degree α. Since (−fDd(log f))|Ml = −hl by (4.7),
Theorem 3.3 implies an isometry
(M,−(v ◦ f)fDd(log f)) ∼=
(
R>0 ×Ml, v(r)
(
1
αr
dr2 +
r
l
(−hl)
))
,
Then replacing v(r) with v(r)/r, we obtain the second equation of (4.4).
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5 Examples
In this section, we give examples to which we can apply results obtained in
previous sections.
5.1 Manifolds with flat Hessian metrics
In this subsection, we give examples of manifolds with flat Hessian metrics. We
can apply (1)–(4) in Section 1 to these examples.
5.1.1 Cones in Rn
Many flat Hessian metrics are constructed on cones in Rn. LetD be the standard
flat connection on Rn. It is easy to see that D satisfies (4.2) and (4.3) w.r.t. the
canonical R>0-action. We give examples of a function f : R
n → R such that
Ddf is flat on a cone in Rn where the Hessian of f is positive definite.
• f(x1, · · · , xn) = x21 + · · ·+ x2n,
• f(x1, · · · , xn) = f1(x1, x2)+f2(x3, x4)+ · · · , where f1, f2, · · · are homoge-
neous functions of two variables of the same degree such that the Hessian
matrices are positive definite.
• n = 3 and f(x, y, z) = x6 + y6 + z6 − 10(x3y3 + y3z3 + z3x3), which is
called the Maschke sextic.
The first f is the most standard example. The flatness of Ddf for the second
f is first proved by [Totaro, Section 6], which also follows from Remark 3.18.
That for the third f is proved by [Dubrovin, Corollary 5.9 and Example 3].
5.2 Manifolds with pseudo-Hessian metrics
In this subsection, we give examples of manifolds with pseudo-Hessian metrics.
We can apply (1), (3) and (4) in Section 1 to these examples.
5.2.1 Regular convex cones
An open convex cone Ω ⊂ Rn not containing full straight lines is called a regular
convex cone. The study of regular convex cones is considered to be the origin of
the geometry of Hessian structures ([Shima, Section 4]). Let (Rn)∗ be the dual
space of Rn. The dual cone Ω∗ ⊂ (Rn)∗ is defined by
Ω∗ =
{
y∗ ∈ (Rn)∗ | 〈x, y∗〉 > 0 for any x ∈ Ω¯− {0}} ,
where 〈·, ·〉 is the canonical pairing of Rn and (Rn)∗ and Ω¯ is the closure of Ω.
The characteristic function f : Ω→ R is given by
f(x) =
∫
Ω∗
e−〈x,x
∗〉dx∗,
where dx∗ is the canonical volume form on (Rn)∗. This function f is homo-
geneous of degree −n, which follows [Shima, (4.2)], and Dd(log f) defines a
Riemannian metric on Ω, where D is the standard flat connection on the Eu-
clidean space ([Shima, Proposition 4.5]).
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5.2.2 The Ka¨hler cone
Let M be a compact Ka¨hler manifold of dimCM = n. Let
K = {ω ∈ H1,1(M,R) | ω contains a Ka¨hler metric}
be the Ka¨hler cone ofM , which is an open cone inH1,1(M,R). Define a function
f : K → R by
f(ω) = Vol(ω) =
∫
M
ωn
n!
,
which is homogeneous of degree n w.r.t. the canonical R>0-action on K. Then
it is known that g = −Dd(log f) is a Riemannian metric on K, where D is the
standard flat connection on K ([Magnu´sson, Proposition 1.1]). The Riemannian
metric g is complete if and only if K is a connected component of the volume
cone {ω ∈ H1,1(M,R) | ∫M ωn > 0} ([Magnu´sson, Proposition 4.4]).
The level sets Kl = f−1(l) ⊂ K, where l > 0, with the induced Riemannian
metric gl was studied in [Huybrechts, Wilson, TW]. Wilson explicitly computed
the curvature tensor and the geodesics of gl. He conjectured that when M is a
Calabi-Yau manifold, Kl should have non-positive sectional curvatures, at least
in the large Ka¨hler structure limit, considering the correspondence to the Weil-
Petersson metric on the complex moduli space under mirror symmetry. Now,
there are some counterexamples in [Totaro, TW].
When h1,1 = dimH1,1(X,R) = 2 or M is hyperka¨hler, gl has constant
negative sectional curvature. See [Wilson, p.631 and Example 1].
5.2.3 The G2 moduli space
The exceptional Lie group G2 is realized as a stabilizer in GL(7,R) of a 3-form
ϕ0 on R
7. The GL+(7,R)-orbit GL+(7,R) ·ϕ0 through ϕ0, where GL+(7,R) =
{A ∈ GL(7,R) | detA > 0}, is diffeomorphic to GL+(7,R)/G2. It has the same
dimension as Λ3(R7)∗, and hence it is open in Λ3(R7)∗. Any ϕ ∈ GL+(7,R) ·ϕ0
induces the metric gϕ, the volume form volϕ and the Hodge star ∗ϕ on R7. They
are related by
i(u)ϕ ∧ i(v)ϕ ∧ ϕ = 6gϕ(u, v)volϕ, ϕ ∧ ∗ϕϕ = 7volϕ for u, v ∈ R7.
Let M7 be a 7-dimensional manifold with a G2-structure. That is, the
tangent frame bundle is reduced to a G2-subbundle. We assume that M
7 is
connected for simplicity. We can define a positive 3-form, a section of an open
subbundle Λ3+T
∗M7 of Λ3T ∗M7, which is induced from GL+(7,R) · ϕ0. We
denote by ∇ϕ the Levi-Civita connection of gϕ. Then a Riemannian metric g
has holonomy contained in G2 if and only if there exists a positive 3-form such
that ∇ϕϕ = 0 and g = gϕ. A positive 3-form ϕ satisfying ∇ϕϕ = 0 is called a
torsion-free G2-structure.
The holonomy group of gϕ for a torsion-free G2-structure ϕ is determined
by the topology of M7. It has full holonomy G2 if and only if π1(M
7) is finite.
We call such a manifold irreducible.
Define the moduli space MG2 of torsion-free G2-structures by
MG2 = {ϕ ∈ Ω3+(M7) | ∇ϕϕ = 0}/Diff0(M7),
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where Ω3+(M
7) is the space of smooth positive 3-forms and Diff0(M
7) is the
identity component of the diffeomorphism group.
Suppose that M7 is compact. By [Joyce2], a map MG2 ∋ [ϕ] 7→ [ϕ] ∈
H3(M7,R) is a local homeomorphism, which implies that MG2 is an affine
manifold of dimension b3 = dimH3(M7,R). Denote by D the flat connection
onMG2 (cf. [KL, Section 3.1]). This satisfies (4.2) and (4.3) w.r.t. the canonical
R>0-action on MG2 . Define f :MG2 → R by
f([ϕ]) = 3Vol(ϕ) = 3
∫
M7
volϕ =
3
7
∫
M7
ϕ ∧ ∗ϕϕ,
which is homogeneous of degree 7/3 w.r.t. the canonical R>0-action on MG2 .
We have three canonical pseudo-Riemannian metrics on MG2 (cf. [Hitchin2,
Proposition 22], [KL, Theorem 3.5 and Lemma 3.11]).
(1) The tensor h1 = Ddf is a pseudo-Riemannian metric with signature (1 +
b1, b3 − 1− b1), where bi is the i-th Betti number.
(2) The tensor h2 = −Dd(log f) is a pseudo-Riemannian metric with signa-
ture (b3 − b1, b1). When M is irreducible, this is positive definite.
(3) By identifying T[ϕ]MG2 with H3ϕ, the space of harmonic 3-forms w.r.t.
gϕ, the L
2-metric on M induces the metric gL2 on MG2 . When M is
irreducible, we have
gL2 = −fDd log f.
By Proposition 4.1, (34h1, f) and (gL2 , f) are homogeneous pairs on MG2 .
These two Riemannian-metrics are related by gL2 =
3̂
4h1, by Remark 4.2. By
the conformal transformation of gL2 , we obtain h2.
Remark 5.1. As far as the author knows, there are no known examples of a 7-
dimensional manifold admitting a torsion-free G2-structure with b
3 = dimMG2 =
2. It would be interesting to construct such examples. It is because the above
pseudo-Riemannian metrics are flat by Corollary 3.17, and hence MG2 is ex-
pected to have simpler geometric structures, which might be useful to study the
general cases.
The Hessian curvature tensor for h2 is explicitly given in [GY]. See also
[Grigorian]. The detailed analysis of the curvature of MG2 is also given in
[KLL].
The metric completion ofMG2 has not been studied yet. By Theorem 3.23,
we see the following.
Corollary 5.2. When M7 is irreducible, the metric completion (MG2 , dh2) of
MG2 (resp. (MG2 , dgL2 )) w.r.t. the metric dh2 (resp. dgL2 ) induced from h2
(resp. gL2) is homeomorphic to R>0×(MG2)l (resp. ({0}∪R>0)×(MG2)l/
({0} ×Ml)),
where (MG2)l is the metric completion of (MG2)l = f−1(l) ⊂ MG2 w.r.t. the
induced Riemannian metric from h2.
In particular, (MG2 , dh2) is strictly smaller than (MG2 , dgL2 ). In other
words, (MG2 , dh2) has less degenerate points than (MG2 , dgL2 ).
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Remark 5.3. The completion of the space of Riemannian metrics is described
geometrically in terms of measurable, symmetric, positive semidefinite (0, 2)-
tensor fields (cf. [Clarke3, CR1], Section 5.3.2). We may also expect to describe
(MG2)l geometrically, which is equivalent to describe (MG2 , dh2) or (MG2 , dgL2 )
geometrically by Theorem 3.23 and Proposition 3.25, but it seems to be difficult.
If we follow the case above, we have to describe geometrically the metric
completions of Ω3+(M
7) and M̂G2 = {ϕ ∈ Ω3+(M7) | ∇ϕϕ = 0} to give a
geometrical description of MG2 = M̂G2/Diff0(M7).
We expect that the metric completion of Ω3+(M
7) w.r.t. the L2 metric divided
by the volume functional (which corresponds to h2 on MG2) will be the set of
measurable semi-positive G2-structures with nonzero finite volume modulo the
equivalence relation as in Theorem 5.8. Here, we call the section of the closure
of Λ3+T
∗M7 “semi-positive”.
It will be difficult to determine the metric completion of M̂G2 = {ϕ ∈
Ω3+(M
7) | ∇ϕϕ = 0}. The related problem is considered in [CR1], where the
Calabi-Yau theorem is used in the proof. There is no such analogues in the
G2 case. For the metric completion of MG2 , there will be more problems when
taking the quotient by Diff0(M
7) as in [Clarke3, Section 5].
It would also be an interesting question to study the metric completion of the
space of closed G2-structures {ϕ ∈ Ω3+(M7) | dϕ = 0}. We might characterize
the existence of torsion-free G2-structures in terms of the “analytic stability
condition” in terms of the Laplacian flow and the metric completion as in [CR1].
5.2.4 The SL(3,C) moduli space
The group SL(3,C) is realized as a stabilizer in GL(6,R) of a 3-form ψ0 =
Re(dz1∧dz2∧dz3) on R6, where we use holomorphic coordinates (z1, z2, z3) on
C3 ∼= R6. The GL+(6,R)-orbit GL+(6,R) · ψ0 through ψ0, where GL+(6,R) =
{A ∈ GL(6,R) | detA > 0}, is diffeomorphic to GL+(6,R)/SL(3,C). It has the
same dimension as Λ3(R6)∗, and hence it is open in Λ3(R6)∗. By [Hitchin2, (9),
(10)], Any ψ ∈ GL+(6,R) · ψ0 induces a complex structure Jψ and a 3-form ψˆ
on R6 such that ψ + iψˆ is a (3, 0)-form w.r.t. Jψ.
Let M6 be a 6-dimensional manifold with a SL(3,C)-structure. That is,
the tangent frame bundle is reduced to a SL(3,C)-subbundle. We can define a
positive 3-form, a section of an open subbundle Λ3+T
∗M6 of Λ3T ∗M6, which
is induced from GL+(6,R) · ψ0. We call a positive 3-form ψ torsion-free if
dψ = dψˆ = 0.
Define the moduli space MSL(3,C) of torsion-free SL(3,C)-structures by
MSL(3,C) = {ψ ∈ Ω3+(M6) | dψ = dψˆ = 0}/Diff0(M6),
where Ω3+(M
6) is the space of smooth positive 3-forms and Diff0(M
6) is the
identity component of the diffeomorphism group.
Suppose that M6 is a compact complex 3-manifold with non-vanishing holo-
morphic 3-form and satisfy the ∂∂¯-lemma (such as a Calabi-Yau manifold).
Then by [Hitchin2, Section 6.3], a map MSL(3,C) ∋ [ψ] 7→ [ψ] ∈ H3(M6,R)
is a local homeomorphism, which implies that MSL(3,C) is an affine manifold
of dimension b3(M6). Denote by D the flat connection on MSL(3,C). This
satisfies (4.2) and (4.3) w.r.t. the canonical R>0-action on MSL(3,C). Define
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f :MSL(3,C) → R by
f([ψ]) =
∫
M6
ψ ∧ ψˆ
which is homogeneous of degree 2 w.r.t. the canonicalR>0-action onMG2 by the
definition of ψˆ in [Hitchin2, Definition 2]. Then the Hessian Ddf of f defines a
pseudometric onMSL(3,C). In fact,MSL(3,C) admits a more geometric structure.
It is known to be a special pseudo-Ka¨hler manifold ([Hitchin2, Proposition 17]).
5.3 Other examples
In this subsection, we give examples which admit a homogeneous pair but are
not known to admit pseudo-Hessian structures. We can also apply (1), (3) and
(4) in Section 1 to these examples.
5.3.1 The Spin(7) moduli space
The group Spin(7) is realized as a stabilizer in GL(8,R) of a 4-form Φ0 on
W = R8. It is known that Spin(7) ⊂ SO(8). The GL+(8,R)-orbit GL+(8,R)·Φ0
through Φ0, where GL+(8,R) = {A ∈ GL(8,R) | detA > 0}, is diffeomorphic
to GL+(8,R)/Spin(7). Note that this is not open in Λ
4W ∗ as in the cases G2
and SL(3,C). Any Φ ∈ GL+(8,R) · Φ0 induces the metric gΦ, the volume form
volΦ and the Hodge star ∗Φ on R8. Note that Φ and volΦ are related by
Φ ∧ Φ = 14volΦ.
The group Spin(7) acts canonically on the space of forms Λ∗W ∗ on W . In
particular, Λ4W ∗ has the following irreducible decomposition
Λ4W ∗ = Λ41W
∗ ⊕ Λ47W ∗ ⊕ Λ427W ∗ ⊕ Λ435W ∗, (5.1)
where Λ4kW
∗ is a k-dimensional irreducible representation of Spin(7). Note that
Λ41W
∗ = RΦ0 and
Λ41W
∗ ⊕ Λ47W ∗ ⊕ Λ427W ∗ = Λ4+W ∗, Λ435W ∗ = Λ4−W ∗, (5.2)
where Λ4+W
∗ (resp. Λ4−W
∗) is the space of self-dual (resp. anti-self-dual) 4-
forms.
Let M8 be an 8-dimensional manifold with a Spin(7)-structure, that is, the
tangent frame bundle is reduced to a Spin(7)-subbundle. We assume that M8
is connected for simplicity. We can define an admissible 4-form, a section of a
43(= 1 + 7 + 35)-dimensional subbundle A4M8 of Λ4T ∗M8, which is induced
from GL+(8,R) ·Φ0. We denote by ∇Φ the Levi-Civita connection of gΦ. Then
a Riemannian metric g has holonomy contained in Spin(7) if and only if there
exists an admissible 4-form Φ such that ∇ΦΦ = 0 and g = gΦ. It is known that
∇ΦΦ = 0 if and only if dΦ = 0. An admissible 4-form Φ satisfying dΦ = 0 is
called a torsion-free Spin(7)-structure.
The holonomy group of gΦ for a torsion-free Spin(7)-structure Φ is deter-
mined by the topology of M8. It has full holonomy Spin(7) if and only if M8 is
simply connected and the Betti numbers of M8 satisfy b3+ b4+ = b
2+2b4−+25.
We call such a manifold irreducible. In this case, we have b47 = 0 (cf. [Joyce3,
Proposition 10.6.5 and Theorem 10.6.8]).
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On a manifold M8 admitting a torsion-free Spin(7)-structure Φ, there is a
decomposition of Ω4(M8), the space of smooth 4-forms, induced from (5.1):
Ω4(M8) = Ω41(M
8)⊕ Ω47(M8)⊕ Ω427(M8)⊕ Ω435(M8),
where we denote by Ω4k(M
8) the space of smooth sections of Λ4kT
∗M8. Set
(H4k)Φ = {ξ ∈ Ω4k(M8) | dξ = d ∗Φ ξ = 0}, which is the space of harmonic forms
in Ω4k(M
8), b4k = dim(H4k)Φ and
HΦ = (H41)Φ ⊕ (H47)Φ ⊕ (H435)Φ. (5.3)
Define the moduli space MSpin(7) of torsion-free Spin(7)-structures by
M̂Spin(7) = {Φ ∈ C∞(A4M8) | dΦ = 0},
MSpin(7) = M̂Spin(7)/Diff0(M8),
where C∞(A4M8) is the space of smooth admissible 4-forms and Diff0(M8)
is the identity component of the diffeomorphism group. Let π : M̂Spin(7) →
MSpin(7) be the canonical projection.
As far as the author knows, the geometric structures of MSpin(7) have not
been studied yet. Thus by recalling the result of [Joyce1] about the smoothness
of MSpin(7), we explain two pseudo-Riemannian metrics on MSpin(7) in detail.
Suppose thatM8 is compact. By [Joyce1], by fixing any Φ ∈ M̂Spin(7), there
exist open neighborhoods U ⊂ HΦ of 0 and V ⊂MSpin(7) of π(Φ) and a smooth
map Φ̂ : U → M̂Spin(7) such that Φ̂(0) = Φ, (dΦ̂)0(ξ) = ξ for any ξ ∈ HΦ, and
π ◦ Φ̂ : U → V is a homeomorphism. Then we see that MSpin(7) is a smooth
manifold of dimension b41+b
4
7+b
4
35, which is known to be a topological invariant.
Thus we have the identification
Tπ(Φ)MSpin(7) = (dπ)Φ(HΦ). (5.4)
However, MSpin(7) is not known to be an affine manifold as in the cases of G2
and SL(3,C).
By (5.4), we can define two canonical pseudo-Riemannian metrics gI and
gL2 on MSpin(7).
(1) For Φ ∈ M̂Spin(7) and ξ, η ∈ HΦ, define
(gI)π(Φ) ((dπ)Φ(ξ), (dπ)Φ(η)) =
∫
M8
ξ ∧ η, (5.5)
which is induced from the intersection form on H4(M8,R).
(2) For Φ ∈ M̂Spin(7) and ξ, η ∈ HΦ, define
(gL2)π(Φ) ((dπ)Φ(ξ), (dπ)Φ(η)) =
∫
M8
ξ ∧ ∗Φη, (5.6)
which is induced from the L2-metric on M8, and hence gL2 is positive
definite.
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Lemma 5.4. The pseudo-Riemannian metrics gI and gL2 are well-defined.
Proof. Take any Φ ∈ M̂Spin(7) and θ ∈ Diff0(M8). The Riemannian metric gΦ
induced from Φ is given explicitly in [Karigiannis, Theorem 4.3.5], which implies
that
gθ∗Φ = θ
∗gΦ.
Then we easily see that the induced Hodge stars are related by
∗θ∗Φ = θ∗ ∗Φ (θ−1)∗. (5.7)
Then for any ξ ∈ HΦ, we have θ∗ξ ∈ Hθ∗Φ. The equation π = π ◦ θ∗ implies
that (dπ)Φ(ξ) = (dπ)θ∗Φ(θ
∗ξ). Thus we only have to prove∫
M8
θ∗ξ ∧ θ∗η =
∫
M8
ξ ∧ η, and
∫
M8
θ∗ξ ∧ ∗θ∗Φθ∗η =
∫
M8
ξ ∧ ∗Φη
for any ξ, η ∈ HΦ. These equations follow from θ ∈ Diff0(M8) and (5.7).
If we decompose ξ = ξ1 + ξ7 + ξ35 and η = η1 + η7 + η35 following (5.3), the
equation (5.2) implies that
(gI)π(Φ) ((dπ)Φ(ξ), (dπ)Φ(η)) =
∫
M8
ξ1 ∧ ∗Φη1 +
∫
M8
ξ7 ∧ ∗Φη7 −
∫
M8
ξ35 ∧ ∗Φη35,
(5.8)
(gL2)π(Φ) ((dπ)Φ(ξ), (dπ)Φ(η)) =
∫
M8
ξ1 ∧ η1 +
∫
M8
ξ7 ∧ η7 −
∫
M8
ξ35 ∧ η35.
(5.9)
In particular, (5.8) implies that gI has signature (1+b
4
7, b
4
35) and it is Lorentzian
if M8 is irreducible.
Define a function f :MSpin(7) → R by
f(π(Φ)) = 7Vol(Φ) = 7
∫
M8
volΦ =
1
2
∫
M8
Φ ∧Φ,
which is homogeneous of degree 2 w.r.t. the canonical R>0-action on MSpin(7).
Proposition 5.5. The pairs (gI , f) and (gL2 , f) are homogeneous pairs of de-
gree 2 w.r.t. the canonical R>0-action on MSpin(7).
Proof. By (5.5) and (5.9), we see that (3.1) and (3.2) are satisfied for α = 2.
The vector field P generated by the canonical R>0-action on MSpin(7) is given
by
Pπ(Φ) = (dπ)Φ(Φ).
Then by (5.8), we have for any η ∈ HΦ,
(gI)π(Φ)(Pπ(Φ), (dπ)Φ(η)) =
∫
M8
Φ ∧ ∗Φη1 = (gL2)π(Φ)(Pπ(Φ), (dπ)Φ(η)).
On the other hand, we compute
(df)π(Φ)((dπ)Φ(η)) = d(f ◦ π ◦ Φ̂)0
(
d
dt
(tη)
∣∣∣∣
t=0
)
=
1
2
d
dt
∫
M8
Φ̂(tη) ∧ Φ̂(tη)
∣∣∣∣
t=0
=
∫
M8
η ∧ Φ = (gI)π(Φ)(Pπ(Φ), (dπ)Φ(η)).
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Hence the proof is completed.
Two pseudo-Riemannian metrics gI and gL2 are related as follows.
Remark 5.6. If M8 is irreducible, gI and gL2 are related by gL2 = ĝI , where
we use the notation in (3.8).
Indeed, take any Φ ∈ M̂Spin(7) and η = η1 + η35 ∈ (H41)Φ ⊕ (H435)Φ. By the
proof of Proposition 5.5, we have (df)π(Φ)((dπ)Φ(η)) = 〈η,Φ〉L2 , where 〈·, ·〉 is
the L2-metric on the space of differential forms on M8 induced from gΦ. Since
(H41)Φ = RΦ, we have η1 = 〈η,Φ〉L2Φ/〈Φ,Φ〉L2 . Then we compute
(df ⊗ df)π(Φ)((dπ)Φ(η), (dπ)Φ(η))
f(π(Φ))
=
2〈η,Φ〉2L2
〈Φ,Φ〉L2
= 2〈η, η1〉L2 = 2〈η1, η1〉L2 .
Then (3.8) and (5.8) imply that
(ĝI)π(Φ) ((dπ)Φ(η), (dπ)Φ(η)) = 2〈η1, η1〉L2−(〈η1, η1〉L2 − 〈η35, η35〉L2) = 〈η, η〉L2 .
Remark 5.7. As far as the author knows, there are no known examples of an 8-
dimensional manifold admitting a torsion-free Spin(7)-structure with dimMSpin(7) =
2. It would be interesting to construct such examples. It is because the above
pseudo-Riemannian metrics are flat by Corollary 3.17, and hence MSpin(7) is
expected to have simpler geometric structures, which might be useful to study
the general cases.
The metric completion of MSpin(7) has not been studied yet. We expect that
the same statements as in Remark 5.3 hold.
5.3.2 The space of Riemannian metrics
Let M be a compact oriented n-dimensional manifold and let M be the space
of all smooth Riemannian metrics on M . This is an open cone in the Fre´chet
space Γ(S2T ∗M), the space of symmetric (0, 2)-tensors on M . Thus M is a
Fre´chet manifold and its tangent space at g ∈ M is canonically identified with
Γ(S2T ∗M).
For g ∈ M and h1, h2 ∈ TgM ∼= Γ(S2T ∗M), define a weak Riemannian
metric gE, which is called the Ebin metric, on M by
(gE)g(h1, h2) =
∫
M
tr(g−1h1g−1h2)volg, (5.10)
where g−1hi ∈ Γ(T ∗M ⊗TM) is the contraction of the dual Riemannian metric
of g and hi, and volg is the volume form induced from g.
The local structure of (M, gE) was first studied in [FG, GM]. The authors
first proved the splitting similar to Theorem 3.3 for (M, gE). Then they showed
that the sectional curvature of gE is nonpositive ([FG, Corollary 1.17]) and gave
the geodesics explicitly ([FG, Theorem 2.3], [GM, Theorem 3.2]).
On M, there is a canonical function f :M→ R given by
f(g) = 2Vol(g) = 2
∫
M
volg. (5.11)
Clarke showed that the pseudometric dgE induced from gE is the metric in
[Clarke1] and determined the metric completion (M, dgE ) of M w.r.t. dgE in
[Clarke3].
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Theorem 5.8 ([Clarke3, Theorem 5.19]). Let Mfinite be the set of measurable
positive-semidefinite sections g : M → S2T ∗M with f(g) < ∞. Set M̂finite =
Mfinite/ ∼, where ∼ is the equivalence relation defined by g ∼ h⇔ g(x) = h(x)
or g(x) 6= h(x) and det g(x) = deth(x) = 0 for almost everywhere x ∈M .
Then the metric completion (M, dgE ) of M w.r.t. dgE is identified with
M̂finite.
For the proof, Clarke first introduced a notion of the ω-convergence for
Cauchy sequences inM, which is a kind of pointwise a.e.-convergence. Then as
summarized in [Clarke4, p.60], Theorem 5.8 is proved in the following steps.
(i) For any Cauchy sequence {gk} ⊂ M, there exists an ω-convergent sub-
sequence. Denote by [g0] ∈ M̂finite the ω-limit. (ii) Two ω-convergent sub-
sequences {g0k} and {g1k} have the same ω-limit if and only if [g0k] = [g1k] ∈
(M, dgE ). (iii) For each element of Mfinite, there exists a sequence in M ω-
converging to it.
Then a map (M, dgE ) ∋ [gk] 7→ [g0] ∈ M̂finite gives a bijection, where we
use the notation in Definition A.2. Note that by [Clarke3, Theorem 4.21]
f(g0) = lim
k→∞
f(gk).
Using this result, Clarke and Rubinstein ([CR2]) showed that dgE/fp is a
metric for any p ∈ Z and determined the metric completion (M, dgE/fp) of M
w.r.t. dgE/fp .
Theorem 5.9 ([CR2, Theorem 5.3]). The metric completion (M, dgE/fp) of
M w.r.t. dgE/fp is identified with the following.
(1) If p = 1, M̂finite,+ := Mfinite,+/ ∼, where Mfinite,+ = {g ∈ Mfinite |
f(g) > 0}.
(2) If p < 1, M̂finite.
(3) If p > 1, M̂finite,+∪{g∞}, where g∞ corresponds to the single equivalence
class of Cauchy sequences {hk} with limk→∞ f(hk) =∞.
Now we show that we can generalize Theorem 5.9 by our method. First, we
prove the following.
Proposition 5.10. The pair (gE , f) is a homogeneous pair of degree n/2 w.r.t.
the canonical R>0-action on M.
Proof. By the definitions of gE and f , we see that (3.1) and (3.2) are satisfied for
α = n/2. The vector field P generated by the canonical R>0-action onMSpin(7)
is given by Pg = g at g ∈M. Then for any h ∈ TgM∼= Γ(S2T ∗M) we compute
(df)g(h) =
∫
M
tr(g−1h)volg = (gE)g(Pg, h),
and hence (3.3) is satisfied.
Then by Theorems 3.23, 5.8 and Proposition 3.25, we obtain the following.
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Theorem 5.11. Use the notation of Theorem 5.9. Let v : R>0 → R>0 be a
smooth function. Let Tˆ0 and Tˆ∞ be defined in (3.9). Then the metric completion
(M, d(v◦f)gE ) w.r.t. (v ◦ f)gE is identified with the following.
(1) If Tˆ0 = −∞ and Tˆ∞ =∞,
M̂finite,+.
(2) If Tˆ0 ∈ R, Tˆ∞ =∞ and limr→0 rv(r) = 0,
M̂finite.
(3) If Tˆ0 = −∞, Tˆ∞ ∈ R and limr→∞ rv(r) = 0,
M̂finite,+ ∪ {g∞}.
(4) If Tˆ0 ∈ R, Tˆ∞ ∈ R, limr→0 rv(r) = 0 and limr→∞ rv(r) = 0,
M̂finite ∪ {g∞}.
Proof. By Proposition 3.25, the metric completion M1 of M1 = f−1(1) ⊂ M
w.r.t. the metric induced from the induced Riemannian metric from gE is
homeomorphic to {
[gk] ∈ (M, dgE )
∣∣∣∣ limk→∞ f(gk) = 1
}
.
By the proof of Theorem 5.8, this is identified with M̂finite,1 :=Mfinite,1/ ∼,
where Mfinite,1 = {g ∈ Mfinite | f(g) = 1}. Then since there are canonical
bijections between R>0×M1, ({0}∪R>0)×M1/
({0} ×M1), (R>0 ∪ {∞})×
M1/
({∞} ×M1), ({0} ∪ R>0 ∪ {∞}) ×M1/ ({0,∞}×M1) and M̂finite,+,
M̂finite, M̂finite,+∪{g∞}, M̂finite∪{g∞}, respectively, the proof is completed
by Theorem 3.23.
Remark 5.12. This theorem generalizes Theorem 5.9. The weak Riemannian
metric (v ◦ f)gE was first considered by Bauer, Harms and Michor in [BHM].
They also considered weak Riemannian metrics weighted by scalar curvature and
described the geodesic equation for these weak Riemannian metrics. Then they
showed that the exponential mapping for some of them is a local diffeomorphism.
The weak Riemannian metric gE/f was the first example whose metric com-
pletion is strictly smaller than that of the Ebin metric gE. We can give infinitely
many such examples by Theorem 5.11 (1).
5.3.3 The Teichmu¨ller space
In addition to the setting of Section 5.3.2, suppose thatM is a compact Riemann
surface of genus κ ≥ 2. Let M<0 ⊂M be the space of all smooth Riemannian
metrics of constant negative sectional curvature on M .
The restrictions of gE and f in (5.10) and (5.11) toM<0 define a Riemannian-
metric and a function onM<0. These are invariant under the action of Diff0(M),
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the identity component of the diffeomorphism group. Thus they induce a Rie-
mannian metric and a function on T<0 := M<0/Diff0(M). By an abuse of
notation, we denote these by gE and f . Proposition 5.10 implies that (gE , f) is
a homogeneous pair of degree 1 w.r.t. the canonical R>0-action on M<0.
By the Gauss-Bonnet formula, we have
Kg · f(g) = 2
∫
M
Kgvolg = 4π(2− 2κ).
for g ∈M<0. Thus setting l = 8π(κ− 1), we have
Tl := {[g] ∈ T<0 | f([g]) = l} = {[g] ∈ T<0 | Kg = −1},
which is called the Teichmu¨ller space ofM . The induced Riemannian metric on
Tl from gE is called the Weil-Petersson metric.
This space is well understood. The space Tl is known to be a (6κ − 6)-
dimensional manifold homeomorphic to R6κ−6. Since gE and f are invari-
ant under the action of Diff+(M), where Diff+(M) is the group of orienta-
tion preserving diffeomorphisms of M , they induce a Riemannian metric and a
function on the orbifold M<0/Diff+(M) = T<0/MCG(M), where MCG(M) =
Diff+(M)/Diff0(M) is the mapping class group. By an abuse of notation, we
denote these by gE and f . Then the metric completion of Tl/MCG(M) w.r.t.
the metric induced from gE is homeomorphic to the Deligne-Mumford com-
pactification of the moduli space of Riemann surfaces of genus κ, which is a
projective algebraic variety.
The statements in this paper would be true for orbifolds. On the orbifold
M<0/Diff+(M) = T<0/MCG(M), (gE , f) is a homogeneous pair of degree 1
w.r.t. the canonical R>0-action on M<0/Diff+(M) by Proposition 5.10. Then
we have the metric completion as in Theorem 3.23. In particular, for a function
v : R>0 → R>0 corresponding to the case (4) in Theorem 3.23, the metric
completion of M<0/Diff+(M) w.r.t. the metric induced from (v ◦ f)gE will be
compact by Remark 3.24. It will be interesting if we can know that the metric
completion of M<0/Diff+(M) is also a projective algebraic variety for some v.
A Appendix
We summarize the notations and basic definitions used in this paper.
Definition A.1. Let (M, g) be a pseudo-Riemannian manifold. We call a
pseudo-Riemannian metric definite if it is positive or negative definite.
Definition A.2. Let (Z, d) be a metric space. The metric completion Z
w.r.t. the metric d is defined by Z = ZC/ ∼, where ZC is the space of Cauchy
sequences in Z and ∼ is the equivalence relation defined by {zk} ∼ {z′k} ⇔
limk→∞ d(zk, z′k) = 0. Denote by [zk] the equivalence class of {zk}. Then Z is a
metric space with the metric d([zk], [z
′
k]) = limk→∞ d(zk, z
′
k), where we also use
d to describe the metric on Z by an abuse of notation.
We summarize the notations used in this paper. In the following table,
(M, g) is a pseudo-Riemannian manifold.
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Notation Meaning
R>0 R>0 = {x ∈ R | x > 0}
i(·) The interior product
|v|g |v|g =
√
g(v, v) for v ∈ TM when g is positive-definite
dg The induced (pseudo)metric from g when g is positive-definite
M The metric completion of M w.r.t. dg when g is positive-definite
[xk] The equivalence class in M of a Cauchy sequence {xk} ⊂M
gradgf The gradient vector field of a function f defined by g(gradgf, ·) = df
v♭ ∈ T ∗M v♭ = g(v, ·) for v ∈ TM
α♯ ∈ TM α = g(α♯, ·) for α ∈ T ∗M
∇g The Levi-Civita connection of g
Rg The curvature tensor: Rg(A,B) = [∇gA,∇gB]−∇g[A,B] for A,B ∈ TM
Kg The sectional curvature of g
X(M) The space of smooth vector fields on M
ρ′, ρ′′, · · · For a function of one variable ρ = ρ(r), ρ′ = dρ/dr, ρ′′ = d2ρ/dr2, · · ·
r˙, r¨, · · · For a function of one variable r = r(t), r˙ = dr/dt, r¨ = d2r/dt2, · · ·
∂r ∂r = ∂/∂r
Kg(∂r) K
g(∂r) =
−2ρ′′ξ+ρ′ξ′
2ρξ2 defined in (2.8)
E1 E1 = gY (y˙0, y˙0)(ρ(r0))
4 defined in Proposition 2.4
E2 E2 = ξ(r0)(r˙0)
2 + gY (y˙0, y˙0)(ρ(r0))
2 defined in Lemma 2.11
E3 E3 = ρ(r0)
2 defined in Proposition 2.4
F F = 14
((
r˙0
r0
)2
+ gY (y˙0,y˙0)k
)
defined in Proposition 2.18
g(w) g(w) = kw(r)r2 dr
2 + w(r)gY given in (2.15)
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