Given a Markov chain sampling scheme, does the standard empirical estimator make best use of the data? We show that this is not so and construct better estimators. We restrict attention to nearest neighbor random elds and to Gibbs samplers with deterministic sweep, but our approach applies to any sampler that uses reversible variable-at-a-time updating with deterministic sweep. The structure of the transition distribution of the sampler is exploited to construct further empirical estimators that are combined with the standard empirical estimator to reduce asymptotic variance. The extra computational cost is negligible. When the random eld is spatially homogeneous, symmetrizations of our estimator lead to further variance reduction. The performance of the estimators is evaluated in a simulation study of the Ising model.
Introduction
Suppose we want to calculate the expectation of a bounded function f under a distribution on some space D. If D is of high dimension, or if is de ned indirectly, it may be di cult to calculate the expectation f = R f(x) (dx) analytically or even by numerical integration. The classical Monte Carlo method generates i.i.d. realizations X 0 ; : : : ; X n from , and approximates f by the empirical estimator E 0 n f = 1 n n?1 X i=0 f(X i ):
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The estimator is strongly consistent and asymptotically normal. Often, however, this Monte Carlo method is di cult to implement. One reason is that high dimensional distributions are hard to simulate. Additional di culties arise when is de ned indirectly, as in many Bayesian modeling situations, or only known up to a normalizing constant, as is usually the case for random elds.
The Markov chain Monte Carlo method (MCMC) generates a Markov chain X 0 ; X 1 ; : : :, with as invariant law. Again, the empirical estimator E 0 n f is used to approximate f. If the chain is ergodic, the estimator is consistent; if the chain is geometrically ergodic, the estimator is asymptotically normal.
Over the last ten years, the special MCMC scheme known as the Gibbs sampler has become an important tool for estimating features in high dimensional distributions . The method originated with the study of interacting particle systems, such as the Ising model in statistical physics, where it is known as the heat bath algorithm. The Gibbs sampler is also used in image analysis (Grenander, 1983, and Geman and Geman, 1984) , Bayesian statistics (Smith and Roberts, 1993) , spatial statistics (Besag and Green, 1993, and Graham, 1994) , expert systems (Pearl, 1987 , Spiegelhalter et al., 1993 , incomplete data problems (Tanner and Wong, 1987) , and hierarchical models .
There is a trade-o between speed of convergence of the Markov chain to stationarity and asymptotic variance of the empirical estimator. The asymptotic variance depends only on the stationary law of the chain. It is common to calculate the empirical estimator after a`burn-in' has reached approximate stationarity, and one may switch at that point from a sampler with good rate to a sampler giving small variance. Speed of convergence of various MCMC schemes has been studied by Schervish and Carlin (1992) , Chan (1993) , Tierney (1994) , Ingrassia (1994) and Athreya et al. (1995) . For general Markov chains, see Meyn and Tweedie (1993) . Some comparisons of the rates of di erent MCMC schemes may be found, e.g., in Frigessi et al. (1993) and Amit and Grenander (1993) . Grenander (1993, Ch. 7) compares random and deterministic sweep strategies in terms of rates. He notes (p. 394) that estimator variance can be more relevant than convergence rate as an optimality criterion. The question of which Markov chain sampling scheme minimizes the asymptotic variance of the empirical estimator is studied by Peskun (1973) , Frigessi et al. (1992) and Green and Han (1992) , among others.
Here we consider a complementary question: Given a Markov chain sampling scheme, does the empirical estimator make best use of the sample? We will see that this is not so and will construct considerably better estimators in the case of the Gibbs sampler with deterministic sweep. Our approach will apply to any MCMC scheme with deterministic sweep and reversible local updating, in particular to local Metropolis{Hastings samplers with deterministic sweep.
Speci cally, let D = V S with S a nite lattice and V a state space that may be discrete or continuous. The Gibbs sampler is described in terms of the one-dimensional conditional distributions p s (x ?s ; dx s ) of (dx), where x ?s is obtained from x by omitting x s . A deterministic sweep through the lattice is xed by ordering the sites s 1 ; : : : ; s d . with s <j = (s 1 ; : : : ; s j?1 ), has invariant law . From an initial con guration X 0 the sampler generates a Markov chain X 0 ; X 1 ; : : : using the transition law Q. In the transition from X i to X i+1 it updates, sequentially, the values at all sites s 1 ; : : :; s d . The sequence X 0 ; X 1 ; : : : can be viewed as a sequence of images or con gurations on the lattice, i.e., an evolving random eld.
The empirical estimator E 0 n f based on the Gibbs sampler is often considered as optimal when no information (apart from the simulated chain) about is used. For classical i.i.d. Monte Carlo this is true|the empirical estimator has minimum asymptotic variance. This follows from a result of Levit (1974) ; see also the recent monograph of Bickel et al. (1993) . A similar result for Markov chains is due to Penev (1991) : If one uses only the information that the data comes from a Markov chain, and no model assumption about Q, then the empirical estimator has minimum asymptotic variance. This seems to support the popular impression that the empirical estimator makes best use of the data.
We will argue now that the speci c structure of the transition distribution of the Gibbs sampler with deterministic sweep (that it is a composition of reversible variable-at-a-time updates) can easily be exploited to construct new`empirical' estimators that can be combined with E 0 n f to produce considerably better estimators. The sampler updates the lattice site by site; view each update as a new image or con guration that di ers form the previous one only at the updated site. The sampler generates, on its way from X i to X i+1 , an intermediate chain of con gurations, which we write as If the chain is ergodic, all the E j n f are consistent; if the chain is geometrically ergodic, they are asymptotically normal.
Any convex combination of these empirical estimators is likely to result in an improved estimator unless f depends on only one component, say x 1 . In practice one often uses the average
This is just the empirical estimator on the ne chain and is analogous to the`empirical estimator' used for random sweep. Geweke (1992) conjectures that G d n f is e cient. Our simulations indicate that, at least in balanced situations, equal weights are close to optimal. We show, however, that equal weights are not strictly optimal, not even asymptotically. If one were to pursue the optimal linear combination, the weights would usually depend on and would have to be estimated. The decrease in asymptotic variance would have to be balanced against the computational cost of estimating the optimal weights. It is therefore of interest to identify situations where one can do better than the single empirical estimator E 0 n f, without estimating weights.
Consider the lattice with just two sites, S = f1; 2g. The ne chain is X 0 ; X 0:1 ; X 1 , X 1:1 ; : : :. We have noted that under the stationary law each con guration in the ne chain has distribution . We show that when d = 2, the ne chain is time-reversible, in the sense that the stationary joint law of X 0 ; X 0:1 ; : : :; X n:1 is the same as X n:1 ; X n ; : : :; X 0 . This means that under the stationary law, the empirical estimator E 0 n f has the same distribution as E 1 n f = 1 n n?1 X i=0 f(X i:1 ) = 1 n n?1 X i=0 f(X i+1 1 ; X i 2 ): Since the asymptotic variance does not depend on the initial distribution, the two estimators have the same asymptotic variance, and the best linear combination is G n f = 1 2 (E 0 n f + E 1 n f): The estimator G n f is the empirical estimator computed from the ne chain. We show in Greenwood et al. (1995) that G n f cannot be further improved by any other estimator, except by using information about , e.g., by using the one-dimensional conditional distributions p s (x ?s ; dx s ) in a method akin to Rao{Blackwellization, see Smith and Roberts (1993, Section 4.2) .
An important application of the two-step Gibbs sampler arises from a nearest neighbor random eld on a nite square lattice. The nearest neighbor structure allows us to construct a two-step sampler by rst updating all even sites and then all odd sites arranged in a checkerboard pattern. Even sites have only odd neighbors, so the conditional law of an odd site depends only on the values at even sites, and vice versa. The interpolated congurations X i:1 are generated from the con gurations X i by updating just the even sites. The estimator G n f introduced above is the best linear combination of the two empiricals based on X 0 ; X 1 ; : : : and on X 0:1 ; X 1:1 ; : : :. The checkerboard pattern has been widely used to perform Monte Carlo simulations on parallel computers, see, e.g., Heermann and Burkitt (1992) . Nearest neighbor models arise in condensed matter physics (e.g., Binder, 1992) , lattice approximations to quantum elds (due to Guerra et al., 1975 ; also see Simon, 1974) , lattice gases (Israel, 1979) , and elsewhere. In such applications, homogeneities are likely to be present. When the random eld is spatially homogeneous, i.e., invariant under translations, can we nd a better estimator than G n f? Suppose that is invariant under a translation T on the lattice S with periodic boundary conditions. Additional empirical estimators are
Now we ask whether equal weights give the optimal linear combination of the four empirical estimators E 0 n f; E 1 n f; E 0 n f T; E 1 n f T. To answer this question, we identify the eld on V S with a`two-dimensional' eld on V Se V So as before, where S e and S o are the sets of even and odd sites, respectively. Translations on V S are of two types, those that take even into even and odd into odd sites, and those that take even into odd and odd into even sites. They are transformations from the`two-dimensional' eld V Se V So onto itself of the form T(x 1 ; x 2 ) = (T 1 x 1 ; T 2 x 2 ) and T(x 1 ; x 2 ) = (T 21 x 2 ; T 12 x 1 ). We call them parallel and transverse transformations.
We show in general that the average of E 0 n f; E 1 n f; E 0 n f T; E 1 n f T is optimal. In fact, if is invariant under a parallel or transverse transformation, the variances of all empirical estimators E 0 n f T j and E 1 n f T j involving arbitrary powers of T are equal. We describe various optimal linear combinations of them. Homogeneous nearest neighbor elds on a two-dimensional square lattice are invariant under the group generated by horizontal and vertical translations. We apply our results to write optimal estimators that combine all the translations or any subgroup of them.
The paper is organized as follows. Section 2 recalls the central limit theorem for empirical estimators on general Markov chains; Proposition 1 describes the best linear combination of the`empirical' estimators when the transition distribution is invariant under some transformation. Section 3 considers the two-step Gibbs sampler and introduces the`empirical' estimator E 1 n f based on the interpolated chain; Theorem 1 shows that the best linear combination of E 0 n f and E 1 n f is the average. Section 4 continues the study of the two-step Gibbs sampler when is invariant under a parallel or transverse transformation T; Theorem 2 shows how best to combine`empirical' estimators E 0 n f T j and E 1 n f T j involving powers of T; Theorem 3 extends this to deal with powers of two transformations. Applications to nearest neighbor elds are in Section 5.
Markov chains and invariance
In this section we consider a geometrically ergodic Markov chain and empirical estimators based on it. If there exist transformations that leave the transition distribution invariant, then we can construct additional`empirical' estimators and nd the best linear combination of these estimators. The use of group invariance is explored in the i.i.d. setting, e.g., by Bickel et al. (1993) . Our results will be applied to the Gibbs sampler and a certain class of transformations in Sections 3 and 4.
Let Q(x; dy) be a transition distribution with invariant distribution (dx) on a measurable space D. Fix an arbitrary initial distribution and let X 0 ; : : :; X n be observations from the corresponding Markov chain. Assume that the Markov chain is geometrically ergodic, i.e., ergodic (positive Harris recurrent) and there exists a positive constant r < 1 and a measurable function h on D with jhj < 1, such that jjQ n (x; )? jj h(x)r n for all x 2 D, where jj jj denotes the total variation distance. The notations E for expectation, d
= for`equal in law,' and for`distributed as,' will always be with respect to the stationary law of the chain.
The Markov chain X i = (X i ; X i+1 ) has invariant distribution Q and is geometrically ergodic, which follows from the geometric ergodicity of X i and since the n-step transition distribution of X i is P n (x; dy) = Q n?1 (x 2 ; dy 1 )Q(y 1 ; dy 2 ) for x;y 2 D D. The empirical
is strongly consistent for Qv. The next lemma follows from a suitable central limit theorem for Markov chains; apply Theorem 2 of Chan and Geyer (1994) to X i . Geometric ergodicity can be replaced by weaker conditions; see, e.g., Meyn and Tweedie (1993, Chapter 17) and the discussion in Tierney (1994) .
Lemma 1 o :
We will often make use of the fact that the asymptotic covariance depends only on the law of the stationary chain.
Consider a bimeasurable transformation T on D that leaves Q(x; dy) invariant in the sense that Q(x; dy) = Q(Tx; Tdy). This forces to be invariant under T. To see this, let B be measurable and write
Hence ( If the chain is ergodic, then E 0 n f is strongly consistent for f. To any bimeasurable transformation T on D that leaves invariant, there corresponds an`empirical' estimator
It is consistent as before with f(x) replaced by f(Tx). The same is true for any power T j of T. Suppose that Q is invariant under T. Under the stationary law, any convex combination of such`empirical' estimators has smaller risk with respect to convex loss functions than the usual empirical estimator; use (2.1) and Brillinger (1963) . Proof For any j and k, the pair E 0 n f T k , E 0 n f T j is the pair E 0 n f, E 0 n f T (j?k) mod m evaluated with the chain X 0 ; X 1 ; : : : replaced by the chain T k X 0 ; T k X 1 ; : : :. By (2.1) and Lemma 1, the asymptotic covariances of the two pairs above agree. Therefore, the asymptotic covariance matrix of E 0 n f T j , j = 0; : : : ; m?1, is circulant, and the result follows by Lemma 2.
Remark The asymptotic variance reduction of E 0 n f is small if f is nearly invariant under T. In the extreme case, f = f T, we have E 0 n f = E 0 n f, and no improvement. On the other hand, even if we use only one power of T, say T itself (m = 2), the improvement may be dramatic if f is far from invariant under T. In the extreme case, if f is anti-invariant, f ? f = ?(f T ? f T), we have 1 2 (E 0 n f + E 0 n f T) = f. Then our estimator has asymptotic variance zero, and the relative e ciency of E 0 n f is zero. We shall discuss this further in reference to a speci c example in Section 4.
3 Two-step Gibbs samplers
In this section we introduce an alternative`empirical' estimator that exploits the structure of the transition distribution of two-step Gibbs samplers, and nd the best linear combination of the usual empirical estimator and the new one. Versions of the two-step Gibbs sampler are the auxiliary variable method of Swendsen and Wang (1987) , the data augmentation algorithm of Tanner and Wong (1987) , and the successive substitution sampler of . A speci c example of the two-step Gibbs sampler, to capture-recapture estimation, is given by George and Robert (1992) .
Let (dx) be a probability measure on a product space D = D 1 D 2 . It can be factored into marginal and conditional distributions in two ways:
(dx) = m 1 (dx 1 )p 2 (x 1 ; dx 2 ) = m 2 (dx 2 )p 1 (x 2 ; dx 1 ): The Gibbs sampler is de ned as follows. At stage 0 pick X 0 = (X 0 1 ; X 0 2 ) from some initial distribution on D. At stage i generate X i 1 p 1 (X i?1 2 ; dx 1 ) and then X i 2 p 2 (X i 1 ; dx 2 ). The sequence X 0 ; X 1 ; : : : is a Markov chain on D with transition distribution Q(x; dy) = p 1 (x 2 ; dy 1 )p 2 (y 1 ; dy 2 ): The probability measure is invariant under Q. Consider a bounded measurable function f(x) on D. As in Section 2, if the chain is ergodic, the empirical estimator E 0 n f is strongly consistent for f.
We view the sampler as an evolution of the con guration, updating the two sites one at a time. On its way from X i to X i+1 , the sampler creates an intermediate con guration which, as in the Introduction, we denote by X i:1 = (X i+1 1 ; X i 2 ). The ne chain X 0 ; X 0:1 ; X 1 ; : : : is again a Markov chain. This chain is not time-homogeneous, but has transition distributions that are periodic of order two, namely Q 1 (x; dy) = p 1 (x 2 ; dy 1 )" x 2 (dy 2 ); Q 2 (x; dy) = p 2 (x 1 ; dy 2 )" x 1 (dy 1 );
where " x is the point mass at x. The transition law of the original Gibbs sampler chain is Q = Q 1 Q 2 . It is well known and easy to check that Q 1 and satisfy the detailed balance equation (dx)Q 1 (x; dy) = Q 1 (y; dx) (dy); (3.1) similarly for Q 2 . That is, under the stationary law, X 0 and X 0:1 are reversible:
In particular, X 0:1 d =X 0 and the`new' empirical estimator
is strongly consistent for f. Note that despite (3.2), the Gibbs sampler chain is not timereversible unless the components of are independent, because the transition law of the time-reversed chain (in which sites are updated in the opposite order) is Q = Q 2 Q 1 6 = Q.
Extending the proof of (3.2) inductively (this only works for two-step samplers), we obtain that the stationary ne chain is reversible: The result of this section is that the best linear combination of E 0 n f and E 1 n f in the sense of asymptotic variance has equal weights. We already know from (3.4) that E 0 n f and E 1 n f have equal variances under the stationary law.
Theorem 1 If the Gibbs sampler is geometrically ergodic, then the best linear combination of E 0 n f and E 1 n f is G n f = 1 2 (E 0 n f + E 1 n f):
Proof Trivial algebra or Lemma 2 shows that equal weights are optimal if E 0 n f and E 1 n f have equal asymptotic variances. First consider E 0 n f. Apply Lemma 1 with both v j and v k equal to v 0 (x; y) = f(x). The asymptotic variance of E 0 n f is a sum of centering terms (Ev 0 (X 0 ; X 1 )) 2 = ( f) 2 and of the terms Ev 0 (X 0 ; X 1 )v 0 (X r?1 ; X r ) = Ef(X 0 )f(X r?1 ):
Similarly, with both v j and v k equal to v 1 (x; y) = f(y 1 ; x 2 ), the asymptotic variance of E 1 n f is a sum of centering terms (Ev 1 (X 0 ; X 1 )) 2 = (Ef(X 0:1 )) 2 = ( f) 2 and of the terms Ev 1 (X 0 ; X 1 )v 1 (X r?1 ; X r ) = Ef(X 0:1 )f(X (r?1):1 ) = Ef(X (r?1):1 )f(X 0:1 ): By (3.4), the asymptotic variances of E 0 n f and E 1 n f are equal. Theorem 1 extends immediately to any two-step variable-at-a-time updating scheme for which each step satis es detailed balance (e.g., local Metropolis{Hastings algorithms).
The estimator G n f suggested in Theorem 1 cannot be improved asymptotically, except by using information about . This follows from an e ciency result for Gibbs samplers, based on a version of the H ajek{LeCam convolution theorem, which we prove in Greenwood et al. (1995) . The asymptotic variance of G n f is 1 2 2 (1 + ), where 2 is the asymptotic variance of E 0 n f or E 1 n f, and is their asymptotic correlation coe cient. There is a reduced asymptotic variance for all < 1; the reduction is 50% when = 0.
Simulation Take to be the uniform distribution on the triangle fx: x 1 ; x 2 > 0; x 1 + x 2 < 1g. The conditional law p 1 (x 1 ; dx 2 ) is uniform on the interval (0; 1?x 1 ), similarly for p 2 . Let f(x) be the indicator of the smaller triangle fx: x 1 ; x 2 > 0; x 1 + x 2 < 2=3g so that f = 4=9.
Based on 1000 runs of the Gibbs sampler with n = 1000, our estimator G n f gave a 19% reduction in variance over the empirical estimator E 0 n f. The additional computation time for G n f was negligible. This example will be used for other simulations in Section 4.
Remark Theorem 1 does not generalize to d-step Gibbs samplers, for d > 2. Recall from the Introduction that the ne chain is X 0 ; X 0:1 ; : : :; X 0:(d?1) ; X 1 ; X 1:1 ; : : :, and there are d consistent empirical estimators E j n f, j = 0; : : : ; d ? 1. To see that equal weights need not be optimal, take d = 3 and choose with the rst component independent of the other two. Then the updates at sites 2 and 3 arise from a two-step Gibbs sampler, and Theorem 1 is applicable provided f depends only on the last two components. Thus the best linear combination is 1 2 (E 1 n f + E 2 n f), which di ers from the average of the three: 1 3 (E 0 n f + E 1 n f + E 2 n f) = 2 3 E 1 n f + 1 3 E 2 n f: This counter-example also shows that equal weights are not optimal even if is exchangeable; take to have i.i.d. components. Note that in this case equal weights are not optimal, even though the asymptotic variances are equal, since then the higher order terms in (2.1) vanish and X 0:j . Moreover, a continuity argument implies that suboptimality of equal weights occurs for general f and , contrary to a remark of Geweke (1992) that equal weights are asymptotically e cient. To estimate the optimal weights, apply Lemma 2 in conjunction with a consistent estimator (based on the original output from the Gibbs sampler) of the asymptotic covariance matrix of E 0 n f; : : :; E d?1 n f. Consistent estimators of are available from, e.g., Geyer (1992) , who discusses the methods of batch means and window estimators. However, simple averages of more than just two of the E j n f can perform well; see the simulation study in Section 5.
The equal asymptotic variance property of the empirical estimators E j n f does not hold in general; we have constructed examples of d-step Gibbs samplers with d > 2, and functions f for which the asymptotic variances of the E j n f do not coincide. A d-step sampler can be treated as a two-step sampler by merging the rst j components and also the last d ? j components, for some 1 j < d. Theorem 1 can be applied to the resulting two-step sampler provided Q 1 Q 2 : : :Q j and Q j+1 : : : Q d are reversible. This holds for the samplers of nearest neighbor random elds studied in Section 5.
Two-step Gibbs samplers and invariance
We continue to study the Gibbs sampler for a distribution (dx) on a product space D = D 1 D 2 . If has symmetries, can they be used to improve the estimator G n f that we introduced in Section 3? As in Section 2, we describe symmetries in terms of transformations that leave invariant. Applications to Markov random elds on a lattice suggest two types of transformations which we call parallel and transverse. These give rise to further`empirical' estimators that we combine with estimators arising from the interpolated chain.
We call a transformation T: D 1 D 2 ! D 1 D 2 parallel if it is a direct product T(x 1 ; x 2 )= (T 1 x 1 ; T 2 x 2 ); we call it transverse if T(x 1 ; x 2 ) = (T 21 x 2 ; T 12 x 1 ). Note that the composition of two transverse transformations is parallel, and the composition of a parallel with a transverse is transverse.
First we treat parallel transformations. Suppose that T is parallel and leaves invariant. We can write (dx) = m 1 (dx 1 )p 2 (x 1 ; dx 2 ) = m 2 (dx 2 )p 1 (x 2 ; dx 1 ) and (Tdx) = m 1 (T 1 dx 1 )p 2 (T 1 x 1 ; T 2 dx 2 ) = m 2 (T 2 dx 2 )p 1 (T 2 x 2 ; T 1 dx 1 ): Hence m 1 (dx 1 ) = m 1 (T 1 dx 1 ); m 2 (dx 2 ) = m 2 (T 2 dx 2 ); (4.1) and p 1 (x 2 ; dx 1 ) = p 1 (T 2 x 2 ; T 1 dx 1 ); p 2 (x 1 ; dx 2 ) = p 2 (T 1 x 1 ; T 2 dx 2 ): (4.2) Consider the transition distribution of the Gibbs sampler, Q(x; dy) = p 1 (x 2 ; dy 1 )p 2 (y 1 ; dy 2 ). By (4.2), the transition distribution is invariant in the sense of Section 2: Q(x; dy) = Q(Tx; Tdy). The transition distributions from X 0 to X 0:1 and X 0:1 to X 1 , respectively, are Q 1 and Q 2 , de ned in Section 3. By (4.2) the joint law of X 0 and X 0:1 is (dx)Q 1 (x; dy) = (Tdx)Q 1 (Tx; Tdy): Continue with the step from X 0:1 to X 1 , and so on, to obtain (X 0 ; X 0:1 ; : : : ; X r ) Continue with the step from X 0:1 to X 1 , and so on, to obtain that the transformed timereversed ne chain has the same stationary law as the original ne chain: Suppose that is invariant under a transformation T that is either parallel or transverse. Since both X 0 and X 0:1 have stationary distribution , we have, under ergodicity of the original chain, two strongly consistent empirical estimators for f:
The same is true if we replace T by powers of T. We show now that the best linear combination of all these estimators is the average if the powers of T form a cyclic group. We now look at the o -diagonal elements of the same (0; 1) submatrix. Similarly to the above, aside from centering, the asymptotic covariance of E 1 n f and E 0 n f T is a sum of the terms Ef(X 0:1 )f(TX r?1 ) + Ef(TX 0:1 )f(X r?1 ): The corresponding terms in the asymptotic covariance of E 0 n f and E 1 n f T are Ef(X 0 )f(TX (r?1):1 ) + Ef(TX 0 )f(X (r?1):1 ) = Ef(X (r?1):1 )f(TX 0 ) + Ef(TX (r?1):1 )f(X 0 ): By (3.3), the asymptotic covariances are equal.
The (0; j) submatrix is the same as the (0; 1) submatrix with T replaced by T j . Hence it is also circulant. By (4.3), (X 0 ; X 0:1 ; : : : ; X r ) d = (T k X 0 ; T k X 0:1 ; : : :; T k X r ): As in the proof of Proposition 1, one sees that the blocks on each diagonal are equal, and it follows that the covariance matrix is block-circulant.
Note that equal asymptotic variances of the empirical estimators does not imply the optimality of equal weights per se; Lemma 2 shows that the best weights depend on the asymptotic covariances as well.
In the covariance matrix in the above proof, omit every second row and column. The resulting covariance matrix is circulant. Hence, if is invariant under a transformation T that is either parallel or transverse, and T m = T 0 , and if the asymptotic covariance matrix of the estimators E 0 n f T j , j = 0; : : : ; m?1 is nonsingular, then the best linear combination of them is the average, E 0 n f. Similarly, the best linear combination of E 1 n f T j , j = 0; : : : ; m?1, is the average, E 1 n f. If is invariant under several transformations, we can do better than in Theorem 2. For simplicity, we consider only two transformations T and U and give conditions for the best linear combination of all the corresponding`empirical' estimators to be the average. Proof Let T and U be parallel; the proof for other combinations of parallel and transverse transformations is similar. The covariance matrix has m 2 m 2 blocks each consisting of m 1 m 1 2 2-submatrices. Our strategy will be to show that it is block-circulant of the form: 
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in which each block is a block-circulant matrix having circulant 2 2-submatrices denoted by A 1 ; A 2 ; : : : or B 1 ; B 2 ; : : : etc. Such a matrix has equal row sums. The result will then follow from Lemma 2.
Recall that an m m matrix A is circulant if the elements in each diagonal are equal and A 1j = A m?j;1 for j = 1; : : : ; m.
We prove rst that the 2 2-submatrices are circulant. The (j 1 ; j 0 1 ) submatrix of the (j 2 ; j 0 2 ) block equals the (j 1 ; j 0 1 ) submatrix of the (0; 0) block, with T j 1 ; T j 0 1 replaced by T j 1 ; U j 0 2 ?j 2 T j 0 1 and f replaced by f U j 2 . The (0; 0) block is the covariance matrix of Theorem 2. In particular, its 2 2-submatrices are circulant. Now we prove that the blocks in row 0 are circulant. Consider the (0; j 2 ) block. We show that its (j 0 1 ; j 1 + j 0 1 ) submatrix equals the (0; j 1 ) submatrix. Since the submatrices are circulant, it su ces to compare the upper rows. The upper left elements are the asymptotic covariances of the pairs E 0 n f; E 0 n f U j 2 T j 1 and E 0 n f T j 0 1 ; E 0 n f U j 2 T j 1 +j 0 1 , respectively. By Lemma 1 the rst covariance is, aside from centering terms, a sum of the terms Ef(X 0 )f(U j 2 T j 1 X r?1 ) + Ef(U j 2 T j 1 X 0 )f(X r?1 ): (4.8) The corresponding term of the second covariance is Ef(T j 0 1 X 0 )f(U j 2 T j 1 +j 0 1 X r?1 ) + Ef(U j 2 T j 1 +j 0 1 X 0 )f(T j 0 1 X r?1 ): By (4.3) with T = T j 0 1 , this term equals (4.8). The upper right elements are compared similarly.
We show that the (m 1 ? j 1 ; 0) submatrix of the (0; j 2 ) block equals the (0; j 1 ) submatrix. The upper left element of the (m 1 ? j 1 ; 0) submatrix is, aside from centering terms, a sum of terms Ef(T m 1 ?j 1 X 0 )f(U j 2 X r?1 ) + Ef(U j 2 X 0 )f(T m 1 ?j 1 X r?1 ): Use (4.3) with T = T j 1 and T m 1 = I to see that this term equals the corresponding term (4.8) of the (0; j 1 ) submatrix. The upper right elements are compared similarly. This proves that the blocks are circulant. Now we show that the block matrix is circulant. We show that the (j 0 2 ; j 2 +j 0 2 ) block equals the (0; j 2 ) block. Since the blocks are circulant and consist of circulant 2 2-submatrices, it su ces to compare the upper rows of the 2 2-submatrices in the upper rows of the two blocks. The upper left element of the (0; j 1 ) submatrix of the (j 0 2 ; j 2 +j 0 2 ) block is, aside from centering terms, a sum of terms Ef(U j 0 2 X 0 )f(U j 2 +j 0 2 T j 1 X r?1 ) + Ef(U j 2 +j 0 2 T j 1 X 0 )f(U j 0 2 X r?1 ): Use U j 0 2 T j 1 = T j 1 U j 0 2 and (4.3) with T = U j 0 2 to see that this term equals the corresponding term (4.8) of the (0; j 2 ) block. The upper right elements are compared similarly.
We show that the (m 2 ? j 2 ; 0) block equals the (0; j 2 ) block. The upper left element of the (0; j 1 ) submatrix of the (m 2 ? j 2 ; 0) block is, aside from centering terms, a sum of terms Ef(U m 2 ?j 2 X 0 )f(T j 1 X r?1 ) + Ef(T j 1 X 0 )f(U m 2 ?j 2 X r?1 ): Use (4.3), U m 2 = I, and T j 1 U j 2 = U j 2 T j 1 to see that this term equals the corresponding term (4.8) of the (0; j 2 ) block. The upper right elements are treated similarly. This shows that the covariance matrix is a circulant block matrix, and the proof is complete.
Simulation We continue the simulation example from Section 3, with the uniform distribution on the triangle fx: x 1 ; x 2 > 0; x 1 + x 2 < 1g. Note that is exchangeable, i.e., invariant under T(x 1 ; x 2 ) = (x 2 ; x 1 ). Let f(x) be the indicator of the asymmetric triangle fx: x 1 ; x 2 > 0; 2x 2 < x 1 g, so that f = 1=3. We shall consider the symmetrized estimators G n f and E 0 n f, with m = 2 and the transformations I, T. The simulations were based on 1000 runs of the Gibbs sampler with n = 1000. Compared to the empirical estimator E 0 n f, the variance reductions of G n f, E 0 n f, G n f were 9%, 82%, 86%, respectively. In particular, compared to the symmetrized empirical estimator E 0 n f, the variance reduction of G n f is 24%. The improvement through symmetrization by T is particularly impressive in this example, because T is close to being anti-invariant, in the sense of the Remark at the end of Section 2. If we had taken f(x) to be the indicator of the triangle fx: x 1 ; x 2 > 0; x 2 < x 1 g, then E 0 n f = G n f = 1=2 = f, and the variances would be zero.
Nearest neighbor random elds
Consider a random eld on the rectangular lattice S = f0; : : : ; k 1 ? 1g f0; : : : ; k 2 ? 1g; where k 1 and k 2 are even. The lattice has d = k 1 k 2 sites. The con guration space is D = V S , where V is a measurable state space. The random eld is described by a probability measure (dy) on D. One can factor (dy) in d ways into a (d ? 1)-dimensional marginal and a onedimensional conditional, as (dy) = m s (dy ?s )q s (y ?s ; dy s ), where y ?s = (y r ) r2Snfsg . We make the assumption that q s (y ?s ; dy s ) depends on y ?s only through the values of y at the four nearest neighbors of the site s = (s 1 ; s 2 ), i.e., (s 1 1; s 2 ) and (s 1 ; s 2 1) if they are in S. This is a nearest neighbor model with free boundary. Later we consider other types of boundary.
We call the site s = (s 1 ; s 2 ) even or odd according to the parity of s 1 + s 2 . The even and odd sites form a checkerboard pattern. Even sites have only odd neighbors, so the conditional law at an odd site depends only on the values of the eld at even sites, and vice versa. To take advantage of the nearest neighbor structure, one xes a sweep by numbering rst the even and then the odd sites. The sampler rst updates the even sites, using only the odd, and then vice versa. These two steps we think of as a two-step Gibbs sampler. which coincides with the conditional distribution on the even sites given the odd sites. This is the rst step of the two-step sampler. In the second step we update the odd sites, the even sites having already been updated. The transition distribution for updating the set of odd sites can be written X i:1 = (X i+1 1 ; X i 2 ); i = 0; 1; : : : : Usually the simulations X 0 ; X 1 ; : : : are utilized for approximating the expectation of a bounded measurable function f(y) on D through the empirical estimator E 0 n f. In Section 3 we discussed the alternative empirical estimator E 1 n f. By Theorem 1, if the Gibbs sampler is geometrically ergodic, the best linear combination of E 0 n f and E 1 n f is G n f = 1 2 (E 0 n f + E 1 n f). The latter holds, more generally, for any local Metropolis{Hastings sampler having a checkerboard sweep and local updates that depend only on a site and its nearest neighbors; all we need is reversibility of the composition of the local updates over S e , and the same for S o .
We now explore some of the homogeneities that a nearest neighbor random eld might possess. For instance, is spatially homogeneous if it is invariant under all translations on the lattice, in which case the conditional distributions q s are identical. Or might be invariant under shifts in a certain direction or have periodicities. We exploit symmetries through corresponding transformations that are permutations of the sites. As described in Section 4, they generate additional`empirical' estimators that we use to further improve G n f. De ne addition on S by (s + t) 1 = s 1 + t 1 mod k 1 , (s + t) 2 = s 2 + t 2 mod k 2 . For t 2 S, the translation of S by t is de ned as T t s = s ? t. This induces a translation on D, (T t x) s = x T ?1 t s = x s+t . Horizontal translations. Think of the lattice as wrapped around a cylinder so that the vertical boundaries meet. The neighbors of each site s = (s 1 ; s 2 ) along the vertical boundary now include (s 1 1; s 2 ) with addition mod k 1 .
A horizontal translation by an even number of sites is T = T (p;0) , with p even. This translation takes even into even sites and odd into odd and is a parallel transformation in the sense of Section 4. Suppose that k 1 is a multiple of p, say k 1 = mp. Suppose that is invariant under T. Then it is also invariant under powers T j = T (jp;0) ; j = 0; : : :; m ? 1.
These transformations form a cyclic group. Theorem 2 implies that the empirical estimators G n f T (j 1 p 1 ;j 2 p 2 ) :
For j = 0; : : : ; d ? 1, let E j n f be the empirical estimator of the Introduction, which is based on the con gurations obtained after j of the sites have been updated in each sweep. Simple averages of some or all of the E j n f may be used instead of E 0 n f or G n f, for instance:
where d is divisible by m. However, except for G 2 n f = G n f, no optimality results are available for such estimators.
Ising model simulations Consider the classical two-dimensional Ising model used to study ferromagnetic materials; see, e.g., Kindermann and Snell (1980 G n f 49% 41% 10% 1% 0% 0% G 4 n f 47% 38% 9% 1% 0% 0% G d n f 46% 36% 8% 1% 0% 0% Table 3 . Larger lattices, free boundary. 12 G n f 47% 44% 38% 32% 24% 22% G 4 n f 46% 42% 36% 29% 24% 22% G d n f 45% 44% 37% 30% 24% 22%
The greatest improvements are obtained under moderate nearest neighbor dependence. The di erences between Tables 1 and 2 are explained by the tendency of periodic boundary conditions to increase dependence, most markedly in small lattices. For functions f that are not invariant under translations, we nd that symmetrizations of G m n f can produce further variance reductions, but the extent of the reduction is highly dependent on the degree of asymmetry in f.
In general, E 0 n f and E d=2 n f are fairly strongly correlated, even for high temperatures and for nearest neighbor functions, because the subcon gurations on the odd sites used by the two estimators are identical. For nearest neighbor correlation, however, the two estimators are nearly independent at high temperatures. As pointed out after Theorem 1, the variance reduction is then close to 50% . The simulation results con rm this.
Next consider the Ising model with an external eld. The Gibbs distribution now has energy function H(y) = ? P hs;ti y s y t ?h P s y s z s , where z = (z s ) is an observed con guration representing an inhomogeneous external eld, and h is the external eld strength. Such an energy function arises in Bayesian image analysis as a posterior energy function, see Winkler (1995, p.31) . In that case, channel noise modi es the unknown`true image' by independently changing the color ( 1) of each pixel with probability p, to produce the observed image z.
The external eld strength is given by h = (1=2) log((1 ? p)=p). We used the same function f as before, so is now the posterior-expected nearest neighbor correlation. We used two di erent observed images z, one having nearest neighbor correlation 0.33 and the other 0.083. The results are given in Tables 4 and 5.   Table 4 G n f 14% 17% 33% 45% 43% 47% G 4 n f 13% 15% 31% 42% 41% 46% G d n f 13% 16% 32% 43% 41% 45%
The largest variance reductions are obtained when the channel noise is high (p close to 0:5), or equivalently, when the external eld strength is small. This is explained by the posterior distribution becoming degenerate|concentrating its mass at the observed image| when the channel noise is low. This e ect is less pronounced when the observed image has lower nearest neighbor correlation (compare Tables 4 and 5) , which is consistent with our earlier remark that the greatest improvements are obtained under moderate nearest neighbor dependence.
As a nal example consider the Metropolis sampler (see, e.g., Winkler, 1995, Ch. 8) with checkerboard sweep over the 4 4 lattice with free boundary and no external eld. The proposal at each site is a spin-ip. We nd a greater improvement than under the Gibbs sampler (compare Tables 1 and 6 ). Moreover, the variance of G n f is far less under the Metropolis sampler than under the Gibbs sampler, at all temperatures. This contrasts with the performance of the usual empirical estimator, which has smaller variance under the Metropolis sampler than under the Gibbs sampler only at low temperatures ( 0:3). G n f 94% 80% 48% 22% 7% 4% G 4 n f 82% 70% 43% 19% 6% 3% G d n f 81% 69% 41% 20% 6% 3%
