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I. INTRODUCTION
The design of supervisors for partially observed discrete-event systems requires the properties of language controllability and language observability. It has been shown that if a language K is a prefixclosed sublanguage of the plant language, then a supervisor exists such that the closed-loop language is equal to K if and only if K is both controllable and observable. When a specified closed-loop language is not both controllable and observable, it is desired to approximate it in some sense by a controllable and observable sublanguage (thereby ensuring that a supervisor for the sublanguage can be realized.) Often, supervisors are computed that generate a (controllable and observable) subset of a specified "legal" language L. Since many such sublanguages can exist (and be incomparable in terms of set inclusion) it is of interest to find them, classify them, and identify their properties.
Here, we assume that the legal language L is closed and regular and generate a new class of (not necessarily regular) closed controllable and observable sublanguages of L. This class of languages has, as two of its members, languages that were previously proposed in [9] and [11] .
One of the most important properties of a potential closed-loop language is the computational effort required for synthesis of the corresponding supervisor. Until recently, the computational complexity of synthesizing partial-information supervisors has limited their practicality. For a nonregular closed-loop language, the number of supervisor states is (in the worst case) infinite, even when both the legal language and the plant language are regular. The reason is that a generator for a nonregular language can have an infinite number of states.
In [9] , it was suggested that some of the complexity limitations can be bypassed by an online supervisor synthesis procedure. Rather than computing the supervisor a priori (i.e., determining a priori which controllable events to disable for every possible sequence of event observations) the disabled event set can sometimes be computed online just after the occurrence of observed events. The only assumption needed is that a minimum time-period elapse between event occurrences in the system, and that this period be longer than the online computation time. These limitations are reasonable in systems whose events do not occur very frequently, or where computational resources are plentiful.
The computational complexity of online synthesis procedures is expressed in terms of their stepwise complexity, i.e., the number of computations required each time an event is observed. Some existing procedures (e.g., [9] and [11] ) have been shown to have complexity O(mn), where n is the number of states in the generator of the legal language and m is the number of events.
Potential closed-loop languages are also evaluated in terms of their relative "size" when compared (in terms of set inclusion) to existing sublanguages or classes of sublanguages. One of the first approaches to finding a closed controllable and observable sublanguage uses the property of language normality [2] . Language normality implies language observability, and normality (like controllability) is closed under union. Hence there exists a supremal closed controllable and normal sublanguage of L, which we shall denote supCCN (L).
Studies of normal sublanguages can be found in [3] - [7] .
One common approach to supervisor synthesis has been used to find closed controllable and observable sublanguages of L that contain the supremal closed controllable and normal sublanguage.
The process starts with a (nonempty) closed controllable (but not necessarily observable) sublanguage K L and uses K to generate another closed controllable language that is also an observable sublanguage of K. This process was used to produce sublanguages 0018-9286/98$10.00 © 1998 IEEE in [8] - [11] . One such language we denote as (K), a language discovered independently by the authors of [8] - [10] which was shown to satisfy supCCN(K) (K). Under the assumption that K is regular, a language that contains (K) was synthesized in [9] and is denoted L(SM =G) where SM is a supervisor for the plant G. Another language that contains (K) (and is incomparable to L(SM=G) in the sense of set inclusion) was presented in [11] and is denoted L(S3=G). Online techniques have been used to synthesize supervisors for (K) and L(S M =G) in [9] and [12] , and for L(S3=G) in [11] . All of these techniques require the assumption that K is closed, controllable, and regular. The main result of the present study is a generalization of an online supervisor synthesis procedure given in [9] , producing a class of closed controllable and observable sublanguages of a given regular closed and controllable language K L. The rest of this paper is organized as follows. Section II reviews the relevant theory of supervisory control and describes the language (K), where K is an (arbitrary) regular closed controllable sublanguage of L. In Section III we present the assumptions and the main results of this paper. We present some examples in Section IV. The proof of our main result is given in Appendix A.
II. PRELIMINARIES
The system to be controlled is modeled by a deterministic finite automaton (DFA) or generator G = (Q; 6; ; q 0 ), where Q is a set of states containing the initial state q0, 6 is a nonempty set of events such that the null event 6 2 6, and is a transition function (a partial function) mapping 6 2 Q into Q. The set 6 3 is the set of all strings made from concatenating any number of events in 6, defined as 6 3 
The plant's transition function is extended in its domain over 6 3 2 Q by assigning for all q 2 Q, (; q) := q, and (s; q) := (; (s; q)) if it is defined. A language is any subset of 6 3 . A language L is said to be prefix-closed or just closed if every prefix of every string in L is also a member of L. The prefix-closure of a language L, denoted L, is the set of prefixes of every string in L.
Corresponding to the DFA G we define a language L(G)
(called the plant language) to be the set L(G) := fsjs 2 6 3^ (s; q 0 ) is definedg. The language L(G) is closed, and we
We partition 6 into two subsets: 6 c , the set of controllable events, and 6uc = 60 6c, the set of uncontrollable events. A supervisor is a function : L(G) ! 2 6 . Under the event disabling action of the supervisor the plant G generates the closed-loop language that is a closed sublanguage of L(G). The closed-loop language generated by the supervisor acting on the plant G is denoted L(G; ), defined
If L(G; ) = L we say that the supervisor generates L. From the above definition of L(G; ), it can be seen that the function need not be defined for all s 2 L(G). It is sufficient to define it for all s 2 N so long as L(G; ) N L(G). We call a supervisor as long as it is defined over a sufficient subset of L(G) so that the closed-loop language can be computed. 6 (flg) is the set of strings in 6 3 whose mask value is equal to l. The unobservable events, denoted 6 , are those whose mask value is equal to . These are given by 6 = M 01 6 (fg). For simplicity of notation we sometimes omit parentheses and braces and write M for A partial information supervisor that generates the prefix-closed sublanguage L exists if and only if L is both controllable and observable [2] .
A property that found use in the synthesis of sublanguages of a given language is normality [15] . For simplicity of notation we sometimes omit parentheses and write D P for D (P ). The extended transition function is similarly defined by assigning (8 J 6 3 ; P X)(J; P ) := fx 2 Xj(9 s 2 J; x 0 2 P ) x = (s; x 0 )g:
The partial information supervisor M can now be equivalently given by M (l) = D (M 01 l; fx0g).
Our main theorem (Theorem 1) places a sufficient condition on the events that a partial information supervisor disables, so that the resulting closed-loop language contains (K) and is contained in K. A class of languages is generated by choosing such supervisors that meet the sufficient condition. We show several ways of choosing supervisors in the propositions following the theorem. The theorem uses the definition of an unobserved reach function (denoted) that provides information about the states of D (the DFA that generates K) that can be reached via strings of the closed-loop language. The unobserved reach function takes into account the event-disabling actions of the partial information supervisor, and is used, along with the disable map D , to determine those events that: 1) must be disabled to ensure that the closed-loop language is a sublanguage of K and 2) must not be disabled to ensure that the closed-loop language contains (K). 
where + (l) = ([6 0 M (l)] 3 ;(l)). Then the following: We now present a series of propositions that show how to select the supervisor M so that the sufficient condition (5) is satisfied. In each proposition we select the set M (l) for each l 2 ML(G; M ), and it is assumed that M (l 0 ), where l 0 is a (strict) prefix of l, has already been selected. The following proposition uses an "initial guess" of M (l) in order to compute one that satisfies (5). 
is O(j6kXj).
The following ways of selecting M (Propositions 1.2 and 1.3) are special cases of Proposition 1.1; they show how some languages proposed in the past can be generated. In both cases, the set 0 0 l is chosen independently of l. The proofs of Propositions 1.2 and 1.3 are straightforward (see [9] and [11] ).
The algorithms of Propositions 1.2 and 1.3 will always generate regular languages (M (l) depends only on the value of(l), which can only have a finite number of values). Proposition 1.1, on the other hand, can be used to generate a nonregular language, since the value of M (l) depends not only on(l) but on the values of 0 0 l , which is chosen by the DES designer. It is possible for 0 0 l to be chosen so that the closed-loop language is nonregular.
The algorithms for computing the partial information supervisors in Propositions 1.1-1.3 can be implemented online. If one has already computed M (l), then the computation of M (l), where is an observed event, does not have to be performed until is observed by the supervisor.
The overall computational complexity of the supervisors presented in Propositions 1.1-1.3 is measured by examining the number of computations needed (in the worst case) each time an event is observed.
The computation requires that the values of+(l),(l), and M (l) each be computed once. It is easy to show that the joint computation of + (l) and(l) requires at most j6kXj computations. This is due to the fact that in the computation of+ unobservable events are used, and in the computation of observable events are used. Any additional computations are made in the selection of M (l). If the algorithm of Proposition 1.1 is used, then the overall complexity is O(j6kXj). We use Proposition 1.1 to generate three different closed-loop (i.e., controllable and observable) sublanguages, all strictly containing (K) and contained in K. To allow comparison among supervisors, we denote them We have shown (by Examples 1 and 2) that the languages [11] and L(S M =G) [9] can be generated, as well as other languages (Example 3). Other languages (viz., elements of the class) are generated by [11] and L(S M =G) [9] are generated by particular choices of 0 0 l , the proposed supervisor synthesis algorithm is a generalization of the two algorithms presented in [9] and [11] . Each of the three generated languages contains strings not in the others. Consequently, the generated languages are incomparable to each other in terms of set inclusion. All three languages properly include (K) and are contained in K.
Similar classes of languages have been found in [8] and [13] using controllable-event ordering. In [8] , a class of languages that contain (K) [and hence also contain supCCN(K)] was found. Unfortunately, no online procedure has yet been developed for computing supervisors for those languages. In [13] an online technique was used to synthesize supervisors for a class of maximal sublanguages. The synthesis algorithm is called in [13] the Variable Lookahead Policy under Partial Observation (VLP-PO) algorithm. In addition, [13] provides a scheme of event ordering that ensures that the generated maximal language includes supCCN(K) and observes that another event-ordering scheme exists to guarantee that the generated maximal languages contain (K). In this sense the languages supCCN(K) and (K) can be "maximized." On the other hand, it also shows that there does not exist an event-ordering scheme which ensures that the generated maximal language contains L(S M =G). Our class of languages contains elements [such as L(SM=G)] not generated (nor "maximized") by the VLP-PO algorithm. Consequently, the class of languages generated here is incomparable (in terms of language inclusion) to the class generated by the VLP-PO algorithm.
V. CONCLUSION
A partial information supervisor that generates a class of closed controllable and observable sublanguages of a closed and regular legal language is presented. The supervisor can be implemented online using a technique introduced by Heymann and Lin [9] where computations of the disabled event set can be made after each event observation. The generated languages contain a language proposed independently by Heymann and Lin [9] , Kumar [10] , and Fa et al. [8] ; this language contains the supremal closed controllable and normal sublanguage of the legal language. The generated class of languages is incomparable (in terms of set inclusion) to both the class of maximal languages generated by Hadj-Alouane et al. [13] and the class of languages generated in [8] . The (online) computational complexity of our algorithms is O(mn), where m is the number of plant events and n is the number of states in the generator for the supremal closed controllable sublanguage of the legal language.
In some applications (e.g., plants with a large number of events that can occur very frequently) it is possible that the algorithms presented here are still too computationally intensive to be implemented online. This topic requires future study.
