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Chapter 16
Using Network Reification for Adaptive
Networks: Discussion
Abstract In this final chapter, the most important or most remarkable themes
recurring at different places in this book are briefly summarized and reviewed.
Subsequently the following themes are addressed: (1) How network reification can
be used to model adaptive networks. (2) The formats in which conceptual repre-
sentations of reified networks are expressed graphically using 3D pictures and role
matrices. (3) The universal combination function, and the universal difference and
differential equation as the basis for the numerical representation and implemen-
tation of reified networks. (4) Analysis of how emerging reified network behaviour
relates to the reified network’s structure. (5) The Network-Oriented design process
based on reified networks. (6) The relation to longstanding themes in AI and
beyond.
16.1 Adaptive Networks and Network Reification
This theme is a major theme throughout the whole book. It started in Chap. 1,
Sects. 1.2 and 1.3 with an overview of many types of adaptive networks and
domains in which adaptation of the network structure plays an important role. As
adaptation principles can themselves also be adaptive, it is natural to consider
adaptive networks of different orders. As described in Chap. 1, Sect. 1.3, it was
found out that in the literature first-order adaptation occurs often, but second-order
adaptation much less and third- or higher-order adaptation is almost absent.
Modeling adaptive networks is usually done in a hybrid format: the network itself is
described by some form of network modeling, but the adaptation principles are
described using some form of procedural or algorithmic specification and pro-
gramming to run the underlying difference equations. Thus a hybrid model consists
of two components for two different types of models that interact with each other, as
depicted in Chap. 1, Fig. 1.2.
In contrast to this hybrid approach, in Chap. 3 it was shown how network
reification for temporal-causal networks can be used to model any adaptive network
in a neat and declarative manner from a Network-Oriented Modeling perspective,
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where also the adaptation principles are described in temporal-causal network for-
mat. Chapter 3 shows several examples of this for well-known first-order network
adaptation principles, for example, shown in Figs. 3.4 to 3.10. In Chap. 4,
second-order adaptive networks were addressed with an example (shown in Fig. 4.3)
for plasticity and metaplasticity as considered in relatively recent empirical literature
from the Cognitive Neuroscience domain.
Concerning the challenge of obtaining plausible adaptive network models of
order >2, in Chaps. 7 and 8 three of such examples were presented. In Chap. 7 an
example of such a reified adaptive network of order >2 was put forward that was
inspired by literature on evolutionary processes (Fessler et al. 2005, 2015;
Fleischman and Fessler 2011) as discussed in Chap. 1, Sect. 1.3. In Chap. 8,
another example of a reified adaptive network of order >2 was described, this time
inspired by Hofstadter (1979, 2007)’s ideas about Strange Loops; see also
Sect. 16.6 below, and Fig. 16.3.
In the many examples in this book it was shown how a certain adaptation
principle known from the literature can be formulated easily in reified
temporal-causal network format. That this is possible, is not a coincidence, as in
(Treur 2017) it was proven that any (state-determined) dynamical system as con-
sidered by Ashby (1960), Port and van Gelder (1995) can be modeled in
temporal-causal network format. So, this gives confidence that in principle any
hybrid adaptive network model can as well be (re)modelled as a reified
temporal-causal network model.
It was shown by the many examples that the Network-Oriented Modeling
approach based on network reification offers a huge potential for modeling quite
complex adaptive network behaviour of any order. To execute such reified network
models, it was shown in Chap. 9 that due to the unified approach for all levels of
reification, quite compact software can be developed.
16.2 Conceptual Representations of Reified Networks:
3D Pictures and Role Matrices
Designing and presenting reified network models in a conceptually transparent
manner comes with some minor challenges concerning structuring of pictures and
data involved. For graphical conceptual representations of reified network structure
pictures, this minor issue was resolved by using pictures that are literally trans-
parent and are depicted in a 3D form with horizontal planes above each other for the
base level and the reification levels, as shown in Fig. 16.1. Many pictures like this
can be found in the book; e.g., Chap. 3, Figs. 3.4–3.10; Chap. 4, Fig. 4.3. This is in
contrast to the flat 2D style of depicting networks, for example, in (Treur 2016) and
many papers.
This 3D picture style has become a kind of standard now for these reified
networks and can be found everywhere in the current book.
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The other minor challenge of representing the relevant data was resolved by the
choice for a specific table format to represent separately in a grouped form the
different types or roles of these data (base connectivity, connection weights, speed
factors, combination function weights, and combination function parameters) that
define a specific reified network model: a separate role matrix for each of the roles
played by these data. Also this format can be found at many places in the book
(e.g., Chap. 2, Sect. 2.4, Box 2.1; Chap. 3, Sect. 3.7.2, Box 3.8; Chap. 4,
Sect. 4.4.2, Box 4.1) and has now become a kind of standard. The modeling
environment that was implemented makes use of this role matrix format as input
(see Chap. 9, Sects. 9.2 and 9.4).
16.3 The Universal Combination Function
and the Universal Difference and Differential
Equation
Another remarkable theme that has occurred several times in the book concerns the
universal combination function that was found for reified networks, and the uni-
versal difference and differential equation. For the non-reified case, in Chap. 2,
Sect. 2.3.1 it was discussed how each state has its own combination function and
basic difference and differential equation. These are specific for each state due to the
specific values of the elements such as connection weights, speed factors, and
combination function weights and parameters as specified in the role matrices.
Given values for all these elements as specified in the role matrices, for each state
its specific combination function and difference and differential equation can be
derived in a standard manner as shown in Chap. 2, Sect. 2.4.2, Box 2.2
However, if a network is fully reified, there are not such static values for each









Fig. 16.1 The 3D style of graphical conceptual representations for reified networks
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The remarkable thing is that what remains is one single universal format for the
combination function and also for the difference and differential equations that are
used for every state at the base level and at any reification level; see Chap. 3,
Sect. 3.5, and Chap. 4, Sect. 4.3.2. This enables a unified approach for a compu-
tational reified network engine implementation that handles all reification levels in a
uniform manner. This provides powerful means to model very complex adaptive
network behaviour, which can be adaptive of any order, in a relatively easy manner.
And also due to this, the universal difference equation is the basis for the
remarkably compact implementation described in Chap. 9, Sect. 9.4.
In Chap. 10 a more in depth treatment of the universal combination function and
universal difference and differential equation is offered. For example, in Sect. 10.4,
Box 10.4 it is shown how they can be derived. In Sect. 10.7 it is shown how the
universal differential equation can be used for a compilation process that leads to
the specification of a set of differential equations that can be run efficiently by any
general purpose differential equation solver. This would be an alternative type of
implementation, probably useful for large scale reified networks; this still has to be
implemented and tested.
16.4 Analysis of How Emerging Reified Network
Behaviour Relates to the Reified Network’s Structure
The interesting theme how emerging network behaviour relates to network structure
also occurs extensively in the book. The picture in Fig. 16.2 (also used in some
other chapters) indicates the different relations for this theme.
The network structure is what is specified in the role matrices. The arrow at the
bottom layer was addressed in more detail in Chap. 10, Sect. 10.6, Box 10.6 where
it is shown how from the role matrices for the network structure characteristics the
numerical representation in the form of the difference and differential equations can
be derived that describes the network’s dynamics. In Chap. 3, Sect. 3.7.4, and
many examples in Sect. 3.6 it is shown how a reified network’s emerging behaviour







Properties of Emerging  
Network Behaviour
Fig. 16.2 Bottom layer: the conceptual representation defines the numerical representation. Top
layer: properties of network structure entail properties of emerging network behaviour
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combination functions. Similarly, in Chap. 5, Sect. 5.6; Chap. 6, Sect. 6.6, and
Chap. 7, Sect. 7.5 this is shown for other example reified networks. All these deal
with specific network models and relate to the bottom layer in Fig. 16.2.
However, in Chaps. 11 to 14 the step is made to the upper layer in Fig. 16.2. In
these cases not specific network structures are considered, but classes of networks
that satisfy certain network structure properties concerning connectivity and
aggregation in terms of combination functions. In Chaps. 11 and 12 this is addressed
for non-reified networks, leading to a number of results of the form that a certain set
of network structure properties entails certain properties concerning the network’s
emerging behaviour, for example, that all states eventually get the same value.
Similar analysis methods have been applied to reification states in Chaps. 13 and 14,
in particular for adaptive bonding by homophily and for Hebbian learning, respec-
tively. In this way in Chap. 13 results were found on how properties of reified
network structure characteristics entail properties of community formation. In
Chap. 14 results were found, for example, on how certain properties of combination
functions for Hebbian learning entail the maximal final values of the connection
weights.
Given that it is sometimes argued that emerging behaviour in general cannot be
derived from the structure of a model, it might be felt as a surprise that this turns out
not to be true for quite a number of cases, also nonlinear ones, as still many positive
results have been found on the relation between network structure and network
behaviour. All such results can be used for verification of network models. If in a
simulation, behaviour is observed that contradicts one of these results, the net-
work’s implementation has to be inspected and improved.
16.5 The Network-Oriented Design Process Based
on Reified Networks
The Network-Oriented Modeling approach for adaptive networks based on network
reification supports the modeller in a number of ways. Design of a model takes
place based on declarative building blocks concerning the network’s structure such
as the network’s connectivity and the network’s aggregation based on a choice of
combination functions. As a network’s behaviour is fully determined by the net-
work’s structure, also dynamics and (multi-order) adaptation of the designed net-
work is specified in such declarative terms. The specification format based on role
matrices that is used is declarative, implementation-independent and compact but
detailed.
More specifically, the basic elements of the role matrices format are declarative:
connection weights, combination functions, speed factors, and role matrices
grouping them are declarative mathematical objects. Together these elements
determine in a standard manner first-order difference or differential equations,
which are declarative temporal specifications; for example, see Chap. 3, Sect. 3.5,
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and Chap. 4, Sect. 4.3.2; Chap. 9, Sect. 9.4; Chap. 10, Sect. 10.4. Indeed, a reified
network model’s behavior is fully determined by these declarative specifications,
given some initial values. The modeling process is strongly supported by using
such declarative building blocks: very complex (multi-order) adaptive patterns can
be modeled easily, and in (temporal) declarative form. All procedural details are
taken care of by the developed software environment, as described in Chap. 9, and
hidden for the modeler. The generic setup of the combination function library
makes it easy to add new combination functions that are automatically incorporated
as soon as they have been added to the library; see Chap. 9, Sect. 9.3. The mod-
eling approach also comes with simple means for mathematical analysis and
background knowledge on the relation between a network’s structure and the
network’s behaviour by which reified network models can be verified on correct-
ness; see Chap. 3, Sects. 3.6 and 3.7.4; Chap. 5, Sect. 5.6; Chap. 6, Sect. 6.6;
Chap. 7, Sect. 7.5, and Chaps. 11–14.
16.6 Relations to Longstanding Themes in AI and Beyond
The modeling approach presented in this book allows declarative modeling of
dynamic and adaptive behaviour of multiple orders of adaptation. Traditionally
declarative modeling approaches are a strong focus of AI. There are two long-
standing themes in AI to which the work presented in this book contributes in
particular: causal modeling (Kuipers 1984; Kuipers and Kassirer 1983; Pearl 2000)
and metalevel architectures and metaprogramming (Bowen and Kowalski 1982;
Demers and Malenfant 1995; Sterling and Beer 1989; Sterling and Shapiro 1996;
Weyhrauch 1980). A main contribution to the causal modeling area is that this area
is extended with dynamics and adaptivity of the causal modeling, not only
addressing dynamics of the causal effects but also adaptive dynamics of the causal
relations themselves. Without these extensions (multi-order) adaptive processes
would be out of reach of causal modeling. A main contribution to the area of
metalevel architectures and metaprogramming is that now network models are
covered as well while traditionally the focus in this area is mainly on logical,
functional and object-oriented modeling or programming approaches. The concepts
of this area indeed show their value for Network-Oriented Modeling based on
reified networks.
Also some areas outside AI are worth mentioning. One of them is the area of
Cognitive (Neuro)Science and Philosophy of Mind (Kim 1996, 1998) where it is
described how mental states function based on the causal networks they form; see
Chap. 2, Sect. 2.2.1. The approach offered in this book applied in particular to
Mental Networks can be considered as contributing to further formalisation and
operationalisation of such perspectives. Also the more theoretical analysis of
Hebbian learning (Hebb 1949) in Chap. 14 contributes to Cognitive (Neuro)
Science.
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Another contribution to Philosophy of Mind and Cognitive (Neuro)Science is
found in Chap. 8, where philosopher Hofstadter (1979, 2007)’s idea of Strange
Loops as crucial element for human intelligence and consciousness is modeled by a
three examples reified network with a cyclic reification level structure of the kind as
summarized in Fig. 16.3 (for a bigger picture, see Chap. 8, Sect. 8.3, Fig. 8.5).
Another area with a long tradition worth mentioning is the area of Social
Networks (e.g., Moreno 1934; Luce and Perry 1949; Leavitt 1951; Bott 1957;
Banks and Carley 1996). The approach to Network-Oriented Modeling based on
network reification provides a more principled approach to (multi-order) adaptive
Social Networks than the often used hybrid approach; see Chap. 1, Sect. 1.4.
Moreover, the more theoretical analyses of emerging behavioural patterns for social
contagion in Chaps. 11 and 12 and for bonding based on homophily in Chap. 13
also particularly contribute to the area of Social Networks.
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