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We obtain existence, uniqueness and asymptotic decay properties of a semilinear
elliptic eigenvalue problem in RN. The corresponding problem in dimension N=1,
which provided the motivation for this work, leads to bounds for the wavelengths
and the power of guided waves propagating in a medium consisting of layers of
dielectric material whose refractive index depends on the intensity of the electric
field. In this paper we show the existence of a continuous branch of solutions (*, u)
bifurcating in the spaces R_C1(RN) or R_W 2, p(RN) from the trivial solution at
*=4. Here 4<0 is the lowest eigenvalue of the corresponding linear problem. We
show that for p larger than a critical value depending on N the branch is bounded
in R_W 2, p(RN), and for smaller p it is unbounded in R_L p(RN). The unbounded-
ness for small p is demonstrated by comparison with a radially symmetric problem.
Decay estimates are obtained from explicitly constructed supersolutions having
known asymptotic decay rates. Subsolutions can be obtained as small multiples of
the eigenfunction of the linear problem. For *=0 solutions do not decay exponen-
tially, and we prove uniqueness only for *<0. No assumptions are made concern-
ing the growth of the nonlinearity at .  1996 Academic Press, Inc.
1. Introduction
We consider the set S of all solutions of the problem
&2u(x)+ f (x) u(x)+g(x) h(u(x)) u(x)=*u(x) for x # RN
with u(x)>0 \x # RN and lim
|x|  
u(x)=0 (1)
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where
(A1) f, g: RN  R are locally Ho lder continuous functions on RN,
g(x)>0 \x # RN, g # L(RN) and lim|x|   f (x)=0
and
(A2) h: (0, )  R is a strictly increasing, continuously differentiable
function such that
lim
s  0
h(s)=lim
s  0
sh$(s)=0.
Under these assumptions, h has a continuous extension to [0, ). Further-
more, setting H(s)=sh(s) for s>0, we note that H has a C1-extension to
[0, ) where H(0)=H$(0)=0.
Definition. A solution (respectively, a super-solution or a sub-
solution) of (1) is a pair (*, u) # R_C 2(RN) such that u(x)>0 \x # RN,
lim|x|   u(x)=0 and
2u(x)=(respectively,  or )
[ f (x)+g(x) h(u(x))&*] u(x) \x # RN.
Henceforth we adopt the standard notation [1] for (real) function spaces:
Wm, p where m # N and p1, with W o, p=L p and Wm, 2=Hm.
Under appropriate additional hypotheses, our results concerning (1) can
be summarized as follows. For all solutions (*, u) of (1), *0 and, when
*<0, u decays exponentially to zero as |x|   (Theorems 5 and 6). We
show (Theorem 10) that [(*, u) # S: *<0] is a continuous curve
C=[(*, u*): * # (4, 0)] parameterized by * # (4, 0) and bifurcating from a
trivial solution (4, 0), in any of the spaces R_C1(RN) or R_W 2, p(RN)
with 1<p<. We also establish the existence of a critical value p(N) such
that, for p>p(N), C is a bounded subset of R_W2, p(RN) (Theorem 12)
whereas, for p<p(N), lim*  0 &u*&Lp( RN)= and so C is an unbounded
subset of R_L p(RN) (Theorem 21). The behavior of C as *  0 is
intimately connected with the rate of decay as |x|   of solutions of (1)
for *=0, and Section 6 contains several results about such solutions. The
other main ingredient in our approach to (1) involves the construction of
a super-solution (0, ) for (1) having an explicit rate of decay as |x|  .
This is accomplished by following the procedure that was introduced in
[6] for the case N=1. In fact, our study of (1) is partly motivated by the
analysis in [6, 7] of the behavior of optical wave guides having a defocus-
ing dielectric response. In that context the boundedness of C in R_L2(RN)
280 edelson and stuart
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(where N=1 for planar waveguides [6], and N=2 for cylindrical
waveguides [7]) corresponds to guidance being cut-off when the power of
the light-beam exceeds a certain level.
For convenience, we now list the various additional hypotheses that are
used later. Whereas (A1) and (A2) are assumed to hold throughout the
subsequent discussion, the remaining assumptions (A3) to (A5) will only
be invoked when required. In particular, the hypothesis (A5) determines
the bifurcation point (4, 0) for C that is mentioned above.
(A3) (i) lim|x|   inf |x| 2 f (x)0
(ii) sup[(& f (x)g(x)): x # RN]<lims   h(s).
Remark. The limit lims   h(s) may be finite or infinite. We emphasize
that our hypotheses place no restriction on the rate of growth of h as s
tends to infinity. For N3, the assumption (A3) is sufficient to ensure the
existence of a super-solution (0, ) of (1) (Theorem 7). To deal with N=1
or 2, and to obtain a super-solution with faster decay at infinity when
N3, (Theorem 8), we need somewhat more precise information about the
nonlinear term in (1). This is formulated using the following condition:
(A4) (i) _L # (0, ) and ; # [0, 2) such that
lim
|x|  
|x| ; g(x)=L
(ii) _M, _ # (0, ) such that lims  0(h(s)s_)=M.
In the absence of the nonlinear term the problem (1) becomes an eigen-
value problem and its spectrum determines certain features of S. To
expose this we introduce some notation and recall some basic facts about
elliptic equations and Schro dinger operators. We recall that if u # L p(RN)
for some p with 1p, then u defines a tempered distribution.
Proposition 1. Consider *<0
(i) For each tempered distribution k on RN there exists a unique tem-
pered distribution u=Tk on RN satisfying 2u+*u=k on RN in the sense of
distributions.
(ii) Let k # L p(RN) for some p with 1p. Then Tk # L p(RN).
Furthermore, for 1<p<, Tk # W 2, p(RN) and _ a constant C( p, N, *)
such that
&Tk&W 2, p(RN)C( p, N, *) &k&Lp( RN) .
281nonlinear elliptic eigenvalue problem
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Proof. This follows from Proposition 27 in Chapter II p. 8 of [3],
combined with the CaleronZygmund estimate of &i ju&Lp(RN)
A( p, N) &2u&Lp(RN) (Proposition 3 in Chapter 3 of [4].
Proposition 2. Let , # C(RN) with lim|x|   ,(x)=0. Suppose that
u # C 2(RN) and satisfies &2u+,u=*u on RN for some *<0. Then
lim|x|   e# |x|u(x)=0 for all #<- &*.
Proof. This is a consequence of the maximum principle, ([5], Proposi-
tion 4.4).
Proposition 3. Let (A1) and (A5) be satisfied and suppose that
S.=4. where . # H 2(RN) and .0. Then . # C 2(RN) and
lim|x|   e# |x|u(x)=0 for all #<- &4. Furthermore . # W 2, p(RN) for all
p # (1, ).
Proof. We have that . # H 2(RN) and satisfies (2+4I) .= f.. Since
f # L(RN) we have that f. # L p(RN) whenever . # L p(RN). A standard
bootstrap argument using the Sobolev embedding theorems and Proposi-
tion 2 shows that . # W 2, p(RN) for all p # [2, ). In particular,
. # C 1(RN) and this implies that f. is also locally Ho lder continuous on
RN. From Weyl's lemma we conclude that u # C2(RN). The exponential
decay now follows immediately from Proposition 3. Hence . # L p(RN) for
all p # [1, ) and by Proposition 2, . # W2, p(RN) for all p # (1, ). By the
properties of f given in (A1), the function S: D(s)  L2(RN) defined by
D(s)=H2(Rn) and Su= &2u+ fu is a self-adjoint operator in L2(RN)
which is bounded below ([9], 1.1 Theorem). In particular, setting
4=inf _(S) we have that 4infx # RN f (x)> & where _(S) denotes the
spectrum of S. On the other hand _e(S)=[0, ) where _e(S) denotes
the essential spectrum of S ([2], Theorem 4.1). Hence 40 and
_(S) & (&, 0) can only contain isolated eigenvalues of S having finite
multiplicity. Under the hypothesis (A1), _(S) & (&, 0) may be empty, so
we introduce the following assumption.
(A5) 4<0.
From this it follows (Proposition 4 above and Theorem 3.4 of [2]) that
4 is a simple eigenvalue of S and that there is an eigenfunction . having
the following properties:
. # W 2, p(RN) & C2(RN) for all p # (1, ) and S.=4.,
.(x)>0 for all x # RN, (2)
and lim
|x|  
e# |x|.(x)=0 for all #<- &4.
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Standard comparison principles for self-adjoint operators ([2], Supple-
ment 1, Proposition 3.1) can be used to find explicit conditions on the
function f which are sufficient to ensure that (A5) is satisfied. For example,
if N=1 or 2, then 4<0 provided that f (x)0 but f 0 \x # RN ([8],
Theorem XIII.77). For N3, we find that 4<0 provided that
f (x){&:0
\ |x|<R with R2:>x2N
\ |x|R
where xN is the smallest positive zero of the Bessel function J(n&4)2 .
Proposition 4. Let (A1) and (A5) be satisfied. Suppose also that the
function f is radially symmetric. Then the eigenfunction . satisfying (2) is
also radially symmetric.
Proof. For any bounded continuous function w: RN  R let w~ denote
its spherical average, [3]. Then .~ # C 2(RN), .~ =(x)>0 \x # RN and by a
well known property of the Laplacian,
2.~ (x)=(2.)(x)=( f &4) .(x)
=[ f (x)&4] .~ (x) since f is radially symmetric.
Furthermore lim|x|   e# |x|.~ (x)=0 for all #<- &4 and so .~ # L p(RN)
\p # [1, ). By Proposition 2, this implies that .~ # W 2, p(RN) for all
p # (1, ).
2. Properties of Solutions
Much of our discussion of (1) concerns solution with *<0. We begin
with some observations about the exponential decay of such solutions.
Then we show that, in fact, (1) has no solutions with *>0. Some results
concerning solutions with *=0 are given in Section 6.
Theorem 5. Let (A1) and (A2) be satisfied. Suppose that (*, u) is a solu-
tion of (1) with *<0. Then
(i) lim
|x|  
e# |x|u(x)=0 \#<- &*
and
(ii) u # W 2, p(RN) \p # (1, ).
Proof. (i) Setting 8(x)= f (x)+g(x) h(u(x)) \x # RN, this is an
immediate consequence of Proposition 3.
283nonlinear elliptic eigenvalue problem
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(ii) In the above notation, 2u+*u=8u where 8 # L(RN). By part
(i), u # L p(RN) for all p # [1, ) and so, setting k=8u, we conclude from
Proposition 2 that u # W 2, p(RN) for 1<p<.
Theorem 6. Let (A1) and (A2) be satisfied. Suppose that (*, u) is a solu-
tion of (1). Then 4*0.
Proof. Suppose that *<0. Then by Theorem 5, u # H2(RN) and by the
definition of 4,
|
RN
[&2u(x)+ f (x) u(x)] u(x) dx4 |
RN
u(x)2 dx.
But since (*, u) is a solution of (1),
|
RN
[&2u(x)+ f (x) u(x)] u(x) dx
=|
RN
[*&g(x) h(u(x)] u(x)2 dx<* |
RN
u(x)2 dx
by the positivity of g and h. Hence if *<0 we have *>4.
Suppose now that *>0. We choose k>0 such that *>k2. Since
lim|x|   u(x)=lim|x|   f (x)=lims  0 h(s)=0, _Z>0 such that *&
f (x)&g(x) h(u(x))>k2 for all x # RN with |x|Z.
Next we define a function v by v(x)=w( |x| ) for x # RN"[0] where
w(r)=r&pJp(kr) for r=|x|>0,
p=(N&2)2 and Jp is the Bessel function of the first kind of order p. Then
2v(x)+k2v(x)=0, \x # RN[0]. Furthermore, by the properties of Jp ,
_a>b>Z such that w(a)=w(b)=0, w$(a)<0<w$(b) and w(r)>0 for
b<r<a. Let 0=[x # RN: b<|x|<a]. Then
0<|
0
[*& f (x)&g(x) h(u(x))&k2] u(x) v(x) dx since b>Z
=|
0
[&2u(x)&k2u(x)] v(x) dx since (*, u) is a solution of (1)
=|
0
{u(x) {v(x)&k2u(x) v(x) dx since v=0 on 0
=|
0
[&2v(x)&k2v(x)] u(x) dx+|
0
u(x)
v
n
(x) dx
284 edelson and stuart
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where n is the outward normal derivative on 0,
=w$(a) |
|x|=a
u(x) dx&w$(b) |
|x|=b
u(x) dx<0.
This contradiction implies that *0 for all solutions of (1).
Remark. The above proof shows that, either 4=0 and *=0 for all
solutions of (1) or 4<0 and 4<*0 for all solutions of (1). The
hypothesis (A5) selects the second alternative.
3. Super-Solutions for (1)
As a preliminary step towards proving the existence of solutions of (1)
this section is devoted to the construction of super-solutions. It follows
from our definition that if (*, u) is a super-solution of (1) then (+, u) is also
a super-solution of (1) for any +*. Since we already know from Section
2 that *0 for all solutions of (1), is sufficient to construct a super-solu-
tion (0, u) of (1).
The existence of sub-solutions of (1) for *>4 is an easy consequence of
(A5) and this will be exploited in the next section.
Theorem 7. Let (A1), (A2) and (A3) hold. Suppose that N3 and that
0<:<(N&2)2. Then _A(:)>0 such that (0, :) is a super-solution of (1)
where :(x)=A(:)[1+|x| 2]: \x # RN.
Proof. Fix 0<:<(N&2)2 and consider
(x)=
A
(1+|x| 2):
with A>0. (3)
Since  # C (RN), (x)>0 \x # RN and lim|x|   (x)=0, we see that
(0, ) is a super solution of (1) provided that
2(x)[ f (x)+g(x) h((x))] (x) \x # RN.
By (3), 2(x)=H(r) (x) where r=|x| and
H(r)=
2:
1+r2 {
2(:+1) r2
1+r2
&N= . (4)
Hence we must show that A can be chosen so that
f (x)+g(x) h((x))H( |x| ) \ |x| # R. (5)
285nonlinear elliptic eigenvalue problem
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Since 0<:<(N&2)2, it is easy to see that H(r)<0 for all r0, and that
limr   r2H(r)=2:[2(:+1)&N]=4:[:&(N&2)2]<0. Using this and
(A3)(i) we see that _Z>0 and $>0 such that
r2H(r)&$r2f (x) for |x|=rZ.
Thus for |x|Z we have that
f (x)+g(x) h((x)) f (x) by (A1)(A2)
H( |x| ). (6)
By (A3)(ii) _s0>0 such that h(s)>sup[(&f (x)g(x)): x # RN] for all
ss0. Choose A>0 such that (Z)=s0. Then for |x|Z, (x)(Z) and
by (A2), h((x))h((Z))=h(s0). Hence by (A1) and (A2), for |x|Z,
f (x)+g(x) h((x)) f (x)+g(x) h(s0)>0>H( |x| ). (7)
Combining (6) and (7) we get (5) and hence (0, ) is a super-solution.
To construct a super-solution for (1) when N=1 or 2 we need to impose
further conditions on the functions g and h. Under these additional
assumptions, we obtain a super-solution for any N1, and for N3, this
super-solution decays faster that the one given by Theorem 7.
Theorem 8. Let the conditions (A1) to (A4) hold with 2&;>_(N&2).
Then _A, d>0 such that (0, 9) is a super-solution of (1) where
9(x)=(A[1+d 2 |x| 2]:) \x # RN and :=(2&;)2_.
Proof. As in the proof of Theorem 7, it is enough to find A>0 and
d>0 such that
f (x)+g(x) h(9(x))d 2H(dr) (8)
where H is given by (4).
Since :>max[0, (N&2)2],
H(r)<0 for 0r<r0
H(r0)=0
H(r)>0 for r0<r
where r0=- N(2:&N+2). Also limr   r2H(r)=4:[:&(N&2)2]>0.
For d>0, let X(d )=r0d.
By (A3)(ii) we can fix s0 such that h(s)>sup[(&f (x)g(x)): x # RN] for
all ss0 .
286 edelson and stuart
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By (A4), _Z>0 and 1>0 such that
g(x) h(s)1r&;s_ for |x|=rZ and 0ss0 . (9)
Set A=s0[2(:+1)(2:&N+2)]: and then K=((1N:_A_)2[2(:+1)]:_).
Recall that sup[r2H(r): r0]< and that by (A3)(i),
sup[&|x| 2 p(x): x # RN]<.
Hence we may choose d>0 such that
X(d )>Z
Kd &2:_sup[r2H(r): r0]
Kd &2:_sup[&|x| 2 f (x): x # RN].
We can now verify (8). First of all we note that
9(X(d))=
A
(1+d 2X(d )2):
=
A
(1+r20)
:=s0
by the choice of A and the definition of r0 . Hence for |x|=rX(d ),
9(x)s0 and
f (x)+g(x) h(9(x)) f (x)+g(x) h(s0) by (A1)(A2)
0 by choice of s0
d 2H(dr) since 0drr0 . (10)
Now consider |x|=rX(d ). In this case, 9(x)9(X(d))=s0 and since
X(d )>Z it follows from (9) that
g(x) h(9 |x| )1r&;9(x)_. (11)
But
9(x)=
A
(1+d 2r2):

A
((1r20)+1)
: (dr)2:
since
dr
r0
1
=
N:A(dr)&2:
[2(:+1)]:
since
1
r20
=
2:&N+2
N
.
287nonlinear elliptic eigenvalue problem
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Returning to (11), we have for |x|=rX(d ),
r2g(x) h(9(x))
1r2&;N :_A_(dr)&2:_
[2(:+1)]:_
=2Kd &2:_
by the definitions of : and K
sup[t2H(t): t # R]+sup[&| y| 2 f ( y): y # R2]
by the choice of :
(dr)2 H(dr)&r2f (x). (12)
Thus for |x|=rX(d ), we have
f (x)+g(x) h(9(x))d 2H(dr).
Combining this with (10) we obtain (8) and the proof is complete.
4. The Branch C of Solutions
In this section we show that [(*, u) # S: *<0] is a continuous curve in
various function spaces. To obtain this result we suppose that (A5) holds,
otherwise (1) can only have solutions with *=0 as is seen from Theorem
6. We begin by showing that (A5) implies the existence of small sub-solu-
tions (*, u) of (1) for all *>4. Using this in conjunction with the super-
solutions found in the previous section we show that for each * # (4, 0)
there exists a unique solution (*, u*) of (1) and that it depends con-
tinuously and monotonely on *. Throughout this section, . denotes the
eigenfunction of S having the properties (2).
Lemma 9. Let (A1), (A2) and (A5) hold. For any *>4, _=(*)>0 such
that (*, =.) is a sub-solution of (1) whenever 0<==(*).
Proof. From the properties of . given in (2) we need only prove that
_=(*)>0 such that
2=.(x)[ f (x)+g(x) h(=.(x))&*] =.(x) \x # RN
whenever 0<==(*). Since 2.(x)=[ f (x)&4] .(x), this is equivalent to
showing that
*&4 f (x)&g(x) h(=.(x)) \x # RN
whenever 0<==(*).
288 edelson and stuart
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To establish this we set
G= sup
x # RN
g(x) and 8=max
x # RN
.(x).
Then G, 8 # (0, ) and by (A2)(i) _s(*)>0 such that h(s)(4&*)G for
all s # (0, s(*)]. Setting =(*)=s(*)8, we see that for x # RN and
0<==(*),
g(x) h(=.(x))Gh(=(*) 8)=Gh(s(*))*&4.
This proves the lemma.
Theorem 10. Let the conditions (A1), (A2), (A3), and (A5) hold. Sup-
pose also that either
(i) N3 or
(ii) N1 and (A4) holds.
Then for each * # (4, 0) there exists a unique solution (*, u*) of (1).
Furthermore,
(a) u*(x)<u+(x) \x # RN and 4<*<+<0,
(b) u* # C 2(RN) & W 2, p(RN) for all p # (1, ),
(c) the function * [ u* is continuous from (4, 0) into E, where E is
any of the Banach spaces, C1(RN) or W 2, p(RN) with 1<p<,
(d) lim*  4 &u&E=0 for E as in part (c).
Remark. This result shows that [(*, u) # S: *<0] is a continuous
curve, denoted henceforth by C, parameterized by * # (4, 0), in any of the
spaces E mentioned in part (c). Part (d) shows that C bifurcates from the
trivial solutions at 4. Furthermore the curve C is monotone increasing in
R_C(RN) in the sense of part (a).
Proof. Fix * # (4, 0).
(Existence). First we establish the existence of a solution (*, u) of (1).
For N3 we choose : # (0, ((N&2)2)) and set =: where (0, :) is
the super-solution of (1) given by Theorem 7.
For N=1 or 2 the alternative (ii) ensures that (A4) holds with
2&;>_(N&2). In this case we set =9 where (0, 9) is the super-solu-
tion of (1) given by Theorem 8. Then, in all cases, (*, ) is a super solution
of (1) and we can choose p # (N, ) such that  # L p(RN). Using Lemma
9 and the exponential decay of ., we may choose =(*)>0 such that (*, =.)
is a sub-solution of (1) and 0<=.(x)<(x) \x # RN for all = # (0, =(*)]. By
289nonlinear elliptic eigenvalue problem
F
ile
:5
05
J
30
28
12
.B
y:
B
V
.D
at
e:
13
:0
2:
96
.T
im
e:
16
:2
2
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
30
58
Si
gn
s:
19
87
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
(A1) and (A2), _K>0 such that for all x # RN, the function s [ [K+*&
f (x)&g(x) h(s)] s is increasing for 0<sA where A#maxx # RN (x)
Since p>N we have [1],
W 2, p(RN)/W 1, p(RN)/C(RN)
and
lim
|x|  
u(x)=0 \u # W 2, p(RN).
We define an algorithm as follows.
Given un # W 2, p(RN) with =(*) .un on RN we define un+1 to be
the unique solution in W 2, p(RN) of the equation
&2u+Ku=kn in RN
where kn(x)=[K+*& f (x)&g(x) h(un(x))] un(x). Since un # L p(RN) &
L(RN), the assumptions (A1) and (A2) ensure that kn # Lp(RN). The
existence and uniqueness of un+1 now follow from Proposition 1. Further-
more, since un is Ho lder continuous on RN, so is kn and the interior
Schauder estimates show that un+1 is continuous on RN. Recalling that
lim|x|   un+1(x)=0, the maximum principle now shows that =(*) .
un+1 on RN. Thus, setting u0==(*) ., the algorithm defines a sequence
[un] in W 2, p(RN) such that =(*) .unun+1 on RN for all n # N. By
Proposition 1, &un+1&W2, p(RN)C( p, N, &K) &kn&Lp(RN) \n # N. But since
0un on RN, 0knk on RN where k(x)=[K+*& f (x)&
g(x) h((x))] (x). The assumptions (A1) and (A2) imply that there
is a constant C>0 such that k(x)C(x). Hence we see that
&un+1&W2, p(RN)C( p, N, &K) C &&Lp(RN) for all n # N, and so [un] is a
bounded sequence in W 2, p(RN). Since =(*) .un on RN for all n # N
and since lim|x|   (x)=0 it is now easy to see that there exists a func-
tion u* # C 1(RN) such that =(*) .u* on RN and un [ u* uniformly on
RN as n  . But un+1 # C2(RN) and \v # C 0 (R
N), RN un+1[&2v+
Kv] dx=RN knv dx from which it follows that
|
RN
u*[&2v+Kv] dx=|
RN
k* v dx
where k*(x)=limn   kn(x)=[K+*& f (x)&g(x) h(u*(x))] u*(x). The
assumptions (A1) and (A2) ensure that k* is locally Ho lder continuous on
RN. From Weyl's lemma on interior regularity it follows that u* # C2(RN)
with &2u*+Ku*=k* on RN. Recalling the definition of k* , we see that
(*, u*) is a solution of (1).
(Uniqueness).
Suppose that (*, u) and (*, v) are solutions of (1). We claim that _=,
Z>0 such that =.(x)u(x) \x # RN such that |x|Z. Indeed, since
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lim|x|   u(x)=lim|x|   f (x)=0 and since 4<*<0, the assumptions
(A1) and (A2) imply that _Z>0 such that \ |x|Z,
*&4&g(x) h(u(x))>0 and f (x)&4>0.
Since u # C(RN) and u(x)>0 \x # RN, _=>0 such that u(x)&=.(x)>0 for
|x|=Z. With Z and then = thus chosen, we set W=u&=.. Clearly
W(x)>0 for |x|=Z and lim|x|   W(x)=0. Let us suppose that _x0 such
that |x0 |>Z and W(x0)<0. Then _x1 such that |x1 |>Z1 and
W(x1)=min|x|Z W(x)<0. Hence {W(x1)=0 and 2W(x1)0. But
2W(x)=[ f (x)+g(x) h(u(x))&*] u(x)+(4& f (x)) =.(x)
=[4&*+g(x) h(u(x))] u(x)+[ f (x)&4] W(x).
Hence 2W(x1)<0 by the choice of Z and the fact that W(x1)<0. This
contradicts our earlier conclusion and so we have established our claim
that _Z, =>0 such that u(x)&=.(x)>0 for all |x|Z.
From this we can assert that _=>0 such that !(x)>=.(x) \x # RN where
!(x)#min[u(x), v(x)] and (*, =.) is a sub-solution of (1). Now using the
algorithm defined above with u0==. we see that (1) has a solution (*, z)
such that =.zu and =.<zv on RN.
Now by Theorem 5, u, v, z # W 2, p(RN) for all p # (1, ) and so
RN u 2z&z 2u dx=0. But, (1) implies that
|
RN
z 2u dx=|
RN
[ f (x)&g(x) h(u(x))&*] u(x) z(x) dx
and
|
RN
u 2z dx=|
RN
[ f (x)&g(x) h(z(x))&*] u(x) z(x) dx.
Hence RN g(x)[h(u(x))&h(z(x))] u(x) z(x) dx=0 where g(x) u(x) z(x)>
0 and h(u(x))h(z(x)) \x # RN, by the conditions (A1) and (A2) since
uz on RN. However, u, z # C(RN) and h is strictly increasing on (0, ).
Therefore we must have u#z on RN. This argument also shows that v#z
and so the uniqueness of the solution of (1) for * # (4, 0) is established.
(a) To prove that u* is an increasing function of *, let us consider
*, + # (4, 0) with *<+. Then (*, u+) is a super-solution of (1) and _=>0
such that =.u+ on RN and (*, =.) is a sub-solution of (1). The first asser-
tion is a trivial consequence of the definition of super-solution, the second
one is justified by the argument at the beginning of the uniqueness part of
the proof and the third claim follows from Lemma 9. Now the argument
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in the existence part of the proof establishes the existence of a solution
(*, v) of (1) with =.vu+ . However, by the uniqueness result, this
means that v=u*u+ . Let us show that the inequality is strict. For this we
set w=u+&u* and note that w0 and lim|x|   w(x)=0. If w(x0)=0 we
must have {w(x0)=0 and 2w(x0)0. But \x # RN, 2w(x)=[ f (x)+
g(x) h(u+(x))&+] u+(x)&[ f (x)+g(x) h(u*(x))&*] u*(x) and so, since
u+(x0)=u*(x0)>0, we have 2w(x0)=(*&+) u*(x0)>0. From this con-
tradiction, we conclude that w(x)>0 \x # RN.
(b) This is a consequence of Theorem 5.
(c) Fix * # [4, 0) and consider a sequence [*n]/(4, 0) such that
*n  * with *n+<0 \n # N. Setting kn=[ f +gh(u*n)&*n&1] u*n , we
see that u*n satisfies 2u*n&u*n=kn on R
N.
By Proposition 1, &u*n &W 2, p( RN)C( p, N, &1) &kn&Lp(RN) for all
p # (1, ) and, since 0<u*nu+ on R
N, &kn&Lp( RN)C &u+&Lp(RN) where
C=max
x # RN
[ | f (x)|+g(x) h(u+(x))]&4+1<.
Hence _v # W 2, p(RN) for all p # (1, ) such that 0vu+ on RN and
u*n  v uniformly on R
N. Thus for all w # C 0 (R
N), RN v 2w dx=
limn   RN u*n 2w dx=limn   RN w 2u*n dx=limn   RN w[kn+
u*n] dx=RN w[ f +gh(v)&*] v dx where [ f +gh(v)&*] v is locally
Ho lder continuous on RN. By Weyl's lemma we can conclude that
v # C2(RN) with &2v+[ f +gh(v)] v=*v on RN. Furthermore, setting
#= 12 - |+|, it follows from Theorem 5 that lim|x|   e# |x|u+(x)=0. Since
0u*nu+ on R
N, we can now assert that &u*n&v&Lp( RN)  0 as n  
for 1p. Setting wn=u*n&v, we have 2wn&wn=kn&k on R
N
where k=[ f +gh(v)&*&1] v. By Proposition 1, wn # W 2, p(RN) and
&wn&W2, p( RN)C( p, N, &1) &kn&k&Lp(RN) for all p # (1, ). But
kn&k=An+Bn where
An=[&*&1+ f +gh(v)] wn
and
Bn=[*&*n+g[h(u*n)&h(v)]] u*n .
Now for 1<p<,
&An&Lp( RN)&[&*&1+ f+gh(v)]&L(RN) &wn&Lp(RN)
where &wn &Lp( RN)  0 as n  . Also,
&Bn&Lp( RN)  0 as n  
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by dominated convergence since 0|Bn |[ |*&*n |+g |h(u*n)&h(v)|] u+
where u+ # L p(RN), |*&*n |+g |h(un)&h(v)|2 |4|+2GH< with
G=supRN g(x) and H=h(maxRN u+(x)), and |*&*n+g[h(u*n)&
h(v)]|  0 as n   on RN. Hence &kn&k&Lp(RN)  0 as n   and it
follows that &wn&W2, p(RN)  0 as n  , for 1<p<. If * # (4, 0) we
choose & # (4, *). Then it follows easily from part (a) that vu& on RN and
hence by the uniqueness result we conclude that v=u* . This proves
part (c).
If *=4, we see that
|
RN
gh(v) v. dx=|
RN
[2v& fv+4v] . dx
=|
RN
v[2.& f.+4.] dx=0
where . is the eigenfunction satisfying (2). Since g=(x) .(x)>0 \x # RN
and v0 on RN it follows from (A2) that v(x)=0 \x # RN. This proves
part (d).
Corollary 11. In addition to the hypotheses of Theorem 10, suppose
that the functions f and g are radially symmetric. Then u* is radially sym-
metric for all * # (4, 0).
Proof. By Proposition 4, the eigenfunction . is radially symmetric.
Returning to the algorithm used to construct u* in the first part of the
proof of Theorem 10 we see that u0==(*) . is radially symmetric. Further-
more, if un is radially symmetric, kn is radially symmetric and hence so is
the solution un+1 # W 2, p(RN) of &2u+Ku=kn on RN for any p>N.
Since u*(x)=limn   un+1(x) \x # RN, it follows that u* is radially sym-
metric.
5. Bounds for the Branch C
The super-solutions constructed in Section 2 ensure that the branch C of
solutions is bounded in certain L p-spaces. In Section 7 we show, under
slightly stronger hypotheses, that the results obtained in this way in
Theorem 12 are in fact sharp. The second result in this section shows that
the Dirichlet norms of solutions on C remain bounded under quite general
conditions.
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Theorem 12. Let the conditions (A1), (A2), (A3) and (A5) hold.
(i) If N3, C is bounded in R_W 2, p(RN) for any p such that
Np<N&2.
(ii) If N1 and (A4) holds, C is bounded in R_W 2, p(RN) for any
p>1 such that Np<max[N&2, (2&;)_].
Proof. (i) Fix : # (0, ((N&2)2)). By the proof of Theorem 10 we
know that 0<u*: for all * # (4, 0) where (0, :) is the super-solution
of (1) given by Theorem 7. Since : # L p(RN) for all p such that Np<2:,
we see that [u* : 4<*<0] is bounded in L p(RN) for any p such that
Np<2: for some :<(N&2)2. But 2u*&u*=k* on RN where
k*=[ f +gh(u*)&*&1] u*
and
&k*&Lp(RN)& f +gh(u*)&*&1&L(RN) &u*&Lp(RN)
[ |4|+1+F+Gh(A(:))] &u*&Lp(RN)
where F=maxx # RN | f (x)|, G=supx # RN g(x) and A(:)=maxx # RN : . It
follows from Proposition 1 that [u* : 4<*<0] is bounded in W 2, p(RN)
provided that Np<2: for some :<(N&2)2. This proves the first part of
the theorem. The second part is established in the same way using Theorem
8 whenever ((2&;)_)>N&2.
From the above result we can derive conditions ensuring that
[&{u*&L2(RN) : 4<*<0] is bounded. However, as we now show, this set is
bounded under more general conditions.
Theorem 13. Let the conditions (A1), (A2), (A3) and (A5) hold.
Suppose that either (i) N3 or (ii) N1 and (A4) holds. Then
[&{u*&L2(RN) : 4<*<0] is bounded.
Proof. For N5 this follows immediately from Theorem 12(i). If (A4)
holds with N2<(2&;)_, the result follows from Theorem 12(ii). Hence
we need only treat the following situations,
(a) N=3 or 4
(b) N=1 or 2, (A4) holds and N2(2&;)_.
Let f&=min[0, f ]. By the assumption (A3)(i), f& # L p(RN) provided
that p>max[1, N2]. From Theorem 5(ii), it follows that RN |{u* |
2 dx=
RN [*& f &gh(u*)] u
2
* dx<RN | f& | u
2
* dx& f&&Lp( RN) &u*&
2
L2q(RN) pro-
vided that p>1 and 1p+1q=1.
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(a) By Theorem 12(i), _A>0 such that &u*&2L2q(RN)A \* # (4, 0),
provided that N2q<N&2. But this is so provided that
1&1p<(2(N&2))N. This is 1p>(4&N)N. On the other hand
& f& &Lp(RN)< provided that p>max[1, N2]. Since N=3 or 4, we may
choose p= 52 and satisfy all these restrictions.
(b) By Theorem 12(ii), _A>0 such that &u*&L2q(RN)A \* # (4, 0),
provided that N2q<(2&;)_ and this is so provided that
1p>(N_&2(2&;))N_. On the other hand, & f&&Lp(RN)< provided
that p>max[1, N2]. Since N=1 or 2 and N_2(2&;) we may choose
p=N_(2&;) and satisfy all these conditions.
6. Solutions at *=0
As might be expected, the behavior of the branch C as *  0 is related
to the properties of solutions of (1) with *=0. The discussion of such solu-
tions is complicated by the fact that they do not decay exponentially at
infinity. Thus, whereas the existence of a solution (0, u0) of (1) follows by
the argument used in Theorem 10, the proof of uniqueness fails in the
absence of sufficient information concerning the rate of decay of u and its
gradient for an arbitrary solution (0, u) of (1). We do not undertake this
analysis here since we are mainly concerned with the behavior of the
branch C as *  0. This leads us to concentrate on a study of the
asymptotic decay of solutions of (1) with *=0 in the case of radial sym-
metry. However, we begin with some simple results concerning the general
situation.
Theorem 14. Let (A1), (A2), (A3), and (A5) hold. Suppose that either
(i) N3 or (ii) N1 and (A4) holds.
Then there exists a solution (0, u0) of (1) having the following properties.
(a) u*(x)<u0(x)(x) \x # RN for any (*, u*) # C where C is the
branch of solutions given by Theorem 10 and (0, ) is the super-solution of
(1) given by Theorems 7 or 8.
(b) u0 # W 2, p(RN) provided that Np<N&2 in case (i) or
Np<max[N&2, ((2&;)_)] and p>1 in case (ii). Furthermore for p
satisfying these restrictions, lim*  0 &u*&u0 &W2, p( RN)=0.
Remarks. According to the above result C _ [(0, u0)] is a continuous
curve in R_W 2, p(RN) for p satisfying the restriction in part (b). By
Theorem 6 it cannot be continued into the region *>0. Under quite
general conditions it can be shown that (0, u0) is the only solution of (1)
with *=0, but we do not develop this aspect of the problem here.
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Proof. Choose p satisfying the restrictions in part (b). By Theorem 12,
[u* : 4<*<0] is bounded in W 2, p(RN) and 0u* on RN. It follows
that _u0 # W 2, p(RN) and a sequence *n  0 such that u*n ( u0 weakly in
W 2, p(RN). Furthermore for all n # N, 0u*nu0 almost everywhere
on RN and also W 2, p(0) is compactly embedded in L p(0) for every
bounded domain 0 in RN.
Since  # L p(RN) under our restrictions, this implies that
&u*n&u0&Lp(RN)  0 as n  . By The ore me IV.90 of [1] we may also
assume that u*n(x)  u0(x) almost everywhere on RN. But, by the
monotonicity of u* given by Theorem 10(a), this implies that
u0(x)=lim*  0 u*(x) almost everywhere on RN. Therefore, up to modifica-
tion on a set of measure zero, u0 is independent of the choice of the
sequence [*n] used in its construction and of the values of p that we have
chosen. In particular, choosing p to satisfy the additional condition that
p>N, we see that u0 # C1(RN) and that u*(x)  u0(x) uniformly on RN
where u*(x)<u0(x)(x) \x # RN. Setting k*=[ f +gh(u*)&*&1] u*
and w*=u*&u0 for 4<*0, we have that 2w*&w*=k*&k0 on RN
where k*&k0=A*+B* with A*=[&1+ f +gh(u0)] w* and B*=
[&*+g[h(u*)&h(u0)]] u* . For p satisfying the restrictions in part (b),
&w*&Lp( RN)  0 as *  0 and so, as in part (c) of Theorem 10, we see that
&k*&k&Lp(RN)  0 as *  0 and hence using Proposition 1 that
&w*&W2, p( RN)  0 as *  0.
This completes the proof of Theorem 14.
Corollary 15. In addition to the hypotheses of Theorem 14, sup-
pose that the functions f and g are radially symmetric. Let (0, u0) be the solu-
tion of (1) that is given by Theorem 14. Then u0 is radially symmetric
and in particular, u0 # L p(RN) for p satisfying the restrictions in Theorem
14(b).
Proof. Choose p>N satisfying the restrictions in part (b) of Theorem
14. Since lim*  0 &u*&u0 &W2, p(RN)=0 we have that u*(x)  u0(x) as *  0
uniformly on RN. By Corollary 11, u* is radially symmetric for all
* # (4, 0). Hence u0 is also radially symmetric.
The rest of this section is devoted to a discussion of the asymptotic
behavior of solutions of (1) with *=0.
Lemma 16. In addition to the conditions (A1), (A2) and (A4),
suppose that the functions f and g are radially symmetric and that
lim|x|   |x| 2 f (x)=0. Let (0, u) be a radially symmetric solution of (1)
such that u # L p(RN) for some p1 with Np>max[N&2, ((2&;)_)].
Then lim|x|   |x|Np u(x)=0.
296 edelson and stuart
F
ile
:5
05
J
30
28
19
.B
y:
B
V
.D
at
e:
13
:0
2:
96
.T
im
e:
16
:2
2
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
27
45
Si
gn
s:
18
26
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
Proof. For r>0, set w(r)=u(x), F(r)= f (x) and G(r)=g(x) where
r=|x|. Then w # C 2((0, )), w(r)>0 \r>0, limr   w(r)=0 and
w"(r)+
(N&1)
r
w$(r)=[F(r)+G(r) h(w(r))] w(r) \r>0.
Furthermore 0 r
N&1w(r) p dr<. Let #=Np and set !(r)=r#w(r). Then,
for r>0,
!"(r)+
(N&1&2#)
r
!$(r)={F(r)+G(r) h(w(r))+#(N&#&2)r2 = !(r).
Furthermore 0 r
&1!(r) p dr< and so _ a sequence [rn] such that
rn   and !(rn)  0. If limr   sup !(r)=$>0, it then follows that there
exists a sequence [Rn] such that Rn  , 0<!(Rn)<$, !$(Rn)=0 and
!"(Rn)0 (! has a local minimum at each Rn). But then
!"(Rn)=R&2n [R
2
nF(r)+R
2
nG(Rn) h(w(Rn))+#(N&#&2)]
and since w(RN)  0, it follows from (A4) that _C>0 and n0 # N
such that 0R2nG(Rn) h(w(Rn))CR
2&;
n w(Rn)
_CR2&;&#_n !(Rn)
_
C$_R2&;&#$n for nn0 . Since #>(2&;)_ this proves that
limn   R2nG(Rn) h(w(Rn))=0 and by hypothesis, limn   R
2
n F(Rn)=0.
But since #>N&2 we have #(N&#&2)<0 and so _n1 # N such that
!"(Rn)<0 for all nn1 , contradicting the fact that !"(Rn)0 for all
n # N. Hence we can assert that limr   sup !(r)=0 and this proves the
lemma.
The previous result is a first step towards showing that in fact there are
no solutions of (1) satisfying its hypotheses, provided that f decays a little
faster.
Lemma 17. In addition to the conditions (A1), (A2) and (A4), sup-
pose that the functions f and g are radially symmetric and that
lim|x|   |x| 2+= f (x)=0 for some =>0. Let (0, u) be a radially symmetric
solution of (1) such that lim sup|x|   |x| # u(x)< for some #>(2&;)_.
Then we must have N3 and #N&2. In this case u # L p(RN) if and only
if Np<N&2.
Proof. We set z(r)=r(N&1)2w(r) where r=|x| and w(r)=u(x). Then
z # C2((0, )), z(r)>0 for all r>0 and z"(r)&[(((N&1)(N&3))4r2)+
T(r)] z(r)=0 for r>0, where T(r)= f (x)+g(x) h(w(r)) with |x|=r. Two
linearly independent solutions of the equation,
w"(r)&
(N&1)(N&3)
4r2
w(r)=0
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are given by wN1 and w
N
2 where
wN1 (r)=r
(N&1)2 for all N1, and
wN2 (r)={r
(3&N)2
r12 ln r
for all N{2
for N=2.
Hence
wN1 (r) w
N
2 (r)={rr ln r
for all N{2
for N=2.
Since limr   w(r)=0, it follows from (A4) that _C, r0>0 such that
0r2g(x) h(w(r))Cr2&;w(r)_ for r=|x|r0
C1r2&;&#_,
since lim supr   r#w(r)<. Since 2&;&#_<0 and limr   r2+=f (x)=0
for some =>0, it follows that 1 w
N
1 (r) w
N
2 (r) T(r) dr<.
By Theorem 9.1 in Chapter XI of [10], there are constants A1 and A2
such that
z(r)=A1wN1 (r)[1+'1(r)]+A2w
N
2 (r)[1+'2(r)]
where '1 and '2 are functions such that limr   'i (r)=0 for i=1 and 2.
But lim supr   r((1&N)2)+#z(r)< and so we must have A1=0 and
((1&N)2)+#+((3&N)2)0 for all N{2, &12+#+
1
2<0 for N=2.
Thus N3 and #N&2. In this case
u # L p(RN)  |

1
rN&1r((1&N)2) pwN2 (r)
p dr<

N
p
<N&2.
Corollary 18. In addition to the conditions (A1), (A2) and (A4), sup-
pose that the functions f and g are radially symmetric and that
lim|x|   |x| 2+= f (x)=0 for some =>0. Let (0, u) be a radially symmetric
solution of (1). Then u  L p(RN) for Np>max[N&2, ((2&;)_)].
Proof. Suppose that u # L p(RN) for some p such that Np>
max[N&2, ((2&;)_)]. Then lim|x|   |x=|Np u(x)=0 by Lemma 16. It
now follows from Lemma 17 that we must have NpN&2, contradicting
our initial assumption.
To see that this result is quite sharp it is sufficient to compare it with
Corollary 15.
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7. Unboundedness of the Branch C
In Theorem 12 we have given conditions ensuring that the branch C of
solutions of (1) is bounded in R_W 2, p(RN) provided that Np<
max[N&2, ((2&;)_)].
In this section we show that C is an unbounded subset of R_L p(RN)
provided that either Np>max[N&2, ((2&;)_)] or Np=N&2>
(2&;)_. This amounts to showing that lim*  0 &u*&Lp(RN)= for p in the
appropriate range. We obtain this conclusion by comparing (1) with an
associated problem which is radially symmetric. To define this auxiliary
problem we introduce the following notation.
For functions f and g that satisfy (A1) we set, for x # RN,
f *(x)= max
| y|=|x|
f ( y) and g*(x) max
| y|=|x|
g( y).
Clearly f * and g* are radially symmetric functions which also satisfy (A1)
and, for all x # RN,
f *(x) f (x) and g*(x)g(x).
Furthermore, if f and g satisfy any of the additional conditions (A2), (A3)
or (A4) then these conditions are also satisfied, with the same constants,
when f and g are replaced by f * and g*. The situation concerning (A5) is
different. Let S* be the self-adjoint operator in L2(RN) that is defined by
D(S*)=H2(RN) and S*u=&2u+ f *u. In the notation of Section 1,
_e(S*)=[0, ) and we set 4*=inf _(S*). Since f * f on RN we have
4*4, and we introduce the following assumption
(A5)* 4*<0
which clearly implies that (A5) holds. We note also that the explicit condi-
tions on f ensuring that (A5) is satisfied can also be used to verify (A5)*.
When (A1) and (A5) are satisfied, Proposition 4 shows that 4* is a sim-
ple eigenvalue of S* having a radially symmetric eigenfunction .* which
satisfies (2) when 4 is replaced by 4*.
Given functions f, g and h satisfying the conditions (A1) and (A2), we
now introduce a radially symmetric problem,
&2u(x)+ f *(x) u(x)+g*(x) h(u(x)) u(x)=*u(x) (13)
for x # RN with u(x)>0 \x # RN and lim|x|   u(x)=0 that will be com-
pared with (1). Of course, (13) is a special case of (1).
Theorem 19. Let the functions f, g and h satisfy the conditions (A1), (A2),
(A3) and (A5)*. Suppose that either (i) N3 or (ii) N1 and (A4) holds.
299nonlinear elliptic eigenvalue problem
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(a) For each * # (4*, 0) there is a unique solution (*, u**) of (13) and
u** is radially symmetric. For 4*<*<+<0, we have u**(x)<u+*(x)
\x # RN.
(b) We have 44* and for each * # (4*, 0), u**u* on RN, where
(*, u*) is the unique solution of (1) for * # (4, 0).
Proof. We have already observed that the comparison theorem
(Proposition 3.1 in Supplement 1 of [2]) for self-adjoint operators implies
that 44*. Thus the existence of a unique solution (*, u*) of (1) follows
from Theorem 10 for * # (4, 0). Let us fix * # (4*, 0) and show that
u**u* . Using Lemma 9 in the context of problem (13), we know that
_=(*)>0 such that (*, =.*) is a sub-solution of (13) for any = # (0, =(*)].
Since f * f and g*g, it follows that (*, u*) is a super-solution of (13).
We claim that _= # (0, =(*)] such that =.*u* on RN. In fact, setting
w=u*&=.* we have that w # C2(RN), lim|x|   w(x)=0 and
2w=[ f +gh(u*)&*] u*&[ f *&4*] =.*
[gh(u*)&*+4*] u*+[ f *&4*] w on RN,
since f * f.
On the other hand, since lim|x|   f (x)=lim|x|   u*(x)=0 and *>4*
we have that lim|x|   f *(x)=0 and _Z>0 such that for |x|Z,
g(x) h(u*(x))&*+4*<0 and f *(x)&4*>0.
We can choose = # (0, =(*)] such that w(x)>0 for all x with |x|=Z. Then
the maximum principle shows that w(x)0 \ |x|Z. With this choice of
=, =.*u* and so the argument used in the first part of the proof of
Theorem 10, shows that there exists a solution (*, Z) of (13) with
=.*Zu* . But by the uniqueness in part (a) above, we must have that
Z=u**. This completes the proof.
Corollary 20. Under the hypotheses of Theorem 13, there exists a
solution (0, u0*) of (13) such that u0* is radially symmetric and
lim*  0 &u**&u0*&W 2, p( RN)=0 provided that
N
p
<N&2 in case (i)
or
N
p
<max {N&2, 2&;_ = and p>1 in case (ii).
Proof. This is simply Corollary 15 applied to the problem (13).
Using the comparison given in part (b) of the above theorem we can
now exploit the analysis of the properties of radial solutions given in
300 edelson and stuart
F
ile
:5
05
J
30
28
23
.B
y:
B
V
.D
at
e:
13
:0
2:
96
.T
im
e:
16
:2
2
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
31
41
Si
gn
s:
22
80
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
Section 6 to obtain our main result concerning the unboundedness of the
branch C.
Theorem 21. Let the functions f, g and h satisfy the conditions (A1) to
(A4) and (A5)*. Suppose that lim|x|   |x| 2+= f (x)=0 for some =>0. Then
lim*  0 &u*&Lp(RN)= for any p>1 such that either Np>
max[N&2, ((2&;)_)] or Np=N&2>(2&;)_.
Remark. This should be compared with Theorem 12.
Proof. By Theorem 19(b) it is enough to prove that lim*  0 &u**&Lp(RN)
=.
Suppose that p>1 and that lim*  0 &u**&Lp(RN)<. Then there exists a
sequence [*n] in (4*, 0) and an element v # L p(RN) such that *n  0 and
u**n ( v weakly in L p(RN) as n  . But by Corollary 20, u**  u0*
uniformly on RN as *  0. Hence v=u0* and u0* # L p(RN). It follows from
Corollary 18 that Npmax[N&2, ((2&;)_)] and consequently
lim*  0 &u**&Lp(RN)= if Np>max[N&2, ((2&;)_)].
Suppose now that N&2>(2&;)_. Then N3 and by its construction,
u0*: on RN for any : # (0, ((N&2)2)) where (0, :) is the super-solu-
tion of (1) given by Theorem 7. But this implies that
lim|x|   |x| # u0*(x)=0 for all #<N&2. Since (2&;)_<N&2, it follows
from Lemma 17 that Np < N & 2. Thus lim*  0 &u*&Lp(RN) =  if
NpN&2>(2&;)_.
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