Abstract. In this paper we characterize the Lebesgue Bochner spaces L p (R n , B), 1 < p < ∞, by using Littlewood-Paley g-functions in the Hermite setting, provided that B is a UMD Banach space. We use γ-radonifying operators γ(H, B) where H = L 2 ((0, ∞), dt t ).
Introduction
As it is wellknown the Hilbert transform H (f ) of f ∈ L p (R), 1 ≤ p < ∞, is defined by
f (y) x − y dy, a.e. x ∈ R.
The operator H is bounded from L p (R) into itself, for every 1 < p < ∞, and from L 1 (R) into L 1,∞ (R). If 1 ≤ p < ∞ and B is a Banach space, the Hilbert transform is defined on L p (R) ⊗ B in a natural way. A Banach space B is said to be a UMD space when the Hilbert transform H can be extended to the Bochnner-Lebesgue space L p (R, B) as a bounded operator from L p (R, B) into itself, for some 1 < p < ∞. The UMD property does not depend on p. Indeed, if H can be extended to L p (R, B) as a bounded operator from L p (R, B) into itself, for some 1 < p < ∞, then this property holds for every 1 < p < ∞. Moreover, B is a UMD Banach space if and only if the Hilbert transform can be extended to L 1 (R, B) as a bounded operator from L 1 (R, B) into L 1,∞ (R, B). There exist many other characterizations for the UMD Banach spaces ( [1] , [2] , [3] , [6] , [7] , [10] and [11] , amongst others).
Inspired by the results due to Kaiser and Weis [14] , in this paper we characterize the BochnerLebesgue spaces L p (R n , B), 1 < p < ∞, where B is a UMD space, by using Littlewood-Paley g-functions associated with the Poisson semigroup for the Hermite operator and γ-radonifying operators. We also obtain new characterizations of UMD Banach spaces.
We consider the Hermite (also called harmonic oscillator) operator
where ∆ denotes the Euclidean Laplacian. For every k ∈ N, we define the k-th Hermite function by
where
Here, for every k ∈ N n and f ∈ L 2 (R n ), f, h k = R n f (y)h k (y)dy. It is clear that L (f ) = L(f ), when f belongs to C ∞ c (R n ), the space of smooth functions with compact support in R n . The operator −L generates on L 2 (R n ) the semigroup of operators {W L t } t>0 where, for every t > 0, W
According to the Mehler's formula ([25, (1.1.36)]) we get, for every f ∈ L 2 (R n ),
t (x, y)f (y)dy, x ∈ R n and t > 0, 1 − e −4t + 2e −2t x · y 1 − e −4t , x, y ∈ R n and t > 0.
By defining W L t (f ), for every f ∈ L p (R n ), by (1) , the family {W L t } t>0 is a positive semigroup of contractions in L p (R n ), for every 1 ≤ p ≤ ∞. The Poisson semigroup associated to L (generated by − √ L ) on L p (R n ) can be written by using the subordination formula as follows
for every 1 ≤ p ≤ ∞.
The usual Littlewood-Paley g-function for the Poisson semigroup {P L t } t>0 is defined by
, x ∈ R n .
According to [22, Theorem 3.2] and [5, Proposition 2.3] we have that, for every 1 < p < ∞,
Segovia and Wheeden ( [19] ) defined a fractional derivative as follows. If F (x, t), x ∈ R n and t > 0, is a good enough function and σ > 0, the σ-th t-derivative ∂ σ t F (x, t) of F is given by , σ > 0.
Here {P −∆ t } t>0 denotes the Poisson semigroup for the classical Laplacian operator. They characterized Sobolev spaces in terms of the square functions g −∆,σ .
Inspired by [19] , in [5] the generalized Littlewood-Paley function g L ,σ associated with the Poisson semigroup for the Hermite operator is defined by we obtain the following extension of (2), for every 1 < p < ∞,
Our first objective is to extend the definition of the Littlewood-Paley g L ,σ -function to functions f defined on R n and taking values in a Banach space B in such a suitable way that (3) holds for every f ∈ L p (R n , B), 1 < p < ∞. Suppose that B is a Banach space and σ > 0. A first and natural definition of the LittlewoodPaley function on
This type of g-functions were considered, for instance, in [15] , [26] and [28] . In [4, Theorems 1 and 2] it was established that B is isomorphic to a Hilbert space if, and only if, for some (equivalently, for any) 1 < p < ∞, we have that
Following the ideas developed in [26] we can also show that B is isomorphic to a Hilbert space if, and only if, for some (or equivalently, for any) 1 < p < ∞ and σ > 0,
The Banach spaces that are isomorphic to Hilbert spaces can also be characterized considering in (4) and (5) diffusion semigroups ( [15] and [26] ).
Motivated by the ideas in [13] and [14] we are going to give a new definition of g-functions in the Hermite setting in L p (R n , B), 1 < p < ∞, for which we will prove (5) for all UMD Banach spaces. Note that the UMD property is stable by isomorphisms and that every Hilbert space is a UMD space but, for instance, the space L q (R n ), 1 < q < ∞, q = 2, is a UMD space which is not isomorphic to a Hilbert space.
We consider a sequence (γ k ) ∞ k=1 of independent standard Gaussian random variables on a probability space (Ω, A , P ). Suppose that H is a separable Hilbert space. If T ∈ L (H, B), (that is, T is a bounded operator from H into B) we say that T is a γ-radonifying operator, shortly T ∈ γ(H, B), when the series
k=1 is an orthonormal basis in H, and we define
This last quantity does not depend on the orthonormal basis (e k ) ∞ k=1 . The space γ(H, B) of γ-radonifying operators can be defined for every (not necessarily separable) Hilbert space but in this paper we only consider H = L 2 ((0, ∞), dt t ) that is a separable Hilbert space. The main properties of γ-radonifying operators can be found in [27] .
Suppose that H = L 2 (W, µ) where (W, B, µ) is a σ-finite measure space with a countably generated σ-algebra B and that f : W → B is a strongly µ-measurable function such that, for every S ∈ B * , the dual space of B, the function S • f belongs to H. There exists a bounded operator T f : H → B for which
where ·, · B * ,B denotes the (B * , B)-duality. We say that f ∈ γ(W, µ, B) when T f ∈ γ(H, B) and then we define
It is usual to identify f with T f .
Let α > −n. The semigroup {W
By using the subordination formula, the Poisson semigroup {P
It is clear that, for every t > 0, W We consider the space H = L 2 ((0, ∞),
. By [5, Lemma 2.1(ii)] we have that, for every x ∈ R n and t > 0,
and it is strongly measurable (see proof of Proposition 3). According to ([21, (2.1) and Lemma 2.1]), for every t > 0 and x ∈ R n , the series in (6) converges in B. Then, for every S ∈ B * , it follows that, for each x ∈ R n ,
and by using [5, Lemma 2.1(ii) and Proposition 2.1(ii)], we get
we simply write G L +α,B . Our first result is the following. Theorem 1. Let B be a UMD Banach space, α > −n and σ > 0. Then, the operator
Moreover, for every 1 < p < ∞,
and (7) is an extension of (3), because γ(H, C) = H. The Hermite operator L can be factorized as follows
The creation operator −∇ + x and the annihilation operator ∇ + x play an important role in the harmonic analysis for the Hermite operator. We define, for every j = 1, ..., n, the operators 
We show a new characterization of the UMD Banach spaces. (i) B is UMD.
(ii) For some (equivalently, for every) 1 < p < ∞ and j = 1, ..., n, there exists
and ||T
. (iii) For some (equivalently, for every) 1 < p < ∞ and j = 1, ..., n, there exists
This paper is organized as follows. In Section 2 we prove Theorem 1. Theorem 2 and Theorem 3 are shown in Section 3 and Section 4, respectively. It is remarkable that in order to prove our results we use a different procedure to the one employed in [14] . In the proof of Kaiser Throughout this paper by C and c we always represent positive constants that can change from a line to the other one.
Proof of Theorem 1
We divide the proof of Theorem 1 in three steps.
Our first objective is to see that
). It is known (see [1] ) that harmonic analysis for the Hermite and Ornstein-Uhlenbeck operators are closely connected. We exploit this idea in order to show our objective.
The Ornstein-Uhlenbeck operator is defined on R n by
2 dx is the Gaussian measure on R n . We define an extension O of the Ornstein-Uhlenbeck operator as follows
of operators generated by the operator −O is defined by
According to the Mehler's formula ([25, (1.1.36)]) we can write, for every f ∈ L 2 (R n , dλ)
, x, y ∈ R n and t > 0.
t is defined by (8) for every t > 0, is a diffusion semigroup (in the sense of Stein [20] ).
Let β ≥ 0. We define, for every t > 0,
The semigroup {W O+β t } t>0 of operators is generated by
} t>0 associated with O + β is given, by using the subordination formula, as follows
For every t > 0 the operators W
in a natural way, the integrals being understood in the B-Bochner sense.
We consider the operator
where σ > 0. Harboure, Torrea and Viviani [10] and Martínez, Torrea and Xu [15] have investigated g-functions associated to Ornstein-Uhlenbeck operator O in Banach valued settings. They consider the g-functions defined by
. Our study follows a different way, by using γ-radonifying norms.
In order to prove Theorem 1 we previously need to show the following results. Let us denote by P −∆ t (z), z ∈ R n , t > 0, the classical Poisson kernel given by
, z ∈ R n and t > 0,
where m is the smallest integer which strictly exceeds σ, and, for every
Proof. Let m be the smallest integer which strictly exceeds σ. We have that
Suppose that n > 1. According to [8, (4.6) ] we get
Moreover, after the change of variables s = tv, for every k ∈ N, 0 ≤ k ≤ m+1 2 , we obtain
for each z ∈ R n and t > 0. If n = 1 by taking into account that
we can proceed as above.
As usual we define the
It is wellknown that P −∆ t (x) = e −t|x| , x ∈ R n and t > 0. It is not hard to see that, for every σ > 0, ∂ σ t e −t|x| = e iπσ |x| σ e −t|x| , x ∈ R n and t > 0.
Proof. Let m be the smallest integer which strictly exceeds σ. By (9) and (10) we have that
and we can change the order of integration to get
dzds, x ∈ R n and t > 0.
Then, by interchanging the derivatives and the integral we finish the proof.
Let B be a Banach space and σ > 0. We consider the operator G −∆,σ,B defined by
Proposition 1. Let B be a UMD Banach space and σ > 0. Then, G −∆,σ,B can be extended to
Proof. Let m be the smallest integer which strictly exceeds σ. Assume that f ∈ C ∞ c (R n ) ⊗ B, and 1 < p < ∞. We have that
n , and t > 0.
To justify this equality it is sufficient to take into account (11) . According to Lemma 1 we can write
we have that ϕ ∈ L 2 (R n ). Moreover, by using Lemma 2, if η ∈ N n we get
Then, according to [14, Theorem 4 .2] we conclude that G −∆,σ,B can be extended from
Proof. Let m be the smallest integer which strictly exceeds σ. By using [8, (4.6)], we get
Then,
We will actually use the following result only when p = 2, but we do not need to make additional efforts to prove it for every 1 < p < ∞. Proposition 2. Let B be a UMD space, 1 < p < ∞, σ > 0 and β ≥ 0. Then, the operator
Proof. Our procedure is inspired by the ideas developed in [10] . We consider the sets
and that
The operator G O+β,σ,B is splitted as follows
where, for every f ∈ L p (R n , dλ, B),
We define, for every t > 0, the operator P
where, for every t > 0,
) and x ∈ R n , and
Note that {W −∆ t } t>0 represents the usual heat semigroup. We consider the operators
(g)(x), x ∈ R n and t > 0,
for every g ∈ L p (R n , B). We now split the operator G O+β,σ,B as follows
We study firstly the operator G loc
. We have that
e. x ∈ R n and t > 0.
Indeed, let m be the smallest integer which strictly exceeds σ. Then, for every x ∈ R n and t > 0,
According to Lemma 3, we get, for each x ∈ R n and t > 0,
On the other hand, according to [20, III.3 ] the maximal operator
Moreover, by using [10, Proposition 2.4] we can prove that the maximal operator
From (13) we deduce that
Hence (12) holds. Moreover, we can write
To show (14) we must justify the interchange of order of integration. Since
+nu , x, y ∈ R n and u > 0, and
|x−y| 2 u , x, y ∈ R n and 0 < u ≤ 1,
2 ) , x, y ∈ R n and u > 1, by using Lemma 3 we have that + 1 (t −σ−n + 1), x, y ∈ R n and t > 0.
Hence, by using Hölder inequality we get
f (y) B e |x| 2 −|y| 2 2 + 1 dy < ∞, x ∈ R n and t > 0.
Then, the equality (14) is established. Next, we show that
We recall that H = L 2 ((0, ∞), dt t ). Firstly we consider β = 0. We proceed by following some ideas developed in [10, proof of Lemma 3.1]. Note that, by taking into account Lemma 3, we have that 
Hence, we can write
2 du = J 1 (x, y, t) + J 2 (x, y, t), x, y ∈ R n and t > 0.
By using Minkowski's inequality and Lemma 3 it follows that
Then, by [10, Lemma 3.4], we get
Moreover, Lemma 3 leads to
Putting together the above estimates we conclude that (16) holds for β = 0. Suppose now that β > 0. By using again Minkowski's inequality and Lemma 3 we deduce that
For every x ∈ R n we define ρ(x) = min{1, 1 |x| 2 }. We split the integral in (18) as follows
As in [10, p. 18] we get, for j = 1 and j = 3,
, (x, y) ∈Ñ .
1}, x, y ∈ R n and u > 0, it follows that
Hence, we obtain
From (16) we deduce that, for every β ≥ 0,
Hence, we conclude that the operator G loc
In the second step we study the operator
. As above, we have that
u (x − y)du, x, y ∈ R n and t > 0.
By using Minkowski's inequality and Lemma 3 we get
Moreover, we have that
, (x, y) ∈Ñ , x = y, and
, (x, y) ∈Ñ , x = y.
Hence,
, (x, y) ∈Ñ , x = y, and as above we deduce that the operator (H, B) ). Minkowski's inequality leads to
where y) du, x, y ∈ R n and t > 0.
We are going to estimate ||G O+β,σ (x, y, ·)|| H , (x, y) ∈ N c . Inspired by [17, p . 1007] we define
Note that according to (17) , Ψ(∞, z) = 0. By partial integration we can write y) duds, x, y ∈ R n and t > 0.
The interchange of the order of integrals in the second equality is justified by Lemma 3.
On the other hand, by using (17) and Lemma 3 we get
Hence, for every β > 0, Minkowski's inequality allows us to write that
, if x · y > 0.
In the last inequality we have taken into account [17, p. 1008, line -7] and [16, Proposition 2.1]. Moreover,
Then, according to [16, Theorem 2.3 ] (see also [10, Lemma 2.7] ) the operator (H, B) ). By combining all the above results we conclude that
). Note that in order to apply [10, Proposition 2.3] we need to show that
where the integral is understood in the γ(H, B)-Bochner sense and the equality is considered in γ(H, B). We also have to show that
n and x = y.
Moreover, we can see that the operator G O+β,σ,B is bounded (not only can be extended) from
In the next proof we need to show similar properties for an operator in the Hermite setting. We prefer to write complete proofs for the properties there because those ones will be more difficult and they will show how the properties can be proved in this case. 
2.2. Now we establish properties (i) , (ii) and (iii) of Theorem 1. We are going to use Calderón-Zygmund theory for vector valued singular integrals ( [18] ). We consider the function
Our aim is to show that, for a certain C > 0,
To see (20) and (21) we can proceed as in [22, p. 114 and the following ones] but the calculations we now present are simpler than the ones in [22] . It is no hard to see that
1 − e −4t
1 − e −2t + |x + y| 2 1 − e −2t
1 + e −2t , x, y ∈ R n and t > 0.
By using Minkowski's inequality, Lemma 3 and the first inequality in (15) we can write
In the estimation of the integral extended to the integral [0, 1] we have used [21, Lemma 1.1].
Then (20) is shown.
1 + e −2u
1 − e −2u + |x + y|
1 + e −2u , x, y ∈ R n and u > 0.
Then, we obtain
Since G L +α,σ (x, y, t) = G L +α,σ (y, x, t), x, y ∈ R n and t > 0, (21) is proved. We now define, for every x, y ∈ R n , x = y, the operator R(x, y) by
Note that the definition of R(x, y) is consistent. Indeed, let x, y ∈ R n , x = y. According to (20) , for every b ∈ B, R(x, y)(b) ∈ L 2 ((0, ∞), dt t , B) and R(x, y)(b) defines in the natural way a bounded operator from H into B. Moreover, if (e k ) ∞ k=1 denotes an orthonormal basis in H we can write
because γ(H, C) = H. This inequality shows that
Here L (B, γ(H, B) ) denotes the space of bounded operators from B into γ (H, B) . Hence, (20) and (21) imply that R(x, y), x, y ∈ R n , x = y, satisfies the standard (B, γ(H, B))-Calderón-Zygmund conditions.
We are going to see that, for every
where the integral is understood in the Bochner sense on γ(H, B).
Hence, in order to show (23) it is sufficient to prove that, for every
where the integral is understood in the Bochner sense on γ(H, C) = H.
According to (20) , Hölder's inequality leads to
Then, we obtain ψ,
By using Calderón-Zygmund theory for vector valued singular integrals we deduce that the operator G L +α,σ,B can be extended from
. Since α + n > 0, by Lemma 3 and the first inequality in (15), we can write
t 2 +|x−y| 2 u du ≤ C t σ (t + |x − y|) n+σ+1 , x, y ∈ R n and t > 0.
Then, for every N ∈ N and x ∈ R n , γ(H, B) ), there exist an increasing sequence (m k ) ∞ k=1 in N and a subset Ω ⊂ R n such that |R n \ Ω| = 0 and, for every
Since γ(H, B) is contained in the space L(H, B) of the bounded operators from H into B, we have that, for every
Let x ∈ Ω. Suppose that h ∈ H and that the support of h is a compact contained in (0, ∞). Then, for every S ∈ B * we have that
where C does not depend on h. Hence, S, G L +α,σ,B (f )(x, ·) B * ,B ∈ H and, for every h ∈ H,
We conclude that G L +α,σ,B (f )(x) = G L +α,σ,B (f )(x, ·) as elements of γ(H, B).
2.3.
To complete the proof of Theorem 1 it only remains to show that there exist C > 0 such that
In order to prove (25) we need the following polarization identity.
Proposition 3. Let B be a Banach space, α > −n and σ > 0.
Note that, according to [21, (2.1) and Lemma 2.3], the last series converges uniformly in (x, t) ∈ R n × (a, ∞), for every a > 0, and we have that, for each x ∈ R n and t > 0,
Indeed, let j = 1, 2 and assume that m is the smallest integer which strictly exceeds σ. According again to [21, (2.1) and Lemma 2.3] we deduce that the series in (27) is uniformly convergent in (x, t) ∈ R n × [a, b], for every 0 < a < b < ∞, and
We have also that
x ∈ R n and t > 0.
By using now Plancherel equality we conclude that
and, as it was shown above, the operator
. . , N , with N ∈ N. We can write, for t > 0 and
.
In a similar way we can prove (
We now prove (25) 
The space B * is UMD because B is UMD. Then, by using [12, Proposition 2.4], Proposition 3, and the L p -boundedness properties of the operator G L +α,σ,B that we have established (Subsection 2.2), we get 
Hence, we conclude that γ(H,B) ) .
Thus, Theorem 1 is proved.
Proof of Theorem 2
Let j = 1, 2, ..., n. The j-th Riesz transforms R ± j in the Hermite setting are formally defined by
where the negative square root L − 1 2 of L is given by
According to [21, (3. 2)], if f ∈ span{h k } k∈N n , we have that 
Plancherel's theorem implies that R ± j are bounded operators from L 2 (R n ) into itself. Stempak and Torrea [21, Corollary 3.4] established that the j-th Riesz transforms R ± j can be extended from 
for every f ∈ L p (R n ), 1 < p < ∞. If B is a Banach space and 1 < p < ∞ from (31) we deduce that
According to [1, Theorem 2.3] and Theorem 1, T L j,± can be extended to L p (R n , B) as a bounded operator from L p (R n , B) into L p (R n , γ(H, B)), provided that 1 < p < ∞ and B is a UMD Banach space. In the case of T L j,− we also need assume that n ≥ 3. From (22) it follows that, for every x, y ∈ R n and u > 0,
1 − e −4u ≤ Ct (t + |x − y|) n+2 , x, y ∈ R n , t > 0.
By proceeding as in the proof of the corresponding property in Subsection 2.2 we can conclude that the operators T L j,± are bounded from L p (R n , B) into L p (R n , γ(H, B)), for every 1 < p < ∞, when B is a UMD Banach space and n ≥ 3 in the case of T L j,− . Thus the proof of Theorem 2 is finished.
Proof of Theorem 3
Theorems 1 and 2 show that (i) ⇒ (ii) and (i) ⇒ (iii). Suppose now that (ii) holds for some 1 < p < ∞ and j = 1, 2, ..., n. Then, by [21, Corollary 3.4] , (32) and Theorem 2 we have that, for every f ∈ L p (R n ) ⊗ B,
. According to [1, Theorem 2.3] we conclude that B is a UMD Banach space. Thus (ii) ⇒ (i) is shown.
(iii) =⇒ (i) can be proved in a similar way.
