Abstract-In this work, we study the stability of an autonomous discrete-time linear switched system whose switching sequences are generated by a Muller automaton. This system arises in various engineering problems such as distributed communication and automotive engine control. The asymptotic stability of this system, referred to as regular asymptotic stability (RAS), generalizes two well-known definitions of stability of autonomous discretetime linear switched systems, namely absolute asymptotic stability (AAS) and shuffle asymptotic stability (SAS). We also extend these stability definitions to robust versions. We show that absolute asymptotic stability, robust absolute asymptotic stability and robust shuffle asymptotic stability are equivalent to exponential stability. In addition, by using the Kronecker product, we prove that a robust regular asymptotic stability problem is equivalent to the conjunction of several robust absolute asymptotic stability problems.
I. INTRODUCTION
Discrete-time linear switched systems naturally arise as discretization of hybrid automata where the system dynamics transits between different modes according to switching sequences [15] . They appear in various engineering problems, such as distributed communication [17] and automotive engine control [13] . Some studies on the subject have been conducted under the name discrete linear inclusion [8] . When a discrete-time linear switched system is autonomous and permits arbitrary switches, the trajectories generated by the sequence forms the discrete linear inclusion of a set of square matrices.
Given a autonomous discrete-time linear switched system, several notions of stability can be defined. Among them, absolute asymptotic stability is the most fundamental. Previous research shows that absolute asymptotic stability is closely related to the joint spectral radius of the set of matrices defining the system dynamics (see, e.g., [1] , [9] ). The joint spectral radius is an extension of spectral radius. However, since the finiteness conjecture which holds for a single matrix does not hold for a set of matrices [2] , [10] , [12] , the computation of the joint spectral radius is much harder than the computation of the common spectral radius [3] , [22] .
Other definitions of stability include: uniform exponential stability which requires that the system state decays exponentially [13] , [14] ; shuffle asymptotic stability which imposes the fairness condition that the system dynamics enter each mode infinitely often [8] ; and point-wise stability which focuses on the existence of stable trajectories, instead of the stability of all trajectories [19] , [20] .
In this technical note, we generalize the previous works by introducing the definition of a linear autonomous system under regular switching sequences. Though similar constrained-switching systems have been studied in [4] , [11] , the system studied here is different in the sense that the switching sequences are generated by Muller Automata, a fundamental computational model in computer science. We will show in Section V that, unlike the previous works, the concept of shuffle asymptotic stability plays an important role there. At each time, the system switches between different dynamic modes and updates its state by
where the switching sequence θ(t) is generated by a Muller Automaton. Here, we use the variation of Muller automata where the fairness condition is imposed on transitions instead of states. The asymptotic stability of this system, defined as regular asymptotic stability, generalizes the definition of absolute asymptotic stability and shuffle asymptotic stability. Furthermore, for physics-motivated reasons, we also consider the robustness issues, namely, some of the elements in the matrix X θ (t ) are subject to perturbation [7] . Compared to [5] , the setup here is more general since only the diagonal or nonzero matrix elements are subject to change. This allows wider applications in, for example, communication networks where the zero elements are resulted from absence of connection. Based on our previous work [23] , we prove that exponential stability is equivalent to absolute asymptotic stability, robust absolute asymptotic stability, and robust shuffle asymptotic stability. In addition, using the Kronecker product, we show that regular asymptotic stability problems are equivalent to the conjunction of several robust absolute asymptotic stability problems. In Section II, a brief explanation on regular languages, stability of discrete linear inclusion and the Kronecker product will be given. In Section III, a general mathematical formalism for a linear autonomous system under regular switching sequences will be presented, together with stability definitions. In Section IV, we will prove the equivalence of absolute asymptotic stability, exponential stability, robust absolute asymptotic stability and robust shuffle asymptotic stability. In Section V, we will develop a method to convert regular asymptotic stability problems to shuffle asymptotic stability problems by using the Kronecker product. In addition, we demonstrate that robust regular asymptotic stability problems can be converted to the conjunction of several robust absolute asymptotic stability problems. Finally, we will conclude the work in Section VI.
II. PRELIMINARIES

A. Sequences and Automata
Denote the set of integers, positive integers and real numbers by Z, Z + , R. Let [k] be the set of integers from 1 to k. Let Σ be a finite nonempty set and σ = σ 1 σ 2 . . . be a sequence of elements of Σ. Denote the length of σ by |σ| and |σ| = ∞ when σ is infinite. In the sequence σ, denote the i-th element, and the sub-sequence starting from the i-th element to the j-th element σ i σ i + 1 . . . σ j by σ i and σ [i,j ] . If σ is infinite, let σ [i,∞] be the subsequence starting from the i-th element σ i σ i + 1 . . .. In addition, denote the set of sequences of length i, finite sequences, and infinite sequences of elements of Σ by Σ i , Σ * , and Σ ω respectively. For σ ∈ Σ ω , let Inf(σ) be the set of elements that appear infinitely often in σ. A sequence σ is shuffle iff σ ∈ Σ ω and Inf(σ) = Σ. The set of shuffle sequences is denoted by Σ sh . In this work, we mainly concern sets of infinite sequences that are generated by a special kind of Muller Automata where accepting conditions are imposed on transitions. Other kinds of automata that have the same expressive power include ordinary Muller Automata, Rabin automata, and Streett automata. Readers may refer to [16] and [21] for a survey on the theory of finite state automata on infinite words and how to transfer automata in different definitions to each other.
Definition 1: A Muller automata with accepting condition on transitions is a tuple A = (S, Σ, T, s init , F) in which r S is a finite set of states, r Σ is a finite alphabet,
T is a set of accepting sets. For a transition t = (s 1 , σ 1 , s 2 ) ∈ T, we call s 1 , σ 1 , and s 2 the source, label and destination of t and denote them by Src(t), Lbl(t) and Dst(t) respectively.
Definition 2: An infinite sequence σ ∈ Σ ω is accepted by A iff there exists an infinite sequence t ∈ T ω such that
For any infinite sequence t ∈ T ω , we call t r a computation of A iff it satisfies the first two conditions, r an accepting computation of A iff it satisfies all the three conditions. The set of sequences accepted by A is denoted by Lang(A). Given a finite (or infinite) sequence of transitions t , we call it a fragment of computation of A iff there exists a computation t of A and σ 2 , s 3 ) . . ., define the source and label by
For a finite fragment of computation t = ( (S, T, Src, Dst) in which S, T are the set of nodes and edges and Src, Dst : T → S specify the source and sink of each edge. We note that there might be multiple edges of the same direction between two nodes. In the graph, each node stands uniquely for a state and each edge stands uniquely for a transition. We note that this definition differs from the usual definition of directed graphs in the sense that the edges are labeled, namely there might be multiple edges of the same source and sink with different labels. A path in the graph G is a finite sequence of edges t 1 t 2 . . . t n ∈ T such that for each i ∈ [n − 1], the sink of t i is the source of t i + 1 . A graph G is strongly connected if any two nodes in G are connected by a path. G = (S , T , Src , Dst ) is a subgraph of G if S ⊂ S, T ⊂ T and Src , Dst are the restrictions of Src, Dst on T . Let G T be the subgraph of G formed by the set of edges T . The subgraph G T is reachable if there is a path that starts from s init and ends at some s ∈ f. Let G be the graph of Muller Automaton A = (S, Σ, T, s init , F). By Lemma 4, if for some f ∈ F, G f is not strongly connected or reachable, then there will be no computation t satisfying Inf(t) = f. Therefore, we can remove them from F without changing Lang(A). In the following, we assume that for all f ∈ F, G f is reachable from s init and strongly connected. In addition, we assume that Lang(A) is not empty. This, in particular, means that F is nonempty.
Example 1: As shown in Fig. 1 , consider an automaton with S = {s},
}}, the automaton accepts all infinite sequences on {a, b}, i.e. Lang(A) = {a, b} ω . When F = {{(s, a, s), (s, b, s)}}, the automaton only accepts shuffle sequences of {a, b}, i.e. Lang(A) = {a, b} sh .
In general for any set Σ, we can construct the following two Muller Automata:
where
Example 2: As shown in Fig. 2 , consider an automaton respectively. For a matrix tuple X = (X 1 , X 2 , . . . , X n ) ∈ M n k , denote i-th matrix by X i . Roughly speaking, the matrix tuple is an indexed set of matrices, hence all the set operations apply to it. Let · be a norm on M k . 1 The diameter of a set (or tuple) of matrices X is defined as
For X ∈ M n k , define the product set of X as
The product set of a matrix tuple has the following property. [18] ):
Lemma 5 (Rota and Strang
For x ∈ M k , the spectral radius
It satisfies that ρ(X) = lim n →∞ X n 1 n . For a matrix tuple, we can define the joint spectral radius.
Definition 6 (Rota and Strang [18] ): The joint spectral radius of
The computation of joint spectral radius is challenging since the "finiteness conjecture" does not hold in general [12] . Readers may refer to [9] for further explanations on the subject. The joint spectral radius has the following property [8] .
Lemma 7:
2) Characteristic Matrices and Structured Neighborhood: To discuss robustness, we sometimes need to perturb certain entries of a matrix which are correlated with the uncertain physical parameters, while keeping others unchanged. Therefore, we introduce the concept of characteristic matrices below. We call
Denote the set of k × k characteristic matrices by K k and the Cartesian product of n copies of
1 In this work, the norms are assumed to be sub-multiplicative.
With the help of characteristic function, we define the concept of structured neighborhood.
Definition 8:
and the structured C-neighborhood of
For simplicity, denote B
C. Kronecker Product
The Kronecker product is associative, noncommutative and bilinear. In addition, the Kronecker product has the mixed-product property. For two finite sets of matrices
III. SYSTEM FORMULATION
A. Discrete-Time Linear Autonomous Systems Under Regular Switching Sequences
In this work, we consider a discrete-time linear autonomous switched system in which the switching sequences are ω-regular words generated by a Muller Automaton. Specifically, given a tuple of matrices X ∈ M n k and a Muller Automaton A with alphabet [n], a autonomous discretetime linear system under regular switching sequences (X, A) is defined as
where x 1 ∈ R k is some initial state, t ∈ Z + and σ ∈ Lang(A). For simplicity, the following conventions are made:
2) for σ ∈ [n] ω , let
when the limit exists; 3) for a set of sequences L, let
When Lang(A) = [n] ω , the set of trajectories of the system coincides with the discrete linear inclusion of X [6] , [8] defined as
The system is called regularly asymptotically stable if all possible trajectories of the system converges to zero.
Definition 10:
The system (X, A) is regularly asymptotically stable (RAS) iff for any word σ ∈ Lang(A), X σ = 0.
Regular asymptotic stability generalizes two definitions of stability of discrete linear autonomous system in previous literature:
ω , we derive absolute asymptotic stability; when
sh , we derive shuffle asymptotic stability [8] .
Definition 11 (Gurvits [8] ): The system X is absolutely (shuffle) asymptotically stable, abbreviated as AAS (SAS), iff for any sequence
In addition, we introduce the definitions of Lyapunov stability and exponential stability for the case when Lang(A)
The following remark derives directly from the definition of the product set (7).
Remark 13: The system X is LS iff P(X)
ω , X σ [1 , t ] ≤ cλ t . Motivated by the presence of physical errors in the system operations, we extend the definitions of stability to their robust versions. The definition of regular asymptotic stability extends to robust regular asymptotic stability.
Definition 15: Given X ∈ M n k and a Muller Automaton A with alphabet [n], for > 0 and C ∈ K n k , the system (X, A) is called to be (C, )-robustly regular asymptotically stable, abbreviated as (C, )-rRAS iff for any X ∈ B C · (X, ), the system (X , A) is RAS. When C = C(X), the system (X, A) is called -robustly regular asymptotically stable, abbreviated as -rRAS. Finally, the system (X, A) is called robustly regular asymptotically stable, abbreviated as rRAS if it is -robustly regular asymptotically stable for some > 0.
The definition of absolute asymptotic stability and shuffle asymptotic stability extends to robust absolute asymptotic stability and robust shuffle asymptotic stability.
Definition 16: Given X ∈ M n k , for > 0 and C ∈ K n k , the system X is (C, )-robustly absolute (shuffle) asymptotically stable, abbreviated as (C, )-rAAS ((C, )-rSAS) iff for any X ∈ B C · (X, ), the system X is AAS (SAS). Especially, when C = C(X), the system X is called -robustly absolute (shuffle) asymptotically stable, abbreviated as -rAAS ( -rSAS). Finally, the system X is called robustly absolute (shuffle) asymptotically stable, abbreviated as rAAS (rSAS) if it is -robustly absolute (shuffle) asymptotically stable for some > 0. Remark 17: It is obvious that exponential stability implies absolute asymptotic stability; absolute asymptotic stability implies shuffle asymptotic stability; and absolute asymptotic stability implies Lyapunov stability.
In general, shuffle asymptotic stability does not imply Lyapunov stability. For example, if X = {0, 2I}, then the system X is shuffle asymptotic stability but not Lyapunov stability. Finally, we introduce the following lemma from Gurvits [8] without proof.
Lemma 18: The system X is absolutely asymptotically stable iff ρ(X) < 1.
B. Running Example
Consider a discrete-time distributed system G where the agents are numbered 1, . . . , m. The goal of the agents in G is to reach a common destination. But only the leader agents know what the destination is, and other agents try to reach it by communicating with the leaders. At time t ∈ Z + , the position of agent i relative to the destination is denoted by x i (t) and the ensemble state of the system is denoted by x(t) = (x 1 (t), x 2 (t), . . . , x m (t)). The agents are connected by a communication network so that they can exchange their state information with neighboring agents. We want to check whether the multi-agent consensus algorithm described below stabilizes the system asymptotically at zero for any initial state.
At each time t ∈ Z + , a leader agent i may move closer to the destination by reducing its current state by half. In addition, two neighboring agents i, j in the communication network can move closer to the average of their current states so that the followers pursue the leaders. These two actions are denoted by red i and cons i,j respectively, and the set of all actions is denoted by A. For individual agents, the two actions are mathematically formulated as follows. 1) red i : Leader i reduces the state by half.
2) cons i,j : Two agents i and j arrive at a consensus.
For the ensemble state x, the two actions are formulated by matrix multiplications. Specifically, red i is formulated by x(t + 1) = R i x(t) and cons i,j is formulated by x(t + 1) = S ij x(t), where
(R i ) p q and (S ij ) p q stands for the element in the p-th row and the q-th column of R i and S ij respectively. We will also consider a robust version of this example. This issue arises when the real system deviates to some extent from our mathematical model. In this example, we assume that each agent is suffering from an error proportional to the current states, then
where {ζ
, k ∈ A}} are constants chosen from a neighborhood of 0.
Furthermore, in the multi-agent consensus algorithm, the sequences of actions may be restricted by the constraints imposed by the communication protocol the agents follow as well as possible physical restrictions like the communication network. For example, we may want to arrive at a consensus on the state of a leader agent i with another agent j immediately after reducing the state of agent i in an attempt to improve efficiency of the algorithm, or reduce the state of the leader agent i infinitely often in an attempt to guarantee that the agent i constantly go to zero. These constraints on the sequences of actions are adequately modeled by automata (see Section II-A for formal definition of automata).
IV. ABSOLUTE ASYMPTOTIC STABILITY AND SHUFFLE ASYMPTOTIC STABILITY
In this section, we focus on absolute asymptotic stability and shuffle asymptotic stability and their robust extensions. The results presented in this section serve as the foundation for handling regular asymptotic stability and robust regular asymptotic stability. To begin with, we recall the equivalence between absolute asymptotic stability and exponential stability [9] and prove their equivalence to robust absolute asymptotic stability.
Theorem 19: For X ∈ M n k , the following statements are equivalent:
1) the system X is absolutely asymptotically stable 2) the system X is exponentially stable 3) there exists > 0 such that the system X is -robustly absolutely asymptotically stable For simplicity, we define
where a ∈ R, X ∈ M n k and I is the identity matrix. Proof: By Remark 17, (2) ⇒ (1).
(1) ⇒ (3). By Lemma 7, there exists a norm · 1 on M k such that X 1 < 1. Let = 1 − X 1 . For any X ∈ B · 1 (X, ), since X 1 < + X 1 = 1, X is AAS. Thus X is -rAAS under norm · 1 . Since all norms are equivalent on M k , there exists > 0 such that X is -rAAS under norm · .
(3) ⇒ (2). Clearly, the claim holds for X = 0. For X > 0, let X = cX, where c = 1 + 2 X . Since X ∈ B · (X, ), X is AAS. Again by Lemma 7, there exists a norm · 2 such that X 2 < 1. Under this norm, X 2 < 1 c . Thus, X is ES. In the previous section, we showed that SAS does not imply LS. However, if the matrices in X are invertible, then the above statement holds.
Theorem 20: If a system X ∈ I n k is shuffle asymptotically stable, then it is Lyapunov stable, and P(X) < ∞, Proof: For simplicity, let Z = P(X) and P = X 1 X 2 · · · X n . If Y 1 = ZP is bounded, since P is invertible, Z will be bounded. Otherwise, there exists U 1 ∈ Z such that U 1 P > 1. Then let Y 2 = ZP U 1 P . If Y 2 is bounded, since P U 1 P is invertible, Z will be bounded. Otherwise, there exists U 2 ∈ Z such that U 2 P U 1 P > 2. By repeating the above procedure, for some finite l, Y l + 1 = ZP U l P U l −1 · · · P U 1 P should be bounded. Otherwise, we will have a divergent infinite shuffle product · · · P U l · · · P U 2 P U 1 P . Finally by invertibility of P U l P U l −1 · · · P U 1 P, Z is bounded. By definition, the system X is LS.
Furthermore, we can show that robust shuffle asymptotic stability implies absolute asymptotic stability. Due to the denseness of invertible matrices, the requirement that the matrices in X are invertible can be removed.
Lemma 21: If a system X ∈ M n k is -robustly shuffle asymptotically for some > 0, then it is absolutely asymptotically stable.
Proof: Clearly, the lemma holds for X = 0. For X = 0, let
and
where Eig(X) is the set of eigenvalues of X. For 0 < δ < min{ , λ}, let X = X + δ. Then X ∈ I n k and X ∈ B · (X, ). By Theorem 20, there exists K > 0 such that max{ P(X ) , I } < K. For any σ ∈ [n] m and 0 < δ < min{ , λ}, recalling the convention made in Section III-A, we can derive (33).
Thus, we have
Letting δ → 0 gives ρ(X) ≤ 1.
We have shown that ρ(X) ≤ 1 if X is -rSAS for some > 0. Now consider X = cX, where c = 1 + 2 X . Since B · (X ,
Recalling Lemma 18, we prove that the system X is AAS.
By Lemma 21 and Theorem 19, -shuffle asymptotic stability implies absolute asymptotic stability and absolute asymptotic stability implies -robust absolute asymptotic stability for some > 0. The following theorem shows that actually we can choose = .
Theorem 22: Given > 0 and X ∈ M n k , the system X isrobustly shuffle asymptotically iff the system X is -robustly absolutely asymptotically stable.
Proof: It suffices to prove necessity. For any Y ∈ B · (X, ), there exists such that B · (Y, ) ⊂ B · (X, ), hence Y is -rSAS. By Lemma 21, Y is AAS. Therefore, X is -rAAS.
From the proof above, it is easy to see that the following extension to Theorem 22 holds.
Remark 23: However, the system is not AAS, since lim n →∞ R n 1 = 0. Consequently, there exists no > 0 such that the system is -rAAS. Finally, by Theorem 22, there exists no > 0 such that the system is -rSAS.
V. REGULAR ASYMPTOTIC STABILITY
In this section, we provide a method of getting rid of the restrictions on switching sequences imposed by the Muller automaton using the Kronecker product and converting regular asymptotic stability problems into several simpler absolute asymptotic stability problems or shuffle asymptotic stability problems. The lemmas and theorems presented in this section can be viewed as extensions to the lemmas and theorems given in Section IV.
Consider a autonomous discrete-time linear system under regular switching sequences system (X, A), where X ∈ M n k and A = (S, Σ, T, s init , F). Let S = {s 1 , s 2 , . . . , s p }, Σ = [n] and T = {t 1 , t 2 , . . . , t q }. For simplicity, we define a map Ind : T → [q] by Ind(t i ) = i. Recall that each transition is also labeled by another number Lbl(t j ) = i ∈ [n]. For a sequence of transitions t = t 1 t 2 . . . of T, define Ind(t) = Ind(t 1 )Ind(t 2 ) . . ..
For each transition t i ∈ T from Src(t i ) = s u to Dst(t i ) = s v , define the transition matrix as
where E Ind(ti) is defined by
The set of transition matrices ordered by Ind(t i ) forms a tuple Y and for each f ∈ F , let
It is easy to show that the following lemma holds.
Lemma 24: For a finite sequence of transitions t = t 1 t 1 . . . t n , if it is a fragment of computation, then
Otherwise, there
For a set of invertible matrices, with the help of the Kronecker product, we can convert a regular asymptotic stability problem into several shuffle asymptotic stability problems.
Theorem 25: For X ∈ I n k , the system (X, A) is regularly asymptotically stable iff for any f ∈ F, the system Y f is shuffle asymptotically stable.
Proof: Sufficiency. As noted in Section II-A, given a word σ ∈ Lang(A), there is an accepting computation t ∈ T ω satisfying σ = Lbl(t). In addition, there exists some i ∈ Z + such that
Necessity. For f ∈ F, let γ ∈ f ω . There are two cases for γ. 1) If γ ∈ Frag(f), then there exists i ∈ Z + and a computation t such that γ = t [i,∞] . By definition, t is also an accepting computation, hence X Lbl(t) = 0. Noting that X ∈ I n k , X Lbl(γ ) = 0. By Lemma 24, we have Y Ind(γ ) = 0. 2) Otherwise, γ / ∈ Frag(f). By Lemma 24, for some i ∈ Z + , E Ind(γ [1 , i ] 
By the spirit of Theorem 20 which states that shuffle asymptotic stability implies Lyapunov stability if the matrices in X are invertible, we prove the following statement.
Lemma 26: For X ∈ I n k , if the system (X, A) is regularly asymptotically stable, then for any f ∈ F, the system Y f is Lyapunov stable.
Proof: For f ∈ F, denote the set of nodes in G f by State(f). For each s ∈ State(f), denote the set of all finite fragments of computation starting from s by
tis a finite fragments of computation}.
Let Frag(f) = ∪ s ∈State(f) Frag s (f). It suffices to prove that {Y Ind(t) | t ∈ Frag(f)} is bounded.
Suppose that this is false. Then for some s ∈ State(f), {Y Ind(t) | t ∈ Frag s (f)} is unbounded. By Lemma 24,
is also unbounded. Pick τ 1 ∈ Frag s (f) such that X Lbl(τ 1 ) > 1. Since the sub-graph formed by State(f) is strongly connected, we can find a fragment of computation γ 1 ∈ Frag(f) from Dst(τ 1 ) back to s. Let
Again we can find a fragment of computation γ 2 ∈ Frag(f) from Dst(τ 2 ) back to s. Let
By invertibility of X Lbl(γ 2 ) X Lbl(τ 2 ) X Lbl(γ 1 ) X Lbl(τ 1 ) , if W 2 is bounded, then W 0 will be bounded. Otherwise, pick τ 3 ∈ Frag s (f) such that
By repeating the above procedure, if for some p ∈ Z + , 1 , 2 cons 2 , 3 ) ω .
Since ρ(S 23 S 12 R 1 ), ρ(S 23 S 31 R 1 ) < 1, the system is RAS. Furthermore, there exists > 0 such that the system is -RAS.
On the other hand, we construct the transition matrices Y = {R 1 , S 12 , S 23 , S 31 } corresponding to the transitions in automaton B using the Kronecker product, where 
where 0 is a 3 × 3 matrix with all elements equal to 0.
We can prove that Y f = {R 1 , S 12 , S 23 } is AAS, hence SAS, by considering the Lyapunov function V (x) = x P x, where 
For any x ∈ R 9 , V (x) > 0, V (R 1 x) < V (x), V (S 12 x) < V (x) and V (S 23 x) < V (x). Therefore, by Theorem 25, (X, B) is RAS. In addition, by Theorem 29, there exists > 0 such that (X, B) is -rRAS. This result agrees with the conclusions drawn from the direct analysis above.
VI. CONCLUSION
In this work, we introduced an autonomous discrete-time linear system under regular switching sequences and the definition of regular asymptotic stability, which generalized the two well-known notions, absolute asymptotic stability and shuffle asymptotic stability. The Kronecker product proved to be a central tool for studying this problem. By comparing different definitions of stability and the corresponding robust versions, we proved that absolute asymptotic stability, robust absolute asymptotic stability and robust shuffle asymptotic stability are equivalent to uniform exponential stability. In addition, we showed how to convert a regular stability problem into the conjunction of some shuffle asymptotic stability problems and proved that a robust regular stability problem is equivalent to the conjunction of several robust absolute asymptotic stability problems.
