Abstract. In this paper, we discuss the generalized quasilinearization technique for a second order nonlinear differential equation with nonlinear three-point general boundary conditions. In fact, we obtain sequences of upper and lower solutions converging raonotonically and quadratically to the unique solution of the nonlinear three-point boundary value problem.
Introduction
The method of quasilinearization initiated by Bellman and Kalaba [1] , and generalized by has been studied and extended in several diverse disciplines. In fact, it is generating a rich history and a comprehensive description of this method can be found in [4] [5] [6] [7] [8] [9] [10] . Multipoint nonlinear boundary value problems, which refer to a different family of boundary conditions in the study of disconjugacy theory [11] , have been addressed by many authors, for example, [12] [13] [14] , In particular, Eloe and Gao [15] discussed the quasilinearization method for the following three-point boundary value problem x"(t) = f (t,x(t) ),
The aim of this paper is to extend the results of [15] by introducing nonconcave type of general nonlinear three-point boundary conditions. In fact, we apply the method of generalized quasilinearization to obtain monotone sequences of upper and lower solutions that converge quadratically to the unique solution of the problem. 
Preliminary results
We consider the three-point boundary value problem with nonlinear boundary conditions Now, we state the following theorems which play a pivotal role to establish the main result. We omit the proofs of these theorems since the method is similar to the one used in [16] . 
are continuous on R with 0 < g\ < 1 and g'{{x) + ip"(x) < 0 with tp" < 0 on R for some continuous functions ipi (x) .
Then there exist monotone sequences {a n } and {/3 n } that converge in the space of continuous functions on [0,1] quadratically to the unique solution x(t) of the BVP (l)-(2).
Proof. Define
F(t,x) = f(t,x) + <f>(t,x),
and Gi : R -> R by
Using the generalized mean value theorem together with {A2) and (A3), we obtain
x) > f(t, y) + F x (t, y)(x -y) + <f>(t, y) -</>(t, x),
Now, we set
and
Observe that Similarly, it can be shown that pPo(l) + q(3'(l) > Mft(l/2);ao,A>).
Thus, we conclude that fio is an upper solution of the problem (11)-(12). Hence, by Theorem 2, there exists a solution a\ of the problem (11)- (12) satisfying ( Using the definition of upper solution together with (9) and (10), we get Po (t) < f(t,Po(t)) = N(t,p0;Po),
(1/2);/3O), which implies that (3q is an upper solution of (14)- (15) . By definition of ao and using (3) and (6), we have a'i(t)>f(t,ao(t)) > f(t, fa) + Fx(t, A))(a0 -Po) + <t>(t, Po) -<f>(t, a0) = N(t,a o',Po). Now, we will show that pao(0) -qa'0(0) < hi(ao(l/2); flo). By mean value theorem, we find that fci(ao(l/2);A,)-0i(ao(l/2)) = 5i(/3o(1/2)) + Gi(A>(l/2))(a0(l/2) -/?0(l/2)) + Vi(/?o(l/2)) -^i(a0(l/2)) -<7i(a0(l/2)) = Gi(A>(l/2)) -Gi(ao(l/2)) + G / 1(/30(l/2))(a0(l/2) -#>(1/2)) = (Gi(ci) -Gi(A>(l/2)))(A,(l/2) -a0(l/2)) > 0, where a0(l/2) < a < A) (1/2). Thus pao(0) -qa'0(0) < pi(a0(l/2)) < hi(a0( 1/2); A))-Similarly, it can be shown that pao(l) + qa'0(l)<h2(ao(l/2);j3o).
Therefore, «0 is a lower solution of (14)- (15) . Again by Theorem 2, there exists a solution P\ of (14)- (15) 
Now, we show that ai(t) < Pi(t).
To do this we need to prove that cti(i) is a lower solution and Pi it) is an upper solution of (l)-(2). In view of the fact that c»!i(i) is a solution of (11)- (12) satisfying ao(t) < ai(t) < /?o(i) and using (3), we obtain
«i(i) = f(t, ao) + Fx{t, /30)(ai -a0) + 4>(t, aQ) -</>(t, ai)

> f(t, ai) + Fx(t, ax)(a0 -a\) + Fx(t,p0)(ax -a0)
> f(t,a 1) -Fx(t,ai)(ai -a0) + Fx(t,ai)(ai -a0)
= /(t,ai(i)).
Now, in view of nonincreasing property of G[, we obtain
where ao(l/2) < C2 < ai(l/2). This in turn yields
Similarly, it can be shown that pai(l) + qa^l) < 52(^1 (1/2)). Hence ot\ is a lower solution of (l)-(2). Now, by applying the mean value theorem, we can find d\ satisfying otQ < < d\ < fa such that /Mi (*))-#'(*)
= fit, fait)) -fit, po) -Fx(t, Po)((3i -Po) -<f>(t, Po) + <f>{t, Pi) = F(t, p^ -F(t,Po) -Fxit
,p0)iPi -Po) = -Fx{t,dx){Po -Pi) -Fx(t,po)(Pi -po) = (Fx(t,p0)-Fx(t,d1))(p0-p1)>0,
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that is, ¡3"(t) < f(t,Pi(t)). Now, we consider
where ft(1/2) < c3 < Pq{\/2). Consequently, we have p/3i(°) -q/3[(0) > 5i(/?i(1/2)). Following a similar procedure, it can be shown that
Thus Pi is an upper solution of (l)-(2). Hence, by Theorem 1, we have
Combining (13), (16) and (17), we get
Now, by induction, we prove that ao(t) <ai(i) < ...
< an(t) < an+1 (t) < pn+1(t) <pn(t)<---< 0i{t) < 00(t).
For that, we consider the Boundary value problems 
px ( Assume that for some n > 1, ao(t) < an(t) < Pn(t) < Po{t) and we will show that ao(i) < an+i(i) < pn+\(t) < Po{t). Using (3) and the fact that 
-Gi(an(l/2))(a"_i(l/2) -a"(l/2)) = <7i(an(l/2)) = /ii(an(l/2);an,/?n).
Similarly, it can be shown that pan(l)+qa'n(l) < h2(an(l/2)]an, f3n). Thus, an is a lower solution of (18)-(19). On the same pattern, we find that (3n is an upper solution of (18)-(19). Thus, by Theorem 2, there exists a solution an+i(t)
of (18)- (19) such that an(t) < an+l(t) < (3n(t), t G [0,1]. In the same manner, we obtain an(t) < (3n+iit) < finit), t € [0,1], where fin+i(t) is a solution of (20)- (21) and an(t), finit) are lower and upper solutions of (20)- (21) respectively. Now, we have to show that an+i(i) < fin+\it)-For that, we prove that ocn+i(t) and fjn+i(t) are lower and upper solutions of (l)-(2) respectively. Using (3) together with the fact that an+i(t) is a solution of (18) Applying mean value theorem and utilizing the nonincreasing property of G[ we get
(a n+ i(l/2)) -9 iK(1/2)) -G / 1 ( / 5 n (l/2))(a n+1 (l/2) -a n ( 1/2)) -Vl(an(l/2))+^iK+i(l/2)) = Gi(o; n+ i(l/2)) -Gi(a n ( 1/2)) -Gl(/? n (l/2))K +1 (l/2) -a"(l/2)) = (Gi( X ) -Gi(/3 n (l/2)))(a n+1 (l/2) -a n ( 1/2)) > 0, where a n < x < a"+i < (3 n . Thus pai n +i(0) -qa' n+1 (0) < gi{a n+ i{\/2)). Similarly, we have pa n +i(l) + Q a n+i(l) < <72(a n +i(l/2)). Thus it follows that a" + iis a lower solution of (l)-(2). In the same manner it can be proved that /?n+i is an upper solution of (l)-(2). Hence, by Theorem 1, we have a n+ i(t) < (3 n+ i (t). Therefore, by induction, we have for all n, ao(t) <ai(i) < ...
< a n (t) < a n+ i(i) < f3 n+1 (t) < [3 n {t) < • • < 0i(t) < 0o(t).
Since [0,1] is compact and the convergence is monotone, it follows that the convergence of each sequence {a n } and {/?"} is uniform. Then employing the standard arguments [15] , it is a routine matter to prove that x is the limit point of each of the two sequences and as a result, we get This proves that x is a solution of (l)-(2).
In order to prove that each of the sequences {a n }, {/3 n } converges quadratically, we set q n (t) = (3 n (t) -x(t) and p n (t) = x(t) -a n (t), and note that q n > 0, p n > 0. We define e n = max{||q"||, ||p n ||}, where || • || denote the supremum norm on C[0,1]. We will only prove the quadratic convergence of the sequence q n as that of p n is similar. Using the mean value theorem repeatedly together with f x > 0 (A2), we obtain = f(t, f3 n ) + F x (t, (3 n 
)(p n+ 1 -Pn) + <P(t, (3 n ) -<i>(t, Pn+l) -f(t, x)
= /x(i,a)(/?n -x) + F x (t,p n ) (p n+1 -Pn) + Mti&iPn ~ Pn+l)
