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Abstract
In this paper we design higher-order time integrators for systems of stiff ordinary differential equations. We combine implicit
Runge–Kutta and BDF methods with iterative operator-splitting methods to obtain higher-order methods. The idea of decoupling
each complicated operator in simpler operators with an adapted time scale allows to solve the problems more efﬁciently. We compare
our new methods with the higher-order fractional-stepping Runge–Kutta methods, developed for stiff ordinary differential equations.
The beneﬁt is the individual handling of each operator with adapted standard higher-order time integrators. The methods are applied
to equations for convection–diffusion reactions and we obtain higher-order results. Finally we discuss the applications of the iterative
operator-splitting methods to multi-dimensional and multi-physical problems.
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1. Introduction
Our studies are motivated by the desire to combine explicit and implicit time-discretization methods with iterative
operator-splitting methods as efﬁcient discretization and solver methods.
Recently the iterative operator-splitting methods are studied as excellent decomposition methods to obtain higher-
order results and to embed nonlinearities, see [9,16,19,22].
The iterative operator-splitting methods have their main advantage in combining iterative and splitting behavior, see
[10,18].
Therefore the iterative operator-splitting methods are taken into account for decoupling multiphysics problems, as
for example real life case studies, as presented in [2,3,7,27]. As a beneﬁt in decoupling multi-physical problems into
simpler physical problems, the splitting methods can be designed as attractive solver methods for reduced models,
see [18].
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In this paper we will concentrate on the iterative behavior, which allows higher-order results, as well as on the
splitting characteristics, which allow to decompose into simpler physical problems while conserving the physical
behavior. For these simpler operator equations the standard implicit and explicit Runge–Kutta (RK) or backward
differential formula (BDF) methods can be used to solve the stiff and nonstiff parts. The stability analysis is discussed
for commutative and noncommutative operators. Based on these contributions we compare our proposed decoupling
method with the implicit–explicit (IMEX) methods, that are used without splitting. We conclude, that our proposed
iterative operator-splitting method can be more efﬁcient and accurate as the standard time-stepping methods without
temporal decomposition.
The aim of this paper is to present the iterative method based on operator-splitting methods as an attractive method
for real life case studies.
The paper is organized as follows. Our mathematical model of contaminant transport in ﬂowing groundwater is
introduced in Section 2. The decoupling of the differential equations into simpler physical equations is described
in Section 3. In Section 4 we deal with the stability analysis for our proposed method and show stability for the
weighted iterative operator-splitting methods. The time-discretization methods are discussed in Section 5. In Section
6 we introduce our numerical test examples and presented our results. Finally we discuss our future works in this area
of discretization methods.
2. Mathematical model
In our model equations we deal with systems of ordinary and parabolic differential equations. The model equations
are coming from computational simulation of bioremediation [7], heat transport [27], transport and chemical reaction
problems [2,3,12].
We discuss the following simpliﬁed linear and nonlinear model equations, which are in general given as
t c + ∇ · vc − D∇c = f (c), (1)
f (c) = −1c, linear chemical reaction, (2)
f (c) = −1c − 2cp, nonlinear chemical reaction, p > 0. (3)
The unknown c = c(x, t) is considered in  × (0, T ) ⊂ Rd × R, the spatial dimension is given by d. The function
f (c) can be linear or nonlinear, as for example by treating bioremediation or chemical reactions. D is the diffusion
parameter and v is the underlying velocity. 1 and 2 are the reaction parameters.
By applying the spatial discretization to the spatial operators, we can also treat the model equation 1 as abstract
operator systems,
M
d
dt
u(t) + Au(t) = R(u(t)), ∀t ∈ [t0, T ], (4)
where A,M,R are positive deﬁnite and symmetric operators, derived from a space-discretization method, e.g., ﬁnite
element of ﬁnite volume method. At least we assume the operators to be bounded and linearizable for all t ∈ [t0, T ].
In the next section we apply the splitting methods to our abstract operator system.
3. Splitting methods
We concentrate on the splitting methods, which can be classiﬁed as classical and iterative splitting methods.
We introduce the classical methods by discussing the sequential splitting methods, see [8,24,25], while we treat the
iterative splitting methods by discussing the additive iterative splitting methods, see [10,22].
3.1. Classical splitting methods
The classical splitting methods are based on the sequential splitting idea to decouple an equation into two or more
equations. In each equation we take only one operator and solve the problems sequentially. The results of the last
equations are taken into account as initial conditions for the next equation.
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First, we describe the simplest operator-splitting method, which is called the A–B splitting method or sequential
operator-splitting method of ﬁrst order. The A–B splitting method is introduced as a method, which solves two subprob-
lems sequentially on subintervals [tn, tn+1], where n= 0, 1, . . . , N − 1, t0 = 0 and tN =T . The different subproblems
are connected via the initial conditions. This means that we replace the original problem (11) with the subproblems on
the subintervals,
c∗(t)
t
= Ac∗(t), t ∈ (tn, tn+1) with c∗(tn) = cnsp, (5)
c∗∗(t)
t
= Bc∗∗(t), t ∈ (tn, tn+1) with c∗∗(tn) = c∗(tn+1). (6)
The method consists of only two steps, hence we achieve at least a ﬁrst-order splitting method, where we assume that
the operators satisfy AB − BA = 0.
The following sequential splitting method is one of the most popular and widely used operator-splitting methods
and is the so-called Strang operator-splitting method, which reads as follows, confer [25]:
c∗(t)
t
= Ac∗(t) with tn t tn+1/2 and c∗(tn) = cnsp,
c∗∗(t)
t
= Bc∗∗(t) with tn t tn+1 and c∗∗(tn) = c∗(tn+1/2),
c∗∗∗(t)
t
= Ac∗∗∗(t) with tn+1/2 t tn+1 (7)
and
c∗∗∗(tn+1/2) = c∗∗(tn+1),
where tn+1/2 = tn + 12n and the approximation on the next time level tn+1 is deﬁned as cn+1sp = c∗∗∗(tn+1). Because
of three solving steps in this method we achieve at least a second-order splitting method, where we assume that the
operators satisfy AB − BA = 0.
Based on the restriction of the sequential splitting methods to be second-order methods, or to skip the delicate
construction of higher-order methods for even special differential equations, see [28], we propose in the following the
iterative splitting methods as alternative methods to obtain higher-order splitting methods.
3.2. Iterative splitting methods
The following algorithm is based on the iteration with ﬁxed splitting discretization step size . On the time interval
[tn, tn+1] we solve the following subproblems consecutively for i = 1, 3, . . . , 2m + 1, cf. [10,22].
ci(t)
t
= Aci(t) + Bci−1(t) with ci(tn) = cn, (8)
ci+1(t)
t
= Aci(t) + Bci+1(t) with ci+1(tn) = cn, (9)
where c0 ≡ 0 and cn is the known split approximation at time level t = tn. The split approximation at time level t = tn+1
is deﬁned as cn+1 = c2m+1(tn+1). (Clearly, the function ci+1(t) depends on the interval [tn, tn+1], too, but for the sake
of simplicity, in our notation we omit the dependence on n.)
In the following we analyze the convergence and the rate of the convergence of the method (8)–(9) for m tending to
inﬁnity for the linear operators A,B : X → X, where we assume that these operators and their sum are generators of
the C0 semigroups, see [6]. We emphasize that these operators are not necessarily bounded, thus the convergence is
examined in a general Banach space setting.
230 J. Geiser / Journal of Computational and Applied Mathematics 217 (2008) 227–242
Theorem 1. Let us consider the abstract Cauchy problem in a Banach space X
t c(t) = Ac(t) + Bc(t), 0< tT ,
c(0) = c0, (10)
where A,B,A + B : X → X are given linear operators being generators of the C0 semigroup and c0 ∈ X is a given
element. Then the iteration process (8)–(9) is convergent and the rate of the convergence is of higher order.
The proof can be found in [16].
Remark 1. When A and B are matrices (i.e. (8)–(9) is a system of ordinary differential equations), for the growth
estimation we can use the concept of the logarithmic norm, see e.g., [21]. Hence, for many important classes of
matrices we can prove the validity.
Remark 2. We note that a huge class of important differential operators generate a contractive semigroup. This
means that for such problems—assuming the exact solvability of the split subproblems—the iterative splitting method
converges in higher order to the exact solution.
In the next subsection we present the used time-discretization methods.
4. Stability theory for the iterative splitting method with analytical initialization
We consider the following the linear problem:
t c(t) = Ac(t) + Bc(t), (11)
where the initial conditions are cn=c(tn). The operatorsA andB are spatially discretized operators, e.g., they correspond
in space to the discretized convection and diffusion operators (matrices). Hence, they can be considered as bounded
operators, see [11,17].
We distinguish between the two cases of commutative and noncommutative operators. The commutativity is deﬁned
in the following subsection.
4.1. Commutative part with continuous equations
In the following we discuss the improved and stable iterative method. We can stabilize the methods by using initial
conditions, which are approximations of the solutions. We show that the method alone is not stable enough, see [20].
In that case the improved stability theory is presented as follows.
In the following proofs we consider the A-stability of ordinary differential equations [1,4].
Deﬁnition 1. A method, whose stability domain satisﬁes
S ⊃ C− = {z, Re z0}, (12)
is called A-stable.
In the following we apply the A-stability to our commutative operators.
Theorem 2. Let us consider the iterative method that starts with the initial value c0, done with an A–B or Strang
splitting method as introduced in Section 3.1. Then we can prove that
ci+3(z,−∞) = 01, i = 1, 3, . . . , (13)
where c0 is the known split approximation at time tn, ci+3(z,−∞) is the stability domain for the iterations i + 3, and
therefore we have an A-stable method.
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Proof. First, for the stability of the A–B splitting, we have the following results. We deal with the A–B splitting given
as
c0
t
= Ac0, c0(0) = cn,
c1
t
= Bc1, c1(0) = c0(). (14)
We insert the operators A = 1 and B = 2.
We derive the analytical solution
c1(t) = exp((1 + 2)t) cn. (15)
For the stability analysis, we introduce the following notations:
z1 = 1 and z2 = 2.
c1(z1, z2) = exp(z1 + z2)cn. (16)
For the stiff-case, z2 → −∞, we obtain
lim
z2→−∞
c1(z1, z2) = 0, (17)
and therefore we have the stability
||c1(z1,−∞)||1. (18)
The value c1 is a start value of the iterative method. For the iterative method we achieve the following stability:
ci+1
t
= Aci+1 + Bci, ci+1(0) = cn, (19)
ci+2
t
= Aci+1 + Bci+2, ci+2(0) = cn. (20)
We insert the operators A = 1 and B = 2 and derive the analytical solution for ci+1:
ci+1(t) = exp(1(t − tn))
(∫ t
tn
exp(−1(s − tn))2ci ds + cn
)
, (21)
ci+2(t) = exp(2(t − tn))
(∫ t
tn
exp(−2(s − tn))1ci+1 ds + cn
)
. (22)
If we compute c2 by inserting c1 we get
c2(t) = exp(1(t − tn))
(∫ t
tn
exp(−1(s − tn))2
× exp((1 + 2)(s − tn))cn ds + cn
)
, (23)
c2(t) = exp((1 + 2)t)cn. (24)
We insert the result for the next iteration to compute c3:
c3(t) = exp(2(t − tn))
(∫ t
tn
exp(−2(s − tn))1
× exp((1 + 2)(s − tn))cn ds + cn
)
, (25)
c3(t) = exp((1 + 2)t)cn. (26)
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The stability result for c3 is also given as
c3(z1, z2) = exp(z1 + z2)cn. (27)
For the stiff-case, z2 → −∞, we have
lim
z2→−∞
c3(z1, z2) = 0, (28)
and therefore we have the stability
||c3(z1,−∞)||1. (29)
The same holds for arbitrary iteration steps:
||ci+2(z1,∞)||1, i = 1, 3, . . . . (30)
This shows that for arbitrary i = 1, 3, . . . the iterative method is stable.
Remark 3. The iterative operator-splitting method is invariant of the analytical solution and therefore stable. So it is
enough to guarantee a pre-stepping method that shifts the solution into the exact solution space.
4.2. Noncommutative part with continuous equations
In the following we discuss the improved and stable iterative method.
We discuss the noncommutative part for the operators and apply the A-stability, see Deﬁnition 1.
Theorem 3. Let us consider the iterative method, that starts with the initial value c0, that is exact of nth order.
Then we can prove, that
ci+3(z,−∞) = 01, i = 1, 3, . . . , (31)
where c0 is the known split approximation at time tn, ci+3(z,−∞) is the stability domain for the iterations i + 3 and
therefore we have an A-stable method.
Proof. The initial value is given as an exact solution of order n of the equation (11) and we have full stability, cf. [26].
The solution for the initial value c1 is given as
c1(t) = exp((1 + 2)t)cn. (32)
For the stability analysis, we introduce the following notations:
z1 = 1 and z2 = 2.
c1(z1, z2) = exp(z1 + z2) cn. (33)
For the stiff-case, z2 → −∞, we obtain
lim
z2→−∞
c1(z1, z2) = 0, (34)
and therefore we have the stability
||c1(z1,−∞)||1. (35)
The value c1 is a start value of the iterative method.
J. Geiser / Journal of Computational and Applied Mathematics 217 (2008) 227–242 233
We have the following stability for the iterative method:
ci+1
t
= Aci+1 + Bci, ci+1(0) = cn, (36)
ci+2
t
= Aci+1 + Bci+2, ci+2(0) = cn. (37)
We insert the operators A = 1 and B = 2 and we derive the analytical solution for ci+1. We get the solution
ci+1(t) = exp(1(t − tn))
(∫ t
tn
exp(−1(s − tn))2ci ds + cn
)
, (38)
ci+2(t) = exp(2(t − tn))
(∫ t
tn
exp(−2(s − tn))1ci+1 ds + cn
)
. (39)
If we compute c2 by inserting c1, we get
c2(t) = exp(1(t − tn))
(∫ t
tn
exp(−1(s − tn))2 (40)
exp((1 + 2)(s − tn))cn ds + cn
)
. (41)
In the next step we formulate the noncommutative case and derive the Taylor expansion until order two. We obtain
c2(t) = (1 + 1+ 212/2! + O(3))
× (1 + 2− 122/2! + 212/2! + 222/2! + O(3))
= (1 + 1+ 2+ 212/2! + 122/2! + 212/2!
+ 222/2! + O(3)) (42)
≈ exp((1 + 2)(t − tn)) (43)
with = t − tn.
The stability result for c2 is also given as
c2(z1, z2) = exp(z1 + z2) cn. (44)
For the stiff case, z2 → −∞, we obtain
lim
z2→−∞
c2(z1, z2) = 0, (45)
and therefore we have the proposed stability.
Remark 4. The iterative operator-splitting method is invariant of the analytical solution and therefore stable. So it is
enough to guarantee that a pre-stepping method exists, which has a high order of accuracy.
5. RK, BDF and IMEX methods
For the time-discretization of the split equation, the combination of accurate methods, that will ﬁt in the higher-order
context of the iterative operator-splitting methods, is important.
Based on the iterative methods the start solution for the ﬁrst iteration step is important to obtain higher-order results.
For the next iteration steps the order has to increase until the proposed order of the time-discretization is achieved.
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Therefore we propose the RK andBDFmethods as adapted time-discretizationmethods to reach higher-order results.
For the time-discretization we use the following higher-order discretization methods.
5.1. RK method
We use the implicit trapezoidal rule:
(46)
Furthermore we use the following Gauß-Runge-Kutta method:
(47)
To use these RK methods with our operator-splitting method we have to take into account that we solve in each iteration
step equations of the form t ui = Aui + b, where b=Bui−1 is a discrete function, as we only have a discrete solution
for ui−1.
For the implicit trapezoidal rule this is no problem, because we do not need the values at any subpoints. However, for
the Gauß method we need to now the values of b at the subpoints t0+c1h and t0+c2hwith c=( 12 −
√
3/6, 12 +
√
3/6)T.
Therefore we must interpolate b. On that account we choose the cubic spline functions.
Numerical experiments show that this works properly with nonstiff problems, but not very well with stiff problems.
5.2. BDF method
Because the higher-order Gauß–Runge–Kutta method combined with cubic spline interpolation does not work
properly with stiff problems, we use the following BDF method of order three, which does not need any subpoints and
therefore no interpolation is needed.
The third-order backward differential formula (BDF3) method is deﬁned by
1
k
(
11
6
un+2 − 3un+1 + 3
2
un − 1
3
un−1
)
= A(un+3). (48)
For the pre-stepping, i.e., to obtain u1, u2, we use the implicit trapezoidal rule (46).
5.3. IMEX methods
The IMEX schemes have been widely used for time integration of spatial discretized partial differential equations
of diffusion–convection type. These methods are applied to decouple the implicit and explicit terms. Treating the
convection–diffusion equation for example, one can use the explicit part for the convection and the implicit part for the
diffusion term. In our application we divide between the stiff and nonstiff term, so we apply the implicit part for the
stiff operators and the explicit part for the nonstiff operators.
FSRK method: We propose theA-stable fractional-stepping Runge-Kutta (FSRK) scheme, see [1], of ﬁrst and second
order for our applications. The tableau in the Butcher form is given as
(49)
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To obtain second-order convergence in numerical examples it is important to split the operator in the right way as we
will show later.
SBDF method: We use the following stiff backward differential formula (SBDF) method, which is a modiﬁcation of
the BDF3 method.
As pre-stepping method we use again the implicit trapezoidal rule.
1
k
(
11
6
un+1 − 3un + 3
2
un−1 − 1
3
un−2
)
= 3A(un) − 3A(un−1) + A(un−2) + B(un+1). (50)
Again it is important to split the operator in the right way.
6. Numerical results
We have various test examples which motivate to use the splitting methods. The ﬁrst example is an ODE and
illustrates the splitting methods with respect to their accuracy and higher-order characteristics. The next examples
are applications to parabolic equations, that illustrate the applications to spatially dominant equations with respect to
dimensional splitting and operator-splitting. At least the nonlinear example is given to show the application also for
nonlinear problems.
6.1. First test example of an ODE
We ﬁrst consider an ODE and separate the complex operator into two simpler operators. For motivation very different
scales are important, that are given in applications for chemical reactions [13].
We deal with the following equation:
du1
dt
= − 1u1 + 2u2, (51)
du2
dt
= 1u1 − 2u2, (52)
u1(0) = u10, u2(0) = u20 (initial conditions), (53)
where 1 ∈ R+ and 2 ∈ R+ are the decay factors and u10, u20 ∈ R+. We consider the time interval t ∈ [0, T ].
We rewrite the equation system (51)–(53) in the operator notation, and end up with the following equations:
du
dt
= Au + Bu, (54)
u(0) = (u10, u20)T, (55)
where u(t) = (u1(t), u2(t))T for t ∈ [0, T ].
Our split operators are
A =
(−1 2
0 0
)
, B =
(
0 0
1 −2
)
. (56)
We chose such an example to have AB = BA, and therefore we have a splitting error of ﬁrst order for the usual A–B
splitting (14).
As a ﬁrst nonstiff example we chose 1 = 0.25 and 2 = 0.5 on the time interval [0,1].
Our numerical results based on the RK methods of second and fourth order as described above are presented in
Table 1. We chose a constant temporal step size of h = 10−4 to make sure, that we do not inﬂuence the convergence
rate of our iterative operator-splitting by the RK methods.
The numerical results show that the splitting error decreases as long as the used RK method allows it. Therefore
we can say that more iterations are only sufﬁcient, when a method of higher order is used. One can also see that the
iterative operator-splitting method is of order (i − 1) as long as the RK method is good enough.
As a stiff example we chose 1 = 1 and 2 = 104 on the time interval [0,1] and tested the IMEX methods.
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Table 1
Numerical results for the ﬁrst example with the iterative splitting method and second- and fourth-order RK method
Number of Iteration err1 (second order) err2 (second order) err1 (fourth order) err2 (fourth order)
time partitions steps
2 1 4.5321e − 002 3.6077e − 003 4.5321e − 002 3.6077e − 003
2 10 3.9664e − 003 4.7396e − 004 3.9664e − 003 4.7397e − 004
2 100 3.9204e − 004 4.8078e − 005 3.9204e − 004 4.8083e − 005
3 1 4.6126e − 004 3.6077e − 003 4.6126e − 004 3.6077e − 003
3 10 7.8129e − 006 2.9285e − 005 7.8069e − 006 2.9289e − 005
3 100 8.5988e − 008 2.8270e − 007 8.0050e − 008 2.8682e − 007
4 1 4.6126e − 004 2.2459e − 005 4.6126e − 004 2.2464e − 005
4 10 4.1883e − 007 4.2629e − 008 4.1321e − 007 4.8154e − 008
4 100 5.9521e − 009 5.4846e − 009 4.0839e − 010 4.9968e − 011
5 1 1.9096e − 006 2.2459e − 005 1.9040e − 006 2.2464e − 005
5 10 6.0151e − 009 3.7052e − 009 4.7929e − 010 1.8295e − 009
5 100 5.5356e − 009 5.5354e − 009 5.0404e − 014 1.7830e − 013
6 1 1.9096e − 006 6.1224e − 008 1.9040e − 006 6.6759e − 008
6 10 5.5528e − 009 5.5336e − 009 1.7198e − 011 1.9820e − 012
6 100 5.5355e − 009 5.5355e − 009 2.4425e − 015 4.4409e − 016
Table 2
Numerical results for the ﬁrst example with the FSRK method of order 1 and 2
Time steps err1 (ﬁrst order) err2(ﬁrst order) err1 (second order) err2(second order)
10 9.0883e + 002 9.0883e − 002 4.6630e + 002 4.6631e − 002
100 9.8980e + 001 9.8980e − 003 4.2007e + 001 4.2007e − 003
1000 9.9870e + 000 9.9870e − 004 4.0068e + 000 4.0068e − 004
10 000 9.9960e − 001 9.9960e − 005 3.0767e − 001 3.0767e − 005
Table 3
Numerical results for the ﬁrst example with the FSRK method of order 1 and 2
Time steps err1 (ﬁrst order) err2(ﬁrst order) err1 (second order) err2(second order)
10 1.8178e − 005 1.8178e − 005 1.1831e − 002 1.1831e − 002
100 1.9798e − 006 1.9798e − 006 1.6173e − 004 1.6173e − 004
1000 1.9976e − 007 1.9976e − 007 1.8797e − 006 1.8797e − 006
10 000 1.9994e − 008 1.9994e − 008 3.4345e − 008 3.4345e − 008
FS RK: We used the FS RK method of ﬁrst and second order as presented above. The results are presented in
Table 2.
Due to the bad results we try another splitting.
Our splitted operators are now
A =
(−1 0
1 0
)
, B =
(
0 2
0 −2
)
. (57)
We now get better results as presented in Table 3.
SBDF: Now we use the SBDF method described in (50). The results are presented in Table 4.
In the following we compare these results with our iterative operator-splitting combined with the described BDF3
method (48).
BDF3: The advantage of the BDF3 method is the possibility to use bigger temporal step sizes.
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Table 4
Numerical results for the ﬁrst example with the SBDF method of third order
Time steps err1 err2
10 1.8767e − 010 1.8762e − 010
100 2.1316e − 014 2.1142e − 018
1000 8.8818e − 016 1.0842e − 019
10 000 4.8850e − 015 5.6921e − 019
Table 5
Numerical results for the ﬁrst example with the iterative splitting and BDF3 method
Number of time partitions Iteration steps err1 err2
5 1 3.4434e − 001 3.4434e − 001
5 10 3.0907e − 004 3.0907e − 004
10 1 2.2600e − 006 2.2600e − 006
10 10 1.5397e − 011 1.5397e − 011
15 1 9.3025e − 005 9.3025e − 005
15 10 5.3002e − 013 5.4205e − 013
20 1 1.2262e − 010 1.2260e − 010
20 10 2.2204e − 014 2.2768e − 018
Table 6
Numerical results for the ﬁrst example with the iterative splitting and BDF3 method
Number of time partitions Iteration steps err1 err2
5 1 3.4433e − 001 3.4433e − 001
10 1 2.2591e − 006 2.2591e − 006
15 1 1.0039e − 004 1.0039e − 004
20 1 6.3926e − 010 6.3943e − 010
25 1 1.3385e − 009 1.3385e − 009
30 1 4.8302e − 010 4.8307e − 010
We ﬁrst chose a temporal step size of h = 10−2 for the BDF3 method. The numerical results are presented in
Table 5.
We can even get good results when we only choose a temporal step size of h = 10−1 for the BDF3 method. The
results are presented in Table 6.
Based on the presented tables we can conﬁrm that our proposed iterative operator-splitting methods with standard
higher-order methods have more accurate results and are more efﬁcient than the complicated IMEX methods.
Remark 5. The numerical example of the stiff ODE shows the more accurate results of the iterative methods. The
combination with standard higher-order time-discretization methods as for example BDF3 or fourth-order RK methods
can help to solve such problems more efﬁcient with the help of the iterative operator-splitting method.
6.2. Second test example
We deal with a second-order partial differential equation given as
t u = Dxxu, (58)
u(x, 0) = sin(x) exp(−D2t) (59)
with vanishing Dirichlet boundary conditions.
We consider the time interval t ∈ [0, T ] and the space interval x ∈ [0, X].
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Table 7
Numerical results for the second example with the iterative splitting method and BDF3 method
Number of time partitions Iteration steps Error
x = 0.4 x = 0.5 x = 0.6
1 10 1.0379e − 001 2.1866e − 001 2.0795e − 001
5 10 1.6514e − 002 3.4518e − 002 1.6514e − 002
10 10 2.0856e − 003 3.8652e − 003 1.8342e − 003
15 10 2.6049e − 004 6.0690e − 004 2.6049e − 004
20 10 3.9743e − 005 6.4629e − 005 3.6828e − 005
We chose D = 0.025 and T = X = 1.
For the spatial discretization we used an upwind ﬁnite difference discretization,
−+ui = ui+1 − 2ui + ui−1
x2
, (60)
and we set the spatial step size to x = 1100 .
Our operator is then given as
A = D
x2
·
⎛
⎜⎜⎜⎜⎝
0
1 −2 1
. . .
. . .
. . .
1 −2 1
0
⎞
⎟⎟⎟⎟⎠ , (61)
where we assume A ∈ Rp × Rp to be a symmetric p × p matrix with p being even. We then can decouple into two
matrices which contain the upper and lower matrix entries of A. Further we have an intersection at the column p/2,
that couples the two matrices in the iterative method, see the Schwarz waveform relaxation method [5].
Therefore, we split the space interval into two intervals by splitting the matrix A into two matrices by setting
A1 = Aupper = D
x2
{
ai,j for i ∈ {1, . . . , p/2} and j ∈ {1, . . . , p}
0 otherwise , (62)
A2 = Alower = D
x2
{
ai,j for i ∈ {p/2, . . . , p} and j ∈ {1, . . . , p}
0 otherwise , (63)
where ai,j are the matrix entries of A.
We now solve the problem
du
dt
= A1u + A2u (64)
with our iterative operator-splitting together with the BDF3 method with temporal step size h = 10−2. As the error
occurs mostly at the splitting point, we present values around this point in Table 7.
The numerical results for the iterative splitting method with BDF3 method as time discretization is shown in Fig.
1, where in the left ﬁgure the initial situation at t = 0 and in the right ﬁgure the end situation at t = 1 is given.
Remark 6. Here the spatial splitting method for a parabolic equation helps to decouple a matrix into two
simpler matrices. Thus the amount of work can be halfen and solver process is more efﬁcient, see [5]. We must
also consider very large systems of equations, such that parallelization with respect to simpler matrices can be
considered.
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Fig. 1. Numerical results for the second example with the iterative splitting and BDF3 method, left ﬁgure t = 0, right ﬁgure t = 1.
6.3. Third test example: convection–diffusion reaction
In the third example we consider the physical splitting with respect to similar time characteristics of the underlying
processes. We consider the one-dimensional equation for the convection–diffusion reaction given by
Rt u + vxu − Dxxu = −u on × [t0, tend), (65)
u(x, t0) = uexact(x, t0), (66)
u(0, t) = uexact(0, t), u(L, t) = uexact(L, t), (67)
deﬁned over×[t0, tend) with=[0, L], and t0 =100, tend =2 ·104 and L=30. Further we have =10−5, v=0.001,
D = 0.0001 and R = 1.0.
The analytical solution of Eq. (65) considered on R×(0, tend), where we use vanishingDirichlet boundary conditions
and a -function as initial value, can be derived by Laplace transformation [14] and is given as
uexact(x, t) = u˜0
2
√
Dt
exp
(
− (x − vt)
2
4Dt
)
exp(−t), (68)
with u˜0 = 1, the restriction of uexact to × (0, tend) is a solution of (65)–(67).
To be out of the singular point of the exact solution, we start from the time point t0 = 104.
Based on the similar time scales of the operators we consider the following operators for the splitting method:
A(u) = D
R
xxu, B(u) = −
1
R
(+ v)xu. (69)
For the spatial discretization we use the ﬁnite difference or ﬁnite volume discretization method, see [15,23]. For the
operator A we use as above an upwind difference and for the operator B we use a backward difference formula. We set
the spatial step size to x = 1300 .
We solve the problem with our iterative operator-splitting together with the BDF3 method with temporal step size
h = 10−2. Our numerical results are presented in Table 8.
In Fig. 2 we show the numerical results of the iterative splitting method at the beginning t = 100 (left ﬁgure) and at
the end t = 2 · 104 (right ﬁgure).
Remark 7. Here a physical splitting is accelerating the solver process. Because of the similar time scales we collocate
the ﬂow and reaction process into one operator, whereas the diffusion process presents the second operator. Therefore,
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Table 8
Numerical results for the third example with the iterative splitting and BDF3 method
Number of time partitions Iteration steps error
x = 18 x = 20 x = 22
1 10 9.8993e − 002 1.6331e − 001 9.9054e − 002
2 10 9.5011e − 003 1.6800e − 002 8.0857e − 003
3 10 9.6209e − 004 1.9782e − 002 2.2922e − 004
4 10 8.7208e − 004 1.7100e − 002 1.5168e − 003
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Fig. 2. Numerical results for the third example with the iterative splitting and BDF3 method, left ﬁgure t = 0, right ﬁgure t = T .
the iterative splitting method can preserve the physical characteristics, because it is as accurate as the nonsplitted
methods and also save memory and computational resources, see [29].
6.4. Fourth test example: nonlinear ordinary differential equation
To consider the possibilities for nonlinear differential equations, too, we choose the Bernoulli equation, given as
u(t)
t
= 1u(t) + 2un(t),
u(0) = 1,
with the solution
u(t) =
[(
1 + 2
1
)
exp(1t (1 − n)) − 2
1
)
]−1/(1−n)
.
We chose n = 2, 1 = −1, 2 = −100 and x = 10−2.
We applied the iterative operator-splitting method with the nonlinear operators
A(u) = 1u(t), B(u) = 2un(t). (70)
The discretization of the nonlinear ordinary differential equation is done with higher-order RK methods, precisely at
least third-order methods [18]. Our numerical results are presented in Table 9. We chose different iteration steps and
time partitions. The error between the analytical and numerical solution is shown with the supremum norm.
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Table 9
Numerical results for the Bernoulli equation with the iterative operator-splitting and BDF3 method
Iteration steps Number of splitting partitions Error
2 1 7.3724e − 001
2 2 2.7910e − 002
2 5 2.1306e − 003
10 1 1.0578e − 001
10 2 3.9777e − 004
20 1 1.2081e − 004
20 2 3.9782e − 005
The experiments result in showing the reduced errors for more iteration steps and more time partitions. Because of
the time-discretization for the ODEs, we restrict the number of iteration steps to a maximum of ﬁve iteration steps. If we
restrict the error bound to 10−4, the most effective combination is given by two iteration steps and 10 time partitions.
Remark 8. For the nonlinear ordinary differential equations we have the problem of the exact starting function. Thus
the initialization process is delicate and we can decrease the splitting error at least by more iteration steps. Due to the
linearization we gain at least linear convergence rates. This can be improved by a higher-order linearization, see [18].
7. Conclusions and discussions
In this paper we present the application of the iterative operator-splitting methods with respect to adequate explicit or
implicit time-discretization methods on each iterated equation. The choice of the time-discretization methods depends
for each equation on the stiffness of the operators. The stability and consistency of such methods are demonstrated. The
beneﬁt of such a combination in comparison with pure time-discretization methods but with a more complicated setting
of the method is presented and its efﬁciency is shown. The iterative operator-splitting methods are applied to multi-
physical problems and the results are presented.We apply suchmethods also tomulti-dimensional problems by splitting
into simpler one-dimensional problems. The beneﬁt of the iterative methods is the decoupling into simpler equations,
that can be computed with more adapted discretization methods for each simpler part. We have also considered the
more amount of computational work, while using iterative methods. To optimize the computational time, a balance
between the time partitions and the iterations has to be taken into account. For very large equation systems, the beneﬁt
arises from the parallelization of the iterative splitting methods and therefore the methods are more attractive to apply.
In the future we will focus on the development of improved operator-splitting methods with respect to applications in
nonlinear parabolic equations.
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