Human-Machine Interface for Artificial Neural Network Based Machine Tool Process Monitoring  by Martinsen, Kristian et al.
 Procedia CIRP  41 ( 2016 )  933 – 938 
Available online at www.sciencedirect.com
2212-8271 © 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientific committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 2015
doi: 10.1016/j.procir.2015.10.009 
ScienceDirect
48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 2015 
Human-Machine Interface for Artificial Neural Network based Machine 
Tool Process Monitoring  
 Kristian Martinsena,b,*, Jonathan Downeyc,d, Ivanna Baturynskab  
aSINTEF Raufoss Manufacturing AS, P.o.Box 163, Raufoss 2031, Norway  
bGjøvik University College, Teknologiv. 22, 2815 Gjøvik, Norway 
cSchivo Group, IDA Industrial Estate, Cork Road, Waterford, Ireland. 
dDepartment of Engineering Technology, Waterford Institute of Technology, Ireland. 
  
* Corresponding author. Tel.:+47 99521849; Email address: Kristian.martinsen@hig.no 
Abstract 
Through the use of Artificial Neural Network (ANN) for sensor signal analysis, the traditional trial-and-error approach to process 
monitoring can be omitted. There is, however, still the need for a review of the Human-machine interface (HMI). Correct deci-
sions must be made regarding ANN machine learning. There will always be a requirement to be able to modify and improve the 
monitoring system based on experience. Moreover, the question remains- can monitoring data be used for increased process 
knowledge and for both short term and long-term analysis and decision making? The work presented in this paper is a part of the 
EU FP7 REALISM Project. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - 
CIRP CMS 2015. 
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1. Introduction 
Process monitoring and control systems utilizing in-
process sensors for machine tool cutting operations is finding 
increased used in industry. The objectives are: increased 
productivity, better utilization of machine tool, minimized 
quality losses as well as decreased tooling and consumables 
costs [1–3]. With the exception of automated regulatory sys-
tems, most of these systems include a human interpretation 
and analysis of measurement data and decision making on 
control actions. Based on the information from the monitoring 
system, combined with other information about the process 
and a suitable process control strategy, decisions on necessary 
control actions are generated. The control strategy depends 
therefore on the knowledge and experience of operators and 
engineers.  
Any process monitoring system can have have a number of 
type I or type II errors (false positives and false negatives) [4]. 
Excessive false negatives can create irritation for operators 
and unnecessary downtime. On the flip side, if the system 
fails to discover errors or failure modes (false positive), the 
trust and usefulness of the system can be hampered [5].   
Traditionally a Machine Tool process monitoring system is 
based on trial-and-error approaches setting control limits with 
acceptable levels of Type I and Type II errors. As shown by 
Martinsen and Knutstad [5] there are many pitfalls to this ap-
proach. By using Artificial Neural Network (ANN) or other 
artificial intelligence (AI) tools, the optimisation of the moni-
toring can be more automated without the need for a trial-and-
error approach [6,7]. Process monitoring signals are automati-
cally analysed by the system and tool wear and other process 
parameters can be recognized based on initial machine learn-
ing of the system.  
There is, however, still a need for a view on the Human-
machine interface (HMI) for such a monitoring system. The 
human factor is an important feature in the control loop to 
achieve productivity gains from the monitoring system and to 
be able to modify and improve the monitoring system based 
on experience. The monitoring data can be used for increased 
process knowledge and for both short-term and long-term 
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analysis and decision-making. If the monitoring system is a 
“black-box-do-not-tamper” system, where only experts can 
implement real improvements of the system, innovations and 
continuous improvements of the machine tool process, as well 
as the monitoring system can be hindered. 
1.1. The REALISM Project 
 The work presented in this paper is a part of the EU FP7 
REALISM Project. The focus in The REALISM project is to: 
“(…) develop a robust ‘smart’ sensor-based system to provide 
accurate, real-time analysis of the process performance and 
alter the machining process to optimal conditions, resulting in 
better control of the process and reducing scrap rates” [8]. 
REALISM is a SME-focused research project and the consor-
tium has seven partners from Ireland, Italy, Norway and Po-
land. One of the main aspects of REALISM is to build and 
test an ANN based tool condition monitoring system to opti-
mize the timing of cutting tool change vs. the tool wear. The 
monitoring system should contribute to the avoidance of Cat-
astrophic Tool Failures (CTF) and at the same time reduce 
tooling costs through better utilization of each tool cutting 
edge.  
1.2. ANN sensor signal analysis 
The underlying assumption is that after a reasonable 
amount of training, the ANN based monitoring system will be 
able to automatically detect tool condition and give the opera-
tor a warning when the tool needs to be changed. If the tool 
wear follows a pattern as shown in Fig. 1 below, the ANN 
monitoring system should be able to indicate when the tool is 
close to the “accelerated tool wear” area by analysis of the 
combined signals from the sensors. A Neural Network can be 
applied in different ways depending on the signals and the 
chosen signal features. Multilayer Perceptron (MLP), Single-
Layer Perceptron (SLP), Time-Delay Neural Network 
(TDNN), Recurrent Neural Network (RNN) are some exam-
ples [10]. Among all of these paradigms, MLP neural network 
is applied more often [11]. According to Balazinski et al. [12], 
MLP is one of the best methods of Feed Forward Back Propa-
gation (FFBP) neural network. This algorithm is supervised 
and consists of training and testing phases [13]. The training 
set is also denoted as epoch or input stimuli, and it is a num-
ber of training patterns 
 
Fig. 1. Typical wear pattern of tool wear (adapted from [9]) 
consisting of input values ( 1 nX X} ) and desired network 
outputs (t), and can be presented in the following from 
[11,12]: 
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Input values should be also transformed into other nodes (neu-
rons), which are placed in the hidden layer (see Fig 2). The 
hidden layer (1-100) should be used for processing input val-
ues into output values (output layer) in the forward direction 
[13]. Input signals weighting is performed with regard to the  
strength of the respective connection ( xmw ), and then the 
function of its summed up values are calculated as the output 
(
my ) with  the following equation [13]: 
 
                                               2         
 
 
 
The same procedure, which was described for the hidden lay-
er, should be done for the output layer (actual output - nz ) but 
weight values should be updated during the learning process 
in accordance with the strength of connections [11]. Then the 
obtained output values should be compared with the desired 
output values through the following formula [13]: 
n n ne t z                                                                             3 
 
For both hidden and output layers a correlation function 
h=g=f () can be presented as a sigmoidal, hyperbolic tangent, 
radial basis function or a threshold function [11,13]. Das et al. 
[6] outlined  that the amount of hidden nodes is not stable for 
each model, it should in fact be varied in accordance with ap-
propriate minimum root mean square estimation error during 
the training phase. 
 
Fig 2: An architecture of standard supervised training feed-forward 
neural network [13] 
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Another testing set, which should be unused in the training 
procedure and also consists of a set of input-output values, 
can be used to verify performance of ANN model [13]. The 
results of a neural network model provides information about 
how input data correlates with output data, whether input data 
contains all the required information to estimate tool wear 
states or more signals features should be extracted to achieve 
this goal [11]. In any event, it is also important to inspect the 
results from another point of view- whether it is possible to 
use this model for a new set of data which is not used during 
the learning (training) procedure. The testing set, as was out-
lined above, is used for this purpose.  
Among all the advantages of the ANN application, there 
are some challenges that should also be considered such as 
training costs and sensors costs [11,13]. Jemielniak [11] and 
Abu-Mahfouz [13] investigated the possibility of making 
training less expensive by using a subset of the signal features 
that are the most sensitive. These results were obtained 
through a diagnostic procedure of neural network behaviour 
using different sets of signals and their respective features. 
1.3. The Social conditions for learning 
The process of learning and improving with the aid of the 
process monitoring system is the focus of this paper. Master-
ing different forms of knowledge has been demonstrated to 
occur phases [14–16]. As a simplification we can outline three 
phases going from novice to competent and finally master 
[17]. While the training of novices typically is a mix of ap-
prenticeship and formal education, can the progress of a com-
petent or master be described as a more informal social pro-
cess? How do the competent and masters improve and learn?  
This is where extraction and analysis of information from the 
process monitoring system and setting this into a social learn-
ing process is crucial. The monitoring system is a possible 
source of new knowledge about the machining process as well 
as a new device to learn in itself. For this knowledge to be set 
in the individuals and the organisation, this should preferably, 
and ideally, be processed in a social context.  
Situated learning as a social process that takes place in a 
participative framework based on interaction and co-
participation, becomes a feature of practice which might be 
present in all sorts of activities- not just in clear cases of stud-
ying, training and apprenticeship [17]. Wenger [18] argued 
for four social components of learning; becoming (identity), 
experience (meaning), doing (practice), and belonging (com-
munity), making up a Community of Practice (CoP). All four 
components have significant impact on the social environment 
for a novice to become a master, where a master acts as a 
mentor that guides and teaches a novice as an apprentice. If 
one looks at learning as a centripetal process, from novice to 
master, it is motivated by the growing use of practice and be-
coming a master. This process satisfies the basic needs of the 
individual for meaning and social belonging. 
2. Case study: Schivo Precision Ltd. 
Schivo Precision is a high precision CNC machining com-
pany based in Ireland. Employing 5-axes, sliding head, verti-
cal, horizontal and lathe machining they count among their 
customers many of the global leaders in orthopaedic care,  
 
Fig. 3. Schivo Precision parts 
aerospace, automotive and diagnostic industries. In the 
main CNC machine floor at Schivo it has long been recog-
nized that tool wear is a considerable factor in unacceptable 
product. Through analysis of the provided reasons given by 
the operators in Schivo it has been found that tool wear con-
tributes to scrapped product of the order of 3% of company 
turnover some years. Through further investigation of this pat-
tern across peers within the CNC machining industry Schivo 
have found that the industry norm is that tool wear related 
scrap product contributes to between 3%-8% of company 
turnover. It is widely known anecdotally that experienced ma-
chine operators can detect the onset of tool wear in the pro-
cess from the sound of the machine, or the vibration of the 
machine during the operation. This type of tactile, informal 
interrogation of the performance of the machine process has 
been seen as a capability of many experienced machinists. 
However it has been found that there is no formal structure 
through which this decision making is reached, other than 
machine operator experience. And this cannot be taught. 
Schivo is one of the industrial partners in the REALISM pro-
ject and one of the first to get the REALISM monitoring sys-
tem installed. This case study is based on group interviews on 
key personnel at Schivo.  
2.1. Schivo Shop floor organisation 
The shop floor organisation at Schivo has in principle 3 
roles: maintenance, supervisors and operators. Supervisors are 
highly skilled and experienced and work mainly day shift. 
The Operators work on a varied 3- or 4-shift pattern. Supervi-
sors will, among other tasks, decide the initial cutting parame-
ters in many cases. They are typically seeking the process 
“sweet spots” with minimum chatter and best tool usage based 
on their experience. Operators are less experienced than su-
pervisors but are typically qualified to alter cutting parameters 
when needed (such as excessive vibration, set offsets based on 
detected tool wear from product measurement) and replace 
the cutting tool edge or cutting tool. The supervisors meet 
with the operators at the beginning of each shift, and also at 
the end of their day at work, and also during the shift in ad 
hoc- based meetings when required. Operators inspect each 
part for conformance to geometric tolerances, some measure-
ments are 100% some each 15th part.  
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Fig. 4. Sensors installed at Schivo. The Vibration and AE sensors are visible, 
the force sensor is behind the turret installed within the machine slideways. 
Statistical process Control (SPC) is applied in some cases. 
Tool change is a function of the number of parts / cycles ma-
chined (example: change after 30 parts/cycles), detection of 
bad cutting conditions (mainly chatter) and/or out-of tolerance 
inspection results. 
2.2. Schivo HMI requirements 
The expectations at Schivo of the system are mainly fo-
cused on the detection of tool wear, effective tool life utiliza-
tion and decreased tooling and quality costs. The second con-
sideration is reduced scrap. Schivo will become less depend-
ent on the individual operators skills, although experienced 
operators/supervisors are still important as a result of their 
ability to interpret the process conditions, however the use of 
less experienced operators without supervision is the goal.  
The potential for process learning and use of collected his-
torical data can be interesting but is not the main reason for a 
process monitoring system, although teaching of new opera-
tors can be aided by the monitoring system. The potentials for 
innovation, continuous improvement and knowledge transfer 
and creation using a monitoring system was not in focus at the 
group, and some were uncertain as to what degree this was a 
topic of interest  of  interviewers. The operators were asked if 
they expected any negative effects from a monitoring system, 
and the general answer was no.  
The organisation of supervisors and operators are expected 
to continue regarding the control of the monitoring system 
parameters: Supervisors should be in charge of setting the 
monitoring control limits and control actions in case of “out-
of-control” signal, operators are not expected to have this au-
thority- although they will be the first line of process control. 
The discussions outlined were mainly with process supervi-
sors, and as such we could not cover all of the organisation  
opinions/expectations at this stage. 
3. HMI for ANN process monitoring and control 
Based on the analysis of the interviews at Schivo and expe-
riences from other cases such as [5] and [19], the authors have 
compiled a set of requirements for the HMI at a ANN based 
process monitoring system.  
3.1. Process monitoring as socio-technical systems 
All manufacturing systems have the characteristics of so-
cio-technical systems with relationships between machines, 
between people and between machines and people. Only by 
jointly optimizing both the technical and the social systems 
can the best match be achieved [20]. It is n this respect that 
the socio-technical perspective is not only important while 
designing the technical system, but equally important in estab-
lishing a platform for learning and knowledge creation. Look-
ing first at the human-human relations; the roles with direct 
relations to the monitoring system can be divided into  four 
roles. Successful operation of the process monitoring system 
depends on the communication between these roles: 
 
1. Expert 
2. Maintenance 
3. Supervisor 
4. Operator 
 
There are, of course, other roles within the organisation 
such as management, IT and quality assurance affected by 
process monitoring, but the above four are regarded as the 
central roles for the performance of the process monitoring 
system, and the most engaged with this system. 
  
x The expert(s) are responsible for the design of the ANN 
system and the installation of the sensors, in addition to 
the initial training of personnel. (This is typically a re-
source external to the company). These actions are per-
formed in the installation of the monitoring system, and 
in the case of a possible need of sensors maintenance and 
redesign of the monitoring system.  
x The Maintenance department is responsible for Machine 
tool (and other equipment) technical maintenance. Pro-
cess monitoring can both increase the demands, as well as 
give more information on the machine tool condition.  
x The supervisor is the cutting process expert, and is re-
sponsible for cutting process design including selection 
of cutting tools and cutting process parameters; spindle 
speed, feed rate, depths of cut etc. The supervisors will be 
responsible for the ANN machine learning each time a 
new product or a process change is introduced to the pa-
rameters of an existing product. The success of the ANN 
process monitoring will be dependent on the supervisors 
making the correct decisions in training of the system.  
x The operators are responsible for the daily operation of 
the CNC machine tool such as changing tools, inspecting 
workpieces etc. and will have the closest hands-on expe-
rience on the monitoring system performance. The opera-
tor will be the first to detect anomalies in the process as 
well as the monitoring system. Typically the machine 
tool operator will be the “first line of defence” regarding 
maintenance as well as key personnel to achieve innova-
tions and continuous improvements.  
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Fig. 5. Interactions between the main human roles in an ANN based machine 
tool process monitoring system 
Fig. 5 illustrates the main flow of interaction. The upper and 
the lower part of the figure will have different time-scales. 
While cutting process (re)design and ANN (re)learning will 
occur for each new product or process upgrades, will the 
ANN systems re-design preferably be at rare occasions. The 
relation between the Supervisors and operators will be espe-
cially close, and similar as reported by Martinsen and 
Knutstad [5] would a formal knowledge exchange arena be 
beneficial.  
 
3.1. Human-machine interface (HMI) 
 
To comply to the needs of the different roles and the inter-
actions between them the HMI could have the following fea-
tures:  
 
x Expert: The HMI facilitate the requirements of sensor in-
stallation, ANN design, and redesign, testing and diag-
nostics, as well as aiding the requirements of simple basic 
training of personnel. The expert might be the direct con-
tact for an alarm event in the case of a sensor malfunction 
etc.  
x Maintenance: The HMI will be mainly the output of sta-
tistics from the machine tool, vibration measurements etc. 
This is the type of information that the maintenance func-
tion requires. 
x Supervisor: The supervisor is required to complete the 
process and product data, as well as manage the ANN 
learning process. The HMI should also allow good com-
munication with the operators, viewing shift/ event logs.  
x Operators: The operators need an output information on 
the tool condition from the HMI, and a signal /alarm re-
garding when to change the tool and a secondary alarm 
for CTF. Moreover, there should be inputs such as chang-
ing tool, workpiece changeover and any other events and 
anomalies worth reporting. The operator needs to com-
municate with the Supervisor(s) and other operators. It is 
an integral requirement of the system that the HMI 
should aid this.  
 
3.2. Machine-machine interaction 
 
This paper does not cover the machine-machine interac-
tion, but apart from the obvious interaction between the ma-
chine tool and the process monitoring system, there could be 
benefits from integrating the monitoring system in the overall 
cyber-physical system of the company such as higher-level 
supervisory control and data acquisition (SCADA), mainte-
nance planning and control systems, manufacturing execution 
systems (MES) and enterprise resource planning (ERP).   
Table 1. Overview of HMI functions. Output push is shown on the root win-
dow, output pull needs active information pull from the human.  
Role HMI Input 
HMI Output HMI Com-
muinication Push Pull 
Expert 
ANN design 
parameters 
Sensor mal-
function 
alarm 
Performance 
reports 
Basic trai-
ning tutorials 
Mainte-
nance  
Malfunc-
tions alarm, 
requests 
from super-
visors and 
operators 
Sensor sta-
tistics 
Maintenance 
strategy 
Supervisor 
Process de-
sign, tool 
selection, 
ANN ma-
chine learn-
ing parame-
ters 
Malfunction 
alarm 
Shift reports, 
event logs, 
performance 
statistics 
Tool change 
strategy 
Operator 
Tool change, 
product 
change(over)
shift report, 
event log 
Process and 
tool condi-
tion, Change 
tool alarm, 
malfunction 
alarm 
Performance 
statistics, 
shift reports, 
event logs 
(others and 
self) 
Continious 
impro-
vements 
3.3. Process monitoring learning loop 
As discussed is learning a feature of practice that might be 
present in all sorts of activities, and not just in clear cases of 
training and apprenticeship, and process monitoring system 
can be a tool for learning and knowledge creation. It is clear 
that the operator and the supervisor must be knowledgeable 
about the process and how different variables within the pro-
cess interact, both in a practical and an abstract theoretical 
sense. Secondly they need to be able to make correct deci-
sions based on analysis, knowledge, experience and skills. 
The interpretation ability learned through interaction with the 
process and the process monitoring system to decide, for ex-
ample that a tool needs to be replaced, is a single loop learn-
ing process.  
The second desired outcome of this is to move into a pro-
cess of double loop learning about the process and the moni-
toring system in itself. Continuous improvements of the ma-
chining process and the process monitoring system requires 
an ability to analyse the process outputs and monitoring 
measurements over time. The HMI of the monitoring system 
should aid this analysis by making it possible to view the da-
tabase of events and monitoring results. Fig. 6 illustrates how 
the human operator (in this case more or less all the roles 
mentioned previously) interacts with both the process moni-
toring system and the machining process engaging a double 
loop learning from both. The HMI of the process monitoring 
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system should aid this and allow the human operator to reflect 
in action. 
 
 
Fig. 6. Control Loop and Knowledge creation loop 
4. Conclusions 
This paper discusses the requirements for a Human Ma-
chine Interface (HMI) for an Artificial Neural Network 
(ANN) based machine tool process monitoring system.  Man-
ufacturing is a socio-technical system and any technical in-
stallation will inevitably have a social element to it. Learning, 
improvement and innovation are social processes and also the 
ANN needs to be understood in this context. This paper has 
discussed the different human roles related to the monitoring 
system, and how the different needs should be met by the 
HMI. Moreover there is the need for an aid from the HMI for 
communication and long-term analysis and learning to gain 
knowledge and aid improvements and innovation discussed.  
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