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1. INTRODUCTION 
We shall consider boundary value problems for certain nonhomogeneous, 
linear ordinary differential equations of order m on the x interval [0, 11. These 
equations depend on a small parameter E in such a way that the order of the 
differential equation drops to n < m when E = 0. Such problems for homo- 
geneous equations have been studied under fairly general conditions (see, 
e.g., Wasow [7]-[9] and O’Malley and Keller [4]), but careful treatment of 
the nonhomogeneous problem has been quite limited. (Note, however, 
Wasow [7], Latta [3], Vigik and Lyusternik [6], and Wasow [9], which 
discusses [6]). 
Under appropriate conditions, the solution of the boundary value problem 
will converge to a limit as E --+ 0 through positive values. Moreover, within 
(0, 1) this limit will satisfy a reduced boundary value problem consisting 
of the reduced equation (i.e., the differential equation of order n obtained 
when E = 0) and n of the original m boundary conditions. 
A formal solution of the full nonhomogeneous equation can be simply 
obtained as a regular perturbation of this limiting solution. The boundary 
value problem can, then, be formally solved by adding to the formal expansion 
an appropriate solution of the homogeneous equation. The main objective 
of this paper is to show that this formal scheme is asymptotically correct, 
under certain natural restrictions. The class of problems considered is 
limited to simplify presentation. The results, however, are more generally 
applicable. 
* Sponsored by the Mathematics Research Center, United States Army, Madison, 
Wisconsin, under Contract No.: DA-31-124-ARO-D-462. 
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2. PROBLEMSTATEMENTANDRESULTSFORTHEHOMOGENEOUSEQUATION 
The boundary value problem to be analyzed is 
cPM(D, E)Y + N(D, l)Y =f@, E), O<x<l (2-l) 
ArP)Y(O) = w, r = l,..., h (2.2) 
and 
A@)Y(l) = &(4> Y = h + l,..., m. (2.3) 
Here, E is a small, positive parameter, p is a positive integer, and M, N, and 
A,. are differential operators defined as follows: 
(2.4) 
N(D, c) = 5 bj(x, c) Dj, (2.5) 
j=O 
and 
m-1 
A,(D) = c aTjDj, 
WI 
Y = l,..., m. P-6) 
Assuming that the m boundary conditions (2.2-2.3) are linearly independent, 
we can without loss of generality replace (2.6) by 
where 
A,(D) = D”’ + 1 aTjD* 
j+ 
(2.7) 
and 
m > A, > A, > *a- > Ah 3 0 
m > h,,, > h,,, > **. > Am. > 0. cw 
The functions f(x, E) and bj(x, l ) are assumed to have asymptotic series 
expansions 
“0% 4 - f h(4 ,j (2.9) 
j=o 
and 
bj(X, E) - f b,z(x) cz. (2.10) 
z=o 
40912W-15 
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w-hich are uniformly valid for x in [0, l] where the coefficients are infinitely 
differentiable. We eliminate turning point problems and singular points by 
asking that 
hn(% 0) f 0 f bL(x, 0) for O<X<l. (2.11) 
Without loss of generality, then, we let 
l&(x, c) = 1. (2.12) 
Lastly, 
l,(E) - f Z&j. (2.13) 
j=O 
LEMMA 1. Let V(X, l ) be a root of the poZynomiuZ 
l VM(c-%, c) + N(E-%, c) = 0 
with the expansion 
Defining 
9-l 
/4x, 4 = c a9 EZ, 
z=o 
~(x, 0) satisfies the characteristic polynomial 
(2.14) 
(2.15) 
(2.16) 
c b,(x, 0) pj = 0. (2.17) 
j=n 
We suppose 
(a) Equation (2.17) has m - n roots p1 ,..., pm-,, which are nonzero and 
distinct throughout he x interval [0, 11. 
(b) For G suficiently small and 0 < s < x < 1, 
Re 5 
I s &, 4 dt < 0 
for j = I,..., u (2.18) 
s 
5 
Re s pi(t, 4 dt > 0 for j = u + l,..., a+r=m--71. (2.19) 
Then, the homogeneous equation 
l M(D, l ) y + N(D, C) y = 0 (2.20) 
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has m linearly independent solutions yi as follows : 
1 x yi(x, 4= W, 4 exp (D [ s o t&, 4 dt I > j = I,..., u (2.21) 
yi(x, l) = Sj-,(x, C) exp [ - f j: pj(t, l ) dt] , j = 0 + l,..., m - n (2.22) 
and 
Yib, 4 = TMrL+n(x, 4, j = m - n + l,..., m. 
(2.23) 
Here, the R’s, S’s and T’s have uniformly valid asymptotic power series expan- 
sions as 6 -+ 0; the leading terms Rj(O, 0) and S,-,( 1,O) are nonzero; 
N(D, 0) T+,+,(x, 0) = 0 for j>m-n; 
and these expressions may all be formally da&entiated termwise. 
(2.24) 
PROOF. These results are proved under hypotheses weaker than (a), (b) 
in Turrittin [5]. Note that D of these solutions feature boundary layer behavior 
near x = 0, while 7 solutions decay exponentially within (0, 1) away from 
x = 1. 
Further, we have: 
THEOREM 1. In addition to hypotheses (a) and (b) of Lemma I, suppose 
(c) h > u and m - h 2 7, 
(d) if h > 0, h+l < n and if m - h > 7, hh+,+1 < n 
(e) the reduced boundary value problem 
N(D, 0) z(x) = 0 
4(D) 40) = wo, Y = u + l,..., h 
4(D) 41) = uo), Y = h + r + l,..., m (2.25) 
has a unique solution z(x), and 
(f) 4 3 A, ,***, A, are distinct module m - n and &+I , Ah+2 ,,.,, Xhfr are 
distinct module m - n. 
Then, for E su#iciently small, the boundary value problem 
G’M(D, C) y + N(D, E) y = 0 
MY@) = W Y = l,..., h 
and 
4(D)y(l) = W Y = h + l,..., m (2.26) 
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has a unique solution of the form 
+ ZJ*~~T i G~+,(~, c) exp [- $ j’ pj+o(t, c) d ] 
j=l 2 
+ G&, 4. (2.27) 
The G’s are infinitely da&rentiable functions of x which have uniformly valid 
asymptotic series expansions as E + 0. In the open interval 0 < x < 1, 
him y(x, e) = GR(x, 0) = z(x). 
Lastly, the expansion (2.27) may be da#erentiated any number of times. 
PROOF. See O’Malley and Keller, which also considers cases where the 
differential order of the boundary conditions may also drop when E = 0. 
3. THE MAIN RESULT AND ITS PROOF 
THEOREM 2. Under the hypotheses of Theorem I, the boundary value 
problem 
cPM(Q c) y + qa 4 y =f (x9 4, O<x<l 
M4Y(O) = w r = I,..., h, 
and 
4P)YU) = 4(E), r = h + I,..., m 
has a unique solution y(x, E), for E suficiently small, of the form 
P-1) 
(2.2) 
(2.3) 
y(x, c) = PO 5 4(x, 4 exp [-$ ja dt, 4 dt] 
j=l 
+ 4% 6). (3.1) 
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Here the expansions 
H&X, 6) - f H,,(x) 8 
k=O 
(3.2) 
are uniformly valid and may be obtained directly by a scheme of undetermined 
coefficients. Lastly, within the open interval 0 < x < 1, 
p$Y(X, 4 = wow 
and we(x) is the unique solution of the reduced boundary value problem 
w4 0) wow = foW 
4P) w,(O) = w% r = (r + l,..., h 
4P) w,(l) = w9, r = h + 7 + I,..., m. (3.4) 
PROOF. (a) The direct calculation of solution (3.1). 
Substituting the formal sum (3.1) into Equation (2.1), we equate to zero 
coefficients of each power l z in the terms multiplying each linearly independ- 
ent exponential. Thus, we ask that 
and for each 1 > 1 
w7 0) wow = fob4 (3.5) 
w, 0) WC(X) = F,(x, “0 ,*a*> wz-1) (3.6) 
where F, is independent of w, . Likewise, each H,, is the solution of a first 
order linear differential equation whose nonhomogeneous term is known 
successively. We solve for the wz’s in turn, then, by determining 71 appropriate 
boundary conditions for each. The HkI’s are uniquely obtained by specifying 
the values H,,(O), k = l,..., u, and H,,(l), k = h + l,..., h + T. 
Substituting (3.1) into the boundary conditions (2.2-2.3), we have 
[A,(D) w(0, c) + O(E)] + O(2(A,J-n~)) 
+c V(A h+T-A7’ 2 0 (exp [ - $ ( tli+dt, c)dt]) = S(4 
r = u + l,..., h (3.7) 
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[,4,(D) q 7 c) T O(E)] 
f En(AO-i\‘) i; 0 (exp [$ jl /Q(t) dt]) + 0(&+7-y 
j=l 0 
Y = h -1 7 + l,..., 112, 
j$ KP~,oU 9 O)P + O(41 [ffj+J 190) + WI 
+c p(Ao-Ah+T’ i 0 (exp [& j: CL&) dr]) 
= 2(A’-A~+qzr(~) - A,(D) w( 1, E)), Y = h + l,..., h + 7. 
= b(c), 
(3.8) 
(3.9) 
(3.10) 
L 
Note, first, that the exponential terms in (3.7-3.10) are all asymptotically 
negligible. Then, equating coefficients of co in (3.7-3.8), we find that wO(x) 
must satisfy (3.4). That this problem has a unique solution is guaranteed by 
hypothesis (e) since a solution of the initial value problem for the non- 
homogeneous equation of (3.4) is obtainable by variation of parameters. 
Clearly, then, a Green’s function for (3.4) exists. We now note that hypothe- 
sis (f) implies that the Vandermonde determinants 
and 
E = det((d4 WA% r,j = 1 ,*a*, 0, 
G = det((pj+,(l, O))‘% r,j=l,..., 7, 
are nonsingular. Thus, by (3.9-3.10), the unknowns H,,(O), j = l,..., 0, and 
f&,(l), j = h + l,..., h + 7, become known and determine the Hjo(x)‘s 
uniquely. 
Continuing, we obtain all coefficients since we are able to find the required 
boundary conditions successively. Proceeding by induction, suppose We 
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and the Hik(x)‘s are known for k < 1. Equation (3.7), then, yields A,(D) w,(O) 
for r = u + l,..., h and (3.8) yields A,(D) w,(l), r = h + T + I,..., m. 
Using Equation (3.6) and the Green’s function for (3.4), we have w,(x) 
uniquely. Then, from (3.9) we find Hit(O), j = I,..., u, since the determinant 
of coefficients is nonsingular. Likewise, (3.10) yields Hjl(l), 
j = u + I,..., m - n. The differential equations for the Gjl’s can, then, be 
uniquely integrated. 
(b) Justification of Equation (3.1): 
We establish the validity of (3.1) d irectly by the two lemmas which follow. 
LEMMA 2. Under the hypotheses of Theorem 1, the nonhomogeneous equation 
cPJqR E)Y + N(Q c) y =f (x, 6) (2-l) 
has a bounded solution yP of the form 
YP(X, 4 = z$l Ti(x, 4 j: &ii(s, 4f ($9 4 a!s 
+ &+l)P Ii &(x9 e) 1: % g)f(s, c) exp [-&- 1’ &t, l ) dt] ds 
j=l s 
+ il Sdx, 4 1: f%(t, 4fk 4 exp [ - $11 P,+~(s, e) A] dt/ 
(3.11) 
where the Ti’s, Rj’s, and Sk’s are as in Lemma 1 and the pi’s, &‘s, and &‘s 
are bounded functions having uniformly valid asymptotic power series expansions 
as E -+ 0. Expanding further, we have 
yp(x, e) = P Ii Hpj(X, l 1eXP [$jl /+(t, e) dt] 
(3.12) 
where wp and each Hpi have unifwmly valid asymptotic power series expansions 
asE-+O. 
PROOF. For notational simplicity, we convert the scalar Equation (2.1) 
into an m-system by setting 
y3 = E(i-l)~ywl) 
, j = l,..., m. (3.13) 
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Thus, 
E"yj' = yj+l , j-1 ,..., m -. 1 
and 
Introducing 
Yl 
Y(x, e) = ; II and ) (3.14) YWZ
Y satisfies a linear system of the form 
PY’(x, 6) = A(x, l) Y(x, c) + l qx, 6). (3.15) 
By Lemma I, the corresponding homogeneous system has a fundamental 
solution matrix @(x, l ) of the form 
@(x7 c) = h@, 6)) (3.16) 
where 
&x, 6) = fX$(ij(x, c) exp $ 
[ J 
j = l,..., u, (3.17) 
and 
q&c, e) = &-1w&, e). (3.19) 
Here, G&=Rj, j=l,..., cr. &=Sj-,, j=cr+l,..., m-n, and 
G = TG,,, , j = m - n + I,..., m. Otherwise, the coefficients are bounded 
functions possessing uniform asymptotic expansions. For E small, @ is 
nonsingular and its determinant is of the order 
0 ( CL&, 4 dt - mg f /.&, l 1 dt)]) . j==u+l 0 
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Any particular solution UP of the nonhomogeneous ystem (3.15) will have 
the form 
Yp(x, l ) = E(“-~W(X, c) f Q-l (s, ~)f(s, c) ds. (3.20) 
(cf., e.g., Coddington and Levinson [I]). Thus, setting 
!I-ys, E)f(S, c) = i 1 i f(S>G $4nrn(S?  
Moreover, since 
Q-l = (det @)-l adj @, 
t,&(s, E) = 0 (exp [f j: ~~(t, 6) dt]) , i = CJ + l,..., m - n, 
and 
Itllim(S, 4 = 0 (A) 9 i = m - n + l,..., m. 
Since the first component of YP solves the nonhomogeneous equation, we 
have a solution J+ of the form (3.11). Note that we have selected the end- 
points of integration there so that the integrands, and thereby J+, are 
bounded as E -+ 0. Lastly, we note that these integrals may be expanded 
asymptotically through integration by parts (cf., e.g., Copson [2]). Thus, we 
obtain (3.12). 
Lastly, we have: 
LEMMA 3. Under the hypotheses of Theorem I, the solution y(x, 6) of the 
boundary value problem (2.1-2.3) has the form 
Y(X, 4 = YP(X, c) + E9010 i &(x9 4 exp [$ ,I & 4 dt] 
+ l 9ah+r i ~c,j+,(x, 4 exp [ - f s’ pj+&, 6) dt] 
j=l z 
+ f&(X> 4 (3.21) 
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where c+. = min(n, A,), the H’s haze unijorm asymptotic series expansions us 
E - 0, and H,(x, 0) satisfies the reduced equation (2.20). 
PROOF. Introducing a7 = Min(n, A,), Max{O, A, - n} == A, - oi, . More- 
over, 
Thus, u = y - yP satisfies the homogeneous Equation (2.20) and the bound- 
ary conditions 
r’A’-““~AA,(D) u 0, l = qe), r = l,..., h 
e(++A#l) u( 1, l ) = ‘447(C), r = h + l,..., m 
where the gr’s are known and bounded. We note that (2.8) and hypothesis (d) 
of Theorem 1 implies that 01~ = A, for r = 0 + I,..., h and for 
r = h + T + l,..., m. Moreover, OL, > OL,,+~ and a&+7 > c+,+,+~ . Using the 
analysis of O’Malley and Keller (analogous to Lemma l), we obtain (3.21). 
Lastly, combining (3.12) and (3.21), we have (3.1) with a0 instead of A, 
and ah+7 instead of Ah+ . Since LX,, > h,+1 and ah+7 > A,,+, however, (3.1) 
follows as the scheme of undetermined coefficients shows. 
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