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Стаття присвячена аналізу і математич-
ному моделюванню параметрів потоків даних 
інформаційно-телекомунікаційної мережі на 
основі моделювання потоків даних. Створено 
математичну модель, яка описує параметри 
потоків даних між вузлами мережі при фіксова-
ній інформаційній структурі. Розроблено мате-
матичну модель потоків даних стратифікованої 
багаторівневої інформаційної структури мере-
жі, яка характерна для сучасних технологій 
побудови мереж
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Статья посвящена анализу и математическо-
му моделированию параметров потоков данных 
информационно-телекоммуникационной сети на 
основе моделирования потоков данных. Создана 
математическая модель, которая описывает 
параметры потоков данных между узлами сети 
при фиксированной информационной структу-
ре. Разработана математическая модель пото-
ков данных стратифицированной многоуровне-
вой информационной структуры сети, которая 
характерна для современных технологий постро-
ения сетей
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При проектуванні та модернізації інформацій-
но-телекомунікаційних мереж (ІТМ) складних авто-
матизованих систем управління, як правило, особливу 
увагу приділяють підвищенню пропускної спромож-
ності каналів і ліній зв’язку, модернізації та пошуку 
нових технічних рішень, які дозволять поліпшити 
характеристики процесів управління. Проте, харак-
терною особливістю багатьох мультисервісних ІТМ є 
специфічні флуктаційній профілі трафіку потоків да-
них, а саме, присутність деякої кількості досить силь-
них викидів на тлі відносно низького середнього рівня 
[1, 2]. З цієї причини, незважаючи на випереджаючий 
розвиток технологій фізичного і канального рівня, в 
повному обсязі реалізувати потенціал ІТМ можливо 
лише за рахунок ефективного адаптивного управління 
доступними мережевими ресурсами в умовах зростаю-
чих вимог до оперативності обміну інформацією.
2. Аналіз літературних даних та  
постановка проблеми
В теперішній час багато уваги приділяється дослі-
дженню та розробці методів побудови інформаційно- 
телекомунікаційних мереж та розподілених інформацій-
них систем [1, 2]. Потоки даних в сучасних ІТМ харак-
теризуються неоднорідністю та значним розбросом па-
раметрів, що обумовлено їх мультисервісною природою, 
наявністю даних різноманітних форматів, отриманих з 
різних джерел [3].
За наявності жорстких вимог до надійності та про-
пускної спроможності спеціалізованої ІТМ, одним з 
етапів її проектування має бути аналіз потоків даних 
та визначення їх параметрів. Для цього використову-
ється статистичний аналіз, математичне моделюван-
ня, статичний та динамічний аналіз джерел та потоків 
даних [4, 5].
Однак, дослідження технічної структури мережі та 
визначення параметрів потоків даних без урахування 
завдань та прикладних додатків, що функціонують у 
вузлах мережі не дозволяє отримати ефективні рішення 
внаслідок флуктуаційності та нестаціонарності потоків 
даних. Моделювання потоків даних має базуватися на 
дослідженні інформаційної структури мережі [6]. Це 
дає можливість ефективно використовувати ресурси 
мережі, забезпечуючи виконання вимог до надійнос-
ті та оперативності обробки інформації [7]. Одним з 
найбільш перспективним напрямком розвитку методів 
побудови ІТМ є застосування методів адаптивного 
управління [8].
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Застосування адаптивного управління ресурсами 
мережі потребує дослідження, аналізу та моделюван-
ня потоків даних, що виникають при функціонуванні 
та взаємодії прикладних додатків у вузлах мережі. На 
теперішній час вказана задача є недостатньо формалі-
зованою і потребує розробки комплексних математич-
них моделей, що відображають інформаційну та тех-
нічну структуру мережі та наявні в ІТМ потоки даних.
3. Мета та задачі дослідження
Мета дослідження – дослідження та математичне 
моделювання параметрів потоків даних інформацій-
но-телекомунікаційної мережі на основі моделі ін-
формаційної структури для підвищення ефективності 
методів адаптивного управління ресурсами мережі.
Для досягнення поставленої треба виконати на-
ступні задачі:
– виконати аналіз структури мережі для визначен-
ня параметрів потоків даних;
– використовуючи математичну модель інформа-
ційної структури мережі, розробити модель параме-
трів потоків даних при фіксованій структурі мережі;
– розробити математичну модель потоків даних 
стратифікованої інформаційної структури мережі.
4. Аналіз та моделювання структури мережі
Аналіз структури мережі є необхідною умовою при 
виборі варіантів побудови ІТМ і управління мережею 
через те, що структура є основним чинником, що впли-
ває на якість обміну даними між прикладним програм-
ним забезпеченням, і, відповідно, на якість вирішення 
прикладних завдань системи управління [9, 10].
Основною метою аналізу структури є визначення 
параметрів потоків даних, що проходять по каналах 
зв’язку і поступають на вузли мережі [11–13]. Необхід-
но враховувати, що потоки даних формуються завдан-
нями, які запускаються на вузлах мережі [14–16]. У 
зв’язку з цим представляється доцільним застосувати 
підхід до аналізу структури мережі, заснований на до-
слідженні взаємодії додатків при виконанні завдань. 
При цьому, в першу чергу необхідно визначити пара-
метри потоків даних між додатками при виконанні 
всього комплексу завдань (інформаційна модель мере-
жі), а потім, враховуючи розміщення додатків по вуз-
лах мережі, визначити параметри потоків даних між 
вузлами мережі (технічна модель мережі).
Результатами аналізу повинні стати чисельні зна-
чення характеристик мережі: навантаження на канали 
зв’язку і структуроутворююче устаткування, інтенсив-
ності потоків даних і запитів, що поступають на вузли 
мережі. При цьому вказані характеристики повинні 
обчислюватися з урахуванням особливостей конкрет-
ної структури мережі.
Математичний апарат для аналізу структури ІТМ є 
комплексною математичною моделлю, тобто системою 
моделей, котра включає:
1) математичну модель інформаційної структури 
мережі; 
2) математичну модель потоків даних між елемен-
тами мережі;
3) математичну модель технічної структури мережі.
Перша з вказаних моделей є базовою для двох ін-
ших. Інформаційна структура інформаційно-телеко-
мунікаційної задається набором параметрів:
{ }= k kmN,M,D,L,R,S ,A ,G,H,ZSI .  (1)
Модель визначається такими параметрами:
– кількість працюючих користувачів – N;
– кількість задіяних вузлів – M;
– кількість системних прикладень, що виконуєть-
ся – D;
– кількість вирішуваних завдань – L;
– кількість використовуваних сховищ даних – R;
– кортеж S:
=k k k k kS {p ,d ,u ,W } ; (k=1,2, ..., L), 
котрий описує завдання k, у якому задаються рядки 
таких матриць зв’язку завдань: kp  – із системними 
прикладеннями, kd  
– із сховищами даних, ku  
– ко-
ристувачами, а також Wk – встановлення послідов-
ності запуску системних прикладень конкретним 
завданням;
– множини опису об’ємів даних – Akm, 
=km km kmA {v ,b } , (k=1,2, ..., L; m=1,2, ..., D), 
які потребують системні прикладення при викорис-
танні їх конкретними завданнями, та складаються з 
рядків матриць обсягу об’ємів даних km, якими обмі-
нюється прикладення m із сховищем даних при вирі-
шенні завдання k, та kmb , якими обмінюється те саме 
прикладення з іншими системними прикладеннями;
– матриця розміщення системних прикладень по 
вузлах мережі – G;
– матриця підключення користувачів до вузлів – H;
– матриця розміщення баз даних по вузлам – Z.
Цей набір однозначно визначає інформаційну 
структуру корпоративної мережі. Визначення окремих 
складових моделі (1) є предметом окремого досліджен-
ня і в даний роботі не розглядається.
Докладно розглянемо другу з комплексу матема-
тичних моделей ІТМ, а саме модель потоків даних для 
двох варіантів структури мережі: однорідної та страти-
фікованої багаторівневої.
5. Модель параметрів потоків даних при фіксованій 
інформаційній структурі мережі
Використовуючи математичну модель інформацій-
ної структури ІТМ (1), визначимо параметри потоків 
даних між її вузлами.
Визначимо матрицю інтенсивностей потоків запи-
тів користувачів на запуск завдань
Λ = λ ij , (i=1,2,…,N; j=1,2…,L),  (2)
де λ >ij 0  – інтенсивність потоку запитів від користува-
ча номер i на запуск завдання номер j.
Зазначимо, що повинна виконуватися умова: λ =ij 0 
якщо =jiu 0  і λ >ij 0  якщо =jiu 1  для всіх i = 1, 2 ,…, N; 
j=1, 2, …,L.
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Значення елементів матриці Λ  визначаються спе-
цифікою роботи користувачів корпоративної системи, 
тому будемо вважати їх відомими.
Очевидно, що потоки запитів користувачів спочат-
ку надходять на вузли мережі, до яких прикріплені 
користувачі. Закріплення користувачів за вузлами 
задається матрицею H.
Інтенсивність потоків запитів на запуск завдань 
визначає і інтенсивність запусків системних прикла-
день, які використовуються для рішення задач. Су-
марна інтенсивність потоків запитів на запуск задачі 






, (k = 1, 2 ,…, L). (3)
Якщо ввести вектор-рядок інтенсивності запусків 
завдань в системі: λ = λ λ λ1 1 L, ,..., , то, використовуючи 
(3), можна визначити загальну інтенсивність потоків 
запитів:
λ = ΛNe ,   (4)
де Ne  – одиничний вектор-рядок розмірності N.
Вектор-рядок γ  визначимо як:
=
γ = γ γ γ = γ = λ Ρ = λΡ∑
L
1 2 D j k kj
k 1
( , ,..., ) ,   (5)
тобто кожний його елемент визначає сумарну інтен-
сивність запуску системного прикладення номер j всі-
ма задачами, які вирішуються системою, а безпосеред-
ньо вектор-рядок γ  визначає інтенсивність запуску 
системних прикладень при функціонуванні АСУ.
Оскільки кожне системне прикладення котре вико-
ристовується для вирішення завдання k, обмінюється 
даними с другими системними прикладеннями, а та-
кож кожне прикладення знаходиться на будь-якому 
вузлі мережі, то можна визначити сумарний обсяг 
даних, які передаються між вузлами мережі для вирі-
шення завдання k. Нехай Ζ =k kijz  – матриця, кожний 
елемент який kijz  дорівнює сумарному обсягу даних, 
що передаються між вузлами мережі i і j для вирішення 
завдання k. Тоді можна записати, що:
( )
= = = =
 
= +  
 
= … = … = …
∑ ∑ ∑ ∑

D D D R
kij mj kr mj km rm ri kr mj km rm)
r 1 m 1 r 1 m 1
z g p ( g p b ) g p ( s d v ) ,
k  1,  2, ,L; i  1,  2,  ,M; j  1,  2,  ,M ,   (6)
де перший доданок – обсяг даних, передаванні між 
всіма системними прикладеннями, котрі використову-
ються завданням k і встановлені на вузлах i та j. Другий 
доданок – обсяг даних, переданих між всіма системни-
ми прикладеннями та сховищами даних, котрі вико-
ристовуються завданням k і встановлені на вузлах i та j.
Зазначимо, що у формулі (6) не враховуються по-
токи даних, котрі утворені запитами користувачів на 
запуск завдань і відповідями на запити (результати 
вирішення завдань). Однак, величину обсягу даних, 
переданих між користувачем m (m=1, 2, …, N) і всіма 
вузлами мережі можна обчислити як:
= = = = = =
µ = ϕ + ϕ∑∑∑ ∑∑∑0 mk k k
D L M L D M
m km kj ji kji km kj j i 1mk
j 1 k 1 i 1 k 1 j 1 i 1
u p g w u p g ,  (7)
де ϕ0mk  – обсяг запиту на запуск завдання k від корис-
тувача m, ϕ1mk  – обсяг відповіді користувачеві m за 
результатами вирішення завдання k. Перше доданок – 
це сумарний обсяг запитів на запуск завдань, що над-
ходять від користувача номер m, а другий доданок – 
сумарний обсяг відповідей по рішеннями завдань, що 
запускаються користувачем m.
Якщо використовувати матрицю розподілу корис-
тувачів по вузлах – Н, то можна обчислити сумарний 
обсяг потоку даних, що надходять на вузли та переда-
них вузлами, за якими закріплені користувачі – *v . 
Так для вузла номером j маємо:
=
= + = µ∑
N
* 0 1
j j j m mj
m 1
v v v h , (j = 1, 2 , .., M),   (8)
де сумарний обсяг даних, переданих користувачами, 
закріпленими за вузлом j:
= = = =
= ϕ∑ ∑∑∑
N D L M
0
j mj km kj ji kij 0mk
m 1 j 1 k 1 i 1
v h u p g w ,    (9) 
сумарний обсяг даних, одержуваних користувачами, за-
кріпленими за вузлом j:
= = = =
= ϕ∑ ∑∑∑ k k
N L D M
1
j mj km kj j i 1mk
m 1 k 1 j 1 i 1
v h u p g .  (10)
Далі можна обчислити сумарну величину обсягу 
даних, які поступають на вузли від користувачів (за-
пити користувачів). Якщо π0j  – сумарний обсяг даних, 
які поступили на вузол j у вигляді запитів користува-
чів на запуск завдань, то маємо:
= = = =
π = ϕ∑∑ ∑∑
N M L D
0
j ni mj km kmm ki 0ik
n 1 i 1 k 1 m 1
h g p w u , (j=1, 2, .., M). (11)
Тепер, використовуючи (6), можна визначити ін-
тенсивності потоків даних між вузлами мережі при 
вирішенні завдання k. Природно, що ці інтенсивності 
визначаються інтенсивністю запуску задачі k до усіх 
користувачів мережі (системи). Також вважаємо, що 
кожен додаток, котрий використовується при вирі-
шенні завдання, запускається один раз, хоча це обме-
ження легко обійти.
Матриця інтенсивності потоків даних між інфор-
маційними вузлами мережі для рішення завдання k 
розраховується як:
Α = α = λ = λ Ζk kij k kij k kz , 
(k=1,2, …,L, i=1,2,…,М; j=1,2,…,М),  (12)
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де αkij  – сумарна інтенсивність потоків даних між вуз-
лами i та j при вирішенні завдання k, а сумарні інтен-
сивності потоків даних, що передаються між вузлами 
інформаційними вузлами мережі при вирішенні всіх 
завдань визначаються матрицею = αA ij , яка обчис-
люється, як:
L L L
k ij ij kij k kij
k 1 k 1 k 1
, , z ,
= = =
Α = Α Α = α α = α = λ∑ ∑ ∑   (13)
де α ij – сумарна інтенсивність потоків даних від вузла 
i до вузла j. Формули (12) та (13) визначають загру-
зку каналів зв’язку та комунікаційного обладнання 
мережі.
Визначимо тепер навантаження на вузли мережі. 
Будемо виходити з того, що навантаження на вузол, 
на якому встановлено СП або структурний елемент 
сховища даних, визначається інтенсивністю потоку 
запитів до цих системних прикладень (баз даних). З 
формули (4) відомі інтенсивності запуску системних 
прикладень, встановлених на вузлах мережі γ j  (j= 
=1, 2, …, D). Використовуючи ці дані, а також дані про 
розподілення системних прикладень по вузлах мережі 
(матриця G), обчислимо інтенсивність потоків запитів 
на запуск СП номер j, який встановлений на вузлі i:
β = γji i jig , (j = 1, 2, …, D; i=1, 2, …, M).   (14)
Матрична форма формули (14) виглядає як:
= β = Γ* ji dgB G, (j=1, 2, …, D; i=1, 2, …, D), (15)
де Γ = γ *dg ij  – діагональна матриця, у якої γ = γ
*
iі i, а 
γ =*ij 0, якщо ≠i j.
Якщо β =ji 0, то це означає, що СП номер i не вста-
новлено на вузлі номер j. Відзначимо також, що фор-
мула (14) дозволяє обчислити значення інтенсивності 
потоку запитів на запуск програми від всіх завдань.
Якщо потрібно обчислити інтенсивність потоку 
запитів на запуск системного прикладення j, який 
виникає при виконанні завдання k на вузлі i, то можна 
скористатися формулою:








Якщо на вузлі i встановлено сховище даних, тоді 
можна визначити інтенсивність потоків запитів від 
системних прикладень до сховища номер j при вирі-
шенні завдання номер k:
φ = λkij k ji kjs d , 
(k=1, 2, …, L; j=1, 2, …, R; i=1, 2, …, M),   (18)
звідкіля можна отримати вираз для обчислення су-
марної інтенсивності потоків запитів к сховищу даних 
номер j, котре встановлено на вузлі i при вирішенні 
всіх завдань:
= =
φ = λ = φ∑ ∑
L L
ij k ji kj kij
k 1 k 1
s d , (j=1, 2, …, R; i=1, 2, …, M), (19)
якщо φ =ij 0, то на вузлі i не встановлено сховище даних 
з номером j, а матрична форма: Φ = φ ji , (j=1, 2, …, R; 
i=1, 2, …, M).
Якщо на одному вузлі встановлено декілька систем-
них прикладень або декілька сховищ даних, то сумарна 
інтенсивність потоків запитів на запуск системних 







,   (20)
а сумарна інтенсивність потоків запитів до сховищ 







.   (21)
Таким чином, визначено ( )PSI SI  – множину пара-
метрів потоків даних для фіксованої інформаційній 
структури мережі:
( ) { }k k,  Z ,  A ,  A,  B*,  = Λ ΦPSI SI .   (22)
Модель (22) описує параметри потоків даних між 
вузлами ІТМ.
6. Математична модель потоків даних стратифікованої 
інформаційної структури мережі
Для синтезу стратифікованої інформаційної струк-
тури інформаційно-телекомунікаційної мережі роз-
глянемо моделі, що дозволяють визначити параме-
три потоків даних між вузлами різних рівнів (страт) 
багаторівневої інформаційної структури, відповідної 
найбільш поширеним технологіям побудови мереж 
(наприклад, VLAN і VPN) [17, 18]. Це надалі дасть 
можливість визначити завантаження каналів зв’язку 
і мережевого устаткування. Така структура відповідає 
структурі корпоративної мережі, де підмережі ство-
рюються для обслуговування окремих підрозділів, а 
корпоративні сервери для доступу до корпоративних 
ресурсів.
Розглянемо мережу із стратифікованою інформа-
ційною структурою (стратифікація для простоти – до 
3-х рівнів, що не протиричить існуючим технологіям), 
яка складається з ряду підмереж. У кожну підмережу 
входить своя група інформаційних вузлів мережі (гру-
па вузлів першого рівня), а відповідна нею підмережа – 
підмережа першого рівня. У свою чергу групи першого 
рівня можуть об’єднуватися в групи другого рівня, а 
останні в групи третього рівня. 
Отже, хай всі вузли мережі розбиті на n груп 
( = 1n 1,K ). Кожна група номер n задається вектор-стовп-
чиком:
( ) ( )=Т1n 1n1 1ni 1nMc ,...,c ,...,c ,с    (23)
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де =1nic 1, якщо вузол номер i входить до складу групи 
номер n і, якщо вузол номер i не входить до складу гру-
пи номер n. Для елементів векторів 1nс  виконуються 
умови:







що означає, що в кожну групу входить як мінімум один 
вузол;







що означає, що один вузол може входити до складу 
тільки одній групи.
Вузли, які обмінюються даними з вузлами інших 
груп (або всіх груп) називатимемо відкритими вузла-
ми, а ресурси, розміщені на таких вузлах, – відкрити-
ми ресурсами.
З вектор-столбцов 1nс  1nс  можна скласти матрицю
= 1n1С с , яка задає розбиття вузлів мережі на групи.
Користуючись матрицею 1С  і матрицею А, визна-
ченою раніше (13), можна обчислити інтенсивності 
потоків даних між групами. Для цього обчислимо:
( ) ( )= = T1ijа1 1 1 1А С С А С ,   (24)
де елемент матриці ( )
= =
 
= ⋅ ⋅  ∑ ∑
M M
1ij 1jk 1ir rk
k 1 r 1
а c c a  – сумарна 
 
інтенсивність потоків даних між групою вузлів номер 
i і групою вузлів номер j інформаційної структури ме-
режі. При цьому 1iiа  – сумарна інтенсивність потоків 
даних між вузлами в групі номер i.
Для матриці, побудованої по формулі (24), спра-
ведлива лема, по якій перетворення матриці А що 
задається даною формулою, зберігає сумарну інтен-
сивність потоків даних, тобто сума інтенсивностей 
потоків даних залишається незмінною при об’єднанні 
вузлів в групи: сума інтенсивностей потоків даних 
між вузлами усередині груп і між групами дорівнює 
сумі інтенсивностей потоків даних між всіма вузлами, 
сформульована нижче.






c 1 i 1,M,   (25)
то для елементів матриць А і ( )1 1А С , зв’язаних співвід-
ношенням (24), справедлива рівність:
= = = =
=∑ ∑ ∑ ∑
1 1K KM M
ij 1mn
i 1 j 1 m 1 n 1
a a .   (26)
Формулу (24) можна використовувати для обчис-
лення інтенсивностей потоків даних одного завдання 
між групами. Так для завдання номер k отримаємо




= ⋅ ⋅  ∑ ∑
M M
1kij 1jm 1ir krm
m 1 r 1
а c c a  – сумарна інтенсивність 
 
потоків даних завдання номер k між групою вузлів 
номер r і групою вузлів номер j інформаційної струк-
тури мережі. При цьому 1kijа  – сумарна інтенсивність 
потоків даних завдання номер k між вузлами в групі 
номер i.
Оскільки для кожного завдання справедливо пра-
вило збереження потоків даних, для будь-якої матриці 
1С  при заданих матрицях А і ( )1 1А С  виконується 
рівність:






1 1 1 1А С А С .   (28)
Отримані результати дають можливість оцінити 
потоки даних і, відповідно, завантаження структу-
ротворного устаткування інформаційно-телекомуні-
каційної мережі на першому рівні (рівні доступу) в 
цілому і потоками кожного завдання.
Оскільки ІТМ розглядається як стратифікова-
на (частіше дворівнева або трирівнева) структура, 
то групи, утворені з вузлів мережі (групи першого 
рівня – рівня доступу) також об’єднуються в групи 
з раніше освічених груп першого рівня (групи дру-
гого рівня). Число груп другого рівня позначимо 
К2. Кожна група номер n другого рівня задається 
вектор-столбцом:
( ) ( )=
1
Т
2n 2n1 1ni 2nKc ,...,c ,...,c ,с    (29)
де =2nic 1, якщо вузол номер i входить до складу групи 
номер n і, якщо вузол номер i не входить до складу гру-
пи номер n. Для елементів векторів 2nс  виконуються 
умови:
1. Для будь-якого ∈ 2n 1,K  справедлива нерівність, 
що означає, що в кожну групу другого рівня входить як 
мінімум одна група першого рівня.
2. Для будь-якого ∈ 1i 1,K  справедлива нерівність, 
що означає, що одна група першого рівня може входити 
до складу тільки одній групи другого рівня.
З вектор-столбцов 2nс  можна скласти матрицю 
= = =2n 2 1, n 1,K , i 1,K2С с , яка задає розбиття груп пер-
шого рівня на групи другого рівня для ІТМ.
Тепер, користуючись матрицями С2 і А1, можна 
обчислити інтенсивності потоків даних між групами 
другого рівня:
( ) ( ) ( )( )( )( )= = − T2 2 2ij 2 1 1 2а diag1 1А С С А С А С С ,  (30)
де елемент матриці ( )
= =
 
= ⋅ ⋅  
∑ ∑
1 1K K
2ij 2 jk 2ir 1rk
k 1 r 1
а c c a  – сумарна 
 
інтенсивність потоків даних між групою другого рівня 
номер і і групою другого рівня номер j ІТМ. При цьому 
2iiа  – сумарна інтенсивність потоків даних між група-
ми вузлів першого рівня що входять до групи другого 
рівня номер і.
Формула збереження потоків для другого рівня 
має вигляд:
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= = = = =
= −∑ ∑ ∑ ∑ ∑
2 2 1 1 1K K K K K
2ij 1mn 1mn
i 1 j 1 m 1 n 1 m 1
a a a .   (31)
Формулу (30) можна використовувати для обчис-
лення інтенсивностей потоків даних одного завдання 
між групами другого рівня. Так для завдання номер до 
отримаємо:




= ⋅ ⋅  
∑ ∑
1 1K K
2kij 2 jm 2ir 1krm
m 1 r 1
а c c a  – це сумарна інтенсив- 
 
ність потоків даних завдання номер до між групою 
другого рівня номер і і групою другого рівня номер j 
інформаційної структури ІТМ. 
Оскільки інтенсивність потоків даних між вузлами 
складається з інтенсивностей потоків даних, що утво-
рюються завданнями, які використовують додатки 
встановлені на вузлах, то за відсутності поглинання 
потоків на вузлах мережі зберігається сумарна інтен-
сивність потоків даних від різних завдань в мережі, 
незалежно від розбиття на підмережі.
Отриманий результат дає можливість оцінити за-
вантаження структуротворного устаткування ІТМ на 
другому рівні (рівні розподілу). Представляють прак-
тичний інтерес такі характеристики, як сумарні інтен-
сивності потоків даних на кожному рівні ієрархічної 
структури [19, 20]. Сумарну інтенсивність потоків 






i 1 j 1
А a ,  (33)
де підсумовуються інтенсивності потоків даних між 
всіма вузлами мережі.
Сумарна інтенсивність потоків даних усередині 








А a1А С ,  (34)
оскільки виходячи з визначення елементів матриці 
( )11А С  – це сумарна інтенсивність потоків даних, які 
передаються тільки усередині груп першого рівня.
Потоки даних між групами першого рівня пере-
даються на другому рівні, при цьому частина потоків 
передається усередині груп другого рівня.
Сумарна інтенсивність потоків даних на другому 
рівні (сумарна інтенсивність потоків даних між група-
ми першого рівня) обчислюється за формулою:
( )( )
= = =
= −∑ ∑ ∑
1 1 1K K K
*
20 1 1ij 1ii
i 1 j 1 i 1
А a a .1А С   (35)
Відзначимо, що в матриці А всі діагональні еле-
менти нульові, оскільки немає обміну даними усе-
редині вузлів мережі (комп’ютерів, серверів), тому 
і при розрахунку потоків на другому рівні не врахо-
вуються потоки усередині груп першого рівня (вони 
аналогічні вузлам корпоративної мережі на першому 
рівні).
Сумарна інтенсивність потоків даних усередині 






2 2 2 2ii
i 1
А aА С .  (36)
Ефективність структури мережі визначається су-
марною інтенсивністю потоків між групами. При цьо-
му, чим менше ця інтенсивність, тим більше потоків 
зосереджено усередині груп і, отже, менше витрат на 
організацію міжгрупового обміну, яка може бути знач-
но складніше за організацію обміну даними усередині 
групи.
Як міру ефективності структури введемо коефі-
цієнти поглинання інтенсивностей потоків даних на 
кожному рівні. Коефіцієнт поглинання на кожному 
рівні відображає частку сумарної інтенсивності по-
токів, яка локалізується усередині рівня (усередині 
груп рівня). При збільшенні значення коефіцієнта по-
глинання, зменшується сумарна інтенсивність потоків 
між групами, тобто групи стають менш залежними 
один від одного.
Коефіцієнт поглинання для першого рівня 0< σ1 <1 
рівний:













Коефіцієнт поглинання для другого рівня 0<<σ2<1 
рівний:











Запропоновані коефіцієнти визначають якість 
формування структури мережі, оскільки, як наголо-
шувалося, чим більше значення коефіцієнта погли-
нання рівня, тим менше витрат на передачу даних на 
більш високому рівні. Дані коефіцієнти можуть бути 
використані при вирішенні завдань синтезу інформа-
ційної структури.
Отримані результати дозволяють визначати пара-
метри потоків даних між (логічними) об’єднаннями 
вузлів мережі. Інформаційна структура мережі повин-
на реалізовуватися технічними засобами і втілювати-
ся у вигляді технічної структури мережі.
7. Обговорення результатів дослідження
Аналіз і формування структури ІТМ має врахову-
вати виконувані на мережі застосування (завдання), 
які формують потоки даних. Аналіз проводиться шля-
хом виділення інформаційною і технічною складових 
структури, що визначають джерела і приймачі потоків 
даних і устаткування для управління цими потоками. 
Для проведення аналізу потрібно розробити засоби 
математичного опису інформаційної і технічної струк-
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тури мережі, що дозволяють обчислювати характери-
стики мережі.
Розроблені математичні моделі, що дозволяють, 
використовуючи засоби опису інформаційної структу-
ри, проводити розрахунок характеристик інформацій-
ної структури: параметри потоків даних застосувань 
між інформаційними вузлами, інтенсивність потоків 
даних, що поступають на вузли інформаційної струк-
тури. Моделі дозволяють диференційовано досліджу-
вати потоки даних кожного застосування.
Таким чином, запропонований підхід до аналізу 
структури мережі орієнтований на задану множину 
системних прикладень, що запускаються у мережі і 
дає можливість проводити аналіз з урахуванням осо-
бливостей роботи задач, що важливе для ІТМ, спеціа-
лізованої для вирішення конкретних завдань системи 
управління.
На відміну від більшості існуючих досліджень, 
дана робота орієнтована на формалізацію задачі адап-
тивного управління потоками даних мережі шляхом 
розробки комплексної математичної моделі струк-
тури мережі. Створено математичну модель потоків 
даних, що є частиною вказаної комплексної моделі. 
Однак запропонована модель носить дещо укруп-
нений характер. Подальші дослідження мають бути 
спрямовані на побудову часткових математичних мо-
делей, що описують окреми копоненти інформаційної 
структури мережі.
Отримані результати можна розглядати як осно-
ву математичного забезпечення вирішення завдань 
адаптивного управління трафіком складної розпо-
діленої мережі. Запропоновані моделі можуть вико-
ристовуватися при розробці методів та деталізованих 
алгоритмів управління потоками даних спеціалізо-
ваної ІТМ.
8. Висновки
1. Розглянуто задачу аналіза структури мережі для 
вибору варіантів побудови ІТМ. Визначено структуру 
математичного апарату для аналізу структури мережі. 
Його основою є комплексна математична модель, ком-
поненти якої описують інформаційну структуру, потоки 
даних та технічну структуру мережі. Описано основні 
параметри моделі інформаційної структури мережі, яка 
є основою для розробки моделей потоків даних. До мно-
жини параметрів моделі входять характеристики, які 
описують обмін даними між вузлами мережі при вико-
нанні прикладних завдань, зокрема: інтенсивності по-
токів запитів користувачів, інтенсивності потоків даних 
між інформаційними вузлами, навантаження на вузли 
мережі, інтенсивності потоків запитів до сховища даних. 
2. Створено математичну модель, яка описує па-
раметри потоків даних між вузлами мережі при фік-
сованій інформаційній структурі. При цьому врахо-
вуються обмін даними між вузлами, який виникає 
внаслідок взаємодії застосувань, які реалізовуються 
на окремих вузлах. Враховуються також запити ко-
ристувачів до сховищ даних. 
3. Розроблено математичну модель потоків даних 
стратифікованої багаторівневої інформаційної струк-
тури мережі, яка характерна для найбільш поширених 
сучасних технологій побудови мереж. Розглянуто ме-
режу, яка має трирівневу стратифіковану структуру 
і складаєтьмя з ряду підмереж, об’єднаних у групи 
першого, другого та третього рівня. Досліджуються та 
обчислюються інтенсивністі потоків даних між вузла-
ми в межах групи, а також обмін даними між групами 
вузлів. Це дає можливість визначити завантаження ка-
налів зв’язку і мережевого устаткування при побудові 
технічної структури мережі.
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Досліджується проблема інтерпретації показ-
ників взаємозв’язку багатовимірних стійких 
випадкових величин. Запропоновано розглядати 
взаємозв’язок між ними в рамках факторної моде-
лі. Серед досліджуваних законів розподілу виділено 
підклас таких, для яких можливе представлення 
величин, що наблюдаються, линійною комбінацією 
незалежних. Показано, що в межах цього підкла-
су показник взаємозв’язку має такий саме сенс, як 
і коефіцієнт кореляції для нормального розподілу
Ключові слова: багатовимірні стійкі розподіли, 
показник взаємозв’язку, факторна модель, симе-
тричне перемішування прихованих факторів
Рассмотрена проблема интерпретации показа-
телей взаимосвязи многомерных устойчивых слу-
чайных величин. Предложено рассматривать вза-
имосвязь между ними в рамках факторной модели. 
Среди исследуемых законов распределения выде-
лен подкласс таких, для которых возможно пред-
ставление наблюдаемых величин линейной комби-
нацией независимых. Показано, что в рамках этого 
подкласса показатель взаимосвязи имеет тот же 
смысл, что и коэффициент корреляции для нор-
мального распределения
Ключевые слова: многомерные устойчивые рас-
пределения, показатель взаимосвязи, факторная 





Одним из базовых понятий математической ста-
тистики является взаимосвязь случайных величин. 
Соответственно, построение количественных мер та-
кой взаимосвязи является важным направлением этой 
отрасли науки. В рамках нормального закона распре-
деления универсальными показателями взаимосвязи 
служат коэффициенты корреляции, однако за преде-
лами этого закона они теряют свою универсальность и 
даже не всегда существуют.
В общем случае разработка и выбор показателей 
связи между случайными величинами обусловлены 
не только законом распределения, но и целью исполь-
 В. Л. Шергин, 2015
