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ABSTRACT 
 Redox flow batteries (RFBs) provide a promising pathway towards grid-scale energy 
storage but are inhibited from widespread implementation due to high costs. RFBs are divided 
into aqueous (Aq) and nonaqueous (NAq) redox flow batteries, both of which show distinct 
challenges to build low-cost RFBs with battery prices less than $100 kWh-1. Overcoming these 
cost challenges requires a detailed electrolyte techno-economic (TE) model, which explicitly 
quantifies RFB redox active material, salt, and solvent costs. TE model results identify active 
species concentration and cell voltage as critical cost-constraining parameters for nonaqueous and 
aqueous RFBs respectively. Active species concentration targets for NAqRFBs are decreased by 
increasing cell voltage, and by decreasing area-specific resistance, redox active material 
molecular weight, and salt molecular weight and concentration. Similarly, cell voltage targets for 
AqRFBs are decreased by decreasing area-specific resistance and redox active material cost per 
unit mass and molecular weight. Alternative design pathways for nonaqueous and aqueous RFBs 
are proposed which decrease NAqRFB redox active material molality targets to 1.1 mol kg-1 and 
AqRFB cell voltage targets to 0.6 V, and which could potentially decrease RFB battery price to 
$90 kWh-1. This TE model is used to analyze a group of experimentally tested nitrobenzene 
derivatives to find optimal redox active material potential, molecular weight, and salt molecular 
weight for next-generation nonaqueous RFBs. Nitrobenzene derivatives are found to have a 
battery price of $260 kWh-1 when used with TBAPF6 salt, but on switching to TMABF4 salt with 
lower molecular weight, the battery price can be reduced further to $160 kWh-1 albeit with higher 
active material molality targets. Finally, an analytical model of redox active species crossover in 
nonaqueous RFBs is developed and implemented in order to reduce coulombic inefficiencies in 
RFBs by selecting optimal operating parameters. The degree of crossover is found to be highly 
sensitive to current density and separator permeability, and can be decreased by an order of 
magnitude using thicker separators and higher current densities.   
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1. INTRODUCTION 
 Low cost grid-scale energy storage technologies are a major focus of current research 
since they can enable cost-effective renewable energy sources, make currently existing fossil 
fuels sources cheaper, and provide more control over existing energy infrastructure.1,2 A major 
pathway towards low-cost grid-scale energy storage devices is redox flow batteries (RFBs) that 
utilize flowable active materials which undergo redox reactions in a liquid electrolyte.3 Redox 
flow batteries are advantageous over static architectures due to their independent power and 
energy density components, since RFB tank sizes can be controlled independently of reactor 
properties.4 Redox flow batteries are divided into two major categories: aqueous (Aq) and  
nonaqueous (NAq) according to the type of solvent used. Aqueous cells use low cost solvents and 
require no additional salt, but have cell voltages less than 2 V due to the stability limits of water.5 
Nonaqueous RFBs show cell voltages over 2 V, but also have substantially more expensive 
electrolytes (solvent and salt).6  
 The U.S. Department of Energy Office of Energy Delivery and Energy Reliability has set 
a long term system target of $120 kWh-1 for 4 hours of energy storage.7 However, modern RFBs 
have shown system prices over $500 kWh-1.8,9 In order to achieve this aggressive long-term price 
target, redox flow batteries require careful selection of redox active materials, salt, and solvent to 
minimize electrolyte costs.8 In addition, cell operating parameters such as cell voltage, flow 
velocity, current density, and separator permeability must be optimized in order to maximize 
utilization of electrolyte materials.6,10  Thus, the present work develops a materials-centric techno-
economic model to quantify the impact of electrolyte costs and reactor properties on RFB battery 
price. This techno-economic model is then applied to an experimentally tested group of 
nitrobenzene derivatives in order to analyze and minimize the costs of current NAqRFBs via 
materials selection. Finally, an active species crossover model is developed in order to mitigate a 
major source of losses in nonaqueous RFBs by model-driven selection of operating parameters.  
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2. MATERIAL-SELECTION CRITERIA FOR COST EFFECTIVE REDOX FLOW 
BATTERIES1 
2.1 Introduction  
To achieve the long-term $120 kWh-1 system price target, the price to energy ratios of 
aqueous and nonaqueous RFBs can drop by following different cost reduction pathways that 
optimize their fundamentally different reactor and materials characteristics.8 Aqueous RFBs 
(AqRFBs) leverage inexpensive electrolytes, utilizing water as the solvent and typically a low 
cost inorganic salt (e.g., H2SO4, KOH, and NaCl), while exhibiting high power density due to low 
cell resistance. The typical electrochemical stability window of water (less than 1.5 V), however, 
limits the maximum achievable AqRFB electrolyte energy density. In contrast, nonaqueous RFBs 
(NAqRFBs) employ nonaqueous solvents with wide electrochemical stability windows (3 – 4 V) 
and can thus enable electrolytes with greater energy density as compared to aqueous systems. 
Despite attractive voltage capabilities, NAqRFBs suffer from relatively expensive nonaqueous 
solvents (e.g., nitriles, glymes, and carbonates) and fluorinated salts (e.g., tetrafluoroborates, 
hexafluorophosphates, and bis(trifluoromethylsulfonyl)imides), as well as low power density due 
to low separator (or membrane) conductivities. Considering the advantages and drawbacks of 
each system, AqRFB cost cutting efforts should maximize cell voltage, while NAqRFB design 
should decrease electrolyte cost and improve power density. 
Redox-active materials for both families of RFBs require continued research and 
development for widespread adoption. Inorganic non-metallic (e.g., polysulfide-bromine) and 
transition metal (e.g., all-vanadium) redox-active materials have traditionally been at the forefront 
of AqRFB development, although metal coordination complexes have also been explored.5,11,12 
AqRFBs utilizing certain inorganic non-metallic redox-active materials, such as bromine, have 
failed to penetrate the market due to their corrosive and toxic nature, making the practical design 																																																								1 Reproduced by permission from the Royal Society of Chemistry (See Ref. 88) 
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of flow fields, pumps, storage tanks, and pipes difficult.13 Additionally, transition metal based 
AqRFBs have struggled to achieve the battery price targets due to the high cost and limited 
abundance of the redox-active material.3 Early investigations into NAqRFBs employed metal 
coordination complexes as redox-active materials that suffer from low solubility, poor stability, or 
expensive precursors.14–17 A significant portion of recent RFB progress beyond vanadium RFBs, 
arguably the current state-of-the-art systems, has aimed at identifying low cost redox-active 
materials such as abundant inorganic species18,19 and tailored organic molecules20–32. Organic 
redox-active molecules are particularly attractive for use in both aqueous and nonaqueous RFBs 
since they are comprised of earth abundant elements (e.g., hydrogen, carbon, oxygen, sulfur) and 
offer a broad design space, allowing for rational control of molecular weight, solubility, and 
redox potential, by molecular functionalization. 
RFB price relates to experimentally measurable chemical properties, electrochemical 
performance, and cost parameters, which serve as critical inputs towards developing RFB cost 
projections via a techno-economic (TE) model. TE models have quantified the price performance 
of transportation33,34 and grid-scale8,35–37 energy storage devices. In 2014, Darling, Gallagher, and 
co-workers developed a comprehensive TE model (hereafter referred to as the DG model) to 
compare the price performance of aqueous and nonaqueous RFBs.8 The DG model defined 
benchmark values for redox-active material concentration, molecular weight, cell voltage, and 
area specific resistance (ASR), for both families of RFBs, to reduce battery price to $100 kWh-1. 
Although instrumental in elucidating future RFB prices, the DG model focused on a single set of 
benchmarks, which did not explore alternative design iterations. A recent investigation into 
separator performance characteristics for RFBs considered the tradeoffs among cell voltage, 
ASR, and reactor cost,10 but no such sensitivity analysis has accounted for the relative cost 
contributions from the electrolyte constituent materials: solvent, salt, and redox-active 
compounds. 
	 4 
The present work addresses the lack of RFB design strategies by exploring the materials 
space mapped by an electrolyte-centric TE model, which identifies new RFB price reduction 
strategies. A detailed electrolyte cost model, explicitly accounting for redox-active species, salt, 
and solvent cost contributions, combined with the existing DG model, enables a sensitivity study 
of aqueous and nonaqueous RFB prices to various material and cost parameters. We explore the 
available RFB design space and investigate the sensitivity of both aqueous and nonaqueous RFBs 
to pertinent electrolyte constituent cost variables, cell voltage, and ASR. Further, maps of the 
available design space translate abstract price targets into quantitative performance targets, 
bridging the techno-economic model to prototype guidelines. As such, this paper demonstrates 
tradeoffs in RFB constituent costs and performance to achieve a $100 kWh-1 battery price. 
Ultimately, our analysis culminates in a set of suggested pathways to most easily achieve the 
near-term target battery price ($100 kWh-1) and even decrease RFB price to $80 kWh-1. This 
materials-centric analysis can guide future research efforts in the development and selection of 
new, promising materials for use in economically viable RFB prototypes. 
2.2 Methodology 
Redox flow battery price is defined as the RFB’s future state battery price P0 (excluding 
power conditioning systems) per unit discharge energy Ed, delivered over a time td. The present 
TE model (which builds on the DG model8) separates RFB price into four major cost 
contributions from the reactor CReactor, electrolyte CElectrolyte, additional CAdditional, and balance of 
plant (BOP) CBOP: 
 
P0
Ed
=CReactor +CElectrolyte +CAdditional +CBOP                                      (2.1) 
Table 2.1 provides variable definitions for all cost equations, as well as benchmark values and 
units. Here, a series of design maps are presented in which certain model parameters vary. The 
parameters that do not vary in the design maps assume benchmark values (Table 2.1), unless 
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otherwise explicitly stated. In these design maps, thin dotted black lines denote benchmark 
values. 
This work builds on the reactor, additional, and BOP cost descriptions from the DG 
model. In the DG model,8 the reactor cost in ($ kWh-1) depends on the cost per unit area of the 
reactor ca (including bi-polar plates, membranes, and seals), area-specific resistance R, open-
circuit cell voltage U, discharge voltage efficiency εv,d, system efficiency during discharge εsys,d 
(including losses due to auxiliary equipment), and discharge time td: 
CReactor =
caR
εsys,dU 2εv,d 1−εv,d( ) td
 .                                              (2.2) 
The BOP and additional costs account for the ancillary equipment required to build a 
plant and for economic factors like depreciation, overhead, and profit margin. A full discussion of 
these costs is provided in Ref. 8. Importantly, this work considers a battery price, which excludes 
power conditioning systems and installation costs.8 The battery price is not to be confused with 
the system price, which includes power conditioning systems costs, as the system price may be 
the focus of other techno-economic modeling literature. The $120 kWh-1 system price target used 
in the DG model is thus converted to a $100 kWh-1 battery price target by excluding a power 
conditioning system that costs $100 kW-1 for 5 hours of discharge.38  
We now introduce a new sub-model that incorporates individual material cost 
contributions to the total electrolyte cost in $ kWh-1. Specifically, the costs from redox-active 
materials used in the positive and negative electrolytes and the costs of the supporting salt and 
solvent are included explicitly. This electrolyte cost model captures the state of RFB materials as 
purchased from a chemical supplier by explicitly separating the redox-active material, salt, and 
solvent costs. Further, the model normalizes the electrolyte materials costs by the total system 
energy, accounting for discharge efficiencies (as included in the reactor cost), round-trip 
coulombic efficiency εq,rt (accounts for crossover and shunt current effects), open-circuit cell 
voltage, and depth of discharge χ (the fraction of theoretical capacity accessed): 
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CElectrolyte =
1
ε sys,dεq,rtFεv,dU
s+M +
χ+ne+
cm,+ +
s−M −
χ−ne−
cm,− + 2ravgMsaltcsalt +
2
bavg
csolvent
⎛
⎝⎜
⎞
⎠⎟
     (2.3) 
The redox-active materials used in either positive or negative electrolytes (denoted with ‘+’ or ‘-’ 
subscripts, respectively) store ne electrons per s formula units of the particular redox-active specie 
(also called the stoichiometric coefficient) that has molecular weight M with a cost per unit mass 
cm. Equation 2.3 also accounts for the benefits of employing a cheaper salt or solvent in the final 
RFB. Several variables specify the type and amount of salt employed, including the molar ratio of 
salt to redox-active species r (in moles of salt per mole of electrons stored), salt molecular weight 
Msalt, and the salt cost per unit mass csalt. Solvent costs depend on the redox-active species 
concentration b (molality in units of moles of electrons transferred per kilogram of solvent) and 
the cost per unit mass of the solvent csolvent. Note here that the molar ratio of salt to redox-active 
species and the redox-active species concentration appear as average values of the positive and 
negative electrolytes and assume the symbols ravg and bavg, respectively [ravg is an arithmetic mean 
with ravg = r+ + r−( ) 2 , while bavg is a harmonic mean with bavg = 2b+b− b+ + b−( ) ]. Appendix A 
relates these variables (ravg and bavg) to parameters from the DG model. This approach also 
accounts for the ion-transfer configuration of the RFB by modeling salt concentration variations. 
This capability enables comparison between rocking-chair and salt-splitting ion transfer 
configurations that are discussed in detail later (Section 2.3.2). 
 The costs-per-unit-mass ($ kg-1) of redox-active materials, salts, and solvents in Table 2.1 
assume future commodity-scale production and can vary depending on the choice of material. 
While these costs may appear optimistic, certain materials could achieve these values today; for 
example, the 2006 bulk price of acetonitrile, a typical NAqRFB solvent, was ~$1.50 kg-1.39 
Additionally, the two-fold decrease in lithium-ion battery electrolyte (1 mol L-1 salt + solvent) 
costs from $40 kg-1 to $18 kg-1 between 1999 and 2011,34,40 suggests that other solvent and salt 
costs could realistically fall to the values listed in Table 2.1 over the next decade. Redox-active 
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materials have an estimated future state cost of $5 kg-1, however, tailored molecules can cost 
more if complicated synthetic procedures are required for manufacture.8 Anthraquinone, a 
precursor to several other redox-active materials,20,21,41,42 has an estimated price of ~$4.40 kg-
1.21,43 Alternatively, inherently low cost materials, such as those containing sulfur44 or bromine21 
(the 2006 prices of S8 and Br2 were $0.20 kg-1 and $1.41 kg-1, respectively39), can decrease future 
state costs compared to tailored redox-active molecules.  
2.3 Results and Discussion 
2.3.1 Mapping the RFB Materials Design Space 
We map the available materials design space for aqueous and nonaqueous RFBs, within 
physical reason, to achieve a $100 kWh-1 battery price. The analysis presented here remains 
within a design space commonly accessible by laboratory and industrial scale RFBs, even though 
extreme RFB electrolyte systems may be possible. To begin, this work explores the tradeoffs 
among cell voltage, redox-active material molecular weight, and redox-active material 
concentration for both aqueous and nonaqueous RFBs. Contours of constant concentration in Fig. 
2.1 represent possible RFB designs with a $100 kWh-1 price. 
The thermodynamic dissociation potential of water is 1.23 V, but due to the sluggish 
kinetics of the hydrogen and oxygen evolution reactions on porous carbon electrodes, AqRFB cell 
voltages can typically reach 1.5 V (Fig. 1.1, horizontal dashed line).6 In some exceptional battery 
systems, such as lead-acid and zinc-bromine, the water stability limit has exceeded 1.7 V.5,45 
RFBs with cell voltages greater than 2 V, however, will require the use of an aprotic nonaqueous 
solvent,8 which can easily exhibit electrochemical windows from 3 – 4 V.46 Each concentration 
contour in Fig. 2.1, for both aqueous and nonaqueous RFBs, demonstrates that as the molecular 
weight of the redox-active species increases, the required cell voltage to achieve $100 kWh-1 also 
increases. Increasing molecular weight subsequently increases RFB price (in $), so to offset 
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higher redox-active material costs, the cell voltage must also rise, increasing the available system 
energy and decreasing reactor cost. 
Notably for NAqRFBs, as the redox-active species molality decreases, either the cell 
voltage must increase or the molecular weight must decrease significantly to attain the target 
battery price, and this sensitivity results from higher solvent costs ($2 kg-1) than water. Redox-
active species molality is directly proportional to electrolyte energy density, which subsequently 
defines the total available energy of the RFB. As redox-active material concentration decreases, 
the volume of electrolyte required to achieve a fixed system energy increases, and subsequently 
the amount and total cost of solvent also increases. Therefore, to achieve the target price, the 
battery energy must increase via a voltage increase, or the electrolyte cost must reduce by 
utilizing redox-active compounds with lower molecular weight. As a quantitative example, a 100 
g mol-1 redox-active material at 20 mol kg-1 concentration requires a 2.8 V cell, but the same 
redox-active material requires a 4 V cell if the operating concentration drops to 2 mol kg-1. 
Further, the NAqRFB design space is insensitive to molality changes at high redox-active 
material concentrations (greater than 20 mol kg-1) because, in this regime, the solvent cost 
contribution approaches zero. Ultra-high NAqRFB concentrations (greater than 200 mol kg-1) 
correspond to redox-active materials in near-neat form with minimal solvent content, and only 
liquid redox-active species can achieve such high concentrations. Liquid redox-active species are 
a new concept for NAqRFBs, demonstrated in Refs. 31 and 43. Due to the decreasing solvent cost 
contribution at ultra-high redox-active material molality, the concentration contours for such 
redox-active liquids will closely match the 200 mol kg-1 contour, and thus, the NAqRFB feasible 
region in Fig. 2.1, highlighted in green, exists above the 200 mol kg-1 contour. 
Additionally, Fig. 2.1 shows that a NAqRFB system with a cell voltage less than 2 V will 
be financially infeasible. In contrast to nonaqueous systems, AqRFB designs demonstrate 
negligible sensitivity across order of magnitude changes in redox-active species concentration 
(0.5 – 200 mol kg-1). For AqRFBs, the solvent cost contribution ($0.1 kg-1) is extremely low, and 
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thereby, only the redox-active material molecular weight or cell voltage can substantially affect 
the design space. At extremely low concentrations (less than 0.5 mol kg-1), however, AqRFBs 
require cell voltages greater than the electrochemical stability window of water to meet the cost 
targets, suggesting a minimum concentration requirement of 0.5 mol kg-1 to maintain electrolyte 
stability and eliminate redox-active material molality as a cost constraint. The maximum stable 
cell voltage in aqueous solution and the minimum cell voltage required to recover electrolyte 
costs bound the AqRFB feasible design space (highlighted in yellow in Fig. 2.1). In the regime of 
ultra-low redox-active species concentration (less than 0.5 mol kg-1), AqRFBs may become 
sensitive to other cost parameters such as pumping energy losses, cycle efficiencies, or tank sizes, 
which this analysis did not consider. 
 RFB design is also sensitive to reactor ASR. A recent study has shown that reactor ASR 
can drastically impact the required cell voltage for economically feasible RFBs,10 but changes in 
ASR can also affect the required redox-active material concentrations for NAqRFBs. Figure 2.2 
plots contours of constant concentration as a function of cell voltage and reactor ASR for both 
aqueous and nonaqueous RFBs. First, this analysis establishes an upper bound on a maximum 
plausible ASR is approximately 20 Ω cm2; at this ASR value all NAqRFB designs would require 
cell voltages above 4.5 V, which would be difficult due to electrolyte breakdown.46 Similarly, a 
maximum plausible ASR for AqRFBs is approximately 1.5 Ω cm2, beyond which an AqRFB 
would require a cell voltage exceeding 1.5 V, leading to imminent water dissociation. 
Considering the nonaqueous contours, Fig. 2.2 demonstrates a rapid decrease in required cell 
voltage or redox-active species concentration as ASR decreases in the range of 20 to 1 Ω cm2. 
The DG model recommended employing 3 V NAqRFB reactors with 5 Ω cm2 ASR and redox-
active species concentration of 9.6 mol kg-1,8 but a later study recommended decreasing the ASR 
of NAqRFBs down to 2.3 Ω cm2,10 which could reduce the required redox-active species 
concentration to 4 mol kg-1. For ASR values below 1 Ω cm2, NAqRFB cell voltage targets 
become relatively insensitive to further decreases in ASR. Again, due to low solvent costs, for 
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concentrations greater than 0.5 mol kg-1 AqRFB cell voltage and ASR requirements are less 
sensitive to redox-active species concentration, even over order of magnitude changes. AqRFBs 
with concentrations less than 0.5 mol kg-1 are infeasible at $100 kWh-1 due to high cell voltage 
requirements that extend beyond the stability window of aqueous electrolytes. Figure 2.2, 
however, also demonstrates that decreasing ASR for aqueous systems below 1 Ω cm2 could 
decrease cell voltage requirements down to under 1.2 V, broadening the number of viable redox-
active materials for use in AqRFBs. Due to the inherent constraint of the narrow AqRFB 
electrochemical window, small improvements in ASR could lead to a critical decrease in required 
AqRFB cell voltage. 
 Considering only cell voltage, ASR, redox-active material molecular weight, and redox-
active material concentration as design parameters, the variability of battery price is evident for 
both aqueous and nonaqueous RFBs. The difference in design sensitivity between the two system 
families leads to fundamentally different challenges in materials selection at fixed battery price. 
Recent reports have already demonstrated NAqRFBs with cell voltages greater than 2 V,48,49 and 
low molecular weights less than 200 g mol-1.26,31,50 These early advances suggest that the cell 
voltage and molecular weight benchmarks of 3 V and 100 g mol-1 may be possible in the future. 
The corresponding redox-active material concentration target of 9.6 mol kg-1 (~ 4 – 5 mol L-1, 
assuming specific volume of 1 L kg-1) for NAqRFBs, however, would be difficult to achieve 
experimentally. State-of-the-art tailored organic redox-active materials developed by Sevov et al. 
and Huang et al. had solubility limits less than 2 mol L-1.31,50 Decreasing the required redox-active 
material concentration becomes a critical design optimization pathway for economically viable 
NAqRFBs. Since AqRFB design is relatively insensitive to solvent costs, AqRFBs can operate in 
a cost effective manner even at low redox-active material concentrations, but viable AqRFBs will 
require cell voltages in the range of 1.2 – 1.5 V and ASR values below 1.5 Ω cm2. While many 
AqRFBs, including vanadium systems, demonstrate cell voltages exceeding 1 V, low cost redox-
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active species that maximize use of aqueous electrochemical stability windows are essential for 
low-priced AqRFBs. 
2.3.2 Nonaqueous RFB Design Optimization 
 To enable NAqRFBs with sufficiently high cell voltages, positive electrolyte materials 
must have relatively high redox potentials, while negative electrolyte materials must have 
relatively low redox potentials. The difference between the redox potentials of the positive and 
negative redox-active materials will define the total NAqRFB cell voltage, and thus, the positive 
and negative electrolytes each require unique materials selection criteria. Figure 2.3 quantifies 
required changes in individual electrolyte material redox potential as a function of molecular 
weight for various redox-active material concentrations. To allow such an analysis, Fig. 2.3 pairs 
positive electrolyte materials with a benchmark negative electrolyte material that has the same 
molecular weight per electron transferred as the positive active material of interest, but with a 
redox potential of 1 V vs. Li/Li+. Conversely, the analysis pairs negative electrolyte materials 
with a benchmark positive electrolyte material, again, with the same molecular weight per 
electron transferred as the negative active material of interest, but exhibiting a redox potential of 
4 V vs. Li/Li+. In Fig. 2.3 contours with Eᵒ > 3 V vs. Li/Li+ (solid) correspond to positive 
electrolyte materials, while contours with Eᵒ < 2 V vs. Li/Li+ (dashed) correspond to negative 
electrolyte materials. The positive and negative electrolyte contours exhibit complementary 
trends to the cell voltage contours in Fig. 2.1; specifically, increasing redox-active material 
molecular weight requires a more extreme redox potential in order to achieve $100 kWh-1. In 
addition, as redox-active material concentration decreases for a fixed molecular weight, the target 
system design requires more extreme redox potentials. The region between the positive and 
negative electrolyte contours represents an infeasible region for redox-active material use in a 
NAqRFB. Redox potentials in this region are too moderate to enable high enough cell voltages to 
offset the associated reactor and electrolyte costs. Figure 2.3 ultimately demonstrates that by 
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identifying redox-active materials with more extreme redox potentials, or by decreasing redox-
active material molecular weight, nonaqueous electrolytes with lower concentrations of redox-
active materials become cost effective. 
 Until now, the TE analysis has only considered the redox-active material and solvent cost 
contributions to NAqRFB electrolytes, but salt costs ($20 kg-1) will be higher than either redox-
active materials ($5 kg-1) or solvent costs ($2 kg-1) due to the high cost associated with 
fluorinated anions. Figure 2.4 demonstrates the relationship among salt cost, salt molecular 
weight, and redox-active species concentration. For each contour of constant concentration, as 
salt cost increases, the salt molecular weight must decrease, and vice versa. This simple trend 
arises to maintain the same overall cost of salt ($) for a fixed redox-active material concentration. 
The DG model estimated a salt cost of $20 kg-1, but the variation in cost among lithium salts,51 
suggests that cheaper materials, below $20 kg-1, could exist for NAqRFBs. Salt candidate 
searches should consider new lithium-ion battery salts, such as chelated phosphates, borates, 
imides, and heterocyclic amines,52 as a possible pathway to decrease materials cost. Identifying 
cheaper or lower molecular weight salts can minimize NAqRFB redox-active species 
concentration requirements. 
Aside from identifying overall cheaper salts, carefully selecting NAqRFB redox reactions 
can minimize the total salt cost contribution to the electrolyte cost. Consider that the salt plays 
three roles in a NAqRFB electrolyte. First, dissolved salt imparts conductivity on an otherwise 
insulating nonaqueous solvent, allowing for ionic conduction through the pore phase of a porous 
electrode material. Second, the salt ions act as ionic charge carriers through the separator of the 
RFB, which is a key attribute of any electrochemical cell. Third, the salt will serve to maintain 
electroneutrality in the bulk electrolyte throughout the entire RFB while redox-active materials 
undergo reduction or oxidation. Importantly, the requirement of bulk electroneutrality can lead to 
unnecessarily high concentrations of salt and subsequently unnecessarily high salt costs if the 
charges on the redox-active materials are dissimilar. 
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Equations 2.4, 2.5, and 2.6 show three distinct reaction schemes for RFBs (assuming one 
electron stored for each redox-active species), where A is the positive electrolyte redox-active 
material and B is the negative electrolyte redox-active material: 
A B A B+ −+ ↔ +                                                           (2.4) 
( 1) ( 1)A B A Bn nn n+ − + −− −+ ↔ +                                                 (2.5) 
( 1) ( 1)A B A Bn nn n+ + + ++ ++ ↔ +                                                 (2.6) 
The first reaction (Equation 2.4) represents a salt-splitting configuration, where both redox-active 
materials begin as neutral species at 0 % state of charge (SOC), but then A oxidizes to a cation 
and B reduces to an anion at 100 % SOC. The use of dissimilar charged species at 100 % SOC 
will drive salt cations to the negative electrolyte, while salt anions migrate to the positive 
electrolyte. Thus, the salt-splitting configuration requires a minimum of one salt molecule for 
every two redox-active molecules (i.e., including redox-active molecules in both the positive and 
negative electrolytes) to maintain electroneutrality across all SOCs. This condition restricts the 
molar salt ratio ravg to values in excess of 50 % for salt-splitting configurations. Many NAqRFBs 
presented in literature exhibit a salt-splitting configuration due to the wider availability of stable 
redox-active materials in neutral state.22–24,32,49 In contrast, Equations 2.5 and 2.6 (where n is an 
integer great than or equal to zero) represent a special case of rocking-chair configuration RFBs, 
also sometimes referred to as common-ion exchange RFBs. In these systems, either a single 
cation (Equation 2.5) or a single anion (Equation 2.6) transfers across the separator to maintain 
electroneutrality, resembling ion transfer in a traditional lithium-ion battery.53 By utilizing a 
single ion to facilitate charge transfer across the separator and redox-active materials that 
maintain the same sign of charge (cation or anion) across all SOCs, rocking-chair RFBs do not 
require any salt to charge balance (i.e., ravg ≥ 0); the salt in a rocking-chair cell merely imparts 
ionic conductivity to the electrolyte and separator. Rocking-chair RFBs require that at least one of 
the redox-active materials be ionic at 0 % SOC, and this ionic redox-active material must pair 
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with an associating counter ion. While uncommon in recent literature, some reports demonstrate 
rocking-chair NAqRFBs.14,15,54–57   
Switching NAqRFB configuration towards rocking-chair systems will allow for 
decreasing salt concentrations, which can dramatically widen the NAqRFB design space by 
eliminating costly salt from the system. Figure 2.5 relates the required redox-active species 
concentration to molar salt ratio and redox-active species molecular weight for various NAqRFB 
designs, assuming two different salt costs of $5 kg-1 (dashed lines) and $20 kg-1 (solid lines). 
Each iso-concentration contour exhibits a near linear decrease of molar salt ratio with increasing 
redox-active species molecular weight because, to offset higher total redox-active material costs, 
the total salt cost, and thereby salt concentration, must decrease. When constructing a RFB in 
rocking-chair configuration, redox-active species in at least one of the electrolytes must be in a 
charged state (i.e., non-zero oxidation state). Such a material would be purchased with an 
associated counter ion that increases the molecular weight of the redox-active material (relative to 
its molecular weight in the neutral state). Thus, Fig. 2.5 can assist in balancing molecular weight 
with the amount of dissolved salt in the NAqRFB. Further, as the redox-active species 
concentration decreases, either the molar salt ratio or redox-active species molecular weight must 
decrease to offset higher solvent costs. In Fig. 2.5, values of ravg < 0.5 represent a design space 
that is only accessible by employing a rocking-chair NAqRFB design. The DG model assumed 1 
mol L-1 salt concentration for NAqRFB electrolytes,8 which, through our analysis, corresponds to 
ravg = 0.20. As we show here, this salt ratio is only compatible with a rocking-chair configuration 
NAqRFB, where fewer moles of salt are present in the electrolyte than moles of redox-active 
material. For a salt cost of $20 kg-1, salt-splitting cells are financially infeasible, unless the redox-
active materials exhibit unrealistically low molecular weights (< 50 g mol-1) and high 
concentrations (> 8 mol kg-1). The salt-splitting design space, however, does become accessible 
for a salt cost of $5 kg-1. As such, NAqRFB design is sensitive to salt cost and salt concentration 
due to the anticipated high costs of NAqRFB salts relative to redox-active material and solvent 
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costs, and, by carefully minimizing salt cost and concentration, lower redox-active species 
concentrations, under 4 mol kg-1, become feasible. 
2.3.3 Aqueous RFB Design Optimization 
 While NAqRFB price is sensitive to all constituent electrolyte material costs, cell voltage, 
and ASR, the cost contributions of salt and solvent in AqRFBs are small. Consequently, the 
battery price of AqRFBs is sensitive neither to redox-active species concentration nor cell 
configuration (i.e., either rocking-chair or salt-splitting configuration). These insensitivities stem 
from the extremely low-cost supporting electrolytes afforded in aqueous systems. Therefore, 
AqRFB design optimization focuses on varying cell voltage, ASR, redox-active material 
molecular weight, and redox-active material cost per unit mass to achieve $100 kWh-1. 
  Aqueous redox-active materials require sufficiently extreme redox potentials (high 
potential for positive redox-active materials, low potential for negative redox-active materials) to 
construct cells with voltages that are high enough to achieve the target battery price, but the redox 
potentials of the redox-active species are also constrained by the electrochemical stability window 
of aqueous electrolytes. Figure 2.6 demonstrates the difficulty in identifying viable redox-active 
species for AqRFBs, by plotting contours of constant redox-active material concentration in the 
space of redox potential (vs. the Reversible Hydrogen Electrode (RHE)) and molecular weight. 
Here, the respective benchmark counter-electrodes at -0.1 V and 1.4 V vs. RHE are paired with 
positive and negative electrolyte materials of interest for AqRFBs in a manner similar to 
NAqRFBs in Fig. 2.3. As a quantitative example, a positive electrolyte material with a molecular 
weight of 100 g mol-1 must have a redox potential in the range 1.1 V < Eᵒ < 1.4 V vs. RHE; this is 
a narrow 300 mV design space to investigate, eliminating many possible redox-active material 
candidates. If the redox-active species molecular weight increases beyond 100 g mol-1, the 
available design space shrinks even further. Selecting redox-active materials that enable AqRFBs 
with cell voltages > 1.1 V is of paramount importance. 
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 Beyond individual redox-active species selection, tradeoffs between reactor and 
electrolyte cost contributions can broaden the available design space. Figure 2.7 shows the 
relationship among required cell voltage, ASR, and redox-active material molecular weight to 
achieve a battery price of $100 kWh-1. As previously shown in Fig. 2.2, the ASR must be under 
1.5 Ω cm2 if the redox-active material exhibits a reasonable molecular weight (~100 g mol-1), and 
any molecular weight greater than 150 g mol-1 would require unrealistically high cell voltages for 
aqueous systems. If extremely low molecular weight redox-active materials (< 50 g mol-1) were 
available, the maximum allowable ASR could increase to 4 Ω cm2, but such low weights would 
require molecular simplicity similar to that of an ethanol molecule (46 g mol-1). Such simple 
species are likely to undergo only chemically irreversible redox events. Additionally, drastically 
decreasing cell ASR to an ultra-low value of 0.1 Ω-cm2 affords only a 20 % decrease in cell 
voltage target. The practical difficulties in decreasing molecular weight and ASR suggest that 
these are unviable design pathways towards decreasing AqRFB cell voltage requirements. Thus, 
we conclude that the most viable pathways towards achieving the desired battery price for 
AqRFBs are either by minimizing redox-active material cost ($ kg-1) or by maximizing cell 
voltage. As an illustration, Fig. 2.8 reveals how decreasing redox-active material cost balances 
variations in cell voltage to achieve $100 kWh-1. The benchmark value for redox-active material 
cost of $5 kg-1 corresponds to a required cell voltage of 1.2 V, but employing a redox-active 
material cost of $1 kg-1 reduces the cell voltage requirement as low as 0.7 V. We can thus identify 
redox-active material cost and cell voltage as the two most critical parameters in building 
economically viable AqRFBs. 
 
2.4. Recommended RFB Design Pathways 
The RFB materials selection maps presented in this work are powerful tools for 
quantifying the tradeoffs among various electrolyte material costs, cell voltage, and ASR, but 
	 17 
extracting design rules from them can be overwhelming due to the large number of variables and 
wide range of values each variable may assume. To this end, we propose generalized RFB design 
guidelines aimed at assisting in electrolyte materials selection. The DG model began such a 
design process by suggesting single iterations of aqueous and nonaqueous RFB designs,8 but the 
plethora of available iterations outlined in this work hints that even more realistic and cost 
effective pathways may exist. 
2.4.1 Nonaqueous RFB Design Pathways 
As NAqRFB price is sensitive to electrolyte components, cell voltage, and ASR, many 
possible NAqRFB design iterations become available, and Fig. 2.9a outlines new design 
pathways, showing NAqRFB price as a function of redox-active species concentration for various 
improvements in NAqRFB design over the DG model baseline. As observed in Fig. 2.9a, the DG 
model suggestions achieve the target $100 kWh-1 battery price at challenging redox-active 
material concentrations (greater than 6 mol kg-1).8 As a first possible design improvement, 
decreasing cell ASR down to 2.5 Ω cm2, a value recommended by a study of RFB area-specific 
resistance,10 affords a small decrease in battery price. Experimental studies of separator 
performance demonstrate significant variability in preventing crossover and facilitating ion 
transfer.49,54,58,59 Finding a separator for NAqRFBs with high selectivity and that performs at high 
currents is one major materials challenge to overcome.10 Beyond the ohmic contribution to 
NAqRFB resistance, the transport capabilities of nonaqueous solvents in porous electrodes 
presents a challenge. Due to the high viscosity of some NAqRFB electrolytes,60 resistance due to 
pore-scale mass transfer of redox-active species and ionic conduction through the electrode 
thickness could possibly be similar in magnitude to separator / membrane resistance. 
Employing extremely cheap or lightweight redox-active materials (~50 g mol-1) could 
afford similar cost savings as the decrease in ASR described above (Fig. 2.9a), but, as previously 
mentioned, such light species are unlikely to be electrochemically reversible compounds. 
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Identifying redox-active materials with molecular weights between 100 – 200 g mol-1, which 
participate in multiple electron transfer events, such as those developed by Sevov et al.,50 may 
present a viable pathway cost-cutting pathway. Recent reports demonstrate metal coordination 
complexes exhibiting up to six redox events,55 but these compounds have very high molecular 
weights and offer only moderate redox potentials. Two electron (or more) transfer materials could 
decrease the equivalent weight (molecular weight normalized by number of electrons transferred) 
into the range of 50 – 100 g mol-1.  
Salt cost contributions have a particularly large effect on NAqRFB system design 
options. In particular, Fig. 2.9a shows that the battery price of a NAqRFB with no salt is lower 
than the benchmark value by approximately $10 kWh-1 for moderately high redox-active species 
concentration. Removing salt from NAqRFBs may actually be a practical option in decreasing 
battery price by employing ionic liquid solvents, deep eutectic melts,61,62 or all ionic redox-active 
materials. First, ionic liquid solvents can cost 5 – 20 times more than molecular solvents,63 the 
cost decrease afforded by removing salt from the electrolyte could make certain ionic liquid 
solvents viable in NAqRFBs. Additionally, we recommend investigation into RFBs utilizing 
protic ionic liquids (e.g., methanesulfonic acid, triethylammonium hydrogen sulfate), which can 
exhibit costs64 and electrochemical windows65 in between those of water and molecular 
nonaqueous solvents. Second, deep eutectic melts employing a redox-active material (e.g., 
FeCl361) and a miscible host (e.g., choline chloride61,62) may offer an attractive pathway to no-salt 
NAqRFBs with moderate redox-active species concentrations (approximately 3.6 mol kg-1).61 
Third, redox-active materials which maintain ionic nature throughout all SOCs (e.g., metal center 
bypiridines14–16,57) could serve as redox-active charge carriers, also eliminating the need for a 
supporting salt. Identifying any such multi-function materials that assume two or more roles in 
the electrolyte (i.e., redox-active, charge carrier, solvation) could enable large cost savings for 
NAqRFBs. 
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One final recommendation towards decreasing NAqRFB price is simply to increase cell 
voltage to approximately 4 V, which yields the most drastic decrease in NAqRFB price 
considered. Nonaqueous electrolytes offering a 4 V electrochemical window could easily enable 
low concentration NAqRFBs with a low price. Cell voltage affects the total battery price so 
dramatically because increased voltage decreases both the electrolyte (Eq. 2.3) and reactor (Eq. 
2.2) cost contributions simultaneously. Molecular nonaqueous solvents, such as propylene 
carbonate, exhibit large electrochemical windows allowing for 4 V electrochemical cells,46 and 
some work has demonstrated fluorinated organic solvents designed for use in 5 V lithium ion 
batteries.66 Additionally, soluble redox-active compounds have proven redox potentials as high as 
4.6 V vs. Li/Li+,67 but stable, soluble redox-active compounds with redox potentials less than 1.5 
V vs. Li/Li+ are not available. Identifying redox-active species with low redox potentials for use 
in the negative electrolyte of a NAqRFB remains a major materials design challenge.50 
 To complement the price minimization trends offered in Fig. 2.9a, Table 2.2 presents 
quantitative design iterations for NAqRFBs to achieve a $100 kWh-1 battery price, providing 
tangible performance guidelines for materials selection in NAqRFBs. By pushing NAqRFB 
design to incorporate any one of the proposed cost cutting pathways (high voltage, low ASR, low 
salt concentration, or low redox-active material weight), redox-active material concentration 
requirements shrink by more than 50 % of the benchmark 9.6 mol kg-1 proposed by the DG 
model. Driving redox-active material concentration below 1 mol kg-1 is unlikely, as demonstrated 
by the divergence to infinity of every price curve in Fig. 2.9a at low values of redox-active 
species molality. If a NAqRFB system can leverage all of the cost cutting pathways presented 
here, NAqRFB price could easily drop below $100 kWh-1 for redox-active species concentrations 
greater than 2 mol kg-1. 
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2.4.2 Aqueous RFB Design Pathways 
While this work presents many pathways towards low price NAqRFBs, design 
optimization pathways for AqRFBs are substantially more limited since AqRFBs are only 
sensitive to variations in cell voltage, ASR, and redox-active species cost. Figure 2.9b displays 
AqRFB prices as a function of cell voltage for a limited number of possible cell improvement 
pathways. In addition, Table 2.3 presents quantitative iterations of AqRFB designs that achieve 
$100 kWh-1. Much like the NAqRFB, employing redox-active materials with low molecular 
weights only affords a small decrease in battery price, and, as previously described, synthesizing 
redox-active species with molecular weight much below 100 g mol-1 is unlikely. Decreasing 
redox-active species cost, however, can provide the most drastic savings, alleviating cell voltage 
requirements or driving battery prices down below $100 kWh-1; low cost tailored 
organic20,21,27,28,41,68 or abundant inorganic18 materials could offer redox-active species costs under 
$5 kg-1. If an AqRFB exploits both low redox-active material cost and high cell voltage 
(approaching the stability limit of 1.5 V), AqRFB price could drop below $100 kWh-1 and even 
approach $70 kWh-1. 
 
2.5. Conclusions 
In this work, we present a detailed electrolyte cost model, which explicitly accounts for 
redox-active material, salt, and solvent contributions to RFB price, as an adaptation to and an 
extension of prior work by Darling, Gallagher, and co-workers. This techno-economic model 
explores the available design space for both aqueous and nonaqueous RFBs by considering 
variations in electrolyte cost parameters, cell voltage, and reactor ASR and identifying critical 
cost constraining variables for RFBs. In a broad sense, this analysis first defines lower bounds on 
cell voltage requirements of 1.1 V and 2.0 V for aqueous and nonaqueous RFBs, respectively, in 
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order to obtain a $100 kWh-1 battery price. Additionally, upper bounds on reactor ASR for 
aqueous and nonaqueous RFBs are 1.5 Ω cm2 and 20 Ω cm2, respectively. 
NAqRFBs are sensitive to every cost parameter considered in this analysis due to 
comparable cost contributions from the electrolyte components and reactor, but the largest 
potential cost savings for NAqRFBs come from either increasing cell voltage above 3 V or 
minimizing the amount of supporting salt. We propose identifying materials that provide two or 
more functions in the electrolyte (i.e., charge balancing, electroactivity, solubilization, and ionic 
conductivity), which remove the need for a true salt or solvent and could enable drastically more 
cost effective NAqRFB electrolytes. In comparison, NAqRFB cost cutting by decreasing cell 
ASR below 5 Ω cm2 or reducing redox-active material molecular weight below 100 g mol-1 only 
affords small gains. These same techniques can also reduce the required NAqRFB redox-active 
species concentration to reasonably low values of 2 – 4 mol kg-1, which are near experimental 
realization. Unlike nonaqueous systems, AqRFBs only exhibited large cost sensitivities to cell 
voltage and redox-active material cost. Identifying low cost (less than $5 kg-1) redox-active 
materials which enable a cell voltage in the range of 1.1 – 1.5 V is the most promising pathway 
towards economically viable AqRFBs.  
Beyond the immediate application to RFB materials selection, this analysis presents a 
framework for cost-conscious research efforts. The design maps translate system-level price and 
performance metrics to quantitative guidelines for materials properties and performance. Bridging 
the gap between abstract cost models and focused experimental research will enable rapid 
transition of new materials into economically viable prototypes. Design maps also highlight 
promising regions of design space that may be underexplored in the contemporary literature. We 
hope that this methodology will apply to other systems where cost is a major inhibitor to success 
by creating tangible experimental targets from detailed techno-economic modeling. 
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2.6 Figures and Tables 
 
Figure 2.1: Contours of constant redox-active species concentration as a function of cell voltage 
and redox-active species molecular weight for aqueous and nonaqueous RFBs. NAqRFB and 
AqRFB contours are represented as solid and dashed lines, respectively. Each contour achieves a 
battery price of $100 kWh-1. Contours above 2 V represent the NAqRFB feasible design space, 
while the shaded region below 1.5 V represents the AqRFB design space. Horizontal dotted lines 
at 1.5 V and 2 V denote the typical electrochemical stability window and upper stability limit of 
aqueous electrolytes, respectively.   
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Figure 2.2: Contours of constant redox-active species concentration as a function of reactor ASR 
and cell voltage for aqueous and nonaqueous RFBs. Every contour achieves a total battery price 
of $100 kWh-1. AqRFB contours are shown as dashed lines while NAqRFB contours are shown 
as solid lines. The shaded regions highlight viable configurations for $100 kWh-1 AqRFBs and 
NAqRFBs. Thin dotted lines show the benchmark values of area-specific resistance and cell 
voltage assumed for NAqRFBs. Thick dotted horizontal lines denote the typical electrochemical 
stability window and upper stability limit of aqueous electrolytes at 1.5 V and 2 V, respectively.  
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Figure 2.3: Contours of constant of redox-active species concentration, as a function of redox-
active species molecular weight and redox potential, for NAqRFBs that achieve a battery price of 
$100 kWh-1. Solid contours correspond to positive redox-active materials, and dashed contours 
correspond to negative redox-active materials. The right hand y-axis displays the benchmark 
counter-electrode potentials. 
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Figure 2.4: Contours of constant redox-active species concentration as a function of salt cost and 
salt molecular weight for NAqRFBs. Each contour achieves the target $100 kWh-1 battery price. 
Dotted lines denote the benchmark values for salt cost and salt molecular weight. 
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Figure 2.5: Contours of constant redox-active species concentration for NAqRFBs, as a function 
of average molar salt ratio and redox-active species molecular weight, which satisfy the $100 
kWh-1 battery price target.  The bottom half of the design space (ravg < 0.5) is only accessible by 
rocking-chair (RC) configuration RFBs, while the upper half (ravg ≥ 0.5) is available to either 
rocking-chair or salt-splitting (SS) cells. The shaded upper half region represents the viable 
design space for salt-splitting cells. Solid contours correspond to a salt cost of $20 kg-1, and 
dashed contours correspond to a salt cost of $5 kg-1. Dotted black lines denote benchmark values. 
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Figure 2.6: Contours of constant redox-active species concentration for AqRFBs, as a function of 
redox-active species molecular weight and redox potential, which achieve a battery price of $100 
kWh-1.  Solid contours correspond to positive electrode materials, and dashed contours 
correspond to negative electrode materials. The right hand y-axis displays the benchmark counter-
electrode potentials.  
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Figure 2.7: Contours of constant cell voltage for AqRFBs, as a function of ASR and redox-active 
species molecular weight, which achieve a battery price of $100 kWh-1. Dotted lines illustrate the 
benchmark values for an AqRFB. 
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Figure 2.8: Contours of constant cell voltage for AqRFBs, as a function of redox-active species 
cost and molecular weight, which achieve a $100 kWh-1 battery price. Dotted lines show the 
benchmark values for AqRFBs. 
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Figure 2.9: Suggested design pathways that minimize cost and expand the design space for 
critical design constraints for (a) NAqRFBs and (b) AqRFBs. The horizontal dashed line 
represents the $100 kWh-1 battery price target.  
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Table 2.1: Parameters utilized in the present techno-economic model. Benchmark values were 
obtained from the DG model.8  *These material-specific targets were set in Ref. 9 as guidelines to 
achieve $100 kWh-1 battery price, based on the values of the other parameters listed here. 
 
Modeling Parameter Benchmark Values Nonaqueous Aqueous 
  Reactor Parameters   
Cost per unit area, ca $107.5 m-2 $122.5 m-2 
Area-specific resistance, R 5.0 Ω-cm-2 0.5 Ω-cm-2 
Open-Circuit Cell Voltage, U 3 V 1.5 V 
Discharge time, td 5 h 5 h 
System discharge efficiency, εsys,d 0.94 0.94 
Voltage discharge efficiency, εv,d 0.916 0.916 
Electrolyte Parameters  
Round-trip coulombic efficiency, εq,rt 0.97 0.97 
Stoichiometric coefficient, s+/- 1 1 
Allowable state-of-charge range, χ+/- 0.80 0.80 
Actives molecular weight,* M+/- 100 g mol-1 100 g mol-1 
Actives cost per unit mass, cm,+/- $5 kg-1 $5 kg-1 
Electrolyte cost per unit mass, cme,+/- $5 kg-1 $0.1 kg-1 
Actives solubility,* S+/- 1.0 kg kg-1 0.2 kg kg-1 
Additional Parameters  
Addition to price, cadd $112.5 kW-1 $87.5 kW-1 
Balance-of-plant cost, cbop $102.5 kW-1 $102.5 kW-1 
DE Model Parameters  
Salt cost per unit mass, csalt $20 kg-1 - 
Solvent cost per unit mass, csolvent $2 kg-1 $0.1 kg-1 
Salt solubility,* Ssalt,+/- 0.16 kg kg-1 - 
Mean molar salt ratio,* ravg 0.20 mol mol-1 - 
Salt molecular weight, Msalt 100 g mol-1 - 
Mean actives molality,* bavg 9.6 mol kg-1 1.6 mol kg-1 
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Table 2.2: Alternative NAqRFB design iterations that decrease redox-active material molality 
targets (right-most column) by changing other parameters (bolded). All cells shown achieve the 
$100 kWh-1 price target. 
 
 
Table 2.3: Alternative AqRFB design iterations that decrease cell voltage targets (right-most 
column) by changing other parameters (bolded). All cells shown achieve the $100 kWh-1 price 
target. 
 
Cell Type  
Actives 
Cost  
($ kg-1) 
Actives 
Mol. 
Weight 
(g mol-1) 
ASR 
(Ω cm2) 
Cell 
Voltage 
(V) 
1. Benchmark 5 100 0.5 1.21 
2. Low Actives Cost 2 100 0.5 0.79 
3. Low Actives Molecular Weight 5 50 0.5 0.85 
4. Low ASR 5 100 0.1 1.04 
5. Low Actives Cost and Low 
Actives Molecular Weight 2 50 0.5 0.67 
 
 
 
 
 
 
 
Cell Type 
Cell 
Voltage 
(V) 
Actives 
Mol. 
Weight 
(g mol-1) 
ASR 
(Ω 
cm2) 
Salt 
Ratio  
Actives 
Molality 
(mol kg-1) 
1. Benchmark  3 100 5 0.20 6.3 
2. High Cell Voltage 4 100 5 0.20 1.8 
3. Low Actives Molecular 
Weight  3 50 5 0.20 3.1 
4. Low ASR 3 100 2.5 0.20 3.3 
5. Low Salt (No-Salt RC) 3 100 5 0 2.7 
6. High Cell Voltage, Low 
ASR, and No-Salt RC  4 100 2.5 0 1.1 
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3. TECHNO-ECONOMIC ANALYSIS OF REDOX FLOW BATTERIES UTILIZING 
NITROBENZENE DERIVATIVES 
3.1 Introduction 
Redox flow batteries, a promising technology for grid-scale energy storage, are divided 
into two major categories: aqueous redox flow batteries (AqRFBs) which use water as solvent, 
and nonaqueous redox flow batteries (NAqRFBs) which use aprotic nonaqueous solvents.3,6 The 
techno-economic model in Chapter 2 of the present work shows that NAqRFBs, unlike AqRFBS, 
are sensitive to redox active material concentration and salt molecular weight due to high 
nonaqueous solvent and salt cost.8 However, the higher cell voltages of nonaqueous RFBs makes 
them as competitive as aqueous systems to reach the $100/kWh long-term battery price target, 
contingent on optimal material selection and design.8  
Redox active material choices control the reactor cost through the cell voltage, which 
depends on the redox potentials of active materials. In addition, redox active material molecular 
weight and cost per unit mass impact electrolyte cost, and active material concentration affects 
solvent cost. Thus, redox active materials have multiple effects on nonaqueous redox flow battery 
cost, which can be understood through the techno-economic model developed in the previous 
chapter. Due to the large role of redox active materials in NAqRFB cost and stability, previous 
experimental works have attempted to select and design redox active materials that offer high cell 
voltages, low molecular weights, high concentrations and high stability.22,26,30,31,50,69  
High cell voltages can be achieved by selecting redox active materials with extreme 
potentials, i.e. high potentials for positive electrode materials, and low potentials for negative 
electrode materials. Past research has developed a broad group of active materials which has led 
to increases in redox potential of positive electrode materials. For example, 2,5-di-tert-butyl-1,4-
bis(2-methoxyethoxy)benzene) (DBBB) and its derivatives have 4 V vs. Li/Li+ redox potential, 
which meets the Darling-Gallagher targets for positive electrode materials.22,30,31 The Darling-
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Gallagher target for positive electrode materials has also been exceeded by metal complexes such 
as tris(2,2’-bipyridine) Iron(II), which has redox potentials as high as 4.2 V vs. Li/Li+.48,56,70 
Correspondingly, current negative electrode materials include isonicotinate derivatives,50 
quinoxaline derivatives,22 and tris(2,2’-bipyridine)nickel(II).48 However, no experimentally tested 
negative electrode active materials have been able to achieve redox potentials lower than 1.5 V 
vs. Li/Li+, which is substantially higher than the Darling-Gallagher target of 1 V vs. Li/Li+ for 
nonaqueous RFBs.71  
Modifying functional groups on high molecular weight active materials can decrease 
their molecular weights. In particular, Huang et al subtracted functional groups from the DBBB 
base molecule to form new redox active materials with the same redox potential, but half the 
molecular weight.31 Sevov et al also performed a similar study on negative electrode materials by 
replacing functional groups on isonicotinate derivatives to form a 111 g/mol-e- active material.50 
Thus, active material functional group selection can decrease electrolyte costs by changing active 
material molecular weight and redox potential. Another method of decreasing electrolyte cost is 
to use multiple redox event materials, which can reduce the number of moles of active materials 
required for a $100 kWh-1 NAqRFB. Cabrera et al have shown that metal coordination complexes 
with noninnocent ligands can undergo six redox reactions, which could also be used to decrease 
the cost of active species.69 
Finally, a major active materials design challenge is achieving the required concentration 
for low cost cells. A low concentration active material requires high quantities of solvents, which 
substantially increase cost. Existing redox active materials show concentrations up to 1.6 
mol/L,6,26,31,50,69 however techno-economic modeling shows that active material concentrations as 
high as 4 – 5 mol/L may be required for cost effective NAqRFBs.8  
In this chapter, a new group of redox active materials based on the nitrobenzene base 
molecule is synthesized and analyzed. These materials show potentials lower than 2 V vs. Li/Li+ 
while maintaining low molecular weights (less 150 g/mol), and exhibiting multiple redox events 
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while having high active material solubility in the solvent. Eight different functional group 
choices in ortho, para, and meta positions are studied in order to understand the effect of electron-
withdrawing and electron-donating groups on redox potential. The detailed electrolyte techno-
economic model is used to calculate the cost of nitrobenzene derivatives and determine 
concentration targets for each nitrobenzene derivative. Finally, alternative salts and multiple 
redox event materials are also studied to understand their impacts on NAqRFB battery price.  
3.2 Methodology 
Cost and concentration targets for nitrobenzene derivatives are calculated using the 
detailed electrolyte techno-economic (TE) model developed in Chapter 2. Since nitrobenzene 
derivatives span a range of redox potentials from (see Table 2.1) and molecular weights, the 
techno-economic model quantifies the cost of functional group type and position. An active 
material undergoing multiple reduction events is assumed to have an average redox potential 
formed by the mean of the potentials of each constituent reduction reaction. Benchmark values 
for the TE modeling are shown in Table 2.1, from the Darling-Gallagher model parameters for 
nonaqueous RFBs. Since nitrobenzene derivative redox potential measurements use 
tetrabutylammonium hexaflourophosphate (TBAPF6) as salt, the salt molecular weight in the TE 
analysis is held at 387 g/mol unless otherwise specified.  
Since nitrobenzene derivatives are negative electrode materials, the TE model also 
requires the redox potential, molecular weight, and number of redox events of the positive 
electrode active material to be defined. Thus, this analysis assumes a hypothetical positive 
electrode material with the same molecular weight and number of redox events as the negative 
electrode material being analyzed. In addition, the hypothetical positive electrode is assumed to 
have a 4 V vs. Li/Li+ redox potential, which is justified by the availability of positive electrode 
materials with high redox potentials.  
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3.3 Results and Discussion 
 The TE model is now used to relate nitrobenzene derivative-dependent properties: redox 
potential, molecular weight and number of redox events to the $/kWh NAqRFB battery price in 
order to obtain actives molality targets. 
3.3.1 Battery Price Targets 
The minimum battery price of NAqRFBs using nitrobenzene derivatives for redox active 
materials is initially computed neglecting solvent cost in order to find a baseline battery price for 
nonaqueous RFBs using nitrobenzene active materials. Figure 3.2 shows the nitrobenzene 
derivatives on a 2D materials-selection space overlaid with $/kWh battery price contours (using 
TBAPF6 salt and neglecting solvent cost) from the TE model. The materials-selection space 
shows the redox active material-dependent properties, redox potential on the y-axis and molecular 
weight on the x-axis. Thus, every point within the plot defines a combination of redox potential 
and molecular weight for which the TE model finds a battery price target. The color on Fig. 3.2 
represents the battery price, with lighter color indicating higher battery price. The battery price of 
NAqRFBs using nitrobenzene derivatives ranges between $170/kWh to $268/kWh, showing that 
active material selection can significantly vary the RFB battery price. This is due to a tradeoff 
between redox potential and molecular weight of nitrobenzene derivatives; adding additional 
functional groups to the nitrobenzene base molecule will increase the battery price, therefore the 
redox potential of these molecules must decrease enough to offset the cost due to increased 
molecular weight. Electron donating groups such as derivatives 2, 3, and 4 can provide the largest 
decreases in redox potential. Figure 3.2a demonstrates that the nitrobenzene derivatives 4o and 5p 
have the lowest-cost one- and two- reduction battery prices of $170/kWh and $156/kWh 
respectively.  
The highest-cost single-reduction nitrobenzene derivative 9p can form a NAqRFB with a 
battery price of $268/kWh, which is $91/kWh higher than the battery price of a cell formed using 
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the nitrobenzene base molecule 1. This is due to the electron withdrawing effect of the nitro 
functional group that stabilizes the molecule while also increasing redox potential. We also note 
that the lowest-cost substituent 4o shows only $7/kWh cost improvement over the nitrobenzene 
base molecule 1 ($177/kWh) due to the increased weight of the methyl substituent offsetting its 
lower redox potential. This suggests that future redox active material design efforts should 
prioritize lightweight, stable, base molecules with extreme-potential reactions before optimizing 
substituent group type or position. The position of functional group could also vary the NAqRFB 
battery price by as much as $40/kWh (for derivatives 9p and 9m). This is due to the decrease in 
electron withdrawing effect of the nitro group at the meta position rather than the ortho or para 
position. This shows that the functional group position can vary the battery price by 
approximately 15%, but the functional group type shows a larger effect on the $/kWh battery 
price of NAqRFBs built using nitrobenzene derivatives.  
Multiple redox event materials in Fig. 3.2b show a lowered $/kWh battery price with both 
the two-electron transfer reactions and single electron transfer lower potential reduction reactions. 
We first note that all the viable multiple reduction event functional groups show electron 
withdrawing effects that increase stability at the cost of higher redox potential. Thus 5, 6, 7, and 9 
are the only derivatives that demonstrate multiple redox events. Nitrobenzene derivative 8 does 
not show multiple redox events despite being electron withdrawing due to the low stability of the 
molecule. The two-electron transfer 5p, 6p, and 7p reactions all show battery price decreases of 
$10-20/kWh over the nitrobenzene base molecule. Multiple redox event reactions of the 
derivative 9 show no cost advantage over the nitrobenzene base molecule due to the high 
potential of the dinitro reduction events and the increased molecular weight of the additional 
functional group, showing that multiple redox event active materials do not necessarily lead to 
cost reductions. 
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3.3.2 Redox Active Material Molality Requirements 
Redox active material concentration sensitivity is reintroduced in the TE model by 
relaxing the zero solvent cost assumption. Active material molality is now computed assuming a 
fixed NAqRFB battery price of $260/kWh and using TBAPF6 salt. Thus, the TE model finds the 
nitrobenzene derivative molality required to build a $260/kWh battery price NAqRFB. Note that 
the molality in mol/kg used here differs from the standard definition of molality, since the active 
material molality in the TE model is for moles of active material per kilogram of solvent only. 
Figures 3.3a and 3.3b show nitrobenzene derivatives on a 2D materials selection map with color 
representing molal concentration targets required to build a $260/kWh NAqRFB using TBAPF6 
salt. For example, the 4o nitrobenzene derivative in Fig. 3.3a has a 1.09 mol/kg molality target, 
showing that 4o can be used as a negative electrode material in a $260/kWh battery price if 4o is 
soluble to 1.09 mol/kg in the solvent dimethylformamide (DMF).  
Figure 3.3a shows a steep increase in redox active material molality targets near 
derivative 9, beyond which the active material molality target is uniformly over 100 mol/kg. This 
steep increase in molality target indicates that the electrolyte cost is too large to satisfy the battery 
price target at any molality. Thus, redox active materials on the 2D materials selection map 
beyond this sharp molality target gradient are not viable for building a $260/kWh NAqRFB. 
Equation 2.1 shows that the unviable materials have a sum of reactor, balance-of-plant, and 
addition-to-price costs that are greater than $260/kWh without accounting for the electrolyte cost 
contribution.   
Table 3.2 shows the redox active material molality required to build a $260 kWh-1 
NAqRFB using TBAPF6 salt. Due to the lenient battery price target, most nitrobenzene 
derivatives are within the viable design space and show molality targets between 0.6 and 4.8 mol 
kg-1, with most materials showing molality targets below 2 mol kg-1. Both one- and two- redox 
event materials show physically achievable molality targets, although the two-redox event 
materials show the lowest molality targets. The only material excluded from the viable design 
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space is the single-electron reaction of 9p due to its high redox potential (2.46 V vs. Li/Li+) and 
molecular weight (168 g/mol). On comparing the molality target of the nitrobenzene base 
molecule with the functional groups, Table 3.2 shows that design of functional groups on redox 
active materials can lower concentration targets by approximately 40%.  
Figure 3.3b shows multiple redox event nitrobenzene derivative reactions on the 2D 
materials selection map. The stable second-reduction event materials show a much lower redox 
potential compared to the first-reduction redox potential, which causes their concentration targets 
to decrease dramatically. Similarly, two-electron transfer event reactions have dramatically 
lowered concentration targets compared to single reduction materials due to the second redox 
event halving the impact of molecular weight on electrolyte cost (see Eqn. 2.3). In addition, Table 
3.3 shows that most second-reduction event and the two-redox event reactions have viable 
concentration targets for building a $260/kWh NAqRFB. In addition the two-electron transfer 
reaction of 5p has the lowest molality solubility target of 0.6 mol kg-1 for building a $260/kWh 
NAqRFB using TBAPF6 amongst all the nitrobenzene derivative studied.  
Experimental testing of nitrobenzene derivatives utilized TBAPF6 salt that has a high 
molecular weight of 387 g mol-1, which is higher than the molecular weight of the nitrobenzene 
derivatives. Since the electrolyte cost in the TE model (Eqn. 2.3) increases with increasing redox 
active material molecular weight and salt molecular weight, active material molality targets can 
be decreased significantly by using salts with lower molecular weights. Figures 3.3c and 3.3d 
show the results of decreasing salt molecular weight by using tetramethylammonium 
tetraflouroborate (TMABF4) salt that has a low molecular weight of 160 g mol-1. A low molecular 
weight salt can justify a much more aggressive battery price since the benchmark salt cost of 
$20/kg is a major component to electrolyte cost. Therefore, Figs. 3.3c and 3.3d use a $160/kWh 
NAqRFB battery price target to compute redox material molality requirements. Of the single 
reduction event materials, only the nitrobenzene base molecule 1, and the electron donating 
derivatives 2, 3, and 4 are within the viable design space. However, almost all the multiple redox 
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event materials, and second reduction event materials are in the viable design space for the 
electron withdrawing groups 5, 6, 7, and 9.   
Table 3.3 quantifies redox active material molality targets for nitrobenzene derivatives 
used in a $160 kWh-1 NAqRFB with TMABF4 salt. First, only 17 out of 37 reactions are now 
viable due to the more aggressive battery price target. Second, nitrobenzene functional group type 
make a large difference in redox active material molality targets required to build a $160 kWh-1 
NAqRFB by shifting them within the viable design space. The nitrobenzene base molecule 1 has 
a challenging active material molality target of 4.28 mol kg-1, however the 4o derivative has a 
much lower molality target of 2.90 mol kg-1 showing that active material molality targets can be 
decreased substantially by adding functional groups that shift the redox potential of active 
species. Third, multiple-redox event materials and second reduction event materials show major 
advantages over first-redox event materials; 5p0/2- has a molality target of only 1.80 mol kg-1. 
Thus, redox active material functional group, salt choices, and multiple redox event materials are 
viable pathways to decreasing NAqRFB cost.  
3.3.3 Effect of Salt Molecular Weight  
 The previous chapter shows that a shift from the high molecular weight salt TBAPF6 to 
the low molecular weight salt TMABF4 can lead to substantially lower nonaqueous RFB battery 
price and redox active material molality targets. This is due to the high cost per unit mass of salt 
($20 kg-1), which is four times higher than the cost per unit mass of active material or solvent. 
However, in practice, the molar salt ratio may have an even larger effect on battery price and 
molality targets. Note that the molar salt ratio rsalt was defined in the Chapter 2.2 as the ratio of 
moles of salt to moles of electrons stored, which acts as a measure of the salt concentration in the 
RFB. The Darling-Gallagher TE model assumes a relatively low salt concentration of 
approximately 1 mol/L while the electrolyte contains 4-5 mol/L of active material. Thus, the 
mean molar salt ratio rsalt used in the detailed electrolyte TE model is only 0.20. Molar salt ratios 
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of less than 0.5 can only be sustained by RFBs that have a rocking-chair ion transfer 
configuration, in which only one salt ion species is used to transfer charge between the electrodes. 
In addition, the electrolyte may need higher concentration of salt to increase conductivity in order 
to meet area-specific resistance targets. Note that this analysis uses the same benchmark molar 
salt ratio for both single and multiple redox event materials.  
Figure 3.4 shows the impact of salt molecular weight on active material molality targets 
for $160 kWh-1 and $260 kWh-1 NAqRFBs using nitrobenzene derivatives. The three lower 
contours corresponding to $260 kWh-1 NAqRFBs do not show significant decreases in molality 
targets with decreasing salt molecular weight. In addition, the choice of functional group does not 
impact the active material molality targets much. Finally, multiple-redox event materials like 
5p0/2- do not provide substantial advantages over the nitrobenzene base molecule and single 
reduction event nitrobenzene derivatives. This shows that concentration targets in expensive 
NAqRFBs are relatively insensitive to materials selection via decreasing salt molecular weight or 
redox active material properties.  
The three upper iso-price contours represent an aggressive NAqRFB battery price target 
of $160 kWh-1. First, the active species molality target for 1, 4o, and 5p is highly dependent on 
salt molecular weight. If a 100 g mol-1 salt like LiBF4 is used, the molality target for the 
nitrobenzene base molecule 1 is less than half that of using a 200 g mol-1 salt. Second, the 
nitrobenzene base molecule is only viable for the $260 kWh-1 NAqRFB using the TBAPF6 salt, 
but becomes viable for $160 kWh cells if a lower molecular weight salt like TMABF4 or LiBF4 is 
used. Thus, a low molecular weight salt like TMABF4 must be used when designing for 
aggressive cost targets. Third, functional group selection also provides significant decreases in 
molality targets of approximately 30% by moving from the nitrobenzene base molecule to the 4o 
nitrobenzene derivative at the $160 kWh-1 battery price target. Finally, the multiple redox event 
material 5p shows a 40% decrease in active material molality targets over the 4o nitrobenzene 
derivative. Thus, low molecular weight salts, carefully selected active material functional groups, 
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and multiple redox event materials are critical to building a low cost nonaqueous redox flow 
battery.  
 
3.4 Conclusions 
A candidate active material nitrobenzene is evaluated for use in future nonaqueous redox 
flow batteries. Modifying the nitrobenzene base molecule by adding eight different functional 
groups at ortho, para, and meta positions allows us to study the effect of these functional groups 
on active material redox potential and stability. We find that the alkoxy, alkyl and amine electron 
donating groups decrease active material redox potential while also decreasing stability. In 
addition amide, ketone, and nitrile groups show electron-withdrawing behavior that increases 
redox potential while also increasing stability of the active material to the extent that multiple 
redox events become accessible. Since the nitrobenzene derivatives show redox potentials below 
2 V vs. Li/Li+, molecular weights lower than 200 g/mol, and high solubilities in 
dimethylformamide, they are excellent candidates for future nonaqueous redox flow batteries.  
Since the nitrobenzene derivatives show a range of redox potentials and molecular 
weights, a detailed-electrolyte techno economic model is used to quantify the tradeoffs in active 
material design parameters and form battery price and active material concentration targets. 
When used with a TBAPF6 salt, most nitrobenzene derivatives can achieve a $260/kWh battery 
price target with molality targets of less than 5 mol/kg. In addition, the use of multiple redox 
event nitrobenzene derivatives can decrease active material molality targets to approximately 1.6 
mol/kg. In order to design for a lower cost target of $160/kWh, the TBAPF6 salt was replaced by 
TMABF4 which has a lower molecular weight. Using the TMABF4 salt, nonaqueous RFBs built 
with nitrobenzene derivatives have higher molality targets of approximately 4 mol/kg, but can 
decrease substantially to 2-3 mol/kg using functional group modifications and multiple redox 
event materials. 
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By comparing effects of active material functional group, number of redox event, and salt 
modification, this analysis provides insight into the relative magnitude of each effect on RFB 
battery price. Due to the dependence of active species redox potential, molecular weight, and 
stability on the choice of base molecule, the selection of a stable, low-potential, low-molecular 
weight base molecule is critical for finding next-generation negative electrode active materials. 
Functional group modifications can also be used to decrease molality targets for active materials, 
and salt modification can be used to decrease $/kWh NAqRFB battery price.  
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3.5 Figures and Tables 
 
Figure 3.1: List of nitrobenzene derivatives experimentally tested and evaluated using the 
techno-economic model. Numerals indicate the type of substituent group, while letters indicate 
the position of the substituent group in the benzene ring relative to the nitrobenzene group. The 
first material (derivative 1) is nitrobenzene with no added substituents, thus, it does require any 
ortho, para, or meta designation.  
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Figure 3.2: The techno-economic model calculates the battery price ($/kWh) over a two-
dimensional design space of redox potential (V vs. Li/Li+) and molecular weight (g/mol e-) 
assuming zero solvent cost. Here, the color of the space indicates the battery price of the 
NAqRFB, with lighter color indicating high battery price. The experimentally tested nitrobenzene 
derivatives are also shown for cost comparisons. Figure 3.2a displays the first reduction events of 
all tested nitrobenzene derivatives, while Fig. 3.2b shows only nitrobenzene derivatives that 
undergo multiple redox events.  
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Figure 3.3: The techno-economic model calculates the redox active species concentration target 
(mol/kg) required to build a $260/kWh cell using TBAPF6 salt or a $160/kWh cell using 
TMABF4 salt. Here, the color indicates active species concentration requirement, with lighter 
color indicating higher concentration required to meet cost targets. The experimentally tested 
nitrobenzene derivatives are also shown for cost comparisons. Figure 3.3a and 3.3c displays the 
first reduction events of all tested nitrobenzene derivatives, while Fig. 3.3b and 3.3d shows only 
nitrobenzene derivatives that undergo multiple redox events.  
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Figure 3.4: The effect of varying salt molecular weight on the required redox active material 
molality to build a $160/kWh and $260/kWh NAqRFB system for the derivatives 1, 4o, and 5p. 
The bottom 3 contours are for a $260/kWh NAqRFB, while the top 3 contours are for a 
$160/kWh NAqRFB. Molecular weights of TBAPF6, TMABF4, and LiBF4 are shown as dotted 
vertical lines for reference.   
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Table 3.1: Redox potential (in V vs. Ag/Ag+) of nitrobenzene derivatives.  
 
Material0/- Para Meta Ortho 
1 -1.62 
2 - 1.65 -1.75 -1.81 
3 - 1.72 -1.57 -1.77 
4 - 1.86 -1.69 -1.83 
5 - 1.09 -1.49 -1.50 
6 - 1.37 -1.54 -1.58 
7 -1.50 -1.40 -1.28 
8 - 1.28 -1.33 - 1.28 
9 -1.35 - 1.37 -1.23 
Material 0/- 0/2- -/2- 
5p -1.50 -1.92 -2.33 
6p -1.37 -1.76 -2.14 
7p -1.28 -1.67 -2.06 
9p -1.09 -1.27 -1.45 
9m -1.33 -1.56 -1.79 
9o -1.23 -1.47 -1.70 
 
Table 3.2: Redox active material molality requirements (mol/kg) for building a $260 kWh-1 
NAqRFB using TBAPF6 salt. Blank cells show materials outside the design space.  
 
Material0/- Para Meta Ortho 
1 1.09 
2 0.90 1.14 0.93 
3 1.04 1.33 0.97 
4 1.10 0.95 0.88 
5 1.92 1.77 1.57 
6 2.67 1.82 1.78 
7 2.91 1.92 2.91 
8 2.90 2.67 4.15 
9 - 2.81 4.84 
Material 0/- 0/2- -/2- 
5p 1.92 0.71 0.60 
6p 2.67 0.83 0.69 
7p 2.91 0.88 0.69 
9p - 1.89 1.88 
9m 2.81 1.05 0.99 
9o 4.84 1.23 1.13 
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Table 3.3: Redox active material molality requirements for building a $160 kWh-1 NAqRFB 
using TMABF4 salt. Blank cells show materials outside the design space. 
 
Material0/- Para Meta Ortho 
1 4.28 
2 3.40 6.47 3.70 
3 4.54 10.69 3.82 
4 4.72 3.39 2.90 
5 - - - 
6 - - - 
7 - - - 
8 - - - 
9 - - - 
Material 0/- 0/2- -/2- 
5p - 1.80 1.74 
6p - 2.25 2.13 
7p - 2.35 1.96 
9p - 24.48 - 
9m - 3.32 4.32 
9o - 4.59 6.38 
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4. REDOX FLOW BATTERY ACTIVE SPECIES CROSSOVER MODEL 
4.1 Introduction 
 Next-generation nonaqueous redox flow batteries (NAqRFBs) face unique challenges due 
to high cell voltages, unstable solutions, and expensive electrolyte materials.3,6,72 In particular, 
active species crossover in nonaqueous cells caused by ineffective separation of positive and 
negative redox active species is an unresolved issue due to the reactivity of nonaqueous 
electrolytes and high active species concentrations.6 Active species crossover between electrodes 
acts as a self-discharge reaction, decreasing the capacity and lifetime of the cell, thus resulting in 
major coulombic efficiency losses.73 In addition, crossover often results in unwanted side 
reactions that degrade separators and active species in nonaqueous electrolytes.74 Crossover, 
along with electrolyte degradation, is often noted as a primary factor causing low coulombic 
efficiency in experimental cells that utilize state-of-the-art active species.17,22,73,75 However, the 
techno-economic model developed in Chapter 2 requires a benchmark round-trip coulombic 
efficiency of 97%, which will require innovative solutions to crossover problems in order to build 
grid-scale RFB systems.8,10  
Due to the promise of low cost energy storage through NAqRFBs, several strategies that 
mitigate active species crossover have been studied.3,6 Ion-selective membranes use selective ion 
transport to exclude charged active species, and are widely used in aqueous RFBs to decrease 
crossover.76–78 However, these membranes show insufficient charge-selectivity in nonaqueous 
media due to highly concentrated active species, membrane swelling, and low area-specific 
resistance.6,54 Redox-active polymers and colloids provide an alternative method of mitigating 
crossover via size-exclusion of active species. However, redox-active polymers with low 
molecular weights and high cell voltages have not yet been experimentally developed.50,68 
Symmetric RFBs use a common active species at a particular charge state in both electrodes, thus 
removing crossover effects. At other charge states, symmetric RFBs can also reverse polarity 
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between charge-discharge cycles to recover crossover losses by reversing the direction of 
crossover flux.42 However, these symmetric RFBs require active species that undergo a minimum 
of two electrochemical reactions separated by a large potential difference in order to attain the 
benchmark 3 V cell voltage. Active species that satisfy these constraints are difficult to find. 
Finally, porous separators in nonaqueous redox flow batteries also mitigate crossover by using a 
low-porosity barrier that decreases active species diffusion between the electrodes.54 Since porous 
separators do not charge-exclude or size-exclude active species, significant active species 
crossover can still occur between the electrodes.6 Therefore, identification of optimal flow 
velocity, current density, electrode width, and number of separators is crucial to minimize 
crossover in separator-based RFBs. The present work models diffusive crossover in nonaqueous 
RFBs and identifies operating conditions and cell designs that mitigate crossover.  
Since crossover is diffusion-driven, an active species concentration model is used to 
predict concentration gradients throughout the electrode. Porous electrode models79 have been 
successful in modeling electrolyte-phase concentration gradients throughout the electrode, and 
have been applied in other electrochemical applications such as Lithium-ion batteries,80 
electrochemical desalination cells,81 and aqueous flow batteries.82 Vanadium redox flow batteries 
have been the focus of simulations and research, which has led to the classification of crossover 
into concentration-driven diffusive crossover, electrostatically-driven migrative crossover, and 
pressure-driven crossover.77,78,82–87 Since diffusive crossover was identified as the primary 
mechanism of crossover in vanadium redox flow batteries,78,82,87 the present work focuses on 
diffusive crossover in nonaqueous RFBs. By relating the magnitude of active species lost due to 
crossover to nonaqueous redox flow battery operating parameters, pathways to minimize 
crossover can be developed.  
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4.2 Methodology  
4.2.1 Model  
The impact of diffusive crossover on nonaqueous redox flow battery performance is 
analyzed using an active species concentration model within an electrode. This crossover model 
quantifies the relationship between crossover, operating parameters, and cell design. The 
electrolyte is assumed to have no salt, and contains only a solvent and a neutral-charge state 
dissolved active species at a uniform concentration at the inlet. This simplified model neglects 
crossover due to the charged active species formed by reaction of the neutral active species. 
Time-dependence of active species concentration is also neglected in this model. Thus, this model 
can be used to analyze flow cell electrodes with separate tanks for influent and effluent active 
species, or can be used to understand instantaneous crossover in a shared-tank flow cell electrode. 
However, time-dependent crossover results can also be obtained by changing the influent active 
species concentration with time. The crossover at the separator is computed using a Robin 
boundary condition relating the diffusive flux out of the electrode to the diffusive flux into the 
separator. Active species reactions are also assumed to readily occur uniformly throughout the 
electrode.  
Figure 4.1 shows a schematic of a nonaqueous redox flow battery along with dimensions 
and coordinates used in the crossover model. The x-direction corresponds to the flow direction 
with the origin at the inlet, while the y-direction is perpendicular to the current collector with the 
origin at the current collector. The electrode dimensions are quantified using the length of the cell 
along the flow direction L, and the width between the current collector and the separator, w. The 
cell undergoes galvanostatic operation at current density i (in A/m2) with a uniform pore-
averaged flow velocity u (in m/s) that advects a neutral charge state active species at uniform 
concentration cin (mol/m3). The assumption of uniform flow velocity is justified using Darcy’s 
law for porous medium flow. The porous medium has a dimensionless porosity ε and the 
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dissolved active species has a diffusion coefficient D (m2/s). Permeability of the separator hm 
(m/s) accounts for the flux of material lost due to crossover. Now the flux of the active species is 
computed using the porous Nernst-Plank relation79 in Eqn. 4.1 below: 
!!N j = −Deff , j∇cj + cjε
!v                                                       (4.1) 
where !!N j  is the flux of neutral species j (in mol/m2-s) with concentration cj and pore-averaged 
electrolyte velocity 
!v . The effective porous active species diffusion coefficient is computed 
using the Bruggeman relation: Deff , j = ε1.5Dj  that accounts for porosity of carbon felt. Equation 
4.1 accounts for the convective and diffusive flux of the neutral active species in the electrode. 
The effect of reactions in the electrode is included using mass conservation in Eqn. 4.2.  
ε
∂cj
∂t = −∇⋅
%%N j − R j
                                                      (4.2)
 
 Here, the time variation of active species concentration is related to the active species 
flux and reaction rate Rj (mol/m3s) in the electrode. Assuming uniform facile reactions throughout 
the electrode, the reaction rate can be computed using a charge balance over the electrode volume 
to get Ri = i /wF . The active species flux from Eqn. 4.1, the reaction rate Rj, and the steady-state 
assumption in Eqn. 4.2 is now combined to form:  
εu ∂c
∂x = Deff
∂2c
∂y2 −
i
wF                                                      (4.3)
 
where the diffusive flux in the x-direction is neglected through scaling since the current-collector 
to separator distance is significantly smaller than the cell length. Equation 4.3 accounts for the 
convection, diffusion, and reaction of neutral active species in the NAqRFB electrode. This 
equation is now non-dimensionalized in order to reduce the number of free variables in the 
equation. First, the coordinate system is made dimensionless by dividing the x and y coordinates 
with the electrode length and width respectively, thus, x ' = x / L  and y ' = y /w . Active species 
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concentration is also normalized using the inlet concentration: c ' = c / cin . The ratio of advection 
in the x-direction to diffusion in the y-direction is measured using a scaled Peclet number, Pe:   
Pe = uεw
2
Deff L                                                                (4.4)
 
where a higher velocity and lower diffusion coefficient leads to higher Peclet numbers. Next, the 
the ratio of reaction rate to advection in the electrode is quantified using the Damköhler number, 
Da:  
Da = iLcinwFuε                                                             (4.5)
 
where a high current density and a low flow velocity leads to higher Damköhler numbers. Finally, 
the ratio of diffusion through the separator to diffusion in the electrode is captured using the Biot 
number, Bi:  
Bi = whmDeff                                                                (4.6)
 
where increasing separator permeability and electrode width lead to higher Biot numbers. 
Substituting Eqns. 4.4, 4.5, and 4.6 in Eqn. 4.3 results in a dimensionless equation for active 
species concentration, as shown below.  
∂c '
∂x ' =
1
Pe
∂2c '
∂y '2 −Da                                                    (4.7)
  
4.2.2 Boundary Conditions 
 Three boundary conditions are required to solve Eqn. 4.7, which is second-order in y’ and 
first-order in x’. Thus two boundary conditions for the y’-direction, and one boundary condition 
for the x’-direction are required to solve the equation. The x’-direction boundary condition is 
readily derived using the inlet concentration: c x = 0, y( ) = c in . 
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 The y’-direction flux at the current collector must be zero, thus a Neumann boundary 
condition [∂c /∂y]y=0 = 0  is formed at the current collector. The y-direction diffusive flux out of 
the electrode is now related to the diffusive flux into the separator:  
−Deff
∂c
∂y
#
$
%
&
'
(
y=w
= hmc x, y = w( )                                           (4.8) 
thus forming a Robin boundary condition at the separator. The boundary conditions are now 
expressed in terms of dimensionless variables. Thus the inlet boundary condition is rewritten as 
c ' x ' = 0, y '( ) =1, and the current collector boundary condition is rewritten as [∂c '/∂y ']y '=0 = 0  in 
dimensionless terms. Finally, the dimensionless Robin boundary condition at the separator is 
expressed using the Biot number as shown in Eqn. 4.9 below.  
−
1
Bi
∂c '
∂y '
#
$
%
&
'
(
y '=1
= c ' x ', y ' =1( )                                          (4.9) 
4.2.3 Nondimensional Crossover Equation Solution 
 Equation 4.7 is separated into homogenous and inhomogeneous components which are 
individually solved, as shown in Appendix B.2. The homogenous component is solved using 
separation of variables, which results in an eigenvalue equation shown as Eqn. 4.10: 
λn tanλn = Bi                                                       (4.10) 
Equation 4.10 has an infinite number of solutions due to the periodicity of the tangent 
function. Thus, the solution to Eqn. 4.7 will be expressed as an infinite series. This is observed in 
Equation 4.11, where the dimensionless concentration throughout the electrode is expressed as a 
Fourier series with coefficients dn which are computed using eigenvalues from the Equation 4.10:  
c ' = DaPe2 y '
2−1− 2Bi
"
#
$
%
&
'+ dn cos λny '( )exp −
λn
2x '
Pe
"
#
$
%
&
'
n=1
∞
∑                    (4.11) 
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dn =
2 1+ DaPe
λn
2
!
"
#
$
%
&
λn
sinλn
+ cosλn
                                                    (4.12) 
 The y-directional flux can also be derived from Eqn. 4.11 by computing the partial 
derivative ∂c '/∂y ' of the dimensionless concentration with respect to y’. Now the definition of c’ 
and y’ is used to relate the dimensionless y-directional partial derivative to the dimensional y-
directional partial derivative as ∂c /∂y = cin /w( )∂c '/∂y ' . Thus the y-directional flux is 
computed as: 
!!Ny = −Deff
∂c
∂y = −Deff
cin
w
∂c '
∂y ' = −
Deff cin
w DaPe
y
w − dnλn sin λn
y
w
$
%
&
'
(
)exp − λn
2x
Pe ⋅L
$
%
&
'
(
)
n=1
∞
∑
-
.
/
0
1
2   (4.13) 
where !!Ny  is the flux in the y-direction in mol/m2-s. In order to find the molar flow rate out of the 
separator, the electrode thickness w is substituted into Eqn. 4.13, which is further integrated along 
the x-direction in order to find the mean flux out of the separator, !!Nw x . Now, the total molar 
flow rate at the separator Nsep  (in mol/s) can be computed by multiplying the mean flux out of 
the separator with the separator area as: Nsep = Asep !!Nw x , where Asep = L ⋅h  is the separator 
area in m2. This provides an expression for the total molar flow rate at the separator:  
Nsep =
iLz
F −1+
Bi
Da
dn cosλn
λn
2 1− exp −
λn
2
Pe
"
#
$
%
&
'
(
)
*
+
,
-
n=1
∞
∑
0
1
2
32
4
5
2
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                         (4.14) 
Note also that the molar reaction rate Nreact  is also readily evaluated as Nreact = iLz / F . 
The process of finding solutions to Eqns. 4.11-14 is non-trivial due to the transcendental nature 
and infinite number of solutions of Eqn. 4.10. Roots of Eqn. 4.10 are found using the periodic 
tangent property of increasing from zero to positive infinity in /2 radians. Also, the eigenvalues 
λn are all positive and the tangent function is positive, monotonic, and continuous between 
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n−1( )π  and n−1( )π + π / 2( )  where n is a positive integer. Thus, λn tanλn  must equal any 
positive Biot number exactly once within each π/2 radian range of positive tangent values. Figure 
2 shows how the λn tanλn  function (black solid lines) intersects with a constant Biot number 
function (red dashed line). Using this identity, each solution to Eqn. 4.10 is found by searching 
within a small π/2 radian range, which is very fast compared to the process of finding roots using 
a random set of initial starting points. Thus, the present work computes 100 eigenvalues (for each 
Biot number), which are substituted in Eqns. 4.11 and 4.12 to calculate the concentration profile 
in the electrode.   
4.2.4 Benchmark Values 
 Benchmark values for input parameters are provided by collaborators from the Pacific 
Northwest National Lab (PNNL). Table 4.1 shows these benchmark values for cell design 
parameters and operating conditions for a flow cell used commonly for active material 
prototyping.  In addition, Table 4.1 shows the dimensionless Peclet, Biot, and Damköhler 
numbers computed from benchmark values. The stoichiometric velocity is defined as the flow 
velocity required to react all influent active species in a single pass through the electrode. The 
stoichiometric velocity is calculated as: us = iL / cinwFε . The fraction of stoichiometric velocity 
fs is the ratio of flow velocity to stoichiometric velocity, and is coincidentally equal to the inverse 
of the Damköhler number.  
 Unless otherwise specified, the cell design parameters: length, width, height, and porosity 
are assumed to be held constant throughout this analysis. However, operating conditions such as 
flow velocity, current density, and separator permeability are considered variable in this analysis. 
By restricting this analysis to operating parameters only, the results can be used to optimize flow 
rate, current density, and separator permeability for flow cells that are already used in practice.  
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4.3 Results  
 Active species crossover is now quantified across a range of operating conditions in order 
to identify optimal regimes of operation for the benchmark nonaqueous RFB electrode. 
Concentration and y-direction flux results from the crossover model are plotted to provide a 
visual understanding of crossover phenomena. Variations in Biot, Peclet, and Damköhler 
numbers are also studied, which helps identify the impact of each dimensionless parameter on the 
degree of crossover, and quantifies the relationships between the variables that comprise these 
dimensionless numbers.  
4.3.1 2D Concentration and y-Directional Flux Profiles 
 The solution of Eqn. 4.7 with benchmark input parameters is shown in order to provide a 
visual basis for crossover. Figure 4.3a shows the active species concentration (in mol/m3) 
throughout the electrode, while also showing locations of the separator, current collector, inlet, 
outlet, and flow direction. The inlet concentration is 100 mol/m3 as specified by the benchmark 
values, and the mean outlet concentration is 89 mol/m3. The concentration profile throughout the 
interior of the cell shows a uniform decrease with increasing length along the flow direction, 
highlighting that the flow is advection-dominated in the interior of the benchmark cell, which is 
also represented by the high Peclet number of 5792 of the benchmark nonaqueous RFB electrode. 
However, the concentration profile at the separator shows a sharp decrease due to crossover, with 
the minimum actives concentration being approximately 72 mol/m3. This is due to the relatively 
high separator permeability of the system, which results in a large Biot number of 14. However, 
the impact of the crossover is localized to the area of the cell immediately adjacent to the 
separator due to the high Peclet number, which corresponds to a low residence time for active 
species flowing through the electrode. 
 The y-direction flux shown in Fig. 4.3b also shows a large crossover flux at the separator, 
which decreases to approximately zero y-direction flux in the interior of the cell. This is justified 
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by the high flow velocity and Peclet number of the benchmark input parameters. Additionally, the 
crossover flux (y-direction flux at the separator) is decreasing with increasing length in the flow 
direction. This is due to the higher concentration of active species at the inlet of the cell compared 
to the outlet. Figures 4.3a and 4.3b show that cells operating at similar Peclet, Damköhler, and 
Biot numbers as the benchmark values have extreme crossover at the separator due to the high 
Biot number, which is somewhat mitigated by using a high flow velocity. 
 A dimensionless measure of crossover needs to be defined in order to compare 
nonaqueous cells with different operating conditions. Thus, we define a dimensionless ratio of 
moles of species lost due to crossover to moles of species reacted in the cell, fc = Nsep / Nreact , 
henceforth referred to as the “crossover fraction”. Local effects in the cell are averaged using the 
net crossover flux. In addition, cells with higher reaction rates can tolerate higher crossover since 
they will require fewer passes to fully charge the cell. The crossover fraction fc addresses all of 
the above concerns, and the benchmark cell has fc = 0.02, which suggests that only 2% of reacted 
active species is lost due to crossover in the electrode.  
4.3.2 Impact of Dimensionless Numbers on Crossover Fraction 
 The dimensionless variables defined previously allow for size-independent analysis of the 
behavior of nonaqueous RFB crossover. When varying these dimensionless numbers the 
dimensionless crossover fraction is used as the output variable since it allows for unbiased 
comparison between electrodes with different operating conditions.  
The Peclet number accounts for advection through the electrode, while the Biot number 
accounts for the permeation through the separator. Figure 4.4 shows the crossover fraction on 
axes of Peclet number and Biot number with constant Damköhler number in order to account for 
advection and permeation. First, some values of the Peclet and Biot numbers can result in a 
crossover fraction of over 12%, which is much higher than the benchmark 2% crossover. Higher 
Biot number results in higher crossover, which is intuitively explained by the definition in Eqn. 
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4.6. A higher Biot number has a higher separator permeability, which implies either higher 
separator thickness, or lower separator porosity, which will mitigate crossover. Note however that 
conclusions cannot be drawn about active species diffusion coefficient from this plot since it is 
used in both the Biot and Peclet numbers, and is thus not an independent parameter. Decreasing 
the Peclet number also shows increase in crossover, which could be justified by the higher 
residence time of active species in the cell due to lower flow velocity. However, the flow velocity 
also appears in the Damköhler number, thus a lower Peclet number also requires a lower current 
density to maintain the same Damköhler number. Due to this coupling between the current 
density and flow velocity in the Peclet and Damköhler numbers, we cannot immediately identify 
whether flow velocity or current density is controlling the increase in crossover fraction with 
decrease in Peclet number. 
Figure 4.5 shows the crossover fraction on axes of Damköhler number and Biot number 
while holding the Peclet number constant at the benchmark value of 5792. Again, increasing the 
Biot number increases the crossover in the cell. A low Damköhler of approximately 0.02 can also 
result in significantly higher crossover fractions of 5%. Since the flow velocity is coupled to the 
Peclet number, a lower Damköhler number is best explained by a lower operating current density. 
A lower current density results in a smaller reaction rate throughout the electrode, which 
decreases the denominator of the crossover fraction, thus showing a higher relative crossover 
fraction in the lower right of the map in Fig. 4.5. Through this result, Fig. 4.4 is identified to show 
a trend of lower crossover with lower Peclet number as a result of the lower current density used 
at lower Peclet numbers.  
4.3.3 Selecting Optimal Flow Velocity and Current Density 
 Since Figs. 4.4 and 4.5 show coupling between flow velocity and current density that 
cannot be easily separated, Fig. 4.6 is generated that shows the crossover fraction as a function of 
flow velocity and current density in the electrode. Although the range of current density and flow 
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velocity is only over an order of magnitude, the crossover fraction varies between 1% and 20%, 
which demonstrates the importance of selecting the optimal current density and flow velocity. 
Figure 4.6 shows a large increase in crossover fraction with decreasing current density, due to the 
denominator of the crossover fraction definition getting smaller with decreasing current density. 
However, a similar large change in crossover fraction with changes in flow velocity is not 
observed. This is explained in Eqn. 4.11, where the product of the Damköhler and Peclet numbers 
appears twice in the equation. The Damköhler number is inversely proportional to the flow 
velocity, while the Peclet number is directly proportional to the flow velocity. Thus the product of 
the Damköhler and Peclet numbers in the Eqn. 4.11 shows no dependence on flow velocity. Flow 
velocity only changes the Peclet number term used in the exponent in Eqn. 4.11, which has only a 
impact on the results. Thus, the flow velocity is conclusively shown to have a smaller impact on 
the crossover fraction than the current density.  
 
4.4 Conclusions and Future Work 
 An analytical crossover model has been developed and used in order to minimize active 
species crossover by varying operating parameters like flow velocity, current density, and 
separator permeability in nonaqueous redox flow batteries. Thus, by making simplifications and 
solving a single partial differential equation, a two-dimensional concentration profile is generated 
that accounts for convection, diffusion, reaction, and crossover in a nonaqueous redox flow 
battery electrode.  
 The crossover model has been used to understand the impact of the Peclet, Damköhler, 
and Biot numbers on the crossover fraction. Crossover can be mitigated primarily by decreasing 
the permeability separator (by increasing the separator thickness or decreasing its porosity), or by 
increasing the Damköhler number (by increasing the NAqRFB current density). However, cells 
also experience performance loss due to slow kinetics of active species reactions, low electrolyte 
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conductivity, and high variations in state of charge throughout the electrode that must be 
addressed using a more detailed model. Finally, the crossover model must also be validated using 
an experimental cell in order to verify that the diffusive crossover mechanism is dominant, and 
modeling simplifications used are physically accurate.  
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4.5 Figures and Tables  
 
Figure 4.1: Two-dimensional nonaqueous redox flow battery electrode schematic to illustrate the 
crossover model. The right and left colored regions correspond to positive and negative current 
collectors respectively. The x- and y-directions are shown in the top-left of the schematic. The 
shaded counter electrode is not analyzed in the present work, while the unshaded working 
electrode is assumed to have uniform reactions throughout the bulk. Finally, the crossover flux 
N’’ is also shown.  
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Figure 4.2: A simplification required for fast solutions to Eqn. 4.10 is shown. The black solid 
line corresponds to the left-hand side (LHS) of Eqn. 4.10, while the red dashed line corresponds 
to the right-hand side (RHS) of Eqn. 4.10. The intersection of the LHS and RHS of Eqn. 4.10 
corresponds to a solution of the equation, which is displayed here using red circles. In addition, 
trigonometric properties are used to identify that each solution n of Eqn. 4.10 must be within 
n−1( )π  and n−1( )π + π / 2( ) , which provides constraints for equation solvers to find each λn.   
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Figure 4.3: The crossover model is solved using benchmark parameters in Table 4.1 to form two-
dimensional concentration profiles. Figure 4.3a shows the active species concentration as a 
function of the cell length and width, while Fig. 4.3b shows the y-direction flux. The flow 
direction, current collector, separator, inlet, and outlet are marked for reference.  
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Figure 4.4: A two-dimensional map of crossover fraction on Peclet number and Biot number 
axes. The Damköhler number was held constant at 0.1. The benchmark values of Peclet and Biot 
number are also shown as dotted white lines for reference.  
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Figure 4.5: A two-dimensional map of crossover fraction on Damköhler number and Biot 
number axes. The Peclet number was held constant at 5792. The benchmark values of Damköhler 
and Biot number are shown as dotted white lines for reference.  
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Figure 4.6: A two-dimensional map of crossover fraction on flow velocity and current density 
axes. The Biot number was held constant at 14. The benchmark values of flow velocity and 
current density are shown as dotted white lines for reference.  
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Table 4.1: Benchmark values for crossover model input parameters. Unless otherwise specified, 
these parameters are held constant. 
 
Modeling Parameter Benchmark Values 
Design Parameters  
Inlet to outlet distance, L 18 mm 
Current collector to separator distance, w 5 mm 
Electrode depth, z 5 mm 
Electrode porosity, ε 0.92 
Separator porosity, εsep 0.58 
Separator thickness, wsep (1 separator layer) 0.175 mm 
Operating Parameters  
Influent active species concentration, cin 100 mol/m3 
Active species diffusion coefficient, D 10-10 m2/s 
Current density, i 100 A/m2 
Flow velocity, u 0.4 mm/s 
Number of separator layers, nsep 1 
Derived Parameters  
Separator permeability, hm (1 separator layer) 2.5x10-7 m/s 
Peclet number, Pe 5792 
Damköhler number, Da 0.10 
Biot number, Bi (1 separator layer) 14 
Stoichiometric velocity, us 0.04 mm/s 
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5. CONCLUSIONS AND FUTURE WORK 
 The detailed electrolyte techno-economic model in Chapter 2 was used to define 
materials selection criteria for next-generation flow batteries. Researchers seeking to implement 
redox flow batteries with low electrolyte and reactor cost can use the design maps to identify 
potential active species, salt, and solvent materials. However, significant experimental challenges 
remain in the simulation, identification, and demonstration of such materials.  
 The nitrobenzene derivatives identified in Chapter 3 need to be tested further in redox 
flow batteries in order to understand their long-term stability under cell cycling conditions. 
Although the multiple redox event materials do not show the necessary reversibility to be viable 
in redox flow batteries, promising results for these materials show that they have the desired 
properties to be a significant factor in decreasing future RFB costs.  
 The crossover analysis developed in Chapter 4 builds a simplified model that quantifies 
crossover for redox flow batteries at different operating conditions. The model needs to be 
experimentally validated in order to understand the domains of applicability of its predictions. 
After experimental validation, the crossover model can also be extended to account for time-
dependent multicomponent diffusion, nonuniform reactions, active species kinetics, solution-
phase conductivity, solid-phase conductivity, and nonideal separators and membranes.   
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APPENDIX A: RELATING THE DETAILED ELECTROLYTE MODEL TO THE 
DARLING-GALLAGHER MODEL 
 The present work uses a detailed electrolyte model that builds on the DG model by 
quantifying the effect of salt concentration and salt molecular weight on RFB price. The DG 
model accounts for salt and solvent cost using an electrolyte cost per unit mass (cm,e+/- in units of 
$ kg-1). By lumping salt and solvent costs together in this manner, the DG model did not capture 
the sensitivity of battery price to salt concentration and molecular weight. Thus, the present 
detailed electrolyte model expands the electrolyte cost per unit mass in terms of the mass ratio of 
salt to total mass of salt and solvent Ssalt, as well as the costs per unit mass of the salt and solvent 
(csalt and csolvent, respectively): 
 cm,e = Ssaltcsalt + 1− Ssalt( )csolvent                                          (A1) 
To capture salt and solvent costs explicitly, the electrolyte cost per unit mass for each electrolyte 
(cm,e+ and cm,e-) was substituted into the battery price expression from Ref. 8. The resulting 
expression for battery price expressed in terms of the average molar salt ratio ravg and the average 
redox-active species concentration bavg. In terms of parameters from the DG model, ravg and bavg 
are expressed as:  
ravg =
1
2
s+M+Ssalt+
χ+ne+Msalt+S+
+
s−M−Ssalt−
χ−ne−Msalt−S−
"
#
$
%
&
'  ,                                  (A2) 
1
bavg
= 12
s+M + 1− Ssalt+( )
χ+ne+S+
+
s−M − 1− Ssalt−( )
χ−ne−S−
⎡
⎣
⎢
⎤
⎦
⎥  ,                             (A3) 
where the redox-active species concentration S is expressed in units of kilograms per kilogram of 
solvent. 
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APPENDIX B: SOLUTION OF CROSSOVER EQUATION 
Section B.1: Partitioning into Homogenous and Particular Solutions 
 The dimensionless Eqn. 4.7 with inlet, current collector, and separator boundary 
conditions is solved to find the dimensionless concentration c’ throughout the electrode. Since 
Eqn. 4.7 is inhomogeneous in c’, the final solution is expressed as a sum of a homogeneous 
general solution c 'hom  and an inhomogeneous particular solution c 'part  as: 
c '(x ', y ') = c 'hom (x ', y ')+ c 'part (y ') . Here the homogenous solution solves the convection-
diffusion equation neglecting reactions:  
∂c 'hom
∂x ' =
1
Pe
∂2c 'hom
∂y '2                                                     (B1) 
while the particular solution solves the diffusion-reaction equation:  
∂2c 'part
∂y '2 = DaPe                                                        (B2) 
 The solutions to Eqns. B1 and B2 need to satisfy current collector and separator boundary 
conditions. In addition, the solution to Eqn. B1 should also satisfy the inlet boundary condition. 
Since the particular solution is fully defined, it is now solved by integrating twice and substituting 
in the separator and current collector boundary conditions:  
c 'part =
DaPe
2 y '
2−1− 2Bi
"
#
$
%
&
'                                                   (B3) 
 Equation B3 satisfies both the Neumann boundary condition at the current collector and 
the Robin boundary condition at the separator.  
Section B.2: Finding the Homogenous Solution 
 The homogenous solution for Eqn. B2 can be found by using separation of variables: 
c 'hom = X(x ') ⋅Y (y ') . Substituting into Eqn. B2 and rearranging provides:   
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Pe
X
∂X
∂x ' =
1
Y
∂2Y
∂y '2 = −λ
2                                                 (B4) 
where λ is a positive eigenvalue independent of x’ and y’. The X-equality is easily resolvable:  
X(x ') = c1e−λ
2x '                                                       (B5) 
where c1 is a constant. Similarly for the Y-equality:  
 Y (y ') = c2 sin λy '( )+ c3 cos λy '( )                                        (B6) 
where c2 and c3 are constants. Thus, the homogenous solution is expressed as the product of X and 
Y:   
     c 'hom = c4 sin λy '( )+ c5 cos λy '( )!" #$e−λ
2x '                                 (B7) 
where c4 and c5 are constants formed by the combination of c1 with c2 and c3 respectively. 
Substituting the current collector boundary condition in Eqn. B7 shows that c4 must be zero in 
order to non-trivially satisfy the Neumann boundary condition. Next, the Robin boundary 
condition at the separator is satisfied by substituting Eqn. B7 into Eqn. 4.9 to form Eqn. 4.10. All 
λ is also rewritten as λn where λn is the n-th positive solution to Eqn. 4.10. Similarly, all c5 is also 
rewritten as c5,n. Since infinite solutions to Eqn. 4.10 exist, the homogenous solution must also be 
expressed as a sum of all n-th individual solutions. Finally, Eqn. 4.11 is derived by combining the 
particular solution in Eqn. B3 with the homogenous solution in Eqn. B7.  
 
Section B.3: Finding Fourier Coefficients c5,n for Generalized Fourier Series 
 Since Eqn. 4.11 already satisfies the separator and current collector boundary conditions, 
the inlet boundary condition are used to derive the values of the dn coefficients. Thus, substituting 
x ' = 0  and c 'in =1  gives:  
c5,n cos λny '( )
n=1
∞
∑ =1− DaPe2 y '
2−1− 2Bi
$
%
&
'
(
)= A+By '2
                     (B8)
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where A =1+ DaPe / 2( )+ DaPe / Bi( ) and B = −DaPe / 2 . The generalized Fourier series 
shown in Eqn. B8 is now resolved as:  
c5,n =
A+By '2( )cos λny '( )dy '
0
1
∫
cos2 λny '( )dy '
0
1
∫
                                              (B9) 
The integrals in Eqn. B9 can be readily evaluated and simplified to derive Eqn. 4.12.  
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