Recently, sparse representation based visual tracking methods have attracted increasing attention in the computer vision community. Although achieve superior performance to traditional tracking methods, however, a basic problem has not been answered yet -that whether the sparsity constrain is really needed for visual tracking? To answer this question, in this paper, we first propose a robust non-sparse representation based tracker and then conduct extensive experiments to compare it against several state-of-the-art sparse representation based trackers. Our experiment results and analysis indicate that the proposed non-sparse tracker achieved competitive tracking accuracy with sparse trackers while having faster running speed, which support our non-sparse tracker to be used in practical applications.
Introduction
Visual tracking, i.e., tracking a specific target object in consecutive video frames to get its moving trajectory, is one of the most important tasks in computer vision. A wide range of applications rely on robust visual tracking including, security and surveillance [10, 13] , vehicle transportation and traffic monitoring [2, 5, 12] , video compression [8, 18, 22] , head-tracking, gesture recognition and eye-gaze tracking [1, 6, 7, 20] . Visual tracking has been extensively studied in the past decades in the computer vision community; however, it is still very challenging to handle irregular appearance changes of the tracked object during tracking, which are mainly due to abrupt geometric transformation, photometric variations like sudden change in illumination, and partial or full occlusions.
In the literature, a large number of tracking approaches have been proposed which can be roughly grouped in two main classes: discriminative methods and generative methods. The former formulates the tracking problem as the binary classification of distinguishing c 2015. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms. the object from its background while the latter builds an appearance model of the target and formulates the tracking problem as a matching problem. Recently, inspired by the success of sparse representation in face recognition [24] , sparse coding [19] has been successfully used in visual tracking [11, 16, 28, 29, 30] . Among them, ℓ 1 minimization based tracking method [16] formulates visual tracking as a reconstruction problem in a linear space where it is reasonable to impose a sparse constrain on the representation coefficients that the tracked target should be linearly represented by a small set of target templates with small reconstruction error. To make the tracker robust to occlusions, a set of occlusion templates are used in the linear representation to handle occlusions. Since this pioneer work, several researchers have tried to improve it by constraining the activation of these extra templates to improve the tracking accuracy [4] or by reducing the dimension of space to reduce tracking computational complexity [14, 26] . In the following part of the paper, we name all ℓ 1 minimization based trackers as ℓ 1 trackers.
Although promising results were reported at the time [16] was written and even though a number of other works have applied ℓ 1 trackers in their specific contexts [11, 28, 29, 30] , the real role of the sparse constrain in the sparse representation was not well investigated in videos containing a variety of tracking circumstances. In particular, several studies in object recognition [21, 27] have experimentally indicated non-sparse representation with ℓ 2 norm minization has gotten superior performance than sparse representation with ℓ 1 norm mimization. Therefore, it is also necessary to investigate the roles of sparsity in ℓ 1 trackers. In addition, ℓ 1 trackers are inevitably computationally expensive due to their iterative optimization procedure. Most ℓ 1 trackers neglect the real-time requirement, which is very important for practical applications. In this paper, we aim at answering a basic question in ℓ 1 trackers that whether sparsity is really needed for visual tracking. To this aim, we first propose a non-sparse tracker and then conduct extensive experiments to compare it against several sparse trackers. Our experiment results and analysis indicate that the proposed non-sparse tracker has achieved competitive tracking accuracy while having faster running speed, which is better than sparse trackers for practical applications.
The rest of the paper is organized as it follows. Section 2 first review the existing sparse trackers. In Section 3, the proposed non-sparse tracker is introduced in detail. Experiments are reported and analyzed in Section 4. Section 5 concludes the paper.
Sparse tracker
Inspired by the success of sparse representation in face recognition [24] , Mei et al. first proposed to model visual tracking as a sparse reconstruction problem under particle filter framework [16] . In particular, let y ∈ R d be a feature vector obtained by stacking the pixel intensities of a target candidate into a column vector and T = [t 1 t 2 . . . t n ] ∈ R d×n be the set of feature vectors of previous target templates, which is manually collected at the first frame and then updated in an online fashion over time. It is natural to assume that the target templates T should span a linear space where the candidate is in. Formally, the target candidate y is represented in the following linear combination
where the templates T constructs the sparse representation dictionary, α = [α 1 , α 2 , . . . , α n ] ⊤ ∈ R n is the coefficient vector and η ∈ R d is the noise term. To handle occlusion, a set of 
where the first and second terms measure the reconstruction error and the sparsity of the coefficient vector, respectively, and λ is a constant that controls the importance of the reconstruction error to the sparsity. Once the coefficient vector is obtained, the tracking result is found as the target candidate with the smallest reconstruction error after projecting on the target template subspace, i.e., y − Tα 2 2 . Although the desired performance was reported, especially the robustness to occlusion, there are several major drawbacks. Firstly, the sparse assumption on the coefficients : may not hold in practice. In image classification field, several research studies [21, 27] have indicated that non-sparse representation such as collaborative representation achieves the competitive classification performance with sparse representation. It is also necessary to investigate whether sparsity is really needed for visual tracking. Second, solving the ℓ 1 minimization problem (Eq. 3) is very time-consuming, which restricts the tracker being used in real-time. Thirdly, the choice of occlusion templates is built upon a holistic idea to handle occlusion. In Figure 1 , we show an example how the use of an augmented dictionary containing occlusion templates can lead to target loss. The dollar notes have a similar appearance to the target note on top and as the person starts folding the note (frame 50) and moving it to the left (frame 130), in the model using augmented dictionary D = [T, I] we can see a large occlusion templates activated (i.e. the coefficients become non-sparse) leading to the target loss whereas in simpler model with only basis target templates, the tracker learns the variation of the appearance in the target without trying to represent the difference via the help of occlusion templates as in the first case. We can conclude that the notion of occlusion templates to represent occlusion is built upon a holistic idea and in some cases it can lead to mis-classification of the target with its surrounding objects or background. To overcome the above drawbacks, several works have improved the work of [16] . For example, Mei et al. [17] proposed to reduce the number of ℓ 1 -minimization by first sorting out the candidates based on their least-square residual error and accepting only candidates above a minimal threshold error to building a linear appearance model. Li et al. [14] and Zhang et al. [26] both made use of compressive sensing to build tracking models with real-time performance. An interesting work was proposed by Bao et al. [4] in which the authors proposed a real-time ℓ 1 -tracker with improved tracking accuracy. The algorithm, which we shall revisit and refer to it as L1-APG, gains accuracy improvement via building a new minimization model for finding sparse representation of the target and real-time performance by a new APG (Accelerated Proximal Gradient) based numerical solver for resulting ℓ 1 problem.
Non-Sparse ridge regression based tracker
In this paper, we propose a robust non-sparse tracker based on ridge regression (RR). Instead of augumenting occlusion templates in the dictionary, here we only use the target templates T ∈ R d×n as the dictionary. The basic ordinary least square (OLS) for computing the coefficients is given byα
which has a least square approximation solution
Often, as in visual tracking, there is a linear dependency between two or more columns of T which causes to the precision of OLS become very poor. The columns in this case are called multi-colinear and may occur in two forms: (1) Exact multi-colinearity: the matrix T is singular. (2) Near multi-colinearity: at least one of the eigenvalues of the grammian matrices T T T or TT T is very small. In this condition, the linear system obtained becomes ill-conditioned and prohibits us from deriving a reliable linear representation. In such Comparing solution coefficients between OLS and RR models. Heed to the difference of scales for y-axes in two cases which is extremely larger for OLS. After some frames the tracker using OLS drifts and the coefficients estimated become invalid.
condition, a reasonable remedy can be obtained through ℓ 2 -regularization
where λ ridge is a constant regulatory parameter that makes a trade-off between the reconstruction error and the energy of coefficients. RR admits a direct analysis solution given by Eq. (7)α
where I ∈ R n×n is the identity matrix. In statistics, Eq. (6) is known as ridge regression (RR) and was first introduced by Hoerl and Kennard [9] ; in vision community it is also known as collaborative representation (CR). To demonstrate the effects of this condition on the estimation of coefficient, we consider sum of coefficients variances (total variance) forα OLS andα ridge which is given by
in which λ j is the j-th eigenvalue of T. It can be seen that total variance of OLS would be severely inflated if one or more columns are co-linear. For RR, Eq. (8) becomes
By comparing Eq. (8) and Eq. (9), it can be noted that for any λ ridge > 0, RR has a smaller total variance compared to OLS. In Figure 2 , we compare the estimated solution coefficients for a randomly selected video under the OLS and RR which could be seen the coefficients are extremely unstable for OLS (in the range of 10 15 ) which is by far larger than RR with stabilized coefficients. As for related works, Zhang et al. [27] showed that great face recognition results reported by [24] were not achieved necessarily on the sparsity constraint and reported competitive results with collaborative representation which replaced ℓ 1 -norm regularization with ℓ 2 -norm regularization in sparse representation model.
:
The advantage of this model was suggested as a simple yet efficient solution compared to sparse representation as the optimization model admits a direct and efficient analytic solution. Li et al. [15] proposed a non-sparse based tracker that used a Mahalanobis distance metric (instead of Euclidean distance) for classification. The drawback of their approaches approach was the estimation of the weight matrix accurately which can be slow for visual tracking for which the authors proposed learning the weight matrix in an online fashion.
Experiments

Experimental setup
The proposed RR-based tracker (with ℓ 2 -norm penalization) is compared against three state-of-the-art sparse trackers based on ℓ 1 -norm penalization including L1-APG [4] (Accelerated Proximal Gradient), L1-WMB [17] (With Minimum Bound) and L1-Original [16] . Their underlying working characteristics are compared in Table 1 . The main differences between the RR-based tracker and the compared trackers are in the complexity of the dictionary they use (i.e., T: basis template dictionary versus D = [T, I]: augmented dictionary) and in the optimization model they are built upon (i.e. ℓ 1 vs. ℓ 2 ). It is important to point out the following remarks: (1) The sparse ℓ 1 trackers all use an augmented dictionary; (2) Our proposed non-sparse RR-based tracker does not use the occlusion dictionary because only under the ℓ 1 -norm context that promotes sparsity, the use of occlusion dictionary was suggested to be useful for handling occlusion and such a judgment cannot be made in the ℓ 2 -norm context. We conducted extensive quantitative experiments on a total of 33 video sequences which are diverse and contain variety of tracking challenges. These video sequences are collected from the large scale benchmark library presented in [25] as well as [3] . For all trackers, we provide quantitative evaluation criterion defined by the Center Location Error (CLE) and Tracking Success Rate (TSR) which are computed based on a given ground truth. Since the trackers can have a dependency on the random number generation (RNG), we set the seed for the RNG to a fixed non-negative value which would allow us to have a fair comparison between all trackers under similar conditions. Furthermore, in order not be biased to only one realization of random numbers, without reinitialization from the same seed we obtain a sequence of random numbers and run each tracking algorithm 10 times on each video sequence according to the same random number. Results are reported in terms of the average
T SR i ) and standard deviation of the results obtained where N = 10 is the number of evaluation and CLE i and T SR i are the average CLE and TSR over the entire frames in each run. The parameters related to the particle file variance parameters in our experiment were set to be like in the benchmark [0.03, 0.0005, 0.0005, 0.03, 1, 1] where t x = t y = 1 are translations in x and y directions. In some videos containing fast motion or pose change (e.g. CarDark, Coke, Deer etc.) the variances were changed correspondingly to for example [0.03, 0.0005, 0.0005, 0.03, 2, 2] to be able to capture the fast motions, the same for all tracker. The regulatory parameter for ℓ 1 trackers were used as they were used by the original codes. The regulatory parameter for our proposed algorithm was set to λ ridge = 1 or λ ridge = 2 in most videos which resulted in fairly similar performance. In rare cases containing severe occlusion (e.g. Coke) λ ridge was increased to higher values which had a positive effect because it avoided frequent update of the dictionary and insertion of bad template in the dictionary. 
Significance Testing for Quantitative Evaluation
Comparison of competing trackers
The performance of the proposed RR-based tracker against the competing ℓ 1 trackers can be compared in Table 2 and Table 3 according to the average rankings computed by averaging out the rankings computed based on α-level significance test on each video. As could be seen our proposed RR-based tracker has the best ranking (i.e. 1.03 and 1.03) against the competing trackers which shows it is capable of effectively handling complicated appearance changes in the tracking process. In Figure 3 , we also provide the performance of the two best competing trackers under different tracking challenges as a means to compare their performances under such circumstances. The vertical axis is the percentage of videos with a particular challenge for which RR and L1-APG trackers pass it successfully. The challenges for each video were obtained found [25] .As could be seen, RR outperforms L1-APG almost in all challenges. It could be as noted that both trackers are weak in handling fast motions which is the drawback of these trackers. Finally, the efficiency of the proposed tracker against the competing trackers in terms of average speed is compared in Table 4 and the results are greatly in favor of the proposed RR-based tracker. 
Conclusion
Before the stress on sparsity and using complex dictionaries for handling occlusions etc., we have shown in this paper that the main problem in visual tracking arises from colinearity of data which could be solved by classical ridge regression. Indeed, too much push on sparsity leads to penalization of results with respects to classical ridge regression. To this end, a robust visual tracker based on non-sparse linear representation was proposed that can effectively handle different tracking challenges in extended tracking sequences. The results indicate that our proposed tracker can archive competitively better results compared to ℓ 1 trackers while having faster running speed, which supports the effectiveness of our proposed non-sparse tracker for practical applications. 
