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Abstract
This paper considers the numerical treatment of the time-dependent Gross-Pitaevskii
equation. In order to conserve the time invariants of the equation as accurately as
possible, we propose a Crank-Nicolson-type time discretization that is combined with
a suitable generalized finite element discretization in space. The space discretization
is based on the technique of Localized Orthogonal Decompositions (LOD) and allows
to capture the time invariants with an accuracy of order O(H6) with respect to the
chosen mesh size H. This accuracy is preserved due to the conservation properties of the
time stepping method. Furthermore, we prove that the resulting scheme approximates
the exact solution in the L∞(L2)-norm with order O(τ2 + H4), where τ denotes the
step size. The computational efficiency of the method is demonstrated in numerical
experiments for a benchmark problem with known exact solution.
AMS subject classifications 35Q55, 65M60, 65M15, 81Q05
1 Introduction
The so-called Gross–Pitaevskii equation (GPE) is an important model for many physical pro-
cesses with applications in, for example, optics [2, 22], fluid dynamics [58, 59] and, foremost,
quantum physics [21, 35, 48] where it describes the behavior of so-called Bose-Einstein con-
densates [8, 49]. For a real-valued function V (x) and a constant β ∈ R, the Gross-Pitaevskii
equation seeks a complexed-valued wave function u(x, t) such that
i∂tu = −4u+ V u+ β|u|2u
together with an initial condition u(x, 0) = u0(x). In the context of Bose-Einstein con-
densates, u describes the quantum state of the condensate, |u|2 is its density, V models a
magnetic trapping potential and β is a parameter that characterizes the strength and the
direction of interactions between particles.
The GPE is known to have physical time invariants where the mass (number of particles)
and the energy are the most important ones. When solving the equation numerically it is
desirable to conserve these quantities also in the discrete setting. In fact, the choice of
conservative schemes over non-conservative schemes can have a tremendous advantage in
terms of accuracy. This observation has been confirmed in various numerical experiments (cf.
[32, 52]). Practically, the discrete conservation of mass and energy is subject to the choice of
the time integrator. Among others, mass conservative time discretizations have been studied
in [57, 61], time integrators that are mass conservative and symplectic are investigated in
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[3, 25, 51, 54, 56], energy conservative time discretizations in [34] and time discretization that
preserve mass and energy simultaneously are addressed in [3, 7, 9, 11, 12, 16, 31, 33, 50, 62].
For further discretizations we refer to [5, 8, 10, 36, 53] and the references therein.
Beside the choice of the time integrator that guarantees the conservation of discrete
quantities, the space discretization also plays an important role since it determines the
accuracy with which invariants can be represented in the numerical method. For example,
a low dimensional P1 finite element space typically only allows for approximations of the
energy of order O(H), where H is the mesh size. Hence, even if the time integrator preserves
the discrete energy exactly, there will always be an error of order O(H). We shall later
present a numerical experiment where this plays a tremendous role.
In the light of this issue, we shall investigate the following question: can we find low
dimensional spaces (to be used in the numerical scheme for solving the GPE) so that time
invariants, such as mass and energy, can be approximated with very high accuracy in these
spaces? It is natural that such spaces need to take the problem specific structure into
account in order ensure that they can capture the invariants as accurately as possible. One
construction that allows to incorporate features of a differential operator directly into discrete
spaces is known as Localized Orthogonal Decomposition (LOD) and was originally proposed
by Ma˚lqvist and Peterseim [41] in the context of elliptic problems with highly oscillatory
coefficients.
The idea of the LOD is to construct a (localizable) orthogonal decomposition of a high
dimensional (or infinite dimensional) solution space into a low dimensional space which
contains important problem-specific information and a high-dimensional detail space that
contains functions that only have a negligible contribution to the solution that shall be
approximated. The orthogonality in the construction of the decomposition is with respect
to an inner product that is selected based on the differential equation to be solved. After
the LOD is constructed, the low dimensional part can be used as a solution space in a
Galerkin method. The classical application of this technique are multiscale problems with
low regularity, where it is possible to recover linear convergence rates without resolution
conditions on the mesh size, i.e. without requiring that the mesh size is small enough to
resolve the variations of the multiscale coefficient [24, 30, 26, 41].
The LOD has been successfully applied to numerous differential equations where we
exemplarily mention parabolic problems [39, 40], hyperbolic problems [1, 38, 47], mixed
problems [23], linear elasticity [28], linear and nonlinear eigenvalue problems [27, 42, 43]
and Maxwell’s and Helmholtz equations [18, 19, 29, 46, 55, 44]. An introduction to the
methodology is given in [45] and implementation aspects are addressed in [17].
As opposed to many other multiscale methods, the LOD method greatly improves the
accuracy order when applied to single-scale problems with high regularity (cf. [37, 42]). The
aim of this paper is to exploit this increase in accuracy to solve challenging and nonlinear time
dependent partial differential equations, such as the Gross–Pitaevskii equation, on long time
scales. Since the construction of the LOD space is time-independent and linear, its assembly
is a one-time overhead that can be done efficiently by solving small linear elliptic problems in
parallel. Besides the construction of a modified Crank–Nicolson (CN) type time integrator
that is combined with an LOD space discretization, the novel theoretical contributions of
this paper are a proof of superconvergence (of order 6 with respect to the mesh size of H)
for time invariants of the GPE in the LOD space, and L∞(L2)-convergence rates of order
O(τ2 +H4) of the proposed scheme (where τ is the time step size). To illustrate the strong
performance of our method we present a numerical test case that is highly sensitive to energy
perturbation and which is therefore very hard to solve on long time scales. Applying the
proposed method we are able to easily solve the problem with a resolution on par with a
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classical P1 element space of 221 degrees of freedom (i.e. the resolution on which the LOD
basis functions are represented) and 224 time steps (∼ 1013.5) on a regular computer. This
resolution allows us to capture the correct solution well on long time scales. Solving the
problem with standard P1 finite elements on meshes with a similar resolution would take
months, whereas our computations ran within a few hours with the CN-LOD.
Outline: In Section 2 we recall the basic concept of the LOD and we illustrate how super-
convergence can be achieved under certain regularity assumptions. In Section 3 we introduce
the analytical setting of this paper and present important time invariants of the GPE. Su-
perconvergence of the time invariants in the LOD space is afterwards studied in Section 4.
In Sections 5 and 6 we formulate two versions of the CN-LOD and we present our analytical
main results. Details on the implementation are given in Section 7 and the numerical exper-
iments are presented in Section 8. Finally, in Section 9 we prove our main results, which is
the major part of this paper.
2 Localized Orthogonal Decomposition
The key to the superconvergence that we shall prove in this paper is due to the choice of a
suitable generalized finite element space for discretizing the nonlinear Schro¨dinger equation.
The spaces are known as Localized Orthogonal Decomposition (LOD) spaces. In this section
we start with a brief introduction to the LOD in a general setting that serves our purposes.
Here we recall important results that will be crucial for our error analysis of the later method.
For further details on the proofs and for results in low-regularity regimes we refer to [24, 30,
41, 45].
Throughout this section, we assume that D ⊂ Rd (for d = 1, 2, 3) is a bounded convex
domain with polyhedral boundary. On D, the Sobolev space of complex-valued, weakly
differentiable functions with zero trace on ∂D and L2-integratable partial derivatives is as
usual denoted by H10 (D) := H10 (D,C). For brevity, we shall denote the L2-norm of a function
v ∈ L2(D) := L2(D,C) by ‖v‖. The L2-inner product is denoted by 〈v, w〉 = ∫D v(x)w(x) dx.
Here, w denotes the complex conjugate of w.
2.1 Ideal LOD space and approximation properties
Let a(·, ·) be an inner product on H10 (D) and let f ∈ H10 (D)∩H2(D) be a given source term.
We consider the problem of finding u ∈ H10 (D) that solves the variational equation:
a(u, v) = 〈f, v〉 for all v ∈ H10 (D).
The problem admits a unique solution by the Riesz representation theorem. The LOD aims
at constructing a discrete (low dimensional) space that allows to approximate u with high
accuracy. For that, we start from low dimensional (i.e. coarse) space VH ⊂ H10 (D), which
is given by a standard P1 Lagrange finite element space on a quasi-uniform simplicial mesh
on D. The mesh size is denoted by H and TH is the corresponding simplicial subdivsion of
D, i.e. ⋃K∈TH K = D (cf. [13]). It is well-known that if u ∈ H2(D), then the Galerkin
approximation of uH ∈ VH of u has an optimal order convergence with
‖u− uH‖+H‖u− uH‖H1(D) ≤ CH2‖u‖H2(D),
for some generic constant C > 0 that only depends on the regularity of the mesh TH . It is
natural to ask if there is a low dimensional subspace of H10 (D) that has the same dimension
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as VH , but much better approximation properties. For that, we need to enrich VH with
information from the differential operator.
In the first step to construct such a space, we consider the L2-projection PH : L
2(D)→
VH , i.e. for w ∈ L2(D) the projection PH(w) ∈ VH fulfills
〈PH(w), vH〉 = 〈w, vH〉 for all vH ∈ VH .
On quasi-uniform meshes it can be shown that this L2-projection is actually H1-stable (cf.
[6]) and hence the kernel of the L2-projection in H10 (D), i.e.,
W := ker(PH) = {w ∈ H10 (D)| PH(w) = 0},
is a closed subspace of H10 (D) that we call the detail space. We immediately have the ideal
L2-orthogonal splitting VH⊕W = H10 (D). In the next step, we shall modify VH by enriching
it with “details” (i.e. with functions from W ). More precisely, in order to account for problem
specific structure while retaining the low dimensionality of the space VH , we introduce the
a(·, ·)-orthogonal complement of the detail space,
VLOD = {v ∈ H10 (D) | a(v, w) = 0 for all w ∈W}. (1)
By construction dim(VLOD) = dim(VH) := NH as desired. We now have another ideal
splitting of H10 (D) which is of the form H10 (D) = VLOD ⊕W , where VLOD and W are a(·, ·)-
orthogonal. To quantify the approximation properties of VLOD, we denote by uLOD the Ritz
projection of u onto VLOD, i.e. uLOD ∈ VLOD is the unique solution to
a(uLOD, v) = a(u, v) for all v ∈ VLOD. (2)
Consequently, a(uLOD−u, v) = 0 for all v ∈ VLOD, which allows us to conclude uLOD−u ∈W
using the a(·, ·)-orthogonality of VLOD and W . The definition of VLOD also entails a useful
identity that we shall refer to as the LOD-orthogonality, namely that for any w ∈ W we
have
a(u− uLOD, w) = 〈f, w〉 (3)
A neat consequence of this is that if f has enough regularity then ‖u − uLOD‖ ≤ C H4 for
some constant C > 0 that depends on f and the coercivity constant of a(·, ·). To see this,
recall that u − uLOD ∈ W , wherefore PH(u − uLOD) = 0 by definition of W . From this it
follows that
‖u− uLOD‖ = ‖u− uLOD − PH(u− uLOD)‖ ≤ CH‖u− uLOD‖H1(D), (4)
using the standard approximation properties of the L2-projection PH . If α > 0 denotes the
coercivity constant of a(·, ·) then the variational equation (3) gives us
α‖u− uLOD‖2H1(D) ≤ a(u− uLOD, u− uLOD) = 〈f, u− uLOD〉. (5)
Using again u− uLOD ∈W , allows us to play similar tricks on the above right-hand side,
〈f, u− uLOD〉 = 〈f − PH(f), u− uLOD〉
= 〈f − PH(f), u− uLOD − PH(u− uLOD)〉
≤ C H2‖f‖H2(D)H ‖u− uLOD‖H1(D).
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Note that we used the regularity of f , together with standard error estimates for the L2-
projection. In conclusion we have together with (5) that
‖u− uLOD‖H1(D) ≤ C H3‖f‖H2(D). (6)
Combining this with (4) results in a O(H4)-convergence of the L2-error,
‖u− uLOD‖ ≤ CH‖u− uLOD‖H1 ≤ CH4. (7)
For improved convergence orders by using higher order finite element spaces for VH , we refer
to [37].
Finally, we note that by construction of uLOD standard energy estimates yield the H
1-
bound
‖uLOD‖H1(D) ≤ C‖f‖,
for some constant C > 0 that depends on D and on the coercivity constant of a(·, ·).
2.2 Localization of the orthogonal decomposition
Practically, it is not efficient to work with the full LOD space VLOD since it has basis functions
with a global support. This makes the computation of the basis functions expensive and it
leads to dense stiffness matrices in Galerkin discretizations. Fortunately, the basis functions
are known to decay exponentially fast outside of small nodal environments, which is why
they can be accurately approximated by local functions. In the following we sketch the
localization strategy proposed and analyzed in [24, 30] in order to approximate the space
VLOD efficiently and accurately.
For that, let ` ∈ N>0 denote the localization parameter that determines the support of
the arising basis functions (which will be of order O(`H)). First, we define for any simplex
K ∈ TH the corresponding `-layer patch around K iteratively by
S`(K) :=
⋃
{T ∈ TH | T ∩ S`−1(K) 6= ∅} and S0(K) := K.
This means that S`(K) consists of K and ` layers of grid elements around it. The restriction
of W = ker(PH) on S`(K) is given by
W (S`(K) ) := {w ∈ H10 (S`(K) ) | PH(w) = 0} ⊂W.
For a given standard (coarse) finite element function vH ∈ VH we can construct a correction
so that the corrected function is almost in the a(·, ·)-orthogonal complement of W . This
is achieved in the following way. Given vH ∈ VH and K ∈ TH with K ⊂ supp(vH) find
QK,` ∈W (S`(K) ) such that
a(QK,`(vH), w) = −aK(vH , w) for all w ∈W (S`(K) ). (8)
Here, aK(·, ·) is the restriction of a(·, ·) on the single element K. Since the problem only
involves the patch S`(K) it is a local problem and hence cheap to solve. With this, the
corrected function is defined by
R`(vH) := vH +
∑
K∈TH
QK,`(vH).
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Practically, R`(vH) is computed for a set of nodal basis functions of VH . We set the localized
orthogonal decomposition space (as an approximation of the ideal space VLOD) to
V`,LOD := {R`(vH) | vH ∈ VH}. (9)
Observe that if “` =∞” is so large that S`(K) = D then we have with (8)
a(R∞(vH), w) =
∑
K∈TH
(aT (vH , w) + a(QK,∞(vH), w)) = 0 for all w ∈W.
Hence, the functions R∞(vH) span indeed the a(·, ·)-orthogonal complement of W , i.e. they
span the ideal space VLOD. For small values of ` one might wonder about the approximation
properties of V`,LOD compared to VLOD. This question is answered by the following lemma
which can proved analogously to [24, Conclusion 3.9] together with the ideal higher order
estimates (6) and (7).
Lemma 2.1. Let the general assumptions of this section hold and assume that f ∈ H10 (D)∩
H2(D). Let the LOD space V`,LOD be given by (9) and let u`,LOD ∈ V`,LOD denote the Galerkin
approximation of u, i.e., the solution to
a(u`,LOD, v) = 〈f, v〉 for all v ∈ V`,LOD.
There exits a generic constant ρ > 0 (that depends on a(·, ·), but not on ` or H) such that
‖u− u`,LOD‖ ≤ C(H4 + exp(−ρ`))‖f‖H2(D) and
‖u− u`,LOD‖H1(D) ≤ C(H3 + exp(−ρ`))‖f‖H2(D)
(10)
Here, the constant C > 0 can depend on the coercivity and continuity constants of a(·, ·) and
it can depend on D, but it does not depend on `, H or u itself.
Selecting ` ≥ 4 log(H)/ρ ensures that the optimal convergence rates (of order O(H4) for
the L2-error and order O(H3) for the H1-error) are preserved. Practically ρ is unknown,
but it is a common observation in the literature that small values of ` suffice to obtain an
optimal order of accuracy w.r.t. to the mesh size H (cf. [24, 30]). The same observation is
made in our numerical experiments in Section 8.2.
In the following, our error analysis we will be carried out in the ideal LOD setting of
Section 2.1, which means that we will not study the influence of the truncation and hence
disregard the exponentially decaying error term.
Remark 2.2. The estimates in Lemma 2.1 can be refined. For example, the exponentially
decaying term will typically only scale with the L2-norm of f and not with the full H2-norm.
Furthermore, the decay rate for the L2-error is faster than for H1-error. Since this is not
important for our analysis and the application of the results to the Gross-Pitaevskii equation,
we decided to only present the more compact estimates (10).
For details on the practical implementation of the LOD, we refer to [17].
3 Gross-Pitaevskii equation and time invariants
In this section we present the precise analytical setting of this paper, by introducing the
equation and by describing some of its most important features that will come into play in
the numerical example in Section 8.
In the following
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(A1) D ⊂ Rd, with d = 1, 2, 3, denotes a convex polygon which describes the physical
domain.
(A2) The trapping potential V ∈ L∞(D;R) is real and nonnegative and
(A3) β ≥ 0 denotes a repulsion parameter that characterizes particle interactions.
Given a final time T > 0 and an initial value u0 ∈ H10 (D), we consider the defocussing
Gross-Pitaevskii equation (GPE), which seeks
u ∈ L∞([0, T ], H10 (D)) and ∂tu ∈ L∞([0, T ], H−1(D))
such that u(·, 0) = u0 and
i∂tu = −4u+ V u+ β|u|2u (11)
in the sense of distributions. The problem is well-posed, i.e. it admits at least one solution.
This solution is also unique in 1D and 2D. For corresponding proofs we refer to the textbook
by Cazenave [15, Chapter 3]. To the best of our knowledge, uniqueness in 3D is still open
in the literature.
For optimal convergence rates in our error analysis we require some additional regularity
assumptions. In the following we shall assume that the potential V and the initial value u0
are sufficiently smooth, that is
(A4) V ∈ H2(D;R) and
(A5) u0 ∈ H10 (D) ∩H4(D) with 4u0 ∈ H10 (D).
Observe that the assumption (A5) makes a natural consistency statement that can be either
mathematically justified with the structure of the equation, i.e. we have 4u(t) = V u(t) +
β|u|2u(t) − i∂tu(t) ∈ H10 (D) for any sufficiently smooth solution u, or it can be physically
justified by the typical exponential confinement of trapped Bose-Einstein condensates.
Finally, we also require some regularity for u, where we assume that
(A6) ∂
(k)
t u ∈ L2(0, T ;H4(D) ∩H10 (D)) for 0 ≤ k ≤ 3.
In [31, Lemma 3.1] it was pointed out that any solution that fulfills the above regularity
requirements must be unique, which is relevant for the 3D-case where uniqueness is still
open in general.
The GPE possesses several time invariants of which arguably the two most important
are the mass (or number of particles) M and the energy E.
M [u] :=
∫
D
|u(x, t)|2 dx, (12)
E[u] :=
∫
D
|∇u(x, t)|2 + V (x)|u(x, t)|2 + β
2
|u(x, t)|4 dx (13)
Both quantities are constant in t, i.e., they are preserved for all times and in particular we
have M [u0] = M [u] and E[u0] = E[u]. The mass conservation is easily verified by testing
with u in the variational formulation of (11) and taking the imaginary part afterwards.
The energy conservation is seen by testing with ∂tu instead and then taking the real part
afterwards. Formally the latter argument requires ∂tu(t) ∈ H10 (D) to be rigorous, however,
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the property still holds without this regularity assumption and can be obtained as a by-
product of the existence proof (cf. [15, Chapter 3]). The momentum, P , of u is defined
by:
P [u] :=
∫
D
2=(u(x, t)∇u(x, t)) dx. (14)
Note that the momentum is a vector-valued quantity and that = denotes the imaginary part
of the expression. We can test in the variational formulation of (11) with ∇u and take the
real part to find that over time the momentum changes as:
∂tP [u](t) = −
∫
D
|u(x, t)|2∇V (x) dx.
Thus, in the absence of a potential, i.e., for V (x) = 0, we also have conservation of momen-
tum. Whenever the momentum is conserved the center of mass Xc[u] evolves linearly with
a velocity that is determined by the momentum and we have
Xc[u] :=
∫
D
x|u(x, t)|2dx = Xc[u0] + t P [u]. (15)
In particular, if the momentum is vanishing, then the center of mass is conserved. Recall
here that this still requires V = 0.
4 Super-approximation of energy, mass and momentum
In the last section we saw that Gross-Pitaevskii equations have important time invariants,
it is therefore natural to seek a time discretization that conserves these invariants. However,
also the spatial discretization plays a crucial role here. In fact, in the first step, the given
physical initial value has to be projected/interpolated into a finite dimensional (discrete)
space. This introduces an error that affects the actual values for the energy, mass and other
invariants. Hence, even if a perfectly conservative time stepping method is chosen (up to
machine precision), it will also conserve the size of initial discretization error. Consequently,
this limits the accuracy with which the time invariants can be conserved.
In this section we will study this initial discretization error that appears when projecting
u0 into the LOD space introduced in Section 2. We will show that the order of accuracy with
which the correct values for energy, mass and momentum are conserved, is even higher than
what we would expect from the superconvergence results in Lemma 2.1. To be precise, we
make the important observation that for the projected initial value in the LOD-space, u0LOD,
functional outputs converge with 6th order in the mesh size H. This is a rather surprising
upshot as it holds for general classes of nonlinear functionals, and in particular for all of the
above mentioned time invariants. The conservation of (discrete) time invariants itself is then
subject to a suitable time integrator, which is the topic of the subsequent section.
In order to be able to apply the abstract results presented in Section 2, we first need to
decide how to select the inner product a(·, ·) in the LOD. For that we split the potential V
into two contributions V1 and V2, so that
(A7) V = V1 + V2, where V1 ≥ 0; and V1, V2 ∈ H2(D).
Practically, the splitting is chosen in such a way that V2 is sufficiently smooth and such that
a(v, w) :=
∫
D
∇v · ∇w + V1 v w dx (16)
defines an inner product, which hence can be used to construct a corresponding LOD-space.
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Remark 4.1 (Motivation for V1 and V2). From a computational point of view it makes sense
to chose V1 such that the LOD basis functions become (almost) independent of x. Looking
at the structure of the local problems (8) we can see that if a(·, ·) has a certain uniform
or periodic structure, then it is enough to solve for just a few representative LOD basis
functions whereas the remaining basis functions are simply translation of the computed ones.
Practically, this avoids a lot of unnecessary computations and hence reduces the CPU time
significantly. In terms of physical applications, we make two relevant examples:
• If V is a harmonic trapping potential of the form V (x) = 12
∑d
j=1 γ
2
j x
2
j , with real
trapping frequencies γj ∈ R>0, a reasonable choice is to select V1 = 0 and V2 = V .
• Let V be a periodic optical lattice (Kronig-Penney-type potential) of the form
V (x) =
d∑
j=1
αj sin
(
2pixj
λ
)
,
where λ is the wavelength of the laser that generates the lattice and where αj is the
amplitude of the potential in direction xj. In this setting we would align the coarse
mesh TH with an integer multiple of the lattice period λ/2 and select V1 = V and
consequently V2 = 0. Typically it is very valuable to incorporate information about the
optical lattice directly into the LOD space VLOD.
With this, we consider the given initial value u0 ∈ H10 (D)∩H2(D) with 4u0 ∈ H10 (D)∩
H2(D). Consequently we observe
f0 := −4u0 + V1 u0 ∈ H2(D) ∩H10 (D). (17)
Hence, we can characterize u0 ∈ H10 (D) as the solution to
a(u0, v) = 〈f0, v〉 for all v ∈ H10 (D)
and apply the general results of Section 2. In particular, if we define the (ideal) LOD space
VLOD according to (1) and let u
0
LOD ∈ VLOD denote the a(·, ·)-orthogonal projection of u0 into
VLOD, i.e.
a(u0LOD, v) = a(u
0, v) for all v ∈ VLOD, (18)
then the estimates (6) and (7) apply and we obtain that the initial discretization error in
the L2- and H1-norm is
‖u0 − u0LOD‖+H‖u0 − u0LOD‖H1(D) ≤ CH4‖4u0 − V1 u0‖H2(D).
In the following we will use the notation A . B, to abbreviate A ≤ CB, where C is a
constant that can depend on u0, u, t, d, D, V1, V2 and β, but not on the mesh size H or the
time step size τ . With this, the estimate can be compactly written as
‖u0 − u0LOD‖+H‖u0 − u0LOD‖H1(D) . H4. (19)
In the following we shall see that the mass and energy, as well as momentum and center of
mass (for V = 0) are even approximated with 6th order accuracy with respect to the mesh
size H. Before we can prove our first main result, we need one lemma.
Lemma 4.2. Assume (A1)-(A5) and (A7). Then∣∣∣∣∫D |u0|4 − |u0LOD|4 dx
∣∣∣∣ . H6.
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Proof. We split the error in the following way∫
D
|u0|4 − |u0LOD|4 dx = <〈(|u0|2 + |u0LOD|2)(u0 + u0LOD), u0 − u0LOD〉
= <〈(|u0|2 + |u0LOD|2)(2u0 + u0LOD − u0), u0 − u0LOD〉
= <〈(|u0|2 + |u0LOD|2)2u0, u0 − u0LOD〉︸ ︷︷ ︸
I
−〈|u0|2 + |u0LOD|2, |u0 − u0LOD|2〉︸ ︷︷ ︸
II
.
We proceed to bound term II, where we have with the Cauchy-Schwarz inequality∣∣〈|u0|2 + |u0LOD|2, |u0 − u0LOD|2〉∣∣ ≤ (‖u0‖2L4(D) + ‖u0LOD‖2L4(D)) ‖u0 − u0LOD‖2L4(D).
With the Sobolev embedding H1(D) ↪→ L4(D) we conclude that∣∣〈|u0|2 + |u0LOD|2, |u0 − u0LOD|2〉∣∣ ≤ C (‖u0‖2L4(D) + ‖u0LOD‖2H1(D)) ‖u0 − u0LOD‖2H1(D).
Where ‖u0LOD‖H1(D) . ‖u0‖H1(D) by stability of the Ritz-projection and where we have
‖u0 − u0LOD‖H1(D) . H3 by (19). In conclusion we have |II| . H6.
Next, we consider I, where we split
<〈(|u0|2 + |u0LOD|2)u0, u0 − u0LOD〉
= 2<〈|u0|2u0, u0 − u0LOD〉︸ ︷︷ ︸
=:II1
+<〈(|u0LOD|2 − |u0|2)u0, u0 − u0LOD〉︸ ︷︷ ︸
=:II2
.
For II1 we observe with |u0|2u0 ∈ H10 (D) ∩ H2(D) and the properties of the L2-projection
PH that
|II1| = 2 |<〈|u0|2u0 − PH(|u0|2u0), u0 − u0LOD〉|
≤ 2 ‖|u0|2u0 − PH(|u0|2u0)‖ ‖u0 − u0LOD‖
≤ C H2‖|u0|2u0‖H2(D) ‖u0 − u0LOD‖ . H6.
For II2 we have similarly as for I
|II2| = |<〈(|u0LOD|2 − |u0|2)u0, u0 − u0LOD〉|
≤ ‖u0‖L∞(D)
(‖u0LOD‖+ ‖u0‖) ‖u0LOD − u0‖2L4(D)
. ‖u0LOD − u0‖2H1(D) . H6.
Collecting the estimates for I, II1 and II2, the result follows.
With this, we are ready to prove the super-approximation properties for the time invari-
ants in the LOD-space.
Theorem 4.3. (6th order convergence of time invariants) Assume (A1)-(A5) and (A7) and
let the LOD-approximation u0LOD ∈ VLOD of the initial value u0 be given by (18). Then the
error in mass can be bounded as ∣∣M [u0]−M [u0LOD] ∣∣ . H6
and the initial energy error as ∣∣E[u0]− E[u0LOD] ∣∣ . H6.
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In the absence of a potential term, i.e., V = 0, we recall the momentum as another time
invariant. We can approximate it with the same order of accuracy as mass and energy, that
is ∣∣P [u0]− P [u0LOD] ∣∣ . H6.
The same holds for the center of mass in this case, where we have∣∣Xc[u0]−Xc[u0LOD] ∣∣ . H6.
Proof. We start with the convergence for the mass, then we investigate the energy and finally
the momentum and the center of mass.
Step 1: 6th order convergence of mass.
With the definition of M we have
M [u0]−M [u0LOD] =
∫
D
|u0|2 − |u0LOD|2dx
= <〈u0 + u0LOD, u0 − u0LOD〉
= 2<〈u0, u0 − u0LOD︸ ︷︷ ︸
∈W
〉 − 〈u0 − u0LOD, u0 − u0LOD〉
= 2<〈u0 − PH(u0), u0 − u0LOD〉 − ‖u0 − u0LOD‖2,
where we recall PH : H
1
0 (D) → VH as the L2-projection into the standard FE space, which
implies L2-orthogonality of PH(u
0) and (u0 − u0LOD). From this we gather:∣∣M [u0]−M [u0LOD] ∣∣ ≤ C(H6 +H8),
for some constant C that depends on the H4-norm of u0 and the H2-norm of V1. This proves
the superconvergence for the mass.
Step 2: 6th order convergence of energy.
The energy error can be decomposed into
E[u0]− E[u0LOD]
= a(u0, u0)− a(u0LOD, u0LOD)︸ ︷︷ ︸
=:I
+
∫
D
V2
(|u0|2 − |u0LOD|2) dx︸ ︷︷ ︸
=:II
+
β
2
∫
D
|u0|4 − |u0LOD|4 dx︸ ︷︷ ︸
=:III
.
For the first term we have with the definition of f0 in (17) that
a(u0, u0)− a(u0LOD, u0LOD) = 〈f0, u0〉 − 〈f0, u0LOD〉 = 〈f0, u0 − u0LOD︸ ︷︷ ︸
∈W
〉
= 〈f0 − PH(f0), u0 − u0LOD〉.
Since f0 ∈ H2(D) ∩ H10 (D) we conclude with the approximation properties of the L2-
projection PH and together with (19) that
|I| ≤ ‖f0 − PH(f0)‖ ‖u0 − u0LOD‖ ≤ CH2‖f0‖H2(D)H4‖f0‖H2(D) . H6.
For the second term we observe analogously to the estimate for the mass that∫
D
V2(|u0|2 − |u0LOD|2)dx = 2<〈V2 u0 − PH(V2 u0), u0 − u0LOD〉 − ‖
√
V2 (u
0 − u0LOD)‖2.
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Since V2 u
0 ∈ H10 (D) ∩H2(D) we have as before
|II| =
∣∣∣∣∫D V2(|u0|2 − |u0LOD|2) dx
∣∣∣∣ . H6.
For the third term, we can directly apply Lemma 4.2 to see |III| . H6. Combining the
estimates for |I|, |II| and |III| yields the desired estimate for the energy.
Step 3: 6th order convergence of momentum.
We recall the (vector-valued) momentum with P [v] = 2
∫
D =
(
v∇v) dx. Hence it is sufficient
to study <〈u0, ∂xiu〉 − <〈u0LOD, ∂xiu0LOD〉 for 1 ≤ i ≤ d. We obtain (using Gauss’s theorem)
<〈u0, ∂xiu0〉 − <〈u0LOD, ∂xiu0LOD〉 = <〈u0 − u0LOD, ∂xiu0〉+ <〈u0LOD, ∂xi(u0 − u0LOD)〉
= 2<〈u0 − u0LOD, ∂xiu0〉 − <〈u0 − u0LOD, ∂xi(u0 − u0LOD)〉
= 2<〈u0 − u0LOD, ∂xiu0 − PH(∂xiu0)〉 − <〈u0 − u0LOD, ∂xi(u0 − u0LOD)〉
We conclude that∣∣P [u0]− P [u0LOD]∣∣
≤ ‖u0 − u0LOD‖‖∂xu0 − PH(∂xu0)‖+ ‖u0 − u0LOD‖‖∇(u0 − u0LOD)‖ . H6 +H7.
Step 4: 6th order convergence of center of mass.
Since Xc[v] =
∫
D x |v(x)|2 dx, the proof is fully analogous to the estimate of the term II in
Step 2.
5 Standard Crank-Nicolson discretization in the LOD space
We now turn to the fully discrete problem where, as pointed out, conservation of a time
invariant is subject to a suitable time discretization. For that we apply a Crank-Nicolson
time integrator [3, 7, 9, 31, 50] that is known to conserve both the discrete mass and the
discrete energy exactly for general classes of nonlinear Schro¨dinger equations.
We start with discretizing the considered time interval [0, T ] with N time steps. Conse-
quently the time step size is given by τ := T/N and we shall denote the discrete time steps by
tn := nτ , where n = 0, · · · , N . With this, the classical energy-conservative Crank–Nicolson
method applied to the LOD space reads as follows.
Given uCN 0LOD := u
0
LOD ∈ VLOD according to (18), find uCN nLOD ∈ VLOD, n = 1, · · · , N , such
that
i
〈
Dτu
CN n
LOD , v
〉
=
〈∇uCN n+1/2LOD ,∇v〉+ 〈V uCN n+1/2LOD , v〉+ β〈 |uCN n+1LOD |2 + |uCN nLOD |22 uCN n+1/2LOD , v〉
(20)
for all v ∈ VLOD. Here we use the short hand notation
Dτu
CN n
LOD :=
uCN n+1LOD − uCN nLOD
τ
and u
CN n+1/2
LOD :=
uCN n+1LOD + u
CN n
LOD
2
.
It is easily seen, by testing with v = u
CN n+1/2
LOD in (20) and taking the imaginary part that
the discrete mass is conserved exactly, i.e.
M [uCN nLOD ] = M [u
0
LOD] for all n ≥ 0.
Together with the super-approximation properties in Theorem 4.3 we hence conclude that
M [uCN nLOD ] will stay close to the exact mass for all times, i.e.∣∣M [uCN nLOD ]−M [u0] ∣∣ = const . H6
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for all n ≥ 0. Similarly, by testing with v = DτuCN nLOD in (20) and taking the real part we see
that also the discrete energy is conserved exactly and we have
E[uCN nLOD ] = E[u
0
LOD] for all n ≥ 0.
Theorem 4.3 implies again ∣∣E[uCN nLOD ]− E[u0] ∣∣ = const . H6.
Due to the nonlinearity in (20) it is not obvious that the scheme is well-posed and always
admits a solution. However, we have the following existence result that we shall prove in the
appendix for the sake of completeness.
Lemma 5.1 (existence of solutions to the classical Crank-Nicolson method). Assume (A1)-
(A3), then for any n ≥ 1 there exists at least one solution uCN nLOD ∈ VLOD to the Crank-Nicolson
scheme (20).
Even though the Crank-Nicolson method (20) is well-posed, conserves the mass and
energy and exhibits super-approximation properties it has a severe disadvantage from the
computational point of view that is that the repeated assembly of the nonlinear term
〈 |uCN n+1LOD |2 + |uCN nLOD |2
2
u
CN n+1/2
LOD , v
〉
in each iteration is extremely costly in the LOD space. We will elaborate more on this draw-
back in the next section, where we will also propose a modified Crank-Nicolson discretization
that overcomes this issue and which can be implemented in an efficient way.
6 A modified Crank-Nicolson discretization in the LOD space
In this section we present a modified energy conservative Crank-Nicolson scheme tailored
for the LOD-space in terms of computational efficiency. To facilitate reading we again
define u
n+1/2
LOD := (u
n+1
LOD + u
n
LOD)/2 and Dτu
n
LOD := (u
n+1
LOD − unLOD)/τ . Furthermore, we let
PLOD : H
1
0 (D) → VLOD denote the L2-projection into the LOD-space, i.e., for v ∈ H10 (D) we
have that PLOD(v) ∈ VLOD is given by
〈PLOD(v), vLOD〉 = 〈v, vLOD〉 for all vLOD ∈ VLOD.
With this, we propose the following variation of the CN-method which allows for a significant
speed-up in the LOD-setting while respecting both energy and mass conservation and without
affecting convergence rates. The modified method reads:
Given u0LOD ∈ VLOD according to (18), find unLOD ∈ VLOD, n = 1, · · · , N , such that
i
〈
Dτu
n
LOD, v
〉
=
〈∇un+1/2LOD ,∇v〉+ 〈V un+1/2LOD , v〉+ β〈PLOD(|un+1LOD|2 + |unLOD|2)2 un+1/2LOD , v〉 (21)
for all v ∈ VLOD. Before we start presenting our analytical main results concerning well-
posedness of the method, conservation properties and convergence rates, we shall briefly
discuss the significant computational difference between (21) and the classical formulation
(20).
For that, let {ϕi}NHi=1 denote the computed basis of VLOD. We compare the algebraic
characterizations of the nonlinear terms in (20) and (21) respectively. The speed-up in CPU
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time is motivated by the large difference in computational work required to assemble the
vectors:
i) 〈|uLOD|2uLOD, ϕl〉 = 〈
∑
i,j,k
UiUjUk ϕiϕjϕk, ϕl〉
ii) 〈PLOD(|uLOD|2)uLOD, ϕl〉 = 〈
∑
i,j
%iUj ϕiϕj , ϕl〉
where U ∈ CNH denotes the vector of nodal values representing the function uLOD ∈
VLOD, i.e., uLOD =
∑NH
i=1 Uiϕi. Likewise, % ∈ CNH represents those of PLOD(|uLOD|2), i,e.,
PLOD(|uLOD|2) =
∑NH
i=1 %iϕi. As an example, consider the 1D case and assume that the
support of a basis function ϕi is 2(` + 1) coarse simplices, where ` ∈ N is the truncation
parameter introduced in Section 2.2. Consequently, vector expression i) requires of O(`4) op-
erations, whereas vector expression ii) requires O(`3) operations. Moreover, computing the
specific projection PLOD(|uLOD|2) can be done efficiently with precomputations that can be
reused to compute vector expression ii). Details on the latter aspect are given in the section
on implementation, i.e. Section 7, where we elaborate more on the efficient realization of the
assembly process. A comparison between the classical CN (20) and the modified CN (21)
in terms of CPU times is later presented in the numerical experiments, where we measured
speed-ups by a factor of up to 2000 (cf. Table 2).
The following main results now summarizes the properties of the modified Crank-Nicolson
scheme. As we will see it is well-posed, conserves the mass and a modified energy and we
have superconvergence for the L∞(L2)-error.
Theorem 6.1. Assume (A1)-(A7). Then for every n ≥ 1 there exists a solution unLOD ∈ VLOD
to the Crank-Nicolson method (21) with the following properties: The sequence of solutions
is mass-conservative, i.e. for all n ≥ 0
M [unLOD] = M [u
0
LOD] where
∣∣M [unLOD]−M [u0] ∣∣ . H6.
Furthermore, we have conservation of a modified energy, i.e., for all n ≥ 0
ELOD[u
n
LOD] = ELOD[u
0
LOD] where ELOD[v] :=
∫
D
|∇v|2 + V |v|2 + β
2
|PLOD(|v|2)|2 dx.
The exact energy is approximated with a 6th order accuracy, i.e.∣∣E[unLOD]− E[u0] ∣∣ . H6.
Finally, we also have the following superconvergence result for the L2-error between the exact
solution u at time tn and the CN-LOD approximation u
n
LOD:
max
0≤n≤N
‖u(·, tn)− unLOD‖ . τ2 +H4.
Since the proof of the theorem is extensive and requires several auxiliary results we present
it in a separate section. Before that, we discuss some practical aspects of the method, such
as its implementation, and we demonstrate its performance for a test problem with known
exact solution. The proof of Theorem 6.1 follows in Section 9.
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7 Implementation
In this section we present some implementation details on how to assemble and solve the
nonlinear system in an efficient way. Recalling ϕi as the LOD basis functions that span the
NH -dimensional space VLOD, we introduce short hand notation for the following matrices
M,A,MV ∈ RNH×NH and vector UΓ ∈ CNH :
(M)ij := 〈ϕj , ϕi〉, Aij := 〈∇ϕj ,∇ϕi〉, (MV)ij = 〈V ϕj , ϕi〉,
(UΓ(U,V))i := β
〈
PLOD
(| NH∑
k=1
ϕkUk|2 + |
NH∑
k=1
ϕkVk|2
)
(U + V), ϕi
〉
.
Equation (21) in matrix-vector form becomes:
iM
Un+1 −Un
τ
= A
Un+1 + Un
2
+ MV
Un+1 + Un
2
+
UΓ(U
n,Un+1)
4
, (22)
where Un ∈ CNH is the solution vector in the LOD space, i.e. unLOD =
∑NH
k=1 U
n
kϕk. To solve
the nonlinear vector equation (22) we propose a fixed point iteration. Let
L := M + iτ2 (A + MV)
and L∗ be its Hermitian adjoint. Our fixed point iteration takes the form:
Un+1i+1 = L
−1L∗Un − iτ4 L−1UΓ(Un+1i ,Un) for i = 0, 1, 2, . . . (23)
and Un+10 = U
n. Here we note that matrix L does not change with time. Hence, the
above iteration can be done efficiently by precomputing the LU-factorization of L, which is
of size NH × NH . However, in each iteration the vector UΓ must be assembled. As a first
step we consider the problem of computing ρn = PLOD(|unLOD|2). By definition we have that
〈ρn, ϕi〉 = 〈|unLOD|2, ϕi〉 for all ϕi ∈ VLOD. The vector 〈|unLOD|2, ϕi〉, requires computing the
expression
〈|unLOD|2, ϕi〉 = 〈
∑
k
∑
j
Unk U
n
j ϕkϕj , ϕi〉 =
∑
k≤j
<(UnkUnj ) (1 + δkj) 〈ϕkϕj , ϕi〉
=
∑
k≤j
<(UnkUnj ) (1 + δkj)ωkji, where ωkji := 〈ϕkϕj , ϕi〉.
The tensor ωkji is very sparse as it is zero whenever supp(ϕi) ∩ supp(ϕj) ∩ supp(ϕk) = ∅.
More importantly it can be completely precomputed and will, due to the exponential decay
of the basis functions, have many approximately zero values since the LOD-basis functions
decay exponentially. Therefore setting a tolerance on the entries of ω can significantly
lower computational cost without loss of accuracy. Due to the typically local structure of
the basis functions (in the sense of Remark 4.1), computing ωkji need only be done for a
handful of entries which can be done in parallel. Once ω is computed it can be reused
in the computation of UΓ. For example, with ρ
n+1/2 := PLOD(|unLOD|2 + |un+1LOD|2) and the
representation ρn+1/2 =
∑NH
k=1 %
n+1/2
k ϕk we have
(UΓ)i = 〈ρn+1/2un+1/2LOD , ϕi〉 =
∑
k,j
〈%n+1/2k ϕk Un+1/2j ϕj , ϕi〉 =
∑
k,j
%
n+1/2
k U
n+1/2
j ωkji.
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8 A numerical benchmark problem
In the following we consider a challenging and illustrative numerical experiment that shows
the capabilities of our new approach and which can be used as a benchmark problem for
future discretization of the time-dependent GPE. Even though the experiment is only in 1D
with a known analytical solution, it is extremely hard to solve it numerically. We believe
that the formal simplicity of the problem (in terms of its description) make it very well suited
for benchmarking.
The experiment considers the case of two stationary solitons that are interacting we each
other and it was first described in [4] and numerically studied in [32]. The combined behavior
of the two solitons is characterized as the solution u to the following focusing Gross-Pitaevskii
equation with cubic nonlinearity,
i∂tu = −∂xxu− 2|u|2u in R× (0, T ]
and with initial value
u(x, 0) =
8(9e−4x + 16e4x)− 32(4e−2x + 9e2x)
−128 + 4e−6x + 16e6x + 81e−2x + 64e2x .
As derived in [4], the exact solution is given by
u(x, t) =
8e4it(9e−4x + 16e4x)− 32e16it(4e−2x + 9e2x)
−128 cos(12t) + 4e−6x + 16e6x + 81e−2x + 64e2x . (24)
The present problem has interesting dynamics, in particular it is very sensitive to energy
perturbations. As we will see below, small errors in the energy will be converted into artificial
velocities that make the solitons drift apart.
The exact solution u is depicted in Fig. 1 for 0 ≤ t ≤ 2 and is best described as
two solitons balanced so that neither wanders off. As is readily seen in (24) the resulting
interaction is periodic in time with period pi/2, but the density |u|2 is periodic with period
pi/6. As for the previous mentioned time invariants we have conservation of all four: mass
M [u] = 12, energy E[u] = −48, momentum P [u] = 0, and center of mass Xc[u] ≈ −1.3863.
It is worth mentioning here that despite being analytic, the L2-norm of its spatial derivative
of order n grows geometrically with n; already for the 9th derivative the size of the L2-norm is
of order 1011. The growth is even more pronounced for its time derivatives as ‖∂(6)t u(x, 0)‖ ≈
O(1011). In [32] it was noted that for coarse time steps and non energy conservative schemes
the numerical solution had a tendency to split into two separate traveling solitons. An
example of this is shown in Fig. 3, where the converged state w.r.t. τ at T = 200, using the
standard Crank-Nicolson method on a mesh of size h = 40/16384, is two separate solitons.
Moreover, the popular Strang splitting spectral method method of order 2 (SP2 in [10]),
failed on long time scales (T ≥ 200) due to severe blow-up in energy. In fact, in order to
solve the equation on long time scales extreme resolution in space is required, which is why
it makes for an excellent test case. We stress again the issue here: even if the chosen time-
discretization is perfectly conservative, it will only preserve the discrete quantities. This
means any initial error in mass and energy will be preserved for all times and will severely
affect the numerical approximation of u.
We now turn to the problem of understanding the observed split and quantifying it in
terms of the offset in the discrete energy. To this end we make use of the time invariants to
determine which configuration of two solitons is consistent with the original problem. It is
well known that the soliton:
ψ(x, t) =
√
αei(
1
2
cx−( 1
4
c2−α)t) sech(
√
α(x− ct)) (25)
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solves i∂tψ = −∂xxψ − 2|ψ|2ψ [60]. Consider the two solitons, call them ψ1 and ψ2, at a
time T long after the split. Due to the exponential decay of each soliton we may, to a good
approximation, consider them as separate, i.e., ψ ≈ ψ1 +ψ2, where each soliton is described
according to (25). Referring to (25), there are 2 degrees of freedom for each soliton namely
α1, c1 and α2, c2 where αi is a shape parameter that determines the amplitude
√
αi of the
soliton and ci is the velocity with which the soliton moves. Drawing on inspiration from the
exponents in (24), we conclude that the shape parameters of the separated solitons would
be given by α1 = 4 and α2 = 16. Consequently we have ‖ψ1‖2 = 4 and ‖ψ2‖2 = 8, which is
consistent with the total mass being ‖u‖2 = 12. Since the momentum is conserved it follows
from (14) that if the momentum is non-zero then the center of mass, Xc[u], evolves linearly.
However due to the periodicity of the solution, Xc[u] cannot evolve linearly, we conclude
that the momentum P [u] must be 0. Therefore we must also have c1 = −2c2. Lastly we
determine the velocities from the energy. The energy being translation invariant we may
chose a convenient coordinate system to calculate it; let y and y˜ be translations of x such
that the solitons are described by
ψ1(y(x), T ) = 2e
i 1
2
c1y sech(2y) = 2e−ic2y sech(2y) and
ψ2(y˜(x), T ) = 4e
i 1
2
c2y˜ sech(4y˜).
The energy of each soliton is now calculated. We have
∂xψ1 = ∂yψ1 = −ic2ψ1 − 2 tanh(2y)ψ1, ∂xψ2 = ∂y˜ψ2 = ic2
2
ψ2 − 4 tanh(4y˜)ψ2,
|∂xψ1|2 = c22|ψ1|2 + 4|ψ1|2 tanh2(2y), |∂xψ2|2 =
c22
4
|ψ2|2 + 16|ψ2|2 tanh2(4y˜).
Thus,
E[ψ1] =
∫
D
|∂xψ1|2 − |ψ1|4dx = 16
3
+ c22‖ψ1‖2 −
32
3
= c22‖ψ1‖2 − 5− 1/3,
E[ψ2] =
∫
D
|∂xψ2|2 − |ψ2|4dx = 128
3
+
c22
4
‖ψ2‖2 − 256
3
=
c22
4
‖ψ2‖2 − 42− 2/3.
Again owing to the separation and the exponential decay it holds approximately E[ψ1+ψ2] =
E[ψ1]+E[ψ2] = −48+c22‖ψ1‖+c22‖ψ2‖/4. For complete consistency with the original problem
we must have c2 = 0. However the energy of the discretized problem will not be exactly -48,
in fact in turns out that it will be slightly higher. We are thus lead to ponder, what happens
if all this extra energy contributes to velocities of the solitons? Denote the error in energy
by h, i.e. E[u
0
h] + 48 = h. Suppose all of this extra energy is contributing to the velocities,
then h = 4c
2
2 + 2c
2
2 = 6c
2
2 and we conclude
|c2| =
√
h
6
and with c1 = −2c2 that |c1| =
√
2h
3
.
If the quantity T
√
h is not small the error will be of O(1) as the converged result w.r.t. τ
will be two separate solitons with velocity ∝ √h. Note however, that this analysis does not
say when the split occurs.
Due to the exponential decay, we restrict our computations to a finite computational
domain of size [−20, 20]× (0, T ] and prescribe homogenous Dirichlet boundary conditions on
both ends of the spatial interval. The results are divided into 4 parts: first we confirm the
6th order convergence rates of the energy of the inital value derived in section 4, next we
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confirm the optimal convergence rates on a short time scale, in section 8.5 we present plots
for T = 200 confirming the analysis of the split completed with convergence rates.
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Figure 1: Figures (a)-(c) show the time periodic solution to the two stationary soliton test case.
8.1 Localization of basis functions
For computational purposes it is important to localize the basis functions of the LOD space
according to the descriptions in Section 2.2, where ` denotes the truncation parameter that
characterizes the diameter of the support of the basis functions (which is of order O(`H)).
The local linear elliptic problems (8) that need to be solved to construct the basis functions
are discretized with standard P1-FEM on a fixed fine mesh of size h = 40/221 in most of
our experiments (except for the comparison experiments in Section 8.2, where we investigate
the influence of h and the first set of experiments in Table 2). Note that there are only O(`)
local problems that have to be solved for and the remaining basis functions are obtained
through translations and reflections. The total CPU times stated in this paper for LOD-
based methods include the time for computing the corresponding basis functions.
For a better distinction, we shall in the following refer to H as the coarse mesh size (as
it determines the dimension of the LOD space) and h as the fine mesh size which limits the
numerical resolution with which the LOD-basis functions are represented.
8.2 Convergence of energy
In this experiment, the energy is calculated for different coarse meshes of sizes H and the
number of coarse layer patches is fixed to ` = 12 corresponding to a sufficiently accurate
approximation of the ideal global basis functions. For comparison, we also show the influence
of the fine mesh size h on which we represent the LOD basis functions. The 6th order
convergence the energy predicted by Theorem 4.3 is confirmed in Fig 2a. In Fig. 2b we
show the influence of the truncation parameter ` on the energy for different discretizations.
We observe that only a small number of layers is needed to capture the full potential of
the LOD-basis functions, e.g. ` = 5 ≈ 2| log(H)| suffices for H = 40/29 (i.e., NH = 512).
The figure also clearly shows the logarithmic relationship between the mesh size and optimal
values for `.
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(a) 6th order convergence of the energy, ` =
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Figure 2: Influence of the fine mesh size h and localization parameter `.
8.3 Short time L∞(L2)- and L∞(H1)-convergence rates for T = 2
Again we study the convergence rates in H, where the LOD space is computed as described
in Section 8.1 with fixed truncation parameter ` = 12. The final time is set to T = 2 and
the number of time steps is set to N = 218 in order to isolate the influence of H.
H ‖u− uLOD‖/‖u‖ ‖u−uLOD,H‖‖u−uLOD,H/2‖ log2
( ‖u−uLOD,H‖
‖u−uLOD,H/2‖
)
CPU [h]
40/28 1.853126 199 7.6 0.4
40/29 0.009330 225 7.8 0.6
40/210 0.000042 42 5.4 1.0
40/211 0.000001 2.0
H ‖∇(u− uLOD)‖/‖∇u‖ ‖∇(u−uLOD,H)‖‖∇(u−uLOD,H/2)‖ log2
( ‖∇(u−uLOD,H)‖
‖∇(u−uLOD,H/2)‖
)
CPU [h]
40/28 1.734525 116 6.9 0.4
40/29 0.014931 182 7.5 0.6
40/210 0.000082 7.5 2.9 1.0
40/211 0.000011 2.0
Table 1: Error table over varying H for final time T = 2, truncation parameter is ` = 12 and the number of
time steps is N = 218.
In Table 1 we observe that the rate of convergence in the L∞(L2)-norm is initially higher
than predicted but seems to flatten out to the expected O(H4). A similar observation is
made for the error in L∞(H1)-norm, where we observe asymptotically a convergence rate of
order O(H3).
8.4 CPU times
In Table 2 we make a comparison between different implementations of the Crank-Nicolson
method in terms of CPU time per time step. The computations were performed on an Intel
Core i7-6700 CPU with 3.40GHz×8 processor. The CN-FEM refers to the solution to (20)
in a standard P1 Lagrange finite element space on quasi-uniform mesh with fine mesh size
h (which is the same mesh size on which the LOD basis functions are computed). Hence,
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the methods in the comparison have the same numerical resolution. The nonlinear equation
that has to be solved in each time step was either solved by Newton’s method or by the fixed
point iteration of the form (23). The respective schemes are accordingly indicated by CN-
FEM Newton and CN-FEM FPI in Table 2. To make the comparison fair we discretize the
CN-FEM schemes using the mesh on which the LOD-basis is represented and choose NH and
` so large that the energy is represented with equal precision by the methods. The speed-up
of CN-LOD compared to CN-FEM ranges from 500 to 2000. Some of the computations in
the next subsection required a day or two thereby putting them completely out of reach of
the Crank-Nicolson method with classical finite element spaces.
One time step with 5 iterations NH = 1024, h = 40/2
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CN-FEM Newton CN-FEM FPI CN-FEM LOD ` = 7 CN-FEM LOD ` = 10
CPU [s] 7.5 2 0.0095 0.014
E − Eh 3.33e-5 3.33e-5 5.5e-4 7.7e-5
One time step with 5 iterations NH = 2048, h = 40/2
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CN-FEM Newton CN-FEM FPI CN-FEM LOD ` = 10 CN-FEM LOD ` = 12
CPU [s] 60 15.9 0.029 0.032
E − Eh 5.2e-7 5.2e-7 3.3e-6 9.7e-7
Table 2: CPU times in seconds for some different approaches to solving the nonlinear system of equations
arising from the Crank-Nicolson discretization. The CN-FEM refers to the classical Crank-Nicolson finite
element method (20) on the fine grid h.
The precomputations for this example are completely negligible as only O(`) local prob-
lems need to be solved for all interior basis functions. For example, consider the finest
discretization in this paper for which 211 LOD-basis functions are represented on a fine grid
of dimension 221, for this discretization solving the linear system of equations that gives
the interior basis functions by means of a direct solver such as LAPACK requires only 0.04
seconds. Computing the tensor ω, described in Section 7, requires for the very same dis-
cretization around one minute. As the space is low dimensional the LU-factorization of the
matrix L requires only a few seconds even for the finest discretization with the LOD space
of size NH = 2
11.
8.5 Long time L∞(L2)- and L∞(H1)-convergence rates for T = 200
As previously described in this section an error in the energy produces, for large final com-
putational times, a highly noticable drift that can only be remedied by increasing spatial
resolution. In Figures 3 through 5 we illustrate how the split into two separate solitons
diminishes as the spatial resolution is increased for final time T = 200. Fig. 3 shows the
converged solution w.r.t. τ of the classical Crank-Nicolson method (i.e. even smaller time
steps will not improve the approximation). We observe that the solution is fully off in this
case for a classical finite element space of dimension 16384. In Figures 4 and 5 we can see
the numerical approximation in LOD spaces of dimension NH = 1024 and NH = 2048. We
observe that uLOD captures the correct long time behavior, where for NH = 2048 it is no
longer distinguishable from the analytical reference solution.
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(a) <u (b) =u (c) |u|2
Figure 3: Converged solution uh w.r.t. τ at T = 200 of CN-FEM FPI using h = 40/2
14 and N = 221 time
steps. We have E[uh] = −47.9914743, c1 = 0.075 (drift velocity of left going soliton as estimated in Section
8). The relative L2 and H1 errors are ‖uh − u‖/‖u‖ = 1.447 and ‖∇(u− uh)‖/‖∇u‖ = 1.148. The required
CPU time was 28h.
(a) <u (b) =u (c) |u|2
Figure 4: Converged solution uLOD w.r.t. τ at T = 200 of CN-FEM LOD using H = 40/2
10, ` = 10 and
N = 223 time steps. We have E[uLOD] = −47.99992458, c1 = 0.0088. The relative L2 and H1 errors are
‖uLOD − u‖/‖u‖ = 0.663 and ‖∇(u− uLOD)‖/‖∇uLOD‖ = 0.718. The required CPU time was 29h.
(a) <u (b) =u (c) |u|2
Figure 5: Solution uLOD at T = 200 of CN-FEM LOD for H = 40/2
11, ` = 12 and N = 224 time steps. We
have E[uLOD] = −47.99999898, c1 = 0.0010. The relative L2 and H1 errors are ‖uLOD − u‖/‖u‖ = 0.032 and
‖∇(u− uLOD)‖/‖∇uLOD‖ = 0.037. The required CPU time was 100h.
9 Proofs - Analysis of the modified Crank-Nicolson scheme
In this section we prove the main result stated in Theorem 6.1. We split the proof into
several lemmas and start with the well-posedness.
Lemma 9.1 (existence of solutions to the modified Crank-Nicolson method). Assume (A1)-
(A3), then for any n ≥ 1 there exists at least one solution unLOD ∈ VLOD to the modified
Crank-Nicolson scheme (21).
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Proof. In the following we let NH denote the dimension of VLOD and a corresponding basis
of the VLOD space shall be given by the set {φ` |1 ≤ ` ≤ NH}. By · we denote the Euclidean
inner product on CNH . We note that the following proof does not exploit the structure of
VLOD and works for any finite dimensional space.
We seek un+1LOD ∈ VLOD given by (21). By multiplying the defining equation with the
complex number i we have
0 = τ−1〈un+1LOD, φ`〉 − τ−1〈unLOD, φ`〉 + i〈∇u
n+
1
2
LOD ,∇φ`〉+ i〈V u
n+
1
2
LOD , φ`〉
+ iβ
〈
PLOD(|un+1LOD|2 + |unLOD|2)
2
u
n+1/2
LOD , φ`
〉
(26)
for all φ`. Since we cannot guarantee that PLOD(|un+1LOD|2+|unLOD|2) ≥ 0, we require a truncated
auxiliary problem (note here the difference to the existence proof given in the appendix
Lemma 5.1). For the auxiliary problem let M ∈ N denote a truncation parameter and let
χM : R→ [−M,M ] denote the continuous truncation function χM (t) := min{M|t| , 1} t. With
this, we seek u
n,(M)
LOD ∈ VLOD as the solution to the truncated equation
0 = 1τ 〈u
n,(M)
LOD , φ`〉 − 1τ 〈unLOD, φ`〉 + i2〈∇u
n,(M)
LOD +∇unLOD,∇φ`〉+ i2〈V (u
n,(M)
LOD + u
n
LOD), φ`〉
+ iβ4
〈
χM (PLOD(|un,(M)LOD |2 + |unLOD|2))(un,(M)LOD + unLOD), φ`
〉
. (27)
for all φ`. We start with proving the existence of u
n,(M)
LOD ∈ VLOD, where we assume inductively
that unLOD exists. The goal is to show the existence of u
n,(M)
LOD ∈ VLOD by using a variation of
the Browder fixed-point theorem, which says that if g : CNH → CNH is a continuous function
and if there exists a K > 0 such that <(g(α) · α) > 0 for all α with |α| = K, then exists a
zero α0 of g with |α0| ≤ K (cf. [14, Lemma 4]).
To apply this result, we define the function g(M) : CNH → CNH for α ∈ CNH through
g
(M)
` (α) :=
1
τ
NH∑
m=1
αm〈φm, φ`〉+ i
2
NH∑
m=1
αm 〈∇φm,∇φ`〉+ i
2
NH∑
m=1
αm 〈V φm, φ`〉
+
βi
4
〈χM ◦ PLOD
∣∣∣∣∣
NH∑
m=1
αmφm
∣∣∣∣∣
2
+ |unLOD|2
( NH∑
m=1
αmφm + u
n
LOD
)
, φ`〉+ F`,
where F ∈ CNH is defined by
F` :=
i
2
〈∇unLOD,∇φ`〉+
i
2
〈V unLOD, φ`〉 −
1
τ
〈unLOD, φ`〉.
To show existence of some α0 with g
(M)(α0) = 0 we need to show there is a sufficiently
large K ∈ R>0 such that <(g(M)(α) ·α) ≥ 0 for all α ∈ CNH with |α| = K. For brevity, we
denote zα :=
∑NH
m=1αmφm and obtain
<(g(M)(α) ·α)
= 1τ ‖zα‖2 + <
(
βi
4
〈χM ◦ PLOD
(|zα|2 + |unLOD|2)unLOD, zα〉)
+<
(
i
2
〈∇unLOD,∇zα〉+
i
2
〈V unLOD, zα〉 −
1
τ
〈unLOD, zα〉
)
.
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With the boundedness for χM and the Young inequality we have for the second term∣∣∣∣<(βi4 〈χM ◦ PLOD (|zα|2 + |unLOD|2)unLOD, zα〉
)∣∣∣∣ ≤ βM4 ‖zα‖ ‖unLOD‖
≤ 1
8τ
‖zα‖2 + τ β
2M2
8
‖unLOD‖2.
Similarly, we have ∣∣∣∣ i2〈V unLOD, zα〉
∣∣∣∣ ≤ 18τ ‖zα‖2 + τ2 ‖V ‖2L∞(D)‖unLOD‖2;∣∣∣∣1τ 〈unLOD, zα〉
∣∣∣∣ ≤ 18τ ‖zα‖2 + 2τ ‖unLOD‖2 and∣∣∣∣ i2〈∇unLOD,∇zα〉
∣∣∣∣ ≤ 18τ ‖zα‖2 + τ2C2LOD‖∇unLOD‖2,
where CLOD is the norm equivalence constant in the (finite-dimensional) LOD space, i.e.
CLOD > 0 is the optimal constant such that ‖∇v‖ ≤ CLOD‖v‖ for all v ∈ VLOD. Combining
the previous estimates, we have
<(g(M)(α) ·α) ≥ 1
2τ
‖zα‖2 − C˜
where C˜ = τ β
2M2
8 ‖unLOD‖2 + τ2 ‖V ‖2L∞(D)‖unLOD‖2 + 2τ ‖unLOD‖2 + τ2C2LOD‖∇unLOD‖2. Hence,
for every sufficiently large α with ‖zα‖2 > 2τC˜ we have positivity of <(g(M)(α) · α) and
consequently the existence of a point α0 with g
(M)(α0) = 0, which in turn implies the
existence of un,(M) ∈ VLOD.
Now that we have verified the existence of truncated solutions we easily observe by testing
in (27) with un,(M) + unLOD and taking the real part that
‖un,(M)LOD ‖ = ‖unLOD‖ for all M ≥ 0.
Note that we used here that PLOD(v) is real if v is real, which is essential for this argu-
ment. Since VLOD is a finite-dimensional space and all norms are equivalent, this means
that {un,(M)}M∈N ⊂ VLOD is a bounded sequence. Consequently, we can extract a subse-
quence (for simplicity still denoted by {un,(M)LOD }M∈N) that converges strongly to some limit
u
n,(∞)
LOD ∈ VLOD. Hence by passing to the limit M →∞ in (27) we have
0 = 1τ 〈u
n,(∞)
LOD , φ`〉 − 1τ 〈unLOD, φ`〉 + i2〈∇u
n,(∞)
LOD +∇unLOD,∇φ`〉+ i2〈V (u
n,(∞)
LOD + u
n
LOD), φ`〉
+ iβ4
〈
PLOD(|un,(∞)LOD |2 + |unLOD|2)(un,(∞)LOD + unLOD), φ`
〉
,
where we can set un+1LOD = u
n,(∞)
LOD , which finishes the existence proof.
Next, we prove the conservation of the mass and the modified energy.
Lemma 9.2 (conservation properties). Assume (A1)-(A3), then we have M [unLOD] = M [u
0
LOD]
and ELOD[u
n
LOD] = ELOD[u
0
LOD].
Proof. Since PLOD(v) is real for any real function v ∈ H10 (D), the mass conservation follows
readily from testing with v = u
n+1/2
LOD in (21) and taking the imaginary part.
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To verify conservation of the modified energy, we take the test function v = un+1LOD − unLOD
and consider the real part:
0 =
∫
D
|∇un+1LOD|2 − |∇unLOD|2 + V (|un+1LOD|2 − |unLOD|2)
+
β
2
PLOD(|un+1LOD|2 + |unLOD|2)
(|un+1LOD|2 − |unLOD|2) dx
By definition of PLOD we have∫
D
PLOD(|un+1LOD|2 + |unLOD|2)
(|un+1LOD|2 − |unLOD|2) dx
=
∫
D
PLOD(|un+1LOD|2 + |unLOD|2) PLOD(|un+1LOD|2 − |unLOD|2) dx
and consequently by linearity of PLOD
0 =
∫
D
|∇un+1LOD|2 − |∇unLOD|2 + V (|un+1|2 − |un|2) +
β
2
(
PLOD(|un+1LOD|2)2 − PLOD(|unLOD|2)2
)
dx.
Before we can prove the error estimate for the difference between the exact energies, i.e.,
E[unLOD] and E[u(tn)], we first require an L
2-error estimate for the error unLOD − u(tn). This
is done in several steps. Our approach is to show a τ -independent convergence result for
unLOD − un, where un denotes the semi-discrete Crank-Nicolson scheme in H10 (D), i.e. we
split unLOD − u(tn) = (unLOD − un) − (un − u(tn)). Crucial for the proof is thus the following
semi-discrete auxiliary problem whose properties have been studied in [31] and [33].
Lemma 9.3 (semi-discrete Crank-Nicolson scheme). Assume (A1)-(A6) and let u0 denote
the usual initial value. Then for every n ≥ 0 there exists a solution un+1 ∈ H10 (D) to the
semi-discrete Crank-Nicolson equation
i〈u
n+1 − un
τ
, v〉 = 〈∇un+1/2,∇v〉+ 〈V un+1/2, v〉+ β〈 |u
n+1|2 + |un|2
2
un+1/2, v〉 (28)
for all v ∈ H10 (D).
Furthermore, we have un ∈ H2(D) and there is unique family of solutions un (family
w.r.t. to τ) so that it holds the a priori error estimate
sup
0≤n≤N
(‖u(·, tn)− un‖H1(D) + τ‖u(·, tn)− un‖H2(D)) . τ2, (29)
where the hidden constant depends on the exact solution u to problem (11) and the maximum
time T , but not on τ . In the following we use the silent convention that un always refers to
the uniquely characterized solution that fulfills (29).
A proof of the L∞(H2) and L∞(L2) estimates is given in [31] a proof of the L∞(H1)
estimate is given in [33]. As we will see later, the L∞(H2)-estimate is not optimal and can
be improved by one order. This improvement is one of the pillars of our error analysis in
the LOD space. In fact, the L∞(H2)-rates provided in Lemma 9.3 are not sufficient to prove
super convergence of O(H4) for the final method.
Before we can derive the improved L∞(H2)-estimates, we first need to investigate the
regularity of un in more detail and derive uniform and τ -independent bounds for ‖4un‖H2 .
Note that with the availability of such bounds, we may apply the general theory of Section
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2 to conclude that un is well-approximated in the LOD space, i.e., ‖un − ALOD(un)‖ ≤
CH4‖ −4un + V1un‖H2 , where ALOD is the Galerkin-projection on VLOD.
The next lemma takes the first step into that direction by showing that un inherits
regularity from the initial value and that ‖−4un +V1un‖H2 is bounded independent of the
step size τ .
Lemma 9.4. Assume (A1)-(A7) and recall that (A5) guarantees u0 ∈ H10 (D) ∩H4(D) and
4u0 ∈ H10 (D) ∩ H2(D). Furthermore, un denotes the solution to the semi-discrete method
(28). Then 4un ∈ H10 (D) ∩H2(D) and there exists a τ -independent constant C so that
‖Dτun‖H2(D) + ‖4un‖H2(D) ≤ C
for all n ≥ 0.
Proof. The proof is established in several steps. For brevity, we denote in the following
Hu := −4u+ V u.
Step 1: We show that Dτu
n ∈ H10 (D) ∩H2(D) and ‖Dτun‖H2(D) . 1.
We already know that un, un+1 ∈ H10 (D) ∩ H2(D). It is hence obvious that Dτun ∈
H10 (D) ∩H2(D). With Lemma 9.3 we have
‖Dτun‖H2(D) = τ−1‖(un+1 − u(tn+1)) + (u(tn)− un) + (u(tn+1)− u(tn))‖H2(D)
. 1 + τ−1‖u(tn+1)− u(tn)‖H2(D) ≤ 1 + ‖∂tu‖L∞(0,T ;H2(D)).
Step 2: We show that 4un+1/2 ∈ H10 (D) ∩H2(D) and ‖4un+1/2‖H2(D) . 1.
We start from (28) and observe that un+1/2 ∈ H10 (D) can be characterized as the solution
to
〈Hun+1/2, v〉 = 〈fn+1/2, v〉 for all v ∈ H10 (D) (30)
and where
fn+1/2 := −β |u
n+1|2 + |un|2
2
un+1/2 + iDτu
n.
from Step 1, we already know that Dτu
n has the desired regularity and uniform bounds.
It remains to check the nonlinear term, where a quick calculation shows that the second
derivative of |u
n+1|2+|un|2
2 u
n+1/2 can be bounded by the H2-norm of un and un+1, which
itself is bounded independent of τ according to Lemma 9.3. For example, we have
‖|un|2un‖H2(D) . ‖un‖H2(D)‖un‖2L4(D) + ‖un‖L∞(D)‖un‖2W 1,4(D) . ‖un‖3H2(D) . 1.
Collecting the estimates hence guarantees fn+1/2 ∈ H10 (D)∩H2(D) with ‖fn+1/2‖H2(D) . 1.
We conclude
‖4un+1/2‖H2(D) ≤ ‖V un+1/2‖H2(D) + ‖fn+1/2‖H2(D) . 1,
where es used assumption (A4) and the Sobolev embedding H1(D) ↪→ L6(D) for bounded
Lipschitz domains to bound V un+1/2 ∈ H10 (D) ∩H2(D) uniformly and independent of τ .
Step 3: We show that 4un ∈ H10 (D) ∩H2(D) and ‖4un‖H1(D) . C.
In the previous step we saw that Hun+1/2 ∈ H10 (D) ∩H2(D). Recursively we conclude
with the assumptions on the initial value that Hun+1 ∈ H10 (D) ∩ H2(D) and in particular
4un+1 ∈ H10 (D) ∩H2(D). We can hence apply H to (30) to obtain
H2un+1/2 = −βH
( |un+1|2 + |un|2
2
un+1/2
)
+ iH(Dτun).
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By exploiting that 4un ∈ H10 (D) ∩H2(D) and Sobolev embeddings we easily observe that
H2un+1/2 ∈ H10 (D)∩H2(D). Iteratively we can conclude that H2un ∈ H10 (D)∩H2(D) (and
H3un ∈ L2(D)) for all n ≥ 0. This implies
i〈∇H(Dτun),∇Hun+1/2〉 (31)
= 〈∇H2un+1/2,∇Hun+1/2〉+ β〈∇H
( |un+1|2 + |un|2
2
un+1/2
)
,∇Hun+1/2〉.
We have a closer look at the first term and observe
〈∇H2un+1/2,∇Hun+1/2〉
= −〈∇4Hun+1/2,∇Hun+1/2〉+ 〈Hun+1/2∇V,∇Hun+1/2〉+ 〈V∇Hun+1/2,∇Hun+1/2〉
= 〈4Hun+1/2,4Hun+1/2〉+ 〈Hun+1/2∇V,∇Hun+1/2〉+ 〈V∇Hun+1/2,∇Hun+1/2〉,
where the last step exploited that 4Hun+1/2 ∈ H10 (D). Hence, by taking the imaginary part
in (31) we obtain
‖∇Hun+1‖2 − ‖∇Hun‖2
2τ
= =〈Hun+1/2∇V,∇Hun+1/2〉+ β=〈∇H
( |un+1|2 + |un|2
2
un+1/2
)
,∇Hun+1/2〉
. ‖un‖2H2(D) + ‖un+1‖2H2(D) + ‖∇Hun+1/2‖2 +
∣∣∣∣〈∇H( |un+1|2 + |un|22 un+1/2
)
,∇Hun+1/2〉
∣∣∣∣
= ‖un‖2H2(D) + ‖un+1‖2H2(D) + ‖∇Hun+1/2‖2 +
∣∣∣∣〈H( |un+1|2 + |un|22 un+1/2
)
,4Hun+1/2〉
∣∣∣∣ .
Since Step 2 proved ‖Hun+1/2‖H2(D) . 1 and ‖ |u
n+1|2+|un|2
2 u
n+1/2‖H2(D) . 1 we conclude
‖∇Hun‖2 ≤ ‖∇Hun−1‖2 + τ ≤ ‖∇Hu0‖2 + nτ . 1,
which in turn implies ‖4un‖H1(D) . 1.
Step 4: We show that ‖4un‖H2(D) . C.
We apply H2 to (30) and multiply the equation with H2un+1/2 ∈ H10 (D) ∩ H2(D) (cf.
Step 3) to obtain
i〈H2(Dτun),H2un+1/2〉
= 〈H3un+1/2,H2un+1/2〉+ β〈H2
( |un+1|2+|un|2
2 u
n+1/2
)
,H2un+1/2〉
= 〈∇H2un+1/2,∇H2un+1/2〉+ 〈VH2un+1/2,H2un+1/2〉+ β〈H2
( |un+1|2+|un|2
2 u
n+1/2
)
,H2un+1/2〉.
Taking the imaginary part yields
‖H2un+1‖2 − ‖H2un‖2
2τ
(32)
= −β=〈4H
( |un+1|2+|un|2
2 u
n+1/2
)
,H2un+1/2〉+ β=〈VH
( |un+1|2+|un|2
2 u
n+1/2
)
,H2un+1/2〉
The second term can be bounded in the usual manner by∣∣∣〈VH( |un+1|2+|un|22 un+1/2) ,H2un+1/2〉∣∣∣ . 1 + ‖H2un+1‖2 + ‖H2un‖2. (33)
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The first term needs a more careful investigation where we need to find a bound for the
expression 〈42
( |un+1|2+|un|2
2 u
n+1/2
)
,H2un+1/2〉. For simplicity, let gn := |un+1|2+|un|22 we
have
42(gnun+1/2)
= 4
(
gn4un+1/2 + 2∇un+1/2 · ∇gn + un+1/24gn
)
= 64un+1/24gn + 4∇4un+1/2 · ∇gn +42un+1/2 gn + 4∇un+1/2 · ∇4gn + un+1/242gn
and the derivatives of gn can be computed with
∇|un|2 = 2< (un∇un) ; 4|un|2 = 2|∇un|2 + 2< (un4un) ;
∇4|un|2 = 6< (∇un4un)+ 2< (un∇4un) and
42|un|2 = 6|4un|2 + 8< (∇un∇4un)+ 2<(un42un) .
Consequently, we estimate the various terms with∣∣∣〈4un+1/24gn,H2un+1/2〉∣∣∣ ≤ ‖4un+1/2‖L∞(D)‖4gn‖L2(D)‖H2un+1/2‖L2(D)
. ‖4un+1/2‖H2(D)
(
‖un‖2H2(D) + ‖un+1‖2H2(D)
)
‖H2un+1/2‖L2(D)
. ‖H2un+1/2‖L2(D),
where we used the result of Step 2 to bound ‖4un+1/2‖H2(D). Next, we have∣∣∣〈∇4un+1/2 · ∇gn,H2un+1/2〉∣∣∣ ≤ ‖∇4un+1/2‖L4(D)‖∇gn‖L4(D)‖H2un+1/2‖
≤ ‖4un+1/2‖H2(D)‖gn‖H2(D)‖H2un+1/2‖.
This can be bounded as the previous term, since ‖gn‖H2(D) . ‖4gn‖L2(D) for gn ∈ H10 (D)∩
H2(D). Consequently, ∣∣〈∇4un+1/2 · ∇gn,H2un+1/2〉∣∣ . ‖H2un+1/2‖. In a similar fashion
we can estimate∣∣∣〈42un+1/2 gn,H2un+1/2〉∣∣∣ ≤ ‖4un+1/2‖H2(D)‖gn‖L∞(D)‖H2un+1/2‖ . ‖H2un+1/2‖.
Next, we consider∣∣∣〈∇un+1/2 · (6< (∇un4un)+ 2< (un∇4un)),H2un+1/2〉∣∣∣
. ‖∇un+1/2‖L6(D)‖∇un‖L6(D)‖4un‖L6(D)‖H2un+1/2‖
+‖∇un+1/2‖L4(D)‖un‖L∞(D)‖∇4un‖L4(D)‖H2un+1/2‖
. ‖H2un+1/2‖+ ‖4un‖H2(D)‖H2un+1/2‖
. 1 + ‖H2un‖2 + ‖H2un+1‖2.
Note that we used here that ‖∇un+1/2‖L6(D) . ‖un+1/2‖H2(D) . 1 by Lemma 9.3 and that
‖4un‖L6(D) . ‖4un‖H1(D) . 1 by Step 3. We can conclude that∣∣∣〈∇un+1/2 · ∇4gn,H2un+1/2〉∣∣∣ . ‖H2un+1/2‖.
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It remains to check 〈un+1/242gn,H2un+1/2〉 where we have∣∣∣〈un+1/242|un|2,H2un+1/2〉∣∣∣
.
∣∣∣〈un+1/2|4un|2,H2un+1/2〉∣∣∣+ ∣∣∣〈un+1/2< (∇un∇4un) ,H2un+1/2〉∣∣∣
+
∣∣∣〈un+1/2<(un42un) ,H2un+1/2〉∣∣∣
.
(
‖un+1/2‖L∞(D)‖4un‖2L4(D) + ‖un+1/2‖L∞(D)‖∇un‖L4(D)‖∇4un‖L4(D)
)
‖H2un+1/2‖
+‖un+1/2‖L∞(D)‖un‖L∞(D)‖42un‖ ‖H2un+1/2‖
. (1 + ‖H2un‖+ ‖H2un+1‖)(‖H2un‖+ ‖H2un+1‖).
Again, we used Step 3 when estimating ‖4un‖2L4(D) . ‖4un‖2H1(D) . 1. We conclude that∣∣∣〈un+1/242gn,H2un+1/2〉∣∣∣ . 1 + ‖H2un‖2 + ‖H2un+1‖2.
Collecting and combining all the estimates allows us to conclude that
β
∣∣∣=〈4H( |un+1|2+|un|22 un+1/2) ,H2un+1/2〉∣∣∣ . 1 + ‖H2un‖2 + ‖H2un+1‖2
and hence with (32) and (33) we have
‖H2un+1‖2 − ‖H2un‖2 . τ (1 + ‖H2un‖2 + ‖H2un+1‖2) .
Gro¨nwall’s inequality yields
‖H2un‖ . 1
the regularity estimate ‖Hun‖H2(D) . ‖H2un‖ for Hun ∈ H10 (D) ∩H2(D) finishes the proof
of the last step.
Lemma 9.5. Assume (A1)-(A6) and denote by enCN the error of the semi-discrete Crank-
Nicolson method (28), i.e. enCN = u
n − u(tn). The error fulfills the identity
iDτe
n
CN +4en+1/2CN − V en+1/2CN − enβ,CN = Tn, (34)
where e
n+1/2
CN :=
en+1C +e
n
C
2 ; the consistency error is
Tn := i (u(tn+1)−u(tn)τ − ∂tu(tn+1/2)) + (4− V )(u(tn+1)+u(tn)2 − u(tn+1/2))
−
(
|un+1|2+|un|2
2
u(tn+1)+u(tn)
2 − |u(tn+1/2)|2)u(tn+1/2)
)
, (35)
and we define
enβ,CN :=
|un+1|2 + |un|2
2
un+1/2 − |u(tn+1)|
2 + |u(tn)|2
2
(
u(tn+1) + u(tn)
2
)
=
( |un+1|2 + |un|2
2
− |u(tn+1)|
2 + |u(tn)|2
2
)(
u(tn+1) + u(tn)
2
)
+ (36)
+
|un+1|2 + |un|2
2
(
u(tn+1) + u(tn)
2
− un+1/2
)
.
Furthermore in virtue of (A6) there holds:
n∑
k=0
‖T k‖2H2(D) . τ3.
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Proof. By simply subtracting (11) from (28) one finds equation (34). The consistency error
(35) is then easily bounded by means of Taylor expansion and assumption (A6).
With the previous two lemmas we are now prepared to prove the optimal L∞(H2)-
estimates.
Lemma 9.6 (Optimal L∞(H2) error estimate of the Crank-Nicolson method). Assume
(A1)-(A6), let un ∈ H10 (D) denote the semi-discrete Crank-Nicolson approximation given by
(28) and u the exact solution, then it holds
sup
0≤n≤N
‖u(·, tn)− un‖H2(D) . τ2.
Furthermore, there exists a τ -independent constant C > 0 such that
‖4(Dτun−1/2)‖H2(D) ≤ C.
Note that Dτu
n−1/2 = 12τ (u
n+1 − un−1) and that it does not imply ‖4(Dτun)‖H2(D) ≤ C.
Proof. First, we note that Dτe
n
CN , V e
n+1/2
CN , T
n, enβ,CN ∈ H10 (D) which allows for integration
by parts without boundary terms. Now, multiplying equation (34) by Dτ4enCN and consid-
ering only the real part results in:
‖4en+1CN ‖2 − ‖4enCN ‖2
2τ
= <
(
〈4(V en+1/2CN ), DτenCN 〉+ 〈4enβ,CN, Dτen〉+ 〈4Tn, DτenCN 〉
)
≤ |〈4(V en+1/2CN ),−4en+1/2CN + V en+1/2CN + enβ,CN + Tn〉|
+|〈4enβ,CN,−4en+1/2CN + V en+1/2CN + enβ,CN + Tn〉|
+|〈4Tn,−4en+1/2CN + V en+1/2CN + enβ,CN + Tn〉|
. ‖4en+1CN ‖2 + ‖4enCN ‖2 + τ4 + ‖Tn‖2H2(D) + ‖enβ,CN‖2H2(D), (37)
where elliptic regularity theory guarantees ‖enβ,CN‖H2(D) . ‖4enβ,CN‖. In order to use Gro¨nwall’s
inequality we need to bound ‖4enβ,CN‖ in terms of τ2, ‖4en+1CN ‖ and ‖4enCN ‖. From equation
(36) it is clear that this need only be done for two kinds of expression, namely the expres-
sions 4[|un|2(u(tn) − un)] and 4[(|un|2 − |u(tn)|2)u(tn)]. We expand these two cases using
Leibniz’s rule. For the first term we use 4|un|2 = 2|∇un|2 + 2< (un4un) to obtain
‖4[|un|2(u(tn)− un)]‖
= ‖4|un|2 (u(tn)− un) + 2∇|un|2 · ∇(u(tn)− un)) + |un|24(u(tn)− un)‖
. ‖∇un‖L4(D)‖u(tn)− un‖L4(D) + ‖un‖L∞(D)‖4un‖L4(D)‖u(tn)− un‖L4(D)
+‖un‖L∞(D)‖∇un‖L4(D)‖∇(u(tn)− un))‖L4(D) + ‖un‖2L∞(D)‖4(u(tn)− un)‖
. C(‖un‖H2(D), ‖4un‖H1(D))
(‖u(tn)− un‖H1(D) + ‖u(tn)− un‖H2(D)) ,
where we used Sobolev embedding estimates. Lemma 9.3 and Lemma 9.4 allow us to bound
‖un‖H2(D) and ‖4un‖H1(D). Together with the regularity estimate ‖v‖H2(D) . ‖4v‖ for
v ∈ H10 (D) we conclude
‖4[|un|2(u(tn)− un)]‖ . τ2 + ‖4enCN ‖.
For the term 4[(|un|2 − |u(tn)|2)u(tn)] we split
4[(|un|2 − |u(tn)|2)u(tn)]
= 4(|un|2 − |u(tn)|2) u(tn)︸ ︷︷ ︸
I
+2∇(|un|2 − |u(tn)|2) · ∇u(tn)︸ ︷︷ ︸
II
+ (|un|2 − |u(tn)|2)4u(tn)︸ ︷︷ ︸
III
,
29
where we can estimate I using 4|un|2 = 2|∇un|2 + 2< (un4un) by
‖I‖ . ‖u(tn)‖L∞(D)
(‖|∇un|+ |∇u(tn)|‖L4(D)‖∇enCN ‖L4(D)
+‖enCN ‖L4(D)‖4u(tn)‖L4(D) + ‖un‖L∞(D)‖4enCN ‖
)
. ‖∇enCN ‖+ ‖4enCN ‖ . τ2 + ‖4enCN ‖.
Term II can be bounded as
‖II‖ . ‖∇u(tn)‖L∞(D)
(‖un‖L∞(D)‖∇enCN ‖+ ‖∇u(tn)‖L∞(D)‖enCN ‖) . τ2
and term III easily as
‖III‖ . ‖4u(tn)‖L∞(D)
(‖un‖L∞(D) + ‖u(tn)‖L∞(D)) ‖en‖ . τ2.
Combining the three estimates yields
‖4[(|un|2 − |u(tn)|2)u(tn)]‖ . τ2 + ‖4enCN ‖.
With this the H2-error recursion (37) becomes:
‖4en+1CN ‖2 − ‖4enCN ‖2
2τ
. ‖4en+1CN ‖2 + ‖4enCN ‖2 + τ4 + ‖Tn‖2. (38)
Gro¨nwall’s inequality and Lemma 9.5 now yield the optimal estimate,
‖4en+1CN ‖ . τ2.
This finishes the first part of the proof.
Next, we prove the bound ‖4(Dτun−1/2)‖H2(D)‖ . 1. For that, we multiply the error
recursion (34) by −42(en+1CN −enCN ). Recalling that 4(en+1CN −enCN ) ∈ H10 (D) we can integrate
by parts two times to obtain
‖∇4en+1CN ‖2 − ‖∇4enCN ‖2
= −<
(
〈V en+1/2CN ,42(en+1CN − enCN )〉+ 〈enβ,CN,42(en+1CN − enCN )〉+ 〈Tn,42(en+1CN − enCN )〉
)
≤ |〈4(V en+1/2CN ),4(en+1CN − enCN )〉|+ |〈4enβ,CN,4(en+1CN − enCN )〉|+ |〈4Tn,4(en+1CN − enCN )〉|
. τ4 + ‖4Tn‖2 . τ4.
Thus we conclude
‖∇4enCN ‖ . τ3/2.
Next we apply 4 to the error recursion (34), then multiply by 42en+1/2CN , integrate by parts
for the Dτ -term and consider the real part to find:
‖42en+1/2CN ‖2
≤ 1τ |〈∇4en+1CN ,∇4enCN 〉|+ |〈4(V e
n+1/2
CN ) +4enβ,CN +4Tn,42en+1/2CN 〉|
With the previous estimate ‖∇4enCN ‖ . τ3/2 and Young’s inequality we find:
‖42en+1/2CN ‖2 . τ2 + τ4 + ‖4Tn‖2 . τ2. (39)
It therefore follows ‖42en+1/2CN ‖ . τ and ‖Dτ (42en+1/2CN )‖ ≤ C. This finishes the argument,
because 4(Dτun+1/2CN ) ∈ H10 (D) and hence
‖4(Dτun+1/2CN )‖H2(D) . ‖42(Dτun+1/2CN )‖ . ‖Dτ (42en+1/2CN )‖+ ‖42
(
u(tn+1)−u(tn)
2τ
)
‖ . 1.
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Collecting all the previous results, we are now able to quantify how well un and Dτu
n
are approximated in VLOD.
Conclusion 9.7. Assume (A1)-(A7) and let un denote the solution to the semi-discrete
method (28). If ALOD : H
1
0 (D) → VLOD denotes the a(·, ·)-orthogonal projection the LOD
space, i.e.
a(ALOD(u), v) = a(u, v) for all v ∈ VLOD,
then we have the estimates
‖un −ALOD(un)‖ . H4 and ‖Dτun−1/2 −ALOD(Dτun−1/2)‖ . H4 (40)
with Dτu
n−1/2 = 12τ (u
n+1 − un−1), as well as
‖Dτun −ALOD(Dτun)‖ . H4 + τ2.
Proof. Applying the general theory of Section 2, the first estimate follows from
‖un −ALOD(un)‖ . H4‖4un + V1un‖H2(D),
where ‖4un +V1un‖H2(D) is bounded by Lemma 9.4. In a similar way, using Lemma 9.6 we
have
‖Dτun−1/2 −ALOD(Dτun−1/2)‖ . H4‖4(Dτun−1/2) + V1Dτun−1/2‖H2(D) . H4.
For the last estimate we use Lemma 9.6 which ensures that
‖Dτen‖H2(D) = 1τ ‖en‖H2(D) . τ. (41)
Consequently, we have
‖Dτun −ALOD(Dτun)‖ ≤ ‖Dτen −ALOD(Dτen)‖+ 1τ ‖u(tn+1)− u(tn)−ALOD(u(tn+1)− u(tn))‖
. H2‖Dτen‖H2(D) +H4‖∂tu‖L∞(tn,tn+1;H4(D))
(41)
. H2τ +H4 ≤ 32H4 + 12τ2.
Note that we know that 4Dτun ∈ H2(D) ∩ H10 (D) which allows for the direct estimate
‖Dτun−ALOD(Dτun)‖ ≤ CH4‖(−4+V1)Dτun‖H2(D). However, we are lacking an estimate
that guarantees that ‖4Dτun‖H2(D) can be bounded independently of τ .
As a last preparation for the final a priori error estimate, we also require regularity
bounds for the a(·, ·)-projection of a smooth function into the LOD-space. We stress that the
following lemma is only needed in the case d = 3 to obtain optimal L∞(L2)-error estimates
for our method. In 1d and 2d the following lemma is not needed.
Lemma 9.8 (H2-regularity in the LOD space). Assume (A1)-(A4) and (A7) and let VLOD
be the LOD space given by (1) with a(·, ·) defined in (16). Then for any w ∈ H10 (D)∩H2(D)
the LOD approximation wLOD ∈ VLOD with
a(wLOD, v) = a(w, v) for all v ∈ VLOD (42)
fulfills
wLOD ∈ H10 (D) ∩H2(D) with ‖wLOD‖H2(D) ≤ C‖w‖H2(D),
where C only depends on a(·, ·), D and mesh regularity constants.
Furthermore, for any vLOD ∈ VLOD we have the inverse estimates
‖vLOD‖H1(D) . H−1‖vLOD‖ and ‖vLOD‖L∞(D) . H−1‖vLOD‖H1(D). (43)
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Proof. To prove the regularity statement, we start with rewriting (42) in a saddle point
formulation. For that, we do not introduce the space W explicitly, but we impose constraints
through a Lagrange multiplier (cf. [17] for a corresponding formulation in a fully algebraic
setting). The projection wLOD of w into the LOD space as given by (42) can be equivalently
characterized in the following way: find Qw ∈ H10 (D) and λH ∈ VH such that
a(Qw, v)− 〈λH , PH(v)〉 = −a(PH(w), v) for all v ∈ H10 (D)
〈PH(Qw), qH) = 0 for all qH ∈ VH .
It is easily seen that
wLOD = PH(w) +Qw
and that λH is the L
2-Riesz representer of the operator a(vLOD, ·) in VH . Hence, λH should
be seen as an approximation of the “source term” f = −4w + V1w. Since PH is the L2-
projection the first equation in the saddle point system simplifies to
a(PH(w) +Qw, v) = 〈λH , v〉 for all v ∈ H10 (D).
Hence we can characterize wLOD ∈ H10 (D) as the solution to
a(wLOD, v) = 〈λH , v〉 for all v ∈ H10 (D).
Since the coefficients in a(·, ·) are smooth and since D is convex, standard elliptic regularity
yields uLOD ∈ H2(D) (cf. [20, Theorem 3.2.1.2]) and
‖uLOD‖H2(D) . ‖λH‖.
It remains to bound the L2-norm of λH . Here we have
‖λH‖2 = a(wLOD, λH) = a(wLOD − w, λH) + 〈−4w + V1w, λH〉
. ‖wLOD − w‖H1(D) ‖λH‖H1(D) + ‖w‖H2(D)‖λH‖
. H‖w‖H2(D) ‖λH‖H1(D) + ‖w‖H2(D) ‖λH‖.
To continue with this estimate, we apply the inverse inequality in the (quasi-uniform) finite
element space VH which yields ‖λH‖H1(D) ≤ CH−1‖λH‖ (cf. [13]). Consequently,
‖λH‖2 . H‖w‖H2(D) ‖λH‖H1(D) + ‖w‖H2(D) ‖λH‖ . ‖w‖H2(D) ‖λH‖.
Dividing by ‖λH‖ yields ‖λH‖ . ‖w‖H2(D) and we can conclude
‖wLOD‖H2(D) . ‖λH‖ . ‖w‖H2(D).
Next, we prove the two inverse estimates. For that let vLOD = vH + Q(vH) ∈ VLOD be
arbitrary. From a(vH +Q(vH),Q(vH)) = 0 we conclude
‖Q(vH)‖H1(D) . ‖vH‖H1(D) and ‖vH +Q(vH)‖H1(D) . ‖vH‖H1(D).
The H1-stability of the L2-projection in VH on quasi-uniform meshes (cf. [6]) implies
‖vH‖H1(D) = ‖PH(vH +Q(vH))‖H1(D) . ‖vH +Q(vH)‖H1(D).
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We conclude with the standard inverse estimate in finite element spaces
‖vH +Q(vH)‖2H1(D) . ‖vH‖2H1(D) . H−2‖vH‖2L2(D) = H−2(vH , vH +Q(vH))L2(D)
= H−2‖vH +Q(vH)‖2L2(D) +H−2(Q(vH), vH +Q(vH))L2(D)
. H−2‖vH +Q(vH)‖2L2(D) + εH2 ‖Q(vH)‖2L2(D) + 1εH2 ‖vH +Q(vH)‖2L2(D)
. (1 + ε−1)H−2‖vH +Q(vH)‖2L2(D) + εH2H2‖Q(vH)‖2H1(D)
. (1 + ε−1)H−2‖vH +Q(vH)‖2L2(D) + ε‖vH +Q(vH)‖2H1(D),
where ε > 0 is a sufficiently small parameter resulting from the application of Young’s
inequality. Hence, we have the inverse estimate
‖vH +Q(vH)‖H1(D) . 1+ε
−1
1−ε H
−1‖vH +Q(vH)‖L2(D).
For the L∞-inverse estimate, we note that vH + Q(vH) ∈ H2(D) because if λH ∈ VH is
defined by 〈λH , qH〉 = a(vH +Q(vH), qH) for all qH ∈ VH , then vH +Q(vH) ∈ H10 (D) solves
the regular
a(vH +Q(vH), v) = 〈λH , v〉 for all v ∈ H10 (D).
We conclude with elliptic regularity theory that
‖vH +Q(vH)‖L∞(D) . ‖vH +Q(vH)‖H2(D) . ‖λH‖L2(D) . H−1‖vH +Q(vH)‖H1(D).
We are now ready to prove the superconvergence for the L∞(L2)-error.
Lemma 9.9. (Optimal L2-error estimates) Assume (A1)-(A7). Then there is a solution
unLOD ∈ VLOD to the modified Crank-Nicolson method (21), with uniform L∞-bounds, i.e.,
there exists a constant C > 0 (independent of τ and H) such that
max
0≤n≤N
‖unLOD‖L∞(D) ≤ C (44)
and the L∞(L2)-error between unLOD and the exact solution u at time tn converges with
sup
0≤n≤N
‖unLOD − u(·, tn)‖ . τ2 +H4.
Proof. In the following we denote by un the solution to the semi-discrete Crank-Nicolson
method (28). As in the proof of existence we introduce an auxiliary problem with a trun-
cated nonlinearity. The reason for this is that for the truncated problem the necessary
L∞-bounds are available. Once this error estimate is obtained it is possible to show that
for sufficiently small H the truncation engenders no change. Given a sufficiently large con-
stant M > 1+sup0≤n≤N ‖un‖2L∞(D), the truncated problem reads: find u
n+1,(M)
LOD ∈ VLOD with
i
〈
Dτu
n,(M)
LOD , v
〉
=
〈∇un+1/2,(M)LOD ,∇v〉+ 〈V un+1/2,(M)LOD , v〉 (45)
+β〈PLOD
(
χM (|un+1,(M)LOD |2) + χM (|un,(M)LOD |2)
)
2
χM (u
n+1,(M)
LOD ) + χM (u
n,(M)
LOD )
2
, v〉
for all v ∈ VLOD, where χM : C → {z ∈ C| |z| ≤ M} is the Lipschitz-continuous truncation
function given by
χM (z) := min{M|z| , 1} z.
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Note that the Lipschitz constant is 2, i.e.,
|χM (z)− χM (y)| ≤ 2|x− y| for all x, y ∈ C. (46)
Also observe that |χM (z)| ≤ M and χM (z) = z for all z ∈ C with |z| ≤ M . For real values
x ∈ R we have χM (x) = M if x ≥ M . Existence of truncated solutions un,(M) follows
analogously to the case without truncation. Thanks to previous optimal L∞(L2) estimates
of the semi-discrete problem (28) (cf. Lemma 9.3), it will suffice to prove an optimal estimate
for the ‖ALOD(un − un,(M)LOD )‖. This is made clear by splitting the error into:
‖u(tn)− un,(M)LOD ‖ ≤ ‖u(tn)− un‖+ ‖un − un,(M)LOD ‖
≤ Cτ2 + ‖un −ALOD(un)‖+ ‖ALOD(un)− un,(M)LOD ‖
. τ2 + CH4 + ‖ALOD(un)− un,(M)LOD ‖, (47)
where Conclusion 9.7 was used. We define en,(M) := un − un,(M)LOD and its a-orthogonal
projection onto VLOD shall be denoted by e
n,(M)
LOD := ALOD(u
n) − un,(M)LOD . Subtracting (45)
from (28) yields
i〈Dτen,(M), v〉 = a(ALOD(un+1/2)− un+1/2,(M)LOD , v) + 〈V2 en+1/2,(M) + β en+1/2,(M)β , v〉 (48)
for all v ∈ VLOD where
e
n,(M)
β :=
|un+1|2 + |un|2
2
un+1/2
−PLOD
(
χM (|un+1,(M)LOD |2) + χM (|un,(M)LOD |2)
2
)
χM (u
n+1,(M)
LOD ) + χM (u
n,(M)
LOD )
2
.
Taking v = e
n+1/2,(M)
LOD =
1
2(e
n,(M)
LOD + e
n+1,(M)
LOD ) in (48) and considering the imaginary part
yields a recursion formula for the error:
‖en+1,(M)LOD ‖2 − ‖en,(M)LOD ‖2
2τ
= =
(
〈V2 en+1/2,(M), en+1/2,(M)LOD 〉+ β〈en,(M)β , en+1/2,(M)LOD 〉
)
(49)
−<〈Dτ (un −ALOD(un)), en+1/2,(M)LOD 〉.
Our first goal will be to bound |〈en,(M)β , en+1/2,(M)LOD 〉| in terms ofH8, ‖en,(M)LOD ‖2 and ‖en+1,(M)LOD ‖2.
For that we split e
n,(M)
β =
1
4e
n,(M)
β,1 +
1
4e
n,(M)
β,2 +
1
4e
n,(M)
β,3 , where
e
n,(M)
β,1 := PLOD
(
|un+1|2 + |un|2 − χM (|un+1,(M)LOD |2)− χM (|un,(M)LOD |2)
)
(
χM (u
n+1,(M)
LOD ) + χM (u
n,(M)
LOD )
)
;
e
n,(M)
β,2 := (Id− PLOD)
(|un+1|2 + |un|2) (χM (un+1,(M)LOD ) + χM (un,(M)LOD )) ;
e
n,(M)
β,3 :=
(|un+1|2 + |un|2) (un+1 + un − χM (un+1,(M)LOD )− χM (un,(M)LOD )) .
Estimating the various terms, we obtain
|〈en,(M)β,1 , en+1/2,(M)LOD 〉|
. M‖PLOD
(
|un+1|2 + |un|2 − χM (|un+1,(M)LOD |2)− χM (|un,(M)LOD |2)
)
‖ ‖en+1/2,(M)LOD ‖
. M‖|un+1|2 + |un|2 − χM (|un+1,(M)LOD |2)− χM (|un,(M)LOD |2)‖ ‖en+1/2,(M)LOD ‖
. M3/2
(
‖un − un,(M)LOD ‖+ ‖un+1 − un+1,(M)LOD ‖
)
‖en+1/2,(M)LOD ‖,
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where in the last step we used that pointwise∣∣∣χM (|un,(M)LOD |2)− |un|2∣∣∣
≤
{
|un,(M)LOD − un| (|un|+ |un,(M)LOD |) ≤ 2
√
M |un,(M)LOD − un| if |un,(M)LOD |2 ≤M ;
M − |un|2 ≤ 2√M (√M − |un|) ≤ 2√M |un,(M)LOD − un| if |un,(M)LOD |2 > M.
For the second term term we have
|〈en,(M)β,2 , en+1/2,(M)LOD 〉|
. M‖(Id− PLOD)
(|un+1|2 + |un|2) ‖ ‖en+1/2,(M)LOD ‖
. MH4‖(−4+ V1)
(|un+1|2 + |un|2) ‖H2(D) ‖en+1/2,(M)LOD ‖,
where it remains to bound the term ‖4 (|un+1|2 + |un|2) ‖H2(D) . ‖42 (|un+1|2 + |un|2) ‖.
Using 42|un|2 = 6|4un|2 + 8< (∇un∇4un)+ 2<(un42un) and the estimates
‖∇un∇4un‖ ≤ ‖∇un‖2L4(D)‖∇4un‖2L4(D) . ‖un‖2H2(D)‖4un‖2H2(D);
‖|4un|2‖ ≤ ‖4un‖L∞(D)‖4un‖ . ‖4un‖2H2(D) and
‖un42un‖ . ‖un‖L∞(D)‖4un‖H2(D)
we see with Lemma 9.3 and Lemma 9.4 that ‖4 (|un+1|2 + |un|2) ‖H2(D) . 1 and hence
|〈en,(M)β,2 , en+1/2,(M)LOD 〉| .MH4‖en+1/2,(M)LOD ‖.
It remains to bound |〈en,(M)β,3 , en+1/2,(M)LOD 〉|. Here we can readily use the L∞-bounds for un
(with χM (u
n) = un for all n) together with the Lipschitz-continuity (46) to conclude that
|〈en,(M)β,3 , en+1/2,(M)LOD 〉| .
(
‖un − un,(M)LOD ‖+ ‖un+1 − un+1,(M)LOD ‖
)
‖en+1/2,(M)LOD ‖.
Combing the estimates for e
n,(M)
β,1 , e
n,(M)
β,2 and e
n,(M)
β,3 , we have
|〈en,(M)β , en+1/2,(M)LOD 〉| . M3/2
(
‖en,(M)‖+ ‖en+1,(M)‖
)
‖en+1/2,(M)LOD ‖+MH4‖en+1/2,(M)LOD ‖
≤ C(M)
(
H8 + ‖en,(M)LOD ‖2 + ‖en+1,(M)LOD ‖2
)
(50)
for some constant C(M) = O(M3/2). Recalling the initial error recursion formula (49), we
conclude with (50) that
‖en+1,(M)LOD ‖2 − ‖en,(M)LOD ‖2
2τ
(51)
≤ ‖V2‖L∞(D)‖en+1/2,(M)‖ ‖en+1/2,(M)LOD ‖+ C(M)
(
H8 + ‖en,(M)LOD ‖2 + ‖en+1,(M)LOD ‖2
)
−<〈Dτ (un −ALOD(un)), en+1/2,(M)LOD 〉
≤ C(M)
(
H8 + ‖en,(M)LOD ‖2 + ‖en+1,(M)LOD ‖2
)
−<〈Dτ (un −ALOD(un)), en+1/2,(M)LOD 〉.
It follows from Lemma 9.4 and Conclusion 9.7 that 4Dτun ∈ H2(D) ∩ H10 (D) and the
estimate ‖Dτun−ALOD(Dτun)‖ . τ2+H4. However, in order to avoid unnecessary coupling
conditions between the mesh size and the time step size, we cannot afford a τ2-dependency
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at this point. Instead we only want to use the estimate ‖Dτun−1/2−ALOD(Dτun−1/2)‖ . H4
proved in Conclusion 9.7. In order to exploit it, we sum up recursion (51) to find:
‖en+1,(M)LOD ‖2 ≤ C(M)
(
H8 + τ
n∑
k=0
‖ek,(M)LOD ‖2
)
+τ |
n∑
k=0
〈Dτ (un−ALOD(un)), en+1/2,(M)LOD 〉| (52)
The idea is now to reformulate the expression above in such a way that we can use our
optimal bounds for ‖Dτun−1/2−ALOD(Dτun−1/2)‖ to estimate the last term. To this end we
will use the following summation formula:
n∑
k=0
D[ak]bk+1/2 =
1
2
(
D[an]bn+1 +D[a0]b0
)
+
n∑
k=1
D[ak−1/2]bk.
When applied to our sum, the formula yields
τ |
n∑
k=0
〈Dτuk −A(Dτuk), ek+1/2,(M)LOD 〉|
≤ τ
2
|〈Dτu0 −A(Dτu0), e0,(M)LOD 〉|+ τ2 |〈Dτu
n −A(Dτun), en+1,(M)LOD 〉|
+τ
∣∣∣∣∣
n∑
k=1
〈Dτuk−1/2 −ALOD(Dτuk−1/2), ek,(M)LOD 〉
∣∣∣∣∣
(40)
. H8 + τ2‖e0,(M)LOD ‖2 + τ2‖en+1,(M)LOD ‖2 + τ
n∑
k=1
H4‖ek,(M)LOD ‖
. H8 + τ2‖en+1,(M)LOD ‖2 + τ
n∑
k=1
‖ek,(M)LOD ‖2.
With 0 < (1− τ2)−1 . 1, equation (52) thus becomes
‖en+1,(M)LOD ‖2 ≤ C(M)
(
H8 + τ
n∑
k=0
‖ek,(M)LOD ‖2
)
. (53)
Gro¨nwall’s inequality now readily gives us the estimate
‖en+1,(M)LOD ‖ ≤ C(M)H4 (54)
for some new constant C(M) that depends exponentially on M .
To conclude the argument, we need to show that M can be selected independent of H
and τ , so that unLOD = u
n,(M)
LOD . For that we can use the inverse inequalities in Lemma 9.8 to
show with the following calculation that ‖un,(M)LOD ‖L∞(D) and ‖un,(M)LOD ‖2L∞(D) are bounded by
a constant less than M for sufficiently small H. We have
‖un,(M)LOD ‖L∞(D) ≤ ‖un,(M)LOD −ALOD(un)‖L∞(D) + ‖ALOD(un)‖L∞(D)
(43)
≤ H−2‖un,(M)LOD −ALOD(un)‖+ ‖un‖H2
≤ C(M)H−2en,(M)LOD + C0
≤ C(M)H2 + C0.
Hence, if M is selected so that M ≥ (1 + C0)2, then for any H ≤ C(M)−1/2 we have
‖un,(M)LOD ‖L∞(D) ≤ 1 + C0 <
√
M < M and ‖un,(M)LOD ‖2L∞(D) ≤ (1 + C0)2 < M . Consequently,
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the truncation in problem (45) can be dropped and we have u
n,(M)
LOD = u
n
LOD for any fixed
M ≥ (1 + C0)2 and any sufficiently small H. As the truncated problem coincides with the
original problem and we have from (54) that ‖unLOD −ALOD(un)‖ . H4. Together with (47),
this finishes the proof.
With the optimal a priori error estimate available, we can now draw a conclusion on the
accuracy of the exact energy.
Corollary 9.9.1. Assume (A1)-(A7) and let unLOD ∈ VLOD denote Crank-Nicolson approx-
imation with uniform L∞-bounds appearing in Lemma 9.9. Then the conserved energy
ELOD[uLOD] differs from E[uLOD] by at most of O(H8) and E[uLOD] itself differs at most
of O(H6) from the exact energy. To be precise, we have
|ELOD[unLOD]− E[unLOD] | . H8 and |E[unLOD]− E[u(tn)] | . H6.
Proof. First, we investigate the difference between the exact energy E of unLOD compared to
the preserved modified ELOD[u
n
LOD] and find that
ELOD[u
n
LOD]− E[unLOD] = 〈|unLOD|2, |unLOD|2〉 − 〈PLOD(|unLOD|2), PLOD(|unLOD|2)〉
= 〈|unLOD|2, |unLOD|2 − PLOD(|unLOD|2)〉
= ‖|unLOD|2 − PLOD(|unLOD|2)‖2
≤ (‖|unLOD|2 − |un|2‖+ ‖|un|2 − PLOD(|un|2)‖+ ‖PLOD(|un|2 − |unLOD|2)‖)2
≤ (2‖|unLOD|2 − |un|2‖+ ‖|un|2 − PLOD(|un|2)‖)2
≤ (2‖unLOD − un‖ ‖|unLOD|+ |un|‖L∞(D) +H4‖(−4+ V1)|un|2‖)2
(44),(54)
. H8.
For the exact energies we only have to estimate the remaining difference ELOD[u
n
LOD] −
E[u(tn)]. Here we have with the conservation properties
ELOD[u
n
LOD]− E[u(tn)] = ELOD[u0LOD]− E[u0]
= ELOD[u
0
LOD]− E[u0LOD] + E[u0LOD]− E[u0] . H8 +H6,
where we used the energy estimate from Theorem 4.3 in the last step.
Collecting all the results of this section proves the statements of Theorem 6.1.
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A Existence of solutions to the standard Crank–Nicolson scheme
In the following we prove the existence result stated in Lemma 5.1, i.e. under assumptions
(A1)-(A3), there exists at least one solution uCN nLOD ∈ VLOD to the Crank-Nicolson scheme
(20).
Proof of Lemma 5.1. The prove deviates slightly from the existence proof of Lemma 9.1,
mainly because we do not have to take care of a term such as PLOD(|un+1LOD|2 + |unLOD|2) for
which we could not guarantee positivity.
Again, let NH denote the dimension of VLOD with basis {φ` |1 ≤ ` ≤ NH}. We note that
the proof holds for any finite dimensional space if PLOD is the L
2-projection into that space.
For n ≥ 1 we can express the problem of finding uCN n+1LOD ∈ VLOD as
0 = −τ−1i〈uCN n+1LOD , φ`〉+ τ−1i〈uCN nLOD , φ`〉 + 〈∇u
CN n+
1
2
LOD ,∇φ`〉+ 〈V u
CN n+
1
2
LOD , φ`〉
+ β
〈 |uCN n+1LOD |2 + |uCN nLOD |2
2
u
CN n+1/2
LOD , φ`
〉
(55)
for all φ`. Inductively, we assume that u
CN n
LOD ∈ VLOD exists. Again, we want to use
the variation of the Browder fixed-point theorem [14, Lemma 4] to show the existence of
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uCN n+1LOD ∈ VLOD (cf. the proof to Lemma 9.1). For that, we reformulate the problem to a
problem on CNH , by defining a function g : CNH → CNH for α ∈ CNH through
g`(α) := − i
τ
NH∑
m=1
αm〈φm, φ`〉+ 1
2
NH∑
m=1
αm 〈∇φm,∇φ`〉+ 1
2
NH∑
m=1
αm 〈V φm, φ`〉
+
β
4
〈
∣∣∣∣∣
NH∑
m=1
αmφm
∣∣∣∣∣
2
+ |uCN nLOD |2
( NH∑
m=1
αmφm + u
CN n
LOD
)
, φ`〉+ F`,
where F ∈ CNH is defined by
F` :=
1
2
〈∇uCN nLOD ,∇φ`〉+
1
2
〈V uCN nLOD , φ`〉+ iτ−1〈uCN nLOD , φ`〉.
To verify existence of α0 with g(α0) = 0, we need to show that there exists K ∈ R>0
such that <(g(α) · α) ≥ 0 for all α ∈ CNH with |α| = K. For brevity, we define again
zα :=
∑NH
m=1αmφm. First, we observe with the Young inequality, 2|a| |b| ≤ |a|2 + |b|2 that
β
4
<〈(|zα|2 + |uCN nLOD |2) (zα + uCN nLOD ) , zα〉
≥ β
4
〈|zα|2 + |uCN nLOD |2, |zα|2〉 −
β
4
〈|zα|2 + |uCN nLOD |2, |uCN nLOD | |zα|〉
≥ β
4
〈|zα|2 + |uCN nLOD |2, |zα|2〉 −
β
8
〈(|zα|2 + |uCN nLOD |2), |zα|2 + |uCN nLOD |2〉
=
β
8
〈|zα|2 + |uCN nLOD |2, |zα|2〉 −
β
8
〈(|zα|2 + |uCN nLOD |2), |uCN nLOD |2〉
=
β
8
〈|zα|2, |zα|2〉 − β
8
〈|uCN nLOD |2, |uCN nLOD |2〉 =
β
8
(
‖zα‖4L4(D) − ‖uCN nLOD ‖4L4(D)
)
.
Using this inequality, we get
<(g(α) ·α) = 1
2
‖∇zα‖2 + 1
2
〈V zα, zα〉+ <(F ·α)
+
β
4
<〈(|zα|2 + |uCN nLOD |2) (zα + uCN nLOD ) , zα〉
≥ 1
2
‖∇zα‖2 −
(
1
2
‖V ‖L∞(D) + τ−1
)
‖uCN nLOD ‖ ‖zα‖ −
1
2
‖∇uCN nLOD ‖ ‖∇zα‖
+
β
8
(
‖zα‖4L4(D) − ‖uCN nLOD ‖4L4(D)
)
≥ 1
2
‖∇zα‖2 −
(
1
2
‖V ‖L∞(D) + τ−1
)
‖uCN nLOD ‖ ‖zα‖ −
1
2
‖∇uCN nLOD ‖ ‖∇zα‖ −
β
8
‖uCN nLOD ‖4L4(D)
≥ 1
2
‖∇zα‖
(
‖∇zα‖ −
√
2 diam(D)
(
1
2
‖V ‖L∞(D) + τ−1
)
‖uCN nLOD ‖ − ‖∇uCN nLOD ‖
)
−β
8
‖uCN nLOD ‖4L4(D)
≥ 1
2
‖∇zα‖ (‖∇zα‖ − C1)− C2,
for some α-independent positive constants C1 and C2. Exploiting the equivalence of norms in
finite dimensional Hilbert spaces we conclude the existence of (new) α-independent positive
constants such that <(g(α) ·α) ≥ C3|α| (|α| − C1)−C2. Hence, for all sufficiently large |α|
we have <(g(α) · α) ≥ 0 and therefore with the Browder fixed point theorem the existence
of at one solution uCN n+1LOD to (20).
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