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Extended range underwater optical imaging techniques can be classified into one of two broad categories; those which use synchronously
scanned narrow source and receiver paths to restrict both back-scattered and forward-scattered light reaching the receiver (continuous-
wave laser line scan); and those which use pulsed sources and time-gating to remove back-scatter noise (pulsed laser line scan and
pulse-gated laser line scan). Laser line scan systems are observed to perform at up to 5 to 6 optical attenuation lengths, but greater
standoff distances are desirable for seabed imaging using the growing fleet of autonomous underwater vehicles (AUVs). Currently, a
moderate physical separation between laser and receiver is necessary to reject near-field multiple back-scatter, which imposes restrictions
on AUV miniaturization. Recent experiments and theoretical modeling reveal that significant imaging improvements are possible over the
existing continuous-wave laser line scan systems (LLS), by using a pulsed-gated version of the LLS (PG-LLS). However, the use of such a
technique has a greater advantage in reducing the overall form factor over conventional LLS imaging system, as well as providing greater
depth-of-field. In this paper, we present experimental results comparing both LLS and PG-LLS systems for several source-receiver separations
and standoff distances. These results compare favorably with images obtained from validated LLS image simulation tools, and indicate the
potential for reducing the source-receiver separation and therefore the system size. [DOI: 10.2971/jeos.2010.10020s]
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1 INTRODUCTION
Current needs for advanced undersea imaging systems in-
clude search and rescue operations, military surveillance, off-
shore oil pipeline inspection, and scientific observation. These
needs have partially been served by acoustic systems such as
sonar and related imaging systems, which operate over dis-
tances in excess of tens of meters. These systems however, are
limited in image resolution at longer standoff distances due to
the highly dispersive propagation characteristics of seawater
at shorter acoustic excitation wavelengths.
Conversely, specialized optical imaging systems can provide
higher resolution suited for more robust object identification,
but their use has been limited by hardware availability, plat-
form size and availability necessary for operation, and limita-
tions imposed by the system geometry.
Laser line scan (LLS) underwater imaging is a serial imag-
ing technique which involves the optical scanning of a nar-
row instantaneous field of view (IFOV) receiver in a syn-
chronous fashion with a highly collimated laser source over
a wide swath. It is widely regarded as the optimal technol-
ogy for extended range underwater optical imaging, with up
to 6 beam attenuation lengths1 achievable in turbid seawa-
ter [1]–[4]. These imagers, which typically utilize moderate-
1One beam attenuation length is the reciprocal of the beam attenuation co-
efficient, c (m−1). Number of attenuation lengths is the physical target range
multiplied by c.
power green continuous wave (CW) lasers, require an ad-
equate laser-receiver separation to reduce near-field multi-
ple backscatter that emanates from the non-overlapping vol-
ume defined by the laser beam spread and enters the receiver
field-of-view. Systems therefore occupy a large linear foot-
print which makes them unsuitable for modern unmanned
underwater platforms such as the man-portable autonomous
underwater vehicle (AUV).
As the source-receiver separation is reduced, elastically scat-
tered photons arriving from scattering centers in the interven-
ing media become larger in number than desired photons re-
turning to the receiver from the object plane or target. In order
to create an image that contains reflectance information from
the object plane, the detection method must differentiate scat-
tered photons from those arriving from the object. Well known
techniques for achieving this result include time gating, where
the detection system is timed to be responsive to the arrival
of the object photons after most of the nearby scattered pho-
tons have arrived. These methods also have the potential to
determine bathymetry from the travel time of the light pulses,
and as is the intent of this paper to show, pulsed-gated imager
architectures can provide a more compact LLS implementa-
tion with a reduced laser-receiver separation and equivalent
performance to larger CW-LLS systems. Such techniques can
allow separation of the target and scattering volume return
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signals, thereby increasing the imaging range possible under
certain conditions.
Previous configurations of time gated techniques have been
demonstrated using spatially broadened laser pulses and pre-
cise gated, intensified cameras, with results indicating imag-
ing performance beyond 6 beam attenuation lengths [4, 6]–
[10]. However, employment of wide-angle array-style detec-
tors, allows susceptibility to image degradation from multi-
ple forward scatter in very turbid water, even when extremely
short gate times are used.
Recent simulation [11, 12] and experimental work [13] has
shown that in scattering dominant waters, the PG-LLS will
improve the achievable image contrast over the CW-LLS, as
well as allow for more compact system implementations.
In order to alleviate the issues associated with non-coherent
signal detection, coherent processing using a modulated sig-
nal was suggested, with the supposition that the scattered
photons arriving separately and at different times would pro-
duce a largely non-coherent signal compared with those pho-
tons arriving at nearly the same time from the object or tar-
get [15]. Counter arguments have suggested that forward scat-
ter spatial broadening in the outgoing beam with standoff,
and consequent expansion of the point spread function which
is spatially convolved with the image, is a major limiting fac-
tor to achieving significantly larger increases in contrast at
limiting standoff distances [15, 18]. Selection of the modula-
tion frequency is critical and experiments are underway in
the research community to determine what gains are realiz-
able. Recent implementations of coherent detection suggest
that intensity modulation of a CW laser with coherent pro-
cessing at the detection stage [27] offers some promise in im-
proving contrast and providing bathymetric imaging capabil-
ities from modulation phase information, but in the presence
of high levels of backscatter, the shot noise being generated in
the receiver governs the contrast limit [5, 27].
This paper utilizes a recently developed radiative transfer
model [14] that incorporates both system hardware and wa-
ter optical property parameters, and has been developed to
aid in performance prediction and evaluation of alternative
design parameters for the LLS class of underwater imagers.
The laser pulse time history model evaluates the contributions
from both volume backscatter and target reflections to predict
the photon flux arriving at the receiver as a function of time.
The model includes the option to use either a semi-analytical
small-angle scattering approximation or a Monte Carlo code.
The image simulation model also includes shot noise compu-
tation [14].
Having evaluated the accuracy of the backscatter time his-
tory model to predict the magnitude and timing of backscatter
computation, the authors present laser line scan (LLS) image
simulation results, to consider the relative merits of using ei-
ther continuous wave (CW) or pulsed laser sources, as a func-
tion of source to receiver separation in order to analyze the
expected imaging performance of future LLS payloads sized
to be compatible with three common form factor autonomous
underwater vehicles. For each payload configuration using re-
alistic stand-off distances and platform velocities, four main
effects are examined:
1. Effects of water beam attenuation coefficient and scatter-
ing on image performance
2. Depth-of-Field (DOF) effects on simulated images
3. Dependence of image quality (contrast) on laser power
4. Laser beam divergence effects on image resolution
The outcome of this work is intended to provide a better
understanding of the optimal system configuration for LLS
class of imagers for a different source-receiver separations
and illustrates trends in the physical performance of such sys-
tems.
2 TIME DEPENDENT BACKSCATTER
MODEL
The underwater lidar model calculates the time-dependent re-
turn due to volume backscatter and surface reflections in the
object plane [14]. The model incorporates a source consisting
of a Gaussian beam with selectable divergence angle, a re-
ceiver aperture with selectable angular and spatial aperture.
The source and receiver are spatially displaced but with coin-
cident centers of field in the object plane. The source radiance
and the spatio-angular response pattern of the receiver aper-
ture may be non-axisymmetric. The optical properties of the
medium may be chosen to vary in the direction of beam prop-
agation, but in this study are spatially constant. The model
computes the temporal impulse response for the system in the
prescribed environment which is then convolved with the out-
put pulse shape to obtain the received signal.
Optical paths are limited to multiple small-angle forward scat-
tering and a single large-angle scattering event in the back-
ward direction [17]. The numerical formulation segments the
optical medium into “slabs” of finite thickness (dz) lying per-
pendicular to the direction of beam propagation. The return
from each slab is treated in much the same way as the return
from a flat, solid surface; that is, by convolving the system’s
spatial impulse response with the uniform reflectivity of the
slab. The spatial impulse response is computed based on the
solution to the radiative transfer equation under the small-
angle scattering approximation (RTE/SAA), as described by
Dolin [19], and with no further simplifying assumptions. The
flux reflectance of a slab at distance z along the beam axis is
R = pi dz βpi(z), where βpi is the backscatter coefficient.
A semi-analytical approach is employed that reduces the gen-
eral problem for each slab to at most a few one-dimensional
integrals. In the special case of axisymmetric apertures this
problem reduces to a single one-dimensional integral in ac-
cord with the developments in Mertens & Replogle [21] and
Korshunov [22], for example. Conceptually, the model eval-
uated here has much in common with models presented by
Dolin & Saval’yev [20], Mertens & Replogle [21], Zege et
10020s- 2
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Figure 1.  Representative geometry for the LLS and 
PG-LLS imaging systems, showing laser, target, and 
receiver field-of-view 
 
FIG. 1 Representative geometry for the LLS and PG-LLS imaging systems, showing laser,
target, and receiver field-of-vi w.
al. [23], Katsev et al. [24], and Korshunov [22]. The main differ-
ences are that the present formulation uses the full RTE/SAA
solutions and that the numerical approach greatly reduces the
computational burden in the general, asymmetric aperture
cases. The present model has been rigorously verified using
Monte Carlo simulations and has shown excellent agreement
in resolving the return from the multiple-scatter and common
volume backscatter regions [25, 26].
The geometry representative of an LLS imaging system as
modeled is shown in Figure 1. The laser is shown with finite
but small angular divergence, along with target, and receiver
field-of-view. Multiple scatter, common volume backscatter,
and forward scatter regimes are shown.
3 BACKSCATTER RESULTS
The model is now used for illustration of the relative detected
temporal signals for two beam attenuation lengths (one large
and one small) at a fixed standoff distance. Target and com-
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Representative normalized laser pulse time-
history detected signal amplitude for two beam 
attenuation coefficients (large and small).  Signals are 
normalized to common volume scatter peaks. At the 
higher beam attenuation (red) the multiple scatter peak 
is larger and the target return is smaller. 
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FIG. 2 Representative normalized laser pulse time history detected signal amplitude
for tw beam attenuation coefficie ts (large and small). Signals are n rmaliz d to
common volume scatter peaks. At the higher beam attenuation (red), the multiple
scatter peak is larger and the target return is smaller.
mon volume returns are shown for a typical laser pulse as
shown in Figure 2. Light travels at nearly 22.5 cm/ns in water
or 4.4 m/ns, so figure horizontal axes are scaled in time rather
than distance units. Starting from time t = 0, the first broad re-
turn is due to multiple scattering (MS) from particles near the
viewport, where the laser energy is greatest. This is followed
by the narrower return from the common volume (CV), de-
fined by the intersection of the receiver field-of-view with the
spatially spread laser beam. The last peak is due to the reflec-
tion from the target in the object plane. The CV return peak
occurs close to the onset of the CV region since the intensity
of the laser pulse falls off exponentially as it transits the CV.
At larger beam attenuation, the MS return is significant and
overlaps the CV return, shifting the apparent position of the
CV peak to the left on the time axis. In the discussion that
follows, we consider the effect of changing each experimental
variable on the MS and CV returns.
The effects of changing the source-receiver (S-R) separation
are shown in Figure 3 for the case of 10 mR receiver angular
aperture and a beam attenuation coefficient c = 0.25. As the
S-R separation is decreased for a given aperture and turbid-
ity, the onset of both the MS and CV should begin earlier. As
shown, the 83 mm S-R separation is most susceptible to multi-
ple scatter. The target has been removed in Figures 3 through
8 to illustrate the system behavior only to optical property and
geometric variations.
As the angular aperture is increased from 10 mR to 30 mR for
a given S-R separation, pointing angle, and optical attenua-
tion, we expect the onset of both the MS and CV returns to
begin sooner, and for the relative detected signal amplitude to
increase (see Figure 4).
Referring to Figure 1 and considering receiver pointing angles
increasing from -6 mR to 0 mR to +6 mR for a given aperture,
S-R separation, and attenuation coefficient, we expect the on-
10020s- 3
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Figure 3.  Modeled backscatter time history detected 
amplitude signal (arbitrary linear scale) for source-
receiver separations of 83 mm (solid line), 250 mm 
(dashed line) and 376 mm (thick line). Receiver 
aperture = 10 mR, beam attenuation c = 0.25 m-1. 
 
 
 
 
 
 
 
 
 
 
 
 
Time, ns 
FIG. 3 Modeled backscatter time history detected amplitude signal (arbitrary linear
scale) for source-receiver separations of 83 mm (solid line), 250 mm (dashed line)
and 376 mm (thick line). Receiver aperture = 10 mR, beam attenuation c = 0.25 m-1.
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Figure 4. Modeled backscatter time-history detected 
amplitude signal (arbitrary linear scale) for receiver 
apertures of 10 mR (solid line) and 30 mR (dashed 
line). Source-receiver separation 250mm,c = 0.25 m-1. 
 
 
 
 
 
 
 
 
 
 
 
 
Time, ns 
FIG. 4 Modeled backscatter time-history detected amplitude signal (arbitrary linear
scale) for receiver apertures of 10 mR (solid line) and 30 mR (dashed line). Source-
receiver separation 250 mm, c = 0.25 m-1.
set of both the MS and CV returns to begin sooner, and for the
amplitude to increase (see Figure 5).
As the beam attenuation is increased for a given aperture, S-
R separation, and pointing angle we expect the MS return to
begin sooner and become larger. The CV signal peak should
remain fixed temporally and should decrease in amplitude, as
more of the energy would have been removed from the beam
before it entered the CV (see Figure 6).
To illustrate the agreement of the simulation model with ex-
perimental results, we conducted measurements of detected
signals using a telecentric optical system with adjustable an-
gular aperture (30 mR in this case), which was in turn coupled
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Figure 5. Modeled backscatter time-history detected 
signal amplitude (arbitrary linear scale) for receiver 
pointing angles of -6 (solid line), 0 (dashed line) and 
+6 (thick line) mR. Source-receiver separation 250 
mm, beam attenuation c = 0.25 m-1, receiver aperture 
= 10 mR. 
 
 
Time, ns 
FIG. 5 Modeled backscatter time-history detected signal amplitude (arbitrary lin-
ear scale) for receiver pointing angles of −6 mR (solid line), 0 mR (dash d line)
and +6 mR (thick line). Source-receiver separation 250 mm, beam attenuation
c = 0.25 m-1, receiver aperture = 10 mR.
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Figure 6.  Backscatter time-history relative detected 
signal amplitude (arbitrary linear scale) for beam 
attenuation coefficients of c = 0.06 m-1 (red), 0.25 
(green) and 0.48 (blue). Source-receiver separation 250 
mm, receiver aperture = 30 mR. 
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FIG. 6 Backscatter time-history relative detected signal amplitude (arbitrary linear
scale) for beam attenuation coefficients of c = 0.06 m-1 (red), 0.25 m-1 (green) and
0.48 m-1 (blue). Source-receiver separation 250 mm, receiver aperture = 30 mR.
to a high speed photomultiplier tube. The object plane was re-
moved for this comparison. The laser source used produced
5 µJ pulses at 532 nm with FWHM pulse duration of 6.5 ns.
Results shown in Figure 7 are generally in good agreement,
and show the onset of multiple scatter as the attenuation co-
efficient in increased from c = 0.08 m−1 to c = 0.25 m−1. The
scale is relative amplitude, linear, normalized to peak signal.
The source-receiver separation (S-R) is 376 mm, which is con-
sidered large for man-portable AUV usage.
Comparative results are shown in Figure 8 but with a reduced
source-receiver separation of 250 mm. For the smaller atten-
uation coefficient (c = 0.06 m−1), the detected signal consists
10020s- 4
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Figure 7. Graphs of the experimental backscatter data 
(red) and model results (green) on arbitrary linear scale. 
Top: attenuation coefficient c = 0.08 m-1, S-R 
separation=376 mm, angular aperture = 30 mR.  
Bottom: c = 0.25 m-1, S-R = 376 mm, aperture = 30 mR. 
 
 
 
 
 
 
 
 
 
 
 
FIG. 7 Graphs of the experimental backscatter data (red) and model results (green)
on arbitrary linear scale. Top: attenuation coefficient c = 0.08 m-1, S-R separation
= 376 mm, angular aperture = 30 mR. Bottom: c = 0.25 m-1, S-R = 376 mm, aperture
= 30 mR.
mostly of backscatter. The case for c = 0.25 m−1 is directly
comparable to Figure 7, and illustrates a significant contri-
bution from multiply scattered photons from 10 ns to 40 ns
roundtrip delay. This effect that is problematic for the CW-LLS
system at shorter S-R distances, suggesting the use of a gated
detector configuration.
4 FORWARD SCATTER MODEL AND
EXPERIMENT COMPARISON
The laser spatial profile is subject to near forward angle scat-
tering and therefore exhibits non-Gaussian spreading with
distance of propagation. This effect can be described by a
medium point spread function that is a function of several pa-
rameters, including laser divergence angle, scattering phase
function in the near forward angular region, and distance to
the plane of measurement (object plane). It is not our intent
to produce a rigorous description of this effect, but rather to
illustrate that the small angle approximation used in the sim-
ulation model is in good agreement with Monte-Carlo and ex-
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Figure 8. Graphs of the experimental backscatter data 
(red) nd model results (green) on arbitrary linear scale. 
Top: attenuation coefficient c = 0.06 m-1, S-R separation 
= 250 mm, angular aperture = 10 mR. Bottom: c = 0.25 
m-1, S  = 83 mm, angular aperture = 10 mR. 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 8 Graphs of the experimental backscatter data (red) and model results (green)
on arbitrary linear scale. Top: attenuation coefficient c = 0.06 m-1, S-R separation
= 250 mm, angular aperture = 10 mR. Bottom: c = 0.25 m-1, SR = 83 mm, angular
aperture = 10 mR.
perimental verifications (see Figure 9). A detailed comparison
is the subject of a future publication.
5 IMAGE SIMULATION MODEL
The total backscatter irradiance collected by the receiver is
defined as the backscatter component (EBS). The effect of
backscatter on an acquired image is a reduction in contrast
and signal-to-noise ratio. Backscatter is independent of tar-
get reflectance and can be reduced by increasing the source-
receiver separation, or decreasing the laser and receiver angu-
lar apertures. However, as the scattering particle concentra-
tion increases, multiple-scattered backscatter levels increase,
eventually leading to the contrast limit for a CW-LLS system.
Not all the light received by a LLS system that has been re-
flected from the target contains useful information about the
region of target being scanned at that instant in time. The com-
ponent of the received light which has made it to the target,
but which has undergone scattering with particles and wa-
ter molecules on the outgoing path can be defined as the for-
10020s- 5
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Figure 9.  Comparison of the normalized beam 
irradiance profile using Monte Carlo & Small angle 
models with experimental measurements. 
 
 
 
 
 
 
 
 
 
 
 
FIG. 9 Comparison of the normalized beam irradiance profile using Monte Carlo and
small angle models with experimental measurements.
ward scattered component (EFS). Carrying reflectance infor-
mation from a larger region of the target the main effect of
forward scatter on an acquired image is a reduction in resolu-
tion, contrast and signal-to-noise ratio, particularly when the
surrounding target has a high mean reflectance and forward
scatter appears as a blurring or glow. For the non-coherent, di-
rect detection LLS systems, the only way to minimize forward
scatter is to reduce laser and receiver angular apertures. The
image component that contains useful reflectance information
from the small region of the target which is illuminated by the
unscattered laser beam is called the direct component (ED).
This consists of light which has not been scattered out of the
main beam on the way to the target, but can consist of light
which has undergone multiple small angle scattering on the
way back from the target to the receiver, through those combi-
nations of angles that allow acceptance into the receiver aper-
ture.
It follows that each pixel formed by the CW-LLS consists of
the linear superposition of all three components of returning
light present at the receiver, i.e.
E(x, y)CW-LLS = E(x, y)BS + E(x, y)FS + E(x, y)D . (1)
The CW-LLS system will continuously integrate the total sig-
nal from the photomultiplier tube (PMT) over several mi-
croseconds for each image pixel. Longer integration times can
improve signal to noise ratio when backscatter levels are high,
but also lead to increased intra-pixel scan distance, and hence
a reduction in spatial resolution.
Utilizing electronic gating to remove the backscatter compo-
nent, each pixel formed by the PG-LLS consists of the linear
superposition of only the direct and forward-scattered com-
ponents of returning light present at the receiver, i.e.
E(x, y)PG-LLS = E(x, y)FS + E(x, y)D . (2)
 
 
 
 
 
 
 
Figure 10: a) Simulated and measured imagery for a continuous wave laser line scan (CW-LLS) system are 
compared at multiple attenuation lengths (AL = cz) and a standoff distance z = 7m 
b) Simulated and measured imagery for a pulsed laser line scan (PLLS) system are compared at multiple 
attenuation lengths (AL) and a standoff distance z = 7m.  Angular aperture= 4 mR. 
 
 
 
 
 
 
 
 
 
 
FIG. 10 (a) Simul ted a d measured imagery f r a co tinuous wave laser line scan
(CW-LLS) system are compared at multiple attenuation lengths (AL = cz) and a stand-
off distance z = 7 m, (b) Simulated and measured imagery for a pulsed laser line
scan (PLLS) system are compared at multiple attenuation lengths (AL) and a standoff
distance z = 7 m. Angular aperture = 4 mR.
6 PERFORMANCE ANALYSIS:
SIMULATION AND MEASUREMENT
IMAGE COMPARISON
In agreement with the EODES-3 model, recent test-tank work
by the authors revealed significant imaging improvements
were possible over the existing CW-LLS, by using a pulsed-
gated version of the LLS, known as PG-LLS [16]. The EODES-
3 LLS image simulation tool was used to investigate perfor-
mance of the LLS technique as a function of beam attenua-
tion length and standoff distance for a standard Air Force test
chart. The test chart is input to the model and the simulator
computes the resulting image response as a function of stand-
off distance, source-receiver separation, and optical attenua-
tion among other parameters. The image simulation model
has been validated and will be presented in a separate pub-
lication; however, for illustration of the model fidelity, we in-
clude a synoptic comparison of images obtained both experi-
mentally and from the model in Figure 10. A detailed compar-
ison would include a contrast measure for the various cases il-
lustrated; however, a visual comparison shows adequate con-
formance of measured and simulated results given that imag-
ing systems to date are generally interpreted by a “man-in-
the loop”. Of note here is that use of the pulsed laser system
(PLLS) produces images at 7.61 attenuation lengths (cz = 7.61)
that are visually equivalent to those produced by the CW-LLS
system at 6.85 attenuation lengths. These images are produced
using identical average laser power. The photomultiplier de-
tector was gated on by an electronic gating circuit with a 30 ns
delay from the time the laser pulse was emitted into the water
tank.
7 PERFORMANCE ANALYSIS: SIMULATED
IMAGES FOR S-R SPACING
Illustrated in Figure 11 are simulated images for 3 source–
receiver separations of 5 cm, 20 cm and 40 cm. The system
10020s- 6
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Figure 11: Simulated technical target images demonstrating the expected turbid water performance of both CW-
LLS and PG-LLS payloads sized to be compatible with a variety of commonly used AUV form factors. A safe stand-
off distance of 7 meters and a realistic cruising speed of 4 ms-1 are used. Receiver angular field is 4 mR (circular). 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 11 Simulated technical target images demonstrating the expected turbid water performance of both CWLLS and PG-LLS payloads sized to be compatible with a variety of
commonly used AUV form factors. A safe standoff distance of 7 m and a real stic cruising speed of 4 ms-1 are used. Receiver angular field is 4 mR (circular).
 
 
 
 
 
 
 
 
Figure 12: Simulated technical target images at 5 beam attenuation lengths, focal distance of 7 m and platform 
speed of 4 ms-1 demonstrating the improved depth of field achievable from smaller 5 cm source-receiver separation 
in pulsed-gated LLS imaging system configurations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 12 Simulated technical target images at 5 beam attenuation lengths, focal distance of 7 m and platform speed of 4 ms-1 demonstrating the improved depth of field achievable
from smaller 5 cm source-receiver separation in pulsed-gated LLS imaging system configurations.
model is configured for a nominal standoff distance z = 7 m
and for a realistic line-to-line acquisition based a a vehicle
speed of 4 ms−1.
The following observations can be made: (1) images for the
PLLS system at 7 attenuation lengths (cz = 7) with 5 cm S-R
separation appear equivalent to the CW-LLS systems images
at larger S-R separation of 20 cm (red outline), and (2) the CW-
LLS system can produce images at 7 attenuation lengths with
40 cm source-receiver separation, but if the separation is re-
duced to 5 cm, the equivalent image contrast is obtained only
to 6 attenuation lengths (blue outline), and (3) a 5 cm source
receiver separation reaches a contrast limit at lesser stand-
off distance unless a pulsed-gated approach is adopted. The
larger configurations do not show an obvious benefit of us-
ing a pulsed-gated scheme, and this likely explains one reason
they have not been adopted in past larger deployed systems.
8 PERFORMANCE COMPARISON:
SIMULATED IMAGES AND
DEPTH-OF-FIELD
Simulated images were created using both LLS and PG-LLS
systems configured for a nominal standoff distance of 7 m.
Images were then obtained for US Air Force test chart loca-
tions at z = 5 m, 6 m, 7 m, 8 m, and 9 m standoff distances.
All images results were then repeated for source-receiver sep-
arations of 5 cm, 20 cm, and 40 cm. All images are shown in
Figure 12. Again, several results are apparent: (1) the 5 cm S-R
case shows greater depth-of-field (DOF) of ±1 m for the PG-
LLS configuration compared to the CW-LLS case (leftmost red
outline), (2) The larger configurations show strong image blur-
ring and small DOF for either system (rightmost red outline).
Reasons for this behavior are related to the geometric object
misalignment with the receiver FOV for a given source angle,
as can be inferred from Figure 1.
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Figure 13: Simulated technical target images demonstrating the expected turbid water performance at 6 beam 
attenuation lengths (cz = 6) versus average laser power for both CW-LLS and PG-LLS payloads sized to be 
compatible with a variety of commonly used AUV form factors. A safe stand-off distance z = 7 meters and a 
realistic cruising speed of 4 ms-1 are used. Receiver angular field is 4 mR (circular). 
 
 
 
 
 
 
 
 
 
 
FIG. 13 Simulated technical target images demonstrating the expected turbid water performance at 6 beam attenuation lengths (cz = 6) versus average laser power for both
CW-LLS and PG-LLS payloads sized to be compatible with a variety of commonly used AUV form factors. A safe stand-off distance z = 7 m and a realistic cruising speed of 4 ms-1
are used. Receiver angular field is 4 mR (circular).
 
 
 
 
 
 
Figure 14: Simulated technical target images examining the effect of laser beam divergence on turbid water 
imaging performance (at cz = 5 beam attenuation lengths) for a PG-LLS system at source-receiver separations of 
5, 20, and 40 cm.  A safe stand-off distance z = 7 meters and a realistic cruising speed of 4 ms-1 are used. 
Receiver angular field is 4 mR (circular). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 14 Simulated technical target images examining the effect of laser beam divergence on turbid water imaging performance (at cz = 5 beam attenuation lengths) for a PG-LLS
system at source-receiver separations of 5 cm, 20 cm, and 40 cm. A safe stand-off distance z = 7 m and a realistic cruising speed of 4 ms-1 are used. Receiver angular field is
4 mR (circular).
9 PERFORMANCE COMPARISON:
SIMULATED IMAGES FOR DIFFERENT
SOURCE POWER
Image contrast in these systems has generally been consid-
ered to be limited by the relatively small number of target
photons returning to the detector in comparison to those ar-
riving from scattering centers throughout the medium. There-
fore, image contrast dependence on laser power is not ex-
pected to be particularly strong as long as sufficient photon
numbers arrive from the target at a given standoff distance
to overcome noise contributions in the detector circuitry. In
Figure 13, we show the effects of laser power on the image
contrast for a CW-LLS system in comparison to a PG-LLS sys-
tem versus source-receiver separation. The following observa-
tions can be made: (1) increases in average laser power for the
pulsed-gated approach shows a more marked improvement
in image quality, and (2) the improvement is more significant
for source-receiver separation of 5 cm. This makes sense when
one considers that an increase in output power will also result
in a larger backscatter signal, as well as target signal, and that
pulse gating reduces the backscatter contribution to the image
background noise.
10 PERFORMANCE COMPARISON:
SIMULATED IMAGES FOR DIFFERENT
SOURCE POWER AND LASER
ANGULAR DIVERGENCE
To examine the effects of laser divergence angle on image
quality (resolution), simulations were conducted for two
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cases: 2 mR and 0.2 mR. Simulated images were acquired for
the PG-LLS system and the average power was varied from
500 mW to 10 W. Results are shown in Figure 14. Generally,
the higher power lasers produce better images and image
resolution is improved for the smaller laser divergence angle
for the chosen environmental conditions, cz = 5 and z = 7 m.
These conditions are representative of typical coastal ocean
environments.
11 CONCLUSIONS
The larger-scale motivation for this work is to investigate the
use of scanned pulsed laser sources with gated receivers for
more compact implementations of extended range underwa-
ter laser imaging systems than are currently available. An im-
age simulation computer model, developed under the aus-
pices of this and other programs [14] has been employed in
developing the presented system and image comparisons. Us-
ing the simulation model, we illustrated the physical effects
responsible for image degradation in synchronously scanned
laser imaging systems, and have shown the potential advan-
tages of using pulsed laser system configurations via simu-
lated image comparisons.
For the more compact implementations with smaller source-
receiver separations, which are more suited as payloads for
man-portable UUVs, it is clear that the PG-LLS approach
is necessary to allow for performance beyond 5 attenuation
lengths. Furthermore, such a small separation makes the sys-
tem more immune to rapid changes in altitude, as shown. As-
suming the effectiveness of the gating mechanism is not af-
fected by a larger backscatter return, the use of higher average
power sources will further improve performance for the PG-
LLS case. Finally, the model shows that at operational ranges
through 5 attenuation lengths, the use of a near diffraction-
limited beam will yield higher resolution images than what is
possible with beam angular divergence specifications typical
of many lasers.
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