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Abstract
In this paper we are dealing with audio segmentation. The audio tracks are sampled in
short sequences which are classified into several classes. Every sequence can then be fur-
ther analysed depending on the class it belongs to. We first describe simple techniques
for segmentation in two or three classes. These methods rely on amplitude, spectral or
cepstral analysis, and classical hidden markov models. From the limitations of these ap-
proaches, we propose a two level segmentation process. The segmentation is performed
by computing several features for each audio sequence. These features are computed ei-
ther on a complete audio segment or on a frame (set of samples) which is a subset of the
audio segment. The proposed approach for microsegmentation of audio data consists of a
combination of a K-Mean classifier at the segment level and of a Multidimensional Hidden
Markov Model system using the frame decomposition of the signal. A first classification is
obtained using the K-Mean classifier and segment-based features. Then final result comes
from the use of Multidimensional Hidden Markov Models and frame-based features in-
volving temporary results. Multidimensional Hidden Markov Models are an extension of
classical Hidden Markov Models dedicated to multicomponent data. They are particularly
adapted to our case where each audio segment can be characterized by several features
of different natures. We illustrate our methods in the context of analysis of football audio
tracks.
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1 Introduction
Analysis and classification of audio data happen to be important tasks in many ap-
plications, such as speech recognition or content-based indexing or retrieval. Sev-
eral mathematical tools are frequently used in this research field, as for example
Neural Networks or Hidden Markov Models (HMM). However most of the HMM-
based approaches proposed in the literature are dedicated to speech recognition.
The aim of the method presented in this paper is not a speech recognition task,
but rather a segmentation of the audio data into different clusters identified by a
label. In our application we are using the audio track associated with a football
video report. Three elements are to be identified, the referee whistle, the crowd
noise and the speaker voice. Such a process can bring further information in the
global interpretation task of the video sequence. Besides more specific analysis can
be later performed on each of the labeled parts of the audio sequence. For instance,
it is possible to look for occurrences of predefined words in the speaker voice data.
The analysis of crowd noise can also give an important information. Finally, the
knowledge available on football game rules can be used to search for some specific
actions (goal scored, match end).
The most important difficulty to be solved in such a problem lies in the variability
of the characteristics of each class to be extracted. This is the point that motivated
the choices in our method. Two observation levels are considered, the segment level
and the frame level. In a first step the whole segments are clustered in order to deal
with more similar parts. These clusters have nothing to do with the final information
we want to extract from the data. No semantic label can be assigned to them. They
enable to adapt the process to the shared characteristics within each cluster. The
second step relies on the use of original HMM models.
In the first part we will review how audio data is processed in other systems. Then
we will justify the need for a more complex method by experiments using sim-
ple methods. The studied approaches are related to analysis of the frequency and
the amplitude of the audio signal, but also to cepstral analysis and classical hidden
markov models. Then we will present an original segmentation method which is
a new combination of a K-Mean classifier and Multidimensional Hidden Markov
Models. We will recall the mathematical tools we are to use in our method be-
fore we will detail both steps of our audio segmentation method. Finally results on
football broadcast tracks will be presented and commented.
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2 Audio data analysis
When an application is concerned, a first step in the methodology is to determine
whether the analysis has to be performed on a global or a local basis. In the first
case, the goal would be to classify complete audio sequences, as in the approach
by Wang et al. [1] who classify TV audio tracks. It is also possible to classify short
audio segments (typically less than one second long) in order to detect events in
audio sequences, as in the work from Kermit and Eide [2]. Event detection can
even be performed in real time [3].
Segmentation and classification of audio data have been studied by many researchers.
They can be seen as pattern recognition problems where two issues have to be
solved: choice of the classifier and selection of audio features. Li et al. [4] studied
a total of 143 features to determine their discrimination capability. Pfeiffer et al.
describe in [5] basic features used in audio analysis. Wold et al. [6] analyse and
compare audio features for content-based audio indexing purpose. Li [7] performs
experiments to compare various classification methods and feature sets. Bocchieri
and Wilpon [8] discuss the influence of the feature number and the need for fea-
ture selection. When dealing with compressed audio tracks, it is also possible to
compute some specific features, as in the work from Tzanetakis and Cook [9] with
MPEG audio.
Several researchers have proposed to use HMM to perform audio analysis. Kim-
ber and Wilcox [10] create a HMM for each speaker or acoustic class. Learning
and recognition are respectively performed using the well-known Baum-Welch and
Viterbi algorithms. Battle and Cano [11] propose to use Competitive HMM instead
of traditional HMM in case of unsupervised training. Finally Hirsch [12] uses an
adaptative HMM architecture in order to deal with audio signal from telecommu-
nications.
3 Some basic segmentation strategies
As far as the signal that we want to recognize is concerned, frequency or amplitude
of the signal are possible discriminating elements. In this section we will see how to
use them to extract whistle sound and crowd. We will also show the limitations of
this kind of approaches. Then a more complex but higher quality method based on
a cepstral analysis will be detailed. In all these approaches, speaker and whistle can
be discriminated from a spectral analysis whereas crowd and speaker are differing
form an amplitude or a cepstral point of view. When dealing with segmentation of
more than two classes, more sophisticated methods should be used, and we propose
in this case a HMM based-method.
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3.1 Spectral and amplitude analysis
Before proposing a complex method for audio segmentation, we have to check
and show the limitations of simple approaches. Here we present two methods for
segmentation of audio data in 2 classes. These methods are respectively based on
frequency and amplitude analysis of the audio signal. We consider two different
segmentations. On the one hand whistle/non whistle and on the other hand detection
of speaker and crowd.
In order to detect audio segments with referee whistle, we start from the assumption
that the sound produced by a whistle is composed of two or three frequencies be-
longing to the interval [3700, 4300] Hz. An example of a spectrogram representing
a segment with whistle is shown in figure 1 (a). We can clearly see the horizon-
tal lines representing the frequencies of the whistle sound. The segmentation into
whistle sound / non whistle sound is performed through three successive steps. The
spectrogram can be thresholded in order to keep only most significant values. Then
for each frequency the amplitude associated with the frequency in the spectrogram
is computed. Only frequencies with an amplitude higher than a predefined thresh-
old are considered. Finally the audio segment is classified into whistle sound if
the number of resulting lines is higher or equal to two. The main limitation of this
method comes from the fact that the whistle sound frequencies can be a subset of
the speaker voice frequencies. It results in the confusion between the speaker voice
and the referee whistle. Figure 1 (b) containing the spectrogram of a speaker audio
segment illustrates this problem.
(a) (b)
Fig. 1. Spectrograms of audio signals corresponding to whistle referee (a) and speaker voice
(b).
Besides audio segmentation with labels speaker/crowd can be based on signal am-
plitude analysis. Audio signal containing some segments classified into speaker and
some others into crowd is presented in figure 2. We can see that the average am-
plitude is not equal for both classes. So in a simple way, it is possible to segment
audio data into speaker or crowd depending on the average of the signal amplitude.
If the average amplitude is higher than a fixed threshold the audio segment is clas-
sified into speaker voice. Otherwise it is classified into crowd noise. We consider
properties of audio data are almost constant all along the sequence. So an adap-
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tative threshold is not necessary and a fixed threshold is used instead. A learning
strategy is used to determine this threshold. As audio tracks to be studied may be
issued from different broadcast sources, so with properties of high variability, the
learning should be done, on line, by relying on a corpus made from the first sec-
onds of the audio track. Results are presented in table 1 where recall and precision
are defined for a given class as the ratio between the correctly classified sequences
and respectively the total number of sequences belonging to this class and the total
number of sequences classified in this class. We can conclude from these results
that the quality of the method is not sufficient to segment correctly our audio data
into speaker or crowd.
signal
classification / label
Fig. 2. Audio signal (top) containing segments classified (bottom) either into speaker (red)
or crowd (yellow).
Quality rates presented in tables included in this paper were obtained by compar-
ing results using the described segmentation methods and a ground truth which has
been obtained by manual scoring of audio data by several users. Only audio seg-
ments for which a consensus between all users has been obtained are considered.
Finally, audio sequences were belonging to different broadcasts relative to several
football games.
Table 1
Results of 2 class segmentation based on the signal amplitude analysis.
Class Recall Precision
Whistle 77 % 50 %
Speaker 62 % 84 %
The two simple previous approaches presented here do not allow to correctly seg-
ment audio data into 2 different classes. In order to classify sequences into speaker
or crowd, it is possible to use more complex features as cepstral analysis. This will
be decribed in next section.
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3.2 Cepstral analysis
Cepstrum is a tool widely used in speech analysis and recognition. It is defined as
a combination of three successive steps: Fourier transform, logarithm, and inverse
Fourier transform. It allows to determine the speech fundamental frequency and
to separate excitation signal and pure speech signal. As a spectrogram represents
the spectrum of a signal, it is possible to use a cepstrogram which is a 3-D graph-
ical representation of the audio signal based on the cepstrum computation. Figure
3 shows the 2-D projections from two cepstrograms of audio segments produced
respectively by crowd and speaker.
Fig. 3. 2-D projection from the cepstrogram of an audio signal corresponding to crowd
(left) and to speaker voice (right).
From these figures we can understand the crowd is represented by a more or less
sinusoidal curve contrary to the speaker voice. Two reasons can be found to explain
this phenomenon: the sound produced by the crowd can be considered as noise, or
it can be amplified by the stadium (echo phenomenon). So it is possible to segment
these two kinds of sounds based on this principle. First, we regress the curve ob-
tained with a sinusoidal curve with same frequency and phase. Then we compute
an euclidean distance between theoretical sinusoidal curve and observed signal. If
the distance obtained is below a threshold, audio segment is classified into crowd.
Otherwise it is classified into speaker voice class. As in the method based on ampli-
tude analysis, threshold can be given from a supervised learning procedure. Results
of this method are shown in table 2.
Table 2
Results of 2 class segmentation based on cepstral analysis.
Class Recall Precision
Crowd 72 % 96 %
Speaker 98 % 86 %
We can see the quality of this method is higher than the simple approaches based
on spectral and amplitude analysis. However the quality rates are not satisfying yet
and the method described here cannot deal with more than two different classes.
A process to build a decision tree with selection of discriminating features could
be organized, but would have to be achieved afresh when a new class is added to
6
the study. So the use of Hidden Markov Models can be suited to characterize the
samples from each class in order to later perform a classification of new samples.
3.3 3 class segmentation using HMM
The methods described previously were based on a single feature and were un-
able to ensure satisfying results. In order to combine these different features, it is
possible to use Hidden Markov Models.
Hidden Markov Models (HMM) are one of the most often used tools in speech
analysis and processing. A good introduction to these models can be found in [13].
We present here a method based on this classical tool applied to segmentation of
audio data into three classes which are referee whistle, crowd, and speaker voice.
The segmentation method proposed here is based on ergodic HMM rather than
left to right HMM. Learning and recognition are respectively performed using the
well-known Baum-Welch [14] and Forward algorithms. We define three HMM,
one for each class: referee whistle, crowd, and speaker voice. Each segment will be
classified into the class with the highest score.
Observation data consists of a set of features successfully explored in [15]. For each
audio segment with a duration of 1 second, we compute 11 features: non-silence
ratio (NSR), volume standard deviation (VSTD), standard deviation of zero cross-
ing rate (ZSTD), volume dynamic range (VDR), standard deviation of pitch period
(PSTD), smooth pitch ratio (SPR), non-pitch ratio (NPR), frequency centroid (FC),
frequency bandwidth (FB), 4 Hz modulation energy (4ME), and energy ratio of
subband 1-3 (ERSB1-3). When dealing with several features in audio processing,
it is necessary to determine which features provide the greatest contribution to the
recognition performance and to select the most efficient features [8]. So we per-
formed a Principal Component Analysis on these 11 features. As a result no feature
was rejected because of its lack of contribution.
In order to analyse 1 second long audio segments, we divide them into frames
containing 1024 samples. Two successive frames are shifted of 512 samples. Table
3 shows results of a 3 class segmentation. Quality rates are better than with simple
approaches reviewed in previous section.
In order to improve the classification quality, we propose to use multidimensional
hidden Markov models instead of standard HMM and to combine them with a K-
Mean classifier. The method which also includes a cepstral analysis will be de-
scribed in next section.
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Table 3
Results of 3 class segmentation based on Hidden Markov Models.
Class Recall Precision
Whistle 88 % 88 %
Crowd 61 % 87 %
Speaker 77 % 90 %
4 A two step strategy
From the previous experiments, we have noticed that the main difficulty in audio
segmentation comes form the variability of feature within each class. So we have
decided to consider two levels of observation, the segment level and the frame
level. First the complete segments are classified in order to obtain classes with
more similar features values. However these classes have no link with the final
information we want to extract from the data. Their goal is only to let the process
adapt to the features shared inside each class. The second step is then based on
the results obtained and on the more efficient learning of Multidimensional HMM
because of a more homogeneous population.
4.1 K-Mean Classifier
K-Mean classifier is a tool widely used in pattern recognition [16]. This classi-
fier considers a number K of clusters which is determined a priori. The resulting
partition is defined by the location of the K cluster centers and is obtained by min-
imising the average distortions (computed from an Euclidean distance) of all data
points belonging to the K clusters. We briefly recall here the successive steps of
this algorithm.
First we set randomly the K initial cluster centers. Then every point of the dataset is
assigned to the closest cluster, resulting in a new data partition. This is performed by
computing an Euclidean distance between the given point and every cluster center.
Next the cluster centers are computed again based on the current partition. These
two last steps are repeated until convergence (i.e. no data point changes its associ-
ation with a cluster).
4.2 Multidimensional Hidden Markov Models
Hidden Markov Models are dedicated to statistical modelling of a process that
varies in time. So they are particularly adapted to audio analysis [13]. However,
when dealing with multidimensional observation data, it is possible to use an ex-
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tension of HMM called Multidimensional Hidden Markov Models [17,18]. In this
section we will briefly recall main HMM concepts and present Multidimensional
HMM.
4.2.1 Hidden Markov Models
An Hidden Markov Model can be associated with a set of random variables rep-
resenting states of a discrete stochastic process composed of an hidden and of an
observable part. It is characterized by a set S = {S1, . . . , SN} of hidden states of the
HMM, a set V = {V1, . . . ,VM} of symbols which can be generated by the HMM,
a probability distribution matrix B of symbol generation, a probability distribution
matrix A of transitions between states and a probability distribution vector Π of the
initial state. An HMM can then be modelled by the triple λ = {A,B,Π}.
The segmentation method proposed in this paper is based on ergodic HMM. Learn-
ing and recognition will be respectively performed using Baum-Welch [14] and
Forward [13] algorithms. We will use one HMM for each class of the audio seg-
ments.
4.2.2 Multidimensional HMM
Multidimensional HMM are particularly useful when dealing with data composed
of several independent components. Indeed the HMM will generate R different
symbols at a given time t and not only one anymore. The difference with using
observation vectors consists of the fact that vectors components can have different
natures. Here the observation describes the evolution of R processes instead of the
evolution of only one process represented in a R-D space with noise.
The HMM architecture is then modified. The model contains only one A state tran-
sition matrix but R matrices B, one for each of the simultaneously observable pro-
cess. The HMM architecture is also characterized by the number R of processes
linked with the Multidimensional HMM, the set Vr = {Vr1, . . . ,V
r
Mr} of symbols
linked to the process Pr, the probability distribution matrix Br of generation of
symbols linked to process Pr, the set V = {V
1, . . . ,VR} of dictionaries of sym-
bols Vr linked to each process, and finally the set B = {B1, . . . ,BR} of probability
distribution matrices.
The method we propose in this paper involves Baum-Welch and Forward algo-
rithms. More precisely, we use modified algorithms in order to deal with Multidi-
mensional HMM.
These tools are used in the process detailed in next section.
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4.3 Main description of the process
As any other method, the recognition method we have elaborated is relying on a
set of features. We think it is important to get information at different observation
scales as the type of information is not the same. But indeed it may be difficult to
manage these levels only with one HMM model. So we have decided to consider
two observation levels in the audio track. The signal or audio track (noted AT) is
divided into segments (noted AS) that are themselves divided into frames (noted
AF). Then features concern either the segment level or the frame level. At the seg-
ment level a K-Mean classifier will allow to cluster the segments into K virtual
classes. Within classes the variability of the signal with respect to the features used
is decreased. These classes have no real link with the predefined C labels we want
to associate with each segment. Then we specialise the classifiers to only one of
the virtual class to label the segments. For this task frame features are used within
(C × K) Multidimensional HMM. Diagram of the proposed approach is given in
figure 4.
Audio
Track
Audio K-Mean K virtual
Segments Classifier classes
Audio
Frames
Multidimensional
HMM
C labels
❄
✲
✲
❤❤❤❤❤❤❤❤❤❤❤❤③
❄
❄
Fig. 4. Diagram of the two step strategy.
Now we are to precise the features we have made use of as well as the learning
procedure and the recognition one.
4.4 Audio features
We perform audio segmentation using a set of 12 features. Some are taken from [15]
and have been recalled previously: non-silence ratio (NSR), volume standard devi-
ation (VSTD), standard deviation of zero crossing rate (ZSTD), volume dynamic
range (VDR), standard deviation of pitch period (PSTD), smooth pitch ratio (SPR),
non-pitch ratio (NPR), frequency centroid (FC), frequency bandwidth (FB), 4 Hz
modulation energy (4ME), and energy ratio of subband 1-3 (ERSB1-3). We also
use a feature representing the cepstrum (CBF: Cepstrum-Based Feature). Among
these features, five are related to an audio segment (NSR, SPR, NPR, VDR, 4ME)
and will be used in a first segmentation step based on the K-Mean classifier. Other
features (VSTD, ZSTD, PSTD, FC, FB, ERSB, CBF) are related to a frame and
will be analysed through Multidimensional HMM.
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4.5 Learning step
The learning is performed in a supervised way and is based on three successive
steps which will be described below: feature computation, K-Mean classification,
and HMM creation. Let K and C respectively represent the temporary and final
numbers of classes in our segmentation.
In order to analyse an audio segment AS, we first have to compute its related fea-
tures. In a preprocessing step the audio segments are divided into N shifted frames
noted AF1 to AFN.
The K-Mean classifier can then be applied using only the segment-based features
in order to obtain a first classification into K clusters or virtual classes (figure 5a).
The parameter K has to be set a priori and has an influence on the number of
Multidimensional HMM to be built then. Indeed the use of a K-Mean classifier in
the Multidimensional HMM creation process allows to increase the quality of the
labelling process.
Once the audio segments have been classified into one of the K clusters, they will be
involved in the learning process of the appropriate Multidimensional HMM. This
learning process is achieved using only data in one of the K clusters, and for each
of the K clusters, C HMM are elaborated, as shown in figure 5b where p audio
segments AS
j
Vi
are used to create HMMi1 to HMM
i
c linked to virtual class ASVi .
The learning algorithm used is the multidimensional Baum-Welch algorithm and
of course uses the frame based features that allow to describe the segments by an
observation whose length is the number N of frames. The proposed method needs
K × C Multidimensional HMM in order to perform segmentation in C classes.
AS v1
AT AS AS vi
AS vkK-Mean in R5
✲ ✭
✭✭✭
✭✭✿
✲
❤❤❤❤❤❤③ (a)
Learning


AS 1vi
AS
j
vi
AS
p
vi




AF 1
. . .
AF N


j
Observations
HMM i1
. . .
HMM ic
✟✯
✲
❍❥
❍❥
✲
✟✯
✟✯
✲
❍❥ (b)
Recognition
AF 1 P
i
1
AS vi . . . Observation . . .
Segment
Label
AFN P
i
c
Scores with Forward
✟✯
✲
❍❥
❍❥
✲
✟✯
✟✯
✲
❍❥
❍❥
✲
✟✯
(c)
Fig. 5. Description of successive steps: (a) classification into virtual classes followed by (b)
the learning phase or (c) the recognition phase.
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In order to avoid the Baum-Welch algorithm (as any gradient-like optimisation
technique) being trapped by local extrema, we do not use it directly but rather
make use of the GHOSP algorithm [18] which aims to find optimal HMM involv-
ing Baum-Welch algorithm as a step of a global evolutionary optimisation process
(since genetic algorithms are known for their robustness). GHOSP (Genetic Hy-
brid Optimization & Search of Parameters) is able to automatically find the optimal
HMM content, i.e. the triple λ = {A,B,Π} but also the numberN of hidden states,
whatever the kind of HMM is considered (here we use ergodic multidimensional
HMM). It relies on both Baum-Welch algorithm (for HMM optimisation) and For-
ward algorithm (as an evaluation criterion). For more details on this algorithm, the
reader can refer to [18].
4.6 Recognition step
The goal of the recognition step is to classify every audio segment into one of the
C classes. This step involves similar processing as learning procedure. First audio
segment features are computed. Then each segment is classified using K-Mean clas-
sifier in one of the K classes (see figure 5a). We then process the Forward algorithm
on the C Multidimensional HMM HMMi1 to HMM
i
c linked with the selected class
ASVi . The audio segment is finally labeled into the class for which the Forward
algorithm gives the highest score Pimax, as shown in figure 5c.
4.7 Results
The method proposed here is a general approach which can perform segmentation
of any kind of audio track. We have also applied it to football audio broadcast
tracks. The goal was to classify every audio segment into one of the three following
classes (C = 3): referee whistle, crowd, and speaker voice. Once the classification
of an audio segment has been obtained, it is then possible to analyse it with an
adequate processing (e.g. speech recognition is performed only on "speaker voice"
audio segments).
Duration of audio segments analysed in our application is equal to one second.
Frame-based features are computed by dividing the audio segment into frames con-
taining 1024 samples. Two successive frames are shifted of 512 samples in order
to keep continuity property. We have made use of K-Mean classifier involving 3
clusters (K = 3) so the proposed method needs 9 Multidimensional HMM.
The trials have been achieved on a total of 616 audio segments (21 for referee
whistle, 148 for crowd, and 447 for speaker voice) extracted from different videos.
Recognition rates are given in table 4. In comparison with traditional HMM-based
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approaches as the one presented previously, we can notice that the recall rate is 10
to 15 % higher for similar precision rate.
Table 4
Results of a 3 class segmentation using the two step approach.
Class K-Mean + M-HMM HMM (table 3)
Recall Precision Recall Precision
Whistle 95 % 86 % 88 % 88 %
Crowd 75 % 86 % 61 % 87 %
Speaker 95 % 90 % 77 % 90 %
5 Conclusion
In this paper, we have tackled the problem of audio data microsegmentation, i.e.
segmentation of audio sequences characterized by a short duration (typically be-
tween 0.5 and 1 second). We have first presented some simple approaches based
on spectrum or amplitude analysis, cepstrum analysis and classical hidden Markov
models. Their limitations justify the need for more complex techniques. So we pro-
pose to involve a K-Mean classifier before using Multidimensional Hidden Markov
Models. The use of the K-Mean classifier helps us to get recognition of better
quality whereas the use of Multidimensional HMM allows to deal with data com-
posed of several independent features. The features have been computed at different
scale levels to ensure complementarity of the analysis. Results have shown that this
method outperforms classical HMM-based approach.
Future work includes tests on other audio features and other classifiers (especially
unsupervised algorithms) in order to confirm the improvement of recognition rates.
An implementation of the method on a multiprocessor workstation is also consid-
ered to obtain a real time process. The proposed method will be integrated in a
football event recognition system as a preprocessing step for audio data analysis.
Finally other applications will be developed.
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