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A VARIANT OF THE INEQUALITY GIVEN BY
BAINOV AND SIMEONOV
CHYNG NAN CHOU AND GOU-SHENG YANG
Abstract. In this paper explicit bounds on an integral inequality and its discrete analogue are
established. These inequalities can be used as ready tools in certain applications.
1. Introduction
It is well known that the inequalities which yield explicit bounds on unknown func-
tions play a fundamental role in the development of the theory of differential, integral
and finite difference equations, see [1, 2, 3]. In [1, p.11] Bainov and Simeonov proved the
following useful integral inequality:
Lemma BS. Let U(t), a(t), b(t) be continuous functions on I = [α, β], let a(t) and
b(t) be nonnegative in I, and suppose
U(t) ≤ c+
∫ t
α
a(s)U(s)ds+
∫ β
α
b(s)U(s)ds
for t ∈ I, where c is a constant. If
q =
∫ β
α
b(s) exp
(∫ s
α
a(σ)dσ
)
ds < 1,
then
U(t) ≤
c
1− q
exp
(∫ t
α
a(s)ds
)
for t ∈ I.
The main purpose of this paper is to establish a useful variant of the above inequality
which can be used as ready tool to study the qualitative behavior of solutions of certain
integral equations. The discrete analogue of the main result is also given.
2. Main Result
In what follows, R denotes the set of real numbers, R+ = [0,∞), I = [α, β] are the
given subsets of R and Z be the set of integers. For α, β ∈ Z, α ≤ β, let Nα,β = {n ∈ Z :
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α ≤ n ≤ β}. We use the usual conventions that the empty sums and products are taken
to be 0 and 1 respectively. We shall also assume that all the integrals, sums and products
involved throughout the discussion exist in the respective domains of their definitions.
Our main result is established in the following theorem.
Theorem 1. Let U(t), f(t), a(t), b(t) be continuous functions on I = [α, β], let a(t)
and b(t) be nonnegative in I, and suppose
U(t) ≤ f(t) +
∫ t
α
a(s)U(s)ds+
∫ β
α
b(s)U(s)ds (1)
for t ∈ I. If
p =
∫ β
α
b(s) exp
(∫ s
α
a(σ)dσ
)
ds < 1, (2)
then
U(t) ≤ f(t) +
1
1− p
∫ β
α
b(s)(f(s) +K(s))ds exp
(∫ t
α
a(σ)dσ
)
+K(t) (3)
for t ∈ I, where
K(t) =
∫ t
α
a(x)f(x) exp
(∫ t
x
a(σ)dσ
)
dx (4)
for t ∈ I.
Proof. Define a function Z(t) by
Z(t) =
∫ t
α
a(s)U(s)ds+
∫ β
α
b(s)U(s)ds. (5)
Then
Z(α) =
∫ β
α
b(s)U(s)ds, (6)
U(t) ≤ f(t) + Z(t) (7)
and
Z ′(t) = a(t)U(t) ≤ a(t)f(t) + a(t) · Z(t). (8)
Multiplying (8) by the integrating factor exp(−
∫ t
α
a(σ)dσ) we have
d
dt
[
Z(t) exp
(
−
∫ t
α
a(σ)dσ
)]
≤ a(t)f(t) exp
(
−
∫ t
α
a(σ)dσ
)
(9)
By setting t = x in (9) and integrating it with respect to x from α to t we get
Z(t) exp
(
−
∫ t
α
a(σ)dσ
)
− Z(α) ≤
∫ t
α
a(x)f(x) exp
(
−
∫ x
α
a(σ)dσ
)
dx (10)
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which implies
Z(t) ≤ Z(α) exp
(∫ t
α
a(σ)dσ
)
+
∫ t
α
a(x)f(x) exp
(∫ t
x
a(σ)dσ
)
dx (11)
From (4) and (11) we have
Z(t) ≤ Z(α) exp
(∫ t
α
a(σ)dσ
)
+K(t). (12)
Using (12) in (7) we get
U(t) ≤ f(t) + Z(α) exp
(∫ t
α
a(σ)dσ
)
+K(t) (13)
Using (13) on the right side of (6) we observe that
Z(α) =
∫ β
α
b(s)U(s)ds
≤
∫ β
α
b(s)(f(s) +K(s))ds+ Z(α)
∫ β
α
b(s) exp
(∫ s
α
a(σ)dσ
)
ds (14)
From (14) and (2) it follows that
Z(α) ≤
1
1− p
∫ β
α
b(s)(f(s) +K(s))ds. (15)
Using (15) in (13) we get the required inequality in (3).
The discrete analogue of Theorem 1 is given in the following theorem.
Theorem 2. Let U(n), f(n), a(n), b(n) be real-valued function defined on Nα,β, let
a(n) and b(n) be nonnegative in Nα,β, and suppose that
U(n) ≤ f(n) +
n−1∑
σ=α
a(σ)U(σ) +
β∑
σ=α
b(σ)U(σ) (16)
for n ∈ Nα,β. If
r =
β∑
σ=α
b(σ)
σ−1∏
s=α
(1 + a(s)) < 1, (17)
then
U(n) ≤ f(n) +
n−1∏
s=α
(1 + a(s))
1− r
β∑
σ=α
b(σ)(f(σ) +K(σ)) +K(n) (18)
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for n ∈ Nα,β, where
K(n) =
n−1∑
σ=α
a(σ)f(σ)
n−1∏
s=σ+1
(1 + a(s)) (19)
Proof. Define a function Z(n), α ≤ n ≤ β, by
Z(n) =
n−1∑
σ=α
a(σ)U(σ) +
β∑
σ=α
b(σ)U(σ).
Then Z(α) =
∑β
σ=α b(σ)U(σ), U(n) ≤ f(n) + Z(n) and Z(n+ 1)− Z(n) = a(n)U(n) ≤
a(n)f(n) + a(n)Z(n), i.e.
Z(n+ 1)− (1 + a(n))Z(n) ≤ a(n)f(n). (20)
Multiplying both sides of (20) by
n∏
s=α
(1 + a(s))−1, we obtain
Z(n+ 1)
n∏
s=α
(1 + a(s))−1 − Z(n)
n−1∏
s=α
(1 + a(s))−1 ≤ a(n)f(n)
n∏
s=α
(1 + a(s))−1. (21)
By setting n = σ in (21) and taking the sum over σ from α to n− 1 we get
Z(n)
n−1∏
s=α
(1 + a(s))−1 − Z(α) ≤
n−1∑
σ=α
a(σ)f(σ)
σ∏
s=α
(1 + a(s))−1 (22)
From (22) we have
Z(n) ≤ Z(α)
n−1∏
s=α
(1 + a(s)) +
n−1∑
σ=α
a(σ)f(σ)
n−1∏
s=σ+1
(1 + a(s)) (23)
From (19) and (23) we have
Z(n) ≤ Z(α)
n−1∏
s=α
(1 + a(s)) +K(n) (24)
for n ∈ Nα,β.
From (24) and using U(n) ≤ f(n) + Z(n) we have
U(n) ≤ f(n) + Z(α)
n−1∏
s=α
(1 + a(s)) +K(n). (25)
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Using (25) and Z(α) =
∑β
σ=α b(σ)U(σ) we have
Z(α) =
β∑
σ=α
b(σ)U(σ)
≤
β∑
σ=α
b(σ)(f(σ) +K(σ)) +
β∑
σ=α
b(σ)Z(α)
σ−1∏
s=α
(1 + a(s)) (26)
From (26) and (17) we have
Z(α) ≤
1
1− r
β∑
σ=α
b(σ)(f(σ) +K(σ)). (27)
Using (27) in (25) we get (18) and the proof is complete.
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