Introduction
Inference procedures for regression models assume that the response variable follows the normal distribution. There are, however, many situations in social sciences where this assumption fails to hold. Common examples are count data models, qualitative response models, and duration data models (Sapra, 2005) . The utility of the uses of gamma regression model arises in two different ways. Certainly, if we believe that the response variable to have a gamma distribution, the model is clearly applicable. However, the model can also be useful in other situations where we may be willing to think about the relationship between the mean and the variance of the response variable (Faraway, 2006) . In the normal linear regression model, the variance of the response variable is constant as a function of the mean response. This is a fundamental assumption necessary for the optimality of least squares method (Faraway, 2006) .
The bootstrap by pairs, proposed in Freedman (1981) consists of resampling the regression and regressors together from the original data. Bootstrapping pairs is less sensitive to assumptions than bootstrapping residuals (Efron & Tibshirani, 1993) . In this paper we introduce the gamma regression model and use the paired bootstrap, all the implementation were done using R program.
The rest of this paper is organized as follows. Section 2 discusses the gamma regression model. Section 3 presents the concept of bootstrap resampling and section 4 shows the bootstrap packages that in R program. Sections 5 and 6 show the data and the final results. Finally, section 7 concludes the paper short conclusion.
II. Gamma Regression Model
In classical models of regression the following relationship is adopted (Faraway ,2006) . Using generalized linear model (GLM) framework the equation (2) can reparamrterize by putting
The canonical parameter is 
III. Bootstrap Resampling
The term bootstrap which is due to the Efron (1979) is an illusion to the expression "pulling on self up by one's bootstraps" meaning doing the impossible (Efron & Tibshirani, 1993) . The bootstrap is a method to derive properties link standard error, confidence intervals, of the sampling distribution of estimators. The bootstrap resampling consists of n elements that are drawn randomly from the n original data points with replacement (Friedl & Stampfer, 2001 ).
In the term of regression analysis, we have two kind of bootstrapping, residual bootstrapping and 
IV.

Data
In this section we present two data sets to illustrate our study. The first data set is the coalition data, which is a part of Zelig package (Venables & Ripley, 2002) . This data set contains survival data on government in parliamentary democracies from the period 1945-1987. The coalition data frame has 814 observations. The second data set is wafer data which is a part of faraway package (Faraway, 2006) . The response variable is the resistivity of the test wafer.
V.
Results
A gamma linear regression model is fitted to the two data sets. For coalition data, we examine the influence of selected two covariate fract and numst2 on duration in R by using the following command: glm(duration ~ fract+numst2,family =Gamma ("inverse"),data =coalition) The results of gamma regression model are given in table (1) . Based on 10000  B bootstrap replication the confidence intervals showed in table (3). boot.ci (coalboot, type=c ("norm","prec","bca"), index=1) is the confidence interval for the intercept, by changing the index into index=2 and index=3 we can get confidence interval for fract and numst2 covariates. The bootstrapped confidence interval is showed in table (6) and it implemented in R by boot.ci(waferboot, type=c("norm","prec","bca"),index=1) 
X
VI. Conclusion
In this article we have used the gamma regression model to fit the coalition and wafer data. All figures with the histogram and normal quantile plot show asymptotic normal theory. So, it may be conclude that the bootstrap by pairs could potentially be applied.
