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Abstract
This thesis investigates the asymptotic behaviours of both continuous and dis-
crete Painleve´ equations as their independent variables approach complex infinity.
We focus on the third to the fifth Painleve´ equations and three discrete Painleve´
equations referred to as d-PI, q-PI and q-PIII in the literature. In each case, the
generic asymptotic behaviours are found to be given by elliptic functions. We de-
duce the properties of the respective elliptic functions in terms of energy-like pa-
rameters which are Hamiltonians and invariants of the corresponding autonomous
continuous and discrete Painleve´ equations.
By using the method of averaging, we show that the Hamiltonians and in-
variants vary slowly across a local period parallelogram of the leading-order be-
haviour. For the continuous Painleve´ equations we show the surprising result that
all the equations PI−PV share the same modulation to the first two orders. We also
show that the Hamiltonians are bounded on a path to infinity at any fixed angle.
The Picard-Fuchs equations are derived for the related elliptic integrals. We solve
the Picard-Fuchs equation at its regular singular points to find expansions of the
approximate-periods at their degenerate points.
The method of averaging is extended to discrete Painleve´ equations to show
that the invariants are also slowly varying. We also find the singular points of the
invariant curves. The Picard-Fuchs equation is derived for q-PIII for its periods.
The expansion of the periods at their degenerate points are also given. The main
new results of this thesis are summarised in Theorems 1 and 2.1-2.3.
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CHAPTER 1
Introduction
This thesis is primarily concerned with exploring and describing the asymp-
totic behaviours of continuous and discrete Painleve´ equations as their respective
independent variable approaches complex infinity. Although these equations have
been studied for many decades, in some cases for more than a century, it is sur-
prising to note that knowledge of their generic asymptotic behaviours still remains
incomplete. This gap causes an obstruction to their growing role as nonlinear spe-
cial functions in modern science. The aim of this thesis is to fill this gap.
Infinity is an irregular singular point for the Painleve´ equations. Methods of as-
ymptotic analysis developed for linear equations around irregular singular points
are extended in this thesis to the nonlinear setting and to discrete equations. In par-
ticular, we show that the leading-order behaviours of solutions are given by elliptic
functions and we use the method of averaging to describe their modulations over
a period parallelogram. This approach was first developed for the first and second
Painleve´ equations [44, 45].
In this chapter, we introduce the continuous and discrete Painleve´ equations.
We explain our notation, give an outline of asymptotic methods used in the thesis
and review known results. We also state the original results of this thesis.
The plan of this chapter is as follows. In Section 1.1, we introduce the Painleve´
equations. In Section 1.2 we list our main equations of interest. It is important
to note that the discrete Painleve´ equations studied here include an additive dis-
crete equation as well as two multiplicative discrete equations. A short review of
known methods for finding solutions to Painleve´ equations is given in Section 1.3,
while asymptotic methods are described in Section 1.4. Section 1.5 introduces some
basic properties of elliptic functions, which occur in the leading-order asymptotic
results. The new results obtained in this thesis are stated in Section 1.6 along with
essential preliminary definitions and remarks. The last section gives an outline of
the thesis.
1
2 Chapter 1. Introduction
1.1. A brief history of Painleve´ equations and applications
Painleve´ equations are the most complicated systems that one can solve (in a nontrivial
way). Anything simpler becomes trivially integrable, anything more complicated becomes
hopelessly non-integrable.
- Martin D. Kruskal [24]
The Painleve´ equations occupy a special place across many mathematical ar-
eas, including geometry, the theory of affine reflection groups, nonlinear special
function theory and integrable systems theory. They were first discovered by P.
Painleve´ and his school in their search for new transcendental functions defined as
solutions of differential equations. Motivated by the theory of elliptic functions, the
primary property they imposed was to require that all solutions should be able to
be globally continued in the complex plane. This led them to impose the property
that all solutions should be single-valued around all movable singularities. In the
modern literature this has been specialised to mean that all movable singularities
should be poles. This condition is now known as the Painleve´ property.
Much later, Okamoto showed that the initial value spaces of the Painleve´ equa-
tions can be studied geometrically [64]. He resolved the base points of the Painleve´
equations in a compactified space and showed that the resulting space can be
characterised by certain affine Weyl groups [34, 63]. The six continuous Painleve´
equations are listed in Appendix A.1, along with their corresponding initial value
spaces. Sakai subsequently extended this framework and derived elliptic (ell-),
multiplicative (q-) and additive (d-) discrete equations, as well as the continuous
Painleve´ equations, producing a comprehensive description in terms of affine Weyl
groups [71]. We remark here that the Painleve´ equations in Sakai’s framework are
separated into eight types instead of the conventional six, with the third Painleve´
equation being divided into three types based on conditions imposed on its param-
eters [71].
Discrete Painleve´ equations were discovered in classical studies by Laguerre
and Shohat [55, 73], although they were not recognised as such. Bre´zin and Kaza-
kov [11] encountered the discrete equation discovered by Shohat while studying
2-dimensional quantum gravity in 1990, there they derived the continuum limit,
which was identified as the first Painleve´ transcendent. This equation was identi-
fied as a discrete analogue of the first Painleve´ equation by Fokas et al. in [19].
These discoveries started a quest for new discrete Painleve´ equations, many
of which were found by using known methods such as orthogonal polynomials,
reduction and discrete relations (of the continuous Painleve´ equations) [5, 18, 62].
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Meanwhile new discrete Painleve´ equations were proposed based on notions of
discrete integrability. The main method by which new equations are found was by
the singularity confinement criterion [25, 67, 68]. The discrete Painleve´ equations
discovered early in this process were referred to in the literature by their continuum
limits (d-PI, d-PII and so on). Nowadays, they are identified by root systems that
express their types of initial-value spaces and symmetry groups. See [52] for a
complete list of such descriptions with corresponding root data.
The Painleve´ transcendents which are solutions of Painleve´ equations appear
widely in physical applications. Applications arise in general relativity [57], statis-
tical mechanics [56], quantum gravity [19] and string theory [4]. Their close con-
nections to partial differential equations make them a valuable asset for inferring
behaviours of those PDEs [1, 2]. Generalisations of both continuous and discrete
Painleve´ equation in higher orders are also under active research. Its appearances
in random matrix theory [22], cluster algebra [31, 65] and combinatorics [6] make
them a recurring motif in mathematics.
1.2. Equations of interest
In this section we introduce our main equations of interest, namely the third
to fifth Painleve´ equations denoted by PIII – PV, an additive or d-discrete version
and a multiplicative or q-discrete version of the first Painleve´ equation, denoted by
d-PI and q-PI respectively, and a q-discrete version of the third Painleve´ equation,
q-PIII. In the continuous setting we will be working with the Painleve´ equations in
the following forms:
PIII : uzz =
u2z
u
+
δ
u
+ γu3 +
αu2 + β
z
−
uz
z
, (1.1)
PIV : uzz =
u2z
2u
+ 2u+ 4u2 +
3
2
u3 −
αu
z
−
uz
z
+
β
4 z2 u
+
u
8 z2
, (1.2)
PV : uzz =
(
1
2u
+
1
u− 1
)
u2z + δu
u+ 1
u− 1
−
uz
z
+ γ
u
z
+
(u− 1)2
z2
(
αu+
β
u
)
.
(1.3)
Notice that PIII and PV are in their standard form [23], whereas to PIV we have
applied a transformation (see Appendix A.3 for more details).
The first additive discrete Painleve´ equation (d-PI) we study has the initial
value space E(1)6 and the symmetry group A
(1)
2 in the sense of Sakai’s framework
[71]. It has the following standard form:
w+w+w =
αn+ β+ γ(−1)n
w
+ δ, (1.4)
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where w = w(n), w = w(n + 1), w = w(n − 1), and α, β, γ, and δ are complex
parameters with α 6= 0. This equation is mapped to PI, ytt = 6y2 + t in the contin-
uum limit by taking w = −12 + ε
2y, δ = −3, γ = 0, αn + β = −3+2ε
4t
4 and t = n
for ε→ 0 [18]. Equation (1.4) is the Ba¨cklund transformation of the fourth Painleve´
equation [19, 20]. It is also known as the Freud equation in the study of orthogo-
nal polynomials [16, 58, 59]. In this thesis we will be working with an alternative
version:
u+ u+ u−
α
u
=
δ
η
+
αm+ β+ γ(−1)η
2+m
η2 u
, (1.5)
reached by using the scaling n = η2 +m and w = ηu from the standard form.
The first multiplicative discrete Painleve´ equation (q-PI) has the initial value
space A(1)7 and the symmetry group A
(1)
1 in the sense of Sakai’s framework, and we
will be studying it in the form:
www = 1−
1
ξw
, (1.6)
where w = w(ξ) = wn, w = w(qξ) = wn+1, w = w(ξ/q) = wn−1 with ξ = ξ0qn
for ξ0 ∈ C\{0}. Equation (1.6) was first discovered as a limiting case of a version
of (1.7) (in a different form), and has the first Painleve´ equation ytt = 6y2 + t as its
continuum limit by first making the transformation wn = xnζ1/3 and ξ =
ζ4/3
3 , then
taking the limit xn = 1− 2y, ζ = 4κn, κ = 1− 
5
4 , and t = n for → 0[67].
The third multiplicative discrete Painleve´ equation (q-PIII) we study has the
initial value space A(1)3 and the symmetry group D
(1)
5 in the sense of Sakai’s frame-
work. It possesses the following conventional form:
ww =
cd(w− aξ)(w− bξ)
(w− c)(w− d)
. (1.7)
Here the notation is in common with q-PI where a, b, c and d are complex param-
eters. This equation was first discovered by using singularity confinement on QRT
mappings [67]. Equation (1.8) is also the symmetric version of q-PVI [38, 71]. The
continuum limit of Equation (1.7) is a non-canonical form of PIII:
ytt =
y2t
y
+ et(αy2 + β) + e2t
γy4 + δ
y
.
This limit is arrived by first transforming the dependent variable w = qn/2x, then
taking the limit x = y, ξ = qn, q = 1 + 2, a = iδ1/2 − β
2
2 , b = −iδ
1/2 − β
2
2 ,
c = 1
γ1/2
− α2γ , d = −
1
γ1/2
− α2γ , and t = n as → 0[68].
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It is given by x = w, ξ = 1 + , c = 1 −
α
2 , d = −
1
 −
α
2 , a = β −
γ2
2 ,
b = −β− γ
2
2 as → 0 [68]. We will be working with the following form:
uu =
γδ(u− αΞ)(u− βΞ)
(u− γ)(u− δ)
, (1.8)
We arrive at this by using the scaling x = eη−
1
2u, c = eη−
1
2γ, and d = eη−
1
2 δ, and
renaming the parameters α := aξ0, β := bξ0, and Ξ := ξ
ξ0e
η− 1
2
in the limit |η|→∞.
1.3. Solutions of continuous and discrete Painleve´ Equations
The Painleve´ equations are solved by higher transcendental functions, which
means that in general they cannot be solved in terms of classical functions [76].
Nevertheless classical solutions can be found (with the exception of continuous PI
because it does not possess a parameter) for both continuous and discrete Painleve´
equations when their parameters satisfy certain constraints. Being able to find spe-
cial solutions of a complicated dynamical system does provide some insight into
their behaviour. However, in order to capture more of the generic behaviours of
these systems one needs to utilise approximation methods, the method of asymp-
totic analysis being a powerful example. For a review on special solutions of con-
tinuous Painleve´ equations we refer to [75], while for discrete Painleve´ equations
we refer to [52].
In the continuous setting many authors have come before us and studied the
limiting behaviours of Painleve´ equations. As far back as 1913, Boutroux had dis-
covered that elliptic functions are the asymptotic behaviours for PI and PII [9, 10].
For PI and PII, Joshi and Kruskal [44–46] analysed leading-order elliptic-function
behaviours in the limit |z| → ∞ for z ∈ C by developing a complex averaging
method to obtain the modulation of such behaviours as the angle of approach to
infinity changes. In this thesis we extend this approach to PIII, PIV and PV.
The prevailing method of asymptotic study for the Painleve´ equations in the lit-
erature relies on the Riemann-Hilbert or isomonodromy approach applied to linear
equations associated with the Painleve´ equations [21]. A review on the application
of the isomonodromy method for elliptic-function-type behaviours of PI and PII
can be found in [53]. Such studies were motivated by the need to find connections
between asymptotic behaviours that hold along certain distinguished directions in
the complex plane. Other approaches include those based on Gevrey theory [12],
asymptotic analysis applied to parameter values [13], and those in the space of
initial values [15, 33, 42, 49, 50].
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Although the asymptotic behaviours of the discrete Painleve´ equations are not
as extensively studied as the continuous ones, many equations have been investi-
gated, and some asymptotic methods have been extended to the discrete arena. The
first equation studied asymptotically was d-PI which is also the most widely stud-
ied discrete equation. Vereschagin began the first examination in [77], followed
by Joshi in [43]. These two authors used the Whitham method and the method
of averaging respectively, both in the limit when the independent variable goes
to infinity and found that the asymptotic behaviour is described by elliptic func-
tions. Recently more asymptotic behaviours have been derived, notably in work by
Mano [61] and Roffelsen [51, 70] for q-PVI and q-P(A1) respectively. In both cases
the authors proceed using the isomonodromic deformation method. Asymptotic
analysis performed on q-PI found unstable solutions termed quicksilver solutions
[39]. Asymptotic behaviours of this equation has also been in the space of initial
values [47]. In another example the Stokes phenomenon was studied via expo-
nential asymptotics in the far field on d-PI and d-PII by Joshi et al. [41, 48]. We
note that some of the aforementioned methods of asymptotics was developed on
generic nonlinear difference equations see [27, 28]. (For a generic introduction to
difference equations, see [17].)
1.4. Asymptotic analysis
In this section we provide a short introduction to the asymptotic methods we
employ in this thesis. A standard averaging theorem is then presented. We refer to
Appendix A.2 for asymptotic notations we use in this thesis.
Asymptotic analysis is used to describe the limiting behaviour of an equation
or an expression when it is otherwise intractable. The method of dominant balance
is often utilised to identify the controlling factor of an equation in a limit. In this
thesis, we also use dominant balance analysis to derive transformations that are
non-singular (that is, it does not change the nature of our equation, such as the
order and nonlinearity), which in turn gives a form of the equation that facilitates
asymptotic analysis in our limit. Under these conditions, our transformed equa-
tions retain the maximal number of integration parameters (two, since we only
consider second order equations). For more information on asymptotic analysis,
we refer the reader to [8, 30]; for more information on dominant balance analysis,
we refer the reader to [8, 54].
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The standard method of averaging is an approximation method often used for
weakly nonlinear dynamical systems. It allows one to infer properties of the orig-
inal dynamic system by understanding the dynamics of the averaged system. Be-
low we state a simplified version of the averaging theorem from [78]:
Theorem 1.4.1: Consider the initial value problem
x˙ = f(x, t) + 2g(x, t, ), x(0) = x0, (1.9)
where x, x0 ∈ D ⊆ R withD being bounded and open, and f : D×R→ R, f is continuous
and bounded inD×R, g is Lipschitz continuous in x. We assume that f(x, t) and g(x, t, )
are periodic in t with period T 6= 0. We introduce the average
fa(x) =
1
T
∫ T+t0
t0
f(x, t)dt, (1.10)
where t0 is a constant. Now consider the initial value problem for the averaged equation
x˙a = fa(x), xa(0) = x0. (1.11)
Then
x(t) − xa(t) = O(), (1.12)
on the time-scale 1/.
For more details including the proof of the averaging theorem, see [72, 78].
From the above theorem we can see that typically the method of averaging is ap-
plied when the equation possesses a small parameter. In this thesis, the small
parameter is understood to be given locally by the size of 1/|z| <  in the limit
z goes to infinity. We use the method of averaging to describe the modulation of
the leading-order asymptotic behaviours when approaching infinity, which involve
(doubly) periodic functions. In this approach, the solution’s behaviour is described
by separating it into two parts, where the first leading-order averaged solution is
periodic over a long time scale, while the remaining smaller part of the solution
fluctuates on a short time scale. This method was developed by Joshi and Kruskal
[44, 45], and our aim is to extend the method to PIII − PV, d-PI, q-PI and q-PIII.
Although the standard averaging theorem addresses continuous functions in a
real domain, it can be applied to any function that is almost periodic, and therefore
to continuous equation in the complex plane and discrete equations. These exten-
sions have been studied and implemented in [32, 35, 44, 60, 74]. In the discrete
cases we are concerned with the initial value problem of the following form:
∆x = x(n+ 1) − x(n) = f(x, n) + 2g(x, n, ), x(0) = x0. (1.13)
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The same conditions as those in Theorem 1.4.1 on f and g apply. The average is
defined by
fa(x) =
1
T
T+t0∑
k=t0
f(x(k), k)(xk − xk−1), (1.14)
where t0 is a constant.
1.5. Elliptic functions and QRT mappings
In this section we introduce elliptic functions, define our notation for them, and
review some helpful properties. We also introduce the QRT mappings which is an
18-parameter family of integrable planar mappings parametrised by the Jacobi sn-
function [7, 66]. For more information on elliptic functions we refer to [3, 80], as for
QRT mappings we refer to [14].
The elliptic functions are defined as the inverse of the following elliptic integral:
z =
∫u(z)
u(c)
R(u,
√
P(u) )du, (1.15)
where c is a constant, R is a rational function in u and
√
P(u) , and P is a polynomial
in u of degree 3 or 4 with no repeated roots. There are four branch points when√
P(u) is raised to an odd power, being the zeros of P when it is quartic, and zeros
and the point at the infinity for a cubic polynomial. For both cases, there only exist
two linearly independent closed contours on the Riemann surface which implies
two basic periods, see Fig. 1.1. The contours are always taken to be simple with
winding number 1. For more information on Riemann surfaces, we refer to [26].
The inverse of the integral (1.15) gives us a differential equation,
u2z =
1
R2(u,
√
P(u) )
, (1.16)
where u is called an elliptic function. The periods can then be expressed as:∫u(z+ωj)
u(z)
R(u,
√
P(u) )du =
∫ z+ωj
z
dz = ωj, (1.17)
where j = 1, 2, and the contours between u(z) and u(z + ωj) each enclose two
branch points and are linearly independent, see Fig 1.1.
Remark 1.5.1: In the case of Jacobi sn function, by convention, the periods are de-
fined as 4K(m) and 2iK(1−m), where K is the complete elliptic integral of the first
kind:
K =
∫ 1
0
du√
(1− u2)(1−mu2)
, (1.18)
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C1
C2
FIGURE 1.1. Two linearly independent contours for elliptic inte-
grals in the Riemann surface.
where m ∈ [0, 1]. This can be shown by using the transformation u = sinφ. When
m falls out of this interval, one can always find an equivalent value inside it with a
scaled independent variable [79].
Similar to the continuous cases, the limiting autonomous equations of the dis-
crete Painleve´ equations can also be solved by elliptic functions [36, 69]. In this case
the limiting autonomous equation takes on the form of the QRT mapping which is
defined as: 
xn+1 =
f1(yn) − xnf2(yn)
f2(yn) − xnf3(yn)
,
yn+1 =
g1(xn+1) − yng2(xn+1)
g2(xn+1) − yng3(xn+1)
,
(1.19)
where
F =
f1f2
f3
 = (A1X)× (A2X), G =
g1g2
g3
 = (AT1 X)× (AT2 X), (1.20)
with
Ak =
αk βk γkδk k ζk
κk λk µk
 , and X =
x2x
1
 , (1.21)
where ATk denotes the transpose of the matrix, and k = 1, 2. System (1.19) has the
following first integral [66],
E = −
α1x
2
ny
2
n + β1x
2
nyn + δ1xny
2
n + γ1x
2
n + k1y
2
n + 1xnyn + ζ1xn + λ1yn + µ1
α2x2ny
2
n + β2x
2
nyn + δ2xny
2
n + γ2x
2
n + k2y
2
n + 2xnyn + ζ2xn + λ2yn + µ2
,
(1.22)
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where E represents the integration constant. In the case that both of Ak are sym-
metric, the QRT mapping becomes symmetric, and takes the following form:
xm+1 =
f1(xm) − xm−1f2(xm)
f2(xm) − xm−1f3(xm)
, (1.23)
with x2m = xn, and x2m+1 = yn. In this thesis, we are only concerned with the
symmetric form, that is, when δk = βk, κk = γk, and λk = ζk.
The curve (1.22) is of genus 1 and has been shown to be parametrised by Jacobi
sn-functions [36, 69]. This curve is degenerate if it becomes genus 0. In the symmet-
ric case, which is the case we will be working with, hereafter, the relation between
the solutions x and y is a simple one, namely y is a step up or down of x (shown
in Appendix A.4). Because of this connection, we consider elliptic functions to be a
natural analytic continuation of the QRT mapping.
1.6. Main results
The main objective is to find elliptic asymptotic behaviours of Painleve´ equa-
tions and infer the solutions’ properties from the modulus, for both continuous
and discrete types, in the limit where their independent variables go to infinity.
The properties of the modulus are derived by using the energy-like parameters
which are considered as Hamiltonians and invariants for continuous and discrete
equations respectively. We apply our method to PIII − PV, d-PI, q-PI and q-PIII.
This approach to discrete Painleve´ equations is new, and we expect that a similar
approach can be applied to other d- and q-discrete Painleve´ equations.
We first provide some preliminary definitions to describe our initial value prob-
lems, and remarks to clarify the hypotheses of our main results. For the continuous
cases, the main results are stated as Theorem 1 in which we included the results of
PI and PII found by [44] for completeness. As for the discrete cases, the major re-
sults are stated as Theorems 2.1-2.3. To the best of our knowledge, the results we
list as Theorem 1 and Theorems 2.1-2.3 are new unless otherwise stated.
For each J = I, . . . ,V, suppose 0 <  < 1 and a, p ∈ C are given numbers such
that |p| >  and for J = III, IV, V,  < |a|, while for J = V,  < |a− 1|.
Definition 1.6.1: Assume that Φ lies in an annulus given by D = {|z| > 1/}. For
each PJ, define initial values
u(Φ) = a, u ′(Φ) = p,
where a 6= 0 for PIII and PIV, and a 6= 0 or 1 for PV. The set of numbers Φ, a,
p satisfying the above conditions will be termed admissible. By continuity, there
exists a neighbourhood of Φ, which we denote DΦ, in which the values of u and
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u ′ continue to satisfy the admissibility conditions, i.e., u 6= 0 for PIII, PIV or PV,
and u 6= 1 for PV for all points in DΦ. We call such a neighbourhood an admissible
domain. By analytic continuation, the union
⋃
Φ∈D DΦ is a connected subset of D,
which we will call an admissible region.
Remark 1.6.2: Note that standard theorems of existence and uniqueness (e.g. The-
orem 2.2.1 in [29]) applied to admissible initial data give a unique solution u(z) in
a domain containing Φ in the interior of D. By the well known fact that solutions
are meromorphic in domains of the universal covering space not containing the
fixed singularities of PJ, the domain of existence of u can be extended to a large
bounded disk punctured at its movable poles (see, in particular, the description of
“cheese-like” regions in [40]).
Remark 1.6.3: As in the continuous cases, we assume all the variables and pa-
rameters in the discrete scenario are complex in general. We also assume that the
discrete dependent variable is at least once differentiable in its independent vari-
able. It should be noted that for additive discrete equations, the iteration of n leads
to a discrete sequence of points {αn + β} lying in on a line ` ⊂ C, while for mul-
tiplicative discrete cases the iteration of n produces a discrete sequence of points
{ξ0q
n} situated on a spiral h ⊂ C for q ∈ C\R. Given an initial point n0 on ` or h,
we assume that initial valuesw0,w1 are given as analytic functions in a domainD0
containing n0 and n0+1 as interior points. With this in mind, we define admissible
initial conditions for the concerning discrete equations.
Definition 1.6.4: Given real δ > 0, define Dδ = {|m| < δ}, and assume that φ and
φ + 1 lie in Dδ. For such φ, assume a, p are given initial values for a solution u of
d-PI, q-PI or q-PIII, such that
u(φ) = a, u(φ+ 1) = p,
where a 6= p for all, a 6= 0 for q-PI and q-PIII, p 6= 0 for both d-PI and q-PIII,
p 6= 1
ξ0qφ
for q-PI, and p 6= α, β, γ, or δ for q-PIII. We define the set of numbers φ,
a, p satisfying the above conditions to be admissible.
Definition 1.6.5: LetΦ, a, and p be admissible initial conditions. We defineΩ(J)i to
be the distance to the next occurrence of the initial value a in the direction ofω(J)i ,
u(Φ+Ω
(J)
i ) = u(Φ) = a, (1.24)
for i = 1, 2, and J = I, II, III,VI,V,dI,qI,qIII. We call this quantity an approximate-
period. See Figure 1.3 for a schematic representation of the approximate-periods.
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Re(m)
Im(m)
...
..
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δ 𝜙 𝜙+1
𝜙+2
FIGURE 1.2. Domain of analytic continuation.
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z+ω1+ω2
 z=ϕ
z+ω2
z+ω1
z+Ω1+Ω2
z+Ω2
z+Ω1
...
Re(m)
Im(m)
FIGURE 1.3. Schematic representation of leading order period ω1
andω2, and the approximate-periodΩ1 andΩ2 for φ.
Remark 1.6.6: Each admissible a and p gives a value of EJ at Φ. For each J, we
can apply the inverse function theorem to the respective Equation (1.25) (defined
below) in a neighbourhood ofΦ, to get two new values of z at which u takes on the
value a. This result is related to the fact that (1.25) defines an elliptic curve for each
J, with EJ providing the modulus of the leading-order elliptic function behaviour.
To see that these new points can be reached by analytic continuation of u, we apply
similar arguments to those given in [40].
Theorem 1: Given 0 <  < 1, let Φ, a, p be admissible initial conditions and assume
u(z) is a solution of PJ satisfying u(Φ) = a, u ′(Φ) = p. Define EJ for each respective
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J = I, . . . ,V:
EI :=
1
2
(
u2z − 4u
3 + 2u
)
, (1.25a)
EII :=
1
2
(
u2z − u
4 + u2
)
, (1.25b)
EIII :=
1
2u2
(
u2z − γu
4 + δ
)
, (1.25c)
EIV :=
1
2u
(
u2z − u
4 − 4u3 − 4u2
)
, (1.25d)
EV :=
1
2u (u− 1)2
(
u2z + 2 δu
2
)
. (1.25e)
The Hamiltonians can be rewritten as
u2z =: PJ(u;EJ), (1.26)
for J = I, . . .V, and we define the corresponding functionalsω(J)k , ω˜
(J)
k by
ω
(J)
k =
∮
Ck
du√
PJ(u;EJ)
=
d
dEJ
ω˜
(J)
k , (1.27)
on the corresponding Riemann surface for u ∈ C, where Ck, k = 1, 2 are independent
closed contours enclosing a pair of roots of PJ. The leading-order behaviour of each equation
PJ, in the limit that the independent variable tends to infinity in the complex plane, is
given by an elliptic function with periods given by {ω(J)1 ,ω
(J)
2 }. For each J = I, . . . ,V, the
Picard-Fuchs equations for these elliptic integrals take the following form:
d2ω˜
(J)
k
dE2J
= FJ(EJ)ω˜
(J)
k , (1.28)
where k = 1, 2. The coefficients FJ are given by
FI(E) = −
15
4
1
(27E2 − 2)
,
FII(E) = −
3
2
1
E (8E− 1)
,
FIII(E) = −
1
4
1
(E2 + δγ)
,
FIV(E) = −
6
E (27E− 16)
,
FV(E) = −
1
E (4E+ δ)
.
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For sufficiently largeΦ there existΩi such that
EJ(Φ+Ω
(J)
i ) − EJ(Φ) = −
ω˜
(J)
i
Φ
+
ω
(J)
i ω˜
(J)
i
Φ2
+O
(
1
Φ3
)
, (1.29)
where i = 1, 2. Moreover, EJ is bounded along a ray going to infinity with a fixed angle.
Furthermore, the approximate-periods, that is, distances to the next repeated initial value
in the directions of the two local periods,Ω(J)i , are given by
Ω
(J)
i = ω
(J)
i −
1
Φ
ω˜
(J)
i ω
(J)
i
′
2
−
ω
(J)
i
′
Φ
GJ(u(Φ)) +O(1/Φ2), (1.30)
where ′ = ddEJ , and
GI(u(z)) = −
4
15uz
(6u4 − 9u2 − 6Eu+ 2),
GII(u(z)) = αu−
u5 − 2u3 + (1− 2E)u
3uz
,
GIII(u(z)) =
αu2 − β
u
−
γu4 + δ
uuz
,
GIV(u(z)) = −αu−
3u4 + 18u3 + 32u2 + (16− 3E)u
6uz
,
GV(u(z)) = −
γ
2
u+ 1
u− 1
+ δ
u(u+ 1)
uz(u− 1)
.
We note here that the regular singular points of the Picard-Fuchs equations
coincide with the degenerate points of the elliptic functions.
The proof of this theorem concerning PIII, PIV, and PV can be found in Chapter
2, for PI and PII see [44].
Theorem 2.1 (d-PI): Let φ, a, p be admissible initial conditions and assume u(n) is a
solution of d-PI, (1.5), satisfying u(φ) = a, u(φ + 1) = p. The invariant EdI is defined
by:
EdI := u
2u+ uu2 − αu− αu. (1.31)
For sufficiently large η, u takes the asymptotic expansion u = U + s, where U is the
asymptotic leading order behaviour and s encompasses the small perturbation terms. Then
there existΩ(dI)i such that ∆Ω(dI)i
E := EdI(φ+Ω
(dI)
i ) − EdI(φ) take the following form:
∆
Ω
(dI)
i
E =
αω
η2
(U(φ+ 1) +U(φ)) +
γ(−1)η
2+φ
η2
(U(φ+ 1) −U(φ))
(
eipiω − 1
)
−
α
η2
φ+Ω∑
k=φ+1
(Uk+1 +Uk) +O
(
1
η3
)
. (1.32)
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Furthermore, the appriximate-periodsΩ(dI)i are given by:
Ω
(dI)
i = ω
(dI)
i −
s(dI)(φ+ω)
U ′(φ)
+ o(s), (1.33)
where ′ = ddn , and
s(dI) ∼
δ
η
Fm
m−1∑
k=φ
(
Uk+1Uk −U(φ)U(φ+ 1)
Fk+1Fk
)
as |η|→∞. (1.34)
Theorem 2.2 (q-PI): Let φ, a, p be admissible initial conditions and assume u(n) is a
solution of q-PI, (1.6), satisfying u(φ) = a, u(φ+1) = p. The invariant EqI is defined by:
EqI :=
u2u2 + u+ u
uu
. (1.35)
For sufficiently large η, u takes the asymptotic expansion u = U + s, where U is the
asymptotic leading order behaviour and s encompasses the small perturbation terms. Then
there existΩ(qI)i such that ∆Ω(qI)i
E := EqI(φ+Ω
(qI)
i ) − EqI(φ) take the following form:
∆
Ω
(qI)
i
E =
ζ0
eη
 ω
ηUφ+1Uφ
+
1
η
φ+Ω−1∑
k=φ+1
1
Uk+1Uk
+O
(
1
η2
) . (1.36)
Furthermore, the approximate-periodsΩ(qI)i are given by:
Ω
(qI)
i = ω
(qI)
i −
s(qI)(φ+ωi)
U ′(φ)
+ o(s), (1.37)
where ′ = ddn , and
s(qI) ∼ Fm
ζ0
eη
m−1∑
k=φ
1
Fk+1Fk
(
1−
Uk+1Uk
Uφ+1Uφ
)
as |η|→∞. (1.38)
Theorem 2.3 (q-PIII): Let φ, a, p be admissible initial conditions and assume u(n) is a
solution of q-PIII, (1.8), satisfying u(φ) = a, u(φ+ 1) = p. The invariant EqIII is defined
by:
EqIII :=
u2u2 − (γ+ δ)uu (u+ u) + γδ
(
u2 + u2
)
− (α+ β)γδ (u+ u) + αβγδ
uu
.
(1.39)
For sufficiently large η, u takes the asymptotic expansion u = U + s, where U is the
asymptotic leading order behaviour and s encompasses the small perturbation terms. Then
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there exist Ω(qIII)i such that ∆Ω(qIII)i
E := EqIII(φ + Ω
(qIII)
i ) − EqIII(φ) take the following
form:
∆
Ω
(qIII)
i
E =
(α+ β)γδω
η
(
1
U(φ+ 1)
+
1
U(φ)
)
−
(α+ β)γδ
η
φ+Ω∑
k=φ+1
(
1
Uk+1
+
1
Uk
)
−
2αβγδ
η
ω
U(φ+ 1)U(φ)
+
2αβγδ
η
φ+Ω∑
k=φ
1
Uk+1Uk
+O
(
1
η2
)
. (1.40)
Furthermore, the approximate-periodsΩ(qIII)i are given by:
Ω
(qIII)
i = ω
(qIII)
i −
s(qIII)(φ+ωi)
U ′(φ)
+ o(s), (1.41)
where ′ = ddn , and
s(qIII) ∼ F(m)
m−1∑
l=φ
E1Ul+1Ul
Fl+1Fl
−
2αβγδ
3η
3l+ 4
Fl+1Fl
+
2αβγδ
η
Ul+1Ul
Fl+1Fl
l∑
k=φ
1
Uk+1Uk
(1.42)
+
(α+ β)γδ
3η
(3l+ 4)(Ul+1 +Ul)
Fl+1Fl
−
(α+ β)γδ
η
Ul+1Ul
Fl+1Fl
l∑
k=φ
(
1
Uk+1
+
1
Uk
)+O( 1
η2
)
,
as |η|→∞.
If β = −α and δ = −γ, then Equation (1.39) is degenerate at E0 = ±2γ(α+γ),±2γ(α−
γ), and E → ∞. The Picard-Fuchs equation for ω(qIII)i is obtained from the following
equation for w:
wEE +
(
4E(E2 − 4a2γ2 − 4γ4)
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
−
1
E
)
wE (1.43)
+
E2
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
w = 0,
whereω = w
k1/2
, and k = k(E0). For more details see Section 4.2.
Theorem 2.1 is proved in Chapter 3, proofs of Theorems 2.2 and 2.3 can be
found in Chapter 4.
One of the main differences of the continuous and the discrete cases is that for
the continuous equation, all of the analysis is performed in the independent vari-
able z, and it is in z the small parameter  is realised. However in the discrete cases,
we choose to introduce a large parameter η (using n = η2 +m) due to the nature
of difference calculus. Nevertheless, one can conclude qualitatively the evolution
of the invariant is proportional to 1ξ (where ξ = ξ0q
n), one property that is shared
between the continuous and the discrete Painleve´ equations.
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1.7. Outline of the thesis
In Chapter 2, the asymptotic analysis for the third to the fifth Painleve´ equations
is carried out. We show explicitly that the asymptotic behaviour as the independent
variable approaches infinity for each equation is given in terms of elliptic functions.
The method of averaging is then applied on the energy-like parameter, E, to show
that it varies slowly locally. The Picard-Fuchs equations are derived for the re-
lated elliptic functionals, they are then used to derive the asymptotic behaviour
around degenerate points. Using the aforementioned results the boundedness of E
is shown for PIII − PV.
In Chapter 3, we extend our methodology of complex asymptotic analysis to
additive discrete Painleve´ equations, specifically Equation (1.4), d-PI. We show
that an elliptic function is admitted as the asymptotic behaviour as the independent
variable n goes to infinity. By extending the method of averaging, we prove that
the local change of the invariant is slow varying.
In Chapter 4, we further extend our method of asymptotic analysis to multi-
plicative discrete Painleve´ equations, specifically Equation (1.6) and (1.7), q-PI and
q-PIII. We show that (1.6) and (1.7) possess elliptic functions as their asymptotic
behaviour as the independent variable goes to infinity. The evolution of the invari-
ants are again shown to be slow varying over a local period parallelogram by using
the method of averaging. 1
Finally, in Chapter 5, we draw some conclusions from our results and discuss
potential directions for future research.
1Some of the technical details are given in the Appendix.
CHAPTER 2
Continuous Painleve´ Equations
In this chapter, we carry out the study of complex asymptotic behaviours of
PIII − PV in the limit as the independent variable approaches infinity. The main
result of this chapter is Theorem 1 concerning PIII − PV. We refer the reader to Sec-
tion 1.6 for definitions of essential quantities used in the proof. These include the
energy-like quantity E, the approximate periods Ω and periods ω of the leading-
order behaviour, as well as related ideas about admissible initial values.
We show that elliptic-function-type behaviours towards infinity are admitted
by PIII, PIV, and PV. The method of averaging is used to show how the Hamiltonian
EJ of each equation PJ, J = III, IV,V, varies across a local period parallelogram of
the leading-order behaviour. Surprisingly, our results show that all the equations
PI −PV share the same modulation of E to the first two orders, up to the definitions
of the periods and the related elliptic integrals. The main result of this chapter can
be found in Chapter 1 in the form of Theorem 1.
In Section 2.1, we provide a detailed analysis of the proof for PIII. As the method
of proof is similar for each equation, Sections 2.2 and 2.3 simply outline the respec-
tive proofs for PIV and PV. Some of the technical details, such as results related to
the derivation of the Picard-Fuchs equation can be found in Appendix B.
2.1. The third Painleve´ equation
In this section we give the proof of Theorem 1 for PIII. In particular, we carry
out the averaging method for the Hamiltonian EIII, find the Picard-Fuchs equations
for the related elliptic integrals, and deduce the asymptotic expansion of Ω(III)i .
The preceding results are then combined to prove the boundedness of EIII. For
simplicity, we drop the label J = III in this section.
We recall that PIII takes the following form:
PIII : uzz =
u2z
u
+
δ
u
+ γu3 +
αu2 + β
z
−
uz
z
. (2.1)
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In the limit |z|→∞, the above equation has the following autonomous asymptotic
relation:
uzz ∼
u2z
u
+
δ
u
+ γu3, (2.2)
this relation describes the leading order behaviour of PIII. This provides us an
asymptotic expansion: u = U+s as |z|→∞, whereU is the leading order behaviour
and satisfies the following equation:
Uzz =
U2z
U
+
δ
U
+ γU3, (2.3)
and s encompasses the small perturbation terms and satisfies the following equa-
tion:
szz =
2Uzsz + s
2
z
U
+
[
U2z + 2Uzsz + s
2
z + δ
] ∞∑
n=1
(−s)n
Un+1
+γ
(
3U2s+ 3Us2 + s3
)
+
α(U+ s)2 − (Uz + sz) + β
z
.
Equation (2.3) is solved by elliptic functions, and can be integrated once to give an
integration constant, E0. Motivated by this, we define the energy-like parameter E
called the Hamiltonian for PIII below.
Lemma 2.1.1: The Hamiltonian of (2.1) is defined as:
E :=
1
2u2
(
u2z − γu
4 + δ
)
, (2.4)
and E is constant to leading order.
Proof. By using the integration factor uz
u2
, we can integrate (2.1) once to define the
Hamiltonian, where the correction term is:
Ez =
uz
u2
(
αu2 + β
z
−
uz
z
)
. (2.5)

A technical issue arises for PIII because it contains explicit terms in the first
derivative uz. The next Lemma provides a change of variable which removes such
terms from PIII.
Lemma 2.1.2: Let u(Φ) = a, u ′(Φ) = p, where Φ, a, and p are admissible initial
conditions, then the transformation u = ev is invertible in a neighbourhood of Φ
and transforms PIII to the differential equation:
vzz = γe
2v + δe−2v −
vz
z
+
αev + βe−v
z
. (2.6)
20 Chapter 2. Continuous Painleve´ Equations
In the limit |z|→∞, this becomes
vzz ∼ γe
2v + δe−2v.
Proof. In Equation (2.1), the first and the second derivative terms suggest the fol-
lowing:
vzz = fIII(u)
(
uzz −
u2z
u
)
, (2.7)
in this way, we cooperate the first derivative terms into the second derivative terms.
The coefficients in front of u2z suggest that fIII(u) =
1
u . Hence the above equation
can be solved and gives:
u = ev.
The rest of the proof follows by substitution into PIII. 
We remark here that we could also perform this transformation at the step of
calculating the averaging, E(Φ+Ωi)−E(Φ), however applying this transformation
at the beginning of the analysis (in the manner above) makes consistency manifest.
Integrating Equation (2.6) once leads to
v2z = γe
2v − δe−2v + 2E, (2.8)
where E is the same as in (2.4) (after transformation). The initial conditions in this
new variable are v(Φ) = lna := b and v ′(Φ) = pa := q.
Lemma 2.1.3: For admissible initial values, the solution v of Equation (2.6) has the
asymptotic expansion V + v^, where v^ V in an admissible domain. This allows us
to decouple Equation (2.8). Furthermore, in the admissible region, V , V ′, and V ′′
are of order unity; and v^, v^ ′, and v^ ′′ are of order 1z .
Proof. Equation (2.4) can be solved asymptotically by the Jacobi sn function in the
limit |z|→∞:
u ∼ U = α sn(ξ), as |z|→∞ (2.9)
where ξ = βz, α4 = −δk
2
γ , β
2 = γα
2
k2
, and k, the modulus, satisfies
2Ek±
√
−δγ (1+ k2) = 0. (2.10)
This implies that the leading behaviour of u isO(1). We note that degenerate cases
occur at E2 = −δγ and as E → ∞. In these cases, the doubly periodic leading be-
haviour becomes singly periodic or constant with the leading behaviour still being
of order unity. From the transformation u = ev, we can conclude that the leading
behaviour of v is also of order unity. Thus we can make the asymptotic expansion
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v = V+ v^, where v^ V as |z|→∞. Substituting this decomposition into (2.8) turns
the equation into two conditions at order unity and 1z respectively:
V ′′ = γe2V + δe−2V , (2.11a)
v^ ′′ = γe2V
∞∑
n=1
(2v^)n
n!
+
δ
e2V
∞∑
n=1
(−2v^)n
n!
−
V ′ + v^ ′
z
+
αeV+v^ + βe−V−v^
z
, (2.11b)
= 2v^(γe2V − δe−2V) −
V ′
z
+
αeV + βe−V
z
+ 2v^2(γe2V + δe−2V) −
v^ ′
z
+ v^
αeV − βe−V
z
+O(z−3).
We note that the admissibility condition allows the v^ ′′ equation to be bounded. The
initial values require
V(Φ) = b, V ′(Φ) = q, v^(Φ) = 0, v^ ′(Φ) = 0.
Equations (2.11) are equivalent to (2.6) in the limit |z| → ∞. Equation (2.11a) tells
us that V ′′ has the same order as V . A dominant balance analysis on each leading
order term in (2.11b) tells us that v^ = O(1/z); v^ ′ and v^ ′′ are of the same order as v^,
and moreover that V ′ is of the same order as V . 
Using equation (2.11a), we define two integrals,
ω˜i =
∮
Γi
√
γe2V + 2E0 − δe−2V dV, and (2.12)
ωi =
∮
Γi
1√
γe2V + 2E0 − δe−2V
dV, (2.13)
where E0 is the integration constant, i = 1, 2. These integrals are equivalent to
the functionals defined in (1.27) in the sense that reverting back to the variable U
gives (1.27) again. We recall that the linearly independent contours to be taken are
depicted in Fig. 1.1.
We now move onto the averaging of EIII defined by ∆E := E(Φ +Ωi) − E(Φ),
i = 1, 2, is calculated, where
E =
1
2
(
v2z − γe
2v + δe−2v
)
,
and the subscript iwill be dropped hereafter for conciseness.
Proposition 2.1.4: The change of the Hamiltonian of PIII is,
E(Φ+Ω) − E(Φ) = −
ω˜
Φ
+
ωω˜
Φ2
+O(1/Φ3),
where ω˜, andω are defined by (2.12), and (2.13).
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Proof. Our task is to evaluate
E(Φ+Ω) − E(Φ) =
1
2
(
v2z(Φ+Ω) − v
2
z(Φ)
)
. (2.14)
In order to find vz(Φ+Ω), we first use a Taylor expansion on v(z) around Φ+ω,
v(z) = v(Φ+ω) + (z−Φ−ω)v ′(Φ+ω) +
(z−Φ−ω)2
2!
v ′′(Φ+ω)
+O
(
(z−Φ−ω)3
)
, (2.15)
where ′ = dd z . Setting z = Φ + Ω and using the expansion from Lemma 2.1.3,
v = V + v^, we obtain
v(Φ+Ω) =
(
V + v^+ (Ω−ω)(V ′ + v^ ′) +
(Ω−ω)2
2
(V ′′ + v^ ′′)
)∣∣∣∣
z=Φ+ω
+O
(
(Ω−ω)3
)
.
We remark here that we expectΩ to be close toω – this is shown below in Lemma
2.16. We solve the above equation forΩ−ω,
Ω−ω =
(
−
v^
V ′
+
v^v^ ′
(V ′)2
−
V ′′v^2
2(V ′)3
)∣∣∣∣
z=Φ+ω
+O((Ω−ω)3). (2.16)
Lemma 2.1.3 tells us that Ω − ω is of order v^, or equivalently 1z . Using (2.16) and
performing the analogous expansion on vz, we obtain
v2z(Φ+Ω) =
(
(V ′)2 + 2(V ′v^ ′ − V ′′v^) + (v^ ′)2 − 2v^v^ ′′ +
V ′′′v^2
V ′
)∣∣∣∣
z=Φ+ω
+O
(
1
z3
)
,
where V ′′′ = 2V ′(γe2V − δe−2V). Therefore the expression (2.14) becomes
∆E =
(
(V ′v^ ′ − V ′′v^) +
1
2
(v^ ′)2 − v^v^ ′′ + (γe2V − δe−2V)v^2
)∣∣∣∣
z=Φ+ω
+O
(
1
z3
)
. (2.17)
The goal is to rewrite (2.17) such that the leading order depends only on V and its
derivatives. Notice that v^ and v^ ′ vanish at z = Φ, hence we can rewrite (2.17) as
∆E =
[
αeV − βe−V
z
]Φ+ω
Φ
+
∫Φ+ω
Φ
−
(V ′)2
z
−
V ′v^ ′ − V ′′v^
z
+
αeV − βe−V
z2
+O
(
1
z3
)
dz.
(2.18)
Now, using (2.11a), we find
V ′v^ ′ − V ′′v^
z
=
αeV − βe−V
z2
−
αeV(Φ) − βe−V(Φ)
Φz
+
1
z
∫ z
Φ
−
(V ′)2
z
dz+O
(
1
z3
)
.
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Using this, we obtain
∆E =
[
αeV − βe−V
z
+
αeV(Φ) − βe−V(Φ)
Φ
ln z
]Φ+ω
Φ
+
∫Φ+ω
Φ
−
(V ′)2
z
+
1
z
∫ z
Φ
(V ′)2
z
dz+O
(
1
z3
)
dz.
The expansion of 1z around Φ is:
1
z
=
1
Φ+ z−Φ
=
∞∑
n=0
[−(z−Φ)]n+1
Φn
=
1
Φ
−
z−Φ
Φ2
+
(z−Φ)2
Φ3
+O(1/Φ4),
together the above expressions yield the result
E(Φ+Ω) − E(Φ) = −
ω˜
Φ
+
ωω˜
Φ2
+O(1/Φ3),
using integration by parts. 
Corollary 2.1.5: The Hamiltonian, E, varies slowly and only depends on the initial
pointΦ.
We now derive the Picard-Fuchs equation satisfied by ω˜. The Picard-Fuchs
equation allows us to expand ω˜ in E around its regular singular points (see Appen-
dix B.3). This in turn allows us to derive the radial equation for E, and to thereby
establish that E is bounded.
Lemma 2.1.6: The elliptic functional (2.12) satisfies the following second-order dif-
ferential equation,
4(E2 + δγ)
d2ω˜
dE2
+ ω˜ = 0.
Proof. Integrating (2.12), ω˜, by parts yields the alternative form (see Appendix
B.1):
ω˜ = 2E0ω˜
′ − 2δΨ, (2.19)
where ′ = ddE0 , and
Ψ :=
∮
1
eV
√
γe4V + 2E0e2V − δ
dV,
and a further computation will show that (see Appendix B.1)
Ψ = 2γω˜ ′′ + 2E0Ψ ′. (2.20)
Combining (2.19) and (2.20) to eliminate Ψ and its derivative leads to the following
second-order differential equation satisfied by ω˜:
4(E20 + δγ)ω˜
′′ + ω˜ = 0. (2.21)
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By analytically continuing this equation, we arrive at the desired result. 
Remark 2.1.7: The singularities of the above equation occur where the elliptic func-
tion U becomes degenerate.
Lemma 2.1.8: Ω has the following expansion,
Ω = ω−
ω˜ω ′
2Φ
−
ω ′
Φ
[
αu2(Φ) − β
u(Φ)
−
γu4(Φ) + δ
u(Φ)uz(Φ)
]
+O(1/Φ2),
where ′ = ddE0 .
Proof. Equation (2.16) can be understood as an expansion of Ω in v in which the
leading order term is simply ω. For explicit calculation for the next order term see
Appendix B.2. 
Before we prove that EIII is bounded along a ray with fixed angle, we first show
that E may not be an analytic function in z. We follow the same logic produced
by [44] where non-analyticity was shown for PI an PII. By inspecting the form of
(2.14), E varies very slowly thus the variation is only significant over large z. The
distance of a period is relatively small. Hence, the ratio ∆EjΩj can be considered as a
derivative of the averaged function, and this quantity is clearly not unique because
the factor ω˜jωj is different for j = 1, 2, this shows that EIII is not an analytic function.
We also expect that the governing equation for E to be the same as that for PI and
PII to leading order, since EI − EV possess the same leading behaviour up to ω˜ and
ω.
Proposition 2.1.9: E is bounded on a path to infinity at any fixed angle.
Proof. E has the following Taylor expansion aroundΦ,
E(z) = E+ (z−Φ)Ez + (z− Φ¯)Ez
+
1
2
[
(z−Φ)2Ezz + (z−Φ)(z−Φ)Ezz + (z−Φ)
2Ezz
]
+ · · · ,
evaluating at (Φ+Ωj, Φ+Ωj), where j = 1, 2, gives us
E(Φ+Ωj) =
(
E(Φ) +ΩjEz +ΩjEz
+
1
2
[
Ω2jEzz +ΩjΩjEzz +Ω
2
jEzz
]
+O
(
1
z2
))∣∣∣∣
(z,z)=(Φ+Ωj,Φ+Ωj)
.
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ExpandΩ by using Lemma 2.1.8, and together with Proposition 2.14, we have
E(Φ+Ωj) − E(Φ) = ωjEz +ωjEz +
1
2
[
ω2jEzz +ωjωjEzz +ω
2
jEzz
]
+O
(
1
z2
)
= −
ω˜j
Φ
+
ωj ω˜j
Φ2
+O
(
1
Φ3
)
,
⇒ ωjEz +ωjEz = −ω˜j
z
+O
(
1
z2
)
, j = 1, 2. (2.22)
Converting (2.22) to polar coordinates z = reiθ, then applying t = ln r gives us the
governing equation for E:
Et =
e−2iθκ− Y
YE
+O(e−t), (2.23)
where
κ := ω˜1ω2 −ω1ω˜2,
Y := ω˜1ω2 −ω1ω˜2,
YE := ω1ω2 −ω1ω2.
Using results from Appendix B.3, we obtain
Et = −2E+ 2
e−2iθ|E|+ E
ln
(
8|E|
|µ|1/2
) +O( 1
E
,
1
E ln |E|
)
,
for |E|  1,where µ = −γδ. This proves that E is bounded on a ray to infinity at
any fixed angle. 
Combining the above lemmas and propositions, and transforming into uwhere
appropriate proves the part of Theorem 1 concerning PIII.
2.2. The fourth Painleve´ equation
In this section we follow a similar argument from Section 2.1 for the fourth
Painleve´ equation. We state the lemmas and sketch some of the proofs. The des-
ignation J = IV and the subscript i will be dropped for conciseness. We recall that
PIV takes the following form:
PIV : uzz =
u2z
2u
+ 2u+ 4u2 +
3
2
u3 −
αu
z
−
uz
z
+
β
4 z2 u
+
u
8 z2
. (2.24)
The transformation which converts the standard PIV into the above form can be
found in Appendix A.3. In the limit |z|→∞, the above equation has the following
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autonomous asymptotic relation:
uzz ∼
u2z
2u
+ 2u+ 4u2 +
3
2
u3, (2.25)
which can be satisfied by elliptic functions. This provides us an asymptotic expan-
sion: u = U+ s as |z|→∞, where U satisfies the following equation:
Uzz =
U2z
2U
+ 2U+ 4U2 +
3
2
U3. (2.26)
This equation can be integrated once to give an integration constant, E0. Motivated
by this, we define the energy-like parameter E called the Hamiltonian for PIV below.
Lemma 2.2.1: The Hamiltonian of (2.24) is defined as
E :=
1
2u
(
u2z − u
4 − 4u3 − 4u2
)
, (2.27)
and E is constant to leading order.
Proof. By using the integration factor uzu , (2.24) can be integrated once to produce
the Hamiltonian, where the correction term is
Ez =
uz
u2
(
−
αu
z
−
uz
z
+
β
4 z2 u
+
u
8 z2
)
. (2.28)

Lemma 2.2.2: Let u(Φ) = a, u ′(Φ) = p, where Φ, a, and p are admissible initial
conditions, then the transformation u = 14v
2 is invertible in a neighbourhood of Φ
and converts PIV into the differential equation:
vzz =
3
64
v5 +
v3
2
+ v−
vz
z
−
αv
2z
+
2β
z2v3
+
v
16z2
, (2.29)
which has the following asymptotic behaviour
vzz ∼
3
64
v5 +
v3
2
+ v as |z|→∞.
Proof. One of the ways to eliminate the dependence of the first derivative term in
Equation (2.24) is by introducing a new dependent variable v and a transformation
factor f so that the following is satisfied
vzz = fIV(u)
(
uzz −
u2z
2u
)
.
The coefficient in front of u2z allows us to postulate fIV(u) =
1
u1/2
. This yields the
transformation:
u =
1
4
v2 i.e. v = 2
√
u , (2.30)
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The rest of the proof follows by substituting the transformation into PIV. 
Equation (2.29) has the corresponding transformed Hamiltonian,
EIV =
1
2
(
v2z −
v6
64
−
v4
4
− v2
)
. (2.31)
The initial conditions are now v(Φ) = b and v ′(Φ) = q.
Lemma 2.2.3: For admissible initial values, the solution v of Equation (2.29) has the
asymptotic expansion v = V + v^, where v^  V in an admissible domain. Further-
more, in the admissible region, V , V ′, and V ′′ are of order unity; and v^, v^ ′, and v^ ′′
are of order 1z .
Proof. The asymptotic behaviour of (2.27) is given by a Weierstrass elliptic-℘ func-
tion:
u ∼ U =
E0
2
(
℘− 13
) , as |z|→∞, (2.32)
where g2 = 43 − 2E0, and g3 = −
1
4E
2
0 +
2
3E0 −
8
27 , from which one can conclude that
V is of order unity. The degenerate cases occur at E = 0, 1627 , and∞. The expansion
v = V + v^with the assumption v^ V decouples equation (2.29) into:
Vzz =
3
64
V5 +
1
2
V3 + V, (2.33)
v^zz = v^
(
15
64
V4 +
3
2
V2 + 1
)
−
2Vz + αV
2z
+v^2
(
15
32
V3 +
3
2
V
)
−
2v^z + αv^
2z
+
V
16z2
+
2β
z2V3
+O(1/z3),
where the estimate of the asymptotic correction term is obtained in the limit |z| →∞ in an admissible domain. Notice that the initial conditions become
V(Φ) = a, V ′(Φ) = q, v^(Φ) = 0, v^ ′(Φ) = 0.
Using arguments analogous to the ones in Lemma 2.1.3, we conclude that V ′′, and
V ′ are of the same order as V = O(1). Furthermore v^, v^ ′ and v^ ′′ are all O(1/z). 
Proposition 2.2.4: The change in the Hamiltonian of PIV is
E(Φ+Ω) − E(Φ) = −
ω˜
Φ
+
ωω˜
Φ2
+O(Φ−3),
with ω˜ andω are defined as
ω˜(z) =
∮
Γ
√
V6
64
+
V4
4
+ V2 + 2E0 dV, (2.34)
ω(z) =
∮
Γ
dV√
V6
64 +
V4
4 + V
2 + 2E0
. (2.35)
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As before, the two incomplete elliptic integrals ω and ω˜ are derived from (2.33),
and are equivalent to the defintions (1.27),
Lemma 2.2.5: The elliptic functional (2.34) satisfies the following differential equa-
tion: (
9
2
E−
8
3
)
E ω˜ ′′ + ω˜ = 0.
Proof. The integral ω˜ can be expressed as:
ω˜ =
3
2
E0ω˜
′ +
1
16
Ψ,
where ′ = ddE0 , and
Ψ :=
∮
Γ
V4 + 8V2√
V6
64 +
V4
4 + V
2 + 2E0
dV,
= −
128
3
ω˜ ′ −
(
16
3
− 3E0
)
Ψ ′ −
256E0
3
ω˜ ′′.
We get the desired equation by analytically continuing the result given by combin-
ing the ω˜ and Ψ equations together while eliminating Ψ and its derivatives. 
Lemma 2.2.6: The distance to the next repeated initial value, Ω, has the following
expansion:
Ω(Φ) = ω−
ω˜ω ′
2Φ
+
ω ′
Φ
(3v7(Φ) + 72v5(Φ) + 512v3(Φ) + 64(16− 3E)v(Φ)
768vz(Φ)
(2.36)
+
αv2(Φ)
4
)
+O
(
1
Φ2
)
.
Proposition 2.2.7: E is bounded on a path to infinity at any fixed angle.
Proof. Following the arguments from Proposition 2.1.9 we arrive at the governing
equation for E in t expressed in ω˜ andω (2.23), for |E| 1, we obtain
Et = −
3
2
iE+
3a1
2a0
e−2iθ|E|2/3 +
3a21E
2/3
2a20E
1/3
+O(1), (2.37)
using results from Appendix B.3. This shows that E is bounded along a ray going
to infinity. 
Combining lemmas 2.2.2 and 2.2.7 and transforming back to uwhen appropri-
ate yields the part of Theorem 1 concerning PIV.
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2.3. The fifth Painleve´ equation
In this section, we state the lemmas and propositions needed for Theorem 1 for
the fifth Painleve´ equation with abbreviated proofs. The indices J = V and i will
remain unspecified. Recall that PV takes the following form:
PV : uzz =
(
1
2u
+
1
u− 1
)
u2z + δu
u+ 1
u− 1
−
uz
z
+γ
u
z
+
(u− 1)2
z2
(
αu+
β
u
)
. (2.38)
In the limit |z|→∞, the above equation has the following autonomous asymptotic
relation:
uzz ∼
(
1
2u
+
1
u− 1
)
u2z + δu
u+ 1
u− 1
, (2.39)
this relation implies that u has elliptic asymptotic behaviour in this limit. Follow-
ing the same argument we made for PIII and PIV, we define the following as the
Hamiltonian for PV.
Lemma 2.3.1: The Hamiltonian of (2.38) is defined as
E :=
1
2u (u− 1)2
(
u2z + 2 δu
2
)
, (2.40)
and E is constant to leading order.
Proof. By using the integration factor uz
u(u−1)2
, (2.38) can be integrated once to pro-
duce the Hamiltonian, where the correction term is
Ez =
uz
u(u− 1)2
(
−
uz
z
+ γ
u
z
+
(u− 1)2
z2
(
αu+
β
u
))
. (2.41)

Lemma 2.3.2: Let u(Φ) = a, u ′(Φ) = p, where Φ, a, and p are admissible initial
values, then the transformation u =
(
ev+1
ev−1
)2
, which is invertible in an admissible
region, transforms (2.38) to
vzz = −
δ
8e2v
(
e4v − 1
)
−
γ(e2v − 1)
4evz
−
vz
z
−
4ev
[
α(ev + 1)4 + β(ev − 1)4
]
z2 (e2v − 1)
3
. (2.42)
This has the asymptotic behaviour:
vzz ∼ −
δ
8e2v
(
e4v − 1
)
, as |z|→∞.
Proof. Following the Proofs of Lemmas 2.1.2 and 2.2.2, we solve the following
equation to incorporate the first derivative into the second derivative term,
vzz = fV(u)
(
uzz −
(
1
2u
+
1
u− 1
)
u2z
)
.
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The coefficient in front of u2z suggests that fV(u) =
1
u1/2(u−1)
. Hence we obtain the
following transformation:
u =
(
ev + 1
ev − 1
)2
i.e. v = ln
(
1−
√
u
1+
√
u
)
.
The result then follows by direct substitution. 
The Hamiltonian of PV transforms into the following form:
E =
1
2
(
v2z +
δ
8
(e2v + e−2v) −
δ
4
)
, (2.43)
in which the term δ4 needs to be added for consistency with the u-equation as
derived from integrating (2.42). The initial conditions are now v(Φ) = b and
v ′(Φ) = q 6= 0.
Lemma 2.3.3: For admissible initial values, the solution v has the decomposition
v = V + v^, where v^  V as |z| → ∞. Furthermore, in the admissible region, V , V ′,
and V ′′ are of order unity; and v^, v^ ′, and v^ ′′ are of order 1z .
Proof. The equation (2.40) has the following asymptotic behaviour:
u ∼ U =
2
E0
℘+
2E0 + δ
3E0
, as |z|→∞, (2.44)
where g2 = 13
(
E20 + 4δE0 + δ
2
)
, g3 = − 154
(
2E30 − 15δE
2
0 − 12δ
2E0 − 2δ
3
)
, from which
we can show that V = O(1). The degenerate cases occur at E = 0, −δ4 , and ∞.
From the decomposition we proposed, the equation (2.42) and the initial conditions
decouple into:
Vzz = −
δ
8
(e2V − e−2V),
v^zz = −
δ
4
(e2V − e−2V)v^−
γ
4z
(eV − e−V) −
V ′
z
−
δ
4
(e2V − e−2V)v^2
−
γeV
4z
v^(eV + e−V) −
v^ ′
z
−
4
[
α(eV + 1)4 + β(eV − 1)4
]
z2
+O(1/z3),
and
V(Φ) = a, V ′(Φ) = q, v^(Φ) = 0, v^ ′(Φ) = 0.
The method of dominant balance analysis tells us that V ′′ and V ′ are of the same
order as V , and v^ = O(1/z); v^ ′ and v^ ′′ are of the same order as v^. 
Proposition 2.3.4: The change of the Hamiltonian of PV is
E(Φ+Ω) − E(Φ) = −
ω˜
Φ
+
ωω˜
Φ2
+O(Φ−3),
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where
ω˜(z) =
∮
Γ
√
−
δ
8
(e2V + e−2V) + 2E0 +
δ
4
dV, (2.45)
ω(z) =
∮
Γ
1√
−δ8(e
2V + e−2V) + 2E0 +
δ
4
dV. (2.46)
Lemma 2.3.5: The elliptic integral (2.45) satisfies the following differential equa-
tion: (
4E2 −
δ2
16
)
d2ω˜
dE2
+ ω˜ = 0.
Lemma 2.3.6: The exact distance to the next repeated value of u(Φ) of the fifth
Painleve´ equation takes the form:
Ω(Φ) = ω−
ω˜ω ′
2Φ
−
ω ′
Φ
[
−
γ
4
(ev(Φ) + e−v(Φ)) +
δ
8
e−2v(Φ) − e2v(Φ)
vz(Φ)
]
+O(1/Φ2).
Proposition 2.3.7: E is bounded on a path to infinity at any fixed angle.
Proof. Following a similar argument from Proposition 2.1.9 we reach (2.23), to-
gether with Appendix B.3 we obtain
Et = −2E+ 2
E+ |E|e−2iθ
ln
(
64|E|
|δ|
) +O(1), (2.47)
for |E| 1, which shows that E is bounded along a ray going to infinity. 
Once again, combining the above lemmas and propositions, and converting
back to the variable u when needed yields the result stated in Theorem 1 concern-
ing PV. This concludes our proof for Theorem 1. It is surprising to find that the
equation for the modulation of EJ, that is, Equation (1.29), turns out to be identical
for PI to PV. This unexpected result suggests that the Painleve´ equations share a
fundamental asymptotic property, which has not been observed before.
CHAPTER 3
Additive Discrete Painleve´ Equations
In this chapter, we extend our methodology for asymptotic analysis to additive
discrete equations in the limit as |n|→∞. To be concrete, we focus on one example
d-PI : w+w+w =
αn+ β+ γ(−1)n
w
+ δ. (3.1)
(See Section 1.2 for the notation used here.) We assume that the equation remains
a difference equation in a local domain near infinity by scaling the independent
variable n as n = η2 +m, where |η|→∞, whilem remains bounded.
In the limit η→∞, the leading order equation is shown to be autonomous. We
integrate (actually sum) this limiting equation once to define an energy-like param-
eter, which we show is invariant in m to leading order. This analysis shows that
the leading-order asymptotic behaviour of w is given in terms of elliptic functions
with a modulus that varies slowly with respect to m. To analyse its slow varia-
tion, we use techniques that combine the method of averaging with the calculus of
differences.
The leading-order analysis is provided in Section 3.1. The next-to-leading order
term is solved in Section 3.2. In Section 3.3, we provide the proof that shows the
variation of the energy-like parameter is slow.
3.1. Leading-order analysis
In this section, we study the asymptotic behaviour of (3.1) as n goes to infinity.
The first step is to derive the transformation that peels off the controlling factor. The
invariant of d-PI in this limit is then defined. The solution is then asymptotically
expanded, and we show explicitly that Jacobi sn-function solves the leading-order
equation in this limit.
Lemma 3.1.1: In the limit |n|→∞, the transformations n = η2 +m andw = ηu as
|η|→∞ convert Equation (3.1) into the following form:
u+ u+ u−
α
u
=
δ
η
+
αm+ β+ γ(−1)η
2+m
η2 u
. (3.2)
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Proof. We usew = ησu and n = ηρ+m as an ansatz to perform a dominant balance
analysis where η andm satisfy the condition given at the beginning of this Chapter.
We also assume that u and its iterations are of order unity. The analysis tells us that
in order to have a non-singular transformation, the condition ρ = 2σ has to be met.
Without loss of generality, we choose σ to be 1. The resulting equation follows by
direct substitution. 
We recall that the initial values are taken to be u(φ) = a and u(φ + 1) = p,
where p 6= 0, see Definition 1.6.4.
In the limit that |η|→∞, the above equation has the following asymptotic limit:
u ∼ −u− u+
α
u
. (3.3)
which describes the leading order behaviour. This gives us the asymptotic expan-
sion: u = U+s, where s U as |η|→∞, andU satisfies the following autonomous
equation:
U = −U−U+
α
U
. (3.4)
This can be integrated once into
E0 = U
2U+UU2 − αU− αU, (3.5)
where E0 is the integration constant. We note here that the computational way to
find the first integral, especially when the integration factor is hard to detect, is by
rearranging the limiting autonomous equation into the QRT form, i.e. expression
(1.23). This way one can solve for the matrices which define the QRT mappings,
in turn these produce the invariant. Motivated by this, we define the energy-like
quantity, which is called the invariant in the following lemma.
Lemma 3.1.2: The invariant of (3.2) is defined as:
E = u2u+ uu2 − αu− αu, (3.6)
and E represents the integration constant plus the integral of the small terms, and
it is constant to leading order.
Proof. Equation (3.2) can be summed once into Equation (3.6) by using the integra-
tion factor u (u− u):
u (u− u)
(
u+ u+ u−
α
u
)
= u (u− u)
(
δ
η
+
αm+ β+ γ(−1)η
2+m
η2 u
)
, (3.7)
the left hand side can be written as an exact difference and the right hand side can
be written as an exact difference plus a definite summation which we define as E. E
is constant to leading order is shown by summing the hand right side of (3.7). 
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Remark 3.1.3: Expression (3.6) is in general of genus 1 curve having three singular
points at E0 = 0 and = ± 4α3/23√3 . These singular points are where the curve becomes
degenerate (genus 0), that is, the function which parametrises the curve is singly
periodic or constant. The number of singular points can be reduced to 2 if we use
the identification ζ1/2 = E. In this case ζ = 0 and ζ = 1627α
3 are the singular points.
The following corollary is a direct consequence from the proof of the previous
lemma.
Corollary 3.1.4: The correction term for E is:
E(m+ 1) − E(m) = u(u− u)
(
δ
η
+
αm+ β+ γ(−1)η
2+m
η2 u
)
. (3.8)
The above equation then implies that E also possesses the following form:
E = Ec +
δ
η
uu+
α
η2
(u+ u)(m+ 1) +
β
η2
(u+ u) (3.9)
+
γ(−1)η
2
η2
(u− u)(−1)m −
α
η2
m∑
k=φ
(uk+1 + uk),
where Ec represents the integration constant (of all orders).
Lemma 3.1.5: For admissible initial conditions, the asymptotic expansion u = U+
s, where U satisfies the leading order equation (3.4), and s U as |η|→∞, decou-
ples (3.2) into the following equations:
U+U+U =
α
U
, (3.10)
s+ s+ s =
δ
η
+ α
∞∑
n=1
(−s)n
Un+1
+
αm+ β+ γ(−1)η
2+m
η2
∞∑
n=0
(−s)n
Un+1
, (3.11)
Furthermore U, U, U are of order unity, and s, s, and s are of order 1η .
Proof. Equations (3.10) and (3.11) result from direct substitution and equating the
same order terms of the asymptotic expansion. ThatU and its iterations are of order
unity is assumed in Lemma 3.1.1. Consistency manifests by showing that Equation
(3.10) is solved by a linear fractional of Jacobi sn-functions which we prove ex-
plicitly in Lemma 3.1.7 below. The admissible initial conditions allows (3.11) to be
bounded.
The method of dominant analysis is used on Equation (3.11) to find the order
of s and its iterations. One can show that if s is bigger than order of 1η , then the
resulting equation makes s and its iterations of order unity, which contradicts our
assumption. On the other hand, if s and its iterations are smaller than order of 1η ,
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then we have 0 = δη which is a contradiction since δ is not equal to 0 in general.
This tells us s and its iterations are of the same order as 1η . 
Corollary 3.1.6: Using the asymptotic expansion from Lemma 3.1.5, the initial con-
ditions satisfy the following conditions:U(φ) = as(φ) = 0 ,
U(φ+ 1) = ps(φ+ 1) = 0 . (3.12)
Lemma 3.1.7: Equation (3.10) is solved by a linear fractional of Jacobi sn-functions.
Proof. Equation (3.10) has the following first integral:
E0 = U
2U+UU2 − αU− αU, (3.13)
where E0 is the integration constant. The transformations U = δγx+βγx+1 and U =
δγy+β
γy+1 with β, γ, and δ satisfying [69]:
δ =
β3 − 3αβ− 2E0
α− 3β2
,
γ4 =
(α− 3β2)3
β6 − 17αβ4 + 8E0β3 + 43α2β2 + 40E0αβ+ 16E
2
0 − 3α
3
,
β satisfies β6 − 5αβ4 − 10E0β3 − 5α2β2 − 2E0αβ+ α3 − 2E20 = 0,
transforms (3.13) into the canonical form:
x2y2 + c(x2 + y2) + 2dxy+ 1 = 0, (3.14)
where
c = −
γ2(β4 + 2αβ2 + 4E0β+ α
2)
(α− 3β2)
2
,
d = 2c.
The curve (3.14) is parametrised by
x = k
1/2
j sn(z, kj), (3.15)
y = k
1/2
j sn(z+ ρj, kj), (3.16)
where and j = 1, 2,
k+
1
k
=
3c2 − 1
c
, (3.17)
and sn2(ρ) = − 1ck . The relationship between z andm is
z = ρm,
z+ ρ = ρ(m+ 1).
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
We remark that the above lemma can be considered as an analytic continuation
of U. It is rare to be able to solve for the coefficients β, γ, and δ exactly. Nonethe-
less we can still find some crucial information about U, especially the differential
equation it satisfies, which leads to the definition of period integrals (as in the con-
tinuous setting).
Lemma 3.1.8: U satisfies the following differential equation with respect to z:
U2z = c0
(
U4 + 2αU2 + 4E0U+ α
2
)
, (3.18)
where
c0 =
(kγ2 − 1)(γ2 − k)
γ2(β− δ)2
. (3.19)
Proof. The function x in the proof of Lemma 3.1.7 satisfies the following differential
equation with respect to z:
x2z = (x
2 − k)(kx2 − 1). (3.20)
The reverse transformation, x = − U−β
γ(U−δ) , yields the differential equation that U
satisfies in the Lemma. 
By using (3.18), the periods can be defined as:
ωj :=
∮
Cj
dU
√
c0
√
(U4 + 2αU2 + 4E0U+ α2)
, (3.21)
where j = 1, 2 and Cj are two linearly independent contours. The location of the
branch points of (3.21) is dependent on E0, and have the following limits when
approaching a degenerate point:
{u1, u2, u3, u4}→ {−i√α , i√α ,−i√α , i√α } , as |E|→ 0, and (3.22a)
{u1, u2, u3, u4}→
{
√
α
1− 2
√
2 i√
3
,
√
α
1+ 2
√
2 i√
3
,−
√
α√
3
,−
√
α√
3
}
, as |ζ|→ 16α3
27
.
(3.22b)
The figure below shows the evolution path of the branch points with respect to ζ.
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u1
u2
u3
u4
2
2
4
-2
-4 -2 4-2/√3
(ζ=0)
(ζ=0)
(ζ=16α3/27)
FIGURE 3.1. Evolution paths of the branch points of (3.21) at α = 4.
Remark 3.1.9: From (3.13) we can solve for U:
U =
α−U2 ±
√
U4 + 2αU2 + 4 E0U+ α2
2U
. (3.23)
These expressions are also the solutions ofU since the expression for E0 is the same
for (U,U) and (U,U). The way to distinguish U and U is by the sign they possess
in front of the discriminant. The sign is determined by:
U(U−U) = 2UU+U2 − α. (3.24)
3.2. Next-to-leading order analysis
In this section we solve for s to leading order i.e. we determine the next-to-
leading order term in u.
Lemma 3.2.1: Suppose that sl is the leading order behaviour of s, where sl solves
the asymptotic relation given by (3.11) as |η|→∞, then
sl(m) =
δ
η
Fm
m−1∑
k=φ
Uk+1Uk −U(φ)U(φ+ 1)
Fk+1Fk
, (3.25)
where sl(φ) := 0.
Proof. We use two forms of E, one from Lemma 3.1.2, the other from Corollary
3.1.4. The asymptotic expansion from Lemma 3.1.5 is then used to expand (3.6)
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and (3.9). Assuming that sl represents the leading-order behaviour of s, equating
the order of 1η terms give us the following equation:
sl
(
2UU+U2 − α
)
+ sl
(
U
2
+ 2UU− α
)
=
δ
η
UU+ E1, (3.26)
where E1 is the integration constant of size 1η . E1 is made explicit by applying the
initial conditions (3.12) on (3.26):
E1 = −
δ
η
U(φ+ 1)U(φ). (3.27)
Then the following can be observed :
2UU+U2 − α = UU+U(U+U− α/U) = UU−UU, (3.28)
U
2
+ 2UU− α = UU+U(U+U− α/U) = −UU+UU, (3.29)
we have used (3.10) on (3.28) and a forward iteration of (3.10) on (3.29). Hence
Equation (3.26) can be written as:
sF− sF =
δ
η
(
UU−U(φ)U(φ+ 1)
)
, (3.30)
where
F := UU−UU.
Dividing both sides of (3.30) by F F and summing it gives us the result, where the
integration constant turns out to be zero. For sl to be well-defined, F cannot equal
to zero. 
Corollary 3.2.2: F can be expressed in terms of U only:
F = UU−UU = ±
√
U4 + 2αU2 + 4 E0U+ α2 . (3.31)
Proof. This is a direct consequence of Remark 3.1.9. 
We note here that F, its iterations, and each component of sl are periodic, al-
though sl itself is not, c.f. [43].
3.3. Evolution of the invariant
In this section, we prove that the local change of the invariant across an approximate-
period is small. First we lay out a few lemmas that facilitates the technical part of
the proof including the explicit expansion ofΩdI.
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Lemma 3.3.1: Suppose s(m) = λ G(m)
∑m−1
k=φ R(k), where λ is independent of m,
and G is periodic inω, then
s(m+ω+ 1) − s(m+ω)
G(m+ω+ 1)
G(m+ω)
= λG(m+ 1)R(m+ω). (3.32)
Proof. This can be shown by direct expansion of the sum s(m). 
Lemma 3.3.2: The expression u(φ+Ω+ 1) has the following expansion:
u(φ+Ω+ 1) = U(φ+ 1) + λG(φ+ 1)R(φ+ω) +O
(
1
η2
)
,
where u satisfies the asymptotic expansion from Lemma 3.1.5. Furthermore, Ω is
of the following form:
Ω = ω+
(
−
s
U ′
+
ss ′
(U ′)2
−
s2U ′′
2(U ′)3
)∣∣∣∣
n=φ+ω
+O(η−3). (3.33)
Proof. In order to evaluate u(φ+Ω+ 1), we employ a similar approach as the one
used in the continuous cases which derived the expansion of u ′(φ +Ω). We start
by taking the Taylor expansion of u(n) at n = φ+ω, then we evaluate n at φ+Ω
and use the asymptotic expansion u = U+ s from Lemma 3.1.5:
u(φ+Ω)
= u(φ+ω) + (Ω−ω)
du
dn
(φ+ω) +
(Ω−ω)2
2
d2u
dn2
(φ+ω) +O
(
(Ω−ω)−3
)
= U(φ) + s(φ+ω) + (Ω−ω)
d
dn
(U(φ) + s(φ+ω))
+
(Ω−ω)2
2
d2
dn2
(U(φ+ω) + s(φ+ω)) +O
(
(Ω−ω)−3
)
.
Recall that u(φ+Ω) = u(φ) and we rearrange the above expansion to obtain:
Ω−ω =
(
−
s
U ′
+
ss ′
(U ′)2
−
s2U ′′
2(U ′)3
)∣∣∣∣
n=φ+ω
+O(η−3), (3.34)
where ′ = ddn . This shows that Ω − ω is of order
1
η , same as s as |η| → ∞. This
gives us the Ω expansion in the lemma. The next step is to Taylor expand u(m) at
φ +ω + 1 and evaluate at φ +Ω + 1. Then (3.34) is substituted into the resulting
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Taylor series:
u(φ+Ω+ 1)
= U(φ+ 1) + s(φ+ω+ 1) + (Ω−ω)
(
U ′(φ+ 1) + s ′(φ+ω+ 1)
)
+
(Ω−ω)2
2
(
U ′′(φ+ 1) + s ′′(φ+ω+ 1)
)
+O
(
1
η3
)
= U+ s− s
U
′
U ′
+ ss ′
U
′
(U ′)2
− s2
U ′′U ′
2(U ′)3
−
ss ′
U ′
+s2
U
′′
(U ′)2
∣∣∣∣∣
φ+ω
+O
(
1
η3
)
.
The expansion for u(φ + Ω + 1) yields after combining with the result from the
previous lemma. 
Corollary 3.3.3: In the case of d-PI, λ = δη , Gm = Fm, and R(k) =
Uk+1Uk−U(φ)U(φ+1)
Fk+1Fk
,
hence
u(φ+Ω+ 1) = U(φ+ 1) +O
(
1
η2
)
. (3.35)
Now we are in a position to evaluate the change of the invariant across an approximate-
period. In the proof below, we use (3.9) to represent E.
Proposition 3.3.4: The evolution of the invariant across an approximate-period is
E(φ+Ω) − E(φ) (3.36)
=
αω
η2
(U(φ+ 1) +U(φ)) +
γ(−1)η
2+φ
η2
(U(φ+ 1) −U(φ))
(
eipiω − 1
)
(3.37)
−
α
η2
φ+Ω∑
k=φ+1
(Uk+1 +Uk) +O
(
1
η3
)
.
Proof. The aim is to express the leading order of E(φ+Ω)−E(φ) in terms ofU and
its iterations only. Using (3.9), we have the following expression to simplify:
E(φ+Ω) − E(φ)
=
(
δ
η
uu+
α(m+ 1) + β
η2
(u+ u) +
γ(−1)η
2
η2
(−1)m (u− u)
)∣∣∣∣∣
m=φ+Ω
m=φ
−
α
η2
m+Ω∑
k=φ+1
(uk+1 + uk) +O
(
1
η3
)
.
We examine and simplify the expressions in E(φ +Ω) − E(φ) term by term. At a
glance, the leading order behaviour seems to be δη (u(φ+Ω+ 1) − u(φ+ 1))u(φ),
however Corollary 3.3.3 tells us that the part in the bracket is of order 1
η2
. Hence
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this term is now of order 1
η3
. Therefore the lowest possible order for E(φ+Ω)−E(φ)
is 1
η2
. Below we simplify the second term:
α(m+ 1) + β
η2
(u+ u)
∣∣∣∣m=φ+Ω
m=φ
=
αω
η2
(U(φ+ 1) +U(φ)) +
α(Ω−ω)
η2
(U(φ+ 1) +U(φ)) +O
(
1
η4
)
.
Below we write the third term in terms of U, its iterations andω:
(−1)η
η2
γ(−1)m (u− u)
∣∣∣∣m=φ+Ω
m=φ
=
(−1)η
η2
(
(−1)φ+Ω(U(φ+ 1) −U(φ)) − (−1)φ(U(φ+ 1) −U(φ)) +O
(
1
η2
))
=
(−1)η
η2
(
(−1)φ(U(φ+ 1) −U(φ))
(
(−1)ω(−1)Ω−ω − 1
)
+O
(
1
η2
))
=
(−1)η
η2
(
(−1)φ(U(φ+ 1) −U(φ))
(
eipiω
(
1+O
(
η−1
))
− 1
)
+O
(
1
η2
))
.
Combining the above results yields the Lemma. 
We note that although there are a few distinct differences between this and the
case of the continuous Painleve´ equations, the order of the evolution is the same.
In the continuous case, the evolution is of order 1φ or
1
z (see Theorem 1), whereas in
this case, we recall that n = η2+m, hence the order of the evolution of the invariant
is equivalent to 1n .
Corollary 3.3.5: The approximate-period of d-PI as |η| → ∞ takes the following
expansion:
Ω = ω−
s(φ+ω)
U ′(φ)
+O(η−2), (3.38)
where s takes the form of sl, and U ′ can be expressed in terms of U simply by
transforming (3.1.8) into Um by the chain rule.
This concludes our proof for Theorem 2.1.
CHAPTER 4
Multiplicative Discrete Painleve´ Equations
In this chapter we further extend our asymptotic analysis to the multiplicative
discrete Painleve´ equations. In particular we analyse the following two equations,
q-PI : uuu = 1−
1
ξu
, (4.1)
q-PIII : ww =
cd(w− aξ)(w− bξ)
(w− c)(w− d)
, (4.2)
where ξ = ξ0qn and ξ0, a, b, c and d are given complex parameters. For more pre-
liminary information such as notations and surface types see Section 1.2. Equation
(4.1) is investigated in Section 4.1 and Equation (4.2) is studied in Section 4.2. We
analyse the solutions in the limit as its ξ approaches infinity. Without loss of gen-
erality, we assume that |q| > 1 and carry out the asymptotic analysis for the limit
<(n) → +∞. We write q = 1 + 1η with |η| → ∞, we take n = η2 +m where m is
bounded.
Our main result shows that the leading order asymptotic behaviour is given by
elliptic functions. The leading order equation is autonomous and therefore can be
summed to produce an energy-like parameter (Equations (4.6) and (4.2.3)) which is
invariant to leading order. We again use techniques from the calculus of differences
to show that the modulation is small. We also derive the Picard-Fuchs equation for
a special case of q-PIII.
In Section 4.1, we give a detailed study of q-PI. The analysis is divided into
three subsections which respectively include the leading-order analysis, next-to-
leading order analysis and analysis of the variation of the invariant. In Section
4.2, we study q-PIII in the same order as q-PI with an extra subsection at the end
that treats a special case. This specific study allows an explicit formulation of the
leading order solution, its periods and Picard-Fuchs equation.
4.1. The first multiplicative discrete Painleve´ equation
In this section we perform our asymptotic analysis on q-PI. We first analyse the
leading-order behaviour in Section 4.1.1. The next-to-leading-order behaviour is
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then calculated in Section 4.1.2. In Section 4.1.3 we prove that the evolution of the
invariant is slow varying.
4.1.1. Leading-order analysis. We show that the leading order behaviour of
q-PI, U, is given by a Weieistrass ℘-function. Since q-PI already possesses a form
that facilitates asymptotic analysis in the limit ξ goes to infinity, no scaling on the
dependent variable is required. We recall that admissible initial values are taken to
be u(φ) = a and u(φ + 1) = p, where a 6= 0 and p 6= 1
ξ0qφ
, see Definition 1.6.4. In
the limit |ξ|→∞, Equation (4.1) satisfies the following asymptotic relation:
uuu ∼ 1, (4.3)
which describes the leading order behaviour. This provides us the asymptotic ex-
pansion: u = U + s, where s  U as |ξ| → ∞, and U satisfies the following
autonomous equation:
UUU = 1, (4.4)
which can be integrated once into
E0 =
U
2
U2 +U+U
UU
, (4.5)
where E0 is the integration constant. It can be readily shown that U is periodic
with period 3 using equation (4.4). Motivated by this, we define the energy-like
quantity, which is called the invariant in the following lemma.
Lemma 4.1.1: The invariant of (4.1) is defined as:
E :=
u2u2 + u+ u
uu
, (4.6)
and E is constant to leading order.
Proof. Using the integration factor 1u −
1
u , the result can be obtained by direct sum-
mation as follows: (
1
u
−
1
u
)
(uuu− 1) =
(
1
u
−
1
u
)
1
ξu
,
⇒ ∆E = ∆u2u2 + u+ u
uu
.

The following corollary is a direct consequence from the proof above.
Corollary 4.1.2: The correction term is
∆E =
(
1
u
−
1
u
)
1
ξu
. (4.7)
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To continue our analysis on q-PI, we expand ξ in terms of its exponent n, that is,
in terms of η as we will see below. The following lemma provides the constraints
that we put on the independent variable. This expansion of ξ is used in Section 4.2
for q-PIII as well.
Lemma 4.1.3: Suppose that η is large, then for ξ = ξ0qn (ξ0 ∈ C\{0}), where |q| > 1
with q = 1+ 1η andn = η
2+mwherem is bounded, ξ takes the following expansion
in the limit |η|→∞:
ξ = ξ0e
− 1
2 eη
(
1+
3m+ 1
3η
+
18m2 − 6m− 7
36η2
+O
(
1
η3
))
. (4.8)
Proof. The proof follows by direct computation. 
The following corollaries follow by substituting (4.8) into (4.1).
Corollary 4.1.4: Equation (4.1) q-PI has the following expansion:
uuu = 1−
ζ0
eηu
(
1−
3m+ 1
3η
+
18m2 + 30m+ 11
36η2
+O
(
1
η3
))
, (4.9)
where ζ0 := e
1/2
ξ0
.
Corollary 4.1.5: Corollary 4.1.2 and Lemma 4.1.3 imply that E can be equivalently
expressed as:
E = Ec +
ζ0
eη
 1
uu
−
3m+ 4
3ηuu
+
m∑
k=φ
1
ηuk+1uk
+O
(
1
η2
) , (4.10)
where Ec is the integration constant.
We note that Ec, the integration constant, is the integration constant of all orders.
Using the asymptotic expansion derived earlier from (4.3), we can decouple our
original equation into terms of equal orders.
Lemma 4.1.6: For admissible initial conditions, the asymptotic expansion, u = U+
s, whereU satisfies the asymptotic behaviour given by (4.3), and s U as |η|→∞,
decouples (4.1) into:
UUU = 1, (4.11)
UUs+UUs+UUs+Uss+Uss+Uss+ sss = −
1
ξ
∞∑
k=0
(−s)k
Uk+1
. (4.12)
Furthermore U and its iterations are of order unity, and s and its iterations are of
order e−η.
Proof. Equations (4.11) and (4.12) can be generated by direct substitution of u =
U+s into (4.1) and equating terms of equal order. The admissible initial conditions
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are used to allow (4.12) to remain bounded. U and its iterations are solved by
Weierstrass ℘-functions (see Lemma 4.1.8 below), and hence are of order unity. That
s and its iterations are of order e−η is shown by using dominant balance analysis
on (4.12). 
Corollary 4.1.7: In terms of the asymptotic expansion, the initial values now re-
quire: U(φ) = as(φ) = 0 ,
U(φ+ 1) = ps(φ+ 1) = 0 . (4.13)
Lemma 4.1.8: The leading-order equation (4.11) satisfied byU is solved by a Weier-
strass ℘-function.
Proof. We have shown that (4.11) can be integrated once into
U
2
U2 − E0UU+U+U = 0, (4.14)
where E0 is the integration constant. The transformationsU = x+
E20
12 andU = y+
E20
12
convert (4.14) into the following biquadratic polynomial,
x2y2 +
E20
6
xy(x+ y) +
E40
144
(x2 + y2) + γxy+ δ(x+ y) +  = 0, (4.15)
where
γ =
E40
36
− E0,
δ =
E60
864
−
E30
12
+ 1,
 =
E80
20736
−
E50
144
+
E20
6
.
Equation (4.15) can be parametrised by x = ℘(z) and y = ℘(z± ρ), where
ρ = ℘−1
(
−
E20
12
)
, (4.16a)
g2 =
E40
12
− 2E0, (4.16b)
g3 =
E60
216
−
E30
6
+ 1, (4.16c)
m =
z
ρ
, (4.16d)
m+ 1 =
z+ ρ
ρ
, (4.16e)
see Appendix A.4 for more details on parametrising genus 1 curves. We note here
ρ is not unique, the inverse of the Weierstrass ℘-function gives us two values in
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any given period parallelogram. Therefore the leading order solution U takes the
following form:
U(m) = ℘(z) +
E20
12
,
U(m+ 1) = ℘(z± ρ) + E
2
0
12
.
The sign of ρwhich gives us the step inm depends on the initial values we take. 
This allows us to write a differential equation satisfied by U which leads to the
definition of period integrals.
Corollary 4.1.9: From Lemma 4.1.8, we can conclude that U satisfies the following
differential equation with respect to z,
U2z = 4U
3 − E20U
2 + 2E0U− 1. (4.17)
In this sense, we can define the period as:
ωj =
∮
Cj
dU√
4U3 − E20U
2 + 2E0U− 1
, (4.18)
where j = 1, 2 and Cj are linearly independent contours.
Remark 4.1.10: Equation (4.14) has 4 degenerate points at E0 = 3, 3(−1)2/3, 3(−1)4/3,
and E0 → ∞. This number can be reduced to 2 under the identification K1/3 = E0.
In this case K = 27 and K→∞ are the degenerate points.
The elliptic-integral (4.18) has three branch points in general, which results in
two linearly independent (and finite) periods. At the degenerate points, the inte-
grand in (4.18) develops a simple pole and it is no longer possible to define two
linearly independent contours. Hence U becomes singly periodic in these cases.
The expansions of (4.18) around the degenerate points are found in Appendix C.1.
We also note that the sequenceU and its analytic continuation in terms of the Weire-
strass ℘ function retain the periodicity of 3 implied by equation (4.4).
Corollary 4.1.11: The following properties can be derived from (4.14):
i).
dU
dU
= −
U
2
(UU2 − 1)
U2(U
2
U− 1)
, (4.19)
ii). U =
E0U− 1±
√
−4U3 + E20U
2 − 2E0U+ 1
2U2
, (4.20)
where in deriving (4.19) we assumed that E0 is not a function of U and U.
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4.1.2. Next-to-leading order analysis. The aim of this section is to express the
leading order of s in terms of U and its iterations.
Lemma 4.1.12: Suppose that sl is the leading order behaviour of s, where sl satis-
fies the limiting equation of (4.12) as |η|→∞, then sl has the following expression:
sl(m) = Fm
ζ0
eη
m−1∑
k=φ
1
Fk+1Fk
(
1−
Uk+1Uk
Uφ+1Uφ
)
, (4.21)
where sl(φ) := 0.
Proof. We use the asymptotic expansion u = U+ s to expand (4.6) and (4.10), then
equating the order of sl (i.e. order of e−η) terms gives us the following equation:
U
2
U2 −U
U
sl +
U
2
U2 −U
U
sl =
ζ0
eη
+ E1UU, (4.22)
where E1 is derived from the initial conditions,
E1 = −
ζ0
eηUφ+1Uφ
. (4.23)
Equation (4.22) can be integrated by recognising the following:
U
2
U2 −U
U
=
UU
U −U
U
=
UU−UU
UU
= UU2 −U2U, (4.24)
U
2
U2 −U
U
=
UU
U
−U
U
=
UU−UU
UU
= −(UU
2
−U
2
U), (4.25)
where (4.24) utilised (4.11) and (4.25) utilised a forward iteration of (4.11). Defining
F := UU2 −U2U, and dividing (4.22) by FF gives us:
sl
F
−
sl
F
=
ζ0
eηFF
(
1−
UU
U(φ+ 1)U(φ)
)
.
Summing the above yields the result, where the integration constant turns out to
be zero. For sl to be well-defined, F cannot be zero. 
Remark 4.1.13: F can also be expressed as:
F(U,E0) = ±
√
−4U3 + E20U
2 − 2E0U+ 1 , (4.26)
by using (4.20). Notice that F and each component of sl are periodic in ω, we also
remark that dUdU =
F
F .
Corollary 4.1.14: The approximate-period has the following expansion:
Ω = ω−
s(φ+ω)
U ′(φ)
+O
(
1
ηeη
,
1
e2η
)
, (4.27)
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where s can be represented by (4.21) and U ′ = dUdm , with(
dU
dm
)2
= ρ2(4U3 − E20U
2 + 2E0U− 1), (4.28)
which is found by transforming (4.17) intom.
4.1.3. Evolution of the invariant. In this section we derive the local change of
the invariant across an approximate-period. We utilise some of the results found
in Chapter 3 regarding the Taylor expansions of u, in particular Lemmas 3.3.1 and
3.3.2.
Lemma 4.1.15: The evolution of the invariant of q-PI is:
E(Φ+Ω) − E(Φ) =
ζ0
eη
 ω
ηUφ+1Uφ
+
1
η
φ+Ω−1∑
k=φ+1
1
Uk+1Uk
+O
(
1
η2
) . (4.29)
Proof. In this proof we utilise the form (4.10) for E. Our aim is to simplify the
following form:
(E(Φ+Ω) − E(Φ)eη
ζ0
=
 1
uu
−
3m+ 4
3ηuu
+
m∑
k=φ
1
ηuk+1uk
+O
(
1
η3
)∣∣∣∣∣∣
m=φ+Ω
m=φ
,
(4.30)
so that it can be expressed in terms of U and its iterations only. We simplify (4.30)
term by term below. To simplify the first term, we make use of the results from
Chapter 3, namely Lemmas 3.3.1, and 3.3.2. In this case λ = ζ0eη , G = F, and R(k) =
1
Fk+1Fk
(
1− Uk+1UkUφ+1Uφ
)
. The first term from (4.30) can be reduced to:
1
u(φ+Ω+ 1)u(φ+Ω)
−
1
u(φ+ 1)u(φ)
= O(e−2η), (4.31)
in which we used the property (4.19). The second term from (4.30) can be simplified
into:
3(φ+Ω) + 4
3ηu(φ+Ω+ 1)u(φ+Ω)
−
3φ+ 4
3ηu(φ+ 1)u(φ)
=
Ω
ηUφ+1Uφ
+O (e−η) . (4.32)
We then replaceΩ in the above equation by using (4.27). The last term can be evalu-
ated by recognising that we can directly simplify the indices in the sum. Combining
the results gives us the evolution stated in the Lemma. 
This concludes our proof of Theorem 2.2.
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4.2. The third multiplicative discrete Painleve´ equation
In this section, we first study the generic behaviour of q-PIII in the limit ξ goes
to infinity. We focus on deriving the leading- and next-to-leading order behaviour.
We then show that the invariant is slowly varying. A special case is considered in
order to find the Picard-Fuchs equation for the leading-order period integral.
4.2.1. Leading-order analysis. In order to study the behaviour of (4.2) in the
limit |ξ| → ∞, we first need to transform (4.2) into a form in which the asymp-
totic behaviour can be readily studied. We then define the invariant and show that
elliptic functions solve the leading order autonomous equation.
Lemma 4.2.1: Using the result of Lemma 4.1.3 and under the same conditions, the
following scaling:
x = eη−
1
2u, c = eη−
1
2γ, and d = eη−
1
2 δ,
transforms (4.2) into the following form,
uu =
γδ(u− αΞ)(u− βΞ)
(u− γ)(u− δ)
, (4.33)
where α := aξ0, β := bξ0, and Ξ := ξ
ξ0e
η− 1
2
, for |η|→∞.
Proof. Lemma 4.1.3 tells us that the controlling factor of ξ is eη which allows us to
postulate the following ansatz:
x = eρηu, a = eσηα0, b = e
σηβ0, c = e
θηγ, d = eθηδ. (4.34)
The method of dominant balance is used to solve for ρ, σ, and θ under the condi-
tions that the transformations are not singular, the resulting limiting equation is of
non-degenerative QRT type in general, and a maximal number of terms is main-
tained. Under these conditions, we have:
ρ = 1, σ = 0, and θ = 1. (4.35)
This allows us to peel off the dominant behaviour of q-PIII and gives us the result-
ing equation in the stated Lemma. New parameters are defined so that the leading
behaviour of Ξ is 1:
Ξ = 1+
3m+ 1
3η
+
18m2 − 6m− 7
36η2
+O
(
1
η3
)
. (4.36)

We recall that the admissible initial values are taken to be u(φ) = a and u(φ +
1) = p, where a 6= 0 and p 6= 0, α, β, γ, and δ, see Definition 1.6.4.
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Remark 4.2.2: In the rest of this section we often use the notation Ξ1 := Ξ−1where
Ξ1 represents the small perturbation terms.
In the limit |η|→∞, (4.33) satisfies the following asymptotic relation:
uu ∼
γδ(u− α)(u− β)
(u− γ)(u− δ)
, (4.37)
which describes its leading order behaviour. This provides us the asymptotic ex-
pansion: u = U + s, where s  U as |η| → ∞, and U satisfies the following
autonomous equation:
UU =
γδ(U− α)(U− β)
(U− γ)(U− δ)
, (4.38)
which can be integrated once into
E0 =
U
2
U2 − (γ+ δ)UU
(
U+U
)
+ γδ
(
U
2
+U2
)
− (α+ β)γδ
(
U+U
)
+ αβγδ
UU
,
(4.39)
where E0 is the integration constant. Motivated by this, we define the energy-like
quantity called the invariant in the following lemma.
Lemma 4.2.3: The invariant of (4.33) is defined as:
E :=
u2u2 − (γ+ δ)uu (u+ u) + γδ
(
u2 + u2
)
− (α+ β)γδ (u+ u) + αβγδ
uu
,
(4.40)
and E represents the integral of the small parts and is constant to leading order.
Proof. This result yields after multiplying both sides of (4.33) by (u − γ)(u − δ),
then using the integration factor 1uu −
1
uu . 
The following corollary is a direct consequence of the previous lemma.
Corollary 4.2.4: The correction term is:
E(m+ 1) − E(m) =
(
1
uu
−
1
uu
)[
(α+ β)γδuΞ1 − 2αβγδΞ1 − αβγδΞ
2
1
]
. (4.41)
Hence E can also be expressed as:
E = Ec +
(α+ β)γδ
3η
(
3m+ 4
u
+
3m+ 4
u
)
−
(α+ β)γδ
η
m∑
k=φ
(
1
uk+1
+
1
uk
)
−
2αβγδ
3η
3m+ 4
uu
+
2αβγδ
η
m∑
k=φ
1
uk+1uk
+O
(
1
η2
)
, (4.42)
where Ec is the integration constant (of all orders).
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Lemma 4.2.5: For admissible initial values, the asymptotic expansion: u = U + s,
where U satisfies the asymptotic behaviour given by (4.33), and s U, as |η|→∞,
decouples (4.33) into:
UU =
γδ (U− α) (U− β)
(U− γ)(U− δ)
, (4.43a)
sU+ sU+ ss =
H(U, s, Ξ1)
(U− γ)(U− δ)
∞∑
k=0
[
−(2U− γ− δ)s− s2
]k
(U− γ)k(U− δ)k
, (4.43b)
where
H(U, s, Ξ1) = γδ(2U− α− β)s− (α+ β)γδs− (α+ β)γδUΞ1 + 2αβγδΞ1
+αβγδΞ21 + γδs
2. (4.44)
Furthermore, the order of U and its iterations is unity, and the order of s and its
iterations is 1η .
Proof. The decoupled equations manifest by substituting the asymptotic expan-
sion u = U + s into (4.33) and equating the same order terms, where Ξ1 = O
(
1
η
)
,
and Ξ21 = O
(
1
η2
)
. The admissible initial conditions are imposed so that (4.43b) re-
mains bounded. Equation (4.43a) is an autonomous integrable equation which can
be parametrised by Jacobi sn-function, see Appendix A.4 and [7]. This implies that
U and its iterations are of order unity. The order of s and its iterations is derived
from a dominant balance analysis on (4.43b). 
Corollary 4.2.6: Under the above expansion, the initial values now requireU(φ) = as(φ) = 0 ,
U(φ+ 1) = ps(φ+ 1) = 0 . (4.45)
Lemma 4.2.7: Equation (4.43a) can be parametrised by elliptic functions.
Proof. The first integral of (4.43a) is (4.39), which is parametrised by Jacobi sn-
function in general, see Appendix A.4 for more details. 
We note that in general (4.39) has ten singularities counting multiplicity. These
points are the degenerate points of U, that is at these points, U becomes singly-
periodic. The parametrisation is considered an analytic continuation of U, hence
we can derive the differential equation U satisfies from this parametrisation. In
turn we can also define the period-integrals of U. For conciseness, we show these
properties explicitly only for a special case in Section 4.2.4.
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4.2.2. Next-to-leading order analysis. In this section, we study the next-to-
leading order term, s, and derive its leading-order behaviour by using the invari-
ant.
Lemma 4.2.8: Suppose that sl is the leading-order behaviour of s which solves
(4.43b) asymptotically in the limit |η|→∞, then sl takes the following form:
sl(m)=F(m)
m−1∑
l=φ
E1Ul+1Ul
Fl+1Fl
−
2αβγδ
3η
3l+ 4
Fl+1Fl
+
2αβγδ
η
Ul+1Ul
Fl+1Fl
l∑
k=φ
1
Uk+1Uk
(4.46)
+
(α+ β)γδ
3η
(3l+ 4)(Ul+1 +Ul)
Fl+1Fl
−
(α+ β)γδ
η
Ul+1Ul
Fl+1Fl
l∑
k=φ
(
1
Uk+1
+
1
Uk
)+O( 1
η2
)
,
where sl(φ) := 0, and
E1 =
2αβγδ(3φ+ 1)
3ηU(φ+ 1)U(φ)
−
(α+ β)γδ
3η
(
3φ+ 1
U(φ+ 1)
+
3φ+ 1
U(φ)
)
. (4.47)
Proof. By equating the order of 1η terms from Lemmas 4.2.3 and 4.2.5 after substi-
tuing the asymptotic expansion u = U+ s, the following equation manifests:
sl
U
2
U2 − (γ+ δ)U
2
U+ γδU
2
− γδU2 + (α+ β)γδU− αβγδ
U
2
U
+sl
U
2
U2 − (γ+ δ)UU2 − γδU
2
+ γδU2 + (α+ β)γδU− αβγδ
UU2
= E1 +
(α+ β)γδ
3η
(
3m+ 4
U
+
3m+ 4
U
)
−
(α+ β)γδ
η
m∑
k=φ
(
1
Uk+1
+
1
Uk
)
−
2αβγδ
3η
3m+ 4
UU
+
2αβγδ
η
m∑
k=φ
1
Uk+1Uk
, (4.48)
where E1 is the integration constant of order of 1η . The explicit form of E1 is derived
by imposing the initial conditions on (4.48). The coefficients of sl and sl from the
above expression can be rewritten respectively as follows,
U
2 [
U2 − (γ+ δ)U+ γδ
]
− γδ
[
U2 − (α+ β)U+ αβ
]
U
2
U
=
(U−U)(U− γ)(U− δ)
UU
,
(4.49)
U2
[
U
2
− (γ+ δ)U+ γδ
]
− γδ
[
U
2
− (α+ β)U+ αβ
]
UU2
=
(U−U)(U− γ)(U− δ)
UU
.
(4.50)
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Equation (4.43a) is used for the transformation in (4.49) and a forward iteration of
(4.43a) is used to convert (4.50). We define:
F := (U−U)(U− γ)(U− δ), (4.51)
Equation (4.48) can then be summed into (4.46), where the summation constant
turns out to be zero. For sl to be well-defined, F cannot equal to zero. 
Remark 4.2.9: Expression (4.51) can also be written as F = ±√P(U,E0) , where
P(U,E0) = (γ− δ)
2U4 + 2 (2γδ(α+ β+ γ+ δ) + (γ+ δ)E0)U
3 (4.52)
+
(
E20 − 2γδ(γ+ δ)(α+ β) − 4γδ(αβ+ γδ)
)
U2
+2γδ(2αβ(γ+ δ) + (2γδ+ E0)(α+ β))U+ γ
2δ2(α− β)2.
Corollary 4.2.10: The approximate-period in the direction of ω has the following
expansion:
Ω = ω−
s(φ+ω)
U ′(φ)
+O
(
1
η2
)
, (4.53)
where s = sl.
4.2.3. Evolution of the invariant. In this section, we calculate the local change
of the invariant across an approximate-period. This is assisted by Lemmas 3.3.1
and 3.3.2 from Section 3.3.
Proposition 4.2.11: The evolution of E is:
E(φ+Ω) − E(φ) (4.54)
=
(α+ β)γδω
η
(
1
U(φ+ 1)
+
1
U(φ)
)
−
(α+ β)γδ
η
φ+Ω∑
k=φ+1
(
1
Uk+1
+
1
Uk
)
−
2αβγδ
η
ω
U(φ+ 1)U(φ)
+
2αβγδ
η
φ+Ω∑
k=φ+1
1
Uk+1Uk
+O
(
1
η2
)
.
Proof. We use Equation (4.42) to evaluate E(φ+Ω) − E(φ) piece by piece, written
here for completeness as
E(φ+Ω) − E(φ)
=
(α+ β)γδ
3η
(
3m+ 4
u
+
3m+ 4
u
)
−
(α+ β)γδ
η
m∑
k=φ
(
1
uk+1
+
1
uk
)
(4.55)
−
2αβγδ
3η
3m+ 4
uu
+
2αβγδ
η
m∑
k=φ
1
uk+1uk
+O
(
1
η2
)∣∣∣∣∣∣
φ+Ω
φ
.
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We start by identifying the common expressions in (4.55), there are in total of three
distinct expressions that require simplification: 1u ,
m
u and the summation terms.
The first expression can be simplified into:
1
u
∣∣∣∣φ+Ω
φ
=
1
u(φ+Ω+ 1)
−
1
u(φ+ 1)
=
1
U(φ+ 1)
−
λG(φ+ 1)R(φ)
U2(φ+ 1)
−
1
U(φ+ 1)
+O
(
1
η
2
)
= −
λG(φ+ 1)R(φ)
U2(φ+ 1)
+O
(
1
η
2
)
. (4.56)
In the above simplification we used the property dUdU =
F
F . The second expression
can be simplified into:
m
u
∣∣∣φ+Ω
φ
=
φ+Ω
u(φ+Ω+ 1)
−
φ
u(φ+ 1)
= −
λG(φ+ 1)R(φ)(φ+ 1)
U2(φ+ 1)
+
Ω−ω+ω
u(φ+Ω+ 1)
+O
(
1
η
)
= −
λG(φ+ 1)R(φ)(φ+ 1)
U2(φ+ 1)
+
ω
U(φ+ 1)
(
1−
λG(φ+ 1)R(φ)
U(φ+ 1)
+O
(
1
η
))
+
Ω−ω
U(φ+ 1)
(
1−
λG(φ+ 1)R(φ)
U(φ+ 1)
+O
(
1
η
))
+O
(
1
η
)
, (4.57)
where λ = 1, G = F and R denotes the terms in the summation from (4.46). Finally
we recognise that the summations in (4.55) can be reduced to:
φ+Ω∑
k=φ
(
1
uk+1
+
1
uk
)∣∣∣∣∣∣
φ+Ω
φ
=
φ+Ω∑
k=φ+1
(
1
uk+1
+
1
uk
)
∼
φ+Ω∑
k=φ+1
(
1
Uk+1
+
1
Uk
)
as |η|→∞,
m∑
k=φ
1
uk+1uk
∣∣∣∣∣∣
φ+Ω
φ
=
φ+Ω∑
k=φ+1
1
uk+1uk
∼
φ+Ω∑
k=φ+1
1
Uk+1Uk
as |η|→∞.
The above shows that 1u
∣∣φ+Ω
φ
is of order 1η , and
m
u
∣∣φ+Ω
φ
is of order 1. Finally we have
the desired result after we simplify (4.55) with these terms substituted back. 
We have now shown all the results in the most generic case, the variation of the
invariant is of order 1η . For conciseness, we now turn to a special case in order to
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find some special properties of the elliptic function behaviour such as the Picard-
Fuchs equation. (The Picard-Fuchs equations can also be derived in other cases,
but may be tedious.)
4.2.4. Special case 1: β = −α, and δ = −γ, where α2 6= γ2 (α, γ 6= 0). In
this section, we consider the special case where β = −α and δ = −γ for α2 6= γ2
(α, γ 6= 0). We express our previous more general results succinctly below. We also
derive the Picard-Fuchs equation for the period-integral.
Lemma 4.2.12: In the special case that β = −α and δ = −γ, where α2 6= γ2, (α, γ 6=
0), the Equation (4.43a) has the following solution,
U(m) =
k1/2 sn(z)
µ
, (4.58)
where z = ρm and µ2 = αγ. The period-integral of U is defined as:
ωj =
∮
Cj
dU
k1/2
√
1
αγU
4 − k
2+1
k U
2 + αγ
. (4.59)
Lemma 4.2.13: Under the conditions given above, the curve (4.39) is solved by
Jacobi sn-functions.
Proof. The first integral of Equation (4.43a) now takes the following form:
U
2
U2 − E0UU− γ
2
(
U
2
+U2
)
+ α2γ2 = 0. (4.60)
The transformation U = µV , where µ is a constant, and µ2 = ±αγ gives us the
canonical form of the biquadratic curve:
V
2
V2 −
E0
αγ
VV −
γ
α
(
V
2
+ V2
)
+ 1 = 0, (4.61)
we have chosen µ2 = αγ in the above equation. Hence,V = k1/2 sn(z)V = k1/2 sn(z+ ρ±) , (4.62)
where
z = ρm,
sn2 ρ =
α
γk±
,
k± =
−E20 + 4α
2γ2 + 4γ4 ±
√(
E20 − 4a
2γ2 − 4γ4
)2
− 64a2γ6
8aγ3
,
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and k+ = 1k− . Without loss of generality, we choose k+. V satisfies the following
differential equation:
V2z = (kV
2 − 1)(V2 − k)
= kV4 − (k2 + 1)V2 + k
= k
(
V4 +
E20 − 4α
2γ2 − 4γ4
4αγ3
V2 + 1
)
. (4.63)
Hence, U satisfies the following differential equation:
U2z =
k
αγ
U4 −
(
k2 + 1
)
U2 + αγk. (4.64)

Lemma 4.2.14: We transformω defined by (4.59) into V , and it satisfies the follow-
ing differential equation:
wEE +
(
4E(E2 − 4a2γ2 − 4γ4)
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
−
1
E
)
wE (4.65)
+
E2
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
w = 0
where w = k1/2ωwith
ω =
∮
dV
k1/2
√
V4 +
E20−4a
2γ2−4γ4
4aγ3
V2 + 1
.
Equation (4.65) has five regular singular points, they are at: E = ±2γ(α + γ),
±2γ(α− γ), and E→∞ which are also the five degenerate points of (4.60). Under
the identification ζ := E2, the number of degenerate points reduces to three.
Proof. See Appendix C.2. 
For the solution expansions of ω around its degenerate points see Appendix
C.3
Remark 4.2.15: We remark here that if we fix α, β, γ, and let δ go from −γ to γ,
Weierstrass ℘-function appears as the asymptotic behaviour.
This concludes our proof for Theorem 2.3.
CHAPTER 5
Conclusions and Open Questions
In this thesis, we studied generic solutions of discrete and continuous Painleve´
equations in the limit where the independent variable of each equation goes to
infinity. The investigation of asymptotics began with Boutroux’s study of PI and
PII in 1913. Although he mentioned the remaining Painleve´ equations, he did not
tackle the asymptotic description of their solutions. Modern studies focus on the
real limit to infinity, and use the Riemann-Hilbert method. However, this method
requires known asymptotic behaviours in the complex plane for PIII − PV, which
had not yet been calculated until the results of this thesis. For both the differential
and discrete Painleve´ equations, we show in this thesis that generic solutions are
approximated by elliptic functions to leading order. We then use the method of av-
eraging to deduce the modulation of such behaviours. Detailed information about
the approximate periods are also deduced for the first time for PIII − PV as well as
for discrete Painleve´ equations.
We began with a study of the continuous Painleve´ equations PIII−PV in Chapter
2. There we showed how to find the generic two parameter asymptotic behaviour
of PIII−PV by using the method of asymptotics. We defined energy-like parameters
(related to the modulus of the leading order solution) and derived their slow varia-
tion by using the method of averaging. Our main result shows that this energy-like
quantity, which is also the Hamiltonian, is bounded on a ray approaching infin-
ity at any fixed angle, and varies slowly as the independent variable moves over
a domain given by the local period parallelogram. We derived the Picard-Fuchs
equations for PIII − PV, which are used subsequently to estimate the approximate-
periods of the solution as well as to show the boundedness of the Hamiltonian.
These combined results were stated in our primary Theorem 1 of Section 1.6.
Discrete Painleve´ equations were studied in Chapters 3 and 4. We focused
on three examples, one additive- and two multiplicative-type (or q-type) discrete
Painleve´ equations: d-PI, q-PI and q-PIII. We derived the generic two parameter
asymptotic behaviours of the solutions and also extended the method of averaging
to these discrete equations. One of our main results is the modulation of the corre-
sponding energy-like parameter. For each equation, we showed that the invariant
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varies slowly over the local period parallelogram. As in the differential case, the
Picard-Fuchs equation is also derived, but for conciseness, we provided the deriva-
tion for a special case of q-PIII. The result is used to estimate approximate-periods
for such solutions. The combined results for the three discrete equations are stated
as Theorems 2.1-2.3 in Section 1.6.
In conclusion, we note that the thesis led to an unexpected discovery for PI−PV.
The asymptotic variation of the Hamiltonians for these equations are remarkably
similar. For the discrete equations, the order of the slow variation is similar. These
suggest that there is a fundamental underlying connection between these equa-
tions, possibly based on the geometry of their initial value spaces, which may be a
fruitful direction of research for the future. Another future research direction is to
consider the sixth Painleve´ equation and its asymptotic behaviours as well as those
of other discrete Painleve´ equations.
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APPENDIX A
Extra Material for Chapter 1
A.1. List of continuous Painleve´ equations
The following are the standard forms of the six continuous Painleve´ equations:
PI :
d2 y
d t2
= 6y2 + t, (A.1)
PII :
d2 y
d t2
= 2y3 + ty+ α, (A.2)
PIII :
d2 y
d t2
=
(
dy
d t
)2
1
y
+ γy3 +
δ
y
−
1
t
dy
d t
+
β+ αy2
t
, (A.3)
PIV :
d2 y
d t2
=
1
2
(
dy
d t
)2
1
y
+
β
y
+ 2(t2 − α)y+ 4ty2 +
3
2
y3, (A.4)
PV :
d2 y
d t2
=
(
1
2y
+
1
y− 1
)(
dy
d t
)2
−
1
t
dy
d t
+
(y− 1)2
t2
(
αy+
β
y
)
+
γy
t
+
δ y(y+ 1)
y− 1
, (A.5)
PVI :
d2 y
d t2
=
1
2
(
1
y
+
1
y− 1
+
1
y− t
)(
dy
d t
)2
−
(
1
t
+
1
t− 1
+
1
y− t
)
dy
d t
+
y(y− 1)(y− t)
t2(t− 1)2
(
α+
β t
y2
+
γ (t− 1)
(y− 1)2
+
δ t (t− 1)
(y− t)2
)
. (A.6)
They were originally labelled as IV, IX, XIII, XXXI, XXXIX and L, see Ince [37].
Below in Table A.1, we list their surface and symmetry types in the sense of Sakai’s
classification.
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PVI PV PIV PIII PII PI
Space of initial values D(1)4 D
(1)
5 E
(1)
6 D
(1)
6 D
(1)
7 D
(1)
8 E
(1)
7 E
(1)
8
Symmetry group D(1)4 A
(1)
3 A
(1)
2 (2A1)
(1) A
(1)
1 A
(1)
0 A
(1)
1 A
(1)
0
TABLE 1. The initial value spaces and symmetry groups for the con-
tinuous Painleve´ equations in Sakai’s description.
A.2. Notations for asymptotic analysis
We use the standard notations for asymptotic analysis between two functions f
and g in the limit x→ x0:
f(x) g(x) as x→ x0 means lim
x→x0
f(x)
g(x)
= 0 as x→ x0, (A.7)
f(x) ∼ g(x) as x→ x0 means lim
x→x0
f(x)
g(x)
= 1 as x→ x0, or (A.8)
lim
x→x0
f(x) − g(x)
g(x)
= 0 as x→ x0, or
f(x) − g(x) g(x) as x→ x0,
f(x) = O(g(x)) as x→ x0 means f(x)
g(x)
is bounded as x→ x0, (A.9)
The above definition also applies for x0 being infinity. For a generic introduction
on the topic of asymptotics, we recommend [8].
A.3. Dominant balance analysis on PIV
In this thesis, we have used the method of dominant balance numerous times
without showing the details. In this section, we apply dominant balance analysis
on PIV fully in the limit t goes to infinity. The standard form of PIV is:
ytt =
1
2
y2t
y
+
β
y
+ 2(t2 − α)y+ 4ty2 +
3
2
y3. (A.10)
In the limit t goes to complex infinity, without any knowledge on y, yt or ytt,
we cannot speculate which of the terms is dominant. We make an ansatz of the
following form:
y = f(t)u(z(t)), (A.11)
where z and u are the new independent and dependent variables respectively, and
f and z are algebraic in t. Furthermore we assume u is of O(1). In this section,
we show all dominant balances possessed by PIV. We first look for a maximal
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balance (that is, a balance with most terms) which does not change the nature of
this equation. The derivatives of (A.11) are:
yt = ftu+ fztuz, (A.12)
ytt = fttu+ 2ft ztuz + fz
2
t uzz + fuz ztt, (A.13)
where ftt = O(ft/t) = O(f/t2) and ztt = O(zt/t). Plugging the derivatives into
(A.4), we get:
(fttu+ 2ft ztuz + fz
2
t uzz + fzttuz)fu (A.14)
=
1
2
(ftu+ fztuz)
2 + β+ 2(t2 − α)f2u2 + 4tf3u3 +
3
2
f4u4,
We further assume that the derivatives of u are also of order unity. The following
notation is used to express the order of each term from (A.14):
fttf : ftfzt : f
2 z2t : f
2 ztt : f
2
t : f
2 z2t : fftzt : 1 : t
2f2 : f2 : tf3 : f4,
⇒ f2
t2
:
f2
t
zt : f
2 z2t :
f2
t
zt :
f2
t2
: f2 z2t :
f2
t
zt : 1 : t
2f2 : f2 : tf3 : f4,
we note that t2f2  f2, and t2f2  f
2
t2
for all orders of f,
⇒ f2
t
zt : f
2 z2t : 1 : t
2f2 : tf3 : f4. (A.15)
(uz) (uz, uzz)
The expression (A.15) are the terms to be balanced. In order for uzz to be one
of the dominant balanced terms, all other dominant terms need to balance with
f2 z2t . We note that the first two terms cannot balance since the solution would be
z = ln t, which contradicts our assumption on z. Below we use the equal sign, =,
to represent the order i.e. O. The final terms to be balanced are:
f2 z2t : 1 : t
2f2 : tf3 : f4. (A.16)
Below is the list of potential balances,
(i). f2 z2t : 1 : t
2f2 ⇒ z = t22 ; f = 1t ⇒ 1 : 1 : 1 : 1t2 : 1t4 ,
(ii). f2 z2t : 1 : tf
3 ⇒ f = 1
t1/3
⇒ t2f2 = O(t4/3) which leads to a contradiction;
(iii). f2 z2t : 1 : f
4 ⇒ f = 1⇒ t2 : t : 1, which leads to a contradiction;
(iv). f2 z2t : t
2f2 : tf3 ⇒ f = t, z = t22 ⇒ t4 : 1 : t4 : t4 : t4.
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This analysis tells us that both (i) and (iv) are viable dominant balances, and (iv)
has the maximal number of terms to be balanced including uzz, hence it is the
maximal dominant balance. It requires y = t u(z), where z = z(t) = t
2
2 . This
transformation gives us:
PIV : uzz =
u2z
2u
+ 2u+ 4u2 +
3
2
u3 −
αu
z
−
uz
z
+
β
4 z2 u
+
u
8 z2
. (A.17)
A.3.1. Sub-maximal dominant balance. In this section, we look at three dif-
ferent cases embedded in the maximal dominant balance:
(i). uz  1 and uzz = O(1),
(ii). uz = O(1) and uzz  1,
(iii). uz  1 and uzz  1.
One can show that both (i) and (ii) lead to contradictions, below we analyse (iii). In
the case of (iii): uz  1 and uzz  1, (A.15) becomes:
f2
t
ztuz : f
2 z2tuz : f
2 z2tuzz : 1 : t
2f2 : tf3 : f4, (A.18)
which simplifies into:
1 : t2f2 : tf3 : f4. (A.19)
Apply the same argument as before, we show that there is only one potential bal-
ance:
(i). t2f2 : tf3 ⇒ f = t⇒ 1 : t4 : t4 : t4.
We call this balance a sub-maximal dominant balance. This balance yields the fol-
lowing leading equation:
2U+ 4U2 +
3
2
U3 = 0 (A.20)
which gives usU = 0,− 23 ,−2. We useUc to denote the non-zero constant solutions,
hence
u = Uc + s (A.21)
where s U as |z|→∞.
A.3.2. Another dominant balance. From the analysis on page 68, we showed
that y = 1t u(z), where z = z(t) =
t2
2 is also a dominant balance, in this case,
Equation (A.4) becomes:
uzz =
1
2
u2z
u
+
β
u
+ 2u− α
u
z
+ 2
u2
z
−
3
8
u
z2
+
3
8
u3
z2
. (A.22)
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The above equation has the following leading order asymptotic behaviour as z ap-
proaches infinity:
UzUzz
U
−
1
2
U3z
U2
=
βUz
U2
+ 2Uz, (A.23)
⇒ U2z = 4U2 + 2C0U− 2β. (A.24)
This means that the asymptotic leading order behaviour in this case is trigonomet-
ric functions. If we drop the condition that u and its derivatives need to be of
order unity, but restrict it to be of order less than unity, this balance also possesses
a sub-dominant balance:
β
U
+ 2U = 0⇒ U2 = −β
2
. (A.25)
The solution in this case is constant to leading order as |z|→∞.
A.4. Parametrisation of genus 1 curve
In this section, we show that any biquadratic curve can be parametrised by
Jacobi sn-function. In some cases, Weierstrass ℘-function is a more natural solution,
hence we show the conditions for a biquadratic curve so that it can be satisfied by
℘.
A.4.1. Biquadratic curve parametrised by Jacobi sn-function. The following
biquadratic curve:
αx2y2 + β(x2y+ xy2) + γ(x2 + y2) + 2δxy+ µ(x+ y) + ν = 0, (A.26)
can be transformed into the following canonical form:
x2y2 + c(x2 + y2) + 2dxy+ 1 = 0 (A.27)
with the Mo¨bius transformations x = α0x+β0γ0x+δ0 and y =
α0x+β0
γ0x+δ0
where α0, β0, γ0 and
δ0 are complex. This symbolic calculation is often unsolvable because of parame-
ters satisfying quartic and sextic polynomials, in general, there are 24 solutions.
The algebraic curve (A.27) can be solved by Jacobi sn function [7]:
x = k1/2 snu (A.28)
y = k1/2 sn(u± ρ) (A.29)
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where
k2 −
d2 − 1− c2
c
k+ 1 = 0 (A.30)
c = −
1
k sn2 ρ
(A.31)
d =
cn ρdn ρ
k sn2 ρ
. (A.32)
A.4.2. Biquadratic curve parametrised by Weierstrass ℘-function. The Weier-
strass elliptic functions:
x = ℘(z),
y = ℘(z± ρ),
parametrise the following biquadratic curve:
x2y2 + α(x2y+ xy2) + β(x2 + y2) + γxy+ δ(x+ y) +  = 0, (A.33)
where
α = −2℘(ρ),
β = ℘2(ρ),
γ =
g2
2
− 2℘2(ρ),
δ = g3 +
g2
2
℘(ρ),
 =
g22
16
+ g3℘(ρ).
There are three parameters which characterise the Weierstrass ℘-function: ρ, g2,
and g3, they are solved by:
ρ = ℘−1
(
−
α
2
)
,
g2 = α
2 + 2γ,
g3 =
α(α2 + 2γ)
4
+ δ.
The curve (A.33) can be derived by using the addition formula of the Weierstrass
℘-function.
APPENDIX B
Notes for Chapter 2
B.1. Derivation of Picard-Fuchs Equations
B.1.1. The differential equation satisfied by the elliptic integrals φ˜i. In this
appendix we provide the details necessary to derive the differential equation satis-
fied by φ˜ with respect to E for PIII, the differential equations satisfied by φ˜ for PIV
and PV can be derived analogously. We use a prime to denote differentiation with
respect to E, and a subscript for differentiation with respect to z. To start, we use
integration by parts on φ˜:
φ˜ =
∫V(z)
V(Φ)
e−V
√
γe4V + 2E0e2V − δ dV,
= −Vz|
V(z)
V(Φ) + 2
∫V(z)
V(Φ)
γe2V + 2E0e
2V − δ− E0e
2V + δ
eV
√
γe2V + E− δe−2V
dV,
= −Vz|
V(z)
V(Φ) + 2φ˜− 2E0φ+ 2δΨ.
This allows us to solve for φ˜ and get the following equation:
φ˜ = Vz|
V(z)
V(Φ) + 2E0φ˜
′ − 2δΨ,
where
Ψ :=
∫ v(z)
v(Φ)
1
ev
√
γe4v + 2Ee2v − δ
dv.
We again use integration by parts to expressΨ in terms of φ˜, Ψ and their derivatives
with respect to E:
Ψ = −
1
e2vvz
∣∣∣∣v(Φ)
v(z)
+ 2γφ˜ ′′ + 2EΨ ′,
where
φ˜ ′′ =
dφ
dE
= −
∫ v(z)
v(Φ)
e3v
(γe4v + 2Ee2v − δ)3/2
dv,
Ψ ′ =
dΨ
dE
= −
∫ v(z)
v(Φ)
ev
(γe4v + 2Ee2v − δ)3/2
dv.
72
73 Appendix B. Notes for Chapter 2
Putting the above together gives equation (2.21) in which we have also used the
readily proven relation dvzdE =
1
vz
.
B.2. The first order term in the expansion ofΩ
In this appendix we calculate the order of 1z terms of the expansion of Ω (as
defined in (2.16)) for PIII:
v^
Vz
∣∣∣∣
z=Φ+ω
=
∫Φ+ω
Φ
Vzv^z − v^Vzz
(Vz)2
dz+O(Φ−2),
=
∫Φ+ω
Φ
1
(Vz)2
[
αeV − βe−V
z
]z
Φ
−
1
(Vz)2
∫ z
Φ
(Vz)
2
z
dz dz+O(Φ−2),
=
1
Φ
∮
αeV − βe−V
(Vz)3
dV −
αeV(Φ) − βe−V(Φ)
Φ
∮
1
(Vz)3
dV
−
1
Φ
∮
1
(Vz)3
∫V(z)
V(Φ)
VzdV dV +O(Φ−2). (B.1)
The first integral in (B.1) can be written in the following ways:
∮
C
αeV − βe−V
(Vz)3
dV =
∮
C
αe4V − βe2V
(γe4V + 2E0e2V − δ)3/2
dV,
=
∮
Γ
αU3 − βU
(γU4 + 2E0U2 − δ)
dU,
=
∮
Γ˜
αW − β
2(γW2 + 2E0W − δ)3/2
dW.
In the variable U, we can see clearly that the four branch points are U±± = eV±± =
±
√
−E0±
√
E20+γδ
γ and that each will generically occupy its own quadrant. If the
contour Γ˜ circles two branch points of the opposite sign, then the integral is zero
by cancellation. If the contour Γ˜ circles any other two branch points, then in the
variable W the contour encloses both of the branch points, so we can enlarge the
contour and instead calculate the residue at infinity. The residue is indeed 0 in this
case. The second integral is simply dωdE0 . The third integral in (B.1) can be evaluated
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in the following way:∮
1
(Vz)3
∫V(z)
V(Φ)
VzdV dV,
=
∮
1
(Vz)3
φ˜ dV,
=
∮
4(E20 + δγ)φE∂VφEdV −
∮
1
(Vz)3
[
γe2V(Φ) + δe−2V(Φ)
Vz(Φ)
]
dV
+
∮
1
(Vz)3
[
γe2V + δe−2V
Vz
]
dV,
= 4(E20 + δγ)
1
2
(
dω
dE0
)2
+
γe2V(Φ) + δe−2V(Φ)
Vz(Φ)
dω
dE0
,
= −
ω˜
2
dω
dE0
+
dω
dE0
γe2V(Φ) + δe−2V(Φ)
Vz(Φ)
.
Putting the three integrals together, we have the desired result:
v^
Vz
=
ω˜ω ′
2Φ
+
[
αeV(Φ) − βe−V(Φ) −
γe2V(Φ) + δe−2V(Φ)
Vz(Φ)
]
ω ′
Φ
+O(1/Φ2).
The order of 1z terms of the expansion of Ω for PIV and PV can be derived in a
similar manner.
B.3. Asymptotic expansions of ω˜ in E
In this section, we derive the expansions of ω˜ in E near its degenerate points.
These expansions can be found by solving the Picard-Fuchs equation. For PIII, PIV
and PV, each Picard-Fuchs equation has three regular singular points (which cor-
respond to the degenerate points of the leading order solutions), hence solvable by
using Frobenius method. The initial conditions are then determined by the integral
forms of each ω˜ in the limit of the degenerate points.
B.3.1. PIII. Recall that the Picard-Fuchs equation of PIII is:
ω˜ ′′ = −
1
4
ω˜
(E2 − µ)
, (B.2)
where
ω˜j =
∮
Cj
√
γU4 + 2EU2 + µγ
U2
dU, (B.3)
with µ := −γδ. Equation (B.2) has three regular singular points at E =
√
µ , −
√
µ ,
and E → ∞. Around its regular singular points Equation (B.2) can be solved by
75 Appendix B. Notes for Chapter 2
Frobenius method. The integration constants (i.e. the boundary conditions) are
determined by the integral form (B.3). Around each singular point we define the
following new variables:
Ξ := E−
√
µ , (B.4)
Σ := E+
√
µ , (B.5)
Θ :=
1
E
. (B.6)
The branch points of (B.3) are located at:
u1 =
√√
γδ+ E2 − E
γ
, (B.7a)
u2 = −
√√
γδ+ E2 − E
γ
, (B.7b)
u3 =
√
−
√
γδ+ E2 + E
γ
, (B.7c)
u4 = −
√
−
√
γδ+ E2 + E
γ
, (B.7d)
with the following limiting behaviours when approaching the degenerate points:
{u1, u2, u3, u4}→
{
iµ1/4√
γ
,−
iµ1/4√
γ
,
iµ1/4√
γ
,−
iµ1/4√
γ
}
as |Ξ|→ 0,
{u1, u2, u3, u4}→
{
µ1/4√
γ
,−
µ1/4√
γ
,
µ1/4√
γ
,−
µ1/4√
γ
}
as |Σ|→ 0,
{u1, u2, u3, u4}→
{
i
√
µ
√
Θ√
2
√
γ
,−
i
√
µ
√
Θ√
2
√
γ
,
√
2 i√
γ
√
Θ
,−
√
2 i√
γ
√
Θ
}
as |Θ|→ 0.
We choose C1 to include u1 and u3 and C2 to include u1 and u2.
B.3.1.1. Expansion around E =
√
µ . In this section we study the local behaviour
around E =
√
µ using the new variable is Ξ := E−
√
µ . The Picard-Fuchs equation
(B.2) becomes:
ω˜ΞΞ = −
1
4
ω˜
Ξ(Ξ+ 2
√
µ )
. (B.8)
At Ξ = 0 the above equation has 0 and 1 as the indicial exponents and admits the
following local solution basis:
B = {B1, B2} = {B1, B1 lnΞ+ b} (B.9)
76 Appendix B. Notes for Chapter 2
- 3 - 2 - 1 1 2 3
- 3
- 2
- 1
1
2
3
u1
u2
u3
u4
FIGURE B.3.1. Evolution paths of the branch points of ω˜j (B.3) for
PIII at δ = −4 and γ = 7.
where
B1 = Ξ
(
1−
Ξ
16
√
µ
+
3 Ξ2
256µ
−
25 Ξ3
8192µ3/2
+O(Ξ4)
)
,
b = −8
√
µ
(
1+
5
256µ
Ξ2 −
9
2048µ3/2
Ξ3 +O(Ξ4)
)
.
u4
u3
u1
u2
C1
C2
FIGURE B.3.2. Contour choice for (B.3) and behaviour of branch
points when E approaches
√
µ .
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The contour C1 encloses two branch points u1 and u3, as Ξ approaches zero, the
two branch points are merging into a pole. The residue theorem can be applied to
the limiting integral to calculate one of the integration constants. This gives us the
expansion of ω˜1. The contour C2 encloses u1 and u2, they pinch on the edge of the
contour at iµ
1/4
γ1/2
and −iµ
1/4
γ1/2
with the two outer branch points u3 and u4 respectively
in the limit |Ξ| → 0, see Fig B.3.2. Expanding (B.3) around |Ξ| = 0 shows that the
power expansion fails near Ξ = iµ
1/4
γ1/2
and −iµ
1/4
γ1/2
:
ω˜2 =
∮
C2
√
γU4 + 2(Ξ−
√
µ )U2 + µγ
U2
dU, (B.10)
=
∮
C2
√
µ + γU2
γ1/2U2
+
γ1/2√
µ + γU2
Ξ−
γ3/2U2
2(
√
µ + γU2)3
Ξ2 +O(Ξ3)dU, (B.11)
that is when Ξ  (γU2+
√
µ )2
γU2
is not satisfied. Therefore to evaluate this contour
integral, the contour C2 needs to be separated into four parts:
ω˜2 =
(∫ iµ1/4
γ1/2
+λ
−iµ
1/4
γ1/2
−λ
+
∫ iµ1/4
γ1/2
−λ
iµ
1/4
γ1/2
+λ
+
∫−iµ1/4
γ1/2
+λ
iµ
1/4
γ1/2
−λ
+
∫−iµ1/4
γ1/2
−λ
−iµ
1/4
γ1/2
+λ
)√
γU4 + 2(Ξ−
√
µ )U2 + µγ
U2
dU,
(B.12)
where |Ξ| |λ|2  1, and λ is a complex number. The first and the third integrals in
(B.12) can be evaluated directly, whereas the second and the fourth integrals need
to be scaled using U = iµ
1/4
γ1/2
+Ξ1/2V and U = −iµ
1/4
γ1/2
+Ξ1/2V respectively. The idea
behind the scaling is to separate the merging pole into two finite distinct values
hence removing the pinching from the contour. To evaluate the latter integrals, we
use the fact that λ
Ξ1/2
is large near |Ξ| = 0. Thus the elliptic functional (B.3) has the
following expansions around |Ξ| = 0:
ω˜1 =
pi
µ1/4
B1, (B.13)
ω˜2 =
i
µ1/4
(1+ ln(32
√
µ ))B1 −
i
µ1/4
B2. (B.14)
B.3.1.2. Expansion around E = −
√
µ . The Picard-Fuchs equation becomes:
ω˜ΣΣ = −
1
4
ω˜
Σ(Σ− 2
√
µ )
. (B.15)
Around Σ = 0 the above equation has 0 and 1 as the indicial exponents and pos-
sesses the following local solution basis:
B = {B1, B2} = {B1, B1 lnΣ+ b}, (B.16)
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where
B1 = Σ
(
1+
Σ
16
√
µ
+
3Σ2
256µ
+
25Σ3
8192µ3/2
+O(Σ4)
)
,
b = 8
√
µ
(
1+
5
256µ
Σ2 +
9
2048µ3/2
Σ3 +O(Σ4)
)
.
The contour integral (B.3) can be evaluated in a similar manner as in Section B.3.1.1,
see Fig. B.3.3 for our contour choice. One of the integration constants is calculated
by C1 using the residue theorem in the limit |Σ| → ∞. The other integration con-
stant is calculated by first recognising the sections of the integral along the contour
that cannot be evaluated directly, and then by applying an appropriate scaling for
resolving the issue.
u1
u2
u4
u3
C1
C2
FIGURE B.3.3. Contour choice for (B.3) and behaviour of branch
points when E approaches −
√
µ .
The expansions of ω˜ near Σ = 0 are:
ω˜1 =
pi i
µ1/4
B1,
ω˜2 =
1
µ1/4
(−ipi+ ln(32
√
µ ))B1 −
1
µ1/4
B2.
79 Appendix B. Notes for Chapter 2
B.3.1.3. Expansion around E → ∞. Around E = ∞, in the new variable Θ, the
Picard-Fuchs equation is transformed into:
Θ2
d2ω˜
dΘ2
+ 2Θ
dω˜
dΘ
= −
1
4
ω˜
µΘ2 − 1
, (B.17)
which has indicial exponents − 12 with multiplicity 2 around Θ = 0. The local solu-
tion basis is:
B = {B1, B2} = {B1, B1 lnΘ+ b}, (B.18)
where
B1 = Θ
−1/2
(
1−
µ
16
Θ2 −
15µ2
1024
Θ4 +O(Θ6)
)
, (B.19)
b =
µ
16
Θ3/2
(
1+
13µ
128
Θ2 +O(Θ4)
)
. (B.20)
To evaluate the integral (B.3) in the limit |Θ| → 0, we first bring back the branch
points to the finite plane by using U = V√
Θ
. Correspondingly, the new branch
points are named as {v1, . . . , v4}, now v1 and v2 are approaching the origin, while v3
and v4 sit at two distinct finite values with the opposite sign. The new integral:
ω˜ =
∮ √γV4 + 2V2 + µγΘ2√
Θ V2
dV, (B.21)
can then be evaluated in a similar manner as before.
v1
v2
v3
v4
C1
C2
FIGURE B.3.4. Contours for ω˜ at around E =∞.
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The asymptotic expansions of ω˜ for Θ 1:
ω˜1 = 2
√
2 ipiB1,
ω˜2 = 2
√
2 B2 +
(
ln
µ
64
+ 4+ 2ipi
)√
2 B1.
B.3.2. PIV. Recall that the Picard-Fuchs equation of PIV is:
ω˜EE = −
6 ω˜
E (27E− 16)
, (B.22)
where
ω˜ =
∮
Cj
√
u4 + 4u3 + 4u2 + 2Eu
u
du. (B.23)
Equation (B.22) has three regular singular points at E = 0, 1627 , and E → ∞. We
define new variables for E = 1627 and E→∞:
Ξ := E−
16
27
, (B.24)
Θ :=
1
E
. (B.25)
The branch points of (B.22) are located at:
u1 = 0, (B.26a)
u2 =
(
χ1/3 − 2
)2
3χ1/3
, (B.26b)
u3 = −
(
1−
√
3 i
)
6
χ1/3 −
2
3
(
1+
√
3 i
)
χ1/3
−
4
3
, (B.26c)
u4 = −
(
1+
√
3 i
)
6
χ1/3 −
2
3
(
1−
√
3 i
)
χ1/3
−
4
3
, (B.26d)
where
χ = −27E+ 3
√
3
√
E(27E− 16) + 8. (B.27)
The branch points have the following limits when approaching a degenerate point:
{u1, u2, u3, u4} = {0, 0,−2,−2} as |E|→ 0,
{u1, u2, u3, u4} =
{
0,−
2
3
,−
8
3
,−
2
3
}
as |Ξ|→ 0,
{u1, u2, u3, u4} =
{
0,
1−
√
3 i
22/3Θ1/3
,−
21/3
Θ1/3
,
1+
√
3 i
22/3Θ1/3
}
as |Θ|→ 0.
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u3
u4
FIGURE B.3.5. Evolution paths of the branch points of ω˜j (B.23) for PIV.
We choose contour 1 to enclose u1 and u2, and contour 2 encloses u2 and u4.
B.3.2.1. Expansion around E = 0. Around E = 0, the indicial exponents are 0
and 1, we express the local solution basis for (B.22) as:
B = {B1, B2} = {B1, B1 lnE+ b}, (B.28)
where
B1 = E
(
1+
3 E
16
+
15 E2
128
+
105E3
1024
+O(E4)
)
,
b =
8
3
(
1+
27 E2
128
+
633 E3
4096
+
9417E4
65536
+O(E5)
)
.
The contour integrals with our choice of contour give us the following solution
ω˜1 = ipiB1,
ω˜2 = −
(
3
2
+ 6 ln 2
)
B1 +
3
2
B2.
B.3.2.2. Expansion around E = 1627 . Around E =
16
27 , the Picard-Fuchs equation
(B.22) becomes:
d2ω˜
dΞ2
= −
6 ω˜
Ξ (27Ξ+ 16)
, (B.29)
with indicial exponents 0 and 1 around |Ξ| = 0, and admits the following local
solution basis:
B = {B1, B2} = {B1, B1 lnΞ+ b}, (B.30)
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u1
u3
u2
u4
C1
C2
−2
FIGURE B.3.6. Contour choice for (B.23) and behaviours of branch
points when |E| approaches zero.
where
B1 = Ξ
(
1−
3 Ξ
16
+
15 Ξ2
128
−
105Ξ3
1024
+O(Ξ4)
)
,
b = −
8
3
(
1+
27 Ξ2
128
−
633 Ξ3
4096
+
9417Ξ4
65536
+O(Ξ5)
)
.
The contour integrals with our choice of contour give us the following solution:
ω˜1 =
(√
3 i
2
+
√
3
2
pi+ 2
√
3 i ln 2−
√
3 i
2
lnΞ
)
B1 −
√
3 i
2
b
ω˜2 =
√
3 piB1.
B.3.2.3. Expansion around E =∞. In the new variableΘ, the Picard-Fuchs equa-
tion (B.22) becomes:
Θ2
d2ω˜
dΘ2
+ 2Θ
dω˜
dΘ
=
6ω˜
16Θ− 27
. (B.31)
At Θ = 0 the indicial exponents are − 23 and −
1
3 which gives us the local basis:
B = {B1, B2}, (B.32)
where
B1 = E
2/3
(
1−
16
81
1
E
−
512
32805
1
E2
+O(E−3)
)
,
B2 = E
1/3
(
1−
8
81
1
E
−
640
45927
1
E2
+O(E−3)
)
.
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The contour integrals with our choice of contour give us the following solution
ω˜1 =
3(3−
√
3 i)
4
a0B1 +
3(3+
√
3 i)
2
a1B2,
ω˜2 =
3(3+
√
3 i)
4
a0B1 +
3(3−
√
3 i)
2
a1B2,
where
a0 =
∫∞
0
1√
v4 + 2v
dv,
a1 =
∫∞
0
−
2v3/2
(v3 + 2)3/2
dv,
a0a1 =
8pi
9
√
3
.
We remark here that the integration constants in this limit are calculated by using
ω:
ωj =
∮
Cj
1√
u4 + 4u3 + 4u2 + 2Eu
du, (B.33)
instead of ω˜.
B.3.3. PV. Recall that the Picard-Fuchs equation for PV is:
ω˜ ′′ = −
ω˜
E(4E+ δ)
, (B.34)
where
ω˜j =
∮
Cj
√
2 Eu (u− 1)2 − 2 δu2
u (u− 1)2
du. (B.35)
Equation (B.34) has three regular singular points at E = 0, −δ4 , and E → ∞. We
define the following new variables for E = −δ4 and E→∞:
Ξ := E+
δ
4
, (B.36)
Θ :=
1
E
. (B.37)
The branch points of (B.35) are located at:
u1 = 0, (B.38a)
u2 =
2E+ δ−
√
δ(δ+ 4E)
2E
, (B.38b)
u3 =
2E+ δ+
√
δ(δ+ 4E)
2E
. (B.38c)
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The branch points has the following limits when approaching a degenerate points:
{u1, u2, u3} → {0, E
δ
,
δ
E
}
as |E|→ 0,
{u1, u2, u3} → {0,−1,−1} as |Ξ|→ 0,
{u1, u2, u3} → {0, 1, 1} as |Θ|→ 0.
The contours are chosen so that C1 encloses u1 and u2, whereas C2 encloses u2 and
u3.
u1- 6 - 4 - 2
- 1.0
- 0.5
0.5
1.0
u2
u3
FIGURE B.3.7. Evolution paths of the branch points of (B.35) for δ = −9.
B.3.3.1. Expansion around |E| → 0. Around E = 0, the indicial exponents of
Equation (B.34) are 0 and 1, hence we have the following local basis:
B = {B1, B2} = {B1, B1 lnE+ b} (B.39)
where
B1 = E
(
1−
E
2δ
+
3E2
4δ2
−
25E3
16δ3
+O(E4)
)
,
b = −δ
(
1+
5
4δ2
E2 −
9
4δ3
E3 +O(E4)
)
.
The first integration constant is calculated by using the contour C1, see Fig. B.3.8,
the residue theorem is used in the limit |E| → 0. The second integration constant
is evaluated by C2. In this case, we first bring the branch point u3 back to the
finite complex plane, we then use a power expansion around |E| = 0 of ω˜ to detect
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u1
u3
u2
C1
C2
−1 1
FIGURE B.3.8. Contour choice for (B.35) and behaviour of each
branch points as E approaches zero.
around which range of the contour the expansion is invalid. The contour is then
separated into sections to evaluate and scale when needed. Thus the asymptotic
expansions of ω˜ around |E| = 0 are:
ω˜1 =
√
2 pi√
δ
B1,
ω˜2 = −
√
2 i√
δ
(
2+ ln
16δ2
E2
)
B1 +
2
√
2 i√
δ
b.
B.3.3.2. Asymptotic expansion around E = −δ4 . The Picard-Fuchs equation (B.34)
becomes:
d2ω˜
dΞ2
= −
ω˜
Ξ(4Ξ− δ)
, (B.40)
with indicial exponents 0 and 1, ω˜ admits the following local solution basis near
|Ξ| = 0:
B = {B1, B2} = {B1, B1 lnΞ+ b}, (B.41)
where
B1 = Ξ
(
1+
Ξ
2 δ
+
3 Ξ2
4 δ2
+
25 Ξ3
16 δ3
+O(Ξ4)
)
,
b = δ
(
1+
5
4δ2
Ξ2 +
9
4δ2
Ξ3 +O(Ξ4)
)
.
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The asymptotic expansions of ω˜ around |Ξ| = 0 are:
ω˜1 = −
2
√
2 pii√
δ
B1,
ω˜2 = −
√
2√
δ
(
1+ ln
4δ
Ξ
)
B1 +
√
2√
δ
b.
B.3.3.3. Expansion around |E| → ∞. In the new variable Θ, the Picard-Fuchs
equation (B.34) becomes:
Θ2
d2ω˜
dΘ2
+ 2Θ
dω˜
dΘ
= −
ω˜
δΘ+ 4
. (B.42)
The above equation has a double indicial exponent: − 12 , hence has the following
basis for the local solutions:
B = {B1, B2} = {B1, B1 lnΘ+ b} (B.43)
where
B1 = Θ
−1/2
(
1+
δ
16
Θ−
3 δ2
1024
Θ2 +
5 δ3
16384
Θ3 +O(Θ4)
)
, (B.44)
b = −
δ
8
Θ1/2
(
1−
δ
128
Θ−
δ2
6144
Θ2 +O(Θ3)
)
. (B.45)
The asymptotic expansions of ω˜ around |Θ| = 0 are:
ω˜1 =
√
2
(
ln
64
δ
− 2− lnΘ
)
B1 −
√
2 b
ω˜2 = 2
√
2 pi iB1
We remark here that the exact contours in all depicted figures may be changed
depending on the value of E.
APPENDIX C
Notes for Chapter 4
C.1. Asymptotic expansions ofω for q-PI
In this section we will expand the following period-integral near its degenerate
points:
ω =
∮
Cj
dU√
4U3 − E2U2 + 2EU− 1
, (C.1)
where j = 1, 2. We recall that the degenerate points occur at E = 3, 3(−1)2/3,
3(−1)4/3 and E→∞. This is equivalent to K = 27 and K→∞ under the identifica-
tion K1/3 = E. We will use the following new variables:
Ξ := K− 27, (C.2)
Θ :=
1
E
. (C.3)
The branch points of (C.1) are positioned at
u1 =
E2
12
−
χ1/3
12
+
24E− E4
12χ1/3
, (C.4a)
u2 =
E2
12
+
1− i
√
3
24
χ1/3 −
(
1+ i
√
3
) (
24E− E4
)
24χ1/3
, (C.4b)
u3 =
E2
12
+
1+ i
√
3
24
χ1/3 −
(
1− i
√
3
) (
24E− E4
)
24χ1/3
, (C.4c)
where
χ = −E6 + 36E3 + 24
√
3
√
27− E3 − 216. (C.5)
The branch points and the invariants of the Weierstrass ℘-function have the follow-
ing limits when approaching the degenerate points:
{u1, u2, u3}→ {1
4
, 1, 1
}
, {g2, g3}→ {3
4
,−
1
8
}
as K→ 27, and (C.6a)
{u1, u2, u3}→ { 1
E
,
E2
4
,
1
E
}
, {g2, g3}→ {∞,∞} as E→∞. (C.6b)
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0.5 1.0 1.5 2.0 2.5
- 0.5
0.5
u1
u2
u3
FIGURE C.1.1. Evolution paths of the branch points of (C.1).
The contours are chosen so that C1 encloses u1 and u3, and C2 encloses u2 and
u3.
C.1.1. Period-integral expansion aroundK = 27. We use the new variable Ξ :=
K− 27. The expansions take the following form:
w1 =
(
2ipi√
3
− 2
√
3 ln 3+
1√
3
lnΞ
)(
1−
1
243
Ξ+
4
59049
Ξ2
)
(C.7)
−
4
243
√
3
Ξ
(
1−
1
54
Ξ+
308
531441
Ξ2
)
+O(Ξ3, Ξ3 lnΞ),
w2 =
2ipi√
3
(
1−
1
243
Ξ+
4
59049
Ξ2 +O(Ξ3)
)
. (C.8)
To convert this into E, we can use the following identification:
Ξ := Ξ31 + 9Ξ
2
1 + 27Ξ1 for Ξ1 := E− 3, (C.9)
Ξ := Ξ32 + 9(−1)
2/3Ξ22 + 27(−1)
4/3Ξ2 for Ξ2 := E− 3(−1)2/3, (C.10)
Ξ := Ξ33 + 9(−1)
4/3Ξ23 + 27(−1)
2/3Ξ3 for Ξ3 := E− 3(−1)4/3. (C.11)
C.1.2. Period integral expansion around E = ∞. The period-integral has the
following expansions:
w1 = 2piΘ
(
1+ 6Θ3
)
+O
(
Θ7
)
, (C.12)
w2 = 90piΘ
7 − iΘ4
(
41+ 342Θ3
)
− 9iΘ
(
1+ 6Θ3
)
lnΘ+O(Θ11, Θ7 lnΘ).
(C.13)
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C.2. Derivation of the Picard-Fuchs equation for q-PIII
In this section we derive the Picard-Fuchs equation for q-PIII when β = −α and
δ = −γ. Under these conditions, the period-integral is defined as
ωj =
1
k1/2
∮
Cj
dV√
V4 + E
2−2α2γ2−4γ4
4αγ3
V2 + 1
, (C.14)
where Cj, j = 1, 2, are two independent contours on the Riemann surface. We
define wj to be:
wj :=
∮
Cj
dV√
V4 + E
2−2α2γ2−4γ4
4αγ3
V2 + 1
. (C.15)
For conciseness we derive the Picard-Fuchs equation for the independent variable
ζ, where ζ1/2 := E.
w =
∮
dV√
V4 + ζ−2α
2γ2−4γ4
4αγ3
V2 + 1
. (C.16)
Using integration by parts on (C.16), we can express w as:
w = −2(ζ− 2α2γ2 − 4γ4)wζ + 2Ψ, (C.17)
where
wζ = −
1
8αγ3
∮
V2(
V4 + ζ−2α
2γ2−4γ4
4αγ3
V2 + 1
)3/2dV, and (C.18)
Ψ :=
∮
1(
V4 + ζ−2α
2γ2−4γ4
4αγ3
V2 + 1
)3/2dV. (C.19)
Applying integration by parts on Ψ gives us the following relation:
Ψ = 128α2γ6wζζ − 2
(
ζ− 2α2γ2 − 4γ4
)
Ψζ, (C.20)
where
wζζ =
3
64α2γ6
∮
V4(
V4 + ζ−2α
2γ2−4γ4
4αγ3
V2 + 1
)5/2dV, and (C.21)
Ψζ = −
3
8αγ3
∮
V2(
V4 + ζ−2α
2γ2−4γ4
4αγ3
V2 + 1
)5/2dV. (C.22)
Combining (C.17) and (C.20) and eliminating any Ψ dependence results in:
wζζ +
2(ζ− 4α2γ2 − 4γ4)
(ζ− 4α2γ2 − 4γ4)2 − 64α2γ6
wζ +
w
4 [(ζ− 4α2γ2 − 4γ4)2 − 64α2γ6]
= 0,
(C.23)
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which is equivalent to:
wEE +
(
4E(E2 − 4a2γ2 − 4γ4)
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
−
1
E
)
wE (C.24)
+
E2
(E2 − 4a2γ2 − 4γ4)2 − 64a2γ6
w = 0.
The Picard-Fuchs equation forω can then be derived by using the product rule.
C.3. Asymptotic expansions ofω for q-PIII
In this section we aim to asymptotically expand the period-integral (C.14) near
its degenerate points. We recall from Section 4.2.4 that in the variable E, there exist
five degenerate points, namely±2γ(α+γ),±2γ(α−γ), and∞. This is equivalent to
3 degenerate points under the identification ζ1/2 = E. In the cases of the four finite
degenerate points, we will use the new variable ζ and its corresponding Picard-
Fuchs equation (C.23). There are two potential moduli which take the following
forms:
k± =
−E2 + 4α2γ2 + 4γ4 +
√
(−E24α2γ2 − 4γ4)
2
− 64α2γ6
8αγ3
. (C.25)
This implies that the parametrisation by elliptic functions is not unique. The four
branch points from (C.14) can be solved exactly as:
v1 =
√
E2 − 4α2γ2 − 4γ4 +
√
(E2 − 4γ2 (α2 + γ2))
2
− 64α2γ6
2
√
−2αγ3
, (C.26a)
v2 = −
√
E2 − 4α2γ2 − 4γ4 +
√
(E2 − 4γ2 (α2 + γ2))
2
− 64α2γ6
2
√
−2αγ3
, (C.26b)
v3 =
√
E2 − 4α2γ2 − 4γ4 −
√
(E2 − 4γ2 (α2 + γ2))
2
− 64α2γ6
2
√
−2αγ3
, (C.26c)
v4 = −
√
E2 − 4α2γ2 − 4γ4 −
√
(E2 − 4γ2 (α2 + γ2))
2
− 64α2γ6
2
√
−2αγ3
. (C.26d)
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The branch points have the following limits as ζ or E approaching a degenerate
point:
{v1, v2, v3, v4}→ {i,−i, i,−i} and k± → −1 as ζ→ 4γ2(α+ γ)2,
{v1, v2, v3, v4}→ {1,−1, 1,−1} and k± → 1 as ζ→ 4γ2(α− γ)2,
{v1, v2, v3, v4}→
{
E
2
√
−αγ3
,−
E
2
√
−αγ3
,
2
√
−αγ3
E
,−
2
√
−αγ3
E
}
and
{k+, k−}→ {−4αγ3
E2
,−
E2
4αγ3
}
as E→∞.
We choose C1 to be the contour that encloses the branch points v1 and v3, and C2
encloses v3 and v4. Below is a figure of the evolution of the branch points.
- 4 - 2 2 4
- 4
- 2
2
4
u1
u2
u3
u4
FIGURE C.3.2. Evolution paths of the branch points of (C.14) for
α = 9 and γ = −14 .
C.3.1. Asymptotic expansion around Ξ := ζ− 4γ2(α+ γ)2. We first transform
the w differential equation (C.23) into Ξ:
wΞΞ +
2(8αγ3 + Ξ)
(16αγ3 + Ξ)Ξ
wΞ +
1
4(16αγ3 + Ξ)Ξ
w = 0, (C.27)
which has an indicial exponent of 0 with multiplicity 2 for the regular singular
point Ξ = 0. Let us write the local solution basis as:
BΞ = {B1, B2} = {B1, B1 lnΞ+ b}, (C.28)
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where
B1 = 1−
1
64αγ3
Ξ+
9
16384α2γ6
Ξ2 +O
(
Ξ3
)
,
b = −
1
32αγ3
Ξ
(
1−
21
512αγ3
Ξ+O
(
Ξ2
))
.
Using our choice of contours, we solve for the two integration constants using
(C.15), which gives us the following solutions:
w1 = piB1,
w2 = ln
(
28αγ3
)
B1 − B2.
The moduli take the following expansions:
1
k
1/2
±
= −i∓ i
√
Ξ
4
√
αγ3
−
iΞ
32αγ3
+
iΞ2
2048α2γ6
+O(Ξ3). (C.29)
Henceω = w
k1/2
takes the following form:
ω1± = −ipi
(
1± Ξ
1/2
4
√
αγ3
+
Ξ
64αγ3
∓ Ξ
3/2
256αγ3
√
αγ3
−
7Ξ2
16384α2γ6
+O(Ξ5/2)
)
,
ω2± = ln
(
28αγ3
) ω1±
pi
+ i lnΞ
(
1± Ξ
1/2
4
√
αγ3
+
Ξ
64αγ3
∓ Ξ
3/2
256αγ3
√
αγ3
+O(Ξ2)
)
−
iΞ
32αγ3
(
1± Ξ
1/2
4
√
αγ3
+O(Ξ)
)
.
We note that the limiting periods are −ipi and ∞. To convert back to E, for each
degenerate point, we define Ξ1 := E− 2γ(α+ γ) and Ξ2 := E+ 2γ(α+ γ), then the
following transformations are used:
Ξ = 4γ(α+ γ)Ξ1 + Ξ
2
1,
Ξ = −4γ(α+ γ)Ξ2 + Ξ
2
2.
C.3.2. Asymptotic expansion around Σ := ζ − 4γ2(α − γ)2. In the variable Σ,
Equation (C.23) becomes:
wΣΣ +
2(8αγ3 − Σ)
(16αγ3 − Σ)Σ
wΣ −
1
4(16αγ3 − Σ)Σ
w = 0. (C.30)
It has a double indicial exponent: 0, for the regular singular point Σ = 0, therefore
it admits the local solution basis:
BΣ = {B1, B2} = {B1, B1 lnΞ+ b}, (C.31)
93 Appendix C. Notes for Chapter 4
where
B1 = 1+
1
64αγ3
Σ+
9
16384α2γ6
Σ2 +O
(
Σ3
)
,
b =
1
32αγ3
Σ
(
1+
21
512αγ3
Σ+O
(
Σ2
))
.
We have the following local solutions with our choice of contours:
w1 = ipiB1,
w2 = i ln
(
28αγ3
)
B1 − iB2.
In this case, k± has the following expansion around |Σ| = 0:
1
k
1/2
±
= 1∓ Σ
1/2
4
√
−αγ3
−
Σ
32αγ3
+O(Σ2) (C.32)
Thereby the period-integrals have the expansions:
ω1± = ipi
(
1∓ Σ
1/2
4
√
−αγ3
−
Σ
64αγ3
∓ Σ
3/2
256αγ3
√
−αγ3
−
7Σ2
16384α2γ6
+O(Σ5/2)
)
,
ω2± = − ln
(
Σ
28αγ3
)
ω1±
pi
−
iΣ
32αγ3
(
1∓ Σ
1/2
4
√
−αγ3
+O(Σ)
)
.
To convert back to E, we define two new variables: Σ1 := E−2γ(α−γ) and Σ2 := E+
2γ(α−γ), then the following transformations yield the results in the new variables:
Σ = 4γ(α+ γ)Σ1 + Σ
2
1,
Σ = −4γ(α+ γ)Σ2 + Σ
2
2.
C.3.3. Asymptotic expansions around Θ := 1E . In the new variable Θ, (C.24) is
converted to:
Θ2wΘΘ +
[
3Θ−
4Θ
(
1− 4γ2(α2 + γ2)Θ2
)
[1− 4γ2(α2 + γ2)Θ2]
2
− 64α2γ6Θ4
]
wΘ
+
w
[1− 4γ2(α2 + γ2)Θ2]
2
− 64α2γ6Θ4
= 0
This equation has a double indicial exponent at 1, hence the local solution basis
takes the form:
BΘ = {B1, B2} = {B1, B1 lnΘ+ b}, (C.33)
where
B1 = Θ
[
1+ 2γ2(α2 + γ2)Θ2 + 6γ4(α4 + 4α2γ2 + γ4)Θ4 +O(Θ6)
]
,
b = Θ3
[
2γ2(α2 + γ2) + 2γ4(4α4 + 13α2γ2 + 4γ4)Θ2 +O(Θ4)
]
.
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With our choice of contours, the elliptic-integral (C.15) has the following asymp-
totic expansions near |Θ| = 0:
w1 = −8
√
αγ3
(
ln
(√
αγ3
)
B1 + B2
)
,
w2 = 4ipi
√
αγ3 B1.
Together with the expansions for k±:
1
k
1/2
+
= −
1
2
√
−αγ3 Θ
+
γ2
(
α2 + γ2
)√
−αγ3
Θ+O(Θ3),
1
k
1/2
−
= 2
√
−αγ3 Θ+ 4γ2
(
α2 + γ2
)√
−αγ3 Θ3 +O(Θ5),
we have the explicit expansions for the two periods:
ω1+ =
2i ln(
√
αγ3 Θ)
pi
ω2+ + 8iγ
2(α2 + γ2)Θ2
(
1+
2α4γ2 + 9α2γ4 + 2γ6
α2 + γ2
Θ2 +O(Θ4)
)
,
ω2+ = 2pi
(
1+ 4α2γ6Θ4 +O(Θ6)
)
;
and
ω1− =
2i ln(
√
αγ3 Θ)
pi
ω2− − 32iαγ
5(α2 + γ2)Θ4
(
1+O(Θ2)
)
,
ω2− = −8piαγ
3Θ2
(
1+ 4γ2(α2 + γ2)Θ2 +O(Θ4)
)
.
In the case of k+, the limiting periods are 2pi and ∞; while for k−, both of the
periods vanish in this limit.
