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Abstract
This is the first of a series of papers in which we introduce and study a rigorous “simpli-
cial” realization of the non-Abelian Chern-Simons path integral for manifolds M of the form
M = Σ × S1 and arbitrary simply-connected compact structure groups G. More precisely,
we will introduce, for general links L in M , a rigorous simplicial version WLOrig(L) of the
corresponding Wilson loop observable WLO(L) in the so-called “torus gauge” by Blau and
Thompson (Nucl. Phys. B408(2):345–390, 1993). For a simple class of links L we then
evaluate WLOrig(L) explicitly in a non-perturbative way, finding agreement with Turaev’s
shadow invariant |L|.
AMS subject classifications: 57M27, 81T08, 81T45
1 Introduction
In a celebrated paper, cf. [79], Witten succeeded in defining, on a physical level of rigor,
a large class of new 3-manifold and link invariants by making use of arguments based on the
heuristic Chern-Simons path integral. Later, Reshetikhin and Turaev found a rigorous definition
of Witten’s invariants using the representation theory of quantum groups and suitable surgery
operations on the base manifold, cf. [66, 65] and part I of [74]. A related approach is the
so-called “shadow world” approach by Turaev, cf. [75] and part II of [74], which also works
with quantum group representations but eliminates the use of surgery operations. In fact, the
shadow invariant of a link is simply given by a finite “state sum” (see Appendix B in [43] for an
“internal” reference concerning the special case relevant for us).
Until now it has not been possible to find a rigorous realization of the path integral expres-
sions appearing in Witten’s approach. Moreover, it is not yet clear if/how one can derive the
combinatorial/algebraic expressions in the approach of Reshetikhin and Turaev directly from
Witten’s path integral expressions. These two open problems (“Problem 1” and “Problem 2”)
are important problems by themselves, cf. [55, 70]. Moreover, their solution would greatly
simplify the task of relating (in a rigorous way) the Reshetikhin-Turaev invariants to classical
topology and geometry. The latter problem (“Problem 3”) is one of the central open problems
in the field of 3-manifold quantum topology, cf. [60].
The aim of the the present paper is to make some progress towards the solution of Problems
1–3. Our strategy will be to restrict our attention to the special case where the base manifold
is of the form M = Σ × S1 and to apply the so-called “torus gauge fixing” procedure, which
1
was introduced by Blau and Thompson in [20] for the study of Chern-Simons models on such
manifolds.
The results in [41, 42, 30], which were obtained by extending and combining the work in
[20, 21, 22, 39, 40] and [3, 38], suggest that for such manifolds it should be possible to find a
rigorous realization of the heuristic path integral expressions for the Wilson loop observables
(WLOs) which appear after torus gauge fixing has been applied, cf. Eq. (2.53) below.
Let us remark, however, that the “continuum” approach in [41, 42, 30] is quite technical
and its complete implementation will be rather laborious. Moreover, it is not clear how useful
the continuum approach will be regarding our aforementioned goal of relating the Reshetikhin-
Turaev invariants to the classical topological and geometric invariants (= “Problem 3”).
In the present paper we will therefore propose an alternative approach, which was inspired
by Adams’ “simplicial” framework (see [1, 2]) for Abelian Chern-Simons models1. The new
approach is elementary and does not have the other drawbacks of the continuum approach
mentioned above.
The present paper is organized as follows:
In Sec. 2 we describe the torus gauge fixing approach of [20, 21, 22, 39, 40, 41] to Chern-
Simons models on manifolds M of the form M = Σ × S1. Most of this section is a summary
of the exposition in [40, 41], but Sec. 2.3 contains some new material (e.g the two heuristic
formulas Eq. (2.46) and Eq. (2.53)).
In Sec. 3, which can be considered as a continuation of the introduction, we give some
background information regarding the general simplicial program for CS-theory/BF3-theory.
The simplicial program is very closely related to the open problems mentioned above. In fact, a
successful implementation of the general simplicial program would immediately resolve Problem
1 and Problem 2 and it is plausible to expect that this would also lead to some progress regarding
Problem 3, see Sec. 3.2.
In Sec. 4 and in Sec. 5 we then return to the special situation which is relevant in the present
paper and describe our approach for the discretization of the heuristic equation Eq. (2.53).
Finally, in Sec. 6 we present our main result, Theorem 6.4 (which will be proven in [43]),
before we conclude the main part of the paper with a short outlook in Sec. 7.
The present paper has an appendix consisting of four parts. In part A we list the Lie
theoretic notation used in the present paper and we give some explicit formulas in the special
case G = SU(2). In part B we fill in some details which were omitted in Sec. 2. In part C we
give a formal treatment of the notion of a “polyhedral cell complex”. In part D we make some
more comments regarding the aforementioned simplicial program for CS-theory/BF3-theory.
2 Chern-Simons theory on M = Σ× S1 in the torus gauge
2.1 Chern-Simons theory
Let us fix a simply-connected compact Lie group2 G with Lie algebra g.
For every smooth manifold M , every real vector space V and every n ∈ N0 we will denote
by Ωn(M,V ) the space of V -valued n-forms on M and we set
AM,V := Ω
1(M,V ), AM := AM,g (2.1)
By GM we will denote the “gauge group” C
∞(M,G). We will usually write A instead of AM =
Ω1(M, g) and G instead of GM .
In the following we will restrict ourselves to the special case where M is an oriented closed
3-manifold. Moreover, we will consider only the special case where G is simple (cf. Remark 2.2
1or, rather, Abelian BF3-models, cf. the beginning of Sec. 5 below
2cf. part A of the Appendix for concrete formulas in the special case G = SU(2)
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below for the case of general simply-connected compact Lie groups). The Chern-Simons action
function SCS := SCS(M,G, k) associated to M , G, and the “level” k ∈ Z\{0} is given by
SCS(A) = −kπ
∫
M
〈A ∧ dA〉+ 13〈A ∧ [A ∧A]〉 ∈ R, (2.2)
for all A ∈ A. Above [· ∧ ·] denotes the wedge product associated to the bilinear map [·, ·] :
g × g → g and where 〈· ∧ ·〉 denotes the wedge product associated to the suitably3 normalized
Killing form 〈·, ·〉 : g× g→ R.
From the definition of SCS it is obvious that SCS is invariant under (orientation-preserving)
diffeomorphisms. Thus, at a heuristic level, we can expect that the heuristic integral (the
“partition function”) Z(M) :=
∫
exp(iSCS(A))DA is a topological invariant of the 3-manifold
M . Here DA denotes the informal “Lebesgue measure” on the space A.
A similar statement holds if we consider (oriented and ordered) links L in M , i.e. finite
tuples L = (l1, l2, . . . , lm), m ∈ N, where each li is a knot
4 in M such that arc(li) ∩ arc(li′) = ∅
holds whenever i 6= i′. In the following we will identify each knot li : S
1 → M with the loop
[0, 1] ∋ t 7→ li(iS1(t)) ∈M where iS1 : [0, 1] ∋ s 7→ exp(2πis) ∈ U(1) ∼= S
1.
If we fix a finite tuple ρ = (ρ1, ρ2, . . . , ρm) of irreducible, finite-dimensional, complex rep-
resentations (=“colors”) of G then we can expect at a heuristic level that the mapping which
maps every link L = (l1, l2, . . . , lm) in M to the heuristic integral (the “expectation value of the
Wilson loop observable associated to L and ρ”)
WLO(L, ρ) :=
∫
A
∏
i
Trρi
(
Holli(A)
)
exp(iSCS(A))DA (2.3)
is a link invariant. Here Trρi denotes the trace in the representation ρi and Holli(A) denotes the
holonomy of A around the loop li. Among the many different ways of writing Holli(A) explicitly
the following equation will be particularly convenient for our purposes (cf. Sec. 5.4 below):
Holli(A) = limn→∞
∏n
j=1
exp( 1nA(l
′
i(
j
n))) (2.4)
Here exp : g→ G is the exponential map of G.
Remark 2.1 We will simply write WLO(L) instead of WLO(L, ρ) if no confusion about the
tuple ρ = (ρ1, ρ2, . . . , ρm) of “colors” can arise.
We remark that in the standard physics literature the notation Z(M,L) is normally used
instead of WLO(L).
For convenience we will assume (without loss of generality) in the following that the Lie
group G fixed above is a Lie subgroup of U(N), N ∈ N. The Lie algebra g of G can then be
identified with the obvious Lie subalgebra of the Lie algebra u(N) of U(N) and we have
〈A,B〉 = −Tr(A · B) ∀A,B ∈ g (2.5)
where “·” denotes the matrix multiplication in Mat(N,C) and where Tr := cTrMat(N,C) for
suitably chosen5 c ∈ R. For example, in the special case G = SU(N) we have c = 1
4π2
.
3More precisely, the normalization is chosen such that 〈αˇ, αˇ〉 = 2 for every short real coroot αˇ w.r.t. any fixed
Cartan subalgebra of g. Observe that after making the identification t ∼= t∗ which is induced by 〈·, ·〉 we have
〈α, α〉 = 2 for every long root α. Thus the normalization here coincides with the one in [68]. This normalization
guarantees that the exponential exp(iSCS) is “gauge invariant”, i.e. invariant under the standard G-operation on
A
4i.e. a smooth embedding S1 → M
5observe that if G is simple then every Ad-invariant scalar product on g is proportional to the Killing form
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The Chern-Simons action function SCS can then be rewritten as
SCS(A) = kπ
∫
M
Tr(A ∧ dA+ 23A ∧A ∧A), A ∈ A (2.6)
where “∧” is now the wedge product for (Mat(N,C), ·)-valued forms. Moreover, on the RHS of
Eq. (2.4) we can then reinterpret
∏
· · · as the matrix product and exp as the exponential map
of Mat(N,C).
Remark 2.2 Observe that a simply-connected compact Lie group is automatically semi-simple
and can therefore be written as a product of the form G =
∏r
i=1Gi, r ∈ N, where each Gi is
a simple simply-connected compact Lie group. We can generalize the definition of SCS to this
general situation by setting SCS(M,G, k)(A) :=
∑
i SCS(M,Gi, k)(Ai) for all A ∈ A where (Ai)i
are the components of A w.r.t. to the decomposition g = ⊕igi (gi being the Lie algebra of Gi).
In view of Sec. 7 in [43] let us generalize the definition of SCS even further and intro-
duce for every sequence (ki)i≤r of non-zero integers the function SCS(M,G, (ki)i)by setting
SCS(M,G, (ki)i)(A) :=
∑
i SCS(M,Gi, ki)(Ai) for all A ∈ A. In fact, in the present paper and
in [43] only two special cases will play a role, namely the case r = 1 (i.e. G simple) and the case
r = 2, G2 = G1 and k2 = −k1, cf. Sec. 7 in [43].
2.2 Torus gauge fixing
For the rest of this paper let us fix a maximal torus T of G. The Lie algebra of T will be denoted
by t.
2.2.1 Motivation
In order to motivate the definition of the torus gauge fixing procedure for the manifold M of the
form M = Σ×S1 where Σ is a connected surface let us first have a quick look at the orbit space
A/G and the canonical projection πG : A → A/G for the three manifolds M = R, M = S
1, and
M = Σ× R.
In the following ∂∂t will denote the vector field on R (resp. S
1) which is induced by the map
idR (resp. the map iS1 : [0, 1] ∋ s 7→ exp(2πis) ∈ U(1) ∼= S
1) and dt will denote the dual 1-form
on R (resp. S1). The obvious “lift”/pullback of ∂∂t and dt to the product manifolds Σ× R and
Σ× S1 will again be denoted by ∂∂t and dt.
i) M = R: Here every 1-form A = A0dt ∈ A is gauge-equivalent to the trivial 1-form 0 dt = 0,
so A/G has just one element.
ii) M = S1: Here every A ∈ A is gauge equivalent6 to a 1-form of the form Bdt with constant
B : S1 → g. Moreover, according to the fundamental theorem of maximal tori we can
choose B to be t-valued, so the map πG : {Bdt | B ∈ C
∞(S1, t) is constant } → A/G is
surjective.
iii) M = Σ × R: Every A ∈ A can be written uniquely in the form A = A⊥ + A0dt with
A⊥ ∈ A⊥ := {A ∈ A | A( ∂∂t ) = 0} and A0 ∈ C
∞(M, g). Using the argument for the
case M = R for each of the “fibers” {σ} × R ∼= R, σ ∈ Σ, we can easily conclude that
every 1-form A can be gauge-transformed into an element of A⊥. In other words, the map
πG : A
⊥ → A/G is surjective.
After these preparations let us now go back to the original manifold.
6this follows, e.g., by looking at the explicit form of the well-known injection ψ : Aflat/G → Hom(π1(M), G)/G
and taking into account that in the special case M = S1 we have A/G = Aflat/G and Hom(π1(M), G)/G ∼= G/G
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iv) M = Σ × S1: Again every A ∈ A can be written uniquely in the form A = A⊥ + A0dt
with A⊥ ∈ A⊥ and A0 ∈ C
∞(M, g) where A⊥ is defined again by
A⊥ := {A ∈ A | A( ∂∂t ) = 0} (2.7)
Combining the results for the case M = S1 and M = Σ×R and making the identification
{B ∈ C∞(Σ × S1, t) | B(σ, ·) constant for all σ ∈ Σ} ∼= C∞(Σ, t) one is naturally led to
the space
Aqax(T ) := A⊥ ⊕ {Bdt | B ∈ C∞(Σ, t)} (2.8)
and to the question whether the map πG : A
qax(T ) → A/G is surjective. For technical
reasons let us also introduce the space
Aqax := A⊥ ⊕ {Bdt | B ∈ C∞(Σ, g)} (2.9)
In Sec. 2.2.3 and Sec. 2.2.4 below we will study the map πG : A
qax(T ) → A/G in the
situation relevant for us. Before we do this we will have to make a short digression where we
introduce the two heuristic concepts of a generalized gauge fixing and an abstract gauge fixing
which will be useful in Sec. 2.2.3 and Sec. 2.2.4 below.
2.2.2 Two heuristic concepts: “generalized” and “abstract” gauge fixing
Let us call a (not necessarily linear) subspace V ofA a gauge fixing subspace iff its elements form a
complete and minimal set of representatives of A/G, or, equivalently, iff the map ΠV : V → A/G
which is obtained by restricting the canonical projection πG : A → A/G onto V is a bijection.
(Thus Π−1V : A/G → A will be a gauge fixing in the usual sense).
Let dνA/G denote the image of the informal Lebesgue measure DA under πG, i.e.
dνA/G := (πG)∗DA (2.10)
If V is a gauge fixing subspace then, setting dµV := (ΠV )
−1
∗ (dνA/G), we trivially have (at an
informal level)
(ΠV )∗dµV = dνA/G (2.11)
and therefore7 also (informally) ∫
χ(A)DA =
∫
V
χ(A)dµV (A) (2.12)
for every G-invariant function χ : A→ C.
Remark 2.3 If V is a “sufficiently nice” subspace of A the informal measure dµV will have an
explicitly computable “density” w.r.t. to DA|V . This density is usually called the “Faddeev-
Popov determinant” (of the gauge fixing associated to V ), cf., e.g., [63] and Appendix C in
[41].
We will call a subset V ⊂ A a generalized gauge fixing subspace iff the map ΠV : V → A/G
given as above is “essentially surjective” in the sense that the complement of πG(V ) in A/G is a
dνA/G -zero subset. Since for such a generalized gauge fixing space the map ΠV : V → A/G need
not be injective we can not hope to obtain an informal measure dµV fulfilling Eq. (2.11) above
in a canonical way as above. However, since by assumption ΠV is essentially surjective there
7since
∫
A
χ(A)DA =
∫
A/G
χ¯ dνA/G =
∫
A/G
χ¯ (ΠV )∗dµV =
∫
V
(χ¯◦ΠV )dµV =
∫
V
χ(A)dµV (A) where χ¯ : A/G →
C is uniquely given by χ = χ¯ ◦ πG
5
will be (non-canonical informal) measures dµV on V such that Eq. (2.11) above is fulfilled at
an informal level. We will call any such8 pair (V, dµV ) a generalized gauge fixing.
An abstract gauge fixing is a triple (V,ΠV , dµV ) where V is an arbitrary (heuristic) measur-
able space, ΠV is a (heuristic) measurable map V → A/G and dµV a measure on V such that
Eq. (2.11) above is fulfilled9. Of course, for an abstract gauge fixing to be useful the space V
should have enough structure so that one can perform concrete computations10. For the abstract
gauge fixing which will appear in Sec. 2.2.4 the space V will be the product of a linear space
and a countable discrete space.
2.2.3 Torus gauge fixing for non-compact M = Σ× S1
Recall from [25] that an element g of G is called “regular” iff it is contained in exactly one
maximal torus of G. In the following we set
Greg := {g ∈ G | g is regular} (2.13)
Let us now restrict to the special situation which is relevant for CS theory, i.e. where G is
simply-connected, cf. Sec. 2.1. It turns out that if Σ is non-compact we have (cf. point ii) in
part B.1 of the Appendix)
Areg/G ⊂ A
qax(T )/G = πG(A
qax(T )) (2.14)
where
Areg := {A ∈ A | Hollσ(A) ∈ Greg for every σ ∈ Σ} (2.15)
and where lσ is the “vertical” loop “above” σ, i.e. lσ : [0, 1] ∋ s 7→ (σ, iS1(s)) ∈ M with iS1
as above. Moreover, since codim(G\Greg) ≥ 3 (cf., e.g., Chap. V in [25]) and dim(Σ) = 2, a
“generic” function f : Σ → G will remain inside Greg. Thus we can argue at a heuristic level
that the difference sets
C∞(Σ, G)\C∞(Σ, Greg), A\Areg, (A/G)\(Areg/G)
are all “negligible”, i.e. “zero-subsets” w.r.t. DΩ (the heuristic Haar measure on C∞(Σ, G))
resp. DA resp. dνA/G . Thus, if Σ is non-compact, the space V := A
qax(T ) should indeed be a
generalized gauge fixing space and there should be a measures dµV on V fulfilling Eq. (2.11).
In order to describe such a measure dµV explicitly, let us make the identification
V = Aqax(T ) ∼= A⊥ × B (2.16)
where we have set
B := C∞(Σ, t) (2.17)
Below DA⊥ will denote the (informal) “Lebesgue measure” on A⊥ and DB the (informal)
“Lebesgue measure” on B.
It can be shown at an informal level11 that the measure dµV on V ∼= A
⊥ × B given by
dµV := DA
⊥ ⊗
(
det
(
1k − exp(ad(B))|k
)
DB
)
(2.18)
8i.e. V is a generalized gauge fixing space and dµV a measure on V fulfilling Eq. (2.11)
9in this case, one can conclude at an informal level that ΠV should then be essentially surjective in the sense
above since one can argue that the informal measure dνA/G on A/G should have “full support”
10this excludes, for example, the “trivial” abstract gauge fixing V = A/G, ΠV = idA/G and dµV = dνA/G . The
orbit space A/G has so little structure that it is not very useful for explicit computations, which is exactly the
reason why one usually tries to apply a suitable gauge fixing (in the usual or generalized sense)
11by computing the Faddeev-Popov determinant of a closely related (proper) gauge fixing, cf. Sec. 2.3 and Sec.
2.4 in [41] (and Remark 2.3 above). Observe that Eq. (2.19) below is just the analogue of Eq. (2.23) in Sec. 2.4
in [41] where P is replaced by t
6
fulfills Eq. (2.11) up to a multiplicative constant, or, equivalently, that∫
A
χ(A)DA ∼
∫
B
[∫
A⊥
χ(A⊥ +Bdt)DA⊥
]
det
(
1k − exp(ad(B))|k
)
DB (2.19)
holds for every G-invariant function χ : A → C. Here k is the 〈·, ·〉-orthogonal complement of t
in g, 1k denotes the identity operator on C
∞(Σ, k), and exp(ad(B))|k is the well-defined
12 linear
operator on C∞(Σ, k) given by (exp(ad(B))|k ·f)(σ) = exp(ad(B(σ)))|k ·f(σ) for all f ∈ C
∞(Σ, k)
and σ ∈ Σ.
Convention 1 Above and in the following “∼” denotes equality up to a multiplicative constant.
Of course, this “constant” can/should depend on G and M but it is independent of χ.
2.2.4 Torus gauge fixing for compact M = Σ× S1
The case of compact Σ, which is the case we are actually interested in, requires more care since
in this case we have Areg/G 6⊂ πG(A
qax(T )) (cf. point iii) in part B.1 of the Appendix; cf. also
Example 2 in Sec. 3 in [22]). If one still wants to transform a general 1-form A ∈ Areg into an
element A⊥ + Bdt of Aqax(T ) one can do so only if one uses a certain (mildly) singular gauge
transformation Ω and also allows A⊥ to have a similar singularity (cf. the maps Ωh and the
1-forms Asg(h) appearing in Step 2 and Step 3 below). For functions χ fulfilling an additional
property (cf. Step 2 below) this strategy indeed allows us to generalize Eq. (2.19) so that also
the case of compact surfaces Σ is included, cf. Eq (2.28) below.
We will now sketch the derivation of Eq (2.28). For more details we refer to [40] where
a detailed derivation of a very similar equation is given where B = C∞(Σ, t) is replaced by
C∞(Σ, P ), P ⊂ t being a fixed Weyl alcove.
Preparation for Step 1: Let us set13
[Σ, G/T ] := C∞(Σ, G/T )/GΣ (2.20)
where the expression on the RHS denotes the orbit space of the GΣ-operation on C
∞(Σ, G/T )
given by g¯ · Ω := Ω−1g¯ for g¯ ∈ C∞(Σ, G/T ) and Ω ∈ GΣ. For each h ∈ [Σ, G/T ] we pick a
representative g¯h ∈ C
∞(Σ, G/T ). We will keep each g¯h fixed in the following.
For each g¯ ∈ G/T and b ∈ t we set g¯bg¯−1 := gbg−1 ∈ g where g is an arbitrary14 element of
G fulfilling gT = g¯ (and where we use the somewhat sloppy notation gbg−1 instead of Ad(g) · b).
Step 1: We now introduce a suitable abstract gauge fixing (V ,ΠV , dµV ) (“abstract torus gauge
fixing”). We take
V := A⊥ × B × [Σ, G/T ] (2.21)
and define ΠV : V → A/G by
ΠV (A
⊥, B,h) = πG(A
⊥ + g¯hBg¯
−1
h dt) (2.22)
for all (A⊥, B,h) ∈ V where g¯hBg¯
−1
h ∈ C
∞(Σ, g) is given by (g¯hBg¯
−1
h )(σ) := g¯h(σ)B(σ)g¯
−1
h (σ)
for all σ ∈ Σ.
We will motivate this choice of V and of ΠV in part B.1 of the Appendix. There we will also
show (cf. Eq. (B.3) below) that
Areg/G ⊂ Image(ΠV ), (2.23)
12observe that exp(ad(B(σ))) = Ad(exp(B(σ))) and that k is an Ad|T -invariant subspace of g
13 the notation [Σ, G/T ] is motivated by the fact that C∞(Σ, G/T )/GΣ coincides with the set of homotopy
classes of maps Σ→ G/T , cf. Proposition 3.2 in [40]
14observe that for b ∈ t the value g¯bg¯−1 will not depend on the special choice of g
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so ΠV is essentially surjective in the sense above. Thus we can hope to be able to find a heuristic
measure dµV on V fulfilling Eq. (2.11) (with V replaced by V¯ ).
Recalling that in the situation of non-compact Σ the measure µV given by Eq. (2.18)
above has the right properties (ie fulfills Eq. (2.11)) and taking into account that [Σ, G/T ] is a
countable set (cf. Remark 2.5 below) it is tempting to try the ansatz
dµV := DA
⊥ ⊗
(
det
(
1k − exp(ad(B))|k
)
DB
)
⊗# (2.24)
where # is the counting measure on [Σ, G/T ].
It turns out that with this choice Eq. (2.11) is indeed fulfilled at a heuristic level (with V
replaced by V¯ and with “=” replaced by “∼”), or, equivalently, that we have
∫
A
χ(A)DA
∼
∑
h∈[Σ,G/T ]
∫
B
[∫
A⊥
χ(A⊥ + g¯hBg¯
−1
h dt)DA
⊥
]
det
(
1k − exp(ad(B))|k
)
DB (2.25)
for every G-invariant function χ : A→ C, cf. Eq. (2.26) in [41].
Clearly, for h ∈ [Σ, G/T ], B ∈ B the function g¯hBg¯
−1
h ∈ C
∞(Σ, g) will in general not be
in C∞(Σ, t). This reduces the usefulness of Eq. (2.25) considerably. Fortunately, for a certain
class of functions χ one can derive a more useful variant of Eq. (2.25), cf. Eq. (2.28) below.
Preparation for Step 2: Let us fix a point σ0 ∈ Σ and pick, for each h ∈ [Σ, G/T ], a lift
Ωh ∈ GΣ\{σ0} = C
∞(Σ\{σ0}, G) of (g¯h)|Σ\{σ0} ∈ C
∞(Σ\{σ0}, G/T ), cf. Remark 2.4 below. We
will keep σ0 and each Ωh fixed for the rest of this paper.
Remark 2.4 The existence of the “lifts” Ωh ∈ GΣ\{σ0} of (g¯h)|Σ\{σ0} picked above is guaranteed
by the following three observations:
i) the surface Σ\{σ0} (and in fact every non-compact surface) is homotopy equivalent to a
1-complex
ii) G/T is simply-connected
iii) πG/T : G → G/T is a fiber bundle and therefore possesses the homotopy lifting property
(cf., e.g., [49])
The first two observations imply that each of the maps (g¯h)|Σ\{σ0} is 0-homotopic and the third
observation then implies the existence of Ωh (cf. also Example B.1 in part B.1 of the Appendix
below).
Clearly, the restriction mapping GΣ ∋ Ω 7→ Ω|Σ\{σ0} ∈ GΣ\{σ0} is injective so we can con-
sider GΣ to be a subgroup of GΣ\{σ0}. In a similar way, we will identify C
∞(Σ, g) with a sub-
space of C∞(Σ\{σ0}, g), A
⊥ with a subspace of A⊥(Σ\{σ0})×S1 (defined in the obvious way), and
Aqax = A⊥ ⊕ C∞(Σ, g)dt with a subspace of Aqax
(Σ\{σ0})×S1
:= A⊥(Σ\{σ0})×S1 ⊕ C
∞(Σ\{σ0}, g)dt.
Summarizing this we have
GΣ ⊂ GΣ := GΣ\{σ0}
C∞(Σ, g) ⊂ C∞(Σ, g) := C∞(Σ\{σ0}, g)
A⊥ ⊂ A⊥ := A⊥(Σ\{σ0})×S1
Aqax ⊂ Aqax := Aqax
(Σ\{σ0})×S1
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Step 2: Let χ : A → C be a G-invariant function with the extra property that the function
χqax : Aqax → C given by χqax := χ|Aqax is not only GΣ-invariant but can also be extended to
a GΣ-invariant function χqax : Aqax → C. If χ has this property we obtain for the integrand in
the inner integral on the right-hand side of (2.25)
χ(A⊥ + (g¯hBg¯
−1
h )dt) = χ
qax(A⊥ + (g¯hBg¯
−1
h )dt) = χ
qax(A⊥ + (ΩhBΩ
−1
h )dt)
= χqax((A⊥ · Ωh) +Bdt) = χqax(Ω
−1
h A
⊥Ωh +Ω
−1
h dΩh +Bdt) (2.26)
So for such a function χ we arrive at the following modification of Eq. (2.25)
∫
A
χ(A)DA ∼
∑
h∈[Σ,G/T ]
∫
B
[∫
A⊥
χqax(Ω−1h A
⊥Ωh +Ω
−1
h dΩh +Bdt)DA
⊥
]
× det
(
1k − exp(ad(B))|k
)
DB (2.27)
Step 3: As a final step let us simplify Eq. (2.27) by performing – for each fixed h ∈ [Σ, G/T ]
and each fixed B ∈ B – the change of variable Ω−1h A
⊥Ωh + πk(Ω
−1
h dΩh) → A
⊥ in the integral[∫
A⊥ χ
qax(Ω−1h A
⊥Ωh + Ω
−1
h dΩh + Bdt)DA
⊥
]
appearing on the RHS of Eq. (2.27). Here πk is
the 〈·, ·〉-orthogonal projection g→ k.
For the special χ relevant for us (cf. Sec. 2.3.1 below), these changes of variable can indeed
be justified15, cf. Sec. 4.2 in [40]. After performing them we finally obtain
∫
A
χ(A)DA ∼
∑
h∈[Σ,G/T ]
∫
B
[∫
A⊥
χqax(A⊥ +Asg(h) +Bdt)DA
⊥
]
× det
(
1k − exp(ad(B))|k
)
DB (2.28)
where we have set
Asg(h) := πt(Ω
−1
h dΩh) (2.29)
where πt is the 〈·, ·〉-orthogonal projection g→ t.
Observe that we can equally well work with the abstract gauge fixing space V := A⊥ ×
C∞(Σ, treg)× [Σ, G/T ] instead of V := A
⊥ × B × [Σ, G/T ] in Step 1 above where
treg := exp
−1(Treg) (2.30)
with Treg := T ∩Greg (treg is just the union of all the Weyl alcoves).
If we do so we arrive at16∫
A
χ(A)DA ∼
∑
h∈[Σ,G/T ]
∫
B
1C∞(Σ,treg)(B)
[∫
A⊥
χqax(A⊥ +Asg(h) +Bdt)DA
⊥
]
× det
(
1k − exp(ad(B))|k
)
DB (2.31)
which will be slightly more convenient in Sec. 2.3.1 below.
Remark 2.5 Let n : [Σ, G/T ]→ t be given by
n(h) :=
∫
Σ\{σ0}
dAsg(h) := lim
ǫ→0
∫
Σ\Bǫ(σ0)
dAsg(h)
15by contrast the more radical change of variable Ω−1h A
⊥Ωh +Ω
−1
h dΩh → A
⊥ is not admissible (at least not in
the present form), cf. Remark 2.6 below
16alternatively, one could try to “derive” Eq. (2.31) directly form Eq. (2.28) by argueing that, since det
(
1k −
exp(ad(b))|k
)
= 0 for every b ∈ t\treg the set C
∞(Σ, t)\C∞(Σ, treg) should be a det
(
1k − exp(ad(B))|k
)
DB-zero
subset of B = C∞(Σ, t)
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where Bǫ(σ0), ǫ > 0, denotes the closed ǫ-ball around σ0 w.r.t. to an arbitrary fixed Riemannian
metric g on Σ. One can show that n is well-defined and independent of the special choice of g,
σ0, g¯h, and Ωh involved
17(see Proposition 3.4 and Proposition 3.5 in [40]). Moreover, one can
show that n is a bijection from [Σ, G/T ] onto the lattice
I := ker(exp|t) (2.32)
(see Proposition 3.6 and Remark 3.2 in [40]; cf. also Sec. 5 in [22] and Example B.1 in part B.1
of the Appendix below).
2.3 Chern-Simons theory in the torus gauge
2.3.1 Application of Eq. (2.31) to Chern-Simons theory
From now on we will assume that the (connected) surface Σ fixed above is oriented and compact.
Let L = ((l1, l2, . . . , lm), (ρ1, ρ2, . . . , ρm)) be a colored link in M = Σ × S
1. We would like to
apply Eq. (2.31) to the G-invariant function χ : A → C given by
χ(A) =
∏
i
Trρi
(
Holli(A)
)
exp(iSCS(A)) (2.33)
Before we can do this we need to extend the GΣ-invariant function χ
qax := χ|Aqax on A
qax to a
GΣ-invariant function χqax on Aqax. We do this by extending each of the GΣ-invariant functions
Trρi(Holli) : A
qax ∋ Aq 7→ Trρi
(
Holli(A
q)
)
∈ C, i ≤ m (2.34a)
SqaxCS : A
qax ∋ Aq 7→ SCS(A
q) ∈ C (2.34b)
separately to GΣ-invariant functions Trρi(Holli) and S
qax
CS on A
qax and then setting
χqax(Aq) :=
∏
i
Trρi(Holli)(A
q) exp(iSqaxCS (A
q)) (2.35)
for Aq ∈ Aqax. In the following we will assume that σ0 does not lie on any of the loops l
i
Σ := πΣ◦li
where πΣ : Σ× S
1 → Σ is the canonical projection. More precisely, we will assume that
σ0 /∈
⋃m
i=1
arc(liΣ) ⊂ Σ (2.36)
Clearly, under this assumption Holli(A
q) makes sense for arbitrary Aq ∈ Aqax and setting
Trρi(Holli)(A
q) := Trρi(Holli(A
q)) for all Aq ∈ Aqax we obtain a GΣ-invariant function on Aqax.
Before we write down an explicit expression for SqaxCS we will first give a convenient explicit
formula for the function SqaxCS on A
qax = A⊥ ⊕ C∞(Σ, g)dt. We have
SqaxCS (A
⊥ +Bdt) = SCS(A
⊥ +Bdt)
= kπ
∫
M
[
Tr(A⊥ ∧ dA⊥) + 2Tr(A⊥ ∧Bdt ∧A⊥) + 2Tr(A⊥ ∧ dB ∧ dt)
]
(2.37)
for all A⊥ ∈ A⊥, B ∈ C∞(Σ, g). As in [39, 41] we can rewrite the RHS of Eq. (2.37) using the
identification
A⊥ ∼= C∞(S1,AΣ) (2.38)
where C∞(S1,AΣ) denotes the space of all functions α : S
1 → AΣ which are “smooth” in the
sense that for every smooth vector field X on Σ the function Σ × S1 ∋ (σ, t) 7→ α(t)(Xσ) is
smooth.
17the independence of σ0 is not mentioned explicitly in [40] but is obvious from the proof of Proposition 3.4
and Proposition 3.5 in [40]
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Using this identification we have (cf. Proposition 5.2 in [39])
SqaxCS (A
⊥ +Bdt) = SCS(A
⊥ +Bdt)
= −kπ
∫
S1
dt
∫
Σ
[
Tr
(
A⊥(t) ∧
(
∂
∂t + ad(B)
)
A⊥(t)
)
− 2Tr
(
A⊥(t) ∧ dB
)]
(2.39)
where ∂∂t : C
∞(S1,AΣ)→ C
∞(S1,AΣ) is the obvious differential operator.
Let us now introduce SqaxCS : A
qax → C by
SqaxCS (A
⊥ +Bdt)
:= −kπ
{
lim
ǫ→0
∫
S1
dt
∫
Σ\Bǫ(σ0)
[
Tr
(
A⊥(t) ∧
(
∂
∂t + ad(B)
)
A⊥(t)
)
− 2Tr
(
dA⊥(t) ·B
)]}
(2.40)
(with Bǫ(σ0) as in Remark 2.5 above) for all A
⊥ ∈ A⊥, B ∈ C∞(Σ, g) for which the ǫ→ 0-limit
exists and by
SqaxCS (A
⊥ +Bdt) := 0
otherwise. Observe that SqaxCS is indeed an extension of S
qax
CS since in the special case where
A ∈ A⊥ and B ∈ C∞(Σ, g) Stokes’ Theorem implies that for every t ∈ S1 we have18∫
Σ\{σ0}
Tr
(
dA⊥(t) ·B
)
=
∫
Σ
Tr
(
dA⊥(t) · B
)
=
∫
Σ
Tr
(
A⊥(t) ∧ dB
)
(2.41)
Moreover, SqaxCS is indeed a GΣ-invariant function, cf. Proposition 4.1 in [40]. We can therefore
apply Eq. (2.31) to the functions χ and χqax given by Eq. (2.33) and Eq. (2.35) with the choice
Eq. (2.40) above and obtain
WLO(L) ∼
∑
h∈[Σ,G/T ]
∫
B
1C∞(Σ,treg)(B)
[∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Asg(h) +Bdt
)
× exp(iSqaxCS (A
⊥ +Asg(h) +Bdt))DA
⊥
]
det
(
1k − exp(ad(B))|k
)
DB (2.42)
Here and in the following ∼ denotes equality up to a multiplicative constant independent of L.
Remark 2.6 It is tempting to try to simplify Eq. (2.42) by performing the informal change
of variable A⊥ + Asg(h) → A
⊥ in the
∫
A⊥ · · ·DA
⊥ integral. However, it turns out that if
we perform this change of variable directly in Eq. (2.42) things go wrong. More precisely, the
explicit evaluation of the expression that we obtain by replacing each appearance of A⊥+Asg(h)
on the RHS of Eq. (2.42) by A⊥ leads to incorrect values for WLO(L). On the other hand,
it turns out that if we perform an analogous change of variable at a later stage (after having
rewritten Eq. (2.42) above in a suitable way, cf. Eq. (2.46) below) we do get the correct values
for WLO(L).
In order to get to the aforementioned formula (2.46) we will use the following identity19∫
Σ\{σ0}
Tr
(
dAsg(h) · B
)
=
∫
Σ\{σ0}
Tr
(
d(Asg(h) · B)
)
+
∫
Σ\{σ0}
Tr(Asg(h) ∧ dB)
(∗)
= Tr
(
n(h) ·B(σ0)) +
∫
Σ\{σ0}
Tr(Asg(h) ∧ dB)
)
(2.43)
18here and above dA⊥(t) is a short notation for d(A⊥(t)), i.e. “d” is the differential of Σ
19step (∗) holds since by Stokes’ theorem we have
∫
Σ\{σ0}
d(Asg(h) · B) = limǫ→0
∫
Σ\Bǫ(σ0)
d(Asg(h) · B) =
limǫ→0
∫
∂Bǫ(σ0)
(Asg(h)·B)
(+)
=
(
limǫ→0
∫
∂Bǫ(σ0)
Asg(h)
)
·B(σ0) =
(
limǫ→0
∫
Σ\Bǫ(σ0)
dAsg(h)
)
·B(σ0) = n(h)·B(σ0).
Here step (+) holds for all B provided that Asg(h) was chosen to be sufficiently regular. Moreover, if B is locally
constant around σ0 (which is the only case relevant for us, cf. part B.2 of the appendix) then step (+) holds for
an arbitrary choice of Asg(h)
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where n(h) =
∫
Σ\{σ0}
dAsg(h) = limǫ→0
∫
Σ\Bǫ(σ0)
dAsg(h) (cf. Remark 2.5 above).
Using (2.43) and taking into account that
SqaxCS (A
⊥ +Asg(h) +Bdt) = S
qax
CS (A
⊥ +Bdt) + 2πk
∫
Σ\{σ0}
Tr
(
dAsg(h) ·B
)
(2.44)
we see that we can rewrite Eq. (2.42) above as
WLO(L) ∼
∑
h∈[Σ,G/T ]
∫
B
1C∞(Σ,treg)(B)×
×
[∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Asg(h) +Bdt
)
exp(iS¯qaxCS (A
⊥ +Asg(h) +Bdt))DA
⊥
]
× exp
(
2πikTr(n(h) · B(σ0))
)
det
(
1k − exp(ad(B))|k
)
DB (2.45)
where S¯qaxCS (A
⊥ + Asg(h) + Bdt) is given in an analogous way
20 as in Eq. (2.39) above. If we
now perform in Eq. (2.45) above the informal change of variable A⊥ + Asg(h) → A
⊥ in the∫
A⊥ · · ·DA
⊥ integral we obtain
WLO(L) ∼
∑
h∈[Σ,G/T ]
∫
B
1C∞(Σ,treg)(B)×
×
[∫
A⊥
∏
i
Trρi
(
Holli(A
⊥ +Bdt)
)
exp(iSCS(A
⊥ +Bdt))DA⊥
]
× exp
(
2πikTr(n(h) · B(σ0))
)
det
(
1k − exp(ad(B))|k
)
DB (2.46)
(Here we use again the notation SCS(A
⊥ + Bdt) instead of S¯qaxCS (A
⊥ + Bdt) and Trρi(Holli(·))
instead of Trρi(Holli)).
Let us emphasize that the derivation of Eq. (2.46) above was rather sloppy. In particular,
we did not specify explicitly the domain of the function S¯qaxCS (·). Moreover, we did not give any
explanation why now the informal change of variable A⊥+Asg(h)→ A
⊥ will “work” while above
(cf. Remark 2.6) it didn’t. We will clarify this issue in part B.3 of the Appendix below where
we will give a careful derivation of Eq. (2.46).
Remark 2.7 In view of the discussion in Sec. 5.10 below let us mention that from part B.2 of
the Appendix below it follows (on a heuristic level) that the integral∫
A⊥
∏
i
Trρi
(
Holli(A
⊥ +Bdt)
)
exp(iSCS(A
⊥ +Bdt))DA⊥
vanishes for every B ∈ B which is not locally constant around σ0. Accordingly, we can replace
the space B appearing in the outer integral
∫
B · · ·DB in Eq. (2.46) above and in Eq. (2.53)
below by the space
Blocσ0 := {B ∈ B | B is locally constant around σ0}
2.3.2 Rewriting SCS(A
⊥ +Bdt)
Let us rewrite SCS(A
⊥+Bdt) yet another time. In order to do so we fix an auxiliary Riemannian
metric g on Σ. By ⋆ we will denote both the Hodge star operator on AΣ induced by g and
20ie on the RHS of (2.39) we replace A⊥(t) by A⊥(t) + Asg(h) and we replace the integral
∫
Σ
· · · by
limǫ→0
∫
Σ\Bǫ(σ0)
· · ·
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the linear isomorphism on A⊥ ∼= C∞(S1,AΣ) given by (⋆A
⊥)(t) = ⋆(A⊥(t)) for all t ∈ S1. By
≪ ·, · ≫A⊥ we will denote the scalar product on A
⊥ ∼= C∞(S1,AΣ) given by
≪ A⊥1 , A
⊥
2 ≫A⊥=
∫
S1
dt
∫
Σ
(A⊥1 (t), A
⊥
2 (t))AΣdµg (2.47)
where dµg is the volume measure on Σ associated to g and (·, ·)AΣ : AΣ × AΣ → C
∞(Σ,R) is
the obvious bilinear map induced by g and 〈·, ·〉g.
Eq. (2.39) can then be rewritten as (cf.21 Sec. 3.3 in [41])
SCS(A
⊥ +Bdt) = kπ
[
≪ A⊥, ⋆
(
∂
∂t + ad(B)
)
A⊥ ≫A⊥ +2≪ ⋆A
⊥, dB ≫A⊥
]
, (2.48)
We remark that even though Eq. (2.48) is less natural than Eq. (2.39) above (since it depends
on the auxiliary Riemannian metric g) it will be more convenient for our purposes, cf. the
paragraph after Eqs (2.54) below and also Sec. 5.3 below where a “simplicial” analogue of
SCS(A
⊥ +Bdt) is introduced.
2.3.3 The final heuristic formula
Clearly, the operator ∂∂t + ad(B) : C
∞(S1,AΣ) → C
∞(S1,AΣ) is not injective. For B ∈
C∞(Σ, treg) the kernel of this operator is given by
A⊥c := {A
⊥ ∈ C∞(S1,AΣ) | A
⊥ is constant and AΣ,t-valued} ∼= AΣ,t (2.49)
For making rigorous sense of the RHS of Eq. (2.46) it is useful to work with a decomposition
A⊥ = C⊕A⊥c for a suitably chosen linear subspace C of A
⊥ and to incorporate this decomposition
into Eq. (2.46). For technical reasons we worked in [39, 40, 41, 42] with the choice C := Aˆ⊥
where
Aˆ⊥ := {A⊥ ∈ C∞(S1,AΣ) | A
⊥(t0) ∈ AΣ,k} (2.50)
where t0 is an arbitrary but fixed point in S
1. It would also have been possible to work with
C := Aˇ⊥ where
Aˇ⊥ := {A⊥ ∈ C∞(S1,AΣ) |
∫
S1
A⊥(t)dt ∈ AΣ,k} (2.51)
In fact, the latter choice is in some sense more natural and has the important advantage of
possessing a “good” simplicial analogue, cf. the second of the two equations in (5.23) below. In
the present paper we will therefore work with the latter choice. Taking into account that
SCS(Aˇ
⊥ +A⊥c +Bdt) = SCS(Aˇ
⊥ +Bdt) + SCS(A
⊥
c +Bdt) (2.52)
for Aˇ⊥ ∈ Aˇ⊥, A⊥c ∈ A
⊥
c , and B ∈ B and the fact that the map n : [Σ, G/T ] → I = ker(exp|t)
appearing in Remark 2.5 above is a bijection we arrive, after incorporating the decomposition
A⊥ = Aˇ⊥ ⊕A⊥c into Eq. (2.46), at
WLO(L) ∼
∑
y∈I
∫
A⊥c ×B
{
1C∞(Σ,treg)(B)DetFP (B)
×
[∫
Aˇ⊥
∏
i
Trρi
(
Holli(Aˇ
⊥ +A⊥c , B)
)
exp(iSCS(Aˇ
⊥, B))DAˇ⊥
]
× exp
(
−2πik〈y,B(σ0)〉
)}
exp(iSCS(A
⊥
c , B))(DA
⊥
c ⊗DB) (2.53)
21we remark that in [41] we use a different sign convention for the ⋆ operator
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where we have used Eq. (2.5) and where, as a preparation for Sec. 5, we have introduced the
short notation
SCS(A
⊥, B) := SCS(A
⊥ +Bdt) (2.54a)
DetFP (B) := det
(
1k − exp(ad(B))|k
)
(2.54b)
Holli(A
⊥, B) := Holli(A
⊥ +Bdt) (2.54c)
From the explicit formula Eq. (2.48) for SCS(A
⊥ + Bdt) it follows immediately that both
(heuristic) complex measures exp(iSCS(Aˇ
⊥, B))DAˇ⊥ and exp(iSCS(A
⊥
c , B))(DA
⊥
c ⊗ DB) ap-
pearing above are of “Gaussian type”. This considerably increases the chances of making rigor-
ous sense of the RHS of Eq. (2.53).
In fact, in [39, 41, 42] we have already sketched how this works in the framework of white
noise analysis. In [39, 41, 42, 30] we also demonstrated that in the special case where the link
L has no double points and “horizontal” framing is used (cf. Sec. 5.2 in [41]) the rigorous
realization of WLO(L) can be evaluated explicitly and that
WLO(L) ∼ |L| (2.55)
holds where | · | is Turaev’s shadow invariant associated to g and k (cf. Remark 6.6 below and
part B of the Appendix in [43]) and where ∼ denotes equality up to a multiplicative constant
independent of L.
In the present paper we will develop an alternative approach for making rigorous sense of
Eq. (2.55), which is based on a suitable “discretization” of the RHS of Eq. (2.53).
2.3.4 Some Remarks
Remark 2.8 By generalizing the heuristic arguments above in an obvious way Eq. (2.53) can
also be “derived” for a general simply-connected compact G =
∏r
i=1Gi (and a fixed r-tuple
k = (ki)i≤r), cf. Remark 2.2 above. In this case the first equation in (2.54) has to be replaced
by SCS(A
⊥, B) := SCS(M,G, (ki)i)(A
⊥, B).
Remark 2.9 We could rewrite formula (2.53) by applying (at an informal level) the Poisson
summation formula but for stylistic reasons we prefer to use the Poisson summation formula
only at a later stage (at a rigorous level) in the proof of Theorem 6.4 below, see [43].
Remark 2.10 In the special case where L consists of m “vertical”22 loops li = lσi “above” the
fixed points σi in Σ we have Holli(A
⊥ + Bdt) = B(σi). In particular, the inner integral in Eq.
(2.53) is then trivial and we can perform this trivial integration right away at a heuristic level.
By doing so and using the notation Z(Σ× S1, (σi)i, (ρi)i) instead of WLO(L) we then obtain
Z(Σ×S1, (σi)i, (ρi)i) ∼
∑
y∈I
∫
A⊥c ×B
{
1C∞(Σ,treg)(B)DetFP (B)Z(B)
(∏m
i=1
Trρi
(
exp(B(σi))
))
× exp
(
−2πik〈y,B(σ0)〉
)}
exp
(
iSCS(A
⊥
c , B)
)
(DA⊥c ⊗DB) (2.56)
where Z(B) :=
∫
exp(iSCS(Aˇ
⊥, B))DAˇ⊥. (Here and throughout the present remark “∼” denotes
equality up to a multiplicative constant which depends only on G, Σ, and k but not on (σi)i or
(ρi)i.)
As explained in Sec. 3 in [20] in the special case where B is constant and taking values in treg
(which is the only case relevant in the present situation) the expression DetFP (B)Z(B) can be
22cf. Sec. 2.2.3 above and see also Remark 6.1 below; we remark also that the case m = 0 corresponds to the
situation L = ∅, ie L is the empty link, cf. Sec. 5.9 below
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interpreted as the Ray-Singer torsion associated to any fixed Riemannian metric on Σ×S1 and
the 1-form Bdt on M = Σ × S1 (considered23 as a flat connection in the trivial vector bundle
E =M × k). This Ray-Singer torsion can be evaluated explicitly and we then obtain
DetFP (B)Z(B) = det(1k − exp(ad(b))|k)
χ(Σ)/2 (2.57)
where b ∈ treg is the unique value of B and where χ(Σ) is the Euler characteristic of Σ. In view of
the last formula and the relation SCS(A
⊥
c , B) = 2πk
∫
ΣTr
(
B · dA⊥c
)
it is clear that Eq. (2.56) is
closely related24 to the formula (7.9) in [20], or rather, the obvious generalization/modification of
(7.9) in [20] which one obtains after including the analogue of the factor
∏m
i=1Trρi
(
exp(B(σi))
)
appearing above, replacing25 “k + h” by k and replacing the group G = SU(n) by a general
simple simply-connected Lie group.
Formula (7.9) in [20] was evaluated at a heuristic level leading to Eq. (2.60) below. We can
obtain Eq. (2.60) below also from Eq. (2.56) using essentially the same heuristic arguments as
in [20] (but in a slightly different order):
First we integrate out the variable A⊥c . Since the only term in Eq. (2.56) depending on
A⊥c is the factor exp
(
iSCS(A
⊥
c , B)
)
= exp
(
2πik ≪ ⋆A⊥c , dB ≫A⊥
)
we obtain, informally, a
delta function δ(dB). In view of this delta-function the
∫
· · ·DB-integral can be replaced by an
integral over the subspace Bc := {B ∈ B | B is constant } ∼= t. From this and Eq. (2.57) above
we therefore obtain at a heuristic level
Z(Σ× S1, (σi)i, (ρi)i) ∼
∑
y∈I
∫
t
{
1treg (b) det(1k − exp(ad(b))|k)
χ(Σ)/2
×
(∏m
i=1
Trρi
(
exp(b)
))
exp
(
−2πik〈y, b〉
)}
db (2.58)
Using the Poisson summation formula (at an informal level) we arrive at
Z(Σ× S1, (σi)i, (ρi)i)
∼
∑
λ∈Λ
{
1treg (λ/k) det(1k − exp(ad(λ/k)|k)
χ(Σ)/2
(∏m
i=1
Trρi
(
exp(λ/k)
))}
(2.59)
where Λ is the weight lattice of (g, t), i.e. the lattice dual to I. Using Weyl’s character formula26,
the relation det(1k − exp(ad((λ + ρ)/k))|k) ∼ (Sλ0)
2 where ρ ∈ Λ is the “Weyl vector”27, and a
suitable invariance argument based on the affine Weyl group we eventually obtain
Z(Σ× S1, (σi)i, (ρi)i) ∼
∑
λ∈Λk+
(∏m
i=1
Sλµi
Sλ0
)
(Sλ0)
χ(Σ) (2.60)
where Λk+ ⊂ Λ is the set of “dominant weights of g (w.r.t. t and a fixed Weyl chamber) which
are integrable at level k− cg” where cg is the dual Coxeter number of g. Moreover, (Sµν)µ,ν∈Λk+
is the “S-matrix” in our situation28. Finally, µi is the highest weight of ρi.
23observe that Bdt induces a (flat) connection 1-form on the trivial principle fiber bundle P = M × T which
in turn induces a flat connection on the associated vector bundle P ×ρ k ∼= M × k = E where ρ : T → Aut(k) is
the restriction of Ad|T to k. Recall that k is the 〈·, ·〉-orthogonal complement of t in g, which is a Ad|T -invariant
subspace of g
24observe that even though both formulas look quite similar and give rise to the same values of WLO(L)
(cf. Eq. (2.60) below) there are some differences. For example, in Eq. (2.56) we have a sum
∑
y∈I , a factor
exp(−2πik〈y,B(σ0)〉), and the integration
∫
· · ·DA⊥c while in (the generalization of) formula (7.9) in [20] we have
a sum
∑
λ∈Λ over the weight lattice Λ, a factor “exp
(
−
∫
Σ
tr(λ ·F )
)
”, and the integration
∫
· · ·DF where F runs
over the space of all 2-forms on Σ. We remark also that in contrast to Eq. (2.56), which is a special case of Eq.
(2.53) for general links L, formula (7.9) in [20] does not seem to have a natural generalization to the situation of
general links L
25here h is the notation in [20] for the the dual Coxeter number of g (which we denote by cg). We refer to
Remark 3.2 below for a comment on the replacement k + h→ k
26which implies that Trρi(e
(λ+ρ)/k) =
Sλµi
Sλ0
for λ ∈ Λk+
27 ie. the half sum of positive roots of g w.r.t. t and the fixed Weyl chamber mentioned after Eq. (2.60) below
28more precisely, the S-matrix of the WZW model associated to G and the level k − cg or, equivalently, the
S-matrix of the modular category associated to Uq(gC) with q := exp(
2πi
k
), cf. Sec. 1.4 in Chap. II in [74]
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In the special case where Σ ∼= S2 and m = 3 we obtain
Z(S2 × S1, (σ1, σ2, σ3), (ρ1, ρ2, ρ3)) ∼
∑
λ∈Λk+
Sλµ1Sλµ2Sλµ3
Sλ0
= Nµ1µ2µ3
where Nµ1µ2µ3 is the so-called “Verlinde number” associated to (µ1, µ2, µ3).
As we will see later, using the approach of the present paper we can obtain formula (2.60)
in a rigorous (and elementary29) way from the rigorous version of Eq. (2.53) which we will
introduce below, cf. Sec. 5.9 below (cf. also Sec. 5.10 and Remark 6.2 below). In fact we will
evaluate the rigorous version of Eq. (2.53) for a considerably larger class of (ribbon) links, cf.
Theorem 6.4 and Remark 6.2 below.
3 The general simplicial program for CS theory & BF3-theory
3.1 Overview
The goal of what we will call30 the “simplicial program” for Chern-Simons theory is to find a
rigorous “simplicial” realization of the original (or gauge fixed) Chern-Simons path integral for
the WLOs associated to arbitrary (colored) framed (or ribbon) links in arbitrary oriented closed
3-manifolds M such that the values of these simplicial realizations coincide with the values of
the corresponding Reshetikhin-Turaev invariants (see [8]).
More concretely, if G is a (simple) simply-connected compact Lie group, k ∈ N, M is a
general oriented closed 3-manifold, L a colored framed (or ribbon) link in M , and if RTq(M,L)
denotes the Reshetikhin-Turaev invariant of L associated to Uq(gC) with q = exp(2πi/k) or
31
q = exp(2πi/(k+ cg)) then we want that the simplicial version WLOrig(L) of WLO(L) coincides
with RTq(M,L). The definition of WLOrig(L) is supposed to involve only a finite triangulation
(or, more generally, a finite polyhedral cell decomposition) of M .
In the present paper we will mainly consider a weaker version of the simplicial program
where instead of demanding RTq(M,L) = WLOrig(L) we demand only that there is a constant
C ∈ C depending on G, M , and k but not on the framed link L such that we have
RTq(M,L) = C ·WLOrig(L) (3.1)
Remark 3.1 The main result of the present paper is a partial result in this direction32. This
result is concerned with the special case M = Σ×S1 (where Σ is a closed oriented surface) and
we consider the torus gauge-fixed version of the CS path integral derived in Sec. 2.3 above, cf.
Eq. (2.53) above. In Sec. 5 below we construct a simplicial version of the RHS of Eq. (2.53),
ie we construct a simplicial version WLOrig(L) of WLO(L). Theorem 6.4 below shows that for
the simple class of framed links considered in Sec. 6 we have WLOrig(L) = |L|/|∅| where | · | is
the shadow invariant for M = Σ× S1, g and k. We remark that |L| = C ′ ·RTq(Σ× S1, L) with
q = exp(2πi/k) where C ′ ∈ C is a constant which depends only on G, Σ, and k but not on L so
in this special situation we have indeed Eq. (3.1) with C := |∅|/C ′.
Instead of working with a simple simply-connected compact Lie group G we can also work
with general simply-connected compact Lie group G, cf. Remark 2.2 above. In fact, as we will
29in particular, there is no need to involve any arguments based on the Ray-Singer torsion
30following the terminology introduced in [58] in the context of BF-theory
31cf. Remark 3.2 below
32other partial results are given in [1, 2] for Abelian groupsG and in [32, 33, 15] for the non-Abelian non-compact
group G = Euc(3)c, ie the (universal cover of the) Euclidean group in 3 dimensions where the Lie algebra g of G
is equipped with a suitable non-degenerate bilinear form. We remark that in the case G = Euc(3)c the CS path
integral is formally equivalent to the BF3-path integral with structure group SU(2) and vanishing cosmological
constant, see the third paragraph after Remark 3.1
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see later (cf. Sec. 6 and Sec. 7 in [43]), if we want to have a realistic chance of being able to
generalize the aforementioned Theorem 6.4 to the case of general links we will probably have
to restrict ourselves to the special case where G is of the form G =
∏r
i=1Gi where r is even
and, moreover (up to reordering) we have G2j−1 ∼= G2j and k2j−1 = −k2j for all j ≤ r/2. (Here
(ki)i≤r is as in Remark 2.2). We will consider this situation (for r = 2) in Sec. 7 in [43].
In the aforementioned situation r = 2 and G˜ := G1 = G2 and k := k1 = −k2 the correspond-
ing Reshetikhin-Tureav invariant coincides with the Turaev-Viro invariant associated to Uq(g˜).
Moreover, in this case the (heuristic) CS path integral is equivalent to the (heuristic) BF3 path
integral with group G˜ and positive cosmological constant Λ given by Λ = 1/k2, cf. Appendix
C in [43] and see also [27]. Thus the simplicial program for CS-theory (for this restricted set of
groups G) can be considered as a sub program of the simplicial program for BF3-theory.
We mention here that for Abelian structure groups the simplicial program for BF3-theory has
been essentially completed in [1, 2] and for BF3-theory with structure group SU(2) and vanishing
cosmological constant in [32, 33, 15] (cf. also [58]). The explicit expression in [32, 33, 15] for the
simplicial partition functions are given in terms of the Reidemeister torsion of M and the WLOs
in terms of linking numbers and the Alexander polynomial. We remark that the approaches in
[1, 2] and [32, 33, 15] work for a rather large (but not totally general33) class of 3-manifolds M .
The case of non-AbelianBF3-theory with strictly positive (or negative) cosmological constant
is open. We emphasize that it is only the case of non-vanishing cosmological constant which is
related to the theory of 3-manifold quantum invariants.
Remark 3.2 It was predicted in [79] that the value of WLO(L) for a (colored framed) link
L in M (and G and k as above) is given by34 RTq(M,L) where q = exp(
2πi
k+cg
) rather than
q = exp(2πik ). Here cg is the dual Coxeter number of g. This “shift” k → k + cg was later
confirmed by some authors using several different methods for the evaluation of the path integral.
However, many other authors using other gauges/regularization procedures did not find such a
shift, see [37, 18] and the references there. Apparently this finding caused some confusion at
the time but if I understood it correctly it is now generally accepted that the occurrence (and
magnitude) of such a shift in k will depend on the regularization procedure/renormalization
prescription, as suggested already in [37] (cf. in particular p. 599 in Sec. 5 in [37]).
3.2 Potential Applications
If the simplicial program for non-Abelian CS theory with simply-connected compact group G
(or the related simplicial program for non-Abelian BF3-theory and simply-connected compact
structure group and positive cosmological constant) can be carried out successfully this would
probably lead to some progress regarding Problem 3 of Sec. 1, as we will now explain.
Let us assume that for every closed 3-manifold M and every colored, framed (or ribbon) link
L in M we can indeed find a natural simplicial version of the corresponding WLO whose value
coincides with the Reshetikhin-Turaev invariant. Of course, at present this is only a hypothesis,
so most of the rest of this section is highly speculative.
We begin by considering the simplest situation L = ∅. In this case WLO(L) = WLO(∅)
is just the partition function Z(M) of M . For simplicity (and in order to keep the formulas
short) we will consider first the idealistic35 scenario based on the assumption that one can find
a simplicial realization of the original (= non-gauge fixed) path integral expression for Z(M).
33in [1]M must be a homology sphere, in [33, 15]M must fulfill a certain condition involving the twisted second
cohomology group
34we remark that even though the rigorous version of the Reshetikhin-Turaev invariants appeared only in
[65, 66], Witten had already given in [79] an algorithm for computing these invariants using arguments from
conformal field theory
35cf. the comment for Project 3 in part D of the Appendix below
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In other words, we assume that for every sufficiently fine triangulation C of the base manifold
M we can find a simplicial analogue A(C) of the space A and a simplicial version SCCS(A) of the
continuum action function SCS(A) such that
36
RTq(M) = Z
C(M) (3.2)
where
ZC(M) :=
∫
A(C)
exp(iSCCS(A))DA (3.3)
is defined in a suitable way (for example as an improper integral, cf. Definition 5.5 below).
In fact, instead of working with a fixed triangulation C of the base manifold M we can
consider a sequence (Cn)n∈N of triangulations such that each Cn is a subdivison of Cn−1. From
Eq. (3.2) and Eq. (3.3) above we then obtain
RTq(M) = Z
Cn(M) =
∫
A(Cn)
exp(iSCnCS(A))DA (3.4)
Observe that RTq(M) does not depend on n, so by applying a n → ∞-limit on the LHS and
RHS of Eq. (3.4) we simply obtain
RTq(M) = lim
n→∞
∫
A(Cn)
exp(iSCnCS(A))DA (3.5)
In a similar way one can write down analogues of Eq. (3.5) for the gauge-fixed CS path
integral and analogues where non-empty links are included. Moreover, we can also study suitable
perturbative analogues of Eq. (3.5) and doing so might lead to some progress regarding Problem
3 of Sec. 1, cf. the discussion after Example 3.4 below.
Remark 3.3 Before studying in more detail a concrete perturbative analogue of Eq. (3.5)
(namely, Eq. (3.11) below) let us briefly consider the following instructive, non-perturbative,
heuristic argument first:
Observe that if the simplicial space A(Cn) was chosen naturally, there will be a canonical
projection Rn : A → A(Cn) (the “de Rham map”) and on an informal level the normalized
Lebesgue measure DA on A(Cn) appearing on the RHS of Eq. (3.5) will be equal to the Rn-
image of the (heuristic) Lebesgue measure DA on A (up to a multiplicative constant). So, after
applying on an informal level the transformation theorem of measure theory we obtain∫
A(Cn)
exp(iSCnCS(A))DA =
∫
A
exp(iSCnCS(Rn(A)))DA
If the simplicial action function was defined naturally we should have
lim
n→∞
SCnCS(Rn(A)) = SCS(A)
so by interchanging the two limit procedures limn→∞ · · · and
∫
· · ·DA we obtain, informally,
lim
n→∞
∫
A(Cn)
exp(iSCnCS(A))DA = limn→∞
∫
A
exp(iSCnCS(Rn(A)))DA
=
∫
A
lim
n→∞
exp(iSCnCS(Rn(A)))DA =
∫
A
exp(iSCS(A))DA (3.6)
36this is Eq. (3.1) above in the special case L = ∅ but written in a different notation: we write RTq(M) instead
of RTq(M, ∅) and Z
C(M) instead of WLOrig(∅)
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Clearly, the combination of equation Eq. (3.5) and Eq. (3.6) provides a direct link between
RTq(M) and Witten’s path integral expression
∫
A exp(iSCS(A))DA.
The last two expressions in Eq. (3.6) are only heuristic but it is possible that already Eq.
(3.5) and Eq. (3.6) could be exploited to obtain a better understanding of the heuristic CS path
integral and to obtain new mathematical conjectures and results. Let us illustrate this point
by considering the following example which is, in fact, very closely related37 to Chern-Simons
theory.
Example 3.4 Let X be a closed, connected, oriented, smooth manifold of odd dimension and
let ρ : π1(X) → O(N), N ∈ N, be a group homomorphism such that the Reidemeister torsion
T (X, ρ) associated to X and ρ is well-defined38. Let (Cn)n be a sequence of smooth triangulations
of X such that each Cn is a subdivison of Cn−1. For every n ∈ N we have (cf. Proposition 1.7
in [64])
T (X, ρ) =
∏dim(X)
k=0
det(−△k(Cn, ρ))
(−1)k+1k/2
where each △k(Cn, ρ), k = 0, . . . ,dim(X), is the “ρ-twisted” combinatorial Laplacian on the
space of k-cochains associated to Cn. Since the LHS of the last equation does not depend on n
we trivially have
T (X, ρ) = lim
n→∞
∏
k
det(−△k(Cn, ρ))
(−1)k+1k/2 (3.7)
As in Eq. (3.6) above one can now try to informally interchange the limit n→∞ in Eq. (3.7)
with each of the determinants39 det(·). By doing so one is led quite naturally to Ray and Singer’s
famous conjecture (= the Cheeger-Mueller Theorem), cf. Eq. (3.8) below. Indeed, if we fix an
auxiliary Riemannian metric g on X and denote by E the flat vector bundle on X associated to
ρ, and by Aρ the flat connection on E associated to ρ then it is natural to conjecture that for a
suitable notion of limit the n→∞-limit of △k(Cn, ρ) will be the “Aρ-twisted” Hodge Laplacian
△k(g,Aρ) : Ω
k(E) → Ωk(E) where Ωk(E) is the space of k-forms with values in E. Of course,
in order to make sense of the determinants det(−△k(g,Aρ)) we will now have to work a bit
harder, and, e.g., perform a suitable zeta-function regularization. After doing so one arrives at
Ray and Singer’s “analytic torsion” τ(X, ρ) and their conjecture
T (X, ρ) = τ(X, ρ) (3.8)
which was later proven independently in [28] and in [59]. The approximation idea sketched above
could also be used as a strategy for proving Eq. (2.57) and, apparently, the proof in [59] (which
is partly based on [29, 61]) makes use of this strategy.
So far we have restricted ourselves to the original CS path integral and to the situation of
empty links but – as mentioned above – we can easily generalize the arguments above to the
gauge-fixed CS path integral and to the situation of non-empty links. If the simplicial program
can be carried out successfully it is plausible to expect that at least some progress towards the
solution of Problem 3 of Sec. 1 can be made (cf. also the list of problems in Sec. 7 in [60]).
Let us be a bit more explicit and consider, for simplicity40, the special caseM = S3. Assume
that L is a fixed (ribbon) link in S3. We now choose a sequence (Cn)n∈N of finite polyhedral
cell decompositions of S3 such that Cn is a subdivision of Cn−1 for each n ≥ 2 and such that
for each n ∈ N there is a “simplicial ribbon link” Ln in Cn (cf. Sec. 4.3 below) so that the
37as observed in Sec. 2 in [79] the Ray-Singer torsion appears naturally when studying the semi-classical limit
of the heuristic CS path integral
38a sufficient condition for this being the case is that the de Rham complex associated to the Aρ-twisted exterior
derivative is acyclic (with Aρ given below)
39 Clearly, since the determinants can be rewritten in terms of a (Gaussian) integral the situation in the present
example is indeed very similar to the situation in Eq. (3.6) above
40cf. footnote 42 below
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sequence (Ln)n∈N approximates L in a suitable way. Finally, we assume that for each n ∈ N we
can find a rigorous simplicial realization WLOCnrig(Ln) of the (original or gauge-fixed) heuristic
path integral WLO(L) such that
RTq(S
3, L) = WLOCnrig(Ln) (3.9)
and, in particular, RTq(S
3) = ZCn(S3) := WLOCnrig(∅). If this is possible, then after normalizing
41
we obtain
RTq(S
3, L)
RTq(S3)
=
WLOCnrig(Ln)
ZCn(S3)
(3.10)
Let us now expand42 the LHS and the RHS of Eq. (3.10) as an (asymptotic) series of powers of
1/k. Let cm, m ∈ N0, be the coefficient appearing in front of the power (1/k)
m in the asymptotic
expansion (as k → ∞) of RTq(S
3, L)/RTq(S
3). Similarly, let d
(n)
m be the coefficient appearing
in front of the power (1/k)m in the asymptotic expansion (as k →∞) of WLOCnrig(Ln)/Z
Cn(S3).
Clearly, for each fixed m ∈ N0 we have cm = d
(n)
m for every n ∈ N so by applying the (trivial)
limit n→∞ we obtain
cm = lim
n→∞
d(n)m (3.11)
Using standard techniques from perturbative QFT we can hope to be able to evaluate d
(n)
m
explicitly43 for each fixed n ∈ N and to find a suitable topological/geometric interpretation of
the “continuum expression” dm := limn→∞ d
(n)
m .
This might have applications to the theory of Vassiliev invariants. Recall that one of the
central results in knot theory is Kontsevich’s discovery (cf. [53]) of the so-called universal
Vassiliev invariant (forM = S3 orM = R3). There are several different versions of the universal
Vassiliev invariant, see [14] where these versions are called the “combinatorial” version, the
“analytic” version (involving the so-called Kontsevich integral, cf. [53]), the “geometric” version
(involving so-called “configuration space integrals”, see [4, 73]), and the “algebraic” version (cf.
[26, 57, 62]).
As is explained, e.g. in [27, 56], the perturbative evaluation of the heuristic CS path integral44
with M = S3 or M = R3 in different gauges is very closely related to the last three of these four
versions:
• the geometric version arises naturally after applying Lorentz gauge fixing to the heuristic
CS path integral for the WLOs (with M = S3), see [36, 12, 9, 10, 24, 4, 73].
• the analytic version arises essentially45 after applying light-cone gauge fixing (in a com-
plexified setting) to the heuristic CS path integral for the WLOs (with M = R3), see
[35].
• the algebraic version was conjectured in [56] to arise after applying temporal/axial gauge
fixing (in a non-complexified setting) to the heuristic CS path integral for the WLOs (with
M = R3). It seems more likely, though, that a successful derivation of the algebraic version
41cf. again footnote 42 below
42 If we do not normalize (cf. the preceding footnote) or if we consider the case M 6= S3 then the situation
becomes more complicated and a simple asymptotic expansion in terms of (non-negative) integer powers of 1/k
will in general not be possible. Instead one will then have to rewrite the argument/discussion above using a more
complicated form of asymptotic expansion, cf., e.g., the RHS of Conjecture 7.7 in [5] which deals with (general
M and) the special case L = ∅.
43and even rigorously, since WLOCnrig(Ln) is a finite dimensional (oscillatory) integral
44 or BF3-theory with simply-connected compact structure group and positive cosmological constant
45some subtleties are not yet clear from the QFT point of view, e.g. it is not clear how the so-called “Kontsevich
factors” can be obtained from the CS path integral
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of the universal Vassiliev invariant from the CS path integral will involve torus gauge fixing
in some way46.
Having a rigorous simplicial version of the Chern-Simons path integral should increase the
chances for finding a unified treatment for the last three versions of the universal Vassiliev
invariant.
4 A “simplicial” differential geometric framework
As a preparation for Sec. 5 below we will now introduce a suitable “simplicial” differential
geometric framework which was inspired by the work of Adams on Abelian BF3-theory (cf.
[1, 2]). Two important differences in comparison to [1, 2] are:
• the introduction of the cell complex qK, cf. Sec. 4.4.3 below
• the introduction of the notion of a “simplicial (closed) ribbon”, cf. Sec. 4.3 below.
4.1 Chains and cochains
Let d ∈ N and let K be an oriented d-dimensional simplicial complex. For p ∈ {0, 1, . . . , d} we
will denote by Fp(K) the set of p-faces in K. For every p ∈ {0, 1, . . . , d} we will denote by Cp(K)
the space of “p-chains of K with coefficients in R” and by Cp(K,R) the space of “p-cochains
with values in R”47. As usual we will denote by ∂K : Cp(K) → Cp−1(K), p ∈ {1, 2, . . . , d}, the
corresponding “boundary operator” and by dK : C
p(K,R) → Cp+1(K,R), p ∈ {0, 2, . . . , d − 1}
the corresponding “coboundary operator”.
From now on we will assume that K is finite and we will make the identification Cp(K) ∼=
Cp(K,R) for each p ∈ {0, 1, 2, . . . , d} in the obvious way.
By 〈·, ·〉p := 〈·, ·〉Cp(K) we will denote the standard scalar product on Cp(K)
∼= Cp(K,R) =
R
Fp(K). Observe that the linear maps dK : C
p(K,R) → Cp+1(K,R) and ∂K : Cp+1(K) → Cp(K)
are dual to each other w.r.t. the scalar products 〈·, ·〉p and 〈·, ·〉p+1 i.e. we have
〈dKα, β〉p+1 = 〈α, ∂Kβ〉p (4.1)
for all α ∈ Cp(K) ∼= C
p(K,R) and β ∈ Cp+1(K) ∼= C
p+1(K,R).
Now let V be a finite-dimensional real vector space and let Cp(K, V ), for p ∈ {0, 1, . . . , d},
denote the space of “p-cochains with values in V ”48. Then we can make the identification
Cp(K, V ) ∼= Cp(K,R)⊗R V ∼= Cp(K) ⊗R V
We will denote the linear operators dVK : C
p(K, V ) → Cp+1(K, V ) and ∂VK : Cp+1(K, V ) →
Cp(K, V ) given by d
V
K := dK ⊗ idV and ∂
V
K := ∂K ⊗ idV simply by dK and ∂K in the following.
Observe that if we equip V with a scalar product 〈·, ·〉 then this induces scalar products 〈·, ·〉p
on Cp(K, V ), p ∈ {0, 1, . . . , d}, and Eq. (4.1) above will then hold for all α ∈ Cp(K, V ) and
β ∈ Cp+1(K, V ).
Convention 2 For each p ∈ {0, 1, . . . , d} we identify Fp(K) with its image in Cp(K) ∼= C
p(K,R)
under the injection Fp(K) ∋ α 7→ δα ∈ C
p(K,R) where δα ∈ C
p(K,R) is given by δα(α
′) = δα,α′
for all α′ ∈ Fp(K)
46either applied in the situation M = S2×S1 and followed by a surgery argument, or alternatively, by applying
torus gauge fixing directly to the manifold M = S3 considered as a S1-bundle, cf. [23] and Sec. 7 below
47so Cp(K,R) is simply the space RFp(K) of all maps Fp(K)→ R
48so Cp(K, V ) is the space V Fp(K) of all maps Fp(K)→ V
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The constructions and definitions above can be generalized in a straightforward way to the
situation where instead of a (finite) oriented simplicial complex K we work with a (finite) oriented
“polyhedral cell complex” P, i.e. a cell complex which is obtained by glueing together bounded
“convex polytopes” in an analogous way as simplicial complexes arise from glueing together
simplices, cf. part C of the Appendix for the formal definitions.
Polyhedral cell complexes arise naturally, e.g. as the duals and products of simplicial com-
plexes (cf. part C of the Appendix).
4.2 Simplicial curves, loops, and links
Let P be a fixed oriented polyhedral cell complex49. We will call the elements of F0(P) (resp.
F1(P) resp. F1(P) ∪ {0} ∪ (−F1(P)) ⊂ C1(P)) the “vertices” (resp. “edges” resp. “generalized
edges”) in P. The element 0 ∈ C1(P) will be called “the empty edge”.
Using the orientations on each of the edges we can define the starting point start(e) and the
endpoint end(e) of an edge e ∈ F1(P) in the obvious way. For e ∈ −F1(P) we set start(e) :=
end(−e) and end(e) := start(−e).
A “simplicial curve”50 in P is a finite sequence x = (x(k))k≤n, n ∈ N, of vertices in P such
that for every k ≤ n−1 the two vertices x(k) and x(k+1) either coincide or are the two endpoints
of an edge e ∈ F1(P). If x
(n) = x(1) we will call x = (x(k))k≤n a “simplicial loop” in P.
Every simplicial curve x = (x(k))k≤n with n > 1 induces a sequence (e
(k))k≤n−1 of generalized
edges given by
e(k) =


e if x(k) = start(e)
0 if x(k) = x(k+1)
−e if x(k) = end(e)
where in the first and in the last case e ∈ F1(P) is the unique edge with {start(e), end(e)} =
{x(k), x(k+1)}. In the following we will mostly51 take the “generalized edge point of view”, i.e.
when we mention simplicial curves we consider them as sequences e = (e(k))k of generalized
edges and write • e(k) for the corresponding vertex x(k).
Observe that every simplicial loop l = (l(k))k≤n in a polyhedral cell complex P = (X, C)
induces, in an obvious way, a continuous loop [0, 1]→ X, which will also be denoted by l.
Finally, let us specialize to the situation where the topological space X appearing in P =
(X, C) is a 3-dimensional topological manifold. A “simplicial link” in P is then defined to be
a finite tuple L = (l1, l2, . . . , lm), m ∈ N, of simplicial loops in P such that the corresponding
tuple of continuous loops in X is a link in X52.
4.3 Simplicial ribbons and ribbon links
In version (v3) of the present paper and version (v2) of [43] (ie in arXiv:1206.0439v3 and in
arXiv:1206.0441v2) we worked with simplicial loops li, i ≤ m, in K1 × ZN which came with
suitable “framings” l′i. This point of view, to which we will refer below as the “loop pair point
of view”, was motivated by [1, 2]. It is fairly general and works very well in the case of Abelian
CS-theory/BF3-theory.
49the only seven cases which will be relevant later are P ∈ {ZN ,K,K
′, qK,K×ZN ,K
′×ZN , qK×ZN} with ZN
and K as in Sec. 4.4
50by abuse of language we use the term “simplicial curve” also when P is not a simplicial complex but a general
polyhedral cell complex
51note that these two points of view are almost equivalent the exception being the case where x = (x(k))k≤n is
constant. In this (degenerate) case x = (x(k))k≤n can, of course, not be recovered from e = (e
(k))k≤n−1.
52in particular, each li neither intersects itself nor any of the other lj , j 6= i
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However, Remark 5.3 in Sec. 5.2 of arXiv:1206.0441v2 suggests that for non-Abelian CS-
theory/BF3-theory it is more natural to work within a more restricted setting where for each
i ≤ m the two loops li and l
′
i are the boundary loops of a “(closed) simplicial ribbon” in the
sense of Definition 4.2 below.
In order to motivate the notion of a “(closed) simplicial ribbon” let us first consider its
continuum analogue:
Definition 4.1 Let M be a topological space. A closed ribbon R in M is an embedding R :
S1 × [0, 1]→M
We remark that closed ribbons (often called “annuli”) are frequently used in knot theory
cf., eg, Sec. 2.2. in Chap. I in [74]. In fact, the notion of a closed ribbon in a 3-dimensional
manifold M is essentially equivalent to the notion of a “framed knot”53 in M .
Definition 4.2 Let P be a polyhedral cell complex. A closed simplicial ribbon R in P is a finite
sequence R = (Fi)i≤n of 2-faces of P such that
(SR1) Every Fi is a tetragon
(SR2) Fi ∩ Fj = ∅ unless i = j or j = i± 1 (mod n). In the latter case Fi and Fj intersect in a
(full) edge.
In the following we will often say just “simplicial ribbon” instead of “closed simplicial ribbon”.
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Fig. 1 shows an example for a closed simplicial ribbon in 2 dimensions. On the other hand
Fig. 2 and Fig. 3 show non-examples (where condition (SR2) is not fulfilled). We remark that
condition (SR2) implies that the intersection of Fi and Fi+1 is the edge that lies “opposite” to
the edge which is the intersection of Fi−1 and Fi. Obviously, in Fig. 3 this is not the case for
the index i = 3.
Remark 4.3 i) Observe that if M is a topological space and C a polyhedrical cell decom-
position of M then every closed simplicial ribbon R in P := (M, C) can be considered in
a natural way as a closed ribbon S1 × [0, 1] → M . (This is analogous to the fact that we
can consider every simplicial loop l in P in a natural way as a “continuous loop”, i.e. as
a continuous map S1 →M).
53 a framed knot in M can be defined as a pair (l, X) where l : S1 → M is a smooth embedding and X :
arc(l) → TM is a smooth vector field such that for each p ∈ arc(l) the vector Xp is not tangent to arc(l).
Alternatively, we could define a framed knot in M to be a pair (l, l′) where l : S1 → M and l′ : S1 → M are
two non-intersecting embeddings which are homotopic to each other. The second definition is rarely used. We
mention it as a motivation for the “loop pair point of view” mentioned above
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ii) We observe also that every simplicial ribbon R in P induces a pair of simplicial loops (l, l′)
in P in the obvious way (l and l′ are the loops which lie on the boundary of R).
iii) One could try to generalize Definition 4.2 by weakening one or both of the conditions (SR1)
and (SR2), for example by dropping the condition implicit in (SR2) that the two edges
e := Fi ∩ Fi+1 and e
′ := Fi−1 ∩ Fi must not touch each other (so that the example in Fig.
3 is no longer excluded). However, the reader will probably agree that such a generalized
definition is less natural than the original one54. Even more importantly, it turns out that
if we weaken condition (SR2) in the aforementioned way Theorem 6.4 below will no longer
be valid.
Definition 4.4 Let M be a 3-dimensional topological manifold and C a polyhedrical cell de-
composition of M . A “simplicial ribbon link” L in P := (M, C) is a tuple L = (R1, . . . , Rm),
m ∈ N, of closed simplicial ribbons Ri which do not intersect each other. (Here we consider
each Ri as a map [0, 1] × S
1 →M , cf part i) of Remark 4.3 above).
Remark 4.5 i) Obviously, only for special polyhedral cell complexes P simplicial ribbons
will exist. For example, if P is a simplicial complex no 2-face will be a tetragon so
condition (SR1) above will never be fulfilled. For certain polyhedral cell complexes P like,
eg, P = qK or P = qK × ZN appearing in Sec. 4.4 below, every 2-face is a tetragon, so
in this special situation condition (SR1) in Definition 4.2 above is automatically fulfilled.
However, this does not mean that the existence question of simplicial ribbons in such
polyhedral cell complexes is a trivial issue. In fact, as a result of condition (SR2) above
certain complications can arise. For example, for a simplicial loop l in qK we can in general
not find a simplicial ribbon R in qK such that l is one of the two boundary loops of R.
ii) On the other hand for every smooth link L = (l1, l2, . . . lm), m ∈ N, in Σ × S
1 and every
ǫ > 0 we can always find a N ∈ N and (smooth) polyhedral cell complex K on Σ such that
in qK× ZN there exists a simplicial ribbon link L
disc which is an “ǫ-approximation” of L
(w.r.t to a fixed auxiliary Riemannian metric g on Σ) in a suitable sense.
Moreover, if ǫ was chosen sufficiently small55 then Ldisc, considered56 as a framed (piecewise
smooth) link in Σ×S1, will be equivalent to the framed link which we obtain by equipping
each of the knots li, i ≤ m, appearing in L with a “horizontal framing”
57.
4.4 Some special (polyhedral) cell complexes
4.4.1 The cell complex ZN
For the rest of this paper we fix a natural number N and we will denote by ZN the cyclic group
of order N . We will identify ZN with the subgroup {e
2πi
N
k | 1 ≤ k ≤ N} of the Lie group
S1 ∼= {z ∈ C | |z| = 1}.
The points in ZN induce
58 a (polyhedral) cell decomposition of S1 and the corresponding (1-
dimensional polyhedral) cell complex will also be denoted by ZN in the following. We will equip
S1 with the standard orientation (= the 1-form dt). Moreover, we choose for each 1-cell of the
54In particular, in the situation of part i) of the present remark each such generalized simplicial ribbon would
again induce a closed ribbon S1 × [0, 1]→M but this time the explicit formula would be rather ugly
55and if the notion of “ǫ-approximation” mentioned above is sufficiently strong
56recall that each of the simplicial ribbons appearing in L can be considered as a closed ribbon in Σ × S1 (cf.
part i) of Remark 4.3 above) or, equivalently, as a framed knot in Σ× S1, cf. the paragraph after Definition 4.1
above
57ie for each li the corresponding vector field X : arc(li) → TM where M = Σ × S
1 mentioned in footnote
53 has the following property: for each p ∈ arc(li) the vector Xp is not tangent to arc(li) and, secondly, Xp is
“parallel to Σ”, ie the projection (πS1)∗(Xp) ∈ TπS1 (p)S
1 is zero
58more precisely, the 1-cells of ZN are the connected components of S
1\ZN
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(1-dimensional polyhedral) cell complex ZN the orientation which is induced by the orientation
on S1.
4.4.2 The cell complexes K = K1 and K
′ = K2
Recall that above we fixed an oriented compact surface Σ. For the rest of this paper we will
now fix a finite polyhedral cell decomposition C of Σ. By C′ we will denote the canonical dual
of C, cf. part C of the Appendix. We turn C and C′ into oriented polyhedral cell decompositions
by picking59 an orientation for each cell of C and of C′.
Let K and K′ denote the oriented polyhedral cell complexes corresponding to C and C′ (i.e.
K = (Σ, C) and K′ = (Σ, C′)). Below we will often write K1 instead of K and K2 instead of K
′.
4.4.3 The cell complex qK
Since C′ was chosen to be the canonical dual of C the barycentric subdivision bC of C coincides
with the one of C′. We will, however, not work with the cell complex bK := (Σ, bC) but with the
“coarser” polyhedral cell complex qK := (Σ, qC) which is determined by
• F0(qK) = F0(bK)
• F1(qK) = F1(bK)\{e ∈ F1(bK) | both endpoints of e lie in F0(K1) ⊔ F0(K2)},
The set F2(qK) is uniquely determined by F0(qK) and F1(qK). Observe that each F ∈ F2(qK)
is a tetragon and that each F is the union of exactly two faces of F2(bK).
We turn qK into an oriented polyhedral cell complex by picking an orientation for each of
the cells of qK. For simplicity we assume that the orientation on each edge e ∈ F1(qK) is the
one that comes from the orientation on the unique edge e′ ∈ F1(K1) ∪ F1(K2) in which e is
contained.
Example 4.6 Fig. 4 gives an exam-
ple. In this example the 2-faces of the
cell complex qK are the 16 smaller faces
that appear there. The original poly-
hedral cell complex K from which qK
is derived has five 2-faces, namely one
square, three equilateral triangles and
another triangle. These five faces are
bounded by fat lines.
Figure 4:
Finally, observe that we have
F0(qK) = F0(K1) ⊔ F0(K1|K2) ⊔ F0(K2) (4.2)
with
F0(K1|K2) := {e¯ | e ∈ F1(K1)} = {e¯ | e ∈ F1(K2)} (4.3)
where ⊔ denotes disjoint union and e¯ the barycenter of the edge e.
Convention 3 Let V be a fixed finite-dimensional real vector space.
59if C is a smooth cell decomposition it is natural to assume that the orientation on the 2-cells of C comes from
the orientation νΣ of Σ and that the orientation of all the cells of C
′ are the ones induced by the cell orientations
of C and νΣ
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i) We set C1(K) := C1(K1)⊕ C1(K2) and C
1(K,V ) := C1(K1, V )⊕ C
1(K2, V ).
ii) Let ψ : C1(K)→ C1(qK) be the (injective) linear map given by
ψ(e) = e1 + e2 for all e ∈ F1(K1) ∪ F1(K2)
where e1 = e1(e), e2 = e2(e) ∈ F1(qK) are the two edges of qK “contained” in e. Using
the identifications C1(qK, V ) ∼= C1(qK) ⊗R V and C
1(K,V ) ∼= C1(K) ⊗R V we naturally
obtain the linear map
ψV := ψ ⊗ idV : C
1(K,V )→ C1(qK, V )
In the following we will identify C1(K) with the subspace ψ(C1(K)) of C1(qK) and
C1(K,V ) with the subspace ψV (C1(K,V )) of C1(qK, V ).
4.4.4 The cell complexes K× ZN , K
′ × ZN , and qK× ZN
By K×ZN , K
′×ZN , and qK×ZN we will denote the obvious product (polyhedral cell) complexes.
We omit the formal definitions.
Let l = (l(k))k≤n be a simplicial loop in qK × ZN . By lΣ = (l
(k)
Σ )k≤n and lS1 = (l
(k)
S1
)k≤n we
will denote60 the “projected” simplicial loops in qK and ZN . (The definition of these loops is
obvious in the “vertex point of view” of a simplicial curve, cf. Sec. 4.2).
By lredΣ we will denote the “reduced” simplicial loop in qK which is obtained from lΣ by
removing all the empty edges61.
It will be useful to introduce also for a simplicial ribbon R = (Fi)i≤n in qK×ZN the notion of
a “reduced projected” simplicial ribbon62 RΣ in qK. In order to define this notion observe first
that for each Fi appearing in R there are two possibilities:
63 either Fi is “parallel” or “vertical”
w.r.t Σ. More precisely: either F iΣ := πΣ(Fi) will be a 2-face of qK or a 1-face of qK. Clearly,
the subsequence of the sequence (F iΣ)i≤n of elements of F2(qK) ∪ F1(qK) which we obtain by
omitting those F iΣ that are 1-faces will be a simplicial ribbon in qK which we will denote by RΣ.
4.5 Discrete Hodge star operators
Let K and K′ be as in Sec. 4.4 above. Moreover, let us assume that K is a smooth polyhedral
cell complex. For each p ∈ {0, 1, 2} we define the operator ⋆K : Cp(K)→ C2−p(K
′) as the unique
linear isomorphism such that for every α ∈ Fp(K) ⊂ Cp(K) (cf. Convention 2 above) we have
64
⋆K α =
{
αˇ if or(αˇ) is the orientation induced by or(α) and νΣ
−αˇ otherwise
(4.4)
where αˇ ∈ F2−p(K
′) is the face dual to α, or(α) and or(αˇ) are the orientations of α and αˇ, and
νΣ is the orientation on Σ. The operator ⋆K′ : Cp(K
′)→ C2−p(K) will be defined in a completely
analogous way.
Convention 4 In the following we will often simply write ⋆ instead of ⋆K or ⋆K′ .
60recall that Σ and S1 are the topological spaces that underly qK and ZN . We will later consider lΣ as a
continuous curve in Σ. This is why we use the notation lΣ rather than lqK
61this notation will be useful for formulating condition (NCP) in Sec. 6 below
62we will use this notation in Sec. 5.9 and in condition (NCP)’ in Sec. 6 below
63here we consider each Fi as a subset of M = Σ× S
1 and πΣ :M = Σ× S
1 → Σ is the canonical projection
64recall that according to Convention 2 above by α and αˇ we actually mean δα and δαˇ
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Example 4.7 In the situation in Fig. 5
C (resp. C′) is a “hexagonal” (resp. “tri-
angular”) (polyhedral) cell decomposition.
The 2-face F is dual to the 0-face x′, the
0-face x is dual to the 2-face F ′, and the
two 1-faces e and e′ are dual to each other.
Moreover, if C is smooth and if the orien-
tations of the cells of C′ are the ones in-
duced by νΣ and the cell orientations of C
we have
⋆x = F ′, ⋆x′ = F, ⋆e = e′,
⋆e′ = −e, ⋆F = x′, ⋆F ′ = x
Figure 5:
Let V be a real finite-dimensional vector space. For each p ∈ {0, 1, 2} we define the linear
operators
⋆VK : C
p(K, V )→ C2−p(K′, V ) and ⋆VK′ : C
p(K′, V )→ C2−p(K, V ) by
⋆VK = ⋆K ⊗ idV and ⋆
V
K′ = ⋆K′ ⊗ idV
where we have used the obvious identifications Cq(K, V ) ∼= Cq(K)⊗V and C
q(K′, V ) ∼= Cq(K
′)⊗
V for q ∈ {0, 1, 2}.
Convention 5 In the following we will simply write ⋆K and ⋆K′ instead of ⋆
V
K and ⋆
V
K′ .
From the definitions it follows that
⋆−1K = (−1)
p(2−p)⋆K′ =
{
−⋆K′ if p = 1
⋆K′ if p ∈ {0, 2}
(4.5)
Moreover, when V is equipped with a scalar product and the spaces Cp(K, V ), C2−p(K′, V ),
Cp(K′, V ), and C2−p(K, V ) with the induced scalar products then ⋆K and ⋆K′ will be isometries.
5 A simplicial realization of WLO(L)
The approach for making rigorous sense of Eq. (2.53) which we will introduce in the present
section was partly inspired by Adams’ approach in [1, 2] for discretizing Abelian Chern-Simons
theory or, more precisely, Abelian BF3-theory. In fact, a crucial step in [1, 2] was the transition
to the “BF-theory point of view”, which involves, among other things, “group doubling” (or,
equivalently, “field doubling”), cf. Sec. 3.1 above, Sec. 7 in [43], and Appendix C in [43].
Adams’s results seem to suggest that for the discretization of non-Abelian CS theory a
similar strategy will have to be used. It turns out, however, that for non-Abelian CS theory
the advantages of the “BF3-theory point of view” are not as obvious as in the Abelian case (cf.
Remark 7.2 in Sec. 7 of [43]) and that for the derivation of our main result, i.e. Theorem 6.4
below, it will be sufficient to work with the original “CS theory point of view”. Accordingly, we
will postpone the transition to BF3-theory to Sec. 7 in [43].
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5.1 Definition of the spaces B(qK), AΣ(qK), AΣ(K), A
⊥(qK), and A⊥(K)
Let us first introduce suitable finite-dimensional analogues of the spaces B, AΣ and A
⊥.
For the transition from the continuum to the discrete we now make the following replace-
ments:
S1 −→ ZN
Σ −→ qK
B = C∞(Σ, t) = Ω0(Σ, t) −→ B(qK) := C0(qK, t)
AΣ = Ω
1(Σ, g) −→ AΣ(qK) := C
1(qK, g)
A⊥ ∼= C∞(S1,AΣ) −→ A
⊥(qK) := Map(ZN ,AΣ(qK))
Clearly, the scalar product 〈·, ·〉g on g induces scalar products ≪ ·, · ≫B(qK) and ≪ ·, · ≫AΣ(qK)
on B(qK) and AΣ(qK) in the standard way. We introduce a scalar product ≪ ·, · ≫A⊥(qK) on
A⊥(qK) = Map(ZN ,AΣ(qK)) by
≪ A⊥1 , A
⊥
2 ≫A⊥(qK)=
1
N
∑
t∈ZN
≪ A⊥1 (t), A
⊥
2 (t)≫AΣ(qK) (5.1)
for all A⊥1 , A
⊥
2 ∈ A
⊥(qK).
Convention 6 We identifyAΣ(qK) with the subspace {A
⊥ ∈ Map(ZN ,AΣ(qK)) | A
⊥ is constant}
of A⊥(qK) in the obvious way.
For technical reasons65 we will not only work with the full spaces AΣ(qK) and A
⊥(qK) but
also with their subspaces (cf. Convention 3 above) AΣ(K) and A
⊥(K) given by
AΣ(K) := C
1(K1, g)⊕ C
1(K2, g) ⊂ AΣ(qK) (5.2)
A⊥(K) := Map(ZN ,AΣ(K)) ⊂ A
⊥(qK) (5.3)
5.2 Discrete analogue of the operator ∂
∂t
+ ad(B) : A⊥ → A⊥
Let us now consider the issue of discretizing the operator66 ∂∂t +ad(B), appearing in Eq. (2.48)
above. We will sometimes write ∂t instead of
∂
∂t in the following.
5.2.1 The operators Lˆ(N)(b), Lˇ(N)(b), and L¯(N)(b)
As a preparation let us consider first, for fixed b ∈ t, the continuum operator
L(b) := ∂t + ad(b) : C
∞(S1, g)→ C∞(S1, g)
We want to find a natural discrete analogue L(N)(b) : Map(ZN , g)→ Map(ZN , g). Three natural
choices for L(N)(b) are
∂ˆ
(N)
t + ad(b), ∂ˇ
(N)
t + ad(b), ∂¯
(N)
t + ad(b)
with
∂ˆ
(N)
t := N(τ1 − τ0), ∂ˇ
(N)
t := N(τ0 − τ−1), ∂¯
(N)
t :=
N
2 (τ1 − τ−1) (5.4)
Here 1 and −1 are the obvious elements of ZN = Z/NZ and τx : Map(ZN , g) → Map(ZN , g),
for x ∈ ZN , is the translation operator given by (τxf)(t) = f(t+ x) for all f ∈ Map(ZN , g) and
t ∈ ZN .
65the use of these subspaces will allow us in Sec. 5.3 below to obtain a “good” simplicial realization of the
Hodge star operator ⋆ appearing in Eq. (2.48) above
66 Recall that ∂
∂t
is the vector field on S1 induced by the map iS1 : R ∋ s 7→ e
2πis ∈ S1
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In fact, there are other very natural discrete analogues of L(b) = ∂t + ad(b), namely
Lˆ(N)(b) := N(τ1e
ad(b)/N − 1) (5.5a)
Lˇ(N)(b) := N(1− τ−1e
− ad(b)/N ) (5.5b)
L¯(N)(b) := N2 (τ1e
ad(b)/N − τ−1e
− ad(b)/N ) if N is even (5.5c)
Here we have written 1 instead of τ0 and e
s ad(b) instead of exp(s ad(b)) for s ∈ R.
The three operators (5.5) have a crucial advantage over the operators (5.4): we do not have
to perform a “continuum limit in the S1-direction”67 in order to obtain the correct values for
WLOrig(L) defined below.
We will now demonstrate that the three “twisted” difference operators (5.5) are indeed very
natural68. We will restrict our attention to the first of the three operators above, i.e. Lˆ(N)(b).
Similar considerations can be made for the other two operators Lˇ(N)(b) and L¯(N)(b).
Recall that iS1 : R ∋ s 7→ e
2πis ∈ S1. We will often simply write i(s) instead of iS1(s), s ∈ R.
Recall also that we have identified ZN with the subgroup {e
2πi
N
k | 1 ≤ k ≤ N} of the Lie group69
S1. Note that under this identification 1 ∈ ZN is identified with e
2πi 1
N = iS1(1/N) ∈ S
1.
Lˆ(N)(b) is a natural discrete analogue of L(b): first demonstration
Let (Ts)s∈R be the 1-parameter group of orthogonal operators on the real Hilbert space L
2
g(S
1, dt)
which is generated by (the closure of) L(b). We have the following explicit formulas:
Ts = τi(s)e
s ad(b), s ∈ R (5.6)
L(b) = lim
s→0
Ts−T0
s on C
∞(S1, g) (5.7)
where τt is the translation operator L
2
g(S
1, dt)→ L2g(S
1, dt) given by (τtf)(t
′) = f(t+ t′).
As a discrete analogue of (Ts)s∈R we now take the family (T
(N)
s )s∈ 1
N
Z
given by
T (N)s = τi(s)e
s ad(b), s ∈ 1NZ
and a natural discrete analogue of the RHS of Eq. (5.7) is then
T
(N)
1/N
−T
(N)
0
1/N = N(τi( 1N )
e
1
N
ad(b) − 1) = Lˆ(N)(b)
Lˆ(N)(b) is a natural discrete analogue of L(b): second demonstration
Observe that Lˆ(N)(b) coincides with ∂ˆ
(N)
t on Map(ZN , t), which is a very natural operator. For
our purposes it is therefore enough to demonstrate that the operator
S(N) := Lˆ(N)(b)|Map(ZN ,k)
is a natural discretization of the continuum operator
S := L(b)|C∞(S1,k)
67cf. Sec. 5.11 in the original (= June 2012) version of the present paper, see arXiv:1206.0439v1
68in fact, twisted difference operators play a crucial role in the definition of the concept of the Reidemeister
torsion. Since we are looking for a simplicial version of the approach in [41, 42] which involved the Ray-Singer
torsion it should not be a surprise that the operators (5.5) will be useful for us
69We will write the group law of S1 additively
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In the special case where b ∈ treg (which is the only case relevant for us) S is invertible and it
is easy to verify that S−1 : C∞(S1, k)→ C∞(S1, k) is given explicitly by
(S−1f)(t) =
(
(ead(b))|k − 1k
)−1
·
∫ 1
0
es ad(b)f(t+ i(s))ds, t ∈ S1 (5.8)
for all f ∈ C∞(S1, k). This suggests the following discrete analogue S−1(N) : Map(ZN , k) →
Map(ZN , k) of S
−1:
(S−1(N)f)(t) =
(
(ead(b))|k − 1k
)−1
· 1N
∑N−1
k=0
[
es ad(b)f(t+ i(s))
]
|s=k/N
, t ∈ ZN (5.9)
for all f ∈Map(ZN , k). Clearly, if S
−1
(N) is invertible then (S
−1
(N))
−1 can be considered as a discrete
analogue of S. Now a short computation shows that S−1(N) · S
(N) = idMap(ZN ,k) so S
−1
(N) is indeed
invertible and we have (S−1(N))
−1 = S(N) = Lˆ(N)(b)|Map(ZN ,k).
5.2.2 The operator L(N)(B)
For each B ∈ B(qK) we will denote by L(N)(B) the operator A⊥(K) → A⊥(K) which, under
the identification
A⊥(K) ∼= Map(ZN , C
1(K1, g))⊕Map(ZN , C
1(K2, g)) (5.10)
is given by (cf. Remark 5.2 below)
L(N)(B) =
(
Lˆ(N)(B) 0
0 Lˇ(N)(B)
)
(5.11)
Here Lˆ(N)(B) : Map(ZN , C
1(K1, g))→ Map(ZN , C
1(K1, g)) and Lˇ
(N)(B) : Map(ZN , C
1(K2, g))→
Map(ZN , C
1(K2, g)) are given by
(Lˆ(N)(B)A⊥1 )(t)(e) = Lˆ
(N)(B(e¯)) · A⊥(t)(e) ∀e ∈ F1(K1), t ∈ ZN , A
⊥
1 ∈ Map(ZN , C
1(K1, g)
(Lˇ(N)(B)A⊥2 )(t)(e) = Lˇ
(N)(B(e¯)) · A⊥(t)(e) ∀e ∈ F1(K2), t ∈ ZN , A
⊥
2 ∈ Map(ZN , C
1(K2, g)
where A⊥j ∈ Map(ZN , C
1(Kj , g)), j ∈ {1, 2}, are the components of A
⊥ ∈ A⊥(K) w.r.t the
decomposition (5.10) above.
Remark 5.1 Alternatively, Lˆ(N)(B) and Lˇ(N)(B) can be characterized by
Lˆ(N)(B)) ∼= ⊕e¯∈F0(K1|K2)Lˆ
(N)(B(e¯)) (5.12a)
Lˇ(N)(B)) ∼= ⊕e¯∈F0(K1|K2)Lˇ
(N)(B(e¯)) (5.12b)
where F0(K1|K2) is as in Eq. (4.3) above. In Eqs. (5.12a) and (5.12b) we used the obvious
identification
Map(ZN , C
1(Kj , g)) ∼= ⊕e∈F1(Kj)Map(ZN , g)
∼= ⊕e¯∈F0(K1|K2)Map(ZN , g)
Remark 5.2 Regarding the definition of the operator L(N)(B) above one might wonder why
instead of the operators Lˆ(N)(b) and Lˇ(N)(b) we did not use the more “symmetric” operators
L¯(N)(b) appearing in Eq. (5.5c) above. In fact, we will see in Appendix D in [43] that – after
making the aforementioned transition to BF3-theory (cf. the beginning of Sec. 5 above) – one
actually can work with the operators L¯(N)(b) in a natural way.
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5.3 Definition of SdiscCS (A
⊥, B)
Let us now introduce a simplicial analogue for
SCS(A
⊥, B) = πk
[
≪ A⊥, ⋆
(
∂
∂t + ad(B)
)
A⊥ ≫A⊥ +2≪ ⋆A
⊥, dB ≫A⊥
]
, (5.13)
cf. Eq. (2.48) above. In order to do so we have to look for suitable simplicial analogues of the
mappings ⋆ : AΣ → AΣ, ⋆ : C
∞(S1,AΣ) → C
∞(S1,AΣ), d : C
∞(Σ, g) → AΣ, and the scalar
product ≪ ·, · ≫A⊥ on A
⊥ ∼= C∞(S1,AΣ) appearing in Eq. (5.13).
For the transition from the continuum setting to the simplicial setting let us now make the
following replacements:
≪ ·, · ≫A⊥ −→ ≪ ·, · ≫A⊥(qK)
d −→ dqK
⋆ −→
(
0 ⋆K2
⋆K1 0
)
=: ⋆K
Here dqK : C
0(qK, t) → C1(qK, t) is as in Sec. 4. The matrix operator notation for the
operator ⋆K refers to the identification (5.10) and the operators ⋆K1 : Map(ZN , C
1(K1, g)) →
Map(ZN , C
1(K2, g)), ⋆K2 : Map(ZN , C
1(K2, g)) → Map(ZN , C
1(K1, g)) appearing on the sec-
ondary diagonal are the linear isomorphisms defined in the obvious way70.
Using the replacements listed above and the operator L(N)(B) introduced in Sec. 5.2 above
we now arrive at the following simplicial analogue for SCS(A
⊥, B):
SdiscCS (A
⊥, B) := πk
[
≪ A⊥, ⋆KL
(N)(B)A⊥ ≫A⊥(qK) +2≪ ⋆KA
⊥, dqKB ≫A⊥(qK)
]
(5.14)
for all A⊥ ∈ A⊥(K) ⊂ A⊥(qK) and B ∈ B(qK). (Observe that dqKB ∈ AΣ(qK) ⊂ A
⊥(qK)
according to Convention 6 in Sec. 5.1 above.)
Proposition 5.3 The operator ⋆KL
(N)(B) : A⊥(K)→ A⊥(K) is symmetric w.r.t to the scalar
product ≪ ·, · ≫A⊥(qK).
Proof. From the definition of ⋆K , Eq. (4.5) and the last paragraph of Sec. 4.5 it follows
that ⋆K is anti-symmetric w.r.t to the scalar product≪ ·, · ≫A⊥(qK). On the other hand a short
computation shows that the adjoint of L(N)(B) w.r.t to the scalar product≪ ·, · ≫A⊥(qK) is the
operator (
−Lˇ(N)(B) 0
0 −Lˆ(N)(B)
)
From these two observations the assertion easily follows.

5.4 Definition of Holdiscl (A
⊥, B) and HoldiscR (A
⊥, B)
We will now introduce two “simplicial versions” for the expression Holl(A
⊥, B) = Holl(A
⊥+Bdt)
appearing in Eq. (2.54c) above. The first version is Holdiscl (A
⊥, B) where l is a simplicial loop
and the second version is HoldiscR (A
⊥, B) where R is a closed simplicial ribbon.
70i.e. by (⋆KjA
⊥
j )(t) = ⋆Kj (A
⊥
j (t)) for each A
⊥
j ∈ Map(ZN , C
1(Kj , g)), t ∈ ZN , and j = 1, 2 where ⋆Kj :
C1(Kj , g)→ C
1(K3−j , g) is given as in Sec. 4 above
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5.4.1 Simplicial loop case
We start with the observation that for A⊥ ∈ A⊥ ∼= C∞(S1,AΣ) and B ∈ B = C
∞(Σ, t) we have
A⊥(l′(t)) = A⊥(lS1(t))(l
′
Σ(t)), (Bdt)(l
′(t)) = B(lΣ(t)) · dt(l
′
S1(t)) (5.15)
for t ∈ [0, 1]. Here we have set lΣ := πΣ ◦ l and lS1 := πS1 ◦ l where πΣ : Σ × S
1 → Σ,
πS1 : Σ×S
1 → S1 are the canonical projections. From Eqs. (2.4), (2.54c), and (5.15) we obtain
Holl(A
⊥, B) = lim
n→∞
∏n
k=1
exp
([
1
n
(
A⊥(lS1(t))(l
′
Σ(t)) +B(lΣ(t)) · dt(l
′
S1(t))
)]
|t=
k
n
)
(5.16)
Let us now discretize the RHS of this equation. Let l = (l(k))k≤n be a simplicial loop in
qK × ZN and let lΣ = (l
(k)
Σ )k≤n and lS1 = (l
(k)
S1
)k≤n denote the projected simplicial loops in qK
and ZN , cf. Sec. 4.4.4 above.
In contrast to the situation in the continuum setting where the parameter n ∈ N was sent
to ∞ we will leave n fixed. It is now natural to make the replacements
lΣ(
k
n ) −→ • l
(k)
Σ
lS1(
k
n) −→ • l
(k)
S1
1
n l
′
Σ(
k
n) −→ l
(k)
Σ
1
n l
′
S1(
k
n ) −→ l
(k)
S1
dt −→ dt(N)
with dt(N) ∈ C1(ZN ,R) given by dt
(N)(e) = 1N for all e ∈ F1(ZN ). We will make the identifica-
tion C1(ZN ,R) ∼= HomR(C1(ZN ),R) and C
1(qK, g) ∼= HomR(C1(qK), g).
Applying the replacements above to the RHS of Eq. (5.16) we arrive at the ansatz
Holdiscl (A
⊥, B) :=
∏n
k=1
exp
(
A⊥(• l
(k)
S1
)(l
(k)
Σ ) +B(• l
(k)
Σ ) · dt
(N)(l
(k)
S1
)
)
(5.17)
for A⊥ ∈ A⊥(K) ⊂ A⊥(qK) and B ∈ B(qK).
5.4.2 Simplicial ribbon case
Instead of working with a simplicial loops l in qK × ZN let us now work with closed simplicial
ribbons R in qK× ZN .
According to Remark 4.3 above every (closed) simplicial ribbon R = (Fk)k≤n, n ∈ N, in
qK × ZN induces a pair (l, l
′) of simplicial loops l = (l(k))k≤n and l
′ = (l
′(k))k≤n in qK × ZN in
the obvious way. Let lΣ, l
′
Σ, lS1 , l
′
S1 denote the corresponding “projected” simplicial loops in
qK and ZN , cf. Sec. 4.4.4 above.
We can then introduce the following ribbon analogue of Eq. (5.17) above
HoldiscR (A
⊥, B) :=
∏n
k=1
exp
(
1
2
(
A⊥(• l
(k)
S1
)
)
(l
(k)
Σ ) +
1
2
(
A⊥(• l
′(k)
S1
)
)
(l
′(k)
Σ )
+ 12B(• l
(k)
Σ ) · dt
(N)(l
(k)
S1
) + 12B(• l
′(k)
Σ ) · dt
(N)(l
′(k)
S1
)
)
(5.18)
5.5 Definition of DetdiscFP (B)
We will need a discrete analogue DetdiscFP (B) of the factor DetFP (B) = det
(
1k − exp(ad(B))|k
)
appearing in Eq. (2.54) above. We make the ansatz
DetdiscFP (B) :=
∏
x∈F0(qK)
det
(
1k − exp(ad(B(x)))|k
)
(5.19)
for every B ∈ B(qK) where 1k is the identity operator on k.
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5.6 Discrete version of 1C∞(Σ,treg)(B)
Let us introduce a discrete analogue of the indicator function 1C∞(Σ,treg)(B). The obvious
candidate is
∏
x∈F0(qK)
1treg (B(x)). However, with this choice we would get some problems later
due to the fact that 1treg : t→ {0, 1} ⊂ [0, 1] is non-continuous. For this reason we will regularize
the function 1treg . We fix a family (1
(s)
treg
)s>0, of elements of C
∞
R
(t), with the following properties:
• Image(1
(s)
treg
) ⊂ [0, 1] and supp(1
(s)
treg
) ⊂ treg
• 1
(s)
treg
→ 1treg pointwise as s→ 0
• Each 1
(s)
treg
is invariant under the operation of the affine Weyl group Waff on t, cf. part A
of the Appendix below.
For fixed s > 0 we take as the discrete analogue of 1C∞(Σ,treg)(B) the expression∏
x
1
(s)
treg
(B(x)) :=
∏
x∈F0(qK)
1
(s)
treg
(B(x)) (5.20)
Later we will let s→ 0.
5.7 Discrete version of the decomposition A⊥ = Aˇ⊥ ⊕A⊥c
We introduce a decomposition of A⊥(K), which is analogous to the decomposition A⊥ = Aˇ⊥ ⊕
A⊥c in Sec. 2.3.3. In order to do so we introduce the notation
AΣ,V (K) := C
1(K1, V )⊕ C
1(K2, V ) (5.21)
for every real vector space V . We then have the following analogue of the decomposition A⊥ =
Aˇ⊥ ⊕A⊥c in Sec. 2.3.3 above namely,
A⊥(K) = Aˇ⊥(K)⊕A⊥c (K) (5.22)
where
A⊥c (K) := {A
⊥ ∈ A⊥(K) | A⊥ is constant and AΣ,t(K)-valued} ∼= AΣ,t(K) (5.23a)
Aˇ⊥(K) := {A⊥ ∈ A⊥(K) |
∑
t∈ZN
A⊥(t) ∈ AΣ,k(K)} (5.23b)
Observe that AΣ(K) = AΣ,g(K) ∼= AΣ,t(K) ⊕ AΣ,k(K) and that for every Aˇ
⊥ ∈ Aˇ⊥(K),
A⊥c ∈ A
⊥
c (K), and B ∈ B(qK) we have
SdiscCS (Aˇ
⊥ +A⊥c , B) = S
disc
CS (Aˇ
⊥, B) + SdiscCS (A
⊥
c , B) (5.24)
with the two expressions on the RHS given explicitly by Eqs. (5.26) and (5.28) below.
For referring to the elements of the space Aˇ⊥(K) we will use the variable Aˇ⊥ and for the
elements of the space AΣ,t(K) ∼= A
⊥
c (K) the variable A
⊥
c .
5.8 Discrete versions of the two Gauss-type measures in Eq. (2.53)
Definition 5.4 An “oscillatory Gauss-type measure” on a Euclidean vector space (V, 〈·, ·〉) is a
complex Borel measure dµ on V of the form
dµ(x) = 1Z e
−
i
2 〈x−m,S(x−m)〉dx (5.25)
with Z ∈ C\{0}, m ∈ V , and where S is a symmetric endomorphism of V and dx the normal-
ized71 Lebesgue measure on V . Note that Z, m and S are uniquely determined by dµ so we can
use the notation Zµ, mµ and Sµ in order to denote these objects.
71i.e. unit hyper-cubes have volume 1 w.r.t. dx
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i) We call dµ “centered”iff mµ = 0.
ii) We call dµ “degenerate” iff Sµ is not invertible
Clearly, we have
SdiscCS (Aˇ
⊥, B) = πk ≪ Aˇ⊥, ⋆KL
(N)(B) · Aˇ⊥ ≫A⊥(qK) (5.26)
for all Aˇ⊥ ∈ Aˇ⊥(K) ⊂ A⊥(qK) and B ∈ B(qK). Moreover, if B ∈ B(qK) fulfills
∏
x 1treg (B(x)) 6=
0 then L(N)(B) : Aˇ⊥(K)→ Aˇ⊥(K) will be injective, cf. Proposition 5.1 in [43]. In this case the
(rigorous) complex measure
exp(iSdiscCS (Aˇ
⊥, B))DAˇ⊥ (5.27)
is a non-degenerate centered oscillatory Gauss type measure on Aˇ⊥(K). Here we have equipped
Aˇ⊥(K) with the restriction ≪ ·, · ≫Aˇ⊥(K) of the scalar product ≪ ·, · ≫A⊥(qK) onto Aˇ
⊥(K)
and DAˇ⊥ denotes the normalized Lebesgue measure on Aˇ⊥(K) w.r.t. ≪ ·, · ≫Aˇ⊥(K).
Moreover, since
SdiscCS (A
⊥
c , B) = 2πk ≪ ⋆KA
⊥
c , dqKB ≫A⊥(qK) (5.28)
it follows that the complex measure
exp(iSdiscCS (A
⊥
c , B))(DA
⊥
c ⊗DB) (5.29)
is a (degenerate) centered oscillatory Gauss type measure on A⊥c (K) ⊕ B(qK). Here we have
equipped A⊥c (K) ⊕ B(qK) with the scalar product ≪ ·, · ≫A⊥c (K)⊕B(qK):=≪ ·, · ≫A⊥c (K) ⊕ ≪
·, · ≫B(qK) (where ≪ ·, · ≫A⊥c (K) denotes the restriction of the scalar product ≪ ·, · ≫A⊥(qK)
onto the space A⊥c (K)) and DA
⊥
c and DB denote the obvious normalized Lebesgue measures.
In the next subsection we will need the following definition
Definition 5.5 Let dµ be an oscillatory Gauss-type measure on a Euclidean vector space (V, 〈·, ·〉).
A (Borel) measurable function f : V → C will be called improperly integrable w.r.t. dµ iff72∫
∼
fdµ :=
∫
∼
f(x)dµ(x) := lim
ǫ→0
( ǫπ )
n/2
∫
f(x)e−ǫ|x|
2
dµ(x) (5.30)
exists. Here we have set n := dim(ker(Sµ)). Note that if dµ is non-degenerate we have n = 0 so
the factor ( ǫπ )
n/2 is then trivial.
5.9 Definition of WLOdiscrig (L) and WLOrig(L)
For the rest of this paper let us assume that73 L = (R1, R2, . . . , Rm), m ∈ N, is a fixed simplicial
ribbon link in qK × ZN with “colors” (ρ1, ρ2, . . . , ρm).
Using the definitions of the previous subsections we then arrive at the following simplicial
analogue WLOdiscrig (L) of the heuristic expression WLO(L) in Eq. (2.53)
WLOdiscrig (L) := lim
s→0
∑
y∈I
∫
∼
{(∏
x
1
(s)
treg
(B(x))
)
DetdiscFP (B)
×
[∫
∼
(∏m
i=1
Trρi
(
HoldiscRi (Aˇ
⊥ +A⊥c , B)
))
exp(iSdiscCS (Aˇ
⊥, B))DAˇ⊥
]
× exp
(
−2πik〈y,B(σ0)〉
)}
exp(iSdiscCS (A
⊥
c , B))(DA
⊥
c ⊗DB) (5.31)
72Observe that
∫
ker(Sµ)
e−ǫ‖x‖
2
dx = ( ǫ
π
)−n/2. In particular, the factor ( ǫ
π
)n/2 in Eq. (5.30) above ensures that
also for degenerate oscillatory Gauss-type measure the improper integrals
∫
∼
1 dµ exists
73cf. Remark 4.5 in Sec. 4.3 above
34
where σ0 is an arbitrary fixed point of F0(qK) which does not lie in
⋃
i≤m Image(R
i
Σ). Here
RiΣ := (Ri)Σ is defined as in Sec. 4.4.4 above
74.
Finally, we set75
WLOrig(L) :=
WLOdiscrig (L)
WLOdiscrig (∅)
(5.32)
where ∅ is the “empty” link76.
Remark 5.6 We could equally well state our main result below in terms of WLOdiscrig (L) rather
than WLOrig(L). For stylistic reasons we prefer WLOrig(L).
5.10 Two modifications
One might expect that – at least for simplicial ribbon links L which are equivalent to the framed
links of the simple type mentioned in Sec. 2.3.3 above – the expression WLOrig(L) is well-defined
and that we have
WLOrig(L) =
|L|
|∅|
(5.33)
where | · | is is the shadow invariant associated to g and k, cf. (2.55) above and cf. Remark 6.6
below.
It turns out, however, that in order to obtain this result we have to modify our original
approach. In order to do so we will now make two modifications (Mod1) and (Mod2). More
precisely, we will redefine the notation WLOdiscrig (L) according to the modifications (Mod1) and
(Mod2) which we will now describe. WLOrig(L) will again be given by Eq. (5.32) (with the
redefined version of WLOdiscrig (L) appearing on the RHS).
Modification (Mod1)
Let us reconsider the question of what a suitable discrete analogue DetdiscFP (B) of the continuum
expression DetFP (B) = det
(
1k − exp(ad(B))|k
)
should be. Above we made the ansatz
DetdiscFP (B) =
∏
x∈F0(qK)
det
(
1k − exp(ad(B(x)))|k
)
(5.34)
We will now modify Eq. (5.34) and make instead the ansatz
DetdiscFP (B) :=
∏
x∈F0(qK)
det1/2
(
1k − exp(ad(B(x)))|k
)
(5.35)
where det1/2
(
1k − exp(ad(·))|k
)
: t → R is any one of the two77 smooth functions f : t → R
fulfilling f(b)2 = det
(
1k − exp(ad(b))|k
)
for all b ∈ t.
Remark 5.7 At the moment we do not have a totally clear understanding of the fact that we
have to include the exponent 1/2 in Eq. (5.35) if we want to obtain the correct values for the
WLOs. This point seems to get clearer after making the transition to the BF3-theoretic setting,
see Sec. 7 below and Sec. 7 in [43].
Alternatively, one can simply bypass this point by rewriting the heuristic Eq. (2.53) in a
suitable way before discretizing it, cf. Sec. 2.5 and Sec. 3.6 in [45].
74Recall that according to part i) of Remark 4.3 above we can consider RiΣ as a map S
1× [0, 1]→ Σ in a natural
way
75at this stage we do not yet claim that WLOdiscrig (L) and WLOrig(L) are actually well-defined
76so WLOdiscrig (∅) is a simplicial analogue of the partition function Z(Σ× S
1)
77Since det
(
1k − exp(ad(b))|k
)
=
∏
α∈R(1− e
2πi〈α,b〉) =
∏
α∈R+
(
4 sin2(π〈α, b〉)
)
for all b ∈ t where R is the set
of real roots associated to (g, t) and R+ ⊂ R is the subset of positive real roots (w.r.t. a fixed Weyl chamber)
we conclude that either ∀b ∈ t : det1/2
(
1k − exp(ad(b))|k
)
=
∏
α∈R+
(
2 sin(π〈α, b〉)
)
or ∀b ∈ t : det1/2
(
1k −
exp(ad(b))|k
)
= −
∏
α∈R+
(
2 sin(π〈α, b〉)
)
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Modification (Mod2)
In the following we will replace78 the space B(qK) = C0(qK, t) appearing on the RHS of Eq.
(5.31) by a certain subspace B0(qK) (chosen as naturally as possible) with the property that
ker(π ◦ (dqK)|B0(qK)) = Bc(qK) (5.36)
holds where π : C1(qK, t) → C1(K, t) is the orthogonal projection w.r.t. ≪ ·, · ≫AΣ(qK) and
where we have set
Bc(qK) := {B ∈ C
0(qK, t) | B constant} (5.37)
We remark that Eq. (5.36) will play a crucial role in the proof of Theorem 6.4. (We also remark
that we cannot choose simply B0(qK) = B(qK) because ker(π ◦ dqK) 6= Bc(qK)).
The following choice is probably the best when working with simplicial ribbons in K × ZN
instead of simplicial ribbons in qK× ZN (cf. Remark 6.3 below, Sec. 7 in [43], and [45]).
Choice 1 B0(qK) := ψ(B(K)) where B(K) := C
0(K, t) and where ψ : B(K) → B(qK) is the
linear injection which associates to each B ∈ B(K) the extension B¯ ∈ B(qK) given by79
B¯(x) = meany∈C(x)B(y) for all x ∈ F0(qK)
with “mean” referring to the arithmetic mean. Above C(x) denotes the set of all y ∈ F0(K)
which lie in the closure of the unique open cell of K containing x.
In the present paper and the main part of [43] we will work with simplicial ribbons in qK×ZN .
In this case Choice 1 will not work and we will make the following choice (which is a bit technical
but justified by Remark 2.7 above):
Choice 2 B0(qK) := B
loc
σ0 (qK) ∩ Baff(qK) with
Blocσ0 (qK) := {B ∈ B(qK) | B is constant on U(σ0) ∩ F0(qK)},
Baff(qK) := {B ∈ B(qK) | B is affine on each F ∈ F2(qK)}
Here U(σ0) ⊂ Σ is the union of those few F ∈ F2(qK) which contain the point σ0 and by “B is
affine on F” we mean that
B(p1) +B(p4) = B(p2) +B(p3) (5.38)
holds where p1, p2, p3, p4 are the four vertices of F and numbered in such a way that p1 is
diagonal to p4 and therefore p2 is diagonal to p3.
Clearly, Blocσ0 (qK) is a simplicial analogue of the space B
loc
σ0 appearing in Remark 2.7 above.
6 The main result
6.1 A special class of simplicial links
As a preparation for Sec. 6.2 below let us consider briefly a simple class of simplicial links
L = (l1, l2, . . . , lm) in qK × ZN . This class consists of those simplicial links L which fulfill the
following two conditions
(NCP) The link L has no crossing points, i.e. the loops l1Σ, l
2
Σ, . . . , l
m
Σ in Σ neither intersect
each other nor themselves80.
78so, in particular, DB will denote the normalized Lebesgue measure on B0(qK) where we have equipped B0(qK)
with the scalar product induced by the one on B(qK)
79In other words, B0(qK) := {B ∈ B(qK) | B(F¯ ) = meanx∈F0(K)∩F B(x) ∀F ∈
⋃2
p=0 Fp(K)} where F¯ is the
barycenter of F (cf. Convention 7 in part C of the Appendix below)
80i.e. if i 6= j then liΣ and l
j
Σ have disjoint images and each l
i
Σ, i ≤ m is an embedding S
1 → Σ
36
(NH) Each liΣ is null-homologous.
Here by liΣ we denote the (reduced) Σ-projection
81 of li, cf. Sec. 4.4.4 above. Moreover, we
consider each simplicial loop liΣ as a continuous map S
1 → Σ in a natural way (cf. Sec. 4.2
above). In view of Remark 6.1 below let us also introduce the notation liS1 := (li)S1 .
Figures 6–8 below show examples for links fulfilling (NCP)
lΣ1
lΣ2 lΣ3
Figure 6:
lΣ
1   
lΣ
2
lΣ
3
Figure 7:
lΣ
1
lΣ
2
lΣ
9
lΣ
8
lΣ
3
lΣ
4
lΣ
5
lΣ
6 lΣ
7
Figure 8:
Remark 6.1 i) Observe that (NCP) and (NH) place no restrictions on the S1-projections
liS1 of the loops li, i ≤ m, and so in general the link L will not be equivalent
82 to a link with
the property that there is a sequence (Di)i≤m of pairwise disjoint disks Di ⊂ Σ such that
for each i ≤ m the arc of liΣ is contained in Di. In particular, a link fulfilling conditions
(NCP) and (NH) will in general not be equivalent to a link consisting of only “vertical”
loops, i.e. loops whose Σ-projections are “points”, see Fig. 9 below for an example (cf.
also Remark 2.10 above).
ii) As a preparation for part ii) of Remark 6.2 below we mention that it would also be
interesting to study the weaker version of condition (NCP) which we obtain when instead
of demanding that liΣ is an embedding S
1 → Σ itself we only demand that the image of
liΣ lies on the image C of an embedding S
1 → Σ. Clearly, the image of li will then lie on
the torus C × S1 ∼= S1 × S1 so li will be a special type of torus knot in Σ× S
1. Let p ∈ Z
and q ∈ Z be the two winding numbers of li (considered as a map S
1 → C × S1) around
81more precisely: liΣ is the simplicial loop in qK given by l
i
Σ := (li)
red
Σ in the notation of Sec. 4.4.4
82for example, this applies to the links in Fig. 7 and Fig. 8 if, e.g., liS1 = idS1 holds for i ≤ 3 and i ≤ 9,
respectively; by contrast, the link in Fig. 6 will be equivalent to a vertical link if liS1 = idS1 for i ≤ 3
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Figure 9: A vertical link consisting of three loops
the first and the second component of C × S1. The original version of (NCP) implies
that p = ±1 (while q can be an arbitrary integer). The weakened version of (NCP) just
described implies nothing about p so if we use the weakened version both p and q can be
arbitrary integers.
In the following we will not work with simplicial loops and simplicial links but instead with
(closed) simplicial ribbons and with simplicial ribbon links. This should not be a surprise. It
is very well known in the physics and mathematics literature on quantum 3-manifold invariants
that one must indeed work with framed links (or, equivalently, ribbon links, cf. the beginning
of Sec. 4.3 above) if one wants to get meaningful results.
In fact, within the framework we use in the present paper we can give a very concrete
argument83 which shows that things would go wrong if we used just simplicial loops (without
involving a framing or a simplicial ribbon in an explicit way): the crossing points of simplicial
loops would go “undetected”84. Consequently, when evaluating WLOdiscrig (L) there would be no
chance of obtaining a factor like |L|ϕ4 in Eq. (6.4) below. So when working with simplicial loops
instead of simplicial ribbons there is no hope for finding a generalization85 of Theorem 6.4 below
which includes the case of general links.
6.2 A special class of simplicial ribbon links
From now on we will assume that the simplicial ribbon link L = (R1, R2, . . . , Rm) in qK × ZN
fixed in Sec. 5.9 above fulfills the following two conditions, which are the ribbon analogues of
the two conditions (NCP) and (NH) appearing in Sec. 6.1 above.
(NCP)’ The maps RiΣ, i ≤ m, neither intersect each other nor themselves
86.
(NH)’ Each of the maps RiΣ, i ≤ m is null-homotopic.
where RiΣ is defined as in Sec. 5.9 above.
Remark 6.2 i) In view of the discussion in Remark 2.10 in Sec. 2.3.4 above we remark that
Theorem 6.4 below (and its proof) can easily be generalized to the situation of (colored)
simplicial ribbon links L = (R1, R2, . . . , Rm+r), m, r ∈ N with the following properties:
• the sub ribbon link (R1, R2, . . . , Rm) fulfills conditions (NCP)’ and (NH)’.
83as a side remark we mention that Remark B.2 in part B.2 of the appendix below gives another argument in
favor of the use of simplicial ribbons instead of simplicial loops
84more precisely, if the simplicial loops liΣ are realized as simplicial loops in K1 (or K2) then all crossing points
will go undetected in the sense that as in Sec. 5.1 in [43] all relevant covariance expressions will vanish. If the
simplicial loops liΣ are realized as simplicial loops in qK we would have the rather artificial phenomenon that some
crossing points will go undetected while others will not
85In fact, as we will explain in Sec. 6 in [43], it is probably not possible to find a such generalization of Theorem
6.4 anyway, unless we perform additional modifications like e.g. switching to the BF3-theoretic setting. But also
then we will have to work with simplicial ribbons (or with framed simplicial loops)
86i.e. if i 6= j then RiΣ and R
j
Σ have disjoint images and i.e. each R
i
Σ, i ≤ m, considered as a continuous map
[0, 1]× S1 → Σ, is an embedding.
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• each Rm+j , j ≤ r, is a “vertical” simplicial ribbon in the sense that
87 the set em+j :=
Image(πΣ ◦ Rm+j) is an edge in qK. (Here we consider Rm+j as a continuous map
[0, 1] × S1 → Σ× S1).
• we have em+j ∩ Image(R
i
Σ) = ∅ for all j ≤ r and i ≤ m.
For this more general type of simplicial ribbon links Eq. (6.1) below will still hold if we
generalize the definition of |L| in a suitable way88.
ii) Theorem 6.4 below (and its proof) can also be generalized in another direction. In fact, we
can weaken condition (NCP)’ in the following way (in the spirit of part ii) of Remark 6.1
above): Instead of demanding that each RiΣ, i ≤ m, considered as a continuous map [0, 1]×
S1 → Σ, is an embedding itself we only demand that the image of RiΣ lies on the image
of such an embedding [0, 1] × S1 → Σ. Even when using this weaker version of condition
(NCP)’ we would still be able to evaluate WLOrig(L) explicitly using a straightforward
modification of the approach used in Sec. 5 in [43] for proving Theorem 6.4.
Remark 6.3 Instead of working with simplicial ribbons (and ribbon links) in qK×ZN one can
also work with simplicial ribbons in K × ZN . In order to do so we only have to modify the
constructions in Sec. 5.4.2 above in a more or less straightforward way, cf. Remark 3.2 in [43].
The use of simplicial ribbons in K × ZN has several advantages but also two disadvantages
over the use of simplicial ribbons in qK×ZN . The disadvantages are, firstly, that the analogue of
expression on the RHS of Eq. (5.18) in 5.4.2 for simplicial ribbons in K×ZN is more complicated
than the original expression on the RHS of Eq. (5.18). Secondly, working with simplicial ribbons
in K × ZN seems to require an additional regularization procedure, cf. Remark 5.4 in [43].
The two main advantages of working with simplicial ribbons in K×ZN are that in this case
we can work with Choice 1 in Sec. 5.10 above, which is clearly more natural than the use of
Choice 2. More importantly, the use of simplicial ribbons in K × ZN is much better suited to
deal with general simplicial ribbon links L, ie simplicial ribbon links not fulfilling a condition of
the type (NCP)’ above, cf. Remark 5.4 in [43].
However, since the rest of the present paper and the main part of [43] will only be concerned
with the study of special simplicial ribbon links (cf. condition (NCP)’) the last advantage will
not be relevant until Sec. 7 in [43]. This is why we decided to work with simplicial ribbons in
qK × ZN until the end of Sec. 5 in [43].
6.3 The main result
Recall that in Sec. 5.9 above we fixed a simplicial ribbon link L = (R1, R2, . . . , Rm) in qK×ZN
with colors (ρ1, ρ2, . . . , ρm). For i ≤ m let λi ∈ Λ+ denote the highest weight of ρi. Here Λ+ is
the set of dominant real weights of g (w.r.t. t and a fixed Weyl chamber).
Theorem 6.4 Assume that L = (R1, R2, . . . , Rm) fulfills conditions (NCP)’ and (NH)’ above.
Assume also that89 k ≥ cg where cg is the dual Coxeter number of g and that λi ∈ Λ
k
+ ⊂ Λ+,
87this is equivalent to saying that each face Fi appearing in Rm+j is vertical w.r.t Σ in the sense of Sec. 4.4.4
above
88more precisely, using the notation of Remark 2.10 above and Remark 6.6 below we must set
|L| :=
∑
ϕ∈col(L)
|L|ϕ1 |L|
ϕ
2 |L|
ϕ
3
(∏m+r
i=m+1
Sϕiµi
Sϕi0
)
where µi is the highest weight of the representation ρi and where for i ∈ {m+1, . . .m+r} we have set ϕi := ϕ(Y (i))
where Y (i) is the unique element of F (L) = {Y0, Y1, . . . , Ym} containing ei
89the situation 0 < k < cg is not interesting since in this case the set Λ
k
+ appearing below is empty, cf. Remark
B.1 in Appendix B in [43]. Accordingly, |L| = |∅| = 0. It turns out that we then also have WLOdiscrig (L) =
WLOdiscrig (∅) = 0, cf. Remark 6.7 below
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i ≤ m, where Λk+ is as in Remark 6.6 below. Then WLOrig(L) is well-defined and we have
WLOrig(L) =
|L|
|∅|
(6.1)
where ∅ is the “empty link” and where | · | is the shadow invariant associated to g and k, cf.
Remark 6.6 below and Appendix B in [43] for the full definitions.
Theorem 6.4 will be proven in [43].
Remark 6.5 We emphasize that | · | here is really the shadow invariant associated to g and k
and not to g and k + cg where cg is the dual Coxeter number of g. In other words: we do not
have a “shift in k”, cf. Remark 3.2 in Sec. 3.1 above.
Remark 6.6 As mentioned in Remark 6.2 above Theorem 6.4 can be generalized in at least
two ways. In particular, by weakening condition (NCP)’ in a suitable way one can deal with
the case where some of the simplicial ribbons Ri, i ≤ m, contained in L are ribbon analogues
of framed torus knots, see [45]. We emphasize here that simplicial ribbon links L fulfilling the
original version of condition (NCP)’ (and condition (NH)’) are more interesting than they might
appear at first sight. In fact, the expression for the shadow invariant |L| for such ribbon links is
quite complicated. More precisely, using the notation Λk+ for the set of “dominant real weights
of g (w.r.t. to t and a fixed Weyl chamber) which are integrable at level k−cg” (see Appendix A
in [43] and cf. also Remark 2.10 above) and denoting by F (L) the set of connected components
{Y0, Y1, . . . , Ym} of
90 Σ\
(⋃
i≤m arc(l
i
Σ)
)
we have91
|L| =
∑
ϕ∈col(L)
|L|ϕ1 |L|
ϕ
2 |L|
ϕ
3 (6.2)
where col(L) is the set of all maps F (L)→ Λk+ ( “area colorings”) and where
|L|ϕ1 =
∏
Y ∈F (L)
dim(ϕ(Y ))χ(Y ) (6.3a)
|L|ϕ2 =
∏
Y ∈F (L)
exp(πik 〈ϕ(Y ), ϕ(Y ) + 2ρ〉)
gleam(Y ) (6.3b)
|L|ϕ3 =
∏
e∈E(L)
N
ϕ(Y −e )
γ(e)ϕ(Y +e )
(6.3c)
Here χ(Y ) is the Euler characteristic of the region Y ∈ F (L), gleam(Y ) ∈ Z is the so-called
“gleam” of Y , and ρ is again the Weyl vector (cf. Remark 2.10 above). Moreover, we have set92
dim(λ) := Sλ0/S00 for λ ∈ Λ
k
+ where (Sµν)µ,ν∈Λk+
is the S-matrix associated to Uq(gC) with
q := exp(2πik ) (cf. Remark 2.10 above). Finally, N
λ
µν ∈ N0, λ, µ, ν ∈ Λ
k
+ are the corresponding
“‘fusion coefficients”93. We will give full details (including an explanation of gleam(Y ) and the
notation E(L), γ(e), Y ±e used above) in Appendix B in [43].
For general ribbon links L in Σ× S1 the explicit formula is94
|L| =
∑
ϕ∈col(L)
|L|ϕ1 |L|
ϕ
2 |L|
ϕ
3 |L|
ϕ
4 (6.4)
90equivalently, we could work with the connected components of Σ\
(⋃
i≤m Image(R
i
Σ)
)
91cf. footnote 94 below
92dim(λ) is called the “quantum dimension” of λ ∈ Λk+ in [74]
93We mention that the fusion coefficients are closely related to the Verlinde numbers. In fact we have Nλµν =
Nλ∗µν where λ
∗ is essentially the weight conjugated to λ (up to a shift in ρ). Let us emphasize that this
time, however, the fusion numbers Nλµν enter the computation not via an expression involving the S-matrix like
in Remark 2.10 above but by a sum over weight multiplicities (the “quantum Racah formula”), see Eq. B.7
Appendix B in [43] and [30].
94 This definition of the shadow invariant (in the special case M = Σ × S1) differs from Turaev’s definition
in Sec. 1.2 in Chap. X in [74] by a normalization factor depending on g and k. We remark that the factor
|L|ϕ1 above corresponds to the factor |X|
ϕ
2 in Sec. 1.2 in Chap. X in [74], the factor |L|
ϕ
2 corresponds to the
factor |X|ϕ3 , the factor |L|
ϕ
3 above corresponds to the factor |X|
ϕ
4 , and the factor |L|
ϕ
4 above corresponds to the
product |X|ϕ1 |X|
ϕ;contr
5 where |X|
ϕ;contr
5 is the number obtained by contracting the term ·|X|
ϕ
5 with the tuple
(ρ1, ρ2, . . . , ρm) of colors of L
40
Here the factors |L|ϕ1 and |L|
ϕ
2 are as above and |L|
ϕ
3 is given as in Eq. (6.3c) but with the
product
∏
e∈E(L) replaced by the product
∏
e∈E∗(L)
where E∗(L) is a certain subset
95 of E(L).
The factor |L|ϕ4 in Eq. (6.4) is the most interesting one. Its definition contains a factor of the
form
∏
x∈V (L) T (x, ϕ) where V (L) is the set of crossing points of the loops {l
i
Σ | i ≤ m} in Σ
and where the factors T (x, ϕ) involve the so-called “quantum 6j-symbols” associated to Uq(gC)
with q := exp(2πik ). Observe that three of the four factors |L|
ϕ
1 , |L|
ϕ
2 , |L|
ϕ
3 , |L|
ϕ
4 appearing in the
formula for the shadow invariant of a general ribbon link L also appear in Eq. (6.2).
The fact that we can obtain the RHS of Eq. (6.2) directly from the CS path integral is
(hopefully) interesting by itself but, of course, we are mainly interested in the computation of
WLOrig(L) for general ribbon links. We will come back to this point in Sec. 6 in [43] where we
will study the case of general ribbon links in more detail.
Remark 6.7 The explicit expression for WLOdiscrig (L) is
WLOdiscrig (L) = c1k
c2
(∏
α∈R+
sin(πk 〈ρ, α〉)
)χ(Σ)
|L| (6.5)
where R+ is the set of positive real roots of g (w.r.t. to t and a fixed Weyl chamber) and where
c1, c2 ∈ C only depend on G, K, N , and σ0 but not on k. (We omit the precise formulas for c1,
c2).
7 Outlook
Theorem 6.4 will be proven in [43]. This is the first of the two main issues in [43]. The
second important issue in [43] is the transition to the BF3-theoretic setting we referred to at
the beginning of Sec. 5 above. The BF3-theoretic setting is more complicated than the original
CS-theoretic setting and in the case of non-Abelian structure groups G the advantages of the
BF3-theoretic setting are not as obvious as in the Abelian case (cf. Remark 7.2 in [43]). However,
a closer look shows that also for non-Abelian structure groups G the BF3-theoretic setting has
several important advantages:
i) As we will explain in Sec. 6 in [43] it is probably not possible to generalize Theorem 6.4
to the case of general ribbon links unless we modify our approach in a suitable way. The
transition to the BF3-theoretic setting could provide one way (and, possibly, the most
natural way) to generalize Theorem 6.4 successfully.
ii) The BF3-theoretic setting leads to certain stylistic improvements, cf. Remark 5.2 above
and Appendix D in [43].
iii) The BF3-theoretic setting leads to a better understanding of the 1/2-exponents appearing
in (Mod1) in Sec. 5.10 above, cf. Appendix D in [43].
Other problems/questions which we plan to study in the near future are (cf. [45, 46]):
(P1) In part ii) of Remark 6.2 above we mentioned that also for simplicial ribbon links L
fulfilling96 only a weaker version of condition (NCP)’ we can evaluate WLOrig(L) explicitly
using a suitable modification of the approach used in Sec. 5 in [43] for proving Theorem
6.4. Do the values obtained for WLOrig(L) for these L coincide with the values expected
in the literature for all (simply-connected compact) structure groups G?
95cf. the definition of the so-called “circle-1-strata” in [74]; for the special links L appearing above we have
E∗(L) = E(L)
96recall that in this case some of the simplicial ribbons Ri, i ≤ m, contained in L are allowed to be ribbon
analogues of non-trivial framed torus knots
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(P2) Is it possible to generalize the approach of the present paper to the situation where Σ is
not a closed surface but a compact surface with boundary? If yes, then is it also possible97
to implement rigorously Witten’s surgery arguments, at least in some special cases like the
surgery S2 × S1 → S3 performed on a “vertical”98 loop in S2 × S1?
(P3) In [23] torus gauge fixing is a applied to the evaluation of the heuristic path integral for
the CS partition function Z(M) = WLO(∅) where M is a non-trivial S1-bundle. It would
be interesting to study whether the methods in [23] can be generalized so that WLO(L)
can be evaluated at a heuristic level also if L 6= ∅. If this is the case then one should study
if it is possible to find a rigorous simplicial realization of the path integral expressions for
Z(M) and WLO(L).
(P4) If (P3) can be resolved successfully then it should be very interesting to compare the new
results and methods with those of the approach in [16, 17] where non-Abelian localization
is applied to the CS path integral.
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A Appendix: Lie theoretic notation I
For the convenience of the reader we summarize here the Lie theoretic notation used in the main
part99 of the present paper.
A.1 List of notation, part I
• G: the simply-connected compact Lie group fixed in Sec. 2.1
• g: the Lie algebra of G
• T : the maximal torus of G fixed in Sec. 2.2
• t: the Lie algebra of T
• exp: the exponential map g→ G of G.
• I ⊂ t: the kernel of exp|t : t→ T .
97we remark that if both (P1) and (P2) can be resolved successfully then one would immediately obtain a
rigorous definition & computation of the WLOs of arbitrary colored torus knots in M = S3
98cf. Remark 6.1 above
99this excludes Remark 2.10 and Remark 6.6 above where some additional notation is used that will be explained
only in Appendix A of [43]
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• Greg := {g ∈ G | g is regular}. Recall from [25] that an element g of G is called “regular”
iff it is contained in exactly one maximal torus of G.
• Treg := T ∩Greg
• greg := exp
−1(Greg)
• treg := exp
−1(Treg) = exp
−1
|t (Treg)
• 〈·, ·〉: the unique Ad-invariant scalar product on g such that 〈αˇ, αˇ〉 = 2 holds for every
short real coroot αˇ of the pair (g, t), cf. Appendix A in [43].
• k: the 〈·, ·〉-orthogonal complement of t in g
• πt: the 〈·, ·〉-orthogonal projection g→ t
• πk: the 〈·, ·〉-orthogonal projection g→ k
• P : the Weyl alcove fixed in Sec. 2.2.4. Recall from [25] that a Weyl alcove is, by definition,
a connected component of treg.
• Waff ⊂ Aff(t): the affine Weyl group associated to (g, t), cf. Appendix A in [43]. We
remark that Waff operates freely and transitively on the set of Weyl alcoves.
Using 〈·, ·〉 we can make the identification t ∼= t∗. Sometimes we write 〈·, ·〉g instead of 〈·, ·〉.
A.2 Example: the special case G = SU(2)
In the present paper and in [43] we work with general simply-connected compact Lie groups
G since this does not involve much more work than we would have to invest if we restricted
ourselves to a special case like, e.g., G = SU(2). On the other hand treating the general situation
makes it necessary to use several abstract concepts from Lie theory. The reader who prefers a
more elementary treatment should feel free to concentrate on the special case G = SU(2) for
which we have the following explicit formulas:
In the special case G = SU(2) we can choose the maximal torus T as
T = {exp(θτ) | θ ∈ R} where τ :=
(
i 0
0 −i
)
Then we have (with ∼= meaning “homeomorphic” and with the convention Sτ := {tτ | t ∈ S}
for any S ⊂ R):
G = SU(2) = {A ∈ Mat(2,C) | AA∗ = 1,det(A) = 1} ∼= S3
g = su(2) = {A ∈ Mat(2,C) | A+A∗ = 0,Tr(A) = 0} ∼= R3
T = {exp(θτ | θ ∈ R} =
{(
eiθ 0
0 e−iθ
)
| θ ∈ R
}
∼= S1
t = R · τ = {θτ | θ ∈ R} ∼= R
G/T = {gT | g ∈ G} ∼= S2
Greg = SU(2)\{−1, 1} ∼= S
2 × (0, 1)
greg = g\
⋃
n∈N0
{b ∈ g | |b| = n} ∼= S2 × (R+\N)
Treg = T\{−1, 1} ∼= S
1\{−1, 1}
treg = t\{nπτ | n ∈ Z} ∼= R\Z
Moreover, we have
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• exp : g→ G is the restriction of the exponential map of Mat(2,C) onto g, i.e.
exp(A) =
∑∞
n=0
An
n! ∈ G ⊂ Mat(2,C) for A ∈ g ⊂ Mat(2,C)
• I = Z · 2πτ
• the scalar product 〈·, ·〉 is given by 〈A,B〉 = − 1
4π2
TrMat(2,C)(A · B) for all A,B ∈ su(2).
The norm | · | appearing in the formula for greg denotes the norm associated to this scalar
product.
• k =
{(
0 −z
z¯ 0
)
| z ∈ C
}
• the set of Weyl alcoves is {Pn | n ∈ Z} where Pn := (nπ, (n + 1)π) τ . Accordingly, for P
we could take, e.g., the set P := P0 = (0, π)τ .
• Waff : the subgroup of the affine group Aff(t) which is generated by the reflection t ∋ b 7→
−b ∈ t and the translation t ∋ b 7→ b+ 2πτ ∈ t.
Let us also mention that
det(1k − exp(ad(xτ))|k) = 4 sin
2(x), x ∈ R
B Appendix: Some technical details for Sec. 2
B.1 Some additional details for Sec. 2.2
i) We will now motivate the choice of the space V and the map ΠV appearing in Sec. 2.2.4.
Observe first that G = G˜ ⋊ GΣ where G˜ := {Ω ∈ G | ∀σ ∈ Σ : Ω((σ, 1)) = 1} and where ⋊
denotes the semi-direct product (G˜ being the normal subgroup). Taking this into account we
easily see that there is a natural right-operation of GΣ on Areg/G˜ and that
Areg/G ∼= (Areg/G˜)/GΣ (B.1)
Secondly, if S is a connected component of greg = exp
−1(Greg) then exp : S → Greg is a
diffeomorphism100. It is not difficult to see that this implies that also q : A⊥ × C∞(Σ, S) ∋
(A⊥, B) 7→ (A⊥ + Bdt) · G˜ ∈ Areg/G˜ is a bijection, cf. Proposition 3.1 in [40]. Thirdly, if P is
a Weyl alcove contained in S then the map θ : P ×G/T ∋ (b, g¯) 7→ g¯bg¯−1 ∈ S is a well-defined
diffeomorphism101. Thus we have the identification
Areg/G˜ ∼= A
⊥ × C∞(Σ, S) ∼= A⊥ × C∞(Σ, P )× C∞(Σ, G/T ) (B.2)
Note that under this identification the GΣ-operation on Areg/G˜ mentioned above induces the GΣ-
operation on A⊥×C∞(Σ, P )×C∞(Σ, G/T ) which is given by (A⊥, B, g¯) ·Ω = (A⊥ ·Ω, B,Ω−1g¯)
for each Ω ∈ GΣ.
Fourthly, observe that the map p : A⊥×C∞(Σ, P )×C∞(Σ, G/T )/GΣ →
(
A⊥×C∞(Σ, P )×
C∞(Σ, G/T )
)
/GΣ which maps each (A
⊥, B,h) to the GΣ-orbit of (A
⊥, B, g¯h) is a surjection.
We have just seen how the set C∞(Σ, G/T )/GΣ = [Σ, G/T ] arises naturally. Moreover, by
replacing the space C∞(Σ, P ), which looks a bit technical, by the space B = C∞(Σ, t) we arrive
at the space V . It is easy to check that, under the two identifications (B.1) and (B.2) p coincides
100this follow because exp : greg → Greg is a smooth covering and Greg is simply-connected (that Greg is
simply-connected follows from our assumption that G is simply-connected)
101cf. Example B.1 below for the special case G = SU(2)
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with the restriction of ΠV to A
⊥ × C∞(Σ, P ) × [Σ, G/T ], ie Eq. (2.22) is fulfilled if we replace
ΠV by p. By using that equation to extend p to the space V we arrive at the map ΠV .
Finally, it is clear that
Areg/G = ΠV (A
⊥ × C∞(Σ, P )× [Σ, G/T ]) ⊂ Image(ΠV ), (B.3)
which implies the inclusion (2.23) in Sec. 2.2.4.
ii) In the derivation of (2.23) in part i) we did not make use of the assumption that Σ is
compact, so in fact relation (2.23) also holds for noncompact Σ. But since102 the set [Σ, G/T ]
then just consists of the single point [1T ] where 1T is the constant function on Σ taking only
the value T ∈ G/T , the relation (2.23) reduces to relation (2.14) above.
iii) By contrast, if Σ is compact then relation (2.14) does not hold. In order to see this
observe that in this case [Σ, G/T ] has infinitely many elements, cf. Remark 2.5. The map p in
part i) is not injective but it does have the weaker property that h1 6= h2 implies p(A
⊥
1 , B1,h1) 6=
p(A⊥2 , B2,h2). Thus for compact Σ the set
ΠV (A
⊥ × C∞(Σ, P )× {[1T ]}) = πG(A
⊥ ⊕ C∞(Σ, P )dt) = πG(A
qax(T )) ∩Areg/G
will be a proper subset of ΠV (A
⊥ × C∞(Σ, P ) × [Σ, G/T ]) = Areg/G, cf. part i). Clearly, this
implies Areg/G 6⊂ πG(A
qax(T )).
Example B.1 It is probably instructive to verify some of the claims made above (and some of
the claims made in Sec. 2.2.4) directly in the special case where Σ = S2 and where G = SU(2).
i) Let S be a connected component of greg and P a connected component of treg (ie a Weyl
alcove of (g, t)). Above we claimed that exp : S → Greg is a diffeomorphism. Moreover,
we claimed that if P is contained in S then θ : P × G/T ∋ (b, g¯) 7→ g¯bg¯−1 ∈ S is a
(well-defined) diffeomorphism. In particular, this means that the three spaces Greg, S,
and P × G/T are homeomorphic to each other. In the special case G = SU(2) we can
verify the homeomorphy of these three spaces directly by using the concrete formulas for
Greg, G/T , greg, and treg in part A of the Appendix.
ii) In the special case G = SU(2) we have G ∼= S3 and G/T ∼= S2 and the fiber bundle
πG/T : G→ G/T turns out to be isomorphic to the Hopf fibration. If Σ = S
2 it follows from
the well-known result that π2(S
2) ∼= Z and π2(S
3) = 0 that not every map g¯ : Σ = S2 → S2
admits a lift w.r.t. πG/T to a map Ω : Σ = S
2 → S3. On the other hand, the restriction
of g¯ to the (contractible) subset Σ\{σ0} = S
2\{σ0} ∼= R
2 always admits such a lift. (This
illustrates Remark 2.4 in Sec. 2.2.4 in the present special case.)
iii) Remark 2.5 in Sec. 2.2.4 implies that once we have fixed an orientation on Σ there is a
natural bijection from [Σ, G/T ] to I = ker(exp|t). In the special case Σ = S
2 this is quite
plausible since103 [Σ, G/T ] = [S2, G/T ] = π2(G/T ) (as sets) and π2(G/T ) ∼= π2(S
2) ∼= Z ∼=
I (as groups).
B.2 Justification for Remark 2.7 in Sec. 2.3.1
Let B ∈ B and set
T (B) :=
∫
A⊥
∏
i
Trρi
(
Holli(A
⊥ +Bdt)
)
exp(iSCS(A
⊥ +Bdt))DA⊥ (B.4)
102this follows, e.g., by combining the observation in Footnote 13 with the first two observations in Remark 2.4
103recall footnote 13
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We will now show on a heuristic level that if T (B) 6= 0 then B must be constant on every
connected component of Σ\(
⋃m
j=1 arc(l
j
Σ)). In particular, B must be locally constant around σ0
(cf. condition (2.36) in Sec. 2.3.1 above).
Let U be any open subset of Σ which fulfills the following condition
U ⊂ Σ\(
⋃m
j=1
arc(ljΣ)) (B.5)
Let ac be an arbitrary element of AΣ,t ∼= A
⊥
c ⊂ A
⊥ fulfilling supp(ac) ⊂ U . Then we have
T (B) =
∫
A⊥
∏
i
Trρi(Holli(A
⊥ +Bdt)) exp(iSCS(A
⊥ +Bdt))DA⊥
(+)
=
∫
A⊥
∏
i
Trρi(Holli(A
⊥ + ac +Bdt)) exp(iSCS(A
⊥ +Bdt))DA⊥
(++)
=
∫
A⊥
∏
i
Trρi(Holli(A
⊥ +Bdt)) exp(iSCS(A
⊥ − ac +Bdt))DA
⊥
=
[∫
A⊥
∏
i
Trρi(Holli(A
⊥ +Bdt)) exp(iSCS(A
⊥ +Bdt))DA⊥
]
exp(iSCS(−ac +Bdt))
= T (B) exp
(
−i2πk
∫
Σ
Tr
(
ac ∧ dB
))
(B.6)
In step (+) we exploited the support properties of ac and in step (++) we performed the change
of variable A⊥ + ac → A
⊥.
If T (B) 6= 0 then we obtain exp
(
−i2πk
∫
ΣTr
(
ac∧dB
))
= 1. Since this holds for all ac ∈ AΣ,t
with supp(ac) ⊂ U we can conclude that dB ≡ 0 on U . Since U was an arbitrary open subset
of Σ fulfilling (B.5) we can conclude at a heuristic level that if T (B) 6= 0 then B must indeed
be constant on every connected component of Σ\(
⋃m
j=1 arc(l
j
Σ)).
Remark B.2 According to what we just said only “step functions” will contribute to the inte-
gral
∫
· · ·DB appearing in Eq. (2.46) in Sec. 2.3.1. This is good news because this means that
– when evaluating the Wilson loop observables WLO(L) – we can expect to obtain “sum over
area coloring”-expressions even in the case of general links L, and not only for the special links
L appearing in Theorem 6.4 above.
On the other hand there is an obvious complication. Recall that B was supposed to be an
element of B = C∞(Σ, t) and the only elements of B that have the step function property just
mentioned will be the constant maps. This strongly suggests104 that instead of working with
links L consisting of genuine loops l1, . . . , lm we should rather be working with links L consisting
of “closed ribbons” (cf. Definition 4.1 in Sec. 4.3 above). And this is of course exactly what we
were doing in Sec. 5 and Sec. 6 of the present paper where closed simplicial ribbons play a key
role.
Let us mention that the ribbon analogues of the expressions Trρi
(
Holli(A)
)
appearing in Eq.
(2.3) above are not gauge-invariant functions (cf. also point (C2) in part D of the Appendix be-
low). So in order to derive the ribbon analogues of the formulas in Sec. 2.3 and Appendix B.3 and
B.2 we will have to find suitable gauge-invariant versions of theses expressions Trρi
(
Holli(A)
)
.
A quick way to do this is to simply reverse engineer105 the desired gauge-invariant functions
from the ribbon analogues of the restrictions of Trρi
(
Holli(A)
)
onto Aqax(T ).
104recall that at the end of Sec. 6.1 above we give several additional arguments supporting this point of view
105Using the notation of Sec. 2.2.2 above and considering for simplicity the case of a proper gauge fixing (instead
of an abstract gauge fixing) this “reverse engineering” procedure amounts to the following: If V is a gauge fixing
subspace of A and χV : V → C any function then by setting χ := χV ◦ Π
−1
V ◦ πG we obtain a gauge invariant
function χ on A which extends χV
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B.3 Careful derivation of Eq. (2.46) in Sec. 2.3.1
Let U ⊂ Σ be an open neighborhood of σ0 which is sufficiently small not to intersect any of the
arc(ljΣ), j ≤ m (recall condition (2.36) in Sec. 2.3.1 above). In other words we assume again
that condition (B.5) above is fulfilled. Let η : Σ→ [0, 1] be smooth and fulfill
η ≡ 1 on V and η ≡ 0 on Σ\U
where V is another open neighborhood of σ0 such that the closure V¯ is contained in U .
From the definition Trρi(Holli
)
in Sec. 2.3.1 above and the properties of η it follows that for
all A⊥ ∈ A⊥, B ∈ B, and h ∈ [Σ, G/T ] we have
Trρi(Holli
)(
A⊥ +Asg(h) +Bdt
)
= Trρi(Holli
)(
A⊥ + (1− η)Asg(h) +Bdt
)
(B.7)
Observe also that we can consider (1 − η)Asg(h) ∈ AΣ\{σ0},t in a natural way as an element of
AΣ,t ⊂ A
⊥ (by trivially extending (1− η)Asg(h) in the point σ0).
Accordingly, we obtain for fixed B ∈ B and h ∈ [Σ, G/T ]∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Asg(h) +Bdt
)
exp(iSqaxCS (A
⊥ +Asg(h) +Bdt))DA
⊥
=
∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ + (1− η)Asg(h) +Bdt
)
exp(iSqaxCS (A
⊥ +Asg(h) +Bdt))DA
⊥
(∗)
=
∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Bdt
)
exp(iSqaxCS (A
⊥ − (1− η)Asg(h) +Asg(h) +Bdt))DA
⊥
=
[∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Bdt
)
exp(iSqaxCS (A
⊥ +Bdt))DA⊥
]
× exp(iSqaxCS (ηAsg(h) +Bdt))
=
[∫
A⊥
∏
i
Trρi
(
Holli(A
⊥ +Bdt)
)
exp(iSCS(A
⊥ +Bdt))DA⊥
]
×
× exp
(
i2πk
∫
Σ\{σ0}
Tr
(
d(ηAsg(h)) ·B
))
(B.8)
where in step (∗) we applied the informal change of variable A⊥+(1−η)Asg(h)→ A
⊥ (which is
now justified since (1−η)Asg(h) is an element of A
⊥) and in the last step we used the definition
of SqaxCS .
Clearly, it is enough106 to restrict oneself to those B for which the integral T (B) in (B.4)
above does not vanish. According to the heuristic argument in Sec. B.2 above all such B will
be locally constant around σ0. Using this we obtain∫
Σ\{σ0}
Tr
(
d(ηAsg(h)) · B
)
=
∫
Σ\{σ0}
Tr
(
d(ηAsg(h) ·B)
)
+
∫
Σ\{σ0}
Tr(ηAsg(h) ∧ dB)
=
∫
Σ\{σ0}
Tr
(
d(Asg(h) · ηB)
)
+
∫
Σ\{σ0}
Tr(Asg(h) ∧ ηdB)
(+)
= Tr
(
n(h) · (ηB)(σ0)) +
∫
Σ\{σ0}
Tr(Asg(h) ∧ ηdB)
(++)
= Tr
(
n(h) · B(σ0)) +
∫
Σ\{σ0}
Tr(Asg(h) ∧ ηdB) (B.9)
where in step (+) we used the same argument as in step (∗) in Eq. (2.43) in Sec. 2.3.1 above
(taking into account that both B and η are locally constant around σ0). Step (++) follows
106in view of Eq. (B.8) above and the definition of T (B) it is clear that for those B for which T (B) does vanish
Eq. (B.10) below will be trivially fulfilled
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because η(σ0) = 1. Observe that Eq. (B.8) holds for all U and η fulfilling the assumptions made
above. Since B is locally constant around σ0 the last integral in Eq. (B.9) vanishes if U was
chosen small enough. Taking this into account we get from Eq. (B.8) and Eq. (B.9)
∫
A⊥
∏
i
Trρi(Holli
)(
A⊥ +Asg(h) +Bdt
)
exp(iSqaxCS (A
⊥ +Asg(h) +Bdt))DA
⊥
=
[∫
A⊥
∏
i
Trρi
(
Holli(A
⊥ +Bdt)
)
exp(iSCS(A
⊥ +Bdt))DA⊥
]
exp
(
2πikTr
(
n(h) ·B(σ0))
)
(B.10)
Using Eq. (B.10) in Eq. (2.42) for each B ∈ B and h ∈ [Σ, G/T ] we arrive at Eq. (2.46).
C Appendix: Polyhedral cell complexes
Talking informally, a “polyhedral cell-complex” is just a cell-complex which is obtained by
glueing together “convex polytopes” in an analogous way as simplicial complexes arise from
glueing together simplices. For the convenience of the reader we will now state the formal
definitions and introduce some additional notation which we use in the main text of the present
paper.
Definition C.1 i) Let V be a finite-dimensional real vector space. A convex polytope107 in
V is a non-empty bounded subset P of V which is of the form
P =
⋂
a∈A
Ha (C.1)
where (Ha)a∈A is a finite family of closed halfspaces of V . Here with “closed halfspace”
we mean a subset H of V of the form H = {x ∈ V | l(x) ≥ 0} for some non-trivial linear
form l : V → R.
ii) Let V and P be as above, let (Ha)a∈A be a family of halfspaces such that (C.1) holds, and
let ha be the hyperplane bounding Ha, for a ∈ A.
A “face” of P is a non-empty proper subset S of P of the form S = P ∩
⋂
a∈A′ ha where
A′ ⊂ A. Observe that each face S of P is again a convex polytope in V .
iii) An abstract convex polytope (or simply, a “convex polytope”) is a pair (P, V ) where V is
a finite-dimensional real vector space and P a convex polytope in V (equipped with the
topology inherited from the standard topology of V ). Instead of (P, V ) we will often write
simply P .
iv) The dimension dim(P ) of an abstract convex polytope P = (P, V ) is the dimension of the
linear span VP of the subset P − x in V where x in an arbitrary point in P .
An orientation on P = (P, V ) is a non-vanishing element of ΛdVP where d := dim(VP ).
v) We will equip every abstract convex polytope P = (P, V ) with the obvious topology. Clearly,
after doing so each P will be a a closed n-cell, i.e. homoemorphic to an n-dimensional
closed ball, where n := dim(P ).
Definition C.2 A “polyhedral cell decomposition” C of a topological space X is a family C =
((Pa,Φa))a∈A where each Pa = (Va, Pa) is an (abstract) convex polytope and Φa is an embedding
Pa → X such that the following conditions are fulfilled:
107or, more precisely, a closed bounded convex polytope
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i) Each point x ∈ X lies in exactly one of the sets Φa(
◦
P a), a ∈ A.
108 Here
◦
P a denotes the
interior of Pa in Va.
ii) For each face F of Pa, a ∈ A, the restriction (Φa)|F of Φa onto F can be “identified” with
one of the Φb, b ∈ A. More precisely, we have (Φa)|F ◦ ψ|Pb = Φb for a suitably chosen
b ∈ A and a suitably chosen affine injective map ψ : Vb → Va with the property ψ(Pb) = F .
iii) A set S ⊂ X is open in X iff Φ−1a (S) is open in Pa for all a.
We call C finite iff the set A is finite. The dimension of C is the supremum of the set {dim(Pa) |
a ∈ A} ⊂ N0 ∪ {∞}. We call C oriented iff every Pa, a ∈ A, is equipped with an orientation. In
the special case where X is a smooth manifold we call C smooth iff each of the maps Φa, a ∈ A,
is smooth.
Example C.3 Fig. 10 shows a polyhedral cell decomposition of a closed square and Fig. 11
shows a polyhedral cell decomposition of S2.
Figure 10: Figure 11:
Definition C.4 A “polyhedral cell complex” is a pair P = (X, C) where X is a topological
(Hausdorff) space and C is a “polyhedral cell decomposition” of X.
We call P finite (resp. oriented) iff C is finite (resp. oriented). The dimension of P is the
dimension of C. In the special case where X is a smooth manifold we call P smooth iff C is
smooth.
Remark C.5 i) Clearly, the notions “polyhedral cell decomposition” and “polyhedral cell
complex” generalize the notions “triangulation” and “simplicial complex”.
ii) A polyhedral cell complex is a regular CW-complex where
1. Each of the closed cells involved has some extra structure and,
2. The way in which these closed cells are glued together respects this extra structure (as
explained in condition ii) in Definition C.2 above).
Definition C.6 Let C = ((Pa,Φa))a∈A be a polyhedral cell decomposition of X and p ∈ N0.
i) We set Fp(C) := {Φa(Pa) | a ∈ A with dim(Pa) = p}. The elements of Fp(C) are called
the “p-faces” of C.
ii) We set Cellp(C) := {Φa(
◦
P a) | a ∈ A with dim(Pa) = p}. The elements of Cell(C) :=⋃
pCellp(C) are called the “open cells” of C.
iii) If P = (X, C) is polyhedral cell complex we write Fp(P) instead of Fp(C).
108in the terminology of Definition C.6 below, condition i) just says that X is the disjoint union of all the “open
cells” of C
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Remark C.7 There is a natural 1-1-correspondence between the elements of Cellp(C) and of
Fp(C): E ∈ Cellp(C) corresponds to F ∈ Fp(C) iff F is the closure of E in X
Let us now fix a surface Σ and a polyhedral cell decomposition C of Σ.
Definition C.8 Let C′ be another polyhedral cell decomposition of Σ.
i) We say that C′ and C are dual to each other iff the following three conditions are fulfilled
• There is a bijection ψ0 : Cell0(C)→ Cell2(C
′) such that x ∈ ψ0(x) for all x ∈ Cell0(C).
• There is a bijection ψ1 : Cell1(C) → Cell1(C
′) such that each e ∈ Cell1(C) intersects
ψ1(e) ∈ Cell1(C
′) in exactly one point and e intersects none of the other elements of
Cell1(C
′).
• There is a bijection ψ2 : Cell2(C) → Cell0(C
′) such that x′ ∈ ψ−12 (x
′) for all x′ ∈
Cell0(C′).
Observe that each of the bijections ψp : Cellp(C) → Cell2−p(C
′) is necessarily unique and
induces a bijection ψ¯p : Fp(C)→ F2−p(C
′) (via the 1-1-correspondence in Remark C.7)
ii) If C and C′ are dual to each other we set Fˇ := ψ¯p(F ) ∈ F2−p(C
′) for F ∈ Fp(C) and
Fˇ ′ := ψ¯−1p (F
′) ∈ F2−p(C) for F
′ ∈ Fp(C
′).
We call call Fˇ (resp. Fˇ ′) the face “dual” to F (resp. “dual” to F ′), cf. Example 4.7 in
Sec. 4.5 above.
iii) If C and C′ are dual to each other then for each e ∈ F1(C) (or e ∈ F1(C
′)) the unique
intersection point of e and the dual face eˇ will be denoted by109 e¯.
In the set of polyhedral cell decomposition which are dual to C there is a distinguished
element C′, which we will call “the canonical dual of C”, or simply, “the” dual of C, cf. Fig. 5
in Sec. 4.5 above for an example.
The canonical dual C′ is constructed in a two step process where one first “breaks down” C
into smaller pieces, which are given by the so-called “barycentric subdivision” of C, and then,
in a second step, reassembles these pieces in a suitable way. The explicit110 description of the
dual C′ is as follows:
• F0(C
′) := {F¯ | F ∈ F2(C)} where F¯ is the “barycenter” of F
• F1(C
′) := {[x+(e), e¯]∪[e¯, x−(e)] | e ∈ F1(C)} where, for each e ∈ F1(C), e¯ is the “barycenter”
of e and x+(e) and x−(e) are the barycenters of the two 2-faces F+(e), F−(e) ∈ F2(C) which
bound e.
• The elements of F2(C
′) are the closures of the connected components of Σ\(F0(C
′)∪F1(C
′))
Above we have used the following convention:
Convention 7 Let X and C = ((Pa,Φa))a∈A be as above, let F ∈ Fp(K), p ∈ N0 and let b ∈ A
be given by F = Φb(Pb). We then usually identify F with the convex polytope Pb via the
homeomorphism Φb. Clearly, after doing so, the notions of the “barycenter” F¯ of F and the
“convex hull” [x, y] of two points x, y,∈ F are then well-defined.
109the notation e¯ is motivated by the fact that in the special case where C′ is the canonical dual of C as defined
below, e¯ will just be the “barycenter” of e
110strictly speaking we would also have to describe the maps Φ′a′ , a
′ ∈ A′, explicitly. Since this is both technical
and straightforward we omit this here
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D Appendix: The simplicial program revisited
In Sec. 3 above we described the general “simplicial program” for CS-theory/BF3-theory. The
simplicial program should be considered as a long term project. One possible strategy for
attacking this project is to divide it into suitable sub projects. Here are three natural sub
projects:
Project 1 For non-Abelian CS-theory/BF3-theory on the special base manifold M = Σ × S
1
find a simplicial realization of the path integral expressions in the torus gauge for the
WLOs associated to general links.
Clearly, Project 1 is exactly what we are dealing with in the present paper and in [43].
Theorem 6.4 above can be seen as a first step towards the completion of Project 1.
Comment: At least in the case of BF3-theory the chances for completing Project 1 suc-
cessfully should be fairly good, cf. Sec. 7 above and Sec. 6 and Sec. 7 in [43].
Project 2 Generalize the results obtained in Project 1 to a larger class of base manifolds M ,
for example for manifolds M which are (non-trivial) S1-bundles or which can be obtained
from Σ× S1 by surgery operations on suitable links.
Comment: At least in the case M = S3 the chances are very good since in this case it
should be possible to implement Witten’s surgery argument rigorously. Also the chances
for dealing successfully with base manifolds M which are (non-trivial) S1-bundles should
be quite good (cf. Problem (P3) in Sec. 7 above).
Project 3 Find a simplicial definition of the WLOs associated to general links for the non-gauge
fixed non-Abelian CS-theory/BF3-theory on M (where M is as general as possible).
Observe that there is a natural “discrete” analogue of the torus gauge fixing procedure.
So if one can complete Project 1 successfully there might be a quick way to complete
also Project 3 in the special case M = Σ × S1. In order to do so we could look at the
simplicial definition of the WLOs used in Project 1 and then try to “reverse engineer” from
it a non-gauge fixed “version”, i.e. a suitable simplicial expression which – after applying
“discrete” torus gauge fixing – leads to the simplicial expression used in Project 1.
Comment: There are several serious “obstructions” or “complications” for Project 3 even
in the special case M = Σ × S1, see the list below. This is why I am rather sceptical
regarding the successful implementation of Project 3.
We end the present section with a list of the “complications” regarding Project 3, which we
mentioned above111:
Complication (C1) Recall the definition of DetdiscFP (B) in Eq. (5.35)
We had
DetdiscFP (B) :=
∏
x∈F0(qK)
det1/2
(
1k − exp(ad(B(x)))|k
)
Discrete torus gauge fixing (cf. Project 3 above) is related to the map q : G/T × T → G
given by q(g¯, t) = Ad(g)t for t ∈ T and g¯ = gT ∈ G/T . Since (g¯, t) 7→ det
(
1k − Ad(t)|k
)
is the “Jacobian”112 of the map q it is easy to see how factors of the form det
(
1k −
111for simplicity we have formulated these complications within the CS-theoretic setting relevant in the present
paper. It is straightforward to rewrite (C1)–(C3) within the BF3-theoretic setting of Sec. 7 in [43]
112more precisely, we have q∗(νG) = det
(
1k −Ad(π2(·))|k
)
(π∗1(νG/T ) ∧ π
∗
2(νT ))) where νG, νT , and νG/T are the
normalized left-invariant volume forms on G, T , and G/T and π1 : G/T × T → G/T and π2 : G/T × T → T the
canonical projections
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exp(ad(B(x))|k) = det
(
1k − Ad(exp(B(x)))|k
)
in Eq. (5.35) above can arise from discrete
torus gauge fixing.
However, it is not clear how the 1/2-exponents in Eq. (5.35) above can arise from such a
procedure.
Complication (C2) In the standard formulation of lattice gauge theory (LGT) the traces of
the holonomies associated to simplicial loops are gauge-invariant functions (ie invariant
under the operation of the lattice gauge group). However, in the present paper we used
closed simplicial ribbons for reasons explained at the end of Sec. 6.1 above. In contrast
to the traces of the holonomies associated to simplicial loops the traces of the holonomies
associated to closed simplicial ribbons will no longer be be gauge-invariant functions. In
other words: even if we can resolve Complication (C1) above and we can work within a
non-gauged-fixed LGT setting there will not be a totally natural candidate for a “non-
gauge fixed version” of the expression Trρ
(
HoldiscR (A
⊥, B)
)
where HoldiscR (A
⊥, B) is as in
Eq. (5.18) above (and where ρ is a fixed finite-dimensional complex representation of G).
One possible approach for resolving (C2) could be to use the LGT-analogue of the strategy
sketched in Remark B.2 at the end of Appendix B.2 for resolving a similar complication
in the continuum setting.
Complication (C3) Recall that the sum
∑
y∈I · · · and the factor exp
(
−2πik〈y,B(σ0)〉
)
in
the continuum equation Eq. (2.53) above are the result of certain topological obstructions
which arose when applying (continuum) torus gauge fixing, cf. Sec. 2.2.4 above. On the
other hand, for discrete torus gauge fixing there are no topological obstructions. Accord-
ingly, it is not clear how – by applying discrete torus gauge fixing one can obtain the sum∑
y∈I · · · and the factors exp
(
−2πik〈y,B(σ0)〉
)
appearing in Eq. (2.53) above.
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