Abstract-In this paper, a new approach for the quantitative electromagnetic imaging of unknown scatterers located in free space from amplitude-only measurements of the total field is proposed and discussed. The reconstruction procedure splits the problem into two steps. The method is based on the use of an inverse source algorithm to first complete the scattering data by estimating the distribution of the radiated field in the investigation domain. The object's function profile is then retrieved from the phaseless data via an iterative multiresolution procedure integrated with an effective minimization technique based on the particle swarm algorithm. Numerical examples are provided to assess the effectiveness of the whole two-step strategy in the presence of synthetic noise-corrupted data as well as in dealing with experimental data sets. Comparisons with full-data and "bare" approaches are reported as well.
I. INTRODUCTION

I
N THE last years, the interest in microwave imaging techniques is growing because of their sensitivity to the dielectric properties useful for detecting and reconstructing unknown objects in a noninvasive fashion. As a matter of fact, the reconstruction of the geometrical and physical characteristics of an unknown object is a key issue in several applications concerned with nondestructive tests and evaluations [1] , [2] in the framework of applied geophysics [3] , [4] , biomedical and industrial diagnostics [5] - [8] , or subsurface sensing [9] . Nevertheless, although the effectiveness of these techniques for diagnostic purposes makes them very appealing, several open issues still remain partially solved or unsolved. Such an event gives rise to some doubts on the possibility of their large diffusion because of their intrinsic complexity.
From the scientific literature (see [10] and the references cited therein for a detailed overview), it is well known that the main drawbacks are due to the ill-posedness and the nonlinear nature of the arising inverse scattering mathematical models.
On the other hand, for achieving a suitable resolution level in the reconstruction of the object profile, a nonnegligible amount of information is necessary. Toward this purpose, multiillumination [12] , and/or multiview [13] , and/or multifrequency systems [14] are generally used, but the information collectable from the scattering experiments still remain limited [10] to an upper bound that depends on the geometrical characteristics of the imaging system [15] , although some a priori information (when available) on the scenario under test [16] , [17] or a set of constraints [18] on the retrievable dielectric profile are imposed. Therefore, various multiresolution strategies able to distribute in a nonuniform fashion the unknowns inside the scattering domain have been recently proposed (see [9] and [19] - [25] for a detailed analysis) for overcoming the mismatch between number of scattering data and set of unknowns.
In addition to the intrinsic drawbacks concerned with the mathematical model of an inverse problem, there are other practical issues related to the realization of low-cost and effective acquisition setups. As a matter of fact, while the amplitude measurement is not a critical point, the measurement of the phase of the scattered field turns out to be very difficult or very expensive in several applications and/or conditions. Although from a theoretical point of view such a measure is not complicated at microwave and lower frequencies, the use of amplitudeonly data notably simplifies the imaging setup and allows a nonnegligible reduction of costs.
On the other hand, by considering frequencies beyond tens of gigahertz, the direct measurement of the distribution of the phase of the electromagnetic field becomes harder and harder. Moreover, holographic and interferometric techniques, which are usually used in optical applications [26] , [27] for determining phase information, are experimentally demanding and often require an expensive postprocessing of the measured data.
To avoid such drawbacks, some alternative approaches have been proposed. Two main paths of research that are usually taken into account are listed as follows: 1) direct application of a reconstruction algorithm for the processing of phaseless field data (single-step strategy) (see, for example, [28] - [31] ); 2) splitting of the phaseless-data (PD) reconstruction into a two-step process (two-step strategy), where the first step deals with a phase-retrieval problem for completing the amplitude-only inversion data, and the latter is concerned with a standard reconstruction from complete field data (see, for example, [32] and [33] ).
complex-valued index-of-refraction of inhomogeneous objects from the far-field intensity patterns generated by the scatterers in a sequence of scattering experiments. Maleki et al. [32] applied an alternative two-step method based on an iterative phase-retrieval algorithm to extract the phase of the scattered field from the measurement of the amplitude of the total field and from a priori information on the object support. Unlike the methods based on Born approximations, a complete single-step approach has been presented by Takenaka et al. [29] for the reconstruction of the refractive index of unknown objects from intensity-only far-field data. Although based on a complete formulation of the scattering problem, such an approach requires some a priori knowledge on the object support and, in particular, on its outer boundary, just like the one used in [32] .
Still in the framework of single-step nonlinearized techniques, an iterative approach based on a memetic algorithm that deals with dielectric multilayer elliptic cylinders, as described in [31] , has been used. On the other hand, in [30] , the minimization of the two-component discrepancy function is performed by means of the binary-constrained modified gradient method for detecting buried cylindrical homogeneous targets.
As far as two-step strategies are concerned, Crocco et al. [33] proposed an innovative algorithm for better control of the nonlinearity with respect to single-step strategies through a convenient exploitation of the theoretical results on the inversion of quadratic operators.
The approach presented in this paper has several common and complementary features with respect to the aforementioned techniques. As a matter of fact, the proposed strategy is a twostep procedure, where the first step is not aimed at completing the amplitude-only scattering data but at determining the input data for the so-called state equation for phaseless inputs. Furthermore, the second step is not concerned with a classical full-data (FD) inverse scattering problem, but it deals with a PD reconstruction through a suitable multiscaling algorithm to fully exploit the limited amount of collectable information. To the best of the authors' knowledge, such a two-step retrieval process is completely innovative in the framework of intensityonly methods, and it requires only the measurement of the scattering data in a limited number of locations in the observation domain notably simplifying the data-collection process both in terms of measurement setup and acquisition time.
This paper is organized into four sections. The geometry of the problem and the general architecture of the proposed two-step strategy are described in Section II. The results of a selected set of experiments are discussed in Section III. Finally, Section IV presents a discussion and some conclusions.
II. MATHEMATICAL FORMULATION
Let us consider a classical tomographic microwave imaging problem, where an unknown cylindrical object located in an inaccessible investigation domain D inv is illuminated at a fixed working frequency f by a set of V transverse magnetic (TM)-polarized incident electromagnetic waves characterized by electric fields (Fig. 1) . For an FD formulation, the scattered fields placed in an observation domain D obs external to D inv [13] , and the inversion process is aimed at reconstructing the object function τ (x, y) defined as follows:
with ε r and σ being the relative dielectric permittivity and the electric conductivity, starting from the knowledge in amplitude and phase of E
Toward this purpose and according to the description of the scattering phenomena in terms of the Fredholm formalism, the following equations are formulated and solved:
where k 0 is the free-space wavenumber, H
0 is the zerothorder second-kind Hankel function, and
2 ) 1/2 . Unlike the FD approach, let us consider a "PD" inversion where only the amplitude of the total field in the observation domain |E
. . , V , and the amplitude of the incident field in N locations of the investigation domain |E
. . , N, are available. Under these hypotheses, the system of (2) and (3) is modified as follows:
As can be noticed, while the mathematical formulation of the PD problem does not notably differ from that concerned with the FD case, certainly, the use of intensity-only data turns out in a further reduction of the collectable information on the scenario under test with respect to that already limited in the FD situation. Therefore, especially in the case of phaseless data, the use of an adaptive multiresolution strategy seems to be even more mandatory to fully and effectively exploit the limited amount of available information for achieving a suitable accuracy in the reconstruction. Toward this end, a customized version of the iterative multiscaling approach (IMSA) can be profitably used.
The application of the IMSA approach to phaseless data requires at each step s (s = 1, . . . , S) of the multistep procedure the minimization of the multiresolution cost function 1 in (6), shown at the bottom of the page, where
1 Such a discretized form has been obtained by applying Richmond's [34] procedure to the system of (4) and (5).
and ω
(s)
n(r) is the weighting function defined as
with r being the index of the resolution level and D (s) the region of interest (ROI) at the sth step defined on the basis of the information collected by the reconstruction of the (s − 1)th iteration according to the procedure detailed in [22] .
However, it should be noticed that such an implementation requires the knowledge of |E v inc (x, y)| at different levels of resolution with a step-by-step decrement of the sampling interval. From a practical point of view, the measure of |E
cally, it could be performed in whatever location of the investigation domain. Nevertheless, the experimental system (and, in particular, the electromagnetic sensors) is moved by means of a mechanical apparatus with some tolerances in the positioning (which strongly depends on the application, but it is generally of the order of millimeters [5] ). Therefore, a reduced sampling distance between adjacent positions in D inv would result in an inaccurate measure of the field, and, consequently, each measured sample would be corrupted by a nonnegligible error.
Because of such a drawback, there is the need of defining a suitable model of the radiating source to apply an iterative multiresolution strategy and thus for computing the radiated field in whatever position of the investigation domain. Toward this end, avoiding the measurement of |E v inc (x n , y n )|, (x n , y n ) ∈ D inv , some alternative information on the radiated field are necessary. Therefore, let us suppose that the knowledge of the incident field radiated by the electromagnetic source is available both in amplitude and phase in the observation domain
Such an assumption is generally verified in real situations as confirmed by the laboratory-controlled experiments carried out at the Centre Commun de Ressources Micro-ondes (CCRM) in Marseille [35] , [36] . As a matter of fact, such an evaluation can be performed only once and off-line (i.e., not during the imaging process of an unknown object) for each measurement system (i.e., the measurement setup constituted by the illuminating source and the receivers) and in a not-so-expensive and accurate fashion for a reduced number of adequately spaced locations. Furthermore, unlike the measurement in D inv , the measurement locations in D obs are not so close to one another, and they are in a small number if chosen according to the "golden rule" defined in [15] . According to this idea, the inversion process turns out to be carried out through the two-step strategy schematized in Fig. 2 and detailed in the following.
A. Step 1: Source Synthesis
Let us assume that, because of the complexity and difficulties in collecting reliable and independent measures in a dense grid of points, the incident field is only available at the measurement points belonging to the observation domain
. Therefore, to apply the constraints stated through the "State" (5) and before facing with the data inversion, it is mandatory to develop a suitable model able to predict the incident field radiated by the actual electromagnetic source in the investigation domain D inv .
Toward this aim, let us consider the so-called Distributed Cylindrical Waves (DCW) model (proposed and validated in [37] when dealing with experiments) where the actual source is represented by a linear array of W equally spaced line sources, which radiates an electric field given by
where A(x w , y w ) is the unknown coefficient related to the wth element of the array. Such a model is completely defined when the set of unknown coefficients, A = {A(x w , y w ), w = 1, . . . , W }, is determined, starting from the knowledge of the incident field measured in the observation domain through the solution of the following problem:
where E v inc is an array of the measures collected for the vth view at M (v) measurement points of the observation domain whose m(v)th element is equal to
is the array of numerically computed values of the incident field in the observation domain given by
Unfortunately, (11) involves the limitations of an inverse source problem, i.e., [G] is ill conditioned, and the solution is usually nonstable and nonunique. To overcome such a drawback, the solution of (11) is recast as the inversion of the linear operator [G] through a singular value decomposition (SVD) [38] by looking for the optimal configuration A opt that provides the optimal matching between measured and numerically computed values of the incident field in the observation domain, i.e.,
where Ω v and Θ v are isometric matrices, ( * ) denotes the adjoint operator, and [Γ v ] is a diagonal matrix whose positive diagonal elements are the singular values of [G] [10] .
B. Step 2: Object Function Reconstruction
Following the general architecture of the multistep procedure detailed in [21] for the FD problem, the IMSA is applied to the phaseless data problem by repeating the following procedural operations until the following termination conditions hold true [22] .
1) Data Computation:
Starting from the modeling of the electromagnetic source derived in "step 1" with the determi-
2) Retrieval Process: Minimize the multiresolution cost function Φ (s) defined as follows:
where
by considering the multiresolution representation of the unknowns at the sth step{τ (x n(r) , y n(r) ), E v tot (x n(r) , y n(r) ); n(r)= 1, . . . , N(r); r = 1, . . . , s; v = 1, . . . , V } according to the iterative particle swarm optimizer (PSO)-based approach [11] .
III. NUMERICAL VALIDATION
This section is aimed at presenting the results obtained during the testing and numerical validation of the two-step reconstruction strategy. After a short overview of the characteristics of the measurement setup and of the scenario conditions that we followed in our study, several experiments are presented to: 1) assess the effectiveness and current limitations of the proposed PD approach in various environmental conditions and scatterers configurations; 2) compare the obtained results with those reached exploiting the information contained in both amplitude and phase of the scattered field (FD approach) both qualitatively, i.e., in terms of dielectric profile maps, and quantitatively, i.e., in terms of the reconstruction errors as defined in [21] . Toward these purposes and to better understand and appreciate the usefulness of the implemented PD strategy, two meaningful classes of test cases are considered. The first deals with synthetic examples where scattering data are corrupted with different levels of an additive Gaussian noise (which is defined as in [22] ) for evaluating the robustness of the approach. Whereas the second one is concerned with some of the experimental data sets of the "Marseille" database [35] , [36] .
A. Synthetic Assessment
The first step of the numerical assessment deals with synthetic test cases for which scattering data are user defined (thus controlled) as well as the sources of noise.
In all the following examples, the unknown scatterers belong to a square investigation domain of side L inv = 2λ, and they are illuminated by plane waves impinging from V = 32 equally
The observation domain is a circle R obs = 5λ in radius, and the scattering data are computed in M (v) = 32, v = 1, . . . , V , measurement points equally distributed along D obs .
As far as the PSO-based method for the "retrieval process" is concerned, the following configuration of parameters has been adopted according to the guidelines in the related literature [39] , [40] and to the heuristic study carried out in [11] : w = 0.4 (constant inertial weight), I = (5/100)U (swarm dimension, U being the number of problem unknowns), and C 1 = C 2 = 2.0 (acceleration coefficients). Moreover, the IMSA has been used with the parameters setting defined in [22] .
In the first example, the scatterer is a centered
After solving the "source synthesis" step, the array coefficients turned out to be distributed as shown in Fig. 3 . Such a configuration can be considered optimal in terms of matching with problem data as requested by (12) . To give an idea of the fitting between "measured" and estimated data, Fig. 4 shows the values of the amplitudes and phases of the radiated fields in D obs for v = 1. As can be seen, an accurate reconstruction is achieved both in amplitude [ Fig. 4(a) ] and phase [ Fig. 4(b) ]. Similar conclusions hold true for all incidence angles. Starting from the estimated model of the source, the "objectfunction reconstruction" has been carried out by applying the IMSA. In Fig. 5 , processing results at various stages through the multistep reconstruction are shown. As a reference, the ideal reconstruction is displayed in [Fig. 5(a) ]. For comparison purposes, the profile estimated with the FD approach is reported in Fig. 5 (e) as well. As it can be observed, the scatterer appears fairly well retrieved by the IMSA, be this inversion led with or without the phase information (Table I ). The corresponding object-function maps illustrate that, whatever the approach, both good location and shape retrieval are obtained. The only difference comes from the fact that the PD inversion slightly shifts the location of the object with respect to its real position as confirmed by the value of the localization error (ρ (PD) S=3 = 2.80 versus ρ (FD) S=3 = 0.02). To further confirm the similar behavior of the two approaches, let us consider the distribution of the scattered field in the observation domain (Fig. 6) as a similarity index.
For completeness and to point out the effectiveness of the optimization approach based on the PSO algorithm [11] , Fig. 7 gives an indication of the fitting between actual and estimated data both in D obs [ Fig. 7(a) ] and in the ROI at different steps of the reconstruction process [e.g., (r = 0) indicates the locations in D ind that belong to the ROI estimated at (s = 1)]. The last experiment of this synthetic test case is aimed at evaluating the robustness of the two-step PD approach to the presence of the noise in the inversion data. To benchmark how the "two-step" strategy adapts to a changing environment, different amounts of Gaussian noise [22] have been added to |E Fig. 8 shows the evolution through different signal-to-noise ratios (SNRs) of the error indexes. The SNR has been varied between 5 and 40 dB, and 100 realizations were averaged for each value, which constitutes a reasonable confidence margin for a statistic evaluation. As expected, the FD approach yields the best results through the whole signal-to-noise domain. It is also noticeable that the differences between FD and PD reduces when the noise level increases, indicating a significant impact of the noise especially in the phase information. Moreover, since both qualitative and quantitative error figures assume similar values for nonnegligible noise levels, it seems to indicate that the PD strategy could be profitably adopted in such conditions because of the favorable tradeoff between accuracy and simplicity of the imaging setup with respect to an FD methodology.
Similar results hold true for other test cases. As an example, let us observe the estimated profiles [ Fig. 9(c) and (d) ] when SNR = 20 dB, and the scattering scenario is that shown in [ Fig. 9(a) and (b) ].
B. Experimental Assessment
In the light of the acceptable results obtained in dealing with synthetic data corrupted by various amounts of an additive noise and simulating real situations (where real-time acquired phaseless data are subject to temperature and/or humidity variations, measurement noise at the sensors, observation noise, etc.), the "two-step" strategy has been assessed facing the real scattering data kindly provided by Belkebir and Saillard [35] , [36] .
As far as the PD approach is concerned, although the knowledge of the total field in D obs was available both in The first test case considers the so-called "dielTM_dec8f.exp" scattering configuration [35] , which con-
sists of a homogeneous dielectric
, where the scatterer is assumed to lie. Because of the aspect-limited nature of the acquisition setup, the complete set of measures
in radius has been used, but only monofrequency data have been considered.
In the first experiment, the reconstruction has been carried out at the working frequency of f = 1 GHz. Moreover, different methods considering both complex and amplitude-only data have been used for allowing an exhaustive comparative analysis.
Let us consider the retrieved dielectric maps obtained with PD through the "bare" 2 PSO-based approach [ Fig. 10(a) ] and the IMSA-PSO strategy [ Fig. 10(b) ] described in this paper. Concerning the FD, we will show the results obtained with stochastic (the "bare" PSO-based approach [ Fig. 10(c) ] and the IMSA-PSO strategy [11] [ Fig. 10(d)] ) as well as deterministic (the "bare" conjugate gradient (CG)-based approach [ Fig. 10(e) ] and the IMSA-CG strategy [21] [ Fig. 10(f) ]) optimization methods.
Let us observe the reconstructed profile shown in Fig. 10(b) . Although some artifacts are present and the image turns out partially smoothed, it is possible to distinguish the shape and infer the position of the actual object. On the contrary, neither the location nor the shape of the scatterer can be deducted from the reconstruction obtained through the PD "bare" PSO-based approach [ Fig. 10(a) ].
By comparing these results with those of the FD approaches [ Fig. 10(c)-(f) ], some differences can be observed. As expected, the amplitude-only knowledge causes a reduction of the quality of the reconstruction with respect to a complete data inversion. However, it turns out that the retrieved profile through the "two-step" PD strategy is better than those of the single-step "bare" methods both using PD [ Fig. 10(a)] and FD [Fig. 10(c) and (e)]. Moreover, it compares in an acceptable fashion with other IMSA-FD methods as confirmed by the values reported in Table II . These considerations further point out the need of facing the lack of information (in this case, the phase of the field) with an effective use of that available by means of effective multiresolution methodologies. Therefore, whether the need of improving the achievable spatial resolution motivated the use of an IMSA approach in [21] , it becomes essential for achieving a fair inversion when considering amplitude-only data.
Finally, to give some indications on the relationship between reconstruction accuracy and information content of the data, let us observe the plots of the fields that are produced by the inversion algorithm (different from those that could be derived by the retrieved dielectric map by solving the direct problem independently). The reason of a reduced accuracy in the reconstruction when dealing with PD cannot be ascribed to an unsatisfactory minimization of (13) since the fitting between actual and estimated scattering data is optimal at the convergence [ Fig. 11 ]. It is certainly related to the information on the phase as indirectly pointed out in Fig. 12 , where the mismatch between the amplitude of the scattered field estimated by using the retrieved profile with the PD approach and the actual one is evident, whereas the FD algorithm suitably reproduces the reference plot.
The second experiment of this section is aimed at evaluating the impact of the phase information on the reconstruction at different frequencies. Toward this end, the data sets of the "Marseille" benchmark concerned with different frequencies from 1 up to 8 GHz have been processed.
Like the FD approaches, the effectiveness of PD methods in reconstructing the scatterer significantly reduces when the frequency increases as confirmed by the evolution of the localization error (Fig. 13) . Moreover, by comparing the localization accuracies of the IMSA approaches, it turns out that the difference between the error indexes (i.e., Θ = ρ (IMSA−PD) − ρ (IMSA−FD) ) enlarges as the frequency increases. Such a behavior clearly indicates the more and more negative effect in neglecting the phase information when higher frequencies are used for sensing the scatterer under test.
To show the capability of the proposed strategy in detecting and reconstructing layered structures, the last test case deals with a two-layer circular structure described in the new "Marseille" database [36] , which is denoted by the acronym "FoamDielIntTM." Such a scattering configuration is characterized by the following quantities: τ the first experimental scattering database [35] , except for the radius of the observation domain (i.e., R obs = 1.67 [mt] ) and the number of views and measurement locations (i.e., M (v) = 241, v = 1, . . . , V , V = 8). For a detailed description of the measurement setup, please see [41] .
Taking into account previous results in dealing with dielectric obstacles, the data set related to the lowest working frequency has been considered (f = 2 GHz). Moreover, the same number of array elements used for the first example of this subsection has been considered for modeling the actual source and computing their amplitudes by means of the SVD. Such a constraint has been imposed to verify the validity of the same source model for both the "Marseille" data sets as well as the dependence of the reconstruction on the accuracy of the equivalent source.
Although the adopted source model faithfully reproduces the phase [ Fig. 14(b) ] of the radiated field in the observation domain, some deviations from the real data can be noticed in the corresponding amplitudes [ Fig. 14(a) ]. Such an event clearly indicates that the source modeling is not completely optimal. Starting from such source synthesis, the results of the retrieval processes carried out with PD and FD approaches are shown in Fig. 15 . Despite the approximate model of the radiating source, both the inversion performed with the IMSA-PD and with the IMSA-FD lead to acceptable results. Although, the scatterer cannot be exactly identified, the algorithms converged to a structure that occupies a large subset of the true obstacle, and both of them revealed the boundaries of the layers. In particular, it should be pointed out that the final reconstruction obtained by the "two-step" PD strategy is essentially almost identical to that achieved starting from complete scattering data as confirmed by the values in Table III . 
IV. CONCLUSION
A two-step strategy based on amplitude-only measurements of the total field has been proposed and analyzed. The system architecture has been designed by integrating the iterative multiresolution reconstruction strategy with a source modeling technique to fully exploit the limited amount of information achievable from scattering data, without requiring expensive measurement setups or complex acquisition procedures.
The main features of the proposed strategy are listed as follows:
1) capability to exploit the limited amount of information achievable from amplitude-only measurements in an effective fashion by means of the use of a multiscaling representation of the problems unknown; 2) capability to deal with complex nonlinear cost functions as well as the occurrence of possible false solutions (or local minima of the cost functional) thanks to the effectiveness of a distributed-intelligence optimization algorithm; 3) robustness to common levels of noise. Concerning the methodological novelties of this work, in addition to the definition of the global architecture of the whole system, the following specific aspects should be pointed out: 1) original two-step strategy that allows a reduced number of measures and is external to the investigation domain; 2) specific and innovative formulation of the amplitude-only data inversion within the framework of inverse scattering algorithms; 3) use of a multiresolution procedure to address the PD inversion; 4) use of a particle swarm optimizer for the iterative minimization of the nondifferentiable amplitude-only cost function.
In the numerical assessment carried out on different conditions and experimental data sets concerned with various scattering configurations, the proposed architecture proved effective, providing both acceptable reconstruction accuracy and robustness to the noise as well as to false solutions. Final reconstructions have usually shown a general agreement with those from FD (amplitude and phase) and actual profiles. As far as the information related to the phase value is concerned, the numerical results pointed out that phaseless inversions are very close and essentially identical to those obtained with a complete approach in the presence of nonnegligible levels of noise (synthetic experiments) and for lower frequencies (experimental data sets). Because of the favorable tradeoff between complexity/costs of the acquisition setup and reconstruction effectiveness, the proposed approach seems a very promising tool to be used in industrial applications for nondestructive tests and evaluations. Toward this purpose, further developments of this research work will be oriented in the following two different directions: 1) further simplifying the required imaging system by developing a procedure that does not require the measure of the phase of the radiated field (although, in such a case, it is limited to the observation domain and can be performed once and off-line during the calibration of the measurement setup); 2) extending the two-step strategy from free-space configurations to layered/stratified media as well as inhomogeneous backgrounds for dealing with biomedical and more realistic industrial applications. TABLE III MULTILAYER DIELECTRIC CIRCULAR CYLINDER (REAL DATA SET [36] "FoamDielIntTM" − f = 2 GHz). LOCATION AND SHAPE PARAMETERS
