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An Initial Intercept Iteratively Adjusted (IIIA)
Controller: An Enhanced Double EWMA
Feedback Control Scheme
Sheng-Tsaing Tseng, Member, IEEE, Wheyming Song, and Yu-Chi Chang
Abstract—The double exponentially weighted moving average
(dEWMA) controller is a popular run-to-run controller for a
drifted process. It uses the information collected from past process
data to adjust the process parameters for the later runs. The
dEWMA controller can guarantee long-term stability under suit-
ably fixed discount factors and fairly regular conditions. However,
it usually requires a large number of runs to bring the process
output to meet its target and, thus, may leave the output out of
its specification at the beginning of the first few runs. Hence,
dEWMA controller is not suitable for the processes with short
production runs. To reduce the possibility of high rework rate, we
propose an enhanced dEWMA controller, which we refer to as the
initial intercept iteratively adjusted (IIIA) controller, to further
eliminate the off-target (nonrandom biases) of the process output.
We derive an analytic expression of the process output of the IIIA
controller, and present several examples to show that the IIIA
reduces the process mean square error significantly, as well as the
rework rate.
Index Terms—Double exponentially weighted moving average
(dEWMA) controller, initial intercept iteratively adjusted (IIIA)
controller, recursive least squares (RLS), run to run (R2R) process
control.
I. INTRODUCTION
STATISTICAL process control (SPC) and engineeringprocess control (EPC) are widely used to monitor and
adjust industrial processes ranging from part manufacturing
to process manufacturing. A general introduction to SPC and
EPC techniques can be found in [2], [7], [15], and [16]. During
the last decade, various integrated approaches have been pro-
posed to combine the advantages of SPC and EPC [14]. In
particular, for semiconductor manufacturing, [9] proposed
an efficient model-based process control method, which they
named run-to-run (R2R) feedback control [5].
The R2R feedback control focuses on how to adjust the
process recipe so that the process output can be adjusted to a
desired target for every production run. One typical example is
photolithography of a semiconductor manufacturing process,
for which the R2R approach is usually applied to control the
feature size (critical dimension) by adjusting parameters such
Manuscript received August 19, 2003; revised April 20, 2005. This work
was supported in part by the National Science Council, Taiwan, R.O.C., under
Contract NSC 92-2213-E-007-066.
S.-T. Tseng is with the Institute of Statistics, National Tsing-Hua University,
Hsin-Chu 30043, Taiwan, R.O.C. (e-mail: sttseng@stat.nthu.edu.tw).
W. Song and Y.-C. Chang are with the Department of Industrial Engineering,
National Tsing-Hua University, Hsin-Chu 30013, Taiwan, R.O.C. (e-mail:
wheyming@ie.nthu.edu.tw, yuchi@ctu.edu.tw).
Digital Object Identifier 10.1109/TSM.2005.852114
as the exposure dose (energy) on the wafers for each run.
Other examples include reactive ion etching (RIE) [8], and
chemical mechanical polishing (CMP) of the semiconductor
manufacturing processes [4]. In most R2R applications, the
exponentially weighted moving average (EWMA) controller
(control scheme) has received a great deal of attention. Refer-
ence [9] proposed a single EWMA controller and investigated
the stability and sensitivity of its process output. Reference [3]
discussed the application of the double EWMA (dEWMA) con-
troller on polysilicon gate etching process. References [6] and
[12] further investigated the stability conditions, the long-run
behavior, the transient performance, and the determination of
the optimal discount factors of the dEWMA controller.
Although the dEWMA controller with suitable discount fac-
tors can guarantee long-term stability under fairly regular con-
ditions, it usually requires a moderately large number of runs
to have the process output converge to its target. This may lead
to severe consequences, such as a high rework rate. This phe-
nomenon is particularly prevalent in small-batch fabrication in
semiconductor manufacturing with the drifted processes. To re-
duce such a high rework rate, we propose an enhanced dEWMA
controller, to be referred to as the initial intercept iteratively
adjusted (IIIA) controller. The advantage of the proposed IIIA
controller is its capability of eliminating the off-target deviation
(nonrandom bias) of the process output occurred in the conven-
tional dEWMA controller.
This paper is organized as follows. In Section II, we pro-
vide the problem statement and its motivations. In Section III,
we propose an IIIA controller. In Section IV, we present the
analytical results of the IIIA controller, and demonstrate the
performance of the IIIA controller using several examples. In
Section V, we extend these results by comparing the perfor-
mance of the IIIA controller with that of two other controllers
(traditional dEWMA and recursive least squares) in a simulation
study. Finally, some concluding remarks are given in Section VI.
II. MOTIVATIONS AND PROBLEM FORMULATION
Given a drifted single-input–single-output (SISO) process,
we assume that the input and output variables follow the fol-
lowing linear relationship:
(1)
Here, is the output of th production run, and are the
intercept and slope of the linear model, respectively, is the
input recipe which is determined at the end of th run,
is the drift rate, and is the disturbance which can be suitably
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modeled by a general time series model [1]. If denotes the
desired performance target value for the process output, then the
goal of the feedback control scheme is to adjust so that the
expected output will be as close as . The first step of the
feedback scheme is to build a prediction model for the process
output. Applying design of experiments (DOE), we construct a
simple least squares estimate (LSE)
(2)
where and denote the initial estimates of the unknown pa-
rameters and of (1), respectively. To monitor a linear-drift
manufacturing process, [3] proposed the following double ex-
ponentially weighted moving average (dEWMA) controller
(3)
where
(4)
(5)
with . To implement this controller, we need to select
suitable discount factors and to ensure that the following
asymptotic stability conditions as satisfied:
(6a)
and
(6b)
Note that (6a) means that is asymptotically unbiased, and
(6b) implies that the variance of is asymptotically finite.
References [6] and [12] investigated the above asymptotic
stability conditions (6a) and (6b) under a fair general class of
process disturbances. It can be shown that, even with rough (in-
accurate) estimates of the unknown parameters, the dEWMA
controller with suitable discount factors can guarantee the above
stability conditions, but it usually requires a moderately large
number of runs to bring the process output closer to its target.
To overcome this drawback, we propose an enhanced dEWMA
controller and show that it can effectively eliminate the off-
target bias.
A. Motivation
The goal of this paper is to propose an efficient procedure to
ensure that for all . We first recall a result from
[12].
Result From [12]:
For all (7)
where the nonrandom bias and the random part can be
expressed as follows:
(8)
and
(9)
Note that in (8) and (9) can be determined recursively
via the following equation:
(10)
where and the initial values are and .
Moreover, the initial bias is given by
(11)
To ensure that , we require that , where
(12)
We call the optimal intercept at time , and the corre-
sponding controller the IIIA controller. Consequently,
and the mean square error (MSE) of the corresponding output
of the th IIIA process run is
(13)
The motivation for forcing the off-target bias to be zero, dis-
cussed above, is further demonstrated in the following numer-
ical example.
Example 1: Suppose that the parameter settings in (1)–(5)
are , , , , , ,
, and . Suppose further that the disturbance
model is ARMA (1,1) with parameters , , and
. That is
Fig. 1(a) and (b) shows the off-target biases (for the dEWMA
controller) and (for the IIIA controller), calculated based
on (8), under two different scenarios: initial bias (i.e.,
) and (i.e., ). The figure illustrates
that, compared with the dEWMA controller; the IIIA controller
eliminates the nonrandom bias more efficiently.
The above results are based on the assumptions that , , and
in (12) are completely known. In practice, however,
these parameters are unknown. Hence, to implement the IIIA
controller, we need to consider the following issues more fully.
1) How do we estimate these unknown parameters effi-
ciently?
2) How do we construct the proposed IIIA controller?
3) How do we derive an analytic expression for the IIIA
process output?
4) How well does the IIIA controller perform?
5) When will we prefer the IIIA controller to the dEWMA
controller?
The above issues will be addressed analytically in Sections III
and IV under the assumption that is known. For the case of
unknown , we investigate the performance of the IIIA, the
dEWMA, and recursive least squares (RLS) controllers via sim-
ulation experiments in Section V.
III. PROPOSED CONTROL SCHEME
This section introduces the IIIA controller. Preliminary re-
sults, in the form of two lemmas, are given in Part A. Part B
contains the procedure of the proposed scheme.
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(a)
(b)
Fig. 1. (a) Comparison of bias in the IIIA and dEWMA controllers for   =
4:1. (b) Comparison of bias in the IIIA and dEWMA controllers for   = 0.
A. Part A: Two Lemmas
First, we introduce some notation.
1)
2)
3)
4)
5)
6)
where
Before implementing the IIIA controller, we first need
Lemma 1 to estimate and .
Lemma 1: Given , we have
(14)
and
(15)
The proof, given in Appendix I, can be obtained from (1) and
(3)–(5).
The parameters and can be determined by taking the ex-
pectations of both sides of the equations in (14)–(15). Note that
. Hence
(16)
(17)
Before implementing the IIIA controller, we also need to up-
date the filters and defined in (4) and (5) to reflect the
use of in place of . If and denote the corre-
sponding updated filters, then the relationship between
and is given in Lemma 2.
Lemma 2: For fixed , we have
(18)
(19)
The proof of Lemma 2 is given in Appendix II.
Now, we are ready to state the proposed IIIA controller.
B. Part B: The IIIA Controller
There are three main phases in the IIIA controller, which is
illustrated inside the box with the dashed border in Fig. 2.
Phase I: Estimating and . The estimators of and
(20)
(21)
are obtained by replacing and with and in
(16) and (17), respectively.
Phase II: Fitting the best . An updated estimator of the in-
tercept in the predicted model (2) is obtained by replacing
and with and in (12), respectively. That is
(22)
Phase III: Updating the filters. Since the new control scheme
is implemented sequentially, in (18) and (19) is re-
placed by for all .
Note that the proposed scheme will be implemented only for
, since at least two production runs are needed to esti-
mate and . Hence, process output under the proposed IIIA
controller is identical to that under the dEWMA controller for
.
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Fig. 2. Diagram of the IIIA controller.
IV. ANALYTICAL RESULTS OF THE IIIA CONTROLLER
Three analytical results are presented here. First,
is expressed as the sum of two terms, which is then used to
compare with in (7). Let and denote the
mean square errors of and , respectively. Result 2 gives
the expression for . In Result 3, we derive the necessary
and sufficient conditions for the inequality .
One more notation is defined below. For all and , define
where
and
Then, we have the following result.
Result 1: Given , the process outputs of the IIIA con-
troller are
(23)
where is given in (9), and
(24)
The proof of Result 1 is given in Appendix III.
Result 1 claims that the deviation of the IIIA process output
at th run from the target can be written as the sum of and
Note that since in (23) is a random variable with zero
mean, it is completely different from the nonrandom constant
bias in (7). Thus, we have . However, the
derivation of is tedious for general process disturbance
because and are not statistically independent. Hence, in
the following, we only focus on the derivation of for the
special case where .
Assume that with parameters and for
. That is
(25)
where is a white noise series with mean zero and constant
variance . We further assume that and .
Via simple algebra, in (25) can be written as
(26)
Plugging in (24) into (26), we have
where
(27)
Similarly, from (9), we have
for all (28)
where
Note that . Hence, it is straightforward to have the
following result.
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Fig. 3. Distribution of process outputs of the dEWMA and IIIA controllers
when t = 7,  = 0,  = 4,  = 2, b = 2,  = 0:1, a = 4:1, D = 0,
 = 0:1, = 0:45,   N (0;  = 0:01), and the product’s specification
limit is [LSL;USL] = [ 0:3; 0:3].
Result 2: If , then
(29)
The following example demonstrates the advantages of our
proposed scheme.
Example 2—(Example 1 Revisited): Let the process target
and suppose that the process specification limits of
the output [LSL, USL] are . Now, we compare the
process outputs of the IIIA controller with that of the dEWMA
controller. Fig. 3 shows the distributions of the process output
for the dEWMA and IIIA controllers when . From (8),
(9), and (29), we have , , and
. Note that the IIIA process mean meets
the target (that is, ). Let and denote the
rework rate (RR) for the dEWMA and IIIA controllers at time
, respectively. Then, we have the following results:
for the scheme
for the scheme
In other words, the IIIA controller reduces the rework rate
(RR) by 74% and the MSE by 50%
.
Now, we want to establish the necessary and sufficient condi-
tions for guaranteeing that the MSE of IIIA is less than the MSE
of dEWMA.
Result 3: Suppose that the following two conditions hold.
a) IIIA and dEWMA discount factors and are equal.
b) . Then
if and only if for all (30)
where
The proof of Result 3 is given in Appendix IV.
We will call the IIIA variance threshold at time .
Hence, from (30), the MSE of IIIA is less than the MSE of
dEWMA if is less than the value of the variance threshold.
Another way to investigate improvements in MSE is through
the average MSE reduction ratio, which we define as
Example 3 illustrates the effect of on the average MSE re-
duction ratio.
Example 3: Suppose that the parameter settings in (1) and (2)
are , , and ; the corresponding estimators
of are ; and , where
and . Suppose in addition that
, 0.10; , (0.25, 0.1), (0.25, 0.25),
(0.5, 0.1), (0.5, 0.45); and . Table I shows that when
, theaverageMSEreductionratio ispositive.Specifically,
the values are larger than 0.491 for all combinations of
and considered in our study. When , except for
two cells in , all the values are positive.
Specifically, is positive whenever . Consistent with
Result 3, when , , , and are fixed, we see that a smaller
leads to a larger value of .
V. SIMULATION STUDY FOR UNKNOWN
When is unknown, it is difficult to derive the analytical IIIA
MSE results. Below, we use simulation to investigate the IIIA
performance when is unknown. Our comparison of the IIIA
and the dEWMA controllers will include RLS. RLS [10], [11] is
originally designed to update regression coefficients recursively.
Hence, a control scheme that applies RLS (hereafter, we simply
call it the RLS controller) could be used as a recursive tuning
procedure to update the input recipe.
We now briefly state the square-root (SR) version of RLS
controller [10] as follows: equation (1), the input and output
model of a drifted process can be written as
where
Let denote the LSE for at time . Then,
we can write the iterative SR version of RLS algorithm (denoted
by ) as follows. For , compute the following:
Step 1)
Step 2)
Step 3)
Step 4)
Step 5)
Step 6) (31)
where is called as the forgetting factor which can be suit-
ably defined in [10] and the initial is a given matrix (in our
case below, ).
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TABLE I
COMPARISON OF THE AVERAGE IIIA AND DEWMA MSE REDUCTION RATIOS (R)
(N = 30,  = 4,  = 1,  = 0:1, b = 1,   ARMA(1; 1), AND   = 3)
For the case of constant parameters, it was shown in [10] that
should be chosen asymptotically to 1. In the following, two
different settings of are considered.
1) If , we denote this kind of RLS scheme as
.
2) If with and
, we denote this kind of RLS scheme as .
Note that the above parameter settings in 2) has shown to work
quite well for several low-order application ([10, p. 280]).
Next, we explain our simulation experiments. The parameters
settings are , , 1.0, 1.1 (corresponding to ,
1.0, 1.1, respectively), , , , , ,
, and . Starting with the initial settings
and , the recipe is updated as
follows:
(32)
Note that is unknown and it needs to be estimated.
By controlling the error bound to ensure that
is less than , we can determine the required sample size
such that is probabilistically bounded by ,
which leads to the choice . We use this value of to
estimate for the IIIA control scheme.
The simulation is based on two process disturbances, ARMA (1,
1) and ARIMA (1, 1, 1). 10,000 simulation trials with
are conducted for various combinations of , , and .
Tables II–IV show the sample averages and (their sample
standarderrors)oftheestimatedMSEofthefourcontrollersbased
on 10,000 simulation trials for , 1.0, 1.1, respectively.
When is large (especially when ), the estimated
MSE of process output of both and
controllers may have a very large standard error (in which we
simply denote it by the symbol X). The main reason is that
with a larger , both controllers will have a high
probability of . Note that from (32), at a specific time
, if , then the corresponding process output will have
a very large standard error. In addition, even under process
disturbance follows a white series (that is, ), the
performance of both are still worse than the dEWMA
and IIIA controllers.
The results shown in Tables II–IV establish the superior per-
formance of the IIIA controller. For the case of nonstationary
ARIMA (1, 1, 1) disturbance, the performance of the IIIA con-
troller is significantly better than that of the dEWMA controller.
Even for the case of stationary ARMA (1, 1) disturbance, the
IIIA has a better performance except for few cases of a sta-
tionary ARMA (1, 1) disturbance with larger (say,
). The simulation results also matched with Result 3. In sum-
mary, we recommend the IIIA controller because of its overall
robustness.
VI. CONCLUSION
For a SISO process with linear drift, this study proposes an
IIIA controller that allows us to eliminate the nonrandom bias
efficiently. We have stated conditions that are necessary and suf-
ficient to ensure that the proposed IIIA controller outperforms
the traditional dEWMA controller in terms of MSE.
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TABLE II
SAMPLE AVERAGES (AND SAMPLE STANDARD ERRORS) OF THE ESTIMATED MSE OBTAINED
FROM 10 000 SIMULATION TRIALS FOR N = 30,  = 4,  = 0:9 ( = 0:9),
 = 0:1,  = 0, b = 1, a = 2, D = 0,  = 0:5, AND  = 0:45
The proposed controller is studied under the assumption that
the process follows a SISO model. In practice, however, man-
ufacturing processes follow multiple-input–multiple-output
(MIMO) models (refer to [13]). Thus, further investigation is
needed to determine to what extent that the proposed procedure
can be applied to MIMO processes.
APPENDIX I
PROOF OF LEMMA 1
Substitute (1) and (3) into (4) and (5) to obtain the following
equations:
Recursive substitution of the above two equations yields the
following:
These are equivalent to (14) and (15).
APPENDIX II
PROOF OF LEMMA 2
From the definitions of , , , , , and in
Section III-A, no term on the right-hand side (RHS) of (14)
asnd (15), except for and , contain . Hence, changing
to , we can easily express the updating filter as a func-
tion of in (18) and (19) via the following two equations:
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TABLE III
SAMPLE AVERAGES (AND SAMPLE STANDARD ERRORS) OF THE ESTIMATED MSE OBTAINED
FROM 10 000 SIMULATION TRIALS FOR N = 30,  = 4,  = 1:0 ( = 1:0),
 = 0:1,  = 0, b = 1, a = 2, D = 0,  = 0:5, AND  = 0:45
APPENDIX III
PROOF OF RESULT 1
Let be a random variable and define .
From (14)–(16) and (20), we have , and
(A1)
Similarly, (14), (15), (17), and (21) yield , and
(A2)
From (12), (16), (17), and (20)–(22), we have
Thus, we obtain
(A3)
We use equations (A1)–(A3) as follows.
Let denote the nonrandom part of the dEWMA
process output at the th run with the initial intercept .
Then, from (7), (8), and (10), we have
From (A2) and (A3), we have
Substituting the expressions for and in 2) and 4) of
Section III-A into the above equation, we obtain Result 2.
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TABLE IV
SAMPLE AVERAGES (AND SAMPLE STANDARD ERRORS) OF THE ESTIMATED MSE OBTAINED
FROM 10 000 SIMULATION TRIALS FOR N = 30,  = 4,  = 1:1 ( = 1:1),
 = 0:1,  = 0, b = 1, a = 2, D = 0,  = 0:5, AND  = 0:45
APPENDIX IV
PROOF OF RESULT 3
From (7), (8), (28), and (29), then we have
if and only if
This gives Result 3.
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