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Abstract
We consider integer-valued GARCH processes, where the count variable conditioned on
past values of the count and state variables follows a so-called Skellam distribution. Using
arguments for contractive Markov chains we prove that the process has a unique stationary
regime. Furthermore, we show asymptotic regularity (β-mixing) with geometrically decay-
ing coefficients for the count process. These probabilistic results are complemented by a
statistical analysis, a few simulations as well as an application to recent COVID-19 data.
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11. Introduction and notation
We consider an integer-valued process (Xt)t∈Z defined on a probability space (Ω,F ,P),
where, for t ∈ Z,
Xt ∣ Ft−1 ∼ Skellam(λt), (1.1a)
λt = ω + p∑
i=1αi X2t−i +
q∑
j=1βj λt−j , (1.1b)
and Fs = σ(Xs, λs,Xs−1, λs−1, . . .) denotes the σ-field generated by the random variables up
to time s. Skellam(λ) denotes the distribution of the difference between two independent
random variables following a Poisson distribution with parameter λ. This distribution was
first investigated by Irwin (1937) and is a special case of a Skellam distribution with both
parameters equal to λ; see Skellam (1946).
Alomani et al. (2018) considered such a Skellam-GARCH process of order p = q = 1
and derive the estimating equations for a conditional maximum likelihood estimator of the
parameters. However, perhaps because of the absence of suitable probabilistic tools for
such models, they did not provide a further analysis of the asymptotic properties of this
estimator. These authors also provided an overview of related results and applied the model
to differences of non-negative data of counts of monthly drug crimes.
In our contribution, we primarily focus on stochastic properties of Skellam processes of
general order p and q, which are indispensable for a deeper analysis of statistical procedures.
We assume that the parameters ω,α1, . . . , αp, β1, . . . , βq in the above model are non-negative
and that
2
p∑
i=1αi +
q∑
j=1βj =∶ L < 1. (1.2)
We show in Section 2 that this yields a contraction property for a related Markov chain,(Zt)t, where Zt = (X2t , . . . ,X2t−p+1, λt, . . . , λt−q+1) in terms of a suitable Wasserstein metric
but Remark 2.1 points out the fact that contraction in the mean do not seem to hold. Using
arguments found in Eberle (2019, Chapter 3) and Douc et al. (2018, Theorem 20.3.4) we
show that this implies the existence and uniqueness of a stationary regime of (Zt)t, and
therefore of ((Xt, λt))t, too. Furthermore, we use the contraction property once more to
prove absolute regularity (β-mixing) with exponentially decaying coefficients of the count
process (Xt)t.
We are convinced that these results can serve as a basis for further work with these and
related models. As an example, population dynamics will be considered after differentiation,
in order to rate the speed or the acceleration of the evolution of species under consideration;
indeed both characteristics may be either positive or negative.
As an illustration of their usefulness, we apply in Section 3 our results to prove asymptotic
normality of a least squares estimator of the parameters of a Skellam-ARCH model.
This is complemented by simulations and by an analysis of recent COVID-19 data from
Mauritius. We think that the approach used in this paper can also be used for many
models with a similar structure. For example, we could replace the Skellam distribution
by the distribution of the difference of independent variables following a mixed Poisson
distribution. As mentioned in Christou and Fokianos (2014), this includes the cases with
negative binomial and zero-inflated Poisson distributions which are of interest if data show
underdispersion. All proofs and a few auxiliary results are collected in a final Section 4.
22. Properties of the process
2.1. Contractivity. First of all, note that the processes Y = (Yt)t∈Z and Z = (Zt)t∈Z
with Yt = (Xt, . . . ,Xt−p+1, λt, . . . , λt−q+1) and Zt = (X2t , . . . ,X2t−p+1, λt, . . . , λt−q+1) are time-
homogeneous Markov chains. In the following we derive a contraction property of (Zt)t in
terms of a suitable Wasserstein metric. Inspired by Eberle (2019, Chapter 3) and Douc et
al. (2018, Theorem 20.3.4) we use this to derive existence and uniqueness of s stationary
distribution of this process. Furthermore, we also show that we can exploit the contraction
property of the process (Zt)t to derive almost effortlessly absolute regularity of the count
process. As a starting point, we state a simple coupling result for two Skellam variables.
Lemma 2.1. Let λ,λ′ > 0 be arbitrary and let U ∼ Unif([0,1]). Then
X ∶= F−1λ (U) ∼ Skellam(λ) and X ′ ∶= F −1λ (U) ∼ Skellam(λ′)
where Fλ and Fλ′ are the respective cumulative distribution functions of Skellam distribu-
tions with parameters λ and λ′. (G−1(t) = inf{x∶ G(x) ≥ t} denotes the generalized inverse
of a generic distribution function G.)
Then the random variables X and X ′ have the same sign and E∣X2 −X ′2∣ = 2∣λ−λ′∣.
We use this result to derive a contraction property of the process (Zt)t∈Z. Let S ={0,12,22,32, . . .}p× [0,∞)p be the state space of this process and let P(S×S) be the family
of all probability distributions supported in S × S.
To formulate a coupling result, we use a metric ∆γ,δ on S which is defined by
∆γ,δ((y1, . . . , yp, λ1, . . . , λq), (y′1, . . . , y′p, λ′1, . . . , λ′q)) = p∑
i=1γi ∣yi − y′i∣ +
q∑
j=1 δj ∣λj − λ′j ∣,
where γ1, . . . , γp, λ1, . . . , λq are strictly positive constants. Let now
z = (x21, . . . , x2p, λ1, . . . , λq), z′ = (x′12, . . . , x′p2, λ′1, . . . , λ′q) ∈ S
and let U ∼ Unif([0,1]). According to Lemma 2.1, we define random vectors
Z = (X2, x21, . . . , x2p−1, λ, λ1, . . . , λq−1), and Z ′ = (X ′2, x′12, . . . , x′p−12, λ′, λ′1, . . . , λ′q−1),
where
λ = ω + p∑
i=1αix2i +
q∑
j=1βjλj , λ′ = ω +
p∑
i=1αix′i
2 + q∑
j=1βjλ′j
and X = F−1λ (U), X ′ = F−1λ′ (U). We denote the corresponding Markov kernel by p̃i, that is,
for the above random variables Z and Z ′ we have that (Z,Z ′) ∼ p̃i((z, z′), ⋅).
The following proposition provides a useful contraction property which will be instru-
mental for the proof of the existence and uniqueness of a stationary distribution as well as
for the derivation of absolute regularity of the count process.
Proposition 2.1. Suppose that condition (1.2) is fulfilled. Then there exist strictly positive
constants γ1, . . . , γp, δ1, . . . , δq and κ < 1 such that the following contraction properties hold
true.
(i) Let z, z′ ∈ S be arbitrary. If (Z,Z ′) ∼ p̃i((z, z′), ⋅), then
Z ∼ PZt∣Zt−1=z and Z ′ ∼ PZt∣Zt−1=z′ and
and
E∆γ,δ(Z,Z ′) ≤ κ ∆γ,δ(z, z′).
3(ii) Let ((Z̃t, Z̃ ′t))t∈Z be a Markov chain with transition kernel p̃i. Then
E∆γ,δ (Z̃t, Z̃ ′t) ≤ κ E∆γ,δ (Z̃t−1, Z̃ ′t−1) .
2.2. Stationarity. In order to derive stationarity properties of the process (Yt)t∈Z, we
first translate the contraction result in Proposition 2.1 to a contraction property of the
corresponding distributions. For two probability measures Q and Q′ on S, we define the
Kantorovich distance based on the metric ∆γ,δ (also known as Wasserstein L
1 distance) byKγ,δ(Q,Q′) ∶= inf
Z∼Q,Z′∼Q′E∆γ,δ(Z,Z ′),
where the infimum is taken over all random variables Z and Z ′ defined on a common
probability space with respective laws Q and Q′. We denote the Markov kernel of the
process (Zt)t∈Z by pi. The following result follows immediately from Proposition 2.1.
Proposition 2.2. Let Q and Q′ be arbitrary distributions on the state space S. Then, for
κ < 1 given in Proposition 2.1,Kγ,δ(piQ,piQ′) ≤ κKγ,δ(Q,Q′).
Proposition 2.2 shows that the mapping pi is contractive. Therefore, we can conclude by
the Banach fixed point theorem that the Markov process (Zt)t∈Z and consequently (Yt)t∈Z
have unique stationary distributions.
Theorem 2.1. The Markov process (Yt)t∈Z has a unique stationary distribution Q.
Remark 2.1. The reader might wonder why we focus on absolute regularity rather than
weak dependence properties introduced more recently by Doukhan and Louhichi (1999).
The following reasons led us to resort to this more classical notion. For X ∼ Skellam(λ),
we have that EX = 0 and EX2 = 2λ. Therefore it is natural to model the intensity process
as in (1.1b), where the intensities enter linearly while the count variables are squared.
Therefore, and since Xt conditioned on Ft−1 follows a centered law, we were not able to
apply arguments for the contraction in mean as in Doukhan and Louhichi (1999) in order to
show existence and uniqueness of a stationary distribution, as done for example in Doukhan
and Wintenberger (2008). The mismatch of powers in (1.1b) is the reason why we establish
in Proposition 2.1 a contraction property w.r.t. a distance where the intensities and the
count variables enter with the appropriate different powers. Using this, it seems to be also
possible to derive an alternative property of weak dependence, called τ -dependence.
For sake of completeness we recall some facts from the monograph Dedecker et al. (2007).
Let (Ω,A,P) be a probability space, M a σ-algebra and X be a random variable with
values in Rd. We assume that E∥X∥ <∞ and define the coefficient τ as
τ(M,X) = ∥sup{∣∫ f(x)PX ∣M(dx) − ∫ f(x)PX(dx)∣ , Lip f ≤ 1}∥
1
(2.1)
for f ∶ Rd → R, 1-Lipschitz. Then τ(M,X) ≤ E∥X − X∗∥ if X∗ is distributed as X and
independent of M. It provides a simple way to calculate τ and Proposition 3.2 in Dedecker
et al. (2007) proves that L1−contraction implies a geometric decay of the coefficients τ(r)
for Markov chains. Consider an Rd valued stationary time series (Xt)t∈Z. The definition
4of τ allows to evaluate the dependence between the past of the sequence (Xt)t∈Z and its
k-tuples in the future. With the norm ∥x − y∥ = ∥x1 − y1∥ +⋯ + ∥xk − yk∥ on (Rd)k, define
τ(r) = sup
p,l≥1
1
l
sup{τ(σ(Xt, t ≤ p), (Xj1 , . . . ,Xjl)), p + r ≤ j1 < ⋯ < jl}.
The time series (Xt)t∈Z is said to be τ -weakly dependent if limr→∞ τ(r) = 0. The coefficient
θ ≤ τ is more simply described in terms of the covariances of functions
cov(g(Xi1 , . . . ,Xiu), f(Xj1 , . . . ,Xi`))
for 1-Lipschitz functions f , ∥g∥∞ ≤ 1 and i1 < ⋯ ≤ iu ≤ p. The usefulness of those concepts
in statistics was also explained in Doukhan and Neumann (2008) where it was shown that
many tools known to hold in the case of mixing random variables have their counterparts
under such weak dependence conditions.
Doukhan, Fokianos and and Tjostheim (2012) derive the weak dependence properties of
Poisson-based GARCH-type models with λt = ω +∑pi=1 αi Xt−i +∑qj=1 βj λt−j . The original
properties of Skellam models make also natural the inhomogeneity of (1.1a) and (1.1b)
which include both linear and squared factors. In the simplest case of a SkellamARCH(1)-
process, we write Xt = St(λt) where (St) denotes an i.i.d. sequence of Skellam processes
(typically S = P − P ′ for 2 independent standard Poisson processes) and λt = ω + α1X2t−1.
Thus Xt = F (Xt−1, St) with F (x,S) = S(ω + α1x2) and L1−contraction arguments write
E∣F (x′, S) − F (x,S)∣ ≤ E∣P (ω + α1x′2) − P (ω + α1x2)∣ +E∣P ′(ω + α1x′2) − P ′(ω + α1x2)∣= 2α1∣x′2 − x2∣. (2.2)
Thus contraction does not hold even under the condition 2α1 < 1 required to get second
order moments for the stationary solution of the model in Lemma 4.1. This means that
Proposition 3.2 in Dedecker et al. (2007) does not help to conclude τ -dependence in this
case and we better use another power argument to derive weak dependence. Based on the
symmetry of the distribution of St(λ) this is easy to prove that σt =sign(Xt) and ∣Xt∣ are
independent; moreover P (σt = ±1) = 1/2. Then the process (Yt)t (with Yt = X2t ) is again
a Markov chain Yt = G(Yt−1, St) with G(y,S) = S2(ω + α1y) and now, for y′ > y, we use
the fact that P and then S admit independent increments, and the monotonicity of the
function λ↦ S2(λ) implies:
E∣G(y′, S) −G(y,S)∣ = E∣S2(ω + α1y′) − S2(ω + α1y)∣= E(S2(ω + α1y′) − S2(ω + α1y))= E(S(ω + α1y′) − S(ω + α1y))2+ 2ES(ω + α1y)E(S(ω + α1y′) − S(ω + α1y))= 2α1(y′ − y) + 0.
This provides a way to prove τ−dependence of the process (Yt) as in Doukhan and Win-
tenberger (2008). Now set Xt = σt√Yt, on the set (Yt ≠ 0), the function u ∈ N ↦ √u ∈ N
is 12−Lipschitz and heredity properties yield geometric τ−dependence of (∣X̃t∣)t with X̃t =
Xt1{Xt≠0}, see Dedecker et al. (2007), by mimicking (2.2) in the present situation. Hence
τ−dependence of (∣Xt∣)t follows since the variables Xt, X̃t coincide on the events (Xt ≠ 0)
and (Xt = 0). The independence of σt and ∣Xt∣, yield the τ−dependence properties (Xt)t.
To conclude this overview let us quote that heredity of the weak dependence notions natu-
rally hold through Lipschitz functions ((h(Xt))t inherits dependence properties of (Xt)t),
and strong mixing properties are hereditary those measurable functions. Those points led
5us to consider mixing conditions rather than the above weak dependence conditions to
derive asymptotic theory for the statistical analysis.
2.3. Absolute regularity. For the related case of Poisson count processes with a GARCH-
type structure, absolute regularity has been first proved for contractive INGARCH(1,1) pro-
cesses in Neumann (2011). This has been generalized in Doukhan and Neumann (2019) to
semi-contractive models and in Doukhan et al. (2020) to the case of possibly non-stationary
processes. In all of these papers, the mixing properties were derived by an explicit coupling
of two versions of the processes which were tailor-made for the respective properties of the
processes. In this paper, our approach is slightly different. We derive both stationarity and
mixing properties on the basis of a one-step contractivity property given in Proposition 2.1.
Let (Ω,A, P ) be a probability space and A1, A2 be two sub-σ-algebras of A. Then the
coefficient of absolute regularity is defined as
β(A1,A2) = E [sup{∣P (B ∣ A1) − P (B)∣∶ B ∈ A2}] .
For the process X = (Xt)t∈Z on (Ω,F ,P), the coefficients of absolute regularity are defined
as
βX(n) = β (σ(X0,X−1, . . .), σ(Xn,Xn+1, . . .)) .
We obtain the following estimate.
βX(n)≤ β (F0, σ(Xn,Xn+1, . . .))
= E⎡⎢⎢⎢⎣ supC∈σ(Z){∣P((Xn,Xn+1, . . .) ∈ C ∣ F0) − P((Xn,Xn+1, . . .) ∈ C)∣}
⎤⎥⎥⎥⎦ (2.3)
where Z = {A1 ×⋯×Am ×Z ×Z ×⋯ ∣ A1, . . . ,Am ⊆ Z,m ∈ N} is the system of cylinder sets.
At this point we employ a coupling argument. Let ((Ỹt, Ỹ ′t ))t∈N0 be a Markov chain
on a probability space (Ω̃, Ã, P̃) with transition kernel p̃i and independent initial variables
Ỹ0, Ỹ
′
0 ∼ Q. Then
E
⎡⎢⎢⎢⎣ supC∈σ(Z){∣P((Xn,Xn+1, . . .) ∈ C ∣ F0) − P((Xn,Xn+1, . . .) ∈ C)∣}
⎤⎥⎥⎥⎦≤ P̃ (X̃n+k ≠ X̃ ′n+k , for some k ≥ 0)≤ ∞∑
k=0 P̃ (X̃n+k ≠ X̃ ′n+k) . (2.4)
Since X̃n+k and X̃ ′n+k are integer valued and have the same sign we obtain that
P̃ (X̃n+k ≠ X̃ ′n+k) ≤ 1γ1 Ẽ∆γ,δ(Z̃n+k, Z̃ ′n+k). (2.5)
Furthermore, by Proposition 2.1
Ẽ∆γ,δ(Z̃n+k, Z̃ ′n+k) ≤ κn+k Ẽ∆γ,δ(Z̃0, Z̃ ′0), (2.6)
where Ẽ∆γ,δ(Z̃0, Z̃ ′0) < ∞. From (2.3) to (2.6) we obtain absolute regularity of the count
process (Xt)t∈Z with exponentially decaying coefficients.
Theorem 2.2. Suppose that condition (1.2) is fulfilled and that the process (Yt)t∈Z is sta-
tionary. Then there exists some ρ < 1 such that
βX(n) = O (ρn) .
63. Applications
We choose to develop the asymptotic theory for the OLSE of Skellam models (3.1) as
the most standard application of the above results. Much more may be done including
tests of goodness-of-fit as in Doukhan et al. (2020). Prediction or model selection issues
are also important and should be developed theoretically. Additional numerical issues
include a simulation study of this OLSE and a partial study of the COVID-19 data with a
prediction study (see Remark 3.1). Additional research work will make use of the bound of
absolute regularity for many other questions such a more quantitative study of prediction,
qualitative tests of goodness-of-fit such as model choice problems, or more non parametric
based statistics or resampling or subsampling procedures.
3.1. OLSE of a Skellam-ARCH model. We consider the special case of an Skellam-
ARCH(p) model, where (1.1b) reduces to
λt = ω + p∑
i=1αi X2t−i. (3.1)
We assume that ω > 0, and that α1, . . . , αp are non-negative with α = ∑pi=1 αi < 1/√12. We
further assume that the process ((Xt, λt))t∈Z is in its unique stationary regime. On the
basis of observations X1, . . . ,Xn, we intend to estimate the vector of unknown parameters
θ = (ω,α1, . . . , αp)T . We embed the observed random variables into a linear regression
model,
X2t = 2 ω + p∑
i=12 X2t−i αi + εt, t = p + 1, . . . , n,
where εt =X2t − 2λt satisfies E(εt ∣ Ft−1) = 0 a.s. Then the ordinary least squares estimator
is given by
θ̂n ∈ arg min
θ
n∑
t=p+1 (X2t − 2 (ω + α1 X2t−1 + ⋯ + αp X2t−p))2= arg min
θ
∥Y(n) − X(n)θ∥2 ,
where
Y(n) = ⎛⎜⎝
X2p+1⋮
X2n
⎞⎟⎠ , X(n) = 2
⎛⎜⎝
1 X2p ⋯ X21⋮ ⋮ ⋱ ⋮
1 X2n−1 ⋯ X2n−p
⎞⎟⎠ .
If the matrix XT(n)X(n) is regular, then θ̂n is uniquely defined and
θ̂n = (XT(n)X(n))−1 XT(n)Y(n), (3.2)
which implies that √
n (θ̂n − θ) = ( 1
n
XT(n)X(n))−1 1√n XT(n)ε(n), (3.3)
where ε(n) = (εp+1, . . . , εn)T .
The condition ∑pi=1 αi < 1/√12 ensures by Lemma 4.1 that EX40 <∞. Hence, we obtain
from the ergodic theorem that
1
n
XT(n)X(n) a.s.Ð→ Σ = 4 ⎛⎜⎜⎜⎝
1 EX21 ⋯ EX2p
EX21 EX
2
1X
2
1 ⋯ EX21X2p⋮ ⋮ ⋱ ⋮
EX2p EX
2
pX
2
1 ⋯ EX2pX2p
⎞⎟⎟⎟⎠ . (3.4)
7Lemma 4.2 below shows that Σ is a regular matrix which means that equation (3.3) holds
true with a probability tending to 1. Furthermore, it follows from a central limit theorem
for sums of martingale differences that
Wn ∶= 1√
n
XT(n)ε(n) dÐ→ Z0, (3.5)
where Z0 ∼ N (0p+1, η2 Σ), where η2 = Eε2t . Actually, by the Crame´r-Wold device, it suffices
to show that
cTWn
dÐ→ cTZ0 ∼ N(0, η2 cTΣc) ∀c ∈ Rp+1. (3.6)
Let c = (c0, . . . , cp)T ∈ Rp+1 be arbitrary and let
Wnt = 1√
n
(c0 + p∑
i=1 ciX2t−i+1) εt, t > p.
Then
cT Wn = n∑
t=p+1Wnt.
According to Corollary 3.1 in Hall and Heyde (1980, page 58), (3.6) follows from
E (Wnt ∣ Ft−1) = 0 a.s, (3.7a)
n∑
t=p+1E (W 2nt ∣ Ft−1) PÐ→ η2 cTΣ c, (3.7b)
and the conditional Lindeberg condition
Ln(δ) ∶= n∑
t=p+1E (W 2nt1(∣Wnt∣ ≥ δ) ∣ Ft−1) PÐ→ 0 ∀δ > 0. (3.7c)
While (3.7a) is obvious, (3.7b) follows from
n∑
t=p+1E (W 2nt ∣ Ft−1) = n − pn Eε2t 1ncTXT(n)X(n)c a.s.Ð→ η2 cTΣcT .
Finally, by dominated convergence, ELn(δ)Ð→n→∞= 0, which implies (3.7c).
From (3.3) to (3.5) we conclude that√
n (θ̂n − θ) dÐ→ Z ∼ N (0p+1, η2 Σ−1). (3.8)
3.2. Simulation study. We present below some numerical results of the proposed model
in (3.1) with order p = 1, 2, 3, 4 and T = 30, 80, 100, 500, 1000 and values of α1, . . . , αp
were chosen such that ∑pi=1 αi < 1/√12, which ensures finiteness of fourth moments of the
count variables; see Lemma 4.1 below.
1000 replications were executed for each of the above combinations. The results consist
of the simulated mean estimates of the different parameters, θ = (ω,α1, α2, α3), and their
corresponding standard errors as deduced from the result (3.8).
8p T ω = 1.50 α1 = 0.13 α2 = 0.08 α3 = 0.05 α4 = 0.01
1 30 1.251 0.098
(0.321) (0.211)
80 1.355 0.125
(0.151) (0.188)
100 1.751 0.138
(0.101) (0.124)
500 1.442 0.134
(0.087) (0.091)
1000 1.542 0.136
(0.075) (0.088)
2 30 1.389 0.131 0.084
(0.278) (0.327) (0.209)
80 1.477 0.134 0.077
(0.150) (0.123) (0.111)
100 1.511 0.139 0.084
(0.081) (0.099) (0.098)
500 1.552 0.138 0.075
(0.032) (0.042) (0.038)
1000 1.467 0.139 0.082
(0.022) (0.031) (0.021)
3 30 1.481 0.135 0.088 0.042
(0.455) (0.303) (0.276) (0.152)
80 1.551 0.131 0.081 0.049
(0.210) (0.155) (0.101) (0.110)
100 1.462 0.125 0.078 0.0488
(0.111) (0.101) (0.089) (0.088)
500 1. 541 0.125 0.083 0.0521
(0.088) (0.076) (0.042) (0.034)
1000 1.4601 0.138 0.076 0.481
(0.061) (0.045) (0.034) (0.026)
4 30 1.495 0.128 0.075 0.053 0.009
(0.323) (0.212) (0.318) (0.176) (0.272)
80 1.510 0.131 0.084 0.051 0.014
(0.188) (0.124) (0.232) (0.123) (0.103)
100 1.498 0.126 0.083 0.0487 0.009
(0.092) (0.110) (0.101) (0.075) (0.064)
500 1. 502 0.127 0.088 0.0456 0.010
(0.088) (0.064) (0.054) (0.033) (0.042)
1000 1.489 0.126 0.083 0.490 0.009
(0.052) (0.043) (0.038) (0.018) (0.028)
Table 1. Simulated Mean estimates and the corresponding standard errors:
100 Simulation experiments
The mean estimates of the different parameters for the various time points and orders of the
process are consistent to the population values and for the increased number of time points,
we could remark a gradual decrease in the standard errors. Since the estimation process
is based on the OLS procedure, we could hardly report any non-convergent simulations or
computational failures.
93.3. A real data example. As a data example we chosed to develop the ongoing expansion
of COVID-19 in Mauritius. Mauritius is currently one of the few countries in the world,
especially in the African continent, that has achieved a superior recovery rate in the COVID
fight in a short lapse of time and has just been referenced in the BBC news recently (see
a recent interview in l’Express l’Express (2020)). Historically, the first three cases were
detected on 18 March 2020 and thereon, the Mauritian government imposes an immediate
lockdown on 20 March 2020 followed by a curfew measure on 23.04.2020. In this part of the
paper, we analyze the series of infected cases as listed in data.europa.eu. The original data
was tested non-stationary by the adftest with p-values around 0.0962 and by applying the
diff routine, we obtain the first-order differenced series that contains a series of positive and
negative values while exhibiting severe over-dispersion. Moreover, the VarSelect routine
yields a superior AIC at lag order 3. Hence, we deem suitable to apply the proposed model
in section 3 to the training series from 18.03.2020 to 13.04.2020 and estimate possible
forecasts. The ACF and PACF plots of the differenced series are given as:
Figure 1. Plots of the Infected Covid Cases as at 11.04.2020
Figure 2. Plots of the Infected Covid Cases as at 11.04.2020
Remark 3.1 (Heuristics for prediction). As Xt = St(λt) with λt ∈ Ft−1 (see (3.1)) and St be
an i.i.d. sequence of Skellam processes then minimising E(E[(Xt −St(λ))2∣Ft−1]) holds for
λ = λt. A simple way to fit λt is to simply plug in estimates of the parameters and fit it as
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follows
λˆt = ωˆ + p∑
i=1 αˆiX2t−i.
Having in mind the classical mixing techniques (see Doukhan (1994)), this is well known
that in case a sample X1, . . . ,Xt−1 is observed then one better uses only a first part of
the set of variables X1, . . . ,Xn for n = n(t) < t such that n ∼ t as t → ∞. In this case
θˆ = θˆ(n) ∈ Fn and asymptotic independence yields a convergent procedure. Anyway if we
fit now the coefficients over all the training set X1, . . . ,Xt−1 thus the estimates write from
(3.2) with sample sizes either n or t − 1; both estimates may be proved to be close to each
other under mild mixing assumptions satisfied here in case e.g. t−n = O(log t); for this one
makes use of the the classical covariance inequalities Davydov (1970) involving the mixing
coefficient βX(t − n) and t; finally cumbersome calculations yield limt→∞ ∥θ(t−1) − θ(n)∥ = 0
in probability (in case limt→∞ βX(t − n)/t2 = 0.)
Therefore estimated parameters are ωˆ = 0.221(0.108), αˆ1 = 0.142(0.035), αˆ2 = 0.028(0.012),
αˆ3 = 0.101(0.042). The above results were obtained assuming the training dataset from
18.03.2020 (time is 1) to 19.04.2020 (time n does not depend on t here)). We now use the
above regression estimates or weights to forecast the number of infected COVID cases in
Mauritius from 14.04.2020 to 30.04.2020 using the forecasting equation (3.1) in Subsection
3.1, and based on the actual covariate values and compare with the observed cases during
the same period.
Date Observed Forecast Error
20.04.2020 3 2.812 1.812
21.04.2020 0 2.011 2.011
22.04.2020 0 1.321 1.321
23.04.2020 1 1.342 0.342
24.04.2020 2 1.818 0.182
25.04.2020 0 2.031 2.031
26.04.2020 0 1.302 1.302
27.04.2020 1 1.312 0.312
28.04.2020 0 1.404 1.404
29.04.2020 0 1.323 1.323
30.04.2020 0 1.235 1.235
Table 2. supressed Predicted number of Infected Cases in Mauritius, from
20.04.2020 to 30.04.2020
Based on the above results, the Mean Squared Error (MSE) is computed as 1.8534. We
unfortunately cannot claim that the current model is enough to describe COVID’s evolution.
Since the pandemic seems to be more calm in Mauritius, we think that a zero-inflated
model is more adapted: unfortunately in the paper the absolute regularity coefficients are
not bounded above, we will report in a further study a more adapted model for COVID
in Mauritius. A more global data study is in preparation is a scheme for the progression
of the virus over the world. This model is a suggestion among others for modelling the
expansion of the disease and some issues of covariates are certainly necessary to include for
this difficult question.
11
4. Proofs and some auxiliary results
4.1. Proofs of the main results.
Proof of Lemma 2.1. Since the probability mass functions of X and X ′ are symmetric we
conclude that these random variables, which are defined by monotone arrangement, have
the same sign.
To prove the second statement, suppose w.l.o.g. that λ < λ′. If Y ∼ Skellam(λ) and Z ∼
Skellam(λ′ −λ) are independent, it follows that Y +Z ∼ Skellam(λ′). Since the probability
mass function of Y is symmetric and unimodal (see e.g. Alzaid and Omair (2010)) we have
that
P (∣Y ∣ ≤ k) ≥ P (∣Y + l∣ ≤ k), ∀(l, k) ∈ Z ×N0,
which implies that
P (∣Y ∣ ≤ k) ≥ ∑
l∈ZP (∣Y + l∣ ≤ k)P (Z = l) = P (∣Y +Z ∣ ≤ k), ∀k ∈ N0,
which means that ∣Y ∣ is stochastically not greater than ∣Y + Z ∣. Again by symmetry, we
obtain for the above random variables that ∣X ∣ ≤ ∣X ′∣ holds with probability 1. This implies
that E∣X ′2 −X2∣ = E[X ′2 −X2] = 2 ∣λ′ − λ∣. 
Proof of Proposition 2.1. (i) We have that
E∆γ,δ(Z,Z ′)
= γ1E∣X −X ′∣ + δ1 ∣λ − λ′∣ + p∑
i=2γi ∣x2i−1 − x′i−12∣ +
q∑
j=2 δj ∣λj−1 − λ′j−1∣
≤ (2 γ1 + δ1) ( p∑
i=1αi ∣x2i − x′i2∣ +
q∑
j=1βj ∣λj − λ′j ∣) +
p∑
i=2γi ∣x2i−1 − x′i−12∣ +
q∑
j=2 δj ∣λj−1 − λ′j−1∣.
This is guaranteed to be smaller or equal to κ∆γ,δ(z, z′) if
(2γ1 + δ1)( p∑
i=1αiyi +
q∑
j=1βj) +
p∑
i=2γiyi−1 +
q∑
j=2 δjλj−1 ≤ κ (
p∑
i=1γiyi +
q∑
j=1 δjλj)
is fulfilled for all non-negative y1, . . . , yp, λ1, . . . , λq. A comparison of coefficients shows that
it suffices that the following inequalities are satisfied.
(2 γ1 + δ1) α1 + γ2 ≤ κ γ1⋮(2 γ1 + δ1) αp−1 + γp ≤ κ γp−1(2 γ1 + δ1) αp ≤ κ γp(2 γ1 + δ1) β1 + δ2 ≤ κ δ1⋮(2 γ1 + δ1) βq−1 + δq ≤ κ δq−1(2 γ1 + δ1) βq ≤ κ δq. (4.1)
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We set, w.l.o.g., 2γ1 + δ1 = 1. To proceed, we consider the following system of equations.
αp +  = γp
αp−1 + γp +  = γp−1⋮
α1 + γ2 +  = γ1
βq +  = δq
βq−1 + δq +  = δq−1⋮
β1 + δ2 +  = δ1,
where  = (1−L)/(2p+ q). It is obvious that this system of equations has a unique solution
with strictly positive γ1, . . . , γp, δ1, . . . , δq. Adding up the terms on the left-hand and right-
hand sides, respectively, we obtain
2
p∑
i=1αi +
q∑
j=1βj + 2
p∑
i=2γi +
q∑
j=1 δj + (2p + q)  = 2
p∑
i=1γi +
q∑
j=1 δj ,
which yields that 2γ1 + δ1 = 1, as required. Therefore, we see that with such a choice of
γ1, . . . , γp, δ1, . . . , δq the following strict inequalities are fulfilled.
α1 + γ2 < γ1⋮
αp−1 + γp < γp−1
αp < γp
β1 + δ2 < δ1⋮
βq−1 + δq < δq−1
βq < δq.
Choosing
κ = max{α1 + γ2
γ1
, . . . ,
αp−1 + γp
γp−1 ,
αp
γp
,
β1 + δ2
δ1
, . . . ,
βq−1 + δq
δq−1 ,
βq
δq
} ,
we obtain that the system of inequalities (4.1) is satisfied.
(ii) is an immediate consequence of (i). 
Proof of Proposition 2.2. Let Q and Q′ be arbitrary probability measures supported in S
and let ξ be the optimal coupling of Q and Q′ w.r.t. the Kantorovich distance, that is,
Kγ,δ(Q,Q′) = ∫
S×S ∆γ,δ(z, z′) ξ(dz, dz′).
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Then ξp̃i is a coupling of piQ and piQ′ and it follows from Proposition 2.1(i) that
K(piQ,piQ′) ≤ ∫ ∆γ,δ(u,u′) ξp̃i(du, du′)
= ∫ [∫ ∆γ,δ(u,u′) p̃i((z, z′), dudu′)] ξ(dz, dz′)
≤ κ ∫ ∆γ,δ(z, z′) ξ(dz, dz′) = κ K(Q,Q′).

Proof of Theorem 2.1. We consider first the Markov process (Zt)t∈Z, where
Zt = (X2t , . . . ,X2t−p+1, λt, . . . , λt−q+1).
Let
P = {Q∶ Q is a probability distribution based in S,∫
S
2p∑
i=1 ∣xi∣Q(dx) <∞} .
It is well known that the space P equipped with the Kantorovich metric Kγ,δ is complete.
Since by Proposition 2.2 the mapping pi is contractive it follows by the Banach fixed point
theorem that the Markov kernel pi admits a unique fixed point Q0, i.e. Q0pi = Q0. In other
words, Q0 is the unique stationary distribution of the process (Zt)t∈Z.
Now we consider the process (Yt)t∈Z, where Yt = (Xt, . . . ,Xt−p+1, λt, . . . , λt−q+1). Since
the conditional distribution of Xt given Xt−1, λt−1,Xt−2, λt−2, . . . is, as a Skellam(λt) distri-
bution, symmetric about 0, it follows that Q with
Q({(−1)i1k1} ×⋯ × {(−1)ipkp} ×B1 ×⋯ ×Bq) = 2−p Q0({k21} ×⋯ × {k2p} ×B1 ×⋯ ×Bq)
for all i1, . . . , ip ∈ {0,1}, k1, . . . , kp ∈ N0 and B1, . . . ,Bq ∈ B is the unique stationary distri-
bution of (Yt)t∈Z. 
4.2. Some auxiliary results.
Lemma 4.1. Let ((Xt, λt))t∈Z be a stationary process satisfying (1.1a) and (3.1), where
ω,α1, . . . , αp are non-negative constants.
(i) If α = n∑
i=1αi < 12 , then EX20 < ∞.
(ii) If α = n∑
i=1αi < 1√12 , then EX40 < ∞.
Proof of Lemma 4.1. Let ((X̃t, λ̃t))t∈N be Skellam-ARCH process satisfying (1.1a) and (3.1),
but with initial values X̃1 = ⋯ = X̃p = √2 ω. (The latter condition is imposed to ensure
that EX̃41 , . . . ,EX̃
4
p are guaranteed to be finite.) Since X̃n
dÐ→ X0 it follows from Theo-
rem III.6.31 in Pollard (1984, page 58) that we can construct a coupling of these random
variables where we have almost sure convergence rather than convergence in probability.
Hence, we obtain by Fatou’s lemma that
EXk0 ≤ lim infn→∞EX̃kn, for k = 2,4. (4.2)
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(i) It follows from (3.1) that
EX̃2t = 2 λ̃t ≤ 2 (ω + αmax{EX̃2t−1, . . . ,EX̃2t−p}) .
Let Zt = max{EX̃2t , . . . ,EX̃2t−p+1}. We obtain from the previous display the recur-
sion
Zt ≤ max{2(ω + α Zt−1), Zt−1}.
Therefore,
EX̃2t ≤ 2ω1 − 2 α,
which yields in conjunction with (3.1) that (i) holds true.
(ii) If X ∼ Skellam(λ), then EX4 = 2λ + 12λ2. Hence,
EX̃4t = 2 (ω + p∑
i=1αiEX̃2t−i) + 12 E [(ω +
p∑
i=1αiEX̃2t−i)2]≤ 2 ω + 12 ω2 + (2 + 24ω) α max{EX̃2t−1, . . . ,EX̃2t−p}+ 12 α2 max{EX̃4t−1, . . . ,EX̃4t−p}.
With Z¯t = max{EX̃4t , . . . ,EX̃4t−p+1} and ω¯ = 2ω + 12ω2 + (2 + 24ω)α ⋅ 2ω1 − 2α , we
obtain the recursion
Z¯t ≤ max{ω¯ + 12 α2 Z¯t−1, Z¯t−1},
which leads to
EX̃4t ≤ ω¯1 − 12 α2 .
(ii) follows now from (4.2).

Lemma 4.2. Let ((X̃t, λ̃t))t∈Z be a stationary Skellam-ARCH process satisfying (1.1a) and
(3.1) and with ω > 0. Then the matrix Σ defined in (3.4) is regular.
Proof of Lemma 4.2. We have that
Σ = 4 E[ZZT ],
where Z = (1,X2p , . . . ,X21)T .
Assume that Σ is singular: then there exists some γ = (γ0, . . . , γp)T ≠ 0p+1 such that
0 = γTΣγ = 4 E[(ZTγ)2],
which implies that
P (ZTγ = 0) = 1.
This means that
γ0 + p∑
i=1X2t−i+1γi = 0
holds with probability 1. Since γ1 = ⋯ = γp = 0 would then imply that γ = 0p+1, there exists
some i0 ≥ 1 such that γ1 = ⋯ = γi0−1 = 0 and γi0 ≠ 0. Then
X2t−i0 = 1γi0
⎧⎪⎪⎨⎪⎪⎩γ0 +
p∑
i=i0+1γiX
2
t−i+1
⎫⎪⎪⎬⎪⎪⎭
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that is, X2t−i0 is fully determined by the past values of the count process. This, however,
leads to a contradiction since
Xt−i0 ∣ Ft−i0−1 ∼ Skellam(λt−i0)
with λt−i0 ≥ ω > 0. Hence, Σ is a regular matrix. 
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