We study the probability that chordal SLE 8/3 in the unit disk from exp(ix) to 1 avoids the disk of radius q centered at zero. We find the initial/boundary-value problem satisfied by this probability as a function of x and a = ln q, and show that asymptotically as q tends to one this probability decays like exp(−c/(1 − q)) with c = 5π 2 /16. We also give a representation of this probability as a functional of a Legendre process.
1. Introduction. In this paper we study certain hitting probabilities for chordal Schramm-Loewner evolution with parameter κ = 8/3 (SLE 8/3 ). We study this question for SLE 8/3 because this process lies in the intersection of two important classes of conformally invariant measures.
On the one hand, we have chordal SLE: these are families of measures on non-self-crossing curves γ, indexed by the simply connected domain D the curve γ lives in, and the endpoints z, w of γ on ∂D. We can think of γ as a random interface separating two different materials on D. If P D,z→w denotes the law of the curve γ in D from z to w, then the family {P D,z→w } is a Schramm-Loewner evolution if members of the family are related by (1) conformal invariance: if f is a conformal map from D to D ′ sending z, w to z ′ , w ′ , then f • P D,z→w = P D ′ ,z ′ →w ′ ;
(2) domain Markovianity: if γ has law P D,z→w , z ′ is an interior point of γ, and we condition on the segment γ ′ of γ from z to z ′ , then the remaining segment of γ, from z ′ to w, has law P D\γ ′ ,z ′ →w ; and if, for the particular case where D is the upper half-plane H, z = 0, w = ∞, the law of γ is symmetric with respect to the imaginary axis. Suppose {P D,z→w } is such a family. Using Löwner's theory of slit mappings [19] , Schramm showed that if t ∈ [0, ∞) → γ t ∈ H is correctly parametrized, γ 0 = 0, D t denotes the unbounded component of H\γ(0, t], and g t : D t → H is conformal with 'hydrodynamic' normalization at infinity lim z→∞ g t (z) − z = 0, then, under P H,0→∞ , g t (γ t ) = √ κB t for a standard 1-dimensional Brownian motion {B t : t ≥ 0} starting at zero and a constant κ ≥ 0, [23] .
On the other hand, we have restriction measures. These are again families of measures {P D,z,w } indexed by simply connected domains D and two boundary points z, w, but this time describing random, closed, simply connected subsets (which we denote also by γ) of D such that γ ∩ ∂D = {z, w}. For example, a simple curve in D from z to w is such a set. We dropped the → in the notation as γ is a point-set without a 'direction.' A family {P D,z,w } is called a restriction measure if it is conformally invariant (as in (1) above), and satisfies the (3) restriction property: if γ has distribution P D,z,w , D ′ ⊂ D and z, w ∈ ∂D ′ , then conditional on {γ ⊂ D ′ } the distribution of γ is P D ′ ,z,w .
In the statement of the restriction property it is understood that z and w are bounded away from the part of the boundary of D that does not belong to ∂D ′ . An example of a restriction measure is a Brownian excursion in D from z to w. As the point-set of the Brownian path is not simply connected it is understood that we take for γ the 'filling' of that point-set, i.e. the complement of the unbounded components of the complement of the path. Restriction is a powerful property. If {P D,z,w } denotes a restriction measure, and if D 2 ⊂ D 1 ⊂ D and z, w ∈ ∂D 2 , then restriction implies in particular that
By conformal invariance it is enough to consider the case when D is the upper half-plane H, z = 0, and w = ∞. That is, suppose that D 2 ⊂ D 1 ⊂ H with 0, ∞ ∈ ∂D 2 . Denote Φ 1,2 : D 1,2 → H the conformal map with normalization lim z→∞ Φ 1,2 (z)/z = 1, Φ 1,2 (0) = 0. Then we can rewrite (1) as
As we can identify a domain with the unique normalized conformal map from that domain to H, we may write F (Φ 1,2 ) = P H,0,∞ {γ ⊂ D 1,2 }. In particular, (2) is equivalent to
that is, F is a homomorphism from the semigroup of conformal maps (with composition) to [0, ∞) (with multipllication). Lawler, Schramm, and Werner showed that this implies the remarkable result that there exists an α > 0 such that where D is a simply connected subdomain of H containing 0, ∞ as boundary points, see [17] . If γ is both, an SLE and a restriction measure, then
where h t is the normalized conformal map from g t (D) to H, and W t = √ κB t .
The first equality in (5) is on account of γ being an SLE, the second a consequence of restriction. It follows that h ′ t (W t ) α is a martingale on {γ[0, t] ⊂ D}. A calculation now shows that this implies κ = 8/3 and α = 5/8, [17] . The self-avoiding random walk satisfies the discrete version of the restriction property and it is conjectured that the scaling limit of self-avoiding random walk is SLE 8/3 , [18] .
We now ask what happens if we restrict to domains D ⊂ H with 'holes,' i.e if D is no longer simply connected. Then it is 'topologically' no longer possible to map D to H. Even more, while connectivity classifies topological equivalence, it does not classify conformal equivalence. For example, two annuli are conformally equivalent if and only if the ratio of outer to inner radius of the former equals that of the latter. In other words, there is a conformal parameter, or modulus, which labels conformal equivalence classes of doubly connected domains, [1] .
However, it is easy to extend restriction measures to multiply connected domains. Suppose {P D,zw } is a restriction measure as above. If D ′ is finitely connected and z, w points on the same boundary component of D ′ , we define
where D ⊃ D ′ is simply connected and z, w ∈ ∂D. Restriction for simply connected domains implies that P D ′ ,z,w is independent of the choice of D, and an inclusion/exclusion argument of Beffara shows that then (6) holds for arbitrary finitely connected domains D ′ , D with D ′ ⊂ D, z, w ∈ ∂D ′ ∩ ∂D, [5] . The identity (1) still holds in this more general context but (2) and (4) no longer make sense. Thus, while we can define restriction measures in multiply connected domains, we cannot calculate-or do not have a functional expression for-the probability that γ hits a 'hole.' Finding a functional expression which generalizes (4) to multiply connected domains is the main motivation for this paper.
To begin, we decided to focus on the simplest case, just one hole, and address this case for the restriction measure which also is an SLE, making SLE-tools available. So suppose γ is a chordal SLE 8/3 in the unit disk U = {|z| < 1} from e ix to 1 and A q = {q < |z| < 1} an annulus. Then
is a function F of x and a = ln q. In this paper we find the initial/boundaryvalue problem to which this function is the solution, see Theorem 3, and show in Theorem 4 that asymptotically
as q ր 1. Using this strong decay we obtain a stochastic representation for
Here Y is a Legendre process on [0, 2π] starting at x at time a < 0 and σ is the first time Y hits the boundary. We give an alternative expression in terms of Jacobi's ϑ-function and Weierstrass' ℘function. Concerning the behavior of F (a, x) as q ց 0 a brief analysis of the initial/boundary-value problem leads to the conjecture (9) F (a, x) = 1 − cq 2/3 sin 2 x/2, q ց 0, for some constant c, see Proposition 5. We give evidence for this conjecture based on an analysis of the partial differential equation solved by F (a, x) in the last section. That 1 − F decays like q 2/3 can actually be derived from the known Hausdorff dimension (i.e. 4/3) of SLE 8/3 . Our approach rests on the argument of Beffara alluded to above, see Lemma 1, and earlier work by Dubédat [6] , as well as [3] , [4] , where the Loewner equation in multiply connected domains is discussed and explicit expressions for the change of the conformal parameters under Loewner evolution are given. Using Beffara's argument, it is easy to see that if D ⊂ A q is doubly connected, e ix , 1 ∈ ∂D, then
where h is defined in terms of the unique conformal equivalence from D to A q ′ which keeps 1 fixed, e ix ′ is the image of e ix under this equivalence, and a ′ = ln q ′ . Equation (10) is the generalization of (4) for SLE 8/3 .
In [6] , Dubédat discusses questions similar to those we discuss here, although he considers SLE 6 and 'locality.' Zhan [24] constructs SLE 2 in an annulus as the scaling limit of loop-erased random walk, by adapting the approach taken by Schramm from simply connected domains to doubly connected domains. To do so, he exploits particular properties of the discrete walk. It is also clear from our calculations that κ = 2 is special in that some of the martingales mentioned below have a particularly simple form in this case. However, we will not pursue this here.
Going from 'locality' to 'restriction' in SLE-type calculations involves taking one more derivative, which leads to expressions which are considerably more expansive. For this reason we begin this paper by changing coordinates from the upper half-plane to a half-strip, where elliptic functions-the indispensable tool of function theory in annuli-have their simplest expression. In Section 3 we use elliptic functions to describe Loewner evolution in an annulus. In Section 4 we obtain the partial differential equation for F using several changes of measure. A more direct approach is possible but we believe that the martingales involved in the measure changes are of interest in themselves. Finally, in Section 5 we obtain the asymptotic behavior for F as q ր 1 and the stochastic representation mentioned above.
2. Chordal SLE in a half-strip. Denote B t a standard 1-dimensional Brownian motion, κ > 0 a constant, and set W t = √ κB t . For u in the upper half-plane H denote g t (u) the solution to the chordal Loewner equation at time t,
The solution exists up to a time T u = sup{t : min s≤t |g s (u) − W s | > 0}, and if K t = {u : T u ≤ t}, then g t is the conformal map from H\K t onto H with hydrodynamic normalization at infinity, lim z→∞ g t (z) − z = 0. The stochastic process of conformal maps g t is called chordal Schramm-Loewner evolution in H from B 0 to ∞ with parameter κ, see [16] . The random growing compact K t is generated by a curve t → γ t with γ 0 = B 0 . If κ ≤ 4, then γ is simple, see [21] . We will sometimes write γ for γ[0, ∞). The function u = cot(z/2) = i e iz + 1 e iz − 1 maps the halfstrip HS ≡ {z : 0 ≤ ℜ(z) ≤ 2π, ℑ(z) < 0} onto the upper half-plane. We will use u to denote the map as well as the variable for the image domain. The sides
of HS are mapped to the slit {iy : y > 1} ⊂ H and the real interval (0, 2π) in the z-plane corresponds to the real axis in the u-plane. Furthermore, the point ∞ in the (extended) z-plane corresponds to i ∈ H and the point ∞ in (the closure of) H has the preimages 0, 2π ∈ HS. If we identify the sides (11), i.e. −iy ≈ 2π − iy, then u = cot z/2 is conformal from HS onto H. In the following we will always assume this identification for points in the z-plane. The inverse mapping is given by
and we recall the derivatives
We define chordal SLE κ in HS from x ∈ (0, 2π) to 0 as the conformal image of SLE κ in H from cot x/2 to ∞ under the mapping (12) . This definition is natural in light of the characterization of SLE as the unique family of measures on non-self-crossing curves which are conformally invariant, satisfy a Markovian-type property and a certain symmetry condition.
Remark 1. It follows from the Riemann mapping theorem that there is a one-parameter family of conformal maps from HS onto H which send 0 to ∞ and x to cot x/2. Choosing a function other than cot z/2 from this family would only result in a linear time-change for the SLE measures. As we will not be interested in when a particular event occurs but rather if it occurs this is of no concern. In fact, we will change the time parameter when it simplifies our calculations.
If the process X is defined by
Under the random time-change t → s with ds = 4 sin 4 (X t /2) dt, we get
For this new time parameter, letg
Then, for each z ∈ HS,
.
imsart-aop ver. 2006/01/04 file: SLE83AOP.tex date: April 6, 2008 Note that the vectorfield Ξ 1 (·, x) has a pole with residue 2 at x. Ξ is the variation kernel of the Riemann sphere expressed in the coordinate u, see [22] . The variation kernel is a reciprocal differential (holomorphic vectorfield) in z-this explains the u ′ -term in the denominator-and a quadratic differential in x-which explains the u ′ (x) 2 -term in the numerator.
Remark 2. Instead of beginning with SLE κ in H, mapping it via u −1 , and then noting that X t satisfies (13), we could have alternatively definedup to time-change-SLE κ in HS by taking a solution to the stochastic differential equation (14) and then solving the chordal Loewner equation (15) in HS.
Remark 3. The solution X s to the SDE (14) is a Bessel-like process on the interval (0, 2π). At the boundary points it behaves like the 3-dimensional Bessel process, see [14] . In particular, with probability 1, X s never leaves (0, 2π).
SLE viewed in an annulus.
For a real number a < 0, cot(z/2) maps the rectangle
This doubly connected domain is conformally equivalent to the annulus
To describe the time evolution of h s we need to use elliptic functions. Denote ζ the Weierstrass ζ-function with periods 2π, 2ia, i.e.
see [9] . ζ is regular in the entire z-plane except for poles with residue 1 at the lattice points 2nπ + 2mia, n, m ∈ Z. ζ is an odd function and ζ(π) = η.
For each x ∈ (0, 2π), a < 0, define the vector field Ξ 2 (·, x) by
ζ, η, and Ξ 2 all depend on a. We will use a in the notation if any ambiguity as to the particular value of that parameter could arise.
Proof. Property (i) follows immediately from the properties of ζ, and (ii), (iii) follow by inspection from (18) . Next, if ℑ(z) = 0, then
where the last equality follows from a well-known identity for Chebyshev polynomials, see [2] . Similarly,
For chordal SLE κ in H from 0 to ∞, and A < 0, set
If κ ≤ 4, then γ is almost surely a simple curve and thus K t = γ[0, t]. In particular, for κ ≤ 4, T A = ∞ if and only if γ ∩ C A = ∅. On s < T A , let a = a(s) be defined as the unique a such that
imsart-aop ver. 2006/01/04 file: SLE83AOP.tex date: April 6, 2008 Then a(0) = A and a(s) > a(t) if s > t (for an integral expression for a(s) − a(t) see [13] ). Set
Then A * ≤ 0 and A * = 0 if and only if T A < ∞. The last statement holds with probability 1 and is a consequence of the fact that a.s. γ s → ∞ as s → ∞. We now change the time parameter from s to a and write γ a , X a , g a , and h A,a for γ s(a) , X s(a) ,g s(a) , and h s(a) . We include A in the subscript of h to keep note of the fact that the definition of h depends on A (or rather R A ). Then γ[A, a] = γ[0, s].
Proof. Set f A,a = h A,a •g a . Then f A,a is the unique conformal map from R A \γ[A, a] onto R a with f A,a (0) = 0. By [13] ,
where Y A,a = h A,a (X a ). Note that Y A,a is the image of the tip of the slit γ[A, a] under f A,a , i.e Y A,a = lim z→γa f A,a (z). Also, it is clear from the mapping properties of f A,a that the left-hand side of (21) is zero at z = 0 and has constant imaginary part 1 if ℑ(z) = A. Next, by the chain rule
Hence
To determine ∂a/∂s we note that the domainsg s (R A ) change smoothly because Ξ 1 (z, x) is smooth away from x. The map h s can be written explicitly in terms of domain functionals, namely the harmonic measures and their conjugates. By Hadamard's formula for the variation of domain functionals under smooth boundary perturbations, see [22] , it follows that ∂ s h s (z) extends continuously to the boundary. In particular, the residues of the two terms on the right in (22) have to cancel. The residue of the first term is 2(∂a/∂s)/h ′ A,a (X a ), the residue of the second 2h ′ A,a (X a ). The theorem now follows.
4.
Hitting probability and associated martingales. We will now draw a number of conclusions from (20) . To simplify notation, we will indicate differentiation with respect to a by ·, and suppress the subscripts a, A when convenient.
Proof. Taking the limit z → X a in (20) gives (23) . The calculation is done by Taylor expansion. By an appropriate version of Itô's lemma ( [20] ),
Also, by (14),
Now (24) follows from (23), .
Remark 4. A time change of the results (23) and (24) had previously been obtained in [6] .
see [9] . Then it follows from (20) thaṫ
In particular,
Note that η in the integrand also depends on b, the explicit form of the dependence being given in (17) .
and, for real α,
Proof. The first identity follows by taking the limit in (26), and then the second follows from Itô's lemma, just as in the proof of Corollary 1. The calculation is tedious but straightforward and is omitted.
For a simply connected domain D and boundary points p, q, we define chordal SLE in D from p to q by conformal invariance from chordal SLE in H from 0 to ∞. This is well defined up to a linear time-change. Denote P D,p→q the law of chordal SLE in D from p to q, and E D,p→q expectation with respect to P D,p→q . Then
where W is a time changed Brownian motion starting at cot x. We note that the last equality follows from basic properties of SLE. Now we need a result from [5] . 
Theorem 2. If F (A, x) denotes the probability that chordal SLE 8/3 in the halfstrip HS from x to 0 stays in the rectangle R A , then
Proof. It follows from (30) that P H,Ws→∞ {γ ∩ g s (C A ) = ∅} is a martingale on s < T A . Since 
Since F (A, x) = P HS,x→0 {γ ⊂ R A }, the theorem now follows.
then M is a martingale with M A,A = 1 and
Proof. We have
If κ = 8/3 and α = 5/8 then all drift terms except for the first vanish. Since M is also bounded for a < 0 the proposition follows.
Remark 5. If κ > 0 is arbitrary and α = (6 − κ)/2κ, then the drift term of d h ′ (X) sin 2 (X/2) α /α h ′ (X) sin 2 (X/2) α reduces to
Denote P the law of the underlying Brownian motion B, and denote F a the associated filtration after the time-change t → a. Define the probability measure Q by dQ dP
Corollary 3. Under the measure Q,
Proof. The two statements follow from Girsanov's theorem, [20] , in conjunction with Theorem 2, Proposition 2, and (24) .
Let θ(x|a) = ϑ 1 (x/2π), where ϑ 1 is Jacobi's thetafunction
see [9] . We note that if A * < 0, then A * is the first time that Y , starting at Y A at time A < 0, hits {0, 2π}. If A * = 0, then Y does not hit {0, 2π}.
Proposition 3. If κ = 8/3, A < 0, and
then, under Q, N is a martingale with N A,A = 1 and
Proof. Denoting differentiation with respect to the spatial variable by a ′ and using (32), we have
The term in brackets can be rewritten as
Thus for κ = 8/3, β = −3/4,
The proposition now follows from (33) and (28).
Define the probability measure R for a < A * by
, then under the measure R,
is a martingale for a < A * and Y A,a satisfies
Proof. This is again a consequence of Gisanov's theorem.
Furthermore , F (a, x) is the unique solution to the evolution equation
for (a, x) ∈ (−∞, 0) × (0, 2π), and with initial condition Finally, the solution F is symmetric, F (a, x) = F (a, 2π − x).
Proof. The partial differential equation for G is a consequence of Theorem 4 and Itô's lemma. The equation for F follows from the equation for G. Finally, that F (a, 0) = 1 is clear and it is also known, for example by considering the Hausdorff dimension of the SLE 8/3 curve, that lim a→−∞ F (a, x) = 1.
Asymptotic behavior and stochastic representation of the non-intersection probability.
For the stochastic representation of the solution of (37) we need to know the asymptotics of F (a, x) as a ր 0. The asymptotic behavior of this probability is easiest to study and to express in a horizontal half-plane slit domain. We can change coordinates by z → 2ζ(z|a) − 2ηz/π, which maps R a conformally onto (38) H\{z : −L ≤ ℜz ≤ L, ℑz = 1}, for some constant L = L(a) > 0. This can be seen for example from Proposition 1.
Lemma 2. For L = L(a) we have
Proof. If x is real and z = x + ia, then
In particular, if x = π the real part is zero. Also, from the mapping properties it is clear that x → ℜ ζ(z) − η π z has a unique maximum x max (a) and minimum x min (a), which are symmetric about π. Then
We will now choose x = −ca for an arbitrary constant c > 0. Set x n = na, n = 0, 1, 2, . . . . Then x n − x n−1 = a and
Moreover, the convergence of the Riemann sums is uniform in c. From this, and the fact that c → tanh cπ/2 is increasing and converges (exponentially fast) to 1 as c → ∞, the Lemma is now easily derived.
In what follows we will mean by f (a) ≍ g(a) as a ր 0, that lim aր0 log f (a)/ log g(a) = 1.
Theorem 4. For every x ∈ (0, 2π) we have
as q = e a ր 1, and where L is half the length of the slit in the horizontal half-plane slit domain conformally equivalent to R a as descried in (38).
Proof. For simplicity of notation we will proof the statement for x = π. For other values of x the argument we present below is readily adapted and the asymptotic behavior remains unchanged. Note that F (a, π) = P H,0→∞ {γ ∩ C q = ∅} = P HS,π→0 {γ ⊂ R a }.
We now change coordinates to a horizontal half-plane slit domain: If u = cot z/2, then u → Φ(u) ≡ 2ζ(z|a) − 2ηz/π is a conformal equivalence from H\C q onto H\{z : −L ≤ ℜz ≤ L, ℑz = 1} such that Φ(0) = 0, and Φ(∞) = ∞. Thus, from Lemma 1,
From the definition,
If u → ∞ then z → 0 and Φ ′ (u) → 1. So Φ ′ (∞) = 1 for all a < 0. On the other hand,
As
In fact, it can be shown that Φ ′ (x) has a global maximum at x = 0 and decreases to 1 on both sides. To estimate P H,0→∞ {γ ∩ {z : −L ≤ ℜz ≤ L, ℑz = 1} = ∅}, we use the fact that we can 'translate' intersection probabilities between restriction measures with different exponents α. To obtain an upper bound, let Z t = X t + iY t be a Brownian excursion in the upper half-plane from 0 to ∞, i.e X t is a linear standard Brownian motion started at 0, and Y t is a 3-dimensional Bessel process, also started at 0. Then the filling of Z[0, ∞) is a restriction measure with exponent α = 1, and
For this relation and more on restriction measures, see [17] . Next, Thus
On the other hand, if σ x = inf{t > 0 : |X t | = x}, then by [12, chapter 2.8] ,
where ≈ means that the ratio of the two sides approaches 1 as L → ∞. This shows that exp − 5π 8 L is an upper bound for the asymptotic behavior of F (a, π).
For a lower bound, we will compare F (a, π) to the probability that γ escapes certain 'hooks.' By a hook of height s and width 2L, denoted H(s, L), we mean the vertical line segment from (−L, 0) to (−L, is) together with the horizontal line segment from (−L, is) to (L, is). Denote Φ = Φ s,L the conformal map from H\H(s, L) onto H with Φ(z) ∼ z as z → ∞ and Φ(0) = 0.
Then the probability that γ avoids H(s, L) is Φ ′ (0) 5/8 . To estimate Φ ′ (0) for a hook of small height and large width, consider the chordal Loewner equation with driving function ξ(t) = t, i.e. g t (z) is the solution to
The solution of the Loewner equation for this driving function was studied in [11] . If h = g − ξ, then ∂ t h = (2 − h)/h and the solution is given implicitly by
Differentiating, we find
Thus, if z = t/2, then h − 2 = exp(−h/2)e −t/4 (t/2 − 2),
As usual, denote K t the minimal compact subset of H such that g t : H\K t → H is conformal. Then K t is "close" to a hook of height 2π and width t, shifted horizontally so that it starts at 0. More precisely, for any ǫ > 0 there is a t 0 such that dist(2π, ℑ(K t \K t 0 )) < ǫ for all t > t 0 , and max{ℜ(K t )} = t − 2 ln t + o(1). Since we are only interested in the logarithmic asymptotic behavior these deviations do not matter. Alternatively, we can fit K t over a hook of height 2π and width t. For that we would have to use rescaling and increase t to t + δ which again would not influence the asymptotic behavior of the quantity we will be calculating. For more on the shape of K t and its precise asymptotics, see [11] . In particular, the derivative (in space) of g t at z = t/2 is comparable to the derivative of Φ 2π,t/2 at 0. 
Finally, if γ ∩ {z : −L ≤ ℜz ≤ L, ℑz = 1} = ∅, then γ either has to escape the hook of height 1 and width 2L, or its image under reflection on the imaginary axis, or hit both those hooks. As these cases are mutually exclusive, it follows that Φ ′ (0) 5/8 provides a lower bound on the probability of γ ∩ {z : −L ≤ ℜz ≤ L, ℑz = 1} = ∅. Using Lemma 2 the theorem now follows.
We next give a stochastic representation of the solution to (37). To this end we change measure one more time. Let
It is an easy calculation that-under the measure R-Ñ A,a is a martingale on a < A * . If we define the measureR by dR/dR|F a =Ñ A,a , then we have the following Theorem 5. Under the measureR the process Y A,a satisfies
and if A * = 0, then lim aրA * M A,a = 0, while if A * < 0 and Q * = e A * , then
Proof. It follows from the infinite product representation of ϑ 1 , see [9] , that
Now Girsanov's theorem, Proposition 4, and the explicit expression for ℘ show that M is a local martingale. That it is a bounded martingale follows from the limiting behavior as a ր A * , which we now establish. If A * < 0, then Y A,A * = 0 and (46) follows directly from (45). On the other hand, if A * = 0, then Y A,A * = 0 a.s. and it follows from Theorem 4 that F (a, Y A,a ) decays like exp(−c/(1 − q)) with c = 5π 2 /16. We will now show that
Similarly, if we set x n = 1 + q 2n , n ≥ 0, then x n−1 − x n = (x n − 1)(1 − q 2 )/q 2 for n ≥ 1, and so
Now, (50) and (51) imply (49). Thus M is a bounded martingale and (47) follows from the optional sampling theorem.
Remark 6. UnderR, Y is a Legendre process whose boundary behavior is that of a 0-dimensional Bessel process, i.e. 0 and 2π are absorbing, see [20] . By (48), 
We now briefly discuss the case q ց 0. As we could not find stronger convergence results for PDEs such as (37) in the literature we can only establish the rate in a weak sense, see Remark 8.
Using the formulas for ζ, η, and ℘, we can write (37) as −∂ a F = 4 3 F ′′ + − In particular, the coefficient of the zeroth-order term is nonsingular in x and vanishes for x = 0. We note also that the summation in the zeroth-order term begins with n = 2 because (1 + cos x)/ sin x = cot x/2.
To guess the behavior of F as q ց 0 we consider the PDE obtained by setting q = 0 in (53), Proof. This follows easily from separation of variables.
Remark 7. The exponent 2/3 is as expected. It has previously been derived from the fact that the Hausdorff dimension of SLE 8/3 is 4/3, see [15] .
It is clear from the form of the equation (54) and the initial-boundary value conditions that multiplication of a solution by a constant gives another solution. For the full equation (53) this is not the case. The corresponding equation for 1 − F has the same initial and boundary value conditions as (55) but the equation is no longer homogeneous.
Remark 8. The Galerkin approximation, see [7] , for (53) (or rather for the inhomogeneous equation satisfied by 1 − F ), using the orthonormal system (1/ √ π) sin((2k − 1)x/2), k = 1, 2, . . . , gives as first approximation to 1 − F π −1/2 q 2/3 (1 − q 2 ) 1/2 It is a weak solution of the equation for 1 − F when testing against the 1dimensional space spanned by w 1 . For larger subspaces the systems of ODEs the Galerkin approximation gives rise to, did not appear tractable to us.
