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Abstract
We propose the fast semi-analytical method of modelling the polarization curves
in the voltammetric experiment. The method is based on usage of the special func-
tions and shows a big calculation speed and a high accuracy and stability. Low
computational needs of the proposed algorithm allow us to state the set of Inverse
Problems of voltammetry for the reconstruction of metal ions concentrations or the
other parameters of the electrolyte under investigation.
1 Introduction
The methods of the voltammetric measurements and the mathematical processing of
them are often used for a wide set of the electro-chemical and physical problems, such
as: the definition of metal ions in electrolytes, refinement or definition of the other
parameters of the processes in electrochemical systems. Such methods are based on
usage of the polarization phenomenon for obtaining and interpreting the polarization
curves - the dependencies of the system current on the applied voltage. Variety of the
systems for voltammetric research leads to a big number of the mathematical methods
of a processing the obtained information (see [1]-[2]). The most popular and effective
of them are based on the regression analysis or on the research of physico-mathematical
models of the diffusion processes and the processes near the electrodes.
In the experimental sense, the regression analysis is based on usage of the auto-
matic periodic update of the electrode working surface and programmable controllers
of generating the potential sweeps ([3]). Polarization of the electrode with the lin-
early changing potential, registration of the voltammetric dependencies and statistical
processing supposed to be done automatically ([3]). The object function (regression
dependence) refers to the dependence of the currents and the potentials of the peaks
of the voltammetric curves on the metal ion concentrations. Such dependencies are
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obtaining using the factor experiment planing. The process of building such dependen-
cies is a very labour intensive and complicated. For each private case we need to make
a huge number of experiments, which is necessary for the statistical building of the
regression models. Furthermore, there is a threat of loosing the accuracy on the three
steps: experiment, data processing and solving of the Inverse Problems of definition of
concentrations or other parameters.
On the other side, the most simple methods of the determined modelling of voltam-
metric curves are often based on the private cases. For example, in [4] the analytical
description of the polarization curves is based on the least square method. For very
slow potential sweeps one can also solve quasi-stationary diffusion equation [5]. In
general case, we have to solve the system of equations, describing diffusion and elec-
trode processes. However, the solution of these equations with the classical methods
is rather complicated and needs big computational resource, especially when the big
number of model is needed.
We propose fast semi-analytical method of modelling the voltammetric curves with
usage of special functions. The possibility of fast numerical modelling allows us to
state the Inverse Problem of voltammetry, main purpose of which is the definition of
voltammetry process parameters (including metal ion concentrations).
The diffusion and electrode processes in voltammetry can be described with the
following system of parabolic type equations (PDEs).
∂Ck
∂ t
= Dk
∂ 2Ck
∂x2
,
Ck(x,0) =Ck0, C
k(δk, t) =Ck0,
∂Ck
∂x
(0, t) =
ik(t)
ZkFDk
,
i(t) =
K
∑
k=1
ik(t) t ∈ [0,T ], x ∈ [0,δ ], k = 0,1, ...,K−1,
(1)
where index k= 1,2, ...,K−1 denotes the number of electro-active component of water
solution of electrolytes, Ck(x, t) - mass-transfer of k component, ik(t) - partial current,
i(t) - shared current of the system (polarization curve), Dk,Zk - electrochemical con-
stants (values, corresponding to different substances can be found in electrochemical
tables, for example in [6]), δk - thickness of the diffusion layer of k component of the
system, Ck0 - the concentration of k component outside the diffusion layer and T - time
of research of the process.
Due to [1], partial currents ik and system potential E(t) are related with the follow-
ing formula:
ik(t) = ik0
(Ck(0, t)
Ck0
e
αkZkF
RT (E(t)−Ek0)− e (αk−1)ZkFRT (E(t)−Ek0)
)
, (2)
where Ek0 - threshold potential of k system component and i
k0,αk - current of exchange
and transfer coefficient, which correspond to k system component.
Note that during the experiment we obtain the dependence i(E), which is the defi-
nition of polarization curve. However, potential sweep E(t) is a linear function of time
t. For convenience, without any loss of generality we are changing the polarization
curve i(E) with i(t).
For brevity, we introduce the following notations:
Nk(t) = e
αZkF
RT (E(t)−Ek0), Rk(t) = e
(α−1)ZkF
RT (E(t)−Ek0). (3)
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Due to these notations, (2) will take a form:
ik(t) = ik0
(Ck(0, t)
Ck0
N(t)−R(t)
)
, (4)
From these equations we can allocate two problems: direct and inverse. The first
one is the modelling of the polarization curve with all known parameters. The second
(Inverse Problem) is a problem of definition of some parameters on base of known
polarization curve and system 1.
2 Finite-dimensional approximation of voltammetric curve
2.1 General approach
Let the experimental curve i(t) is given on some uniform mesh t j ∈ [0,T ],0≤ j≤N−1.
Since the current of the system, obtained experimentally is a sum of partial currents of
corresponding elements of the system, we represent it in the following form:
i j ≡ i(t j) =
K−1
∑
k=0
ikj, (5)
where ikj ≡ ik(t j) - values of partial currents in the given nodes t j.
Statement. Let the function ik(t) can be presented on interval t ∈ [0,T ] as a linear
combination
ik(t) =
N−1
∑
m=0
amlm(t), (6)
where am ∈ R1 and lm(t),m = 0,1, ...,N−1 - some continuous functions.
Then the solution Ck(x, t) of the equations (1) can be written in form:
C(x, t) =C0+
N−1
∑
m=0
amϕkm(x, t), (7)
where functions ϕ(x, t) are the solutions of the following problem:
∂ϕkm
∂ t
= D
∂ 2ϕkm
∂x2
; ϕkm(x,0) = 0; ϕ
k
m(δ , t) = 0;
∂ϕkm
∂x
(0, t) =
lm(t)
ZkFDk
, t ∈ [0,T ]
(8)
We note that the proof of this statement can be easily done with usage the unique-
ness of the solution of the diffusion problem; one can see this proof in [5].
For brevity we omit the indexes k in further consideration.
∂ϕm
∂ t
= D
∂ 2ϕm
∂x2
; ϕm(x,0) = 0; ϕm(δ , t) = 0;
∂ϕm
∂x
(0, t) =
lm(t)
ZFD
, t ∈ [0,T ]
(9)
This problem was considered and solved in [7]. General solution can be written in
form
3
ϕ(x, t) =− 1
ZF
t∫
0
lm(τ)G(x,0, t− τ)dτ, (10)
where function G(x,ξ , t) is a source function:
G(x,ξ , t) =
1
δ
+
2
δ
+∞
∑
n=1
e−
n2pi2D
δ2
tcos
npix
δ
sim
npiξ
δ
.
Thus, due to the fact that we are interested only in ϕ(0, t), the solution of (9) can be
written in form:
ϕ(0, t) =− 1
δZF
t∫
0
lm(τ)
(
1+2
+∞
∑
n=1
e−γn(t−τ)
)
dτ =
− 1
δZF
(
Im(t)+2
+∞
∑
n=1
Jnm(t)
)
,
(11)
where
Im(t) =
t∫
0
lm(τ)dτ, Bnm(t) =
t∫
0
lm(τ)e−γn(t−τ)dτ, γn =
n2pi2D
δ 2
. (12)
2.2 Piecewise-linear approximation
Consider the following functions:
levenm (t) =

tm+1− t
tm+1− tm , if t ∈ [tm, tm+1]
0, if t /∈ [tm, tm+1]
(13)
loddm (t) =

t− tm−1
tm− tm−1 , if t ∈ [tm−1, tm]
0, if t /∈ [tm−1, tm]
(14)
On each interval t ∈ [tm, tm+1] curve is presented with the sum of increasing and
decreasing linear functions:
i(t) = imlevenm (t)+ im+1l
odd
m+1(t), (15)
and, on the whole interval of interest t ∈ [0,T ]:
i(t) = i0leven0 (t)+ i1l
odd
1 (t)+ i1l
even
1 (t)+ i2l
odd
2 (t)+ ...+ i
odd
N−1(t) =
= i0leven0 (t)+
N−2
∑
m=1
im
(
loddm (t)+ l
even
m (t)
)
+ iN−1loddN−1(t) =
N−1
∑
m=0
imlm(t),
(16)
where
lm(t) =

lodd0 (t), if m = 0,
loddm (t)+ l
even
m (t), if m = 1,2, ...,N−2,
loddN−1(t), if m = N−1.
(17)
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Using the expressions 17, we can write Bnm from 12:
Bnm(t) =

Bn(even)0 (t), if m = 0,
Bn(odd)m (t)+B
n(even)
m (t), if m = 1,2, ...,N−2,
Bn(odd)N−1 (t), if m = N−1.
(18)
where Bn(odd)m and B
n(even)
m are the integrals of functions loddm and l
even
m .
Taking into account 13 and 14 we can write:
Bn(odd)m (tl) =

0, l ≤ m−1
1
d
tm∫
tm−1
(τ− tm−1)e−γn(tm−τ)dτ, l ≥ m
Bn(even)m (tl) =

0, l ≤ m
1
d
tm+1∫
tm
(tm+1− τ)e−γn(tm+1−τ)dτ, l ≥ m+1
We introduce the notations:
Unm ≡Un =
tm∫
tm−1
e−γn(tm−τ)dτ =
1− e−γnd
γn
(19)
V nm =
tm∫
tm−1
τe−γntm−τdτ =
1
γn
(tm− tm−1e−γnd−Un). (20)
thus, Bm(t) can be calculated using the following expressions:
Bnm(tl) =

0, l < m,
1
d
(V nm− tm−1Un), l = m;
1
d
(V nm−V nm+1+2dUn), l > m;
Bn0(tl) =

0, l = 0,
1
d
(t1Un−V n1 ), l > 0;
(21)
BnN−1(tl) =

0, l ≤ N−2,
1
d
(V nN−1− tN−2Un), l = N−1.
In this case it is easy to calculate the integral Im(t). Functions loddm (t) and l
even
m (t) on
intervals t ∈ [tm, tm+1] are linear and non-negative and the integral can be calculated as
a square of the area under the curves. Thus,
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I0(tl) =

0, l = 0,
d
2
, l > 0;
Im(tl) =

0, l < m,
d
2
, l = m;
d, l > m;
IN−1(tl) =

0, l ≤ N−2,
d
2
, l = N−1.
(22)
Substituting (21) and (22) to (11) we can obtain functions ϕm(0, t). This method is
fast and undemanding to the computational resource because of existence of the ana-
lytical formulae for integral Jnm(t). Thus, it is advisable to use this method in iterative
calculation of the parameters under investigation, which needs repeated solving of the
direct problem of modelling voltammetric curves (this method will be considered be-
low). Method of piecewise-linear approximation of the voltammetric curves is suitable
for most of modelling and Inverse Problems of voltammetry. As some disadvantages
we can highlight less accuracy of the approximation of strongly-nonlinear parts of the
voltammetric curves, but this is rather rare type of voltammetric curves. Also, we note,
that this disadvantage is easily being coped with some oversampling of measured data.
3 The Inverse Problem
In this section we assume the polarization curve i(t) to be known - obtained with
voltammetric experiment. The aim of Inverse Problem is to define some of parame-
ters Ck0,αk, i
k
0,Dk,E
k
0 using the curve and equations (1-4).
3.1 General approach.
Let us define the formal vectorΩ, which consists of the parameters to be found. For ex-
ample, if we need to find parameters Ck0 and αk, vectorΩ= {C00 ,C10 , ...,CK−10 ,α0,α1, ...,αK−1}.
We define the cost functional S(Ω) as a difference between modelled and experimental
curves:
S(Ω) = ||iΩ(t)− i(t)||2B, (23)
where iΩ(t) - the current, modelled using parameters from vector Ω, B - some Banach
space. The space B can be designed to converge algorithm faster, or to do some regu-
larization (for example, in future we plan to build (23) as a strongly convex functional,
see [8]), but in this work we use the space B = L2(0,T ). We call approximate solu-
tion a vector Ω∗, on which functional (23) reaches its minimum, i.e. the parameters,
minimizing the difference between modeled and experimental curve. Thus, the Inverse
Problem is reduced to the optimization problem. Of course, to solve this problem we
need firstly prove an existence, uniqueness and stability of its solution. In general case
such proof is a complicated mathematical problem. However, mostly we need only
find the concentrations Ck0, currents i
k
0 and transmitting coefficients αk. For this private
cases existence and uniqueness of such problem can be easily proved (see some proofs
in [9]). Further we consider only these cases. Despite the fact that we do not present
here strict mathematical research of stability of approximate solution, our numerical
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experiments show, that it is stable. We propose two approaches to the optimization
problem for the functional (23).
3.2 Analytical optimization.
The cost functional (23) is a quadratic functional, which allows us to find its minimum
analytically using the equation ∇S(Ω) = 0, where ∇ denotes a gradient. Such approach
can be very fast and elegant. However, this approach is not flexible, because we have
to find analytical solution for each configuration of formal vector Ω. Below we show
very briefly the analytical solution for Ω= {C0}. This solution considered in details in
[9] and presented here just to explain the main idea of the analytical approach.
3.2.1 Analytical approach for single-component task.
Let us consider the single-component problem. For brevity, we omit component in-
dexes k. We construct the cost functional using the variable ξ = 1/C0:
Sin f (ξ ) = ||iξ (t)− i(t)||2L2 , (24)
where i(t) is the experimental curve and iξ (t) is the curve, modelled for given ξ . On
finite mesh this function takes the following form:
S(ξ ) =
N−1
∑
l=0
(
iξl − il
)2
, (25)
Here fl = f (tl) for any function f (t).
For brevity of further discussion, we add one more notation to the group (3):
L(t) =
N−1
∑
m=0
imϕm(0, t), (26)
and, referring to (7), rewrite the expression (4) in the following form:
i(t) = i0(1+ξL(t))N(t)−R(t). (27)
The approximate solution ξ is a minimizer of (25):
ξ =
N−1
∑
l=0
LlNl
(
il + i0(Rl−Nl)
)
i0
N−1
∑
l=0
L2l N
2
l
, (28)
We derived this formula in [9].
Note that if we need to find another parameters, the analytical solution will be
presented in another form. However, the idea is the same.
As advantages of this approach:
• Big calculation speed and low calculation resource needs - we do not need to
solve the equation (1).
• Simplicity of the implementation.
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Disadvantages:
• Low stability to noises in experimental curve.
• Low flexibility - if we need to reconstruct other parameters, we have to obtain
another formulas. In case of searching on several parameters, the analytical so-
lution can be complicated and cumbersome.
3.2.2 Analytical approach for Multi-component task.
Multi-component task can be easily reduced to the set of a single-component problems.
Consider for simplicity double-component task (K = 2) with the component threshold
potentials E10 > E
0
0 . We highlight two important points:
1. The system current i(t) is a sum of the partial currents;
2. The partial current ik(t) = 0 when t : E(t)< Ek0 .
These points allow us to allocate a part (t : 0 ≤ E(t) ≤ E10 ) of the polarization curve,
which represents only one electro-active component. Thus, considering this part of
the curve, we can state the single-component problem for the component k = 0. After
solution of this problem using the formula (28), we can build a model i0(t) for the first
component. The curve of the single-component problem for the second component can
be obtained with subtraction: i1(t) = i(t)− i0(t).
However, in real situations, the threshold potentials can be rarely separated enough
clear for using this approach. Moreover, the disadvantages of analytical approach more
affects the solution in case of K > 1 because of using for each component calculation
the part of the experimental curve, often lying in area of weak currents. Such task
requires the research of ill-posedness and developing some regularization algorithms.
In this article, despite a good potential, we do not describe this approach.
3.2.3 Iterative approach.
The essence of this approach is searching the minimum of the cost functional using
iterative optimization. In general, the cost functional can be built as a norm on different
Banach spaces, which allows to apply regularization procedures (see [10]), clarify the
solution or stability to errors in experimental curves or table parameters. In this article
we consider norm L2, in which (23) takes the form:
S(Ω) = ||iΩ(t)− i(t)||2L2 , (29)
The advantage of this approach is a flexibility with respect to the parameters to be
found. Below, in numerical examples, we show the efficiency of searching two param-
eters (instead of one) for the single-component problem. Iterative optimization allows
to include in calculation as many parameters, as we need. Also, such optimization
is flexible to iterative optimization methods, such as Hooke and Jives method ([11]),
Newton method, Conjugated gradients [12] and other.
For solving multi-component problem we propose to use iterative methods. The
only disadvantage of an iterative approach is lower calculation speed. However, this
deficiency does not look very serious because of fast development of computing equip-
ment. In our numerical tests we discovered that calculations spend split seconds us-
ing rather old laptop processor. In our numerical research we used Hooke and Jeeves
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method and Conjugate gradients; however, the best result was obtained with Hooke
and Jeeves algorithm. Thus, all results, presented in our article, were obtained with
this optimization.
4 Numerical tests
This section shows some numerical examples of parameters reconstruction. In subsec-
tion ”Model tasks” we consider result of the reconstruction of curves, modelled with
known parameters using straight solution of (1). All presented results were obtained
using standard personal computer with processor Intel Core-i3.
4.1 ”Experimental” data for model tasks.
The curves, used as an experimental data for model tasks, were modelled using straight
solution of (1) with all known parameters. To obtain this solution we used implicit
Finite-Differential schemes ([13]) on uniform mesh with size (1000× 10000). Such
dense mesh was used to increase the stability of implicit scheme and to reduce the error
in modelled curve to the minimum. To make situation more real, we added white noise
with amplitude 10% of maximum current value. The form of such noise corresponds
to real measurements, and the amplitude was increased to demonstrate the stability of
the method.
Since all constants are known for model task, we can estimate an accuracy of our
reconstruction.
4.2 Single-component model task.
In this subsection we present the results of modelling and solution of an Inverse Prob-
lem for model single-component task. Voltammetric curve, used an experimental, de-
fined by Table 1.
Table 1: Electrochemical parameters for single-component model
Parameter Value
Z 2
D 7.5e−06
α 0.32
E0 −0.11
i0 0.000708
The result of solving of two Inverse Problems for single-component task is pre-
sented on Fig.1. We minimized of the cost functional using Hooke and Jeeves algo-
rithm. During the calculations we got one interesting observation: involving in cal-
culations two parameters (instead of one) can sufficiently increase the accuracy of re-
construction. More precisely, we obtained calculation error 3.44% reconstructing only
one parameter, and errors 1.05% and 1.6% for two parameters. Moreover, some pa-
rameters (for example, i0) can be calculated only together with other parameters - our
calculation failed while computing only i0.
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a) b)
Figure 1: Results of modelling and reconstruction for noised model task, defined in Table 1. On
both pictures we use as an experimental curve the result of modelling using the straight solution
of (1) with added white additional noise (10%). a) Curve, modelled with special functions after
reconstruction of parameter C0 only. Calculation error: 3.44%. b) Curve, modelled with special
functions after reconstruction of parameters C0 and α . Calculation error: 1.05% and 1.6% for
parameters C0 and α respectively.
4.3 Double-component model task.
For this test we used enter data (curve), modelled using electrochemical parameters,
shown in Table 2.
During this calculations we also obtained the same effect: efficiency of calculation
of two parameters in time (C0 and λ ) is higher in comparison with one-parameter cal-
culation. More precisely, we obtained error 19% and 16.2% respectively, calculating
only parameters C00 and C
1
0 .
Table 2: Electrochemical parameters for double-component model
Parameter Values for the first component Values for the second component
Z 2 2
D 6.1e-06 6.5e-06
α 0.144 0.32
E0 -0.18 -0.05
i0 0.0064 0.0079
In case, when parameters αk also have being calculated, we obtained errors 3.6%
and 6.6% for concentrations C00 and C
1
0 and 14% and 1.2% for transmission numbers
α0 and α1. Enter curve, modelled for this task (with parameters from Table2), and the
results of modelling for reconstructed parameters are presented on Fig.2.
4.4 Single-component real task.
In this subsection we present the results of real voltammeric curve processing. The ex-
perimental data are obtained during the voltammetry for Cu electrolyte. All parameters
are already presented in Table 1 (above we used these parameters for single-component
model task). Because of knowing these parameters, we also can estimate an accuracy
of the reconstruction. As above, the accuracy of reconstruction of two parameters is
10
a) b)
Figure 2: Results of modelling and reconstruction for noised model task, defined in Table 2. On
both pictures we use as an experimental curve the result of modelling using the straight solution
of (1) with added white additional noise (10%). a) Curve, modelled with special functions after
reconstruction of parameters Ck0 only. Calculation errors: 19% and 16.2% for C
0
0 and C
1
0 re-
spectively. b) Curve, modelled with special functions after reconstruction of parameters C0 and
α . Calculation error: 3.6%, 6.6% for C00 , C
1
0 and 14%, 1.2% for α
0 ,α1
higher than the accuracy of one parameter reconstruction. In first case we obtained an
error 19.2% for reconstructed value of concentration C0, and 4.6% and 12.2% for pa-
rameters C0 and α in case of two parameters calculation. Experimental and modelled
curves for both cases are presented on Fig.3
a) b)
Figure 3: Results of reconstruction for real task (parameters in Table 1). a) Curve, modelled
with special functions after reconstruction of parameter C0 only. Calculation error: 19.2%. b)
Curve, modelled with special functions after reconstruction of parameters C0 and α . Calculation
error: 4.6%, 12.2% for C0 and α respectively.
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