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Abstract
Large Eddy Simulation (LES) of turbulence in complex geometries is often conducted using dis-
cretizations with highly inhomogeneous resolution. The issues associated with resolution inhomogeneity
are related to the noncommutativity of the filtering and differentiation operators, often referred to as
the commutation error. While the commutation error is well recognized, it is often ignored in practice.
Moreover, the commutation error related to the implicit filter (i.e., projection onto the underlying dis-
cretization) has not been well investigated. Most of the previous work concerning the commutation error
has only applied to smooth convolution filters or has only addressed the additional commutation error
that arises from applying explicit filters on top of the implicit filter. Modeling of the implicit commu-
tation error that arises from the noncommutativity between numerical projection and differentiation is
crucial for correcting errors induced by resolution inhomogeneity that arise in practical LES settings.
Here, we investigate how the implicit commutation error manifests in simulation and demonstrate its
impact on the convection of a packet of homogeneous isotropic turbulence through an inhomogeneous
grid. A connection is made between the implicit commutation error and the propagation properties of
the underlying numerics. A model is proposed for the correction of these issues in the case considered
here, which highlights important characteristics of commutation models for LES and the importance
of considering numerical properties during the formulation of subgrid stress models in general. Several
insights are discussed that could also be applied to other issues in LES, such as discretization error.
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1 Introduction
Computational simulation of fluid flow plays an increasingly important role in understanding the physics that
govern many complex engineering systems. However, the utility of simulation is limited by the reliability
of the underlying models and numerical methods. This is particularly problematic in turbulence modeling
where challenging flow features, a wide range of interacting scales, limited computational resources, and
complex geometries combine to demand highly sophisticated models. Large Eddy Simulation (LES) has
long been promised to be a computationally tractable solution to many of the challenges associated with
the simulation of practical turbulent flows. However, several deficiencies of LES must still be addressed
before this promise is fulfilled. In particular, LES models are typically built with the assumption of isotropic
unresolved turbulence in equilibrium with the large scales, homogeneous isotropic filtering/resolution, and
proper representation of all resolved scales by the underlying numerics. All of these assumptions are violated
in practical simulations of high Reynolds number flows. In this work, we address the issue of inhomogeneous
filtering/resolution.
The issues associated with resolution inhomogeneity are related to the noncommutativity of the filtering
and differentiation operators in the filtered Navier-Stokes equations. This is referred to as commutation error,
first introduced by Ghosal and Moin [1]. Since then, several investigators have acknowledged the significant
impact commutation error can have on the solution [2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Despite this, correction of
the commutation error is often ignored in practice because of the modeling challenges involved. Nevertheless,
correction of the commutation error is crucial for developing robust subgrid stress (SGS) models for practical
LES applications. Furthermore, Hamba [12] showed that the impact of resolution inhomogeneity on hybrid
RANS/LES applications can be significant because the resolution must change drastically when transitioning
to/from LES and RANS regions. Modeling of commutation effects will, therefore, also be necessary for these
more sophisticated turbulence modeling techniques, which inherit the deficiencies of the traditional SGS
models they are based upon.
Most of the previous work addressing the commutation error has come out of the explicit filtering com-
munity. Motivated by controlling numerical error arising from inadequately resolved scales of motion, the
explicit filtering approach attempts to “separate” the filter from the discretization by defining an explicit
filter whose width is much larger than the mesh spacing [10, 13, 14, 15, 16, 17]. Commutativity with dif-
ferentiation is viewed as a requirement of explicit filters to address the commutation error. In this context,
van der Ven [2] introduced a one-parameter family of analytical filters that commute with differentiation
up to a given order in filter width. Vasilyev et al. [3] generalized the work of [1] and developed a set of
constraints for constructing discrete filters that commute with differentiation up to a desired order. This
work was extended to unstructured meshes by Marsden et al. [4].
Projection onto the discretization is ultimately responsible for discarding information of the turbulent
field, so the discretization cannot be separated from the filter since it is the filter (often referred to as an
implicit filter.) Therefore, commutative explicit filters only ensure that the explicit filtering process does
not introduce any commutation error in addition to that introduced by the implicit filter. While this is
certainly a necessary requirement for the explicit filtering approach, it does not address the main issues
of the commutation error that arise in practical LES settings. It should also be noted that most LES
applications rely solely on implicit filtering. Similarly, the original analysis of Ghosal and Moin [1] only
applies to smooth convolution filters, not implicit filters. The implicit commutation error arising from the
noncommutativity between numerical projection and differentiation has not been well investigated and is
the focus of this work.
In this paper, we investigate how the implicit commutation error manifests in simulation. We uncover the
requirements of SGS models in regions of resolution inhomogeneity by examining the impact of the implicit
commutation error on a turbulent field as it convects through an inhomogeneous grid. This study enables
the development of new models that are able to correct for the deficiencies of traditional SGS models in
these contexts. These findings are crucial for the development of robust turbulence models for practical LES
applications, which often depend heavily on the use inhomogeneous grids.
The remainder of this paper is organized as follows: the implicit commutation error is investigated in
Section 2; existing literature on numerical wave propagation is reviewed in the context of the commutation
error in Section 2.1, and the impact of the implicit commutation error on the convection of a packet of
homogeneous isotropic turbulence is demonstrated in Section 2.2. A commutation model is then developed
in Section 3; several aspects of its formulation are discussed in Section 3.1, and its ability to correct for the
2
commutation error is demonstrated in Section 3.2. A conclusion is presented in Section 4.
2 Implcit Commutation Error
As in [1], it is useful to examine the effects of the commutation error on the filtered one-dimensional advection
equation:
∂u
∂t
+ a
∂u
∂x
= 0 , (1)
where a is the convection velocity. Here, (·) denotes the implicit filter which includes a projection onto the
underlying discretization that maps an infinite dimensional field to a finite dimensional space. Furthermore,
let δ/δx denote a discrete derivative operator. Together, the implicit filter and the discrete derivative
operators define what scales are represented by the resolved field. Equation (1) can be written as
∂u
∂t
+ a
δu¯
δx
= −aC (u), (2)
where C (u) = ∂u/∂x − δu/δx. The commutator C (u) can be decomposed into an inhomogeneous and
homogeneous part as C (u) = C I(u) + CH(u) where,
C I(u) =
∂u
∂x
− ∂u
∂ξ
∂ξ
∂x
, CH(u) =
∂u
∂ξ
∂ξ
∂x
− δu
δx
, (3)
and ξ is a new spatial coordinate in which the grid is uniform as in [1]. This formulation can be extended
to three dimensions as well as to the full Navier-Stokes equations.
Equation (2) makes it clear that a model is needed for both C I and CH . However, directly modeling
these terms is difficult in practice. For example, a model for CH must correct for the difference between
exact and numerical differentiation. It is common to ignore these terms, which results in commutation error
(ignoring C I) and discretization error (ignoring CH). Another modeling approach which is to develop models
that mitigates each of these errors after the fact. For example, approaches for mitigating errors introduced
by the absence of CH includes explicit filtering (as mentioned previously) and hyperviscosity filters [18].
Neither the effect nor the modeling of the commutation error as related to the implicit filter has been well
investigated. Therefore, we are particularly focused on the term C I in this paper, although several insights
related to CH are made because of their inherent connection through C .
When convecting through coarsening grids, the resolved turbulence in a fine region of the grid will be
moving into a coarse region of the grid in which all the resolved scales can no longer be represented. If (1)
could be solved directly, or if C I could be modeled exactly, the governing equations would ensure that the
amount of resolved energy always corresponds with the local grid spacing by transferring the appropriate
amount of energy in the resolved scales to the subgrid scales. In other words, the commutation error is
responsible for resolved turbulence reaching a state of unresolvability on the grid. A commutation model
for C I must provide the correct transfer rate to the subgrid scales as the resolved turbulence flows through
coarsening grid regions.
Similarly, a commutation model must provide the appropriate production of resolved turbulent kinetic
energy as the turbulence convects through refining grids. However, in the refining grid case, there is no
particular consistency issue as the coarsely resolved turbulence will be well represented in the fine resolution
region. Nevertheless, it is desirable for the resolved turbulence to populate all the scales that can be supported
in the fine region. This requires an active forcing formulation dependent on the newly available length scales
of the underlying discretization. Notice that the requirements of the commutation model in the coarsening
grid case are vastly different than in the refining grid case. It is expressed in the literature that a “good”
commutation model should handle both of these scenarios [8], however, we argue that because of these vastly
different requirements, a commutation model for the coarsening and refining grid cases should be developed
independently. We are particularly focused on flow through coarsening grids in this paper because of the
inherent consistency issue. Forcing through refining grids will be the focus of future work.
To further our understanding of what is required of SGS models in regions of resolution inhomogeneity
as well as the impact the commutation error can have on LES, it will be important to understand how the
implicit commutation error manifests in simulation. We will need to understand the numerical consequence
of having resolved turbulence flow into the region of the grid in which it can no longer be resolved. Moreover,
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Figure 1: The (a) dispersion relation and (b) group velocity for second-order centered difference numerics
compared with the exact form given by spectral numerics; (Centered Difference), (Spectral).
as in the case of CH mentioned above, it may be more feasible to develop a commutation model that mitigates
the commutation error, opposed to modeling C I directly. Exploration of these two modeling approaches will
also rely on our understanding of how the commutation error manifests. In the following section we provide
a brief review of numerical wave propagation in the context of the commutation error as this will be crucial
for understanding the issues of resolution inhomogeneity.
2.1 Numerical Wave Propagation
Ignoring the commutator C in (2) gives:
∂u
∂t
+ a
δu
δx
= 0, (4)
which is what is typically done in LES. We are interested in evolving (4) through an inhomogeneous grid to
demonstrate how the commutation error affects the propagation of a wave packet. The wave packet is taken
to be initially well resolved by the numerics so there is no contribution from poorly represented scales, i.e.,
CH ≈ 0, and we are just focused on the absence of C I . Consider the implicit filter defined by a Fourier cutoff
filter followed by discrete sampling onto the grid and the numerical derivatives defined by a second-order
centered difference scheme. Let ∆ be the grid spacing/filter width. For uniform ∆, (4) becomes
∂uj
∂t
= −a
(
uj+1 − uj−1
2∆
)
. (5)
It is well recognized that sinusoidal waves of a given frequency ω propagate through discrete grids at
a phase velocity that depends on their wavenumber κ [19]. The relation ω = ω(κ) is called the dispersion
relation. Individual waves propagate at a phase speed given by c(κ) = ω(κ)/κ; however, the evolution of a
packet of a single or multiple wavenumber(s) (as is relevant in the case of LES) is governed by the group
velocity :
G(κ) = dω
dκ
(κ) . (6)
The group velocity is the velocity at which energy is propagated through a discrete grid. Inserting the form
uj = e
i(κxj−ωt) into (5) yields the dispersion relation ω(κ) = aκ′, where
κ′ =
sin(κ∆)
∆
, (7)
is the spectrum of second-order centered difference first derivative operator and is often referred to as the
effective (or modified) wavenumber. Since the only discrete operator in (5) is the first spatial derivative, the
dispersion relation is determined by the effective wavenumber. Applying (6) to (7) gives the group velocity
for the second-order centered difference scheme:
G(κ) = a cos(κ∆) . (8)
4
0 10 20 30 40 50 60
κ
0.0
5.0
10.0
15.0
20.0
25.0
30.0
∆
κ′
P2 R2
P1
T1
R1
(a)
P1
∆ = 2pi/128 ∆ = 2pi/32
(b)
R1 T1
∆ = 2pi/128 ∆ = 2pi/32
(c)
P2
∆ = 2pi/128 ∆ = 2pi/32
(d)
R2
∆ = 2pi/128 ∆ = 2pi/32
(e)
Figure 2: (a) The second order centered difference dispersion relation for both the fine (∆ = 2pi/128) and coarse
(∆ = 2pi/32) regions of the grid. (b) An incident wave P1 (•) that can be resolved in both the fine and coarse regions.
(c) The subsequent reflected wave R1 (•) and transmitted wave T1 (•) after the P1 wave has propagated through
the resolution change. (d) An incident wave P2 (•) that can only be resolved in the fine region. (e) The subsequent
reflected wave R2 (•) after the P2 wave has propagated through the resolution change.
Plots of ω(κ) and G(κ) are shown in Figure 1. Let κc = pi/∆ denote the cutoff wavenumber corresponding to
the Nyquist wavenumber for the grid as in a LES, and κa denote the apex wavenumber at which the group
velocity vanishes, i.e., 0 < κ < κa has positive group velocity and κa < κ < κc has negative group velocity.
For second-order centered difference schemes (κa∆) = pi/2. Vichnevetsky [20] showed numerical solutions of
(5) can be expressed as the superposition of two fundamental types of solutions, uj(t) = pj(t) + qj(t), where
solutions of type p propagate forward with positive group velocity and correspond to spatial wavenumbers
κ∆ ≤ κa∆, and solutions of type q propagate backward with the negative group velocity and correspond
to spatial wavenumbers κ∆ ≥ κa∆. The existence of the two solutions stems from the fact that there are
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two available wavenumbers per frequency, as is evident in Figure 1a. Solutions of type p are a consistent
approximation of the genuine solution to the advection equation, while solutions of type q are entirely
spurious.
Figure 2 shows the result of convecting a wave packet through a sharp change in grid resolution using
(5). In Figures 2b and 2c, the initial condition (which we refer to as P1) is taken to be a wave packet that
can be represented in both the fine and coarse regions of the grid. In contrast, in Figures 2d and 2e, the
initial wave packet (P2) can only be resolved in the fine region of the grid. On a uniform grid, no energy
is exchanged between solutions of type and p and type q, but this is not the case on an inhomogeneous
grid. As the incident wave P1 reaches the interface between the fine and coarse regions, not only is a wave
(T1) of type p transmitted through the interface, but also a reflected wave (R1) of type q is generated that
travels backward with negative group velocity. Since (5) is an energy preserving approximation of (4), the
energy from the incident wave is split between the reflected wave and the transmitted wave [20, 21, 22, 23].
Vichnevetsky [22] and Long and Thuburn [23] showed the reflection ratio,
R
P =
GP −GT
GT +GP
=
√
1− (ω∆c )2 −
√
1−
(
ωγ∆
c
)2
√
1− (ω∆c )2 +
√
1−
(
ωγ∆
c
)2 , (9)
captures the amount of reflected energy at the interface, where GP ,GT ,GR are the group velocities of the
incident, reflected, and transmitted wave, respectively. Notice that the reflection ratio is equal to 1 when
ωγ∆/c > 1, i.e., for wavenumbers that are only resolvable in the fine region of the grid, a total reflection
occurs at the interface point. This agrees with the reflected wave R2 that is created as P2 propagates through
the resolution change in Figure 2e. As illustrated in Figure 2a, temporal frequency is preserved across the
interface point in both of these examples, but wavenumbers are not.
The results from a grid with an abrupt change in resolution can be extended to grids with a gradually
changing resolution. In this case, a local wavenumber kj and a local group velocity Gj are defined for a
given frequency ω and local grid spacing ∆j using the definitions (7) and (8). Moreover, it is assumed (9)
holds at each point in the domain. There are three main results from Vichnevetsky [24] and Long and
Thuburn [23] that will be relevant for our purposes. First, no reflections occur if the local group velocity is
uniform and not equal to zero as expected. Second, a total reflection occurs for all waves that reach a state
of unresolvability on the grid, and the reflection occurs at the point where the local group velocity vanishes
(Gj = 0). Thirdly, no reflections occur for globally resolvable wavenumbers in the limit of a smoothly varying
grid. The second result implies wave packets analogous to P2 will still undergo a complete reflection in a
gradually changing grid. The third result implies wave packets analogous to P1 will get entirely transmitted
through an infinitely smooth resolution change. The commutation error is responsible for the erroneous
behavior of P2-type waves. The erroneous behavior of P1-type waves is an additional issue related to
resolution inhomogeneity. Formally speaking, the “smoothness” of the resolution change would reduce error
in P1-type waves, while a commutation model would reduce errors in P2-type waves. The model presented
in Section 3.1 addresses both of these issues.
The behavior described here is representative of all energy-conserving numerical schemes with two
wavenumbers per frequency. These are among the most common numerical schemes used in turbulence
applications (e.g., centered difference, B-splines, finite volume), however, other numerics with difference
propagation properties should be discussed. For instance, consider the box scheme whose semi-discretization
of (4) is given by,
∂
∂t
(
uj + uj+1
2
)
+ a
uj+1 − uj
xj+1 − xj = 0 , (10)
and is energy preserving. Instead of reflecting unresolvable scales of motion at higher wavenumbers into the
fine region, the box scheme transmits unresolvable scales at lower wavenumbers through the coarse region
(similar to an aliasing effect) [25, 26]. The result is still spurious numerical oscillations that need to be
suppressed by the commutation model. On the contrary, upwinding schemes do not allow for any reflections
in regions of grid inhomogeneity by design. This makes them an attractive candidate for a commutation
model that is targeted at mitigating the commutation error. The difficulty with upwinding schemes is that
they introduce additional dissipation which must be accounted for by the subgrid stress in order to satisfy
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Figure 3: (a) The spectrum of the first derivative operators for a B-spline collocation method of several
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conservation of energy. An interesting approach may be to use implicit LES models in this context, where
the leading order error term provides the usual dissipation rate [27, 28], and the upwinding discretization
would inherently correct for the commutation error by not allowing for spurious reflections. Lastly, it would
be interesting to compare these results with stabilization methods such as the streamline upwind/Petrov-
Galerkin method, which was also developed in the context of convection dominated flows [29]. In conclusion,
this discussion highlights the connection between the numerics and the behavior of the commutation error.
Different implicit filters/discrete derivative operators may require different modeling of the commutation
error depending on their numerical propagation properties.
2.2 Impacts of Resolution Inhomogeneity on LES
The effects of resolution inhomogeneity are now demonstrated on the convection of a packet of homogeneous
isotropic turbulence through an inhomogeneous grid.
2.2.1 Setup
For this experiment, the resolution change and direction of convection are aligned along a single axis. Without
loss of generality, assume this is the x-axis. The linear convection of a three-dimensional field in this setting
is governed by,
∂u
∂t
+ ax
δu
δx
= 0 . (11)
Moreover, periodic boundary conditions are used in all three spatial directions.
The implicit filter is defined through a periodic B-spline collocation method in the x-direction and a
spectral method in the y- and z-direction. B-splines easily enable the use of inhomogeneous resolution and
the study of higher- and lower-order numerical methods, and have been advocated for use in turbulence
simulations [30, 15, 31, 32, 33, 34]. Let Bkn denote the nth derivative B-spline operator of order k, and
BCDn denote the nth derivative second-order centered difference operator. Figure 3a shows the spectrum
of the Bk1 operators for k = 2, 3, . . . , 7, as well as B
CD
1 . Figure 3b shows the unnormalized spectrum
for the B21 and B
7
1 operators for the fine and coarse regions of the grid considered here. Notice from
Figure 3 that B-splines are another example of a numerical scheme that has two possible wavenumbers per
frequency. Therefore, we can expect qualitatively similar behavior to the centered difference case analyzed
in Section 2.1. A spectral method is used in directions orthogonal to the direction of inhomogeneity to
ensure the only erroneous numerical behavior is due to the propagation/reflection of energy from the B-
splines. A third-order low storage Runge-Kutta method is used for time advancement [35]. The spurious
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reflection/transmission phenomena described in Section 2.1 are independent of temporal discretization, i.e.,
they depend on spatial discretization alone [36].
A two dimensional slice of the numerical grid is shown in Figure 4a. The propagation direction is of size
[0, 12pi] and is divided into a uniform fine region of size 2pi, a uniform coarse region of size 2pi, and two regions
of gradual grid change that are each of size 4pi. The fine resolution spacing is taken to be ∆f = 2pi/128,
and the coarse spacing is taken to be ∆c = 2pi/32. The gradual resolution change is defined through the
function,
∆(x) =
(
1− 1
1 + e−x
)
∆f +
(
1
1 + e−x
)
∆c . (12)
Specifically, 105 uniform grid points on the domain [6pi/2−0.059882471808, 6pi/2] are mapped to the domain
[0, 4pi] through equation (12). The offset value is determined to ensure the points exactly span a 4pi interval.
The most significant resolution change takes place over much fewer than 105 points and spans a small portion
of the 4pi interval; however, the length and number of grid points in the gradually changing region are chosen
so that the resolution sufficiently approaches the fine and coarse resolutions to satisfy the perfectly matched
layer condition [37]. This is necessary for computation of the energy spectra, but would not be an issue
in a practical application. Therefore, most of the grid spacing in the gradually changing region is near ∆f
or ∆c. The coarse region of the domain for the second order B-spline simulation is of size 6pi to account
for numerical dispersion during the computation of the energy spectra. The two spectral directions are of
size [0, 2pi] and have an effective uniform grid spacing of ∆f . This setting leads to convection through an
anisotropic, inhomogeneous grid. This choice is made because the three dimensional commutation error
expressed by [1] simplifies to the one dimensional case in this context. Future work will discuss the three-
dimensional commutation error and the effect of different grid types in more detail. The current setting
is ideal for demonstrating the behavior of the implicit commutation error through the numerical analysis
presented in 2.1.
The initial condition is taken to be a ‘packet’ of well-resolved, homogeneous, isotropic turbulence. This
packet is analogous to the wave packets studied in the one-dimensional examples in Section 2.1. To create this
packet, a fully spectral simulation of a 2pi×2pi×2pi box of homogeneous, isotropic turbulence with 64 uniform
grid points in all directions was performed first. A representative instantaneous field from the stationary
fully spectral simulation was then placed in the fine region of the domain in the B-spline/spectral simulation
and modulated with a Gaussian so that the solution goes smoothly to zero. The choice of 64 grid points
in the fully spectral simulation ensures the modulated packet is sufficiently well-resolved by the B-splines
in the fine resolution region. In other words, an isotropic spacing of 2pi/64 in the fully spectral simulation
corresponds to ∆fκmax ≈ 1.5 in the B-spline simulation, where κmax = 32 is the largest nonzero wavenumber
in the turbulence packet. As seen by examining the slopes in Figure 3a at the point (∆κ) = 1.5, the entire
turbulence packet has positive group velocity initially. As before, this choice is made to help distinguish
between absence of C I and CH .
2.2.2 Results
Seventh-order B-splines and second-order B-splines are examined to illustrate the behavior of higher- and
lower-order methods. Results in physical space for seventh-order B-splines are shown in Figure 4. The
corresponding energy spectra in the fine and coarse regions of the domain at several stages of the simulation
are shown in Figure 5. One-dimensional energy spectra in the x-direction are reported as it best captures the
effects of resolution inhomogeneity in that direction. The initial packet of turbulence is shown in Figure 4b,
and the dashed line gives the corresponding energy spectrum in Figure 5. We refer to wavenumbers |κ| ∈
[0, 16] as the coarse wavenumbers, wavenumbers |κ| ∈ (16, 32] as the fine wavenumbers and wavenumber
|κ| ∈ (32, 64] as the spurious wavenumbers. The fine region of the domain is capable of representing the
fine, coarse, and spurious wavenumbers, while the coarse region is only capable of representing the coarse
wavenumbers. The initial packet of turbulence only contains fine and coarse wavenumbers, so any energy
transferred to higher wavenumbers by the resolution inhomogeneity is indeed spurious.
All the resolved scales of motion have positive group velocity initially, so the entire turbulence packet
travels to the right through the fine region at a velocity near the convection velocity for both B-spline orders.
Upon interaction with the resolution change, newly unresolvable scales of motion are reflected back into the
fine resolution region at higher wavenumbers in the spurious wavenumber regime with negative group velocity.
Figure 4c shows a scaled version of these high wavenumber reflections in physical space. The corresponding
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(a)
Figure 4: Convection of a packet of homogeneous, isotropic turbulence through an anisotropic, inhomoge-
neous grid with seventh-order B-splines and a convection velocity of 1. (a) A slice of the numerical grid. (b),
(c), (d), and (e) show the streamwise velocity field at times 0.00, 7.81, 18.75, and 39.06, respectively.
spectra in Figure 5a show how the energy from the fine wavenumbers is concentrated in a narrow band of
spurious wavenumbers according to the effective wavenumber for each B-spline order. Moreover, the speed
of the reflections is much greater for seventh-order B-splines than second-order B-splines. Interestingly, we
found that the ratio of the group velocity to convection velocity of the highest wavenumber reflections for
each B-spline order matches the order of the B-spline (e.g., the Nyquist wavenumber propagates at negative
N times the convection velocity for Nth order B-splines). This result is a special property of B-splines
that deserves a rigorous proof. Similarly, [38] demonstrated that an infinite speed of reflection occurs for
spectral numerics. In this sense, the issues associated with resolution inhomogeneity do not get better
with higher-order numerics as one may expect but get worse. The realization that the issues associated
with inhomogeneity do not go away with higher-order numerical schemes, and may even be considered to
get worse, arises from the fact that the commutation error is not a numerical artifact, but a fundamental
error with the governing LES equations that manifests through the propagation properties of the underlying
9
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Figure 5: One dimensional energy spectra, Eii, in the direction of inhomogeneity at different times t; κfine
and κcoarse represent the wavenumbers in the fine and coarse regions of the domain, respectively. (a) High
wavenumber reflections propagating backward through the fine region corresponding to the energy in the fine
region in Figure 4c. (b) The subsequent reflections propagating forward through the fine region corresponding
to the energy in the fine region in Figure 4d. (c) The spectra of the resolved turbulence packet in the coarse
region corresponding to the energy in the coarse region in Figure 4d. (d) The spectra of the turbulence
packet after one flow through corresponding to the energy in the fine region in Figure 4e. (7th order
B-splines), (2nd order B-splines), (Initial spectra of the turbulence packet shown in Figure 4b).
numerical methods. Accordingly, problems related to resolution inhomogeneity are inherently a modeling
issue. This discussion also highlights the distinction between discretization error and the commutation error.
Once the reflected spurious scales of motion reach the resolution change on the left side of the fine
region, they are subsequently reflected into the fine region with positive group velocity at their initial fine
wavenumber counterpart. These secondary reflections occur in the fine wavenumber regime but are as
erroneous as the spurious reflections that created them. This stage is shown in Figure 4d and 5b. For both
B-spline orders, the energy spectra in the fine resolution region for the initial turbulence packet and the
reflected scales of motion match for all fine wavenumbers. This indicates a total reflection of all scales that
are only representable on the fine grid. This observation agrees with our discussion of the P1 wave discussed
in Section 2.1. Without the properly tuned commutation terms, this cycle of reflection between fine and
spurious wavenumbers repeats. The energy initially contained in the fine wavenumbers gets trapped in the
fine resolution region.
The only scales of motion that make it through to the coarse region are those that can be represented
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on the coarse grid, i.e., the coarse wavenumbers. These scales are shown in Figure 4d on the right-hand side
of the domain and Figure 5c. The energy spectra at the initial time, and after the packet has convected
into the coarse region, match almost identically for all coarse wavenumbers. The discrepancy in the highest
coarse wavenumbers coincides with the negative group velocity region shown in Figure 3a and is expected/u-
navoidable. Moreover, a relatively small amount of the low, coarse wavenumber scales also get trapped in
the fine region, as shown in Figure 5b. These scales correspond with the P1 wave discussed in Section 2.1,
and would vanish in the limit of a smoothly varying grid. The amount of transmitted/reflected energy in
these scales corresponds with the reflection ratio.
The trapped scales of motion in the fine region of the domain are physically incorrect and numerically
problematic. An increase in high wavenumber energy can lead to numerical stability issues, and the trapped
low wavenumber energy can corrupt otherwise meaningful statistics. Moreover, nonlinear effects in the full
Navier-Stokes equations would magnify these issues as erroneous scales of motion would interact with and
contaminate any other incoming turbulence. This is seen by considering the turbulence packet after one flow
through, as shown in Figure 4e. As the coarsely resolved packet re-enters the fine region (without any active
forcing turned on), the spectrum in the fine region gets corrupted by the trapped fine wavenumber energy,
as shown in Figure 5d.
3 Commutation Modeling
3.1 Model Formulation
Ghosal and Moin [1] developed a procedure for generating terms of the commutation error that can be
added to the governing equations to correct for the commutation error up to any order in filter width. First,
they defined filtering on a nonuniform grid through a mapping function f that maps physical space (with
nonuniform grid spacing ∆(x)) into a computational space (with uniform grid spacing δ). The commutation
error was then expressed in terms of this mapping function through an integral expression. Lastly, the
commutation integral was inverted via a Taylor series expansion to generate terms of the commutation error
up to a given order in filter width. Similarly, the filtered field was related to the unfiltered field through
a Taylor series expansion. Their analysis led to the following series for the Nth order one dimensional
commutation error:
C I(u) = −M2∆d∆
dx
∂2u¯
∂x2
+
(
M22
2
− M4
6
)
∆3
d∆
dx
∂4u¯
∂x4
+ · · ·+ CM∆N−1 d∆
dx
∂N u¯
∂xN
+O(κδ)N+2 . (13)
where Mk is the kth order moment of the filter, N is even, and (for simplicity) CM is a constant that depends
on the moments of the filter.
The analysis of Ghosal and Moin [1] is essentially an approximate deconvolution technique for modeling
the commutation error based on a Taylor series expansion [39], and does not apply to filters that actually
discard information, e.g., implicit filters [40]. For instance, it requires that all moments of the filter converge.
Moments of the implicit filter cannot be adjusted to correct for the commutation error as in Vasilyev et al.
[3], so we must rely on explicit commutation modeling through the SGS tensor. Moreover, the analysis of
Ghosal and Moin [1] relied on a dimensionally inconsistent assumption that led to the absence of several
terms of the commutation error. Specifically, it is assumed that δ << κδ, for all wavenumbers κ. This
assumption is dimensionally inconsistent as δ ∼ L and κ ∼ 1/L for some length scale L. Although this series
does not directly apply to implicit filters, it is important to correct for this inconsistency for furthering our
understanding of the commutation error. In appendix A, a complete commutation series is derived. We also
show the general structure of the Nth order commutation error is given by:
C I(ψ) =
N/2∑
n=1
2n∑
m=1
Cmn∆
2n−m
[
∂2n−m+1ψ
∂x2n−m+1
]
dm∆m
dxm
+O(δN+2) , (14)
for even N and constants Cnm. Additional dispersive and dissipation terms arise when considering (14)
instead of (13).
A commutation model must filter scales approaching a state of unresolvability in regions of the grid
with inhomogeneous resolution. Although (14) does not formally apply to implicit filters, we can use it to
suggest a general form for a commutation model, which is then adjusted based on the insights and numerical
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properties of the commutation error discovered in section 2. In [1], it is assumed that κδ < 1 so that the
higher order terms of (13) can be ignored. For implicit filters, 0 ≤ κδ ≤ pi so this is not true for all scales.
In fact, notice that the most significant commutation term for large (κ∆) will yield the most useful term
for filtering out high wavenumber content that cannot be resolved in coarser regions of the grid. This is
particularly advantageous for the types of numerical schemes considered as here where unresolvable scales
get reflected at even higher wavenumbers. Substituting ψ = ψˆeiκx into (14) shows the most significant
commutation term of (14) (and incidentally (13)) for (κ∆) large is:
aC I(ψ) ≈ Cai
N
∆
d∆
dx
(κ∆)Nψ = (−1)N/2Ca∆d∆
dx
(
∆N−2
∂Nψ
∂xN
)
, (15)
for some constant C and even order N (N is assumed to be a positive even integer for the remainder of
this paper). For different discretizations, (14) may suggest other useful model terms to include. For now,
equation (15) is used as the basis for developing a commutation model and deserves consideration.
First, notice that a typical SGS model such as the Smagorinsky model would not sufficiently correct for
the commutation error, because the characteristic time scale is no longer the turbulent time scale, but rather
the time scale defined through the convection velocity, the rate of change of grid resolution, and the grid
resolution itself (this can also be seen by examining equation (16) below). The commutation model given
by (15) includes both of these dependencies through the viscosity νcomm = a∆(d∆/dx). On the other hand,
the (∆N−2∂N ψ¯/∂xN ) part of the model acts as a filter for the scales that must be removed. For N = 2,
(15) represents an additional viscous term. For N > 2, (15) is a hyperviscosity model, which is expected for
approximate deconvolution methods based on a Taylor series expansion.
Second, notice that the larger N , the more significant (15) is for large wavenumbers. If we could take
N →∞, equation (15) would essentially act as a sharp spectral filter that could be designed to remove scales
approaching unresolvability without affecting scales that will maintain resolvability. However, the number of
available derivatives of the filtered field limits how sharp (15) can be, i.e., the underlying numerics constrain
N based on the number of accessible derivative operators. For example, CFD codes typically only have
access to second derivative operators so that N would be limited to 2. Therefore, for any finite value of
N , there is always a trade-off between removing high wavenumber scales in fine regions of the grid that
are approaching unresolvability, and preserving the well-resolved wavenumber scales in coarse regions of
the grid. Larger values of N perform better within the context of this trade-off than smaller values of
N . Accordingly, our one-dimensional model for resolution inhomogeneity takes the form of (15) with the
largest possible value of N . Furthermore, larger values of N require not only higher order numerics but also
additional boundary conditions and potentially different stability conditions, which are often mentioned as
a problem with hyperviscosity models. The methods proposed in 3.1.1 and 3.1.3 give a way of overcoming
these difficulties, which is useful for the commutation model present here as well as general hyperviscosity
models. Lastly, the model coefficient attached to (15) will need to be calibrated based on the numerical
behavior of the commutation error. This is addressed in Section 3.1.2.
Before discussing further model developments, it is important to note that, as with all approximate de-
convolution techniques, the commutation model proposed by Ghosal and Moin [1] is aimed at reconstructing
the instantaneous commutation error. While this is appropriate for certain problems such as the linear advec-
tion problem considered here, a commutation model for practical LES applications may require a statistical
formulation (e.g., it is well known that similarity models are highly correlated with subgrid scales, but do not
perform well as a SGS model without inclusion of an eddy viscosity to capture the dissipation rate [41, 7].)
A statistical description of the commutation error arises from considering a box of homogeneous isotropic
turbulence with cut off wavenumber κc(t) that varies with time. The change in resolved turbulent kinetic
energy is:
∂
∂t
∫ κc(t)
0
E(κ, t)dk = E(κc(t), t)
∂κc
∂t
(t) +
∫ κc(t)
0
∂E(κ, t)
∂t
dκ . (16)
The commutation error is statistically equivalent to ignoring the first term on the right-hand side of (16).
This term is the total production/destruction of resolved turbulent kinetic energy due to the commutativity
between filtering and differentiation. In an LES, a commutation model must capture this dissipation rate.
For instance, for a Kolmogorov spectrum, E(κc(t), t)
∂κc
∂t = Ckε
2/3κc(t)
−5/3 ∂κc
∂t . This approach could be used
to tune commutation models and constants in LES applications. Furthermore, (16) suggests other forms of
12
0.0 0.5 1.0 1.5 2.0 2.5 3.0
∆κ
0
2
4
6
8
10
12
∆
2
B̂
2
Figure 6: The spectrum of the second derivative operators (B̂2) for a B-spline collocation method of several
orders, a second-order centered difference method, and a spectral method. Repeated application of the first
derivative operators are shown by the corresponding dashed lines; , (B22 , B
2
1B
2
1) , (B
3
2 , B
3
1B
3
1)
, (B42 , B
4
1B
4
1) , (B
5
2 , B
5
1B
5
1) , (B
6
2 , B
6
1B
6
1) , (B
7
2 , B
7
1B
7
1) , (B
CD
2 , B
CD
1 B
CD
1 )
(Spectral).
commutation models aside from those proposed by [1] may be appropriate for addressing the commutation
error in LES. For instance, perhaps a structure-function model based on capturing the value of the spectrum
at the cut off wavenumber could be combined νcomm to satisfy (16). Future work will investigate structural
versus functional modeling for the commutation error in LES as well as other modeling techniques. Note that
(16) does not account for the numerical effects associated with convection through inhomogeneous resolution,
which will still need to be considered when addressing the commutation error in realistic applications.
3.1.1 B2 −B1B1 Filter
Let FN (ψ) ≈ ∂Nψ/∂xN represent a general numerical operator approximating the Nth derivative. The
commutation model (15) can then be written as:
C I(ψ) ≈ (−1)N/2C∆d∆
dx
(
∆N−2FN (ψ)
)
. (17)
As mentioned above, it is desirable to take N large, but the underlying numerics often limits N . However,
numerical operators can be designed to mimic hyperviscosities without increasing the order of the differential
equation. Specifically, lower-order differential operators can be combined to create higher order filters.
Consider the operator given by the difference between the numerical second derivative operator, B2,
and repeated application of the numerical first derivative operator, B1B1, (for a general numerical scheme).
Figure 6 shows each of these operators for centered difference numerics and several orders of B-splines. A
simple Taylor expansion shows for centered difference numerics:
(BCD2 −BCD1 BCD1 )u ≡
uj+1 − 2uj + uj−1
∆2
− uj+2 − 2uj + uj−2
4∆2
=
∆2
12
d4u
dx4
− ∆x
2
3
d4u
dx4
+O(∆4)
≡ −uj+2 + 4uj+1 − 8uj + 4uj−1 + uj−2
4∆2
= −∆
2
4
d4u
dx4
O(∆4)
∼ ∆2F4(ψ) +O(∆4)
, (18)
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Similarly, it can be shown that
(B72 −B71B71)ψ ∼ ∆8
d10ψ
dx10
= ∆8F10(ψ) (19)
(B22 −B21B21)ψ ∼ ∆2
d4ψ
dx4
= ∆2F2(ψ) (20)
Notice how in all of these cases, B2 − B1B1 ∼ ∆N−2FN for some value of N , which corresponds exactly to
the form of the model correction given by (17); i.e.,
C I(ψ) ≈ (−1)N/2C∆d∆
dx
(B2 −B1B1) ψ¯ . (21)
The B2 − B1B1 filter allows for the inclusion of higher order commutation terms without changing the
order of the differential equation. This avoids the use of higher order numerical methods and the need
for additional boundary conditions. We note that Iovieno and Tordella [5] also developed an approach
for including up to the fourth order commutation terms in the governing equations without changing the
order of the equations. Their approach relied on multiple levels of filtering using a specific volume average
formulation of the equations, which depended on the analysis of Ghosal and Moin [1] holding for the filter.
While their approach does not hold for the implicit filter and is limited to the fourth order terms, they also
mentioned the benefits of explicit commutation modeling and the inclusion of higher order terms without
raising the order of the equations. Furthermore, the B2 − B1B1 filter is particularly useful because the
first and second differential operators are already required by the governing equations, and are thus readily
available in practical applications.
Moreover, the B2 − B1B1 operator makes intuitive sense. Compare the second derivative operator,
B2, with repeated application of the first derivative operator, B1B1, in Figure 6; for numerically well-
resolved wavenumbers, the B2 and B1B1 operators are almost identical, and they cancel out. However,
for insufficiently resolved wavenumbers, their difference is nonzero and filters out higher wavenumbers. In
essence, the B2 − B1B1 operator acts as an indicator for the scales that are not sufficiently representable
by the underlying numerics. The ability to detect and filter insufficiently resolved scales of motion may
be of great value for not only addressing issues related to the commutation error but also a wide range
of numerical issues in LES modeling. For implicit commutation error, the B2 − B1B1 model allows for
sharper filters and can detect scales with negative group velocity. The B2 − B1B1 model can also be used
as a correction for discretization error. Ghosal [13], Chow and Moin [14], and Kravchenko and Moin [15]
showed that discretization error can significantly overwhelm errors in the SGS term and, therefore, must be
corrected. The B2 − B1B1 model is a natural filter for discretization error and adapts to the underlying
numerics without needing to define ad hoc filter widths or using explicit filters that introduce additional
error such as the violation of Galilean invariance and conservation of energy (i.e., ‘false-dissipation’) [10].
This aligns with previous work suggesting the use of hyperviscosities for the correction of discretization error
[18]. Future work will investigate the use of these numerics operators to correct for discretization error. The
focus remains on the implicit commutation error for now.
3.1.2 Model Coefficient
A coefficient for the implicit commutation model developed above is derived in Appendix B and is repeated
here:
C =
(−1)N−22 log(ε)(
max(∆)−min(∆)
max(∆)
)(
∆N FˆN (κa)
) . (22)
This coefficient is specific to the linear advection problem outlined in Section 2.2.1 and will need to be
adjusted depending on the application. For instance, in LES it would be possible to use (16) to calibrate
the model coefficient for a Kolmogorov spectrum to produce the correct transfer rate to the subgrid scales in
regions of grid inhomogeneity. However, this approach is not appropriate for the linear convection problem
considered here. Therefore, we highlight a few important characteristics of the coefficient derived in appendix
B which we believe will be important for all applications.
First, ε is a tolerance level indicating the desired amount of reduction in the energy in reflections. This is
a measure of the tradeoff between dissipating erroneous reflections in fine regions of the grid and preserving
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Figure 7: Examples of the commutation model with constant C determined by (22). The scale is arbitrary
and depends on ε and d∆/dx. (F2 = B
7
2), (F4 = B
7
4), (F6 = B
7
6), (∆
8F10 ∼
B72 −B71B71), (F2 = B22), (∆2F4 ∼ B22 −B21B21), (F6 = (B22)3).
well-resolved wavenumbers in coarse regions of the grid. For a LES application, (16) indicates that there
may be an optimal value of this tradeoff that provides the correct transfer rate to the subgrid scale. For
the linear advection case, it is demonstrative to examine how the commutation model behaves for several
different values of ε.
Second, FˆN (κ) represents the spectrum of FN evaluated at the wavenumber κ. FˆN is used as opposed to
(iκ)N to further account for numerical effects. Notably, we use the value of FˆN at the apex wavenumber κa.
This choice is made to take advantage of how the commutation error manifests numerically. To elaborate, the
constant is designed to kill of wavenumbers quickly after they have been reflected at higher wavenumbers.
By targeting the reflections, we obtain a larger separation between the scales of motion we need to filter
out, and those we need to preserve. This allows us to maintain the resolvable turbulence better, while still
removing the erroneous high wavenumber scales. This exploit is especially advantageous for low values of
N where the filters produced from (15) are not particularly sharp. The lower the wavenumber with positive
group velocity, the higher the wavenumber of the reflection with negative group velocity. Accordingly, the
smallest wavenumber with nonpositive group velocity is dissipated the least from the model correction term.
Therefore, we evaluate FˆN at κa in (22). In essence, it is more advantageous to use a model to correct for
the absence of C I in this problem, than to directly model C I . In LES, more work is needed to see if a similar
exploit can be performed. For example, nonlinearity may require scales to be removed before reflection, but
this would also lead to more dissipation of the resolvable turbulence with the filters considered here. If the
scales are to be removed before reflection, the constant should be based on the cutoff wavenumber in the
coarse resolution region instead of κa.
Lastly, the ratio of the group velocity to convection velocity was also used in determining the model
constant. This further emphasizes the importance of including numerical properties in the formulation of
the commutation model and SGS models in general.
The spectrum of the commutation model with this choice of coefficient and the filters described in
Section 3.1.1 is shown in Figure 7. The model for second- and seventh-order B-splines with several different
choices of N is shown. For an arbitrary tolerance value of ε, the model coefficient creates an intersection
point at κa between different orders of N . Moreover, this intersection point shifts depending on the order
of the underlying numerics. Figure 7 highlights how larger values of N lead to more desirable forms of the
model. As N increases, reflected scales are dissipated more, and resolvable scales are better preserved.
As shown in Section 3.2, this constant performs quite well in practice. However, for a more conservative
estimate, the wavenumber κ used to calibrate the constant can be reduced slightly, or ε can be increased.
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Figure 8: An approximation to a tenth order dissipation term/filter that also satisfies CFL constraints.
The fact that the B1 operator goes to zero at the Nyquist frequency is exploited to reduce dissipation
in the highest wavenumbers where differentiation is not meaningful for non-spectral numerics anyways.
(∆8F10 ∼ (B72 − B71B71)), (CFL Operator Threshold), (6 × 10−10∆9(B71)4(B72)5)
((3.0× 10−4)∆9(B22)8), (F10 = (3× 10−4(B72)5 + 6× 10−10(B71)4(B72)6)
3.1.3 CFL Constraints
We mentioned that the number of accessible derivative operators limits N , however, stability constraints also
limit N . Larger values of N amount to adding higher order dissipation. If the model is treated explicitly,
this could potentially interfere with CFL constraints. In this case, either N should be taken as large as
possible without interfering with stability, or the form of numerical operators can be further exploited to
design numerically stable higher order dissipation operators. The former approach is analyzed further.
The fact that the B1 operator goes to zero at the Nyquist wavenumber can be used to create high order
numerical filters that do not affect CFL conditions. Consider the explicit Euler discretization of the equation
∂tuˆ = f(κ)uˆ, i.e., uˆ
n+1 = (1 + ∆tf(κ))nuˆ0, for general operator f(κ). The restriction on the amplification
factor places an upper bound on the norm of the operator f(k), i.e., ‖f‖∞ ≤ 2/∆t. Higher order corrections
to the commutation error may violate these types of CFL restriction, although such a large dissipation in the
highest wavenumbers is not necessary. Figure 8 demonstrates an example of this behavior with the N = 10
correction given by the ∆8F10 ∼ (B72 −B71B71) operator shown previously in Figure 7. This operator violates
the given CFL constraint by adding too much dissipation in the highest wavenumbers. Instead, consider
the operator, F10 ≈ 3 × 10−4(B72)5 + 6 × 10−10(B71)4(B72)6, also shown in Figure 8. This operator behaves
like the tenth order correction to the commutation error for most wavenumbers, and will kill off all reflected
wavenumbers by at least ε, as desired. Moreover, it is numerically stable with the given CFL constraint
because the dissipation is reduced slightly in the highest wavenumbers. Notice how the behavior of the B1
operator ensures the CFL operator threshold is not breached.
In general, the highest wavenumbers are poorly represented by any non-spectral numerical method and
large dissipation in these wavenumbers is responsible for numerical instability. Since numerical differentia-
tion is not meaningful in these wavenumbers, lowering the dissipation to satisfy a CFL constraint is valid.
However, one cannot rely solely on the B1 operator because then the dissipation at the Nyquist frequency
will drop to zero, which will lead to other numerical instabilities. Therefore, the approach discussed here is
a useful way to explicitly treat viscosity and hyperviscosity models, without affecting the CFL condition.
3.2 Model Results
Define the local grid spacing as ∆(x) = (∆x(x),∆y,∆z). The model (17) is introduced into equation (11)
as
∂u
∂t
+ ax
δu
δx
= −(−1)N2 C∆x
(
ax
∂∆x
∂x
)(
∆N−2x FN (u)
)
, (23)
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Figure 9: Convection of a packet of homogeneous, isotropic turbulence through an anisotropic, inhomo-
geneous grid with seventh-order B-splines, a convection velocity of 1, and a commutation model with
F10 = ∆
8(B72 − B71B71) and ε = 0.001. (a) A slice of the numerical grid. (b), (c), (d), and (e) show
the streamwise velocity field at times 0.00, 7.81, 18.75, and 39.06, respectively.
where the constant C is given by (22), and the operator FN approximates the Nth derivative in the x-
direction, i.e., FN ≈ (∂N/∂Nx ). Recall, the dependence on x in (23) comes from the fact that the three-
dimensional commutation error simplifies to the one-dimensional case when the resolution inhomogeneity is
only in the x-direction. The ability of the model to correct for the issues related to resolution inhomogeneity
is tested in the same setting described in Section 2.2.
For the seventh-order B-spline results, three different choices of N and ε are tested: N = 2 corresponding
to the second derivative operator F2 = B
7
2 with ε = 0.1, N = 4 corresponding to the fourth derivative
operator F4 = B
7
4 with ε = 0.01, and N = 10 corresponding to the ∆
8F10 ∼ B72 − B71B71 operator with
ε = 0.001. For the second-order B-spline results, two choices of N are tested for both ε = 0.1 and ε = 0.001:
N = 2 corresponding to the F2 = B
2
2 operator, and N = 4 corresponding to the ∆
2F4 ∼ B22−B21B21 operator.
These values, along with the model coefficients, are listed in Table 1.
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N FN ε C
2 B72 0.1 0.489863408538
4 B74 0.01 0.147454712123
10 ∆8(B72 −B71B71) 0.001 8.62777909298
2 B22 0.1 0.764465587675
2 B22 0.001 2.29339676302
4 ∆2(B22 −B21B21) 0.1 1.5228300657
4 ∆2(B22 −B21B21) 0.001 4.56849019709
Table 1: Model Constants.
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Figure 10: Energy spectra, Eii, in the direction of convection at different times t for 7th order B-splines;
κfine and κcoarse represent the wavenumbers in the fine and coarse regions of the domain, respectively. (a)
High wavenumber reflections propagating backward through the fine region. (b) The subsequent reflections
propagating forward through the fine region. (c) The spectra of the resolved turbulence packet in the coarse
region. (d) The spectra of the turbulence packet after one flow through. (No model), (F2 = B
7
2 ,
ε = 0.1), (F4 = B
7
4 , ε = 0.01), (F10 ∼ ∆8(B72 −B71B71), ε = 0.001), (Initial Packet)
For seventh-order B-splines, ε is taken to decrease with N , whereas for the second-order B-splines, each
value of N is tested at the same two values of ε. In this sense, the seventh-order B-spline results demonstrate
how the model can afford more dissipation in the high wavenumbers as N increases without sacrificing
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Figure 11: Energy spectra, Eii, in the direction of convection at different times t for 2nd order B-splines;
κfine and κcoarse represent the wavenumbers in the fine and coarse regions of the domain, respectively. (a)
High wavenumber reflections propagating backward through the fine region. (b) The subsequent reflections
propagating forward through the fine region. (c) The spectra of the resolved turbulence packet in the
coarse region. (d) The spectra of the turbulence packet after one flow through. (No model),
(F4 ∼ ∆2(B22 − B21B21), ε = 0.1), (F4 ∼ ∆2(B22 − B21B21), ε = 0.001), (F2 = B22 , ε = 0.001),
(F2 = B
2
2 , ε = 0.1), (Initial Packet)
accuracy in the well-resolved wavenumbers. Similarly, the second-order B-spline results demonstrate the
trade-off between filtering spurious reflections in the fine resolution region and maintaining the resolved
turbulence in the coarse resolution region, and how models with larger values of N perform better within
the context of this trade-off.
The one-dimensional energy spectra in the fine and coarse regions are shown in Figures 10 and 11 for
seventh- and second-order B-splines, respectively. The results of the model in physical space for the seventh
order B-spline case with F10 = ∆
8(B72 −B71B71) and ε = 0.001 are shown in Figure 9. Compare these results
with the pure convection case (i.e., the no model case) examined in Section 2.2. In all settings, the model
makes significant corrections to the issues associated with resolution inhomogeneity. The model reduces the
impact of spurious high wavenumber reflections while keeping the resolvable turbulence as intact as possible.
Figures 10a and 11a show the energy contained in the initial spurious wavenumber reflections propagating
backward through the fine region. Figures 10b and 11b show the same energy propagating forward through
the fine region after the secondary reflections occur when the energy is transferred back to the original fine
wavenumbers. The model reduces these reflections by at least a value near ε for all choices of N . Recall
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that the largest initial wavenumber with positive group velocity has the smallest reflected wavenumber and
is dissipated the least by the model, so the value of ε should be validated at these wavenumbers in the
energy spectra results. The dissipation levels are close to ε at this target wavenumber in all cases. All
other wavenumbers are dissipated by at least ε, including both P1 and P2 type reflections. Moreover, in
the second-order B-spline results specifically, the model constant ensures different values of N , as well as
different forms of the filter, perform remarkably similar at the same level of ε in terms of reducing reflections,
as desired. Overall, these results demonstrate the robustness of the model to different numerical methods,
different amounts of dissipation, ε, and different numerical operators, as well as the model’s ability to correct
for the issues associated with resolution inhomogeneity.
Figures 10c and 11c show the energy contained in the resolvable turbulence in the coarse resolution region.
In the coarse region, the pure convection case represents the ideal spectrum as no resolvable turbulence
is dissipated. The seventh-order results show how larger values of N can better preserve the resolvable
turbulence while affording more dissipation in the reflections. In particular, the B72 −B71B71 model matches
the ideal spectra in the coarse region almost exactly and is still able to reduce reflections by at least three
orders of magnitude. Similarly, in the second-order B-spline results, the N = 4 cases match more closely to
the original spectra than the N = 2 cases.
Finally, the model mitigates the effect of erroneous reflections on other incoming turbulence, as demon-
strated by examining the turbulence packet after one flow through. The corresponding energy spectra are
shown in Figures 10d and 11d. Even a modest reduction in the reflections — such as that from the low N
and ε cases — yields much better spectra results than the pure convection case. The spectra after one flow
through match quite well with the initial packet’s spectrum for all coarse wavenumbers.
4 Conclusion
Practical LES of high Reynolds number flows often dictates discretizations with highly inhomogeneous
resolution. As resolved turbulence convects through a coarsening grid, the portion of the resolved turbulence
that can no longer be resolved by the grid must be transferred to the subgrid scales. If filtering and
differentiation commuted, the governing equations would naturally provide this additional transfer rate.
However, because of the commutation error, the onus falls on the SGS model. Traditional SGS models are
not equipped to produce the additional dissipation rate that is required in regions of resolution inhomogeneity
because the characteristic time scale is no longer the turbulent time scale, but rather the time scale defined
through the mean convection velocity, the rate of change of grid resolution, and the grid resolution itself.
Moreover, this additional transfer rate can overwhelm the usual dissipation rate depending on the severity
of the inhomogeneity or the strength of the convection velocity.
While the commutation error is well recognized, it is often ignored in practice because of the modeling
challenges that arise. Moreover, most of the previous work on the commutation error has only applied to
smooth convolution filters or has only addressed the additional commutation error that arises from applying
explicit filters on top of the implicit filter. The commutation error related to the implicit filter has not been
well investigated until now.
In this paper, we first uncover how the implicit commutation error manifests in simulation. It is found in
Section 2 that the implicit commutation error is determined by the propagation properties of the underlying
numerics. Depending on the numerics, the result can be non-physical reflected fluctuations in the fine region
of the domain or non-physical transmitted fluctuations in the coarse region of the domain. This dependence
on numerics makes sense as the implicit filter is defined through a projection onto the discretization. In
fact, the implicit filter ensures that numerics cannot be separated from the modeling process. As Meneveau
and Katz [7] mentioned in their review paper, “our understanding of the interplay between numerical and
modeling issues is presently quite limited.” Several authors have sought to address this interplay and note the
importance of its further investigation for robust SGS modeling [11, 42, 30, 28, 13]. The work presented here
clearly highlights the inseparability of numerics and the commutation error. We emphasize the importance of
considering numerical properties during the formulation of LES models, such as the group velocity, dispersion
relation, and propagation properties, as in the case examined here.
The impact of the implicit commutation error is demonstrated on the energy spectrum of a packet of
homogeneous isotropic turbulence convecting through an inhomogeneous grid. For the numerics considered
here, scales that are not resolvable in the coarse region of the grid are reflected back into the fine region
at much higher wavenumbers. Accordingly, the commutation error leads to a significant pile up of energy
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in the fine region of the grid. A model is proposed for correcting the commutation error in Section 3.1
for the simple case considered here and is shown to perform well in Section 3.2. The proposed model
indicates several important properties of a commutation model for LES applications, such as the inclusion
of the commutation-viscosity νcomm = a∆(d∆/dx) coupled with a higher order filter. Several considerations
are also presented that could be applied generally to viscosity and hyperviscosity models. Particularly, we
showed how numerical operators could be designed to produce higher order dissipation terms/filters without
introducing higher order numerics, additional boundary conditions, or affecting CFL conditions.
Several avenues of future work were mentioned throughout the paper, which we summarize here. Now
that the implicit commutation error is better understood, the commutation model should be tested on a
realistic turbulent flow. To that end, we developed a statistical view of the commutation error in Section 3.1,
which will be useful for further development and tuning of commutation models for turbulence applications.
It will be interesting to compare instantaneous and statistical representation of the commutation error in an
LES setting. The numerical properties of the implicit commutation error discovered here will also need to be
extended to more complex grid settings for realistic turbulence applications. Similarly, the issue of forcing
through refining grids will need to be explored. Moreover, the numerical operators developed in Section 3.1
can be used to reduce discretization error that arises even in on uniform grids. We highlight the B2 −B1B1
operator developed in Section 3.1.1 given by the difference between the numerical second derivative operator
and repeated application of the numerical first derivative operator, which acts as a filter for the insufficiently
resolved scales that adapts to different numerics without needing to define ad hoc filter widths or explicit
filters that introduce other errors. Overall, the insights into the implicit commutation error developed here
lay a crucial foundation for addressing several deficiencies of standard SGS models, which will lead to more
accurate and broadly applicable turbulence models for practical LES applications.
Appendix
A Complete Commutation Error Analysis
As in [1], any smooth nonuniform grid in the domain a ≤ x ≤ b can be mapped to a uniform grid of spacing
δ in the domain [−∞,∞] through some monotonic differentiable mapping function ξ = f(x). Using this
mapping, the definition for the filtering of an arbitrary function ψ(x) with a nonuniform filter width can be
defined as:
ψ¯(x) =
1
δ
∫ b
a
G
(
f(x)− f(y)
δ
)
ψ(y)f ′(y)dy . (24)
Define a new variable ξ as:
f(y)− f(x)
δ
= ξ . (25)
Equation (25) can be inverted to express y as a function of ξ in a power series about δ as
y =
∞∑
i=0
δiξiyi . (26)
Using (25) and properties of formal power series, we obtain the recursive formula for yi given y0 = x,
y1 = 1/f
′(x):
yi = −
i∑
n=2
βn,i−n
f (n)(x)
n!f ′(x)
, (27)
where,
βn,0 = y
n
1 , βn,m =
1
my1
m∑
k=1
(kn−m+ k)yk+1βn,m−k . (28)
Upon differentiation of (24) with respect to x, integration by parts, and application of (25), the commu-
tation error, C(ψ), can be expressed as:
C (ψ) ≡ dψ
dx
− dψ¯
dx
=
∫ ∞
−∞
G(ζ)ψ′(y)
[
1− f
′(x)
f ′(y)
]
dζ . (29)
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A general function φ(y) can be Taylor expanded about x as,
φ(y) = φ(x) +
∞∑
n=1
φ(n)(x)
n!
(y − x)n . (30)
Suppose we are interested in obtaining up to the Nth order (in δ) commutation terms. Then we can express,
(y − x)n =
( ∞∑
m=1
δmξmym
)n
=
N−n∑
j=0
δj+nξj+nβn,j +O(δN+1) , (31)
for n > 0. Substitution of (31) into (30) gives:
φ(y) = φ(x) +
N∑
n=1
φ(n)(x)
n!
N−n∑
j=0
δj+nξj+nβn,j
+O(δN+1) . (32)
Equation (32) can be used to expand each term in (29) about x, so that the Nth order (in δ) commutation
error is given by:
C(ψ) =
N∑
m=1
 1
m!
[
ψ′
(
1
f ′
)(m)
f ′
]
(x)
N−m∑
k=0
k+m∈2Z
δk+mβm,k
∫
ξk+mG(ξ)dξ

+
N∑
n=1
N∑
m=1
 1
n!m!
[
ψ(n+1)
(
1
f ′
)(m)
f ′
]
(x)
N−n∑
j=0
N−m∑
k=0
j+k+n+m≤N
j+k+n+m∈2Z
δj+k+n+mβn,jβm,k
∫
ξj+k+n+mG(ξ)dξ
+O(δN+1) .
(33)
Up to second order in δ, the commutation error is given by,
C[ψ] = 2f
′f ′′ψ′′ + f ′f ′′′ψ′ − 3f ′′2ψ′
2f ′4
δ2
∫ ∞
−∞
ξ2G(ξ)dξ +O(δ4) , (34)
which agrees with equation (3.9) in [1].
Now, notice that (33) and (34) are expressed in terms of δ, and the unfiltered field ψ. From a modeling
perspective, it would be helpful to express the commutation error in terms of the local grid spacing, ∆, and
the filtered field ψ¯. Recall, the filtering operation (24) can be written in terms of ξ as,
ψ(x) =
∫ ∞
−∞
G(ξ)ψ(y)dξ . (35)
To express the cost of replacing unfiltered terms with their abridged, yet computationally available filtered
counterparts, [1] takes ψ = ψˆκ exp (iκx), substitutes this form into (35), and plugs the result back into (34)
after the corresponding Taylor expansions. However, it is assumed that δ << κδ, for all wavenumbers κ.
This assumption is dimensionally inconsistent as δ ∼ L and κ ∼ 1/L for some length scale L, and also invalid
for small κ when considering implicit filters defined by the grid where 0 ≤ κδ ≤ pi. This assumption results
in the loss of several commutation terms, which describe the impact of resolution inhomogeneity on LES.
Instead, consider the Taylor expansion of each term in (35) directly. Using (31) and (35), we can write:
ψ(x) = ψ(x)−
N∑
n=1
ψ(n)(x)n!
N−n∑
j=0
j+n∈2Z
δj+nβn,j
∫
ξj+nG(ξ)dξ
+O(δN+1) . (36)
Equation (36) can be substituted back into (33) to obtain the commutation error in terms of the filtered
velocity field without the loss of any terms. Moreover, the commutation error can be converted to the local
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grid spacing ∆(x) using the relationship f ′ = δ∆−1. For the convolution filters considered [1], o second order
(in δ), the complete commutation terms up to second order in δ expressed in terms of the local grid spacing
and filtered velocity field are:
C (ψ) =
(
−
[
1
2
(
∆′2 + ∆∆′′
)] dψ
dx
− [∆∆′] d
2ψ
dx2
)∫
ζ2G(ζ)dζ . (37)
Compare (37) with equation (5.9) in [1]: dispersive terms arise in addition to the dissipation term. The
difference that arises when correcting for the erroneous assumption in [1] becomes more apparent when
considering higher order terms. The complete fourth order terms are:
C (ψ) = −
[
1
2
(
∆′2 + ∆∆′′
)]
ψ
′
∫
ζ2G(ζ)dζ − [∆∆′]ψ′′
∫
ζ2G(ζ)dζ
+
[−∆′4 − 11∆∆′2∆′′ − 7∆2∆′∆′′′ − 4∆2∆′′2 −∆3∆′′′′
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]
ψ
′
∫
ζ4G(ζ)dζ
+
[
∆′4 + 8∆∆′2∆′′ + ∆2∆′′2 + 2∆2∆′∆′′′
4
]
ψ
′
(∫
ζ2G(ζ)dζ
)2
+
[−7∆∆′3 − 13∆2∆′∆′′ − 2∆3∆′′′
12
]
ψ
′′
∫
ζ4G(ζ)dζ
+
[
11∆∆′3 + 11∆2∆′∆′′
4
]
ψ
′′
(∫
ζ2G(ζ)dζ
)2
+
[−3∆2∆′2 −∆3∆′′
4
]
ψ
′′′
∫
ζ4G(ζ)dζ +
[
11∆2∆′2 + ∆3∆′′
4
]
ψ
′′′
(∫
ζ2G(ζ)dζ
)2
+
[−∆3∆′
6
]
ψ
′′′′
∫
ζ4G(ζ)dζ +
[
∆3∆′
2
]
ψ
′′′′
(∫
ζ2G(ζ)dζ
)2
. (38)
The original analysis in [1] would only include the second term and last two terms in (38).
Equations (33) and (36) can easily be computed using a symbolic manipulation tool to generate terms
of the commutation error. However, the expressions are quite complex, and the analysis is not applicable
to implicit filters anyways. As shown in section 3.1, it will be more useful from a modeling approach if we
can gain an understanding of the general structure of commutation error. To that end, notice that, up to a
constant, the values of yi in (27) scale like:
yi ∼
[
di−1
dxi−1
(
1
f ′
)](
1
f ′
)i−1
(39)
Propagating this into the definition of the commutation error, and noticing that the procedure given by
equation (36) will not change the form of the commutation error, gives:
C (ψ) ∼
∞∑
N=1
δ2N
2N∑
i=1
∂iψ
∂xi
(x)
[
d2N−i+1
dx2N−i+1
(
1
f ′
)](
1
f ′
)2N−1
. (40)
Expressing (40) in terms of the local grid spacing gives the general form of the Nth order commutation error:
C (ψ) =
N/2∑
n=1
2n∑
m=1
Cmn∆
2n−m
[
∂2n−m+1ψ
∂x2n−m+1
]
dm∆m
dxm
+O(δN+2) , (41)
for even N . As before, the constants Cmn formally depend on the moments of the filter, which suggests the
constants should dependent on the underlying discretization for an implicitly filtered LES.
B Commutation Model Coefficient
Let ε be a tolerance level indicating the desired amount of reduction in the energy in reflections, e.g., ε = 0.1
implies at least a factor of ten reduction in the reflected energy for all wavenumbers. We can get an intuition
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for the desired coefficient by considering the following equation:
∂uˆ(κ, t)
∂t
= (−1)N−22 Ca∂∆
∂x
∆N−1FˆN (κ)uˆ(κ, t) , (42)
where a is the convective velocity, and FˆN (κ) represents the value of the spectrum of the FN operator for
wavenumber κ, i.e., FˆN (κ) ≈ (iκ)N . After time t, the amplification felt by a given wavenumber κ is:
uˆ(κ, t) = uˆ(κ, 0) exp
(
(−1)N−22 Ca∂∆
∂x
∆N−1FˆN (κ)t
)
. (43)
We desire uˆ2(κ, t)/uˆ2(κ, 0) ≤  for all scales approaching unresolvability. Solving for the constant C gives,
C ≥ (−1)
N−2
2 log(ε)
2a∂∆∂x ∆
N−1FˆN (κ)t
. (44)
If we assume that d∆/dx ≈ (max(∆) −min(∆))/L∆ and that the time a reflection feels the dissipation is
t = L∆/(ga), for some length of gradual coarsening L∆ and group velocity factor g, the (44) simplifies to
C ≥ (−1)
N−2
2 log(ε)
2
g
(
max(∆)−min(∆)
∆
)(
∆N FˆN (κ)
) . (45)
The assumptions on d∆′/dx and t are reasonable: if the resolution change is abrupt, the strength of the
dissipation will be greater, but the amount of time the dissipation is felt will be less. In contrast, if the change
in resolution is gradual, the dissipation will be weaker, but it will be felt longer. Therefore, we postulate
that only the absolute change in resolution over a certain length should affect the constant. Moreover, for
simplicity we assume the group velocity is on average twice as fast as the convection velocity for the reflected
wavenumbers considered in section 2.2.1, and take g = 2. This is based on the maximum and minimum
group velocity for second and seventh order B-splines but could be further tuned according to the numerics
to yeild better results.
Lastly, we take κ ≡ κa (as explain in section 3.1.2) and the isolated ∆ ≡ max(∆) to maintain a lower
bound. With these assumptions, the constant is given by:
C =
(−1)N−22 log(ε)(
max(∆)−min(∆)
max(∆)
)(
∆N FˆN (κa)
) . (46)
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