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The family of hole-doped Pr-based perovskite cobaltites, Pr0.5Ca0.5CoO3 and (Pr1−yREy)0.3Ca0.7CoO3 (where
RE is rare earth) has recently been found to exhibit simultaneous metal-insulator, spin-state, and valence tran-
sitions. We have investigated magnetic-field-induced phase transitions of (Pr1−yYy)0.7Ca0.3CoO3 by means of
magnetization measurements at 4.2−100 K up to an ultrahigh magnetic field of 140 T with the chemical pressure
varied by y = 0.0625, 0.075, 0.1. The observed magnetic-field-induced transitions were found to occur simulta-
neously with the metal-insulator transitions up to 100 T. The obtained magnetic field-temperature (B-T ) phase
diagram and magnetization curves are well analyzed by a spin-crossover model of a single ion with interion
interactions. On the other hand, the chemical pressure dependence of the experimentally obtained magnetiza-
tion change during the phase transition disagrees with the single ion model when approaching low temperatures.
The significant y dependence of the magnetization change at low temperatures may arise from the itinerant mag-
netism of Co3+ in the paramagnetic metallic phase, where the chemical pressure enhances the exchange splitting
by promoting the double-exchange interaction. The observed B-T phase diagrams of (Pr1−yYy)0.7Ca0.3CoO3 are
quite contrary to that of LaCoO3, indicating that in (Pr1−yYy)0.7Ca0.3CoO3 the high-field phase possesses higher
entropy than the low-field phase, whereas it is the other way around in LaCoO3.
I. INTRODUCTION
Strong correlations among electrons in transition-metal ox-
ides often lead to the coupling of multiple degrees of freedom
in solids, such as charge, orbital, and spin, that give rise to
exotic phenomena such as superconductivity, colossal mag-
netoresistance, metal-insulator transition, multiferroics, and
so forth. Cobaltites are considered unique among transition-
metal oxides for their spin-state degrees of freedom. One of
the most interesting phenomena expected in cobaltites is the
ordering of spin states. A perovskite cobaltite, LaCoO3, has
been studied for over half a century. The spin states of oc-
tahedrally coordinated Co3+ (3d6) are classified into low-spin
(LS: t62ge
0
g), intermediated-spin (IS: t
5
2ge
1
g), and high-spin (HS:
t42ge
2
g) states according to their total spin angular momentum
S = 0, 1, 2, respectively. Whereas the nonmagnetic and insu-
lating ground state at T < 30 K in LaCoO3 has been identified
as the LS state with neutron scattering [1, 2], its electronic
excited state is still controversial. Various electronic energy
schemes and ordered phases have been proposed, represented
by the HS/LS order [3] and the uniform IS state with orbital
order [4]. However, no such order or short-range correlations
have been identified concretely by microscopic measures.
On the other hand, a hole-doped Pr-based perovskite
cobaltite, Pr0.5Ca0.5CoO3, was found to undergo the first-order
and simultaneous magnetic, metal-insulator and valence tran-
sitions [5]. The phase transition is considered analogous to the
virtual phase change [6] between the ferromagnetic metallic
phase of La1−xSrxCoO3 with x > 0.3 [7] and the diamagnetic
insulator phase of LaCoO3 at low temperatures [1]. The pres-
sure and chemical pressure effects were found to be significant
in Pr1−xCaxCoO3 with a small hole concentration (x < 0.5)
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[8–10]. The pressure suppresses the ferromagnetic order, and
the paramagnetic insulator phase emerges [8, 11]. The phase
transition was claimed to be the spin-state transition between
the Co3+ insulating LS state and metallic IS state [5, 9]. Re-
cent theoretical analyses of the two-orbital Hubbard model in-
dicate the Bose-Einstein condensation of excitons is a possible
origin of the insulating ground state of the Pr-based cobaltites
[12–14].
In the last decade, studies employing high magnetic fields
have revealed nontrivial field induced phases of perovskite
cobaltites. As for LaCoO3, sharp first-order magnetic phase
transitions accompanied by large lattice expansions at around
60−65 T [15–17]. An even wider B-T phase diagram for
LaCoO3 has been constructed at high temperature up to 120
K and high magnetic fields up to 135 T [18]. The phase dia-
gram revealed the two low entropy phases emerge in the high-
field region, which is counterintuitive to the single-ion picture.
Rather, it indicates the presence of the inherent strong correla-
tion between LS and HS or IS, which is debated theoretically
[19, 20]. On the other hand, for (Pr1−yYy)0.7Ca0.3CoO3, the
B-T phase diagram has been revealed by magnetization and
conductivity measurements for y = 0.0625 using static mag-
netic fields [21] and conductivity measurements for y = 0.075
and 0.1 using ultrahigh magnetic fields [22], where Y acts
as the chemical pressure. Those studies commonly revealed
the field-induced insulator-metal transitions. The transition
fields decrease with increasing temperature, which is contrary
to the case of LaCoO3 [18] and more familiar among the spin-
crossover systems in the single-ion picture [23, 24].
In this paper, we present a high-field magnetization study
of (Pr1−yYy)0.7Ca0.3CoO3 in a wide temperature range from
4.2 to 100 K and up to ultrahigh magnetic fields of 140 T, and
the chemical pressure dependence is varied as y = 0.0625,
0.75, 0.1. A series of field-induced magnetic transitions were
observed. The obtained B-T phase diagrams are quite con-
trary to that of LaCoO3, which is well analyzed with the spin-
crossover model of a single ion from LS to IS induced by
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2magnetic field. On the other hand, the amount of the mag-
netization change at the phase transitions was found to be
too strongly dependent on the chemical pressure y to be ex-
plained by the above model. The possible origins of the dis-
crepancy are discussed in terms of the itinerant magnetism of
Co3+ in the IS state. Further, the vanishingly small latent heat
at y = 0.0625 may suggest the presence of a critical point at
low temperatures.
II. EXPERIMENT
Magnetization measurements (Pr1−yYy)0.7Ca0.3CoO3 for
y = 0.0625, 0.075, 0.1 were carried out as follows. Poly-
crystalline samples of (Pr1−yYy)0.7Ca0.3CoO3 for y = 0.0625,
0.075, 0.1 were used whose transition temperatures at zero
field are TC = 42, 64, 96 K, respectively [10]. A non-
destructive pulse magnet at the Institute for Solid State
Physics, University of Tokyo, was used to generate pulsed
magnetic fields of up to 50 T with 37 ms duration for the
magnetization measurements using the induction method. The
magnetization probe of the non-destructive pulse magnet was
calibrated to the absolute value. Further, a horizontal type
single-turn coil (H-STC), a destructive pulse magnet in the In-
stitute for Solid State Physics, University of Tokyo, was also
used to generate the magnetic fields of up to 140 T with 6 µs
duration also for the magnetization measurements using the
induction method. In the case of the H-STC, the magnetiza-
tion pickup coil consists of a pair of counter-wound coils of 20
turns, either of which holds the sample inside [25]. The induc-
tion voltage VM ∝ dM/dt was recorded with a digital oscillo-
scope. A He flow-type cryostat made of Bakelite was used to
cool the sample down to 4.2 K. The temperature was moni-
tored using a chromel-constantan thermocouple and a RuO2
thermometer [18, 26]. The induction voltage of the magnetic
field VB ∝ dB/dt was monitored at the position adjacent to
the sample with a magnetic field pick-up coil calibrated to the
absolute value with a precision of ∼ 1%.
III. RESULT
Representative results of the measured VM of
(Pr1−yYy)0.7Ca0.3CoO3 with y = 0.1 at 18, 33, and 41 K
and pulsed magnetic fields are shown in Fig. 1. First, the
peaks in Fig. 1 indicated by arrows (b) and (c) indicate
the steep increase and decrease of M in the ascending and
descending magnetic fields, respectively. The peak positions
and sharpness of the peaks in VM are temperature dependent.
Second, we note that the sharp peaks just after t = 0 µs
indicated by arrow (a) in Fig. 1 are in good agreement with
the observed magnetization increase at below 1 T [27], which
may originate in the Curie paramagnetism of Pr4+ or Co4+,
whose disappearance in the descending fields may be due
to the heating effect. Third, each dM/dt curve commonly
has a component proportional to dB/dt which shows little
temperature dependence. A series of magnetization curves
of (Pr1−yYy)0.7Ca0.3CoO3 is obtained by integrating VM and
is plotted for y = 0.0625, 0.075, 0.1 in Figs. 2(a)-2(c) as the
thick black curves . Arrows pointing upwards and downwards
indicate the magnetic transition fields in the ascending and
descending fields, respectively. The absolute values for M
obtained with the H-STC experiments are evaluated by fitting
to the magnetization curves obtained using non-destructive
pulses up to 50 T. As pointed out for the dM/dt curves in
Fig. 1, we observed three components in the magnetization
curves in Fig. 2. First, the sharp magnetic transitions are
quite dependent on temperature and chemical pressure (y)
because of their position and sharpness. The temperature
dependent magnetic transitions are attributed to the spin state
transition of Co3+, which is the main focus of the following
discussion. Second, the sudden increase and saturation of the
magnetization below 10 T [27] may be attributed to the Curie
paramagnetism of Pr4+ or Co4+. The third component is the
magnetization which is proportional to the magnetic fields,
showing little dependence on temperature. This component
is considered to have other origins such as the Van Vleck
susceptibility of Pr4+ and Pr3+ because they are insensitive to
temperature.
The heating effect during the magnetization process may
not be as significant as it alters the understanding of the cur-
rent data. For example, irreversible heating is expected in
magnetization curves in Figs. 2(a)-2(c) due to the hystere-
sis loss [28]. The largest hysteresis loss is expected in the
data at y = 0.1 and T = 5 K in Fig. 2(c). In this magnetiza-
tion curve, we clearly observe the sharp first-order transition
in both ascending and descending curves, which is not dis-
turbed by the heating effect. On the other hand, for cases with
y = 0.075 and 0.0625 at the lowest temperatures, the transi-
tions in the descending curves are blurred compared with the
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Fig. 1. Representative data of the induction voltage of the magneti-
zation of (Pr1−yYy)0.7Ca0.3CoO3 (y = 0.1) and the pulsed magnetic
field generated using the horizontal single-turn coils.
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Fig. 2. Magnetization curves of (Pr1−yYy)0.7Ca0.3CoO3 for y = (a) 0.0625, (b) 0.075, and (c) 0.1, measured at various temperatures using the
induction method.
ones in the ascending curves, although irreversible heating is
expected to be smaller than that of y = 0.1 This observation
indicates that the smearing effects in the descending curves
observed for y = 0.075 and 0.0625 are not mainly due to the
heating effects. We suspect dynamical effects leading to the
sweep rate dependence are more relevant in the present case
[23].
We here define the mean transition fields as the average val-
ues of the magnetic transition fields in the ascending and de-
scending fields in each magnetization curve in Fig. 2, which
are calculated and plotted in the B-T -y space in Fig. 3. The
magnetic transition fields well coincide well with the transi-
tion fields of the metal-insulator transitions that were previ-
ously reported [22] as indicated by the open symbols in Fig. 3,
suggesting strong coupling of the magnetism and conductivity
in these systems up to ∼ 100 T. On the T -y plane at B = 0 T,
in Fig. 3, the T -y phase diagram of (Pr1−yYy)0.7Ca0.3CoO3 is
depicted according to the previous reports for 0 < y < 0.15
[9, 10]. At each y on the respective B-T plane, the ground state
of the paramagnetic insular phase (PM/I) forms a dome-like
region, which is destroyed by either temperature or magnetic
field. The region outside the nonmagnetic insulator phase
is the paramagnetic metallic phase (PM/M), characterized by
an increase in the magnetization and conductivity [22]. We
specifically term the area colored in red in Fig. 3 the ferro-
magnetic metallic phase (FM/M) with spontaneous magneti-
zation [9, 10].
IV. DISCUSSION
In the following discussion, we concentrate on the tem-
perature dependent features of the magnetization curves of
(Pr1−yYy)0.7Ca0.3CoO3 for y = 0.0625, 0.075, 0.1, namely,
the transition fields BC (see Fig. 3), the magnetization change
∆M [see Fig. 2 and Figs. 4(a) to 4(c)] that are accompanied
by the metal-insulator transition. First, we tentatively analyze
the obtained B-T -y phase diagram (Fig. 3) and the magne-
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Fig. 3. Mean transition fields of (Pr1−yYy)0.7Ca0.3CoO3 obtained as
a function of temperature and the amount of Y doping y. On the
T -y plane at B = 0 T, the T -y phase diagram for 0 < y < 0.15 is
depicted based on Refs. [5, 8, and 10]. Blue circles, red squares and
black triangles indicate transition fields for y = 0.0625, 0.075 and
0.1, respectively. Open symbols with a center dot indicate that they
are obtained using non-destructive pulses. Open symbols without
a dot indicate that they are obtained with resistivity measurements
using the single-turn coil method adopted from Ref. [22]. Solid
symbols indicate that they are obtained with inductive magnetization
measurements using the single-turn coil method. Solid curves are the
fittings to the data with the spin-crossover model.
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Fig. 4. (a) Magnetization curves of (Pr1−yYy)0.7Ca0.3CoO3 at ∼ 20 K
selected from Figs. 1. (b) The magnetization increase at the magnetic
transition as a function of temperature. (c) The extrapolated magneti-
zation increase at T = 0 K deduced in (b). (d) Increase of entropy ∆S
at the magnetic transition deduced based on the Clausius-Clapeyron
relation. The open symbols are reported data measured with heat-
capacity measurements at B = 0 T as summarized in Table I. Solid
curves in (b), (c), and (d) are guides for eyes.
tization curves with the spin crossover model of a single ion
based on Biernacki and Clerjaud’s formulation [29], which is
shown to give a qualitative agreement with the experimental
results. However, the experimentally obtained y dependence
of ∆M does not agree with the model calculation especially
when approaching low temperatures. It is discussed that the
discrepancy may arise from the itinerant magnetism of the
paramagnetic metallic phase. Further, it is noted that a crit-
ical point may be present at low temperature and zero mag-
netic field with y slightly smaller than 0.0625. Last, we note
the apparent contrast of the present phase diagram to that of
LaCoO3 and discuss the difference of microscopic origin of
those ground states.
The spin crossover model used here is based on Biernacki
and Clerjaud’s formulation [29] where the Boltzmann distri-
bution on a level scheme of a single-ion spin-gap is considered
with further modification by mean fields of inter-ion interac-
tions (see the Appendix for details). The calculated BC as a
function of T using Eq. (A6) (solid curves in Fig. 3) are well
fitted to the experimentally obtained transition fields assum-
ing the effective crystal field splitting ∆′ of 40, 70, 102 K with
g-factors of 2.7, 2.8, 2.1 for y = 0.0625, 0.075, 0.1, respec-
tively. The increase in ∆′ with increasing y is understood as
the increase of crystal field splitting with increasing chemical
pressure. The simulated M shown in Fig. 5 calculated using
M = −∂F/∂B with Eq. (A5) are in qualitative agreement with
the experimental results (Fig. 2), where BC and ∆M increase
with decreasing temperature or increasing y (chemical pres-
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Fig. 5. Simulated magnetization curves based on the spin-crossover
model of a single ion based on Biernacki and Clejaud’s formulation
[29].
sure corresponding here to the increasing ∆′). However, when
approaching low temperatures, striking discrepancies in M be-
tween the model calculation and the experimental observation
are seen. In the calculated results, ∆M always converges to the
saturation magnetization as shown in Fig. 5 and summarized
in Fig. 4(b). This is because the temperature dependence of
∆M in this model originates in the thermal smearing, which
become negligible at low temperatures. In contrast, the ex-
perimentally obtained ∆M converge to values at low temper-
atures and decrease with decreasing y, as seen in Fig. 2 and
summarized in Fig. 4(a)−4(c). In Fig. 4(c), ∆M of 1.4µB/f.u.
at temperature close to 0 K is estimated based on the single
ion model where the spin state of 0.7Co3+ changes from LS
(S = 0) to IS (S = 1) with a g-factor of 2. The estimated
∆M is independent of y which highlights well the deviation
from the experimentally obtained ∆M, which is largely y de-
pendent.
Possible origins of the y dependence of ∆M are (i) a va-
lence change of the Pr ion [27] (ii) the inhomogeneous spin-
glass behavior of IS Co3+, as seen in La1−xSrxCoO3 with
0 < x 5 0.18 [30] (iii) itinerant magnetism of Co in anal-
ogy to the cases of La1−xSrxMnO3 with 0.2 5 x 5 0.4 [31]
and La1−xSrxCoO3 with x > 0.3[7, 32].
First, the valence change of Pr ions during the phase tran-
sition is discussed as a possible origin of the y dependence
of ∆M. We find below that the y dependence of the valence
change is too small to account for the y dependence of the
magnetization change in the region of y from 0.0625 to 0.1. In
the crystal field of (Pr1−yYy)0.7Ca0.3CoO3, it is estimated that
5the 3H4 multiplet of Pr3+ (4 f 2) is split into nine nonmagnetic
singlets and that the magnetism of the ground-state is repre-
sented by an averaged Van Vleck susceptibility of χ = 0.018
emu mol−1 Oe−1 [33]. As for Pr4+ (4 f 1), the 2F5/2 multiplet
splits into three energetically well separated Kramers dou-
blets (> 32 meV), whose ground doublet is characterized by
anisotropic g factor of gx = 3.757, gy = 0.935, gz = 0.606
[34]. Considering that the ground states are singlet and dou-
blet for Pr3+ and Pr4+, respectively, the magnetic field will
stabilize Pr4+ rather than Pr3+, inducing the valence change in
the direction of Pr3+ to Pr4+.
On the other hand, if the crystal field effect is overwhelmed
by the Zeeman effect at sufficiently high magnetic fields, it
is possible that the moment of Pr3+ becomes larger than that
of Pr4+ due to the alternation of the ground state. In fact,
there are excited singlets at 4.5, 14.5, and 16.0 meV above
the ground singlet in Pr3+ (4 f 2) [33] that will be transformed
into magnetic eigenstates under ultrahigh magnetic fields. To
roughly estimate the magnetic moments of Pr3+ and Pr4+ at
high magnetic fields, we compare the magnetic moments of
free ions. In this case, the 3H4 multiplet of Pr3+ (gJ = 4/5) has
a larger moment of 16/5µB than the 2F5/2 (gJ = 6/7) multi-
plet of Pr4+ which has a moment of 15/7µB. It is then possible
that the valence change in the direction of Pr4+ to Pr3+ drives
the field-induced transition. If this is the case, the observed
y dependence may be explained as the amount of Pr ions that
undergoes the valence transition from 4+ to 3+. In case of the
thermally induced phase transition in (Pr1−yYy)0.7Ca0.3CoO3,
the variation of the amount of the valence change in this y
range is small as ∆v = 0.17, 0.19, 0.2 for y = 0.0625, 0.075,
0.1, respectively [27, 35]. Therefore, it is difficult to ascribe
the observed y dependent ∆M directly to the valence transition
of Pr ions from 4+ to 3+.
Second, we discuss that inhomogeneous spin glass behav-
ior of Co moments is unlikely to be the origin of the observed
y dependent magnetization change at low temperatures. In
La1−xSrxCoO3 at x < 0.18, the inhomogeneous spin glass be-
havior is observed [3, 36]. If the solid is inhomogeneously
magnetized in the field induced spin state transition, the value
of ∆M may be proportional to the amount of the Co ions that
undergoes the spin state transition. In the spin glass regime,
the system remains insulating with the percolation limit of
x = 0.18 [37]. If x is greater than 0.18, the ferromagnetic drop
forms network and system becomes a homogeneous metal
[11]. In the present case of (Pr1−yYy)0.7Ca0.3CoO3, all mag-
netic transitions are accompanied by the metal-insulator tran-
sition [22] even at y = 0.0625 where ∆M is only 0.2 µB/f.u.,
[21, 38], indicating the system is uniformly metallic at above
BC or TC. Therefore, the idea of inhomogeneous occupation
of the magnetic spin states in (Pr1−yYy)0.7Ca0.3CoO3 in the
metallic phase is not well supported.
Third, we consider the possibility where the magnetization
of the paramagnetic metallic phase is determined by the itin-
erant magnetism of the Co3+ band. As noted in Ref. [6],
the phase transition of (Pr1−yYy)0.7Ca0.3CoO3 with decreasing
temperature is analogues to the virtual transition from the fer-
romagnetic metal La1−xSrxCoO3 to the diamagnetic insulator
LaCoO3. The double exchange mechanism with Co3+ in IS
state is considered in play to form the ferromagnetic metallic
phase both in La1−xSrxCoO3 with x > 0.3 and La1−xSrxMnO3
with 0.2 5 x 5 0.4 [7, 31, 32]. The ferromagnetism in
La1−xSrxCoO3 is discussed to be characteristic as compared
to the typical double exchange system of La1−xSrxMnO3. The
ferromagnetic moment of La1−xSrxCoO3 is smaller than its
saturation moment whereas in La1−xSrxMnO3 the saturation
moment is achieved. It was discussed that this difference arise
from the fact that La1−xSrxCoO3 has larger d-p hybridization
with better itineracy evidenced by sharper Fermi edge than
the case of La1−xSrxMnO3 [31] and that La1−xSrxCoO3 is not
a typical ferromagnet with double exchange mechanism but a
more itinerant ferromagnet [7, 32].
In the present case of (Pr1−yYy)0.7Ca0.3CoO3, we observed
increasing ∆M with increasing chemical pressure, y [Figs.
4(a), 4(b), 4(c)]. For (Pr1−yYy)0.7Ca0.3CoO3, the pressure
mainly affects the bond length and do not alter the bond an-
gles of Co-O-Co [8]. With increasing pressure, therefore,
the strength of d-p hybridization is expected to increases,
which results in transforming the system from being similar
to La1−xSrxMnO3 to being similar to La1−xSrxCoO3. This will
decrease ∆M with increasing y, being in disagreement with
the observation. We note that the observed large chemical
pressure dependence of the magnetization in the paramagnetic
metal phase is not similar to the previous double exchange
systems where less significant pressure effects are observed
[40–43].
Rather, it appears more plausible to consider the Stoner
model, where exchange splitting of the band is determined by
the strength of the exchange interaction. In the present case,
the origin of the exchange interaction is the double exchange
mechanism J ∝ t0 cos(θ/2), where t0 and θ are transfer inte-
gral and relative angle of spins at adjacent sites. By applying
pressure, t0 is increased by stronger hybridization, resulting
in the larger exchange interactions. This will leads to the en-
hanced exchange splitting of the spin bands. This idea is con-
sistent with the observed y dependence of ∆M.
Here, we note the possible existence of the critical point
at low temperatures in Fig. 3. One may notice that ∆M at
T → 0 K becomes negligibly small with decreasing y as seen
in Fig. 4(c), indicating that the second order phase transi-
tion is realized at y slightly smaller than 0.0625. This trend
is also the case for the values of ∆S at B = 0 T reported by
heat capacity measurements as shown in Table I. It is there-
fore worth noting the possible existence of the critical point
at around the star mark in Fig. 3. The possible critical point
separates the ferromagnetic metallic phase and the paramag-
netic insulating phase. It is located at very low temperature.
Therefore, it may be important to consider the ferromagnetic
fluctuation, the fluctuation between itineracy and localization,
and the emerging quantum criticality at the adjacent region.
We note that the possible critical point can be explored by
varying the applied pressure on the samples with y < 0.0625.
We further estimated the chemical pressure (y) dependence
of the latent heat at the temperature induced phase transi-
tions, which is defined as the enthalpy change ∆HB=0 T. And
∆HT→0 K at the magnetic field induce phase transitions is also
6TABLE I. Amount of Y doping (y), Transition temperature TC at B = 0 T, Change of entropy ∆S at B = 0 T, Deduced enthalpy change
∆HB=0 T = TC∆S , Transition field BC at T → 0 K, Change of magnetization ∆M at T → 0 K, Deduced enthalpy change ∆HT→0 K = BC∆M,
Crystal field gap ∆′ = TC ln 3 used in the spin crossover model
y TC [K] ∆S [J/K mol] ∆HB=0 T [K/f.u.] BC [T] ∆M [µB/f.u.] ∆HT→0 K [K/f.u.] ∆′ [K/f.u.]
0.0625 40a 0.28b 1.35 17 0.15 2.55 44
0.075 64a 2.17c 16.7 40 0.51 20.4 70.3
0.1 93a > 3.6d 41.6 80 0.9 72 102
0.15 132a 4.78c 75.9 - - -
a Ref. [27]
b Ref. [21]
c Ref. [35]
d Ref. [39]
calculated. Enthalpy of the magnetic system is defined as
∆H = T∆S + B∆M. (1)
Eq. (1) is reduced to ∆HB=0 T = TC∆S and ∆HT→0 K = BC∆M
at respective conditions. We estimated each values of ∆H
based on the reported values of TC and ∆S at B = 0 T, and
the obtained values of ∆M and BC at T → 0 K, respectively.
The results are summarized in Table I. The vanishingly de-
creasing latent heat with decreasing y directly indicates the
change from the first order phase transition to the second or-
der phase transition. The value of ∆HT→0 K also becomes neg-
ligibly small, being in good agreement with the above result.
This trend is not reproduced in the estimated crystal field gap
∆′ in the spin crossover model.
Lastly we note that the obtained phase diagram has the
dome like structure at around its ground state, indicating that
the low entropy phase is at its ground state (Fig. 3). The
entropy change at the field-induced phase transitions ∆S are
also quantitatively deduced as shown in Fig. 4(d) based on
Clausius-Clapeyron relation, dB/dT = −∆S/∆M, and the ex-
perimentally obtained dB/dT in Fig. 3 and ∆M in Fig. 4(b).
Whereas, in LaCoO3 the high magnetic field induced phase
has phase boundary of positive slope at B > 100 T indicating
that the low entropy ordered phase is at the high magnetic field
induced phase [18], which is strikingly contrary to the present
case. The obtained phase diagram in Fig. 3 and the entropy
change ∆S for (Pr1−yYy)0.7Ca0.3CoO3 in the present study
shows quite obvious contrasts to those obtained for LaCoO3
in the previous study [18]. The difference between the phase
diagrams of (Pr1−yYy)0.7Ca0.3CoO3 and LaCoO3 may suggest
the difference of microscopic nature of the phase transition.
Recently, excitonic condensation is proposed to be realized
in the systems with the spin state degree of freedom to ac-
count for the unusual insulating phase in Pr based perovskite
cobalt family and LaCoO3 [12–14]. More recently, Sotnikov
and Kunesˇ[19] and Tatsuno et al. [20] independently claim
the possibility of the magnetic field induced excitonic con-
densation [19, 20] to account for the recently found high-field
phases of LaCoO3 [18]. Tatsuno et al. claim that in case of
LaCoO3 the field-induced phase transition takes place in suc-
cession as from LS→ excitonic condensation (EC)→ LS/HS
→ EC → HS phases [20]. Then, one fascinating and united
picture describing the B-T phase diagrams of LaCoO3 and
(Pr1−yYy)0.7Ca0.3CoO3 may be that LaCoO3 is LS at its ground
state whereas (Pr1−yYy)0.7Ca0.3CoO3 is in the EC phase at its
ground state. Theoretical suggestion that both LS and EC can
be destroyed by the magnetic field may explain the field ef-
fects for both materials. Further experimental verification is
needed to test those theories.
V. CONCLUSION
We have carried out the magnetization measurements of
(Pr1−yYy)0.7Ca0.3CoO3 with y = 0.0625, 0.075, 0.1 at high
magnetic fields up to 140 T and observed the magnetic phase
transition. The B-T phase diagram obtained from the tem-
perature dependence and the chemical pressure dependence
of the transition fields are in good agreement with the single
ion model experiencing the spin crossover, where the ground
state is the low entropy phase. This is in contrast with the case
of the previously investigated LaCoO3 [18] where the low en-
tropy ordered phases emerges at high magnetic fields. On the
other hand, the qualitative discrepancy of the magnetization
jump ∆M as a function of y in experiment and the single ion
model has been found. The origin of the discrepancy is at-
tributed to the itinerant magnetism of Co ion. Further, the ex-
istence of the critical point at low temperature is indicated by
the vanishingly small ∆M, ∆S and latent heat for decreasing
y at low temperatures.
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Appendix A: A field-induced spin crossover model
The spin crossover model of single ion formulated by Bier-
nacki [29] is simplified and summarized below, where spin
crossover between LS and IS is induced by temperature or
magnetic field, whose energy diagram is schematically shown
in the inset of Fig. 5 (a). The inter ion interactions is taken
into account under the mean field approximation. The inter
ion interactions are effectively expressed by the elastic lattice
model [44]. In the elastic lattice model, the energy of LS and
IS state are expressed as,
ELS= n2, (A1)
EIS= ∆ − gµBBS z + (n − 1)2, (A2)
where k, β, g, µB, ∆, S z and  are Boltzmann constant, (kT )−1,
g-factor, Bohr magneton, crystal field gap, spin angular mo-
8mentum in z direction and elastic constant of lattice, respec-
tively. n is the increment of the lattice constant a normalized
as n = ∆a/(aIS−aLS), where aLS and aIS are the lattice constant
when all Co ion is in LS state and IS state, and ∆a = a − aLS,
respectively. n = 0 and 1 correspond to the state of lattice
with uniformly occupied LS state and IS state, respectively.
According to Ref. [29], we can regard that  is proportional to
the inter ion interaction for the LS-LS or IS-IS pair. We in this
model note that n is also regarded as the occupancy of the IS
state [29, 44]. Specifically, when  > 0, the effective interac-
tion for LS-LS and IS-IS pair are attractive and that for IS-LS
pair is repulsive, giving rising to the first order spin state tran-
sition at finite temperature. Thus, the partition function per
single particle and n can be defined as,
Z = exp (−βELS) +
∑
S z=1,0,−1
exp (−βEIS) , (A3)
and
n =
∑
S z=1,0,−1 exp(−βEIS)
Z
, (A4)
, respectively. The one particle free energy is obtained as
F = −β−1 lnZ. Then, we obtain the equilibrium value of n
by obtaining the minimum of F as
∂F
∂n
= 0, (A5)
with the condition of ∂2F/∂n2 > 0. The transition fields as a
function of temperature BC(T ) can be obtained by numerically
solving Eq. (A5) with the condition of n = 1/2 as [29]
TC =
∆′
k ln P
(A6)
where ∆′ = ∆ − , and
P =
sinh{β(2s + 1)gµBBC/2}
sinh(βgµBBC/2)
, (A7)
where s takes 1 for IS. At B = 0 T, Eq. (A6) and (A7) reduce
to the form TC = ∆′/{k ln(2s + 1)}. At T = 0 K, on the other
hand, Eq. (A6) and (A7) reduce to the form BC = ∆′/(gµBs).
Both forms are readily understandable and useful to estimate
∆′ and g.
