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We present the first calculation of direct photon production at next-to-next-to leading order
(NNLO) accuracy in QCD. For this process, although the final state cuts mandate only the presence
of a single electroweak boson, the underlying kinematics resembles that of a generic vector boson plus
jet topology. In order to regulate the infrared singularities present at this order we use theN -jettiness
slicing procedure, applied for the first time to a final state that at Born level includes colored partons
but no required jet. We compare our predictions to ATLAS 8 TeV data and find that the inclusion of
the NNLO terms in the perturbative expansion, supplemented by electroweak corrections, provides
an excellent description of the data with greatly reduced theoretical uncertainties.
INTRODUCTION
Direct (or inclusive) photon production at hadron col-
liders provides an excellent testing ground for probing
the predictions of the Standard Model (SM) in fine de-
tail. The LHC, which is currently in its second major
data-taking period, provides a powerful tool to study
this process [1–4]. For the first time, the experimental
uncertainties are under such good control that, over a
large region of phase space, they are significantly smaller
than the corresponding theoretical ones. Additionally,
the most recent data from the LHC highlight the fact
that existing theoretical tools are inadequate for describ-
ing the experimental measurements [4].
This remarkable achievement of experimental science
challenges the theoretical community to provide more so-
phisticated predictions that have theoretical errors com-
mensurate with the errors in the data. Given the special
nature of this final state, the poor description provided
by existing theoretical predictions for this channel has
serious ramifications for the LHC program. Direct pho-
ton production (pp→ γ+X), and the associated process
in which a jet is explicitly reconstructed (pp → γ + j),
are the highest-rate electroweak processes at the LHC.
As such they represent critical standard candles for the
exploration of the SM at the LHC. For instance, mea-
surements over a wide range of kinematic configurations
– corresponding to different rapidities and transverse mo-
menta of the photon – could be used to provide a pre-
cision probe of parton distribution functions (pdfs) [5].
However, up to now, the large theoretical uncertainty has
meant that this data is not routinely used in fits. More-
over, the similarity of this process to Z+jet production
can also be exploited to provide a better understanding
of the Z(→ νν¯)+jet process, which gives rise to leading
backgrounds in searches for dark matter and supersym-
metry. This is especially useful in the high transverse
momentum region, where there is limited experimental
data from the process pp→ Z(→ `+`−) +X [6].
Over the last 15 years the theoretical benchmark for
direct photon studies has been the next-to-leading or-
der (NLO) Monte Carlo code JETPHOX [7]. Recent calcu-
lations, implemented in the code PeTeR, have extended
the NLO prediction to include both threshold resumma-
tion at the next-to-next-to-next-to leading logarithmic
accuracy (N3LL) and electroweak Sudakov corrections
at leading logarithmic accuracy [8]. By including the
resummed terms the agreement with data is somewhat
improved, compared to the pure NLO prediction.
It is clearly highly desirable to have a next-to-next-to-
leading order (NNLO) prediction for direct photon pro-
duction that can be compared with LHC data. This is
the primary aim of this paper. Although direct photon
production can be defined merely through fiducial cuts
on the photon, it proceeds at LO in perturbation theory
through the recoil of the photon against a quark or gluon.
Therefore the underlying structure of the calculation is
almost identical to that of the γ + j process. The pres-
ence of a final-state colored parton means that a NNLO
calculation of this process represents a considerable the-
oretical challenge.
Over the last few years significant progress has been
made in the field of NNLO calculations, allowing for
the calculation of processes involving one [9–15] or
two [16, 17] massless partons in the final state for the first
time. One of the developments that has proven very fruit-
ful for computing NNLO corrections is a novel method
for regulating the infrared (IR) singular structure known
as N -jettiness slicing (or subtraction). Originally used in
a NNLO calculation of top quark decay [18], the method
has since been extended and applied to general LHC pro-
cesses [12, 19]. This method splits the phase space into
two components based on the global event shape, N -
jettiness (τN ) [20]. Crucially, for an N -jet final state,
the double-unresolved IR poles occur when τN = 0, so
that τN > τ
cut
N corresponds to a region in which the cal-
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2culation has at most single-unresolved limits and there-
fore resembles a NLO calculation. Furthermore, the cross
section in the region τN < τ
cut
N can be obtained from a
factorization formula derived from soft-collinear effective
theory (SCET) [21–25]. The method can therefore be
used as a slicing procedure, with the usual caveat that
τ cutN should be taken as small possible to minimize power
corrections to the below-cut factorization theorem.1
CALCULATION
In this section we briefly outline the technical details
relating to our calculation. In the N -jettiness slicing
approach the calculation naturally splits into two com-
ponents, corresponding to the contributions above and
below τN = τ
cut
N . Below τ
cut
N , the factorization theo-
rem of SCET describes the cross section as a convolution
of a process-dependent hard function, H, with process-
independent beam functions B that describe initial-state
collinear singularities, jet functions J for final-state
collinear singularities, and a soft function S that de-
scribes soft radiation. Expansions accurate to O(α2s)
that are relevant for our calculation can be found in
refs. [28, 29], [30, 31] and [32] for the beam, jet and soft-
functions respectively. The process-independent func-
tions have already been used in the calculation of NNLO
corrections to the similar W + j [12] and Z + j [14]
processes. For our purposes we use the implementation
of these contributions in MCFM as outlined in ref. [14]
and also, for the color-singlet case, in ref. [33]. We have
calculated the process-dependent hard function H using
the results for the double-virtual pp → γj matrix ele-
ments, calculated in ref. [34]. The helicity amplitudes for
the gg → γg one-loop contribution, that also enter the
hard function, have been computed using analytic uni-
tarity techniques [35–37]. We have checked that we find
agreement between the N -jettiness slicing method and a
more traditional Catani-Seymour dipole [38] calculation
at NLO.
In addition to the ingredients required from the SCET
factorization theorem we also require the pieces associ-
ated with τN > τ
cut
N , which corresponds to the NLO
calculation of γ + 2j. This process has been studied
at NLO in ref. [6]. We have re-computed the virtual
corrections to this process using unitarity methods and
checked our calculation using an in-house implementa-
tion of the D-dimensional numerical algorithm described
in ref. [39]. The amplitudes have also been cross-checked
numerically at specific phase space points using Mad-
graph5 aMC@NLO [40].
1 For recent work on reducing the dependence on the power cor-
rections, see refs. [26, 27].
nR1j n
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j
Figure 1: An illustration of the dependence on R in the N -
jettiness algorithm. The same event, clustered with two dif-
ferent R values, results in differing orientations of the jettiness
axis. This results in different power corrections for τ1 > 0. In
the limit τ1 → 0 the dependence on R vanishes.
We now turn our attention to the discussion of N -
jettiness slicing for the case at hand. Direct photon pro-
duction is representative of an interesting class of pro-
cesses to compute at NNLO, where no final-state jet
is required but the non-zero recoil of the photon man-
dates some colored radiation in the final state.2 The
N -jettiness slicing procedure therefore has to be defined
in this context. Clearly the final state parton will in-
duce singularities at NNLO that cannot be regulated by
a cut on 0-jettiness, τ0 (for instance, corresponding to the
triple-collinear splitting of a final-state parton). Thus it
is clear that a cut must be made on the 1-jettiness event
shape variable, which naturally requires a definition of a
jet direction nj . Therefore one has to be careful that the
regulating variable τ cut1 , which requires a jet definition,
does not interfere with the inclusive nature of the final
state, which does not.
In order to achieve this, we start with the usual defi-
nition of τ cut1 ,
τ cut1 =
M∑
k=1
min
i=a,b,1
{
2qi · pk
Qi
}
. (1)
This equation involves the momenta of the parton-level
configuration, {pk} and the set of momenta that is ob-
tained after application of a jet-clustering algorithm,
{qi}. The scale Qi is a measure of the jet or beam hard-
ness, which we take as Qi = 2Ei. In order to be well-
defined, the contribution from the jet direction that en-
ters in Eq. (1) must correspond to a sufficiently hard jet.
This is guaranteed by the cut on the photon transverse
momentum (pT ). In the Born phase space the transverse
momentum of the jet clearly balances that of the photon.
2 Similar studies for inclusive Higgs and Z boson production at
finite pT can be found in refs. [15, 41, 42].
3In the real-virtual phase space this constraint is some-
what relaxed, so that the transverse momentum of the
leading jet is constrained by p1T > p
γ
T /2. In the double-
real contribution the constraint is p1T > p
γ
T /3. Thus,
as long as we consider sufficiently hard photons, τ cut1 is
well-defined.
A subtlety to this procedure still arises in practice. Al-
though the jet-clustering procedure is only used to iden-
tify the jet direction, with no pT cut necessary, there is
still a dependence on the cone size R. An example of
this dependence is illustrated in Fig. 1, which makes it
clear that, depending on the cone-size, radiation may or
may not be clustered together to form a jet. In the fig-
ure the smaller cone R1 results in a different jettiness
direction than the larger cone R2. Crucially, although
these two jettiness directions nR1j and n
R2
j will differ at
large τ cut1 , in the limit in which τ
cut
1 → 0, the difference
vanishes. Different choices of R will therefore result in
different power corrections at large τ cut1 , but the cross
section should become insensitive to this choice in the
double-unresolved limit τ cut1 → 0.
RESULTS
In order to properly define the process of direct photon
production it is necessary to apply isolation conditions to
the photon. Experimentally this reduces the background
from unwanted secondary photons, which arise from de-
cays of hadrons. An additional source of photons arises
from fragmentation of collinear partons. On the theoreti-
cal side, one approach is to model the fragmentation pro-
cess through the introduction of non-perturbative con-
tributions that can be determined by a fit to suitable
data. However, the need to include fragmentation func-
tions can be eliminated altogether if the smooth cone iso-
lation, proposed in ref. [43], is used instead. This form
of isolation is encapsulated by,
∑
EhadT (R) < γE
γ
T
(
1− cosR
1− cosR0
)n
∀R < R0 . (2)
This requirement constrains the sum of the hadronic en-
ergy inside a cone of radius R, for all separations R that
are smaller than a chosen cone size, R0. Note that arbi-
trarily soft radiation will always pass the condition, but
collinear (R → 0) radiation is forbidden. Therefore the
contributions from the fragmentation functions are elim-
inated. This isolation prescription is therefore highly de-
sirable from a theoretical viewpoint.
Unfortunately, the continuous nature of this isolation
prescription cannot be reproduced easily in the experi-
mental setup, in which discrete calorimeter cells are used.
Therefore the smooth cone procedure is not feasible for
use in experimental studies. However, at NLO, it is pos-
sible to choose smooth-cone parameters (γ , n and R0)
such that the theoretical prediction using smooth cone
isolation is close to the one obtained using fragmentation
functions and isolation conditions that mimic the exper-
imental cuts. Such a matching was performed in ref. [44]
for the case of photon pair production. We adopt the
same parameters, n = 2, γ = 0.1 and R0 = 0.4, that
were suggested in that study, finding NLO rates that are
within 1-2% of the JETPHOX [7] results quoted in ref. [4].
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Figure 2: The dependence on the NNLO coefficient on the
parameter τ cut1 , and the clustering cone size R. Two choices
are shown corresponding to R = 0.4 (red) and R = 0.2 (blue).
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Figure 3: The dependence on the NNLO coefficient on the
parameter τ cut1 for the transverse momentum window 65 <
pγT < 150 GeV.
All of the results presented here are for the LHC oper-
ating at
√
s = 8 TeV. The photon is constrained by a
simple set of cuts,
pγT > 65 GeV , |ηγ | < 0.6 . (3)
The theoretical predictions are all obtained using the
CT14 NNLO pdf set [45] with renormalization (µR) and
factorization (µF ) scales equal to p
γ
T . The rate for this
process is proportional to the electromagnetic coupling,
αem. Since our calculation does not include any higher
orders in αem we are free to evaluate this coupling at
any scale. In practice there is a significant difference, of
around 7%, between theoretical predictions obtained us-
ing αem(0) = 1/137 and those employing a higher-scale
value, αem(mZ) = 1/127.9. Since we will later amelio-
rate our calculation by including the effects of resum-
ming electroweak Sudakov logarithms according to the
4results of refs. [46, 47] we will adopt the choice therein
for all our results, namely the use of αem(mZ) = 1/127.9.
This choice has previously been theoretically motivated
in refs. [47, 48] and, as we will observe later, it is sup-
ported phenomenologically by an improved description
of ATLAS data [4, 8].
In order to validate the method, we first study the de-
pendence of the power corrections on the jet cone size R
that is indicated in Fig. 1. We compute the NNLO coef-
ficient in the perturbative expansion of the cross-section
(∆σNNLO), for R = 0.2 and R = 0.4, for photons with
pγT > 150 GeV. Our results are shown in Fig. 2. We
observe that for τ cut1 & 0.14 GeV the power corrections
result in predictions for the NNLO coefficient that are
quite different for the two values of R. However, for
τ cut1 . 0.14 GeV the predictions tend towards the same
result and are in much better agreement. We also note
that the smaller cone size has a much flatter dependence
on τ cut1 . Although some residual effect from power cor-
rections can be seen for R = 0.2, the cross section is
essentially asymptotic for τ cut1 . 0.7 GeV.
Given that our calculation is ultimately insensitive to
R we can thus choose our value to expedite the onset
of asymptotic behavior. We thus choose R = 0.2 hence-
forth. In Figure 3 we present the τ cut1 dependence for
the softer region 65 < pγT < 150 GeV, which corresponds
to the softest photons we study in this paper. It is clear
that the power corrections are sizable for τ cut1 & 0.2 GeV,
but that there is little dependence on τ cut1 in the region
τ cut1 ≤ 0.1 GeV. This is in line with the expected scaling
from the harder (> 150 GeV) region we studied previ-
ously. For our subsequent comparison with ATLAS data
we set τ cut1 = {0.1, 0.2, 0.7} GeV for the phase space
regions pγT > {65, 150, 470} GeV respectively.
In Fig. 4 we compare our NNLO (and NLO) predictions
from MCFM with 8 TeV ATLAS data [4]. The shaded
bands represent the scale uncertainty, obtained by con-
sidering relative deviations using a six-point scale varia-
tion about our central choice: {µR, µF } = {λ1pγT , λ2pγT }
with λi ∈ {2, 1, 1/2} and λ1 6= λ−12 . It is clear that the
scale dependence is greatly reduced for the NNLO predic-
tion when compared to NLO. For the central scale choice
the NNLO prediction is around 5% larger than NLO.
The central scale is close to the maximum of the uncer-
tainty band, with deviations around +1% and −4% over
much of the range. The tendency of the theoretical pre-
diction to overestimate the data in the high pT region is
more pronounced when the NNLO correction is included.
This leads to a significant disagreement between theory
and data, far outside the NNLO scale uncertainty band.
We note that our larger value of αem, results in a much
better agreement with data than the lower choice used
in [4] (c.f. also ref. [8]).
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Figure 4: A comparison of the MCFM predictions for
the transverse momentum of the photon to ATLAS 8 TeV
data [4].
Given the small uncertainty in the NNLO QCD predic-
tion, and the resulting tension with data, it is especially
important to investigate the impact of additional theoret-
ical effects not included in the pure QCD prediction. At
high energies it is well-known that the impact of Sudakov
effects, arising from the virtual radiation of heavy elec-
troweak bosons, is important for this process [8, 46, 47].
Using a parametrized form that captures the effect of
these leading-logarithmic electroweak corrections to good
accuracy [47] it is possible for us to also account for these
effects. We thus modify our NNLO prediction by rescal-
ing it by a factor [1 + ∆σewV (p
γ
T )], where ∆σ
ew
V (p
γ
T ) is
specified in ref. [47].
Accounting for both NNLO QCD and electroweak ef-
fects in this way provides the improved prediction shown
in the top panel of Fig 5. This shows a dramatic im-
provement in the overall agreement between our theoret-
ical prediction and data after the inclusion of electroweak
effects. It is a remarkable feat that the experimental and
theoretical uncertainties are now under such good control
that the inclusion of the electroweak corrections becomes
mandatory to ensure agreement between theory and data
at energies as low as a few hundred GeV. To indicate
the level of improvement that the NNLO QCD correc-
tions provide, the lower panel shows a comparison of our
best prediction and the previous most accurate calcula-
tion presented in ref. [8]. The result of ref. [8], obtained
using the PeTeR code, accounts for threshold resumma-
tion to N3LL accuracy and also includes the same elec-
5troweak effects. It is clear from the figure that the central
values for the two predictions are similar. However the
scale uncertainty in the NNLO calculation is smaller, by
around a factor of three, than the equivalent uncertainty
obtained using PeTeR.
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Figure 5: Upper: the effect of including electroweak cor-
rections in addition to the NNLO predictions provided by
MCFM. Lower: a comparison of the NNLO+EW prediction
of MCFM with the N3LL+EW prediction of PeTeR [8].
CONCLUSIONS
We have presented a calculation of direct photon
production at NNLO accuracy obtained using the N -
jettiness slicing approach. We compared our prediction
to ATLAS 8 TeV data for pγT > 65 GeV and |ηγ | < 0.6.
We found that by combining the NNLO QCD calcula-
tion with EW effects our calculation describes the data
very well. Our results represent a significant improve-
ment compared to previous theoretical predictions. The
future study of this process, over a wider phase space and
at larger center of mass energies, presents an exciting op-
portunity for precision QCD at colliders. In particular,
the calculation of ratios of photon momenta for differ-
ent rapidity regions has interesting potential. The ratios
have the advantage of cancelling the leading dependence
on αem and simultaneously the experimental luminosity
uncertainty. Theoretical predictions for these ratios at
NNLO could be used to constrain pdfs, provided that re-
maining theoretical uncertainties, such as those related
to isolation, are fully understood. We leave such a de-
tailed phenomenological study to a future publication.
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