Abstract. In this work we define a stochastic adding machine associated to the Fibonacci base and to a probabilities sequence p = (pi) i 1 . We obtain a Markov chain whose states are the set of nonnegative integers. We study probabilistic properties of this chain, such as transience and recurrence. We also prove that the spectrum associated to this Markov chain is connected to the fibered Julia sets for a class of endomorphisms in C 2 .
Introduction
The goal of this work is to study a problem in the areas of dynamical systems, probability and spectral operator theory. These problems involve stochastic adding machine, spectrum of transition operator associated to Markov chains and fibered Julia sets of endomorphisms in C 2 .
Let g : C −→ C be an holomorphic map. The filled Julia set associated to g is by definition the set K(g) = {z ∈ C : g n (z) is bounded}, where g n is the n−th iterate of g.
A connection between Julia sets in C and stochastic adding machine was given by Killeen and Taylor in [KT1] . They defined the stochastic adding machine as follows: let N ∈ N = {0, 1, 2, . . .} be a nonnegative integer. By using the greedy algorithm we may write N as N = k(N ) i=0 ε i (N )2 i , in a unique way, where ε i (N ) ∈ {0, 1}, for all i ∈ {0, . . . , k(N )}. So, the representation of N in base 2 is given by N = ε k(N ) (N ) . . . ε 0 (N ). They defined a systems of evolving equation that calculates the digits of N + 1 in base 2, introducing an auxiliary variable "carry 1", c i (N ), for each digit ε i (N ), as follows: where [x] is the integer part of x ∈ R + . Killeen and Taylor [KT1] defined a stochastic adding machine considering a family of independent, identically distributed randon variables {e i (n) : i 0, n ∈ N}, parametrized by nonnegative integers i and n, where each e i (n) takes the value 0 with probability 1 − p and the value 1 with probability p. More precisely, they defined a stochastic adding machine as follows: let N be a nonnegative integer and consider the sequences (ε(N + 1)) i 0 and (c i (N + 1)) i −1 defined by c −1 (N + 1) = 1 and for all i 0 Killeen and Taylor [KT1] studied the spectrum of the transition operator S associated to the stochastic adding machine in base 2, acting in l ∞ (N), and they proved that the spectrum of S in l ∞ (N) is equal to the filled Julia set of the quadratic map f : C −→ C defined by
, i.e. σ(S) = {z ∈ C : (f n (z)) n 0 is bounded}. In [MSV] and [MV] , the authors considered the stochastic adding machine taking a probabilities sequence p = (p i ) i 1 , where the probability change in each state, i.e. on the description (0.2) we have e i (N ) = 1 with probability p i+1 and e i (N ) = 0 with probability 1 − p i+1 , for all i 0, and they constructed the transition operator S p related to this probabilities sequence.
In particular, in [MSV] they proved that the Markov chain is null recurrent if only if +∞ i=1 p i = 0. Otherwise the chain is transient. Furthermore, they proved that the spectrum of S p acting in c 0 , c and l α , 1 α ∞, is equal to the fibered Julia set E p := z ∈ C : (f j (z)) is bounded , wheref j := f j • . . .
• f 1 and f j : C −→ C are maps defined by f j (z) =
, for all j 1. Moreover, the spectrum of S p in l ∞ (N) is equal to the point spectrum.
In this paper, instead of base 2, we will consider the Fibonacci base (F n ) n 0 defined by F n = F n−1 + F n−2 , for all n 2, where F 0 = 1 and F 1 = 2. Also, we will consider a probabilities sequence p = (p i ) i 1 , instead of an unique probability p (as was done in [MS] and [MU] , for a large class of recurrent sequences of order 2). Thenceforth, we will define the Fibonacci stochastic adding machine and considering the transition operator S, we will prove that the Markov chain is transient if only if We will compute the point spectrum and prove that it is connected to the fibered Julia sets for a class of endomorphisms in C 2 . Precisely, σ pt (S) ⊂ E ⊂ σ a (S) where E = {z ∈ C : (g n • . . . • g 0 (z, z)) n 0 is bounded} and g n : C 2 −→ C 2 are maps defined by
The paper is organized as follows. In subsection 1.1 we give the definition of Fibonacci adding machine and explain how this machine is defined by a finite transductor. In subsection 1.2 we define the stochastic Fibonacci adding machine and we obtain the transition operator of the Markov chain. In section 2 we give a necessary and sufficient condition for transience, a sufficient condition for null recurrence and for positive recurrence. In section 3 is devoted to provide an exact description of the spectra of these transition operators acting on l ∞ (N). The section 4 contains results about connectedness properties of the fibered Julia sets.
1. Stochastic Fibonacci adding machine 1.1. Adding machine. Let (F i ) i 0 be the Fibonacci sequence defined by F 0 = 1, F 1 = 2 and F n = F n−1 + F n−2 , for all n 2. By using the greedy algorithm we can write every nonnegative integer number N , in a unique way, as N =
A way to calculate the digits of N + 1 in Fibonacci base is given by a finite transducer T on A * × A * , where A = {0, 1} is a finite alphabet and A * is the set of finite words on A. The transducer T of the Fibonacci adding machine, represented on figure 1, is formed by two states, an initial state I and a terminal state T . The initial state is connected to itself by two arrows. One of them is labelled by (10/00) and the other by (1/0). There is also one arrow going from the initial state to the terminal one. This arrow is labelled by (00/01). The terminal state is connected to itself by two arrows. One of them is labelled by (0/0) and the other by (1/1). Remark 1.2. The transducer T was defined in [MU] . Like was defined by Killeen and Taylor in description (0.1), we may construct an algorithm that computes the digits of N + 1. This algorithm can be described by introducing an auxiliary binary "carry" variable c i (N + 1) for each digit ε i (N ) by the following manner:
Put c −1 (N + 1) = 1 and i) If ε 0 (N ) = 0 then for all i 0, do:
ii) If ε 0 (N ) = 1 then put ε 0 (N + 1) = 0, c 0 (N + 1) = 1 and, for all i 1, do:
Remark 1.4. If c j−1 (N + 1) = 0 for some nonnegative integer j 1 then c i (N + 1) = 0 for all i j − 1. Moreover, in description (1.1) we have ε l (N + 1) = ε l (N ) for all l 2j and in description (1.2) we have ε l (N + 1) = ε l (N ) for all k 2j − 1. Example 1.5. a) Let N = 3 = 0100 = ε 3 (3)ε 2 (3)ε 1 (3)ε 0 (3). By description (1.1) we have c −1 (4) = 1 and
Hence, ε 3 (4)ε 2 (4)ε 1 (4)ε 0 (4) = 0101 = 4 = N + 1. b) Let N = 4 = 00101 = ε 4 (4)ε 3 (4)ε 2 (4)ε 1 (4)ε 0 (4). By description (1.2) we have ε 0 (5) = 0, c 0 (5) = 1 and
Hence, ε 4 (5)ε 3 (5)ε 2 (5)ε 1 (5)ε 0 (5) = 01000 = 5 = N + 1. Theorem 1.6. Let N be a nonnegative integer number and ε k (N ) . . . ε 0 (N ) its representation in Fibonacci base. The algorithms (1.1) and (1.2) give for us the digits of N + 1 in Fibonacci base.
Proof. Let N = ε k (N ) . . . ε 0 (N ) and assume that ε 0 (N ) = 0.
If ε 1 (N ) = 0 then by de system (1.1) we have ε 0 (N + 1) = 1, ε 1 (N + 1) = 0, c 0 (N + 1) = 0 and, by the remark 1.4, ε i (N + 1) = ε i (N ), for all i 2. Therefore, ε k (N + 1) . . . ε 2 (N + 1)ε 1 (N + 1)ε 0 (N + 1) = ε k (N ) . . . ε 2 (N )01 = N + 1.
If N = ε k (N ) . . . ε 2l+2 (N )00(10) l , for some l 1 then ε 2i+1 (N )ε 2i (N ) = 10, for all i ∈ {0, . . . , l−1}, and ε 2l+1 (N )ε 2l (N ) = 00. Thus, by the system (1.1), we have ε 2i+1 (N )ε 2i (N ) = 00 and c i (N + 1) = 1, for all i ∈ {0, . . . , l − 1}, ε 2l+1 (N )ε 2l (N ) = 01 and c l (N + 1) = 0. Therefore, by remark 1.4, ε i (N + 1) = ε i (N ), for all i 2l + 2, and ε k (N + 1) . . . ε 2l+2 (N + 1)ε 2l+1 (N + 1)ε 2l (N + 1)ε 2l−1 (N + 1) . . . ε 0 (N + 1) = ε k (N ) . . . ε 2l+2 (N )01 0 . . . 0
The case ε 0 (N ) = 1 can be done by the same way using the system (1.2).
1.2. Stochastic adding machine. A way to construct the stochastic Fibonacci adding machine is by a "probabilistic" transducer T p (see Fig.2 ).
The states of T p are T and I i , for all i 1. The labels are of the form (0/0, 1), (1/1, 1), (a/b, p i ) or (a/a, 1 − p i ), for all i 1, where a/b is a label in T . The labelled edges in T p are of the form (T, (x/x, 1), T ) where x ∈ {0, 1}, (
The stochastic process ψ(N ), with state space N, is defined by ψ(N ) = +∞ i=0 ε i (N )F i where (ε i (N )) i 0 is an infinite sequence of 0 or 1 without two 1 consecutive and with finitely many no zero terms. The sequence (ε i (N )) i 0 is defined in the following way:
Put ε i (0) = 0 for all i and assume that we have defined (ε i (N − 1)) i 0 with N 1. In the transducer T p , consider the path
where s 0 = I 1 and s n+1 = T , such the words . . . 00ε n (N − 1) . . . ε 0 (N − 1) and . . . 00a n . . . a 0 are equal. We define the sequence (ε i (N )) i 0 as the infinite sequence whose terms are 0 or 1 such that . . . 00ε n (N ) . . . ε 0 (N ) = . . . 00b n . . . b 0 .
We remark that ψ(N −1) transitions to ψ(N ) with probability p ψ(N −1)ψ(N ) = t n t n−1 . . . t 0 .
Example 1.7. If N = 17 = 100101 then in the transducer T of Fibonacci adding machine, N corresponds to the path (T, 1/1, T )(T, 00/01, I)(I, 10/00, I)(I, 1/0, I). In the transducer T p of the stochastic Fibonacci adding machine we have the followings paths:
In this case N = 17 transitions to 17 with probability
In this case N = 17 transitions to 16 with probability p 1 (1 − p 2 ). c) (T, (1/1, 1), T )(T, (00/00, 1−p 3 ), I 3 )(I 3 , (10/00, p 2 ), I 2 )(I 2 , (1/0, p 1 ), I 1 ). In this case N = 17 transitions to 13 with probability
In this case N = 17 transitions to 18 with probability p 1 p 2 p 3 .
An other way to construct the stochastic Fibonacci adding machine is the same that Killeen and Taylor did on description (0.2) generalizing the descriptions (1.1) and (1.2) to include fallible adding machines by the following manner: let p = (p i ) i 1 ⊂]0, 1] be a probabilities sequence and {e i (N ) : i 0 N ∈ N} be an independent, identically distributed family of random variables parametrized by natural numbers i, n where, for each nonnegative integer N , we have e i (N ) = 0 with probability 1 − p i+1 and e i (N ) = 1 with probability p i+1 , for all i 0.
Let N a nonnegative integer. Given a sequence (ε i (N )) i 0 of 0 s and 1 s such that ε i (N ) = 1 for finitely many indices i and ε i+1 (N )ε i (N ) = 11, for all i 0, we consider the sequences (ε i (N + 1)) i 0 and (c i (N + 1)) i −1 , defined by c −1 (N + 1) = 1 and a) If ε 0 (N ) = 0 then, for all i 0, do
The systems a) and b) gives to us the Fibonacci stochastic adding machine. With the transition probabilities, we obtain the countable transition matrix of the Markov chain S = S p = (S i,j ) i,j 0 . This Markov chain is irreducible and aperiodic. To help the reader, the first entries of the matrix S are given by table 1. Table 1 . First entries of the transition operator S.
Proposition 1.8. Let N be a nonnegative integer. Then the following results are satisfied. i) N transitions to N with probability 1 − p 1 . ii) If N = ε k . . . ε 0 with ε 1 ε 0 = 00 then N transitions to N + 1 with probability p 1 . iii) If N = ε k . . . ε t (10) s with ε t+1 ε t = 00, s 1 and t = 2s then N transitions to N + 1 with probability p 1 p 2 . . . p s+1 and N transitions to N − F 2m + 1, 0 < m s, with probability
. . ε t (10) s 1 with ε t+1 ε t = 00, s 1 and t = 2s + 1 then N transitions to N + 1 with probability p 1 p 2 . . . p s+2 and N transitions to N − F 2m−1 + 1, 0 < m s + 1, with probability
is a path in the transducer T p . Then N transitions to N + 1 with probability p 1 .
s is a path in the transducer T p . In this case, N transitions to N + 1 with probability
(T, (10/10, 1−p m+1 ), I m+1 ) (I m+1 , (10/00, p m ), I m ) . . . (I 3 , (10/00, p 2 ), I 2 )(I 2 , (10/00, p 1 ), I 1 ) is a path in the transducer T p . In this case, N transitions to N − F 2m + 1 with probability p 1 . . . p m (1 − p m+1 ).
The cases (i) and (iv) are left to the reader. Proposition 1.9. Let i, j ∈ N * such that F n i, j F n+1 − 1. Then the transition probability from i to j is equal to transition probability from i − F n to j − F n , i.e. S i,j = S i−Fn,j−Fn .
Proof. If i = j then by proposition 1.8 we have that S i,j = S i−Fn,j−Fn = 1 − p 1 .
Suppose i = j and S i,j > 0. i) If i = ε n . . . ε 2 00 with ε n = 1 then by the item (ii) of the proposition 1.8, j = i + 1 = ε n . . . ε 2 01 and S i,j = p 1 . Thus i − F n = ε n−1 . . . ε 2 00, j − F n = ε k−1 . . . ε 2 01 and
, with s 1 then by the item (iii) of the proposition 1.8, we have two cases: j = ε n . . . ε t 01 0000 . . . 0000
Therefore, in the first case there exists a integer t n 0 n − 2 such that ε n 0 = 1 and ε l = 0 for all integer n 0 < l n − 1. Hence, we have i − F n = ε n 0 . . . ε t 00 1010 . . . 1010
In the second case there exists a integer n 0 such that n 0 = 2s − 1 or t n 0 n − 2 such that ε n 0 = 1 and ε l = 0 for all n 0 < l n − 1. Hence, we have i − F n = ε n 0 . . . ε t 00 1010 . . . 1010 (case n 0 = 2s−1). Therefore,
iii) Using the same idea used in the proof of the anterior item, we deduce the case that N = ε n . . . ε t 00 1010 . . . 1010
Proof. Let n ∈ N such that 0 < i < F n j < F n+1 . Hence, the expressions of i and j in Fibonacci base are (1.3) i = ε n−1 . . . ε 0 and j = 1ε n−1 . . . ε 0 , where ε l , ε l ∈ {0, 1}, ε l+1 ε l = 11 and ε l+1 ε l = 11 for all l ∈ {0, . . . , n}. If S j,i = 0 then from proposition 1.8 and the fact that i < j, we deduce that j = ε n . . . ε t 00 10 . . . 10 2s , with s 1 and n t 2s + 2, and i = j − F 2m + 1 = ε n . . . ε t 00 10 . . . 10 , with 1 m s.
In both cases we obtain a contraction because of the relation (1.3).
Probabilistic properties of the stochastic Fibonacci adding machine
In the next proposition, we obtain a necessary and sufficient condition for transience of the Markov chain. Indeed, in the transient case a solution is obtained by taking v m as the probability that 0 is never visited by the Markov chain given that the chain starts at state m, see the discussion on pp. 42 − 43, Chap. 2 in [L] and also Corollary 16.48 in [O] .
Definition 2.3. Let β : N * −→ R + be the map defined by β(n) = Π r if F r n < F r+1 , for all r 0, where
, for all r 2, i.e.
, for all n 1.
, whereS is the matrix obtained from S by removing its first line and column.
Proof. Assume thatSv = v. Since S i,i+k = 0 for all integer i 0 and k 2, (see the proposition 1.8) then the operatorS satisfiesS i,i+k = S i,i+k = 0, for all integers i 1 and k 2. Therefore, it is possible to prove by induction that for each integer n 1, there exists α n ∈ R such that v n = α n v 1 . Claim: α n = β(n), for all integer n 1.
Indeed, since (S − I)v = 0, it's not hard to see that α 1 = 1 = β(1), α 2 = 1 p 2 = β(2) and α 3 = α 4 = 1 p 2 2 = β(3) = β(4). Let k ∈ N, k 5, and suppose that α n = β(n), for all n ∈ {1, . . . , k}.
To prove α k+1 = β(k + 1), we need to consider two cases: (i) k + 1 = F r for some r 4; In this case we can have r = 2l + 1 or r = 2l + 2, for some l 1. In both cases we have
Therefore, from relation (2.1), we obtained
(ii) F r < k + 1 < F r+1 , for some r 3; In this case, we have that F r k < F r+1 − 1. Then by proposition 1.10 it implies that S k,i = 0, for all i ∈ {0, . . . , F r − 1}. Thus, we have that
Therefore, since (S − I)v = 0 and α n = β(n) = Π r , for all n ∈ {F r , . . . , k}, we have
Thus, it follows thatS k,k+1 v k+1 =S k,k+1 Π r v 1 , i.e. α k+1 = Π r = β(k + 1).
Proof of the proposition 2.1: Suppose that the Markov chain is transient. Then there exists v = (v i ) i 1 satisfying the conditions of the lemma 2.2. By lemma 2.4, we have that v n = β(n)v 1 , for all n 1. Thus, we need to have +∞ i=1 p i > 0, because otherwise we should have v n = β(n)v 1 goes to infinity, contradicting the fact that |v i | 1 for all i 1. Proposition 2.5. Let µ = (µ i ) i 0 be a sequence on C. Then µS = µ if only if there exists a sequence (ξ i ) i 1 = (ξ i (p)) i 1 such that µ i = ξ i µ 0 , for all integer i 1, where ξ 1 = 1, ξ 2 = p 2 and ξ Fn+k = ξ Fn ξ k , for all integer n 2 and k ∈ {1, . . . , F n−1 − 1}. Furthermore,
Proof. Assume that µS = µ. Since for each nonnegative integer n 1 we have S i,j = 0, with 0 < j < F n i (see proposition 1.10) then µ j = +∞ i=0 µ i S i,j = Fn−1 i=0 µ i S i,j , for all integer n 1 and j ∈ {1, . . . , F n − 1}. Then it's possible to prove by induction that there exists
Let n ∈ N, n 3 and k ∈ {1, . . . , F n−1 − 1}. Since S i,Fn+k = 0, for each i ∈ {0, . . . , F n + k − 2}, we have that
Then from proposition 1.9, we have that
is true for n = 1, 2 and m = 2, 3. Let k > 2 a integer number and supposes that ξ Fn = p [ ]+1 , for all n ∈ {1, . . . , k − 1} and m ∈ {2, . . . , k}. Assume µ = µS. Then
On the other hand, by the first part of proposition, we have that
Thus, from proposition 1.8, it follows that
On the other hand, we have that Proof. Since +∞ i=1 p i = 0 then by the theorem 2.1 we have that the Markov chain is recurrent.
Let µ = (µ 0 , µ 1 , µ 2 , . . .) ∈ l 1 (N) be a invariant measure for the operator S. Then µS = µ.
Hence, from proposition 2.5, it follows that
which yields a contradiction to the fact that µ ∈ l 1 (N). Hence, if +∞ i=1 p i = +∞ then S has no invariant probability measure and so cannot be positive recurrent.
Therefore, the Markov chain is null recurrent.
Theorem 2.7. There exists a sequence of probabilities p = (p i ) i 1 such that satisfies the Markov chain to be positive recurrent. In particular, if
Proof. We will construct a probabilities sequence (p i ) i 1 , like the following:
Let p 1 , p 2 ∈]0, 1] and (b n ) n 0 ∈ l 1 (N), with b 1 = 1 and b 2 = 3p 2 . Let (a n ) n 0 be a sequence of positive real number, where
Construct the Fibonacci stochastic adding machine related to the probability sequence (p i ) i 1 and let S be the transition operator and µ ∈ l ∞ (N) such that µS = µ. Thus, from proposition 2.5, µ i = ξ i µ 0 , for all i 0, where ξ 0 = 1, ξ 1 = 1, ξ 2 = p 2 and for each n 2 we have ξ Fn+k = ξ Fn ξ k , for each k ∈ {1, . . . , F n−1 − 1}, and
Define the sequence (α n ) n 0 by α n = F n+1 −1 i=Fn ξ i and note that, from proposition 2.5, for each n 3, we have
It's possible to prove by induction that α n = a n , for all n 0. Hence,
Therefore, µ ∈ l 1 (N) and µ is a invariant measure for the operator S, i.e. the Markov chain is positive recurrent. On the other hand, we have
and α n = ξ Fn
ξ i for all n 1. From proposition 2.5, we have that 0 < ξ i 1, for all i 0. Wherefore, α n ξ Fn F n−1 , for all n 1. Hence, we have from relation (2.2) that (N) and the Markov chain is positive recurrent.
Spectral properties of the transition operator
Definition 3.1. Let X be a Banach space over C and T : X −→ X be a linear operator. Then we have the following definitions: a) Spectrum of T : σ(T ) = {λ ∈ C : T − λI is not bijective}. b) Point spectrum of T : σ pt (T ) = {λ ∈ C : T − λI is not one-to-one}. c) Approximate point spectrum of T : σ a (T ) = {λ ∈ C : there exists a sequence (x n ) n 0 in X, with x n = 1 for all n 0 and lim n→∞ (λI − T )x n = 0}. d) Continuous spectrum of T : σ c (T ) = {λ ∈ C : λI − T is one-to-one, (λI − T )X = X and (λI − T )X = X}. e) Residual spectrum of T : σ r (T ) = {λ ∈ C : λI − T is one-to-one and (λI − T )X = X}.
Hence, we have σ(T ) = σ pt (T ) ∪ σ c (T ) ∪ σ r (T ) and σ a (T ) ⊂ σ(T ).
Definition 3.2. For each λ ∈ C, let (q n (λ)) n 1 = (q n ) n 1 be a sequence defined by q n =
, for all n 1. Theorem 3.3. Acting in l ∞ (N), we have σ pt (S) = {λ ∈ C : (q n (λ)) n 0 is bounded}.
Remark 3.4. In particular, σ pt (S) ⊂ E := {λ ∈ C : (q Fn (λ)) n 0 is bounded} and E = {z ∈ C : (ψ n (z, z)) n 0 is bounded}, where ψ n = g n • g n−1 • . . . • g 0 and g n : C 2 −→ C 2 are maps defined by g 0 (x, y) =
Remark The proof of the theorem 3.3 is similar to the demonstration of the same theorem proved in [MS] , where p i = p ∈]0, 1] is fixed, for all i 1. To help the reader, the proofs will be displayed.
Before to proof the theorem 3.3, it will be necessary the followings results:
Lemma 3.5. Let λ ∈ C and v ∈ l ∞ (N) such that Sv = λv. Then for each k 1, there exists a complex number
Proof. Let λ be an eigenvalue of S associated to the eigenvector v = (v i ) i 0 ∈ l ∞ (N). Since the transition probability from any nonnegative integer i to any integer i + k, with k 2, is p i,i+k = 0 (see proposition (1.8)), the operator S satisfies S i,i+k = 0, for all i, k ∈ N, with k 2. Hence, for every integer k 1, we have
Then it is possible to prove by induction on k that for all integer k 1, there exists a complex number
Put k = F n + j, j ∈ {1, . . . , m}, where 0 < m < F n−1 . From proposition 1.10, we have that S k−1,i = 0, for all i ∈ {0, . . . , F n − 1}. Hence, for all j = 1, . . . , m, we have that
From proposition 1.9 (S i,j = S i−Fn,j−Fn ) we deduce that, for all j = 1, . . . , m,
Proof of the theorem 3.3: Let λ be an eigenvalue of S associated to the eigenvector v = (v i ) i 0 ∈ l ∞ (N). Hence, from lemma 3.5 we have that for all nonnegative integer k 1, there exists a complex number
Claim: β k = q k , for all k 1. Put k = F 2n−1 on relation (3.1). Using the fact that F 2n−1 − 1 = 1010 . . . 10 2n−2 1 = (10) n−1 1 and the item (iv) from proposition 1.8, we obtain, for all nonnegative integer n 1,
From relation (3.4), changing n by n + 1, we obtain
Hence, we have v
A F 2n+1 , where A F 2n+1 is given by:
From relation (3.3) and lemma 3.5, we have
Hence, from relations (3.4) and (3.5) we obtain
Therefore, we conclude that
− 1 , for all n 1. The case k = F 2n can be done by the same way. On the other hand, it's easy to check that
Therefore, β n = q n , for all n 1. Hence, we have σ pt (S) = {λ ∈ C : (q n (λ)) n∈N is bounded} and we are done.
Conjecture 3.6. There exists
Remark 3.7. In [CM] , we prove a particular case of conjecture 3.6. Particulary we prove that if p i = p, for all i 1, and
Theorem 3.8. In l ∞ (N), the set E is contained in σ a (S). In particular E ⊂ σ(S).
Proof. Let λ ∈ E and suppose that λ / ∈ σ pt (S). We will prove that λ ∈ σ a (S). In fact, for each k 2, consider
where (q n (λ)) n 1 = (q n ) n 1 is the sequence defined before. Define u (k) :=
If k = F n then, for i k = F n , we have: a) If i = F n then S i,j = 0, for all j ∈ {0, . . . , F n − 1}, and S Fn,Fn = 1 − p 1 . Therefore,
, for all j ∈ {0, . . . , F n − 1}, and S i,j p 1 , for j = F n . Therefore,
Therefore,
, for all j ∈ {1, . . . , F n }, and S i,j p 1 , for j = 0. Therefore,
Since λ ∈ E and λ / ∈ σ pt (S) if follows that (q Fn ) n 0 is a bounded sequence and (q n ) n 0 is not. Therefore, we have lim n→+∞ w (Fn) ∞ = +∞, which implies from relation 3.6 that lim
Conjecture 3.9. E = σ a (S).
3.1. Generalization. Let d > 2 a integer number and let us consider the sequence (F n ) n 0 given by F n = a 1 F n−1 + . . . + a d F n−d , for all n d, with initial conditions F 0 = 1 and F n = a 1 F n−1 + . . . + a n F 0 + 1, for all n ∈ {1, . . . , d − 1}, where a i are nonnegative integers, for i ∈ {1, . . . , d}, satisfying a 1 a 2 . . . a d 1.
By using the greedy algorithm we can write every nonnegative integer N , in a unique way, as N =
It is known that the addition of 1 in base (F n ) n 0 is given by a finite transducer. By using the same construction as was done in Fibonacci base, we can define the stochastic adding machine associated to the sequences (F n ) n 0 and p = (p i ) i 1 and we can also prove that σ pt (S p ) = {λ ∈ C : (q n (λ)) n 0 is bounded}, where q F i (λ) are polynomials fixed in λ for all i ∈ {0, . . . , d − 1},
for all n 1 and for each i ∈ {0, 1, . . . , d − 1}, and q N (λ) = q
Topological properties of the stochastic Fibonacci adding machine
Theorem 4.1. Suppose there exists δ > 0 such that p i > δ, for all i 0. Then E is compact and C \ E is connected.
In definition 3.2, we have that for each n ∈ N, q Fn : C −→ C are maps defined by
, for all n 1 and the set E is defined by E := {z ∈ C : (q Fn (z)) n 0 is bounded}.
Before to proof the theorem 4.1, it will be necessary the followings results:
Lemma 4.2. If there exists a nonnegative integer k such that |q Fn (z)| > 1 for n ∈ {k, k + 1} then the sequence (q Fn (z)) n 0 is not bounded.
Proof. Since |q Fn (z)| > 1 for n ∈ {k, k + 1} then there exists a real number A > 1 such that |q Fn (z)| > A for n ∈ {k, k + 1}. Hence, we have
On the other hand, we have that
Then by induction hypothesis we have that the sequence (q Fn (z)) n 0 is not bounded. Proof. It is a direct consequence of proposition 4.3.
Remark 4.5. From proof of proposition 4.3, we also have |q F k (z)| R for some nonnegative integer k implies (q Fn (z)) n 0 is not bounded. Hence, E = Fn D(0, R) contains a neighbourhood of infinity for all n 0, we deduce that
Conjecture 4.6. E is a compact set and C\E is a connected set, even supposing lim inf
Proposition 4.7. Suppose there exists δ > 0 such that
Proof. Let R be a real number such that R > 2 δ − 1. From remark 4.5, we have that
We will prove by induction on k that q
Therefore, by induction hypothesis we have that
On the other hand
Thus, continuing this way we have that |q
Choosing R large enough, we have |q F n−4 (z)| > R and this contradicts the relation (4.2). Therefore, z ∈ q −1 Fn (D(0, R)). Now, in order to finish the proof of this theorem, we will prove that q
|q F 1 (z)||q F 0 (z)| < r 2 R + 1 − r 2 < R. Thus, we have that |q F 1 (z)| < (r 2 R + 1 − r 2 ) 3 4 or |q F 0 (z)| < (r 2 R + 1 − r 2 ) − 1 < R. Therefore, |q F 2 (z)||q F 1 (z)| < r 3 R + 1 − r 3 R. Thus, we have that |q F 2 (z)| < (r 3 R + 1 − r 3 )
Claim 4.9. The above results are true, if we consider the set F h , for all non-null polynomial h. In particular, if we suppose there exists δ > 0 such that p i > δ, for all i 1 then we have that C \ F h is a connected set and there exists R > 1 such that F h = ∞ n=0 ϕ −1 n D(0, R), where ϕ 0 (z) = z, ϕ 1 (z) = h(z) and ϕ n (z) = 1 rn ϕ n−1 (z)ϕ n−2 (z) − 1 rn − 1 , for all n 2. Furthermore we have that ϕ −1 n+1 D(0, R) ⊂ ϕ −1 n D(0, R), for all n ∈ N. . Theorem 4.10. Let h(z) = a 2 z 2 + a 3 z 3 + . . . + a n z n , with n 2 and a 2 , . . . , a n ∈ C, and suppose that lim inf i→+∞ p i > 0. Then we have the followings results: a) If p 3 < 1 2 and p 2 = 1 or 0 < p 2 < 1 − p 3 then F h is a non-connected set. b) If p i = 1 for all i ∈ {2, 3, . . . , k} and p k+1 < 1 2 , for some k 3 then F h is a non-connected set.
Before to prove the theorem 4.10, it will be necessary the following lemma which is a particular case of the Riemann-Hurwitz formula (see the theorem 7.2 of the page 70 in [M] and the theorem 1.1.4 and the lemma 1.1.5 of the page 10 in [MNTU] ). . 07) p1 = 1, p2 = 0, 999, p3 = 0, 5, pi = 1, for all i ∈ {4, . . . , 17}. 08) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 5, pi = 1, for all i ∈ {5, . . . , 17}. 09) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 1, p5 = 0, 5, pi = 1, for all i ∈ {6, . . . , 17}.
10) 11) 12)
Figure 7. 10) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 1, p5 = 1, p6 = 0, 5 pi = 1, for all i ∈ {7, . . . , 17}.
11) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 625, p5 = 0, 284864, p6 = 0, 625, p7 = 0, 714, p8 = 0, 769, p9 = 0, 833, p10 = 0, 909, pi = 1, for all i ∈ {11, . . . , 17}. 12) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 625, p5 = 0, 284859, p6 = 0, 625, p7 = 0, 714, p8 = 0, 769, p9 = 0, 833, p10 = 0, 909, pi = 1, for all i ∈ {11, . . . , 17}.
13) 14) 15)
Figure 8. 13) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 833, p5 = 0, 769, p6 = 0, 833, p7 = 0, 465, p8 = 0, 833, p9 = 909, pi = 1, for all i ∈ {10, . . . , 17}. 14) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 833, p5 = 0, 769, p6 = 0, 833, p7 = 0, 46041639, p8 = 0, 833, p9 = 909, pi = 1, for all i ∈ {10, . . . , 17}. 15) p1 = 1, p2 = 0, 999, p3 = 1, p4 = 0, 833, p5 = 0, 769, p6 = 0, 833, p7 = 0, 46041617, p8 = 0, 833, p9 = 909, pi = 1, for all i ∈ {10, . . . , 17}.
