In this article, Pumplin's algorithm [J. Pumplin, J. Acoust. Soc. Am. 78, 100-104 (1985) ] is used to find periodic waveforms with minimal power fluctuations. Starting with a particular power spectrum, the algorithm can find a set of phases for the harmonics such that the variance in waveform power is a minimum or near a minimum. Such optimized waveforms are smooth and tend to have very small crest factors. The particular power spectra chosen for study include narrow-and wideband spectra, with emphasis given to signals that are useful in research in psychoacoustics and in physiological acoustics.
harmonics is large compared to the inverse of the integration time.
An alternative measure of fluctuations is the variance of the power, computed over the period of the signal. Minimizing the variance of power is equivalent to minimizing the fourth moment of the waveform. • In 1985, Pumplin developed an algorithm to minimize moments. This algorithm is completely general. It works for any power spectrum, and the waveforms that it produces seem to have no peculiar features apart from the fact that they have very small fluctuations.
Experience gained in applying this algorithm (Hartmann and Pumplin, 1988) Our experience also found no instance in which Pumplin's algorithm fails. Unfortunately, however, the algorithm does not give a closed-form expression that can be used in the general case. One must apply the algorithm's search technique anew to each power spectrum of interest.
The purpose of the present article is to provide useful minimum-fluctuation waveforms. We chose power spectra that have been used, or are likely to be of use in experimental work in psychoacoustics and in physiological acoustics. We then applied Pumplin's algorithm to these spectra in a straight-forward way. Except in a few cases, the resulting 
where Ni and N 2 are the minimum and maximum harmonic numbers, and the total number of harmonics is N = N 2 --N• + 1. In the tables below, the phase angles •. will be reported in units of radians, between 0 and 2•r.
The fourth moment that we minimize is the quantity W rY= x4/(x2) •,
where the bar indicates a time average over one period. Here, 14/is normalized by the square of the waveform power, which appears in the denominator. The waveform power is independent of the choice of phase angles, and therefore the normalization plays no role in the actual minimization of the fourth moment.
B. The procedure
The procedure for minimizing the fourth moment operates in the multidimensional space of phase angles. Each harmonic has a phase that is a variable in the minimization procedure. The dimension of the space is equal to the number of harmonics less one, because one phase can be chosen arbitrarily without changing the shape of the waveform. This space is the playing field where minimization attempts take place. One can move around in it looking for optimum waveforms. Pumplin's algorithm provides a directed search, based upon a gradient search procedure. Beginning at an arbitrary starting point in the space, the algorithm finds a path where the fourth moment of the waveform descends abruptly into a local minimum. Crucial to the application of the algorithm is the fact that all the partial derivatives that comprise the gradient in the multidimensional space can be determined rapidly using a single FFT. After falling into a local minimum, a hole in the multidimensional space, the gradient search stops.
In general, we find that the space of phase angles is full of holes, discrete and narrow and distributed in the space with no apparent regularity. Some holes are deeper than others, and the object ofour procedure is to fall into the deepest hole. Therefore, we choose a succession of different starting points at random, falling into a nearby hole each time. In the end, we remember the coordinates of the deepest local minimum, and this set of phase angles is our final answer. With enough random starts we expect to find the global minimum, but the algorithm cannot guarantee that the deepest minimum that is found in a finite number of starts is actually the global minimum.
We gained some insight into the statistics of the solutions from the algorithm by studying cases in which the amplitudes of the harmonics are all equal. This condition leads to the most rugged and challenging terrain of all the spectra in this article. Wandering around in this space, falling into millions of different holes, we have learned some things.
( 1 ) The number of holes in the space Z grows rapidly as the number of harmonics in the spectrum increases. The growth is approximately exponential. For waveforms with N• = 1, the function Z•exp[0.51(N2-5.5)] describes the growth of the number of minima in the space when the top harmonic number N2 becomes large. When the number of harmonics is not large (e.g., 12 so that Z•28, it frequently happens that different starting points lead into the same hole. In these cases, only a few starts (e.g., 1000) are necessary to be rather confident that the best local minimum that one finds is actually the global minimum. When the number of harmonics exceeds 24 (Z• 12500) there are so many holes in the space that we need about 1 000 000 starts to be confident of finding the deepest hole in the space.
(2) For a given spectrum, the great majority of holes have similar depths. The different local minima correspond to fourth moments that are usually within a range of several percent. For this reason, it does not matter much whether we find the global minimum or not. Most holes are approximately as good as the best hole.
(3) The fourth moment at any local minimum is considerably smaller than the fourth moment at an arbitrarily cho-sen point in the space: A factor of 2 is typical.
(4) The local minima are narrow. When the number of harmonies is ten or more, there is virtually no chance of landing near the bottom of a hole by random jumps that do not follow a path down into the hole. For this reason, it is extremely unlikely that the popular experimental choice of random-phase signals (or noise) would ever result accidentally in a minimum-fluctuation waveform, or anything approaching it.
(5) Except in simple cases, the local minimum with the smallest fourth moment is not the local minimum with the smallest crest factor. However, by choosing holes with the smallest fourth moment, we obtain crest factors that are only a few percent larger than the smallest crest factor. Generally, our recent experience has confirmed the previous idea that minimizing the fourth moment leads to quite small crest factors.
The above points influenced our method of calculating optimum waveforms. For each new power spectrum we began at a number of different starting points. When the number of harmonics was small, it was sufficient to make only 1000 starts, doing the calculations on a VAX 8650. For the larger numbers of harmonics, we used as many as 1 000 000 different starting points, on a Convex 240. Using such a large number of starting points on a supercomputer was not done in order to find a lowest fourth moment of practical importance. As noted in (2) above the different holes have very similar depths. Rather, our search for the absolute deepest hole was motivated by the hope that a pattern would emerge from the global minima, a pattern that would guide further analytic work. In the end, some patterns did emerge, as described below, though these patterns had less generality than one might have hoped for. As a result of the extensive calculations, we are able to present global minima in the present article and for those waveforms in MPFET with less than 30 components. damental component and a series of harmonics. For a wideband signal, the phase angles that minimize the fluctuations in the waveform depend upon the number of harmonics and upon the relative levels of the harmonics. We examine here several such signals.
A. Flat spectra I. Results
A common choice in experimental work is to let all the harmonics, up to some maximum harmonic number, have the same level. Our results for spectra of this type are shown in Table I 
In each column of Table I , the phases are followed by a check sum. This is simply a sum of all phase angles; it can be used as a check on data entry. Next in the column is the fourth moment, the quantity W. For comparison, the fourth moment for a single sine wave is 3/2. The relative variance in power can be obtained by subtracting I from the value given for the fourth moment. Because the relative variance must be non-negative, the fourth moment cannot be less than unity.
C. Widebands and narrow bands
The bandwidth is determined by the minimum harmonic number N I and the maximum harmonic number N 2.
There are tables below for two situations, widebands and narrow bands. We define a band to be "narrow" if its center frequency, (N2 + N1 )/2, is greater than the bandwidth N2 --N• (Hartmann and Pumplin, 1988 ). An equivalent definition of a narrow band is that N2 is smaller than three times N•. This definition is not obvious; most people would probably not refer to a band that extends from 50 to 149 Hz as narrow. However, this definition of narrow band is correct in the present application because it defines the ease in which the fourth moment is independent of the center frequency. Such independence leads to a generalization of considerable power because it is possible to translate a minimum-fourth-moment calculation rigidly along the frequency axis (linear Hz), i.e., to add a constant integer to all harmonic numbers.
II. WIDEBAND SIGNALS
Most of the signals of ordinary .speech and music are wide band. Idealized as steady-state tones, they have a fun- The standard deviation in power, relative to the power itself, can be obtained by taking the square root of the relative variance. For instance, the standard deviation in power for a sine wave is the square root of (3/2 -1 ) = 0. merit of these random starts is given by squares, the median (50th percenttie on the distribution) is given by triangles. The mean is always larger than the median because the distribution has a long tail toward larger fourth moments (Hartmann, 1987 percentties, e.g., 90% of the randomly generated waveforms have fourth moments that are less than the 90th-percentile value.
The line labeled "rain" shows the smallest value ever seen in 10 000 waveforms. It shows that when there were only six harmonics in the waveform, we could do almost as well by jumping around randomly in the space as by following the algorithm, provided that we took the best of 10 000 jumps. However, when there were seven or more harmonics, 10 000jumps was not enough to approach the value obtained using the algorithm. Table II . The first two columns are for bell tones that have been "regularized" by forcing inharmonic bell spectra to be harmonic. The column labeled "minor" is a choice of harmonic numbers to simulate a traditional bell, the column labeled "major" is a choice of harmonics that resembles the new bells based upon a major chord (Lehr, 1987 The remaining columns, to the right in Table II , show phases that minimize fluctuations for periodic tones with miss!ng fundamentals. A large number of missing-fundamental tones can be created using the narrow-band results to be described below. However, a few important cases do not qualify as narrow band and these are the ones that are given in Table II Table IlI shows phase angles that lead to minimum-fluctuation waveforms for q equal to 1, 2, or 3.
For q equal to 2 or 3, there is a quite general optimization rule. The optimum phase angles are given by the se-TABLE III. Wideband spectra with uniformly-decreasing amplitudes. Phases that minimize the fourth moment for amplitude spectra having harmomcs that decrease as the inverse cube ( -18), the inverse square ( -12), or the inverse first power ( -6) of the harmonic number. Where no phase is given for a harmonic the amplitude is zero. The alternating cosine-sine series, which works so well for q equal to 2 or greater, fails badly for the case of a flat spectrum. For example, for an equal-amplitude spectrum with the first ten harmonics, the alternating cosine-sine se- than the center frequency of the band. In the case of narrowband signals, the fourth moment of the waveform is equal to 3/2 times the fourth moment of the envelope, as shown in Appendix B of Hartmann and Pumplin (1988) . Therefore, the envelope phase rules (deBoer, 1961 ) apply to the waveform fourth moment: (1) One can shift the phase of each harmonic by an amount that is proportional to the harmonic frequency (simply a time shift), and (2) one can shift all the phases by a constant amount. Both kinds of shift leave the fourth moment invariant. For wideband signals, only the first invariance holds. Phases that lead to minimum power fluctuations for narrow-band signals having three to ten equal-amplitude harmonics are given in Table IV .
The fact that the fourth moment is tied to the envelope fourth moment means that the case of narrow bands differs in two rather important respects from the case of wide bands.
First, a narrow-band solution that minimizes the fourth moment can be translated rigidly along the frequency axis and still maintain its minimizing character. For example, Table   IV isolated holes in the space of phase angles, the algorithm finds trenches. As one moves along the bottom of a trench, the fourth moment is unchanged, and therefore, a procedure that simply minimizes the fourth moment is inadequate to find a single set of optimum phase angles. The features of narrow-band signals are discussed further in the Appendix. We used this extra degree of freedom to advantage by obtaining a small sixth moment. Starting at a random location in space, we used the gradient of the fourth moment to fall into a trench. Then, we walked along the bottom of the trench until we found the point of smallest sixth moment. This optimized calculation was used to find the phase angles for equal amplitudes and narrow bands given in Table IV,  and in two extended tables in MPFET, 3 Tables IVA and  IVB. In Table IVA , the number of harmonics goes from N = 11 through 17. Table IVB 
A. The pseudotriangle wave
The power spectrum of the triangle wave consists of all odd harmonics, with levels decreasing at a rate of --12 dB/oct. The phase spectrum can be described most simply by saying that the triangle is the sum of harmonics that are sine functions with alternating signs. The fourth moment is 1.8, the crest factor is V3( ---1.732), and the relative peak factor is 3x/ •-2( --1.225 ). Numerical calculations with the algorithm found that the waveform that has the same power spectrum and minimum fluctuation is simply the sum of cosine functions with alternating signs; i.e., it is identical to the triangle except that the cosine function always replaces the sine function. The fourth moment is W= 1.2956, the crest factor is 1.2861, and the relative peak factor is 0.90942. A plot of this wave, together with a triangle wave having the same power, is shown in Fig. 3 
and the relative peak factor is R•ak = 1/x/8p(1 --p).
The pulse 
Application of the algorithm
For every pulse waveform, with a given duty factor, there is a pseudopulse with a minimum fourth moment. To find the pseudopulses, we proceeded, as for other pseudowaveforms, by starting with the power spectrum, here given by Eq. (9), for a finite number of harmonics. We use Pumplin's algorithm to find the phase angles corresponding to the minimum-fluctuation waveform. Our study concentrated on pseudo-pulses where the parent pulse waveform had a duty factor of the form 1/integer. The application of the algorithm led to a number of surprises described below.
First, it is evident that the fourth moment and the crest factor of the square wavep = 1/2 are already as low as possible; both are equal to one. What also appears in our calculations, though it is not apriori evident, is that the fourth moment of a pulse with p = 1/3 is also as low as possible,
For other values of the duty factor, of the formp = 1/integer, it is not hard to find pseudopulses with fourth moments that are less than the fourth moment of the corresponding pulse. Table V If, for example, the number of harmonics is increased to 256, then the first 60 phases are essentially the same as in Table V . The waveform is essentially the same too. The only change is that all parts of the waveform acquire small rapid oscillations representing the higher Fourier components.
City-scapes
A second class of minimum-fluctuation pseudopulse is the city-scape. We define a city-scape waveform as a series of rectangles of different heights, but all of the same width:
x(t) =C O , for 0<t<r, x(t) = C•, for r<t<2r,
for (M--1)r<t<T, The minimum-fluctuations solution given in the MPFET 3 forp = 1/10 is also a city-scape. In this case, the fragmentation factor is 4. The possibility of very large fragmentation factors raises an interesting problem in the study of city-scapes. At some point the fragmentation may become so extreme that one cannot recognize the difference between a city-scape and some other ragged waveform. Or possibly a city-scape might be recognized as such only for a large number of Fourier components in the spectrum. The discovery of the low-fluctuation city-scape waveform raises other questions that are beyond our present analytical and computational capabilities. We know that cityscapes frequently arise as low-fluctuation solutions. For example, although our solution in MPFET 3 for p = 1/5 is not a city-scape, we have discovered a waveform with a fourth moment that is almost as small that is a city-scape. We cannot predict when the optimum solution will be a cityscape and when it will not.
D. The pseudosawtooth
In their classic study of monaural phase perception Plomp and Steeneken (1969) used a spectrum with the first ten harmonics with harmonic levels decreasing at --6 dB/oct. If the waveform is made by summing sine waves (phase of 270 deg in our notation), then the resulting waveform is a sawtooth, and discarding all but the first ten har-monics is equivalent to low-pass filtering a sawtooth waveform.
Plomp and Steeneken used four different sets of phase. They particularly emphasized that waveforms generated with alternating cosine and sine series (0 and 270 deg) sound different from the low-passed sawtooth. Here, we would simply note that the alternating cosine-sine series does not have the lowest power fluctuations (fourth moment or crest factor) for this spectrum. Minimum power fluctuations occur for the phase angles given in Table III Among the wideband signals were flat spectra and spectra decreasing at --6, --12, and -18 dB per octave. Also included were octave spectra (as used in making Shepard tones), regularized bells and pipes, and the pseudowaveforms corresponding to triangle, half-wave, pulses, and sawtooth. For signals with a spectrum that decreases at -12 dB/oct or faster, we found that the optimum choice of phases does not depend upon the number of harmonics included in the waveform. This fortunate result considerably increases the general usefulness of our calculations. When the power spectrum decreases at -6 dB/oet, the optimiz- tive. An experimenter who wants an optimized waveform with this power spectrum would do well simply by truncating a column from Table III. For narrow-band spectra special considerations apply. To obtain a single optimized solution, we considered the continuum of solutions that minimize the fourth moment and selected the one with the smallest sixth moment. This choice also led to small values of higher moments such as the eighth. The optimized solution has the convenient property that it can be translated rigidly along the frequency axis while maintaining the fourth moment at a minimum. In other words, the solution for seven adjacent partials in a narrow band at a low frequency is also the correct solution for seven adjacent partials at a higher frequency. The solutions for narrow bands should be of particular importance in pitch and timbre experiments with missing low harmonics.
Because of its extremely robust nature, Pumplin's algorithm essentially finds the answer to the question about which waveform has the least power fluctuation. There is, though, more to recommend the procedure of minimizing the fourth moment than simply the fact that the fourth moment is the best measure of fluctuation in the overall sense. Our calculations find that by minimizing the fourth moment, we frequently achieve extremely low values for higher moments such as the crest factor. In fact, we get lower values of the crest factor than are found with Schroeder's algorithm.
A final example will illustrate this point. Schroeder demonstrates his algorithm by calculating a waveform that has a spectrum with sixteen harmonics under a spectral envelope that is a squared sine function. His waveform has a fourth moment of 1.539, a crest factor of 1.756, and a relative peak factor of 1.17. These values are considerably smaller than are obtained with random phases: Schroeder's algorithm works well in this case. Applying our methods to this spectrum, we find a waveform with a fourth moment of 1.442, a crest factor of 1.575, and a relative peak factor of 1.10. It is no surprise that our fourth moment is lower; we have found the lowest one that there is. What is surprising is that our procedure, without particularly trying to do so, has led to smaller values of the crest factor and relative peak factor.
Although we have found the key to minimum-fluctuation waveforms, it is worth remembering that a minimumfluctuation waveform may not really represent the ideal from the point of view of perception. Even with perfect electromechanical transducers, a waveform still undergoes phase distortion as it propagates on the basilar membrane. (Allen, 1983; Smith etaL, 1986) Two features of the narrow-band case immediately become apparent. First, the band can be translated rigidly on the frequency axis because if a constant is added to all the integers n,j, k, and i, the equalities among sums of pairs are unchanged. Second, it is clear that a constant can be added to all the phase angles because a common phase cancels in the argument of the cosine in the "pairs" terms. These are the features of the translatable "trenchlike" solutions described in Sec. III. These features actually occur for any spectrum where the "-1" terms do not exist. Except for narrow bands, however, such spectra are rather peculiar cases. There is no special relationship that permits the "3-1" terms to contribute; therefore they always average to zero. The finite contributions all come from the "pairs" terms, and the most important of these occur when indices are equal in pairs. Therefore, the unnormalized fourth moment 
Equal amplitude, alternating phases
The waveform composed of alternating sine and cosine functions, used by Plomp and others, is a special case of the more general "alternating-phases" waveform. We have derived analytical results for the case of alternating phases for spectra that are similar to those in Sec. A 3 above, namely all harmonics have the same amplitude up to harmonic number N, and beyond that number all amplitudes are Zero. The technique is straightforward: We write Eq. (A4) for the special case of two alternating phase angles, and set the derivatives with respect to those two variables equal to zero. The resulting equat!ons have several solutions and we then test to see which leads to the smallest fourth moment.
In the end, we find that the alternating phases that minimize the fourth moment depend upon whether N is even or odd and also upon the range of N. For Neven and N< 12, the lowest fourth moment, for alternating phases, occurs when {41 ,•2,•3,•4,"') = {rr/2,0,rr/2,0,...), 
For larger values of N (larger than 12 or 7) the optimum pair of alternating phases does not correspond to an alternating sine/cosine series. The analytic expression for the fourth moment also becomes complicated. Of interest, though, is the fact that in the limit of large N, the fourth moment grows linearly with N with a slope of 4/9. This can be compared with the large-N behavior for the best common phase, namely sine phase (4 = rr/2), where the slope is 2/3. Thus, for large N, the fluctuation for the best alternating-phase signal is smaller than the fluctuation for the best single-phase signal. But for large N, even the best alternating-phase signal is bound to be worse than the average random-phase signal, where the fourth moment goes to a finite limit of 3.
For a waveform with a fundamental and a third harmonic, the minimum peak factor and the minimum fourth moment actually both occur when the third harmonic phase angle is 180 deg with respect to the fundamental phase, regardless of the relative amplitudes of the harmonics. Naively applying Schroeder's algorithm, one finds that the relative phase depends upon harmonic amplitudes, which is incorrect. If the two amplitudes are equal, that algorithm leads to a relative phase of zero, the worst possible Therefore, a choice of phases that minimizes the average ofP 2 is the choice that minimizes the variance in power. Instantaneous power P itself is equal to the square of the waveform, i.e., to xa(t), given the usual assumption of a unit resistive impedance. Therefore, p2 is given by x4(t), and this is the quantity that must be minimized. Arbitrarily, we required that the phase of the lowest frequency component should be zero and the phase of the next lowest component should be between 1.5•'and 2•r. Removing phase arbitrariness with a two-part convention of this kind, enabled us to recognize equivalent minima when they appeared in the output of the algorithm. s Our calculations for "dark" signals were done for q = 2 and 3 and for all possible numbers ofharmonics from 3 to 50; i.e., N• = I and N z ranging from 3 to 50. Each calculation employed 100 starts. For q = 2, our calculation never found a local minimum with a fourth moment less than that for the alternating sin, cos, sin... series. For q = 3, our calculation never found any local minimum at all other than the alternating sin, cos, sin...series. It seems evident that for q equal to about 3 or larger the fourth moment is dominated by the low-order harmonics so that adding higher harmonics This argument shows that a square wave has only odd harmonics. A pulse with p = I/7 is reminiscent of the mythical piano in which the hammer st rikes the string at a point that is exactly 1/7th of the string's length. (Hall and Clark, 1987 
