Abstract-In a dedicated, mixed-machine, heterogeneous computing (HC) system, an application program may be decomposed into subtasks, then each subtask assigned to the machine where it is best suited for execution. Data relocation is defined as selecting the sources for needed data items. It is assumed that multiple independent subtasks of an application program can be executed concurrently on different machines whenever possible. A theoretical stochastic model for HC is proposed, in which the computation times of subtasks and communication times for intermachine data transfers can be random variables. The optimization problem for finding the optimal matching, scheduling, and data relocation schemes to minimize the total execution time of an application program is defined based on this stochastic HC model. The global optimization criterion and search space for the above optimization problem are described. It is validated that a greedy algorithm-based approach can establish a local optimization criterion for developing data relocation heuristics. The validation is provided by a theoretical proof based on a set of common assumptions about the underlying HC system and application program. The local optimization criterion established by the greedy approach, coupled with the search space defined for choosing valid data relocation schemes, can help developers of future practical data relocation heuristics.
INTRODUCTION
single application program often requires many different types of computation that result in different needs for machine capabilities. Heterogeneous computing (HC) is the effective use of the diverse hardware and software components in a heterogeneous suite of machines connected by a high-speed network to meet the varied computational requirements of a given application [4] , [10] , [14] , [19] , [20] , [28] . One goal of HC is to decompose an application program into subtasks, each of which is computationally homogeneous, and then assign each subtask to the machine where it is best suited for execution.
Subtask matching, scheduling, and data relocation are three critical steps for implementing an HC application on an HC system. Matching involves assigning subtasks to machines. Scheduling includes ordering the execution of the subtasks assigned to each machine and ordering the intermachine communication steps for data transfers. Data relocation is the scheme for selecting the sources for needed data items. Here, a stochastic HC model is developed and used as a basis to study theoretical issues for data relocation. The practical implication of the theoretical results derived on data relocation heuristic design is explained. It is assumed that multiple independent subtasks of an application program can be executed concurrently on different machines whenever possible (e.g., when the machines are available for subtask execution).
The contribution of this paper can be summarized as follows. A theoretical stochastic HC model is proposed in which the computation times of subtasks and communication times for intermachine data transfers are modeled as random variables. The rest of this paper focuses on theoretical issues for data relocation using a stochastic HC model. The optimization problem for finding the optimal matching, scheduling, and data relocation schemes to minimize the total execution time of an application program executed in a dedicated HC system is defined based on this proposed stochastic HC model. The global optimization criterion and search space for the above optimization problem in HC are described. It is validated that a greedy algorithm-based approach can establish a local optimization criterion for developing data relocation heuristics in practice. The validation is provided by a theoretical proof based on a set of common assumptions about the underlying HC system and application program. The local optimization criterion established by the greedy approach, coupled with the search space defined for choosing valid data relocation schemes, can help developers of future practical data relocation heuristics.
The intermachine communication time between subtasks can be substantial and is one of the major factors that degrade the performance of an HC system. This paper focuses on potential methods for minimizing the intermachine communication time of an application program when the concurrent execution of different subtasks on different machines is considered whenever possible. In particular, the impact of the data relocation scheme on the total execution time of the subtasks executed in a dedicated HC system is examined.
In most of the mathematical models for HC in the literature (e.g., [3] , [12] , [18] , [22] , [25] ), the computation times and intermachine data transfer times of data items for different subtasks in the application program are assumed to be deterministic quantities. This is valid when the intermachine network is completely controlled by the scheduler and all execution times and intermachine communication needs are known a priori (not dependent on input data). However, there are elements of uncertainty (e.g., inputdata-dependent conditional and looping constructs) that impact the deterministic nature of both the computation and intermachine communication times for different subtasks. Such uncertainties can create others, e.g., network contention among different intermachine data transfer steps. They are unpredictable prior to execution time. One approach to modeling these computation and communication times is to represent them as random variables with assumed probability distribution functions.
To use a dedicated HC system to execute an application program efficiently, the optimization problem of using matching, scheduling, and data relocation schemes to minimize the total execution time must be defined. Section 2 provides the background and terminology needed for the rest of this paper. In Section 3, a theoretical stochastic HC model for matching, scheduling, and data relocation is introduced. Based on the random variables of the HC model and given matching, scheduling, and date relocation schemes, a procedure for determining the execution time of an application program (with partially ordered subtasks) is presented in Section 4. In Section 5, a method is devised to enumerate all the valid options in choosing the data relocation scheme for a given arbitrary matching. The cases in which the application programs may include intersubtask conditional and intersubtask looping constructs are considered. Thus, Sections 3, 4, and 5 collectively define the above optimization problem in HC with a stochastic model. Because of the complexity of this defined optimization problem in HC, guidelines for devising heuristics must be provided. It is validated in Section 6 that a greedy algorithm-based approach can establish a local optimization criterion for developing data relocation heuristics. The validation is provided by a theoretical proof based on a set of common assumptions about the underlying HC system and application program. This theoretical result indicates that a greedy algorithm-based approach can achieve reasonable local optimization for developing data relocation heuristics in practice.
Most of the literature for HC has concentrated on addressing the practical aspects and heuristics for matching and scheduling. This paper emphasizes instead the theoretical issues involved in data relocation using a stochastic HC model. The practical implication of the theoretical results derived on data relocation heuristic design is explained.
This research was supported in part by the DARPA/ITO Quorum Program project called MSHN (Management System for Heterogeneous Networks). MSHN is a collaborative research effort among NPS (Naval Postgraduate School), Noemix (a company specializing in software technology for distributed computing), Purdue University, and USC (University of Southern California). It builds on SmartNet [9] , an operational scheduling framework and system for managing resources in a heterogeneous environment developed at the NRaD naval laboratory, which also supported this research. The technical objective of MSHN project is to design, prototype, and refine a distributed resource management system that leverages the heterogeneity of resources and tasks to deliver the requested qualities of service.
BACKGROUND AND TERMINOLOGY
The material in this subsection is summarized from [22] . It provides the background and terminology needed for the rest of this paper. In general, the goal for HC is to assign each subtask to one of the machines in the system such that the total execution time (computation time and intermachine communication time) of the application program is minimized [3] , [8] , [18] , [25] . The subtask to machine assignment problem is referred to as matching in HC. When a subset of subtasks can be executed in any order, varying the order of the computation of these subtasks (while maintaining the data dependencies among all subtasks) can impact the total execution time of the application program. Determining the order of computation for the subtasks is referred to as scheduling in HC. In most of the literature for HC, a subtask flow graph is used to describe the data dependencies among subtasks in an application program (e.g., [12] , [18] , [21] , [22] , [23] ). In Fig. 1, each Let a data item be a block of information that can be transferred between subtasks. Using information from the subtask flow graph, a data item is denoted by the two-tuple (s, d), where s 0 is the number of the subtask that generates the needed value of variable d upon completion of computation of that subtask. If the needed value of d is an initial data element to the program, then s = -1. Two data items are the same if and only if they are both associated with the same variable name in an application program and the corresponding value of the data is generated by the same subtask (which implies that the two data items have the same value).
In general, most of the graph-based algorithms for matching-related problems assume that the pattern of data transfers among subtasks is known a priori and can be illustrated using a subtask flow graph (e.g., [12] , [18] , [21] , [23] ). Thus, no matter which machine is used for executing each subtask of a specific application program, the locations (subtasks) from which each subtask obtains its corresponding input data items are determined by the subtask flow graph and are independent of any particular matching scheme between machines and subtasks.
The above assumption generally needs refinement in the case of HC. In [22] , two data-distribution situations, namely data locality and multiple data-copies, are identified for addressing refinements of the above assumption. It is assumed that each subtask S[i] keeps a copy of each of its individual input data items and output data items on the machine to which S[i] is assigned by the matching scheme. Furthermore, it is also assumed that all input data items are received for a subtask prior to that subtask's computation. The choice that results in the shorter time should be selected. Selecting the sources for needed data items is referred to as data relocation (because the data relocation scheme determines the source machines from which the data items will be relocated to the destination machines). In general, when using information only from the subtask flow graph, the possibility of having multiple sources for a needed data item is not considered. Data locality can be viewed as a special case of having multiple data copies (i.e., one copy is on the machine to which the receiving subtask is assigned by the matching scheme).
In [22] , it is assumed that, at any instant in time during the execution of an application program, only one intermachine data transfer step is being executed. All computation and intermachine communication times of subtasks are assumed to be known deterministic quantities, and any data conditional and looping constructs must be contained within a single subtask. Based on these assumptions, a minimum spanning tree based algorithm is presented in [22] that finds, for a given matching, the optimal scheduling scheme for intermachine data transfer steps and the optimal data relocation scheme for each subtask. Data locality and multiple data-copies are all considered in the above algorithm. The mathematical model for HC presented in this paper differs from the one in [22] in that, here, limited only by intersubtask data-dependencies and machine assignments, at any instant in time, multiple subtasks can be executed and multiple intermachine data transfers can be performed. Also, here the computation times of subtasks and communication times for intermachine data transfers can be random variables. Furthermore, the cases in which the application programs may include intersubtask conditional and intersubtask looping constructs are considered. Thus, the HC model presented here is much more general than the one in [22] , which makes the data relocation more complex. It is validated in this paper that a greedy algorithm-based approach can establish a local optimization criterion for developing data relocation heuristics. This result indicates that a greedy algorithm-based approach can achieve reasonable local optimization for developing data relocation heuristics in practice.
A STOCHASTIC MODEL FOR MATCHING, SCHEDULING, AND DATA RELOCATION IN HC
A stochastic model of matching, scheduling, and data relocation for HC is formalized in this section. This model is an extension of the one presented in [22] . The possible concurrent execution of both the computation of subtasks and intermachine communication steps in an application program is considered. The issues related to using a theoretical stochastic HC model are addressed. When the computation time of each subtask on each machine and the communication times of transferring data items have stochastic properties, those timing parameters must be modeled as random variables. This paper examines underlying theoretical issues with respect to data relocation. Due to the theoretical nature of the proof of the main result in this paper, it is not necessary to know the actual distribution functions of those random variables. The mathematical model presented in this section allows the material in the rest of this paper to be given in unambiguous terms. All notation developed in the remaining sections is summarized in the Appendix for the glossary of notation at the end of this paper.
1) An application program P is composed of a set of n subtasks
There are a set of Q initial data elements 
the other is the generated output data set
The program structure of P is specified by a subtask flow graph.
In this paper, the subtask flow graph of any application program P is assumed to be acyclic. A cycle in a graph represents a loop containing one or more subtasks. With the presence of the intersubtask looping constructs, an appropriate statistical approach can be used to determine the distribution for the number of iterations each looping construct will execute and the maximum number of iterations each looping construct has [23] . Then, the existent subtask flow graph can be transformed into an acyclic one by unrolling each looping construct with the known or estimated maximum number of iterations. This is the approach presented in Section 5.3.2. The above approach will potentially increase the number of subtasks present in the acyclic sutask flow graph significantly. Also, the distribution for the number of iterations each looping construct will execute and the maximum number of iterations each looping construct has can be difficult to estimate in reality. A possibly more practical approach is to group a fixed number of consecutive iterations of each unrolled looping construct together as a single subtask to decrease the number of subtasks present. Another approach is to view each looping construct as part of a single subtask and the boundaries for decomposing an application program into subtasks are not allowed to be in the middle of a looping construct.
3) An HC system consists of a heterogeneous suite of m machines
M includes the devices where all the initial data elements are stored before the execution of the application program P.
4) There is a computation matrix C = {C[i, j]}, where C[i, j] denotes the computation time of S[i] on machine M[j]
(e.g., [11] , [27] 
]). For the reason stated in Section 1, C[i, j]
is assumed to be a random variable with a known distribution. It can be computed from empirical information or by applying two characterization techniques in HC, namely task profiling and analytical benchmarking (see [19] for a survey of these techniques). In [17] , a methodology is introduced for estimating the distribution of execution time for a given data parallel program that is to be executed on a single hybrid SIMD/SPMD mixed-mode machine. This methodology is extended in [16] for estimating the distribution of execution time for an application program that is to be executed on a mixed-machine HC system. However, as mentioned earlier, for the results mentioned here, it is not necessary to determine the distribution functions for the random variables. 
is the kth subtask whose computation is executed on machine
Readers should notice that the scheduling function Sf schedules only the order of the computation for different subtasks (not the order for executing the intermachine communication steps). 7) The set of data-source functions is
where
where d x is initially stored. Readers should notice that, when k 1 ¡ -1, the augmented information k 2 can be obtained with the known Af and is redundant. But the information from k 2 is necessary to specify the source of an initial data element when k 1 = -1. The above definition of DS gives a unified way of specifying the values of a data-source function. If each subtask fetches its input data items only from the sources where they are generated (in the case of the initial data elements, from their initial locations), there exists only one choice of DS for each specific Af and Sf. But if the impact of the data locality and multiple data-copies is considered, there are different choices for DS. This choice of DS corresponds to the data relocation problem discussed in Section 2.
It is assumed that each subtask S[i] will submit a copy of its input data item Id[i, j] to the network for forwarding to other destination machines (based on DS) immediately after Id[i, j]is available on machine M[Af(i)]
. Each subtask will also submit copies of all of its output data items to the network to be transferred to the proper destination machines (based on DS) after the completion of its entire computation. Thus, Af, Sf, and DS together completely specify the computation and intermachine communication steps needed at any time to execute the application program P in a dedicated HC system. Most of the literature for HC (e.g., [11] , [13] , [22] [s, r, e] here is to address the factors that impact the intermachine communication times for the application programs executed in a dedicated HC system. It also helps to establish a theoretical model for defining the global optimization criterion of the optimization problem for HC. With this well-defined theoretical model and global optimization criterion, the greedy algorithm-based approach introduced in Section 6 can provide potential data relocation heuristics with a sound local optimization criterion based on a solid theoretical derivation. Within the matching and scheduling problem domain, many researchers have shown that local optimization is a worthwhile approach to achieve global optimization (e.g., [7] , [12] , [21] ). Thus, future data relocation heuristics can follow the local optimization criterion in Section 6 to achieve a reasonable level of global optimization without the information about the exact distribution function of D[s, r, e].
A TOPOLOGICAL SORT-BASED ALGORITHM FOR CALCULATING THE EXECUTION TIME OF AN APPLICATION PROGRAM IN AN HC SYSTEM
In this section, a topological sort-based algorithm for calculating the total execution time (computation and communication times) of an HC application program is introduced. This algorithm helps establish the global optimization criterion of the optimization problem for HC with respect to matching, scheduling, and data relocation. For a given computation matrix C and communication time estimator D[s, r, e], the total execution time of the application program P associated with an assignment function Af, a scheduling function Sf, and a set of data-source functions DS is defined by the following procedure. A data relocation graph (denoted as Gr) corresponding to a particular Af, Sf, and DS is generated using the steps specified below. When the impact of data locality and multiple data-copies is considered, the concept of a valid set of data-source functions DS of the application program P can be defined according to the properties of Gr. There may be many valid sets for P, each corresponding to a unique graph for P and each resulting in possibly different execution time of P. An invalid DS would correspond to a set of data-source functions that does not result in an operational program.
The steps for constructing Gr are as follows:
Step 1. A Source vertex is generated that represents the locations of all the initial data elements (which may be on different machines).
Step Step 4. For every 0 i < n, a directed edge with weight zero is added from Fig. 2 ). All the edges generated in this step are called activate edges.
As an example, suppose that for the specific application program P illustrated by the subtask flow graph shown in Fig. 1 , Table 1 lists its corresponding parameters. The initial data elements of P are d 0 and d 1 ; the generated data items of P are X 0 , X 1 , Y, Z 0 , and Z 1 . Note that initial data elements are named with lower case letters and generated data items with upper case letters. The result of applying the set of datasource functions defined by the subtask flow graph in Fig. 1 is shown by Fig. 3 (recall that is just one possible set of data-source functions).
If the Gr generated above is an acyclic graph, then the corresponding DS is defined as a valid set of datasource functions for the application program P. If the graph had a cycle, then deadlock would arise in the application program P, which makes P unschedulable. Readers should notice that the weight of each edge or vertex depends on Af, Sf, and DS. The validity of a particular DS is based on the subtask flow graph and is independent of the underlying Af and Sf for generating the specific Gr. For the rest of this paper, only valid sets of data-source functions will be considered.
Step 5. to V g [3] and from V g [1] to V g [2] in Fig. 3 . If the generated execution graph Ex is acyclic, then the corresponding scheduling function generates an operational program and is defined as a valid scheduling function. For the rest of this paper, only valid scheduling functions will be considered. 
Step 7. The total execution time of the application program P associated with an assignment function Af, a valid scheduling function Sf, and a valid set of data-source functions DS is defined by the following formula:
Suppose that E{x} denotes the expected value of a random variable x. The objective of matching, scheduling, and data relocation for HC is to find an assignment function Af * , a valid scheduling function Sf * , and a valid set of data-source functions DS*, such that 
, ,
Thus, the minimization of the expected value of the total execution time of an application program is the global optimization criterion of the optimization problem for HC described in Section 1 with respect to the stochastic model defined in Section 3.
It is assumed in this mathematical model that, if there is no data dependency between two subtasks S[i] and S[j], and they are assigned to be executed on two different machines by the assignment function Af, then S[i] and S[j]
can be executed concurrently. Furthermore, the intermachine communication step for one subtask to obtain one of its input data items can be overlapped with 1) intermachine communication step(s) to obtain its other input data item(s), 2) the intermachine communication steps of other subtasks to obtain their input data items, and 3) the computation steps of other subtasks.
The distribution of each random variable D[s, r, e] indicates any time delay resulting from network or machine I/O conflicts.
As stated in Section 3, it is extremely difficult to obtain the exact distribution of D[s, r, e]. The purpose of the above topological sort-based procedure is not for calculating Execution_time P (Af, Sf, DS) in practice due to this difficulty. Rather, it is to define the global optimization criterion theoretically for the optimization problem of HC. The theorem presented in Section 6 is based on this defined Execution_time P (Af, Sf, DS) with a known Af, Sf, and DS and provides a practical local optimization criterion for future data relocation heuristics.
A PROCEDURE FOR ENUMERATING THE VALID OPTIONS IN CHOOSING DATA RELOCATION SCHEMES

Overview
In Section 5.2, a procedure for enumerating all the valid options in choosing the data relocation schemes with respect to an arbitrary matching is described for subtask flow graphs without intersubtask conditional and looping constructs. With the presence of the intersubtask conditional and looping constructs, the same procedure presented in Section 5.2 is extended in Section 5.3 to enumerate the valid options in choosing the data relocation schemes. The material presented in this section defines the search space for the optimization problem based on the stochastic model of HC mentioned in Section 1. This search space enumerates the possible combinations of Af, Sf, and DS with respect to a specific subtask flow graph (or a specific HC application). The number of valid combinations (i.e., the size of the search space) denotes the complexity of the optimization problem. This defined search space also helps future data relocation heuristic developers to know all the valid options in choosing a data relocation scheme.
Description for Subtask Flow Graphs without Intersubtask Conditional and Looping Constructs
A directed graph Dg[Af] corresponding to a specific assignment function Af can be generated by connecting the vertices in V as follows (recall that V is a set that contains all the vertices generated for any specific application program P according to Steps 1 and 2 described in Section 4). This directed graph (via vertex and edge connectivity) illustrates all possible sources from where a subtask could fetch its individual input data item:
Step 1. For every i 1 , j 1 , i 2 , and j 2 , where 0 i 1 < n, 0 i 2 < n, 0 Step 3. For every i, j, and k, such that
, and 0 k < Q, a directed edge from the Source vertex to V[i, j] is added.
After
Step 3, each initial data item (-1, d k ) (0 k < Q) of P corresponds to a fully connected graph of the set of vertices
e., the input data vertices that need the initial data element d k ). There is also a directed edge from the Source vertex to each vertex in VI [k] . All the edges generated in Steps 1, 2, and 3 are called fetch edges. 
Description for Subtask Flow Graphs with
Intersubtask Conditional and Looping Constructs
With the Presence of Intersubtask Conditional Constructs
In order to maintain a static analysis approach, it is assumed that the branching probabilities P then and P else for the ''then'' and ''else'' clauses of the input-data-dependent conditional constructs in the subtask flow graph are known and P then + P else = 1. Estimates of these two probabilities can be determined from empirical information or be supplied by the application users (such assumptions are typical in the literature, e.g., [23] ). Fig. 5a shows an example in which there is an inputdata-dependent conditional construct after S [1] . It is assumed that the left branch after S [1] is the ''then'' clause and the right branch after S [1] is the ''else'' clause of the corresponding input-data-dependent conditional construct. Af(i) ]. Similarly, the intermachine data transfer times for transferring subtasks' input and output data items inside an input-data-dependent conditional construct should be multiplied by their corresponding branching probability.
For example, as shown in Fig. 5a, (1, D 1 ) of S [2] and (4, D 5 ) of S [5] are inside the input-data-dependent conditional construct, but (0, D 0 ) of S [1] and (5, D 6 ) of S [6] are not. With the above changes of the timing information, the topological sort-based procedure presented in Section 4 can be used to determine the total execution time of a subtask flow graph with input-data-dependent conditional constructs.
With the presence of input-data-dependent conditional constructs in the subtask flow graph, the post-conditional locations of the input data items and output data items of the subtasks inside the ''then'' and ''else'' clauses cannot be determined at compile time (i.e., their locations will depend on the value of the conditional and how the clauses are executed at run time). The procedures for adding fetch edges to generate Dg[Af] presented in Section 5.2 must be modified to reflect the properties of input-data-dependent conditional constructs. For ease of presentation, the following procedures are presented for the case of having only one input-data-dependent conditional construct in the subtask flow graph. For the case of having nested input-datadependent conditional constructs and/or more than one input-data-dependent conditional construct in the same scope level of the application program, the same procedures can be extended inductively and applied due to the modular structure [1] of the subtask flow graph.
Step [3] , and (2, D 3 ) of S [4] in Fig. 5a all belong to this category.
Step Subtasks' input and output data items that are part of the ''else'' clause of the input-data-dependent conditional construct have their corresponding clause identifier as ''Else.'' For example, (1,
of S [3] , and (3, D 4 ) of S [5] belong to this category.
Step 3. One extension of the definition of the scope level of a data item is described as follows. If, for two data items Step 4 is defined based on the above two augmented parameters of d.
Step 4.
Step 1 in Section 5.2 should be modified as the following. Steps 2 and 3 in Section 5.2 are unchanged.
Case A. For every i 1 , j 1 , i 2 , and j 2 , where 0 
With the above four augmenting steps (compared with Steps 1, 2, and 3 in Section 5.2) for generating Dg[Af], subtask flow graphs with input-data-dependent conditional constructs can be handled properly. Those augmenting steps with scope levels and clause identifiers, enumerate all the possible sources for fetching each particular data item with the presence of the input-data-dependent conditional constructs in the subtask flow graph.
With the Presence of Intersubtask Looping Constructs
Similar to the case of having input-data-dependent conditional constructs, for ease of presentation, the following procedures are presented for the case of having only one looping construct in the entire subtask flow graph. For the case of having nested looping constructs and/or more than one looping construct, the same procedures can be extended inductively and applied just as well due to the modular structure of the subtask flow graph, as discussed for the data conditional cases. Suppose Nit is the maximum number of iterations that the looping construct will execute. S[i (j) ] is the subtask that represents the number j iteration of subtask S[i] that is inside a looping construct, for 1 j Nit. It is assumed that the distribution for the number of iterations the looping construct will execute is known. Let Lp[k] (0 k Nit) be the probability that the looping construct will execute a total of k iterations, where
is the probability that iteration number j of the looping construct will be executed. As shown in Fig. 5b , there is an input-data-dependent looping construct (containing S [1] ) between S[0] and S [2] . The initial cyclic subtask flow graph (due to the presence of the looping construct) is transformed into an acyclic one. A total of Nit copies of S [1] are generated.
It is assumed that a matching scheme is given for all the subtasks (including S[i (j) ]'s) in the acyclic subtask flow graph generated by the above transformation. The time for
. Similarly, the intermachine data transfer time for transferring subtasks' input and output data items inside iteration number j of the looping construct should be multiplied by Lp j as well. With the above changes of the timing information, the topological sortbased procedure presented in Section 4 can be used to determine the total execution time of a subtask flow graph with looping constructs. 
A GREEDY APPROACH TO ESTABLISHING A LOCAL OPTIMIZATION CRITERION FOR DEVELOPING DATA RELOCATION HEURISTICS
In this section, a greedy algorithm-based approach to establishing a local optimization criterion for developing data relocation heuristics is presented. This greedy strategy is established based on the mathematical model, the global optimization criterion, and search space described in Sections 3, 4, and 5, respectively, for the optimization problem in HC. The goal of this section is to show that an approach based on a greedy algorithm can establish a reasonable local optimization criterion for developing data relocation heuristics. Choosing Af, Sf, and DS to minimize the expected value of the total execution time based on a stochastic HC model is a complex optimization problem. However, developing heuristics to find suboptimal Af, Sf, and DS is necessary to use HC systems efficiently. This section concentrates on developing data relocation heuristics to choose a suboptimal data relocation scheme for a given matching and scheduling to decrease the expected value of the total execution time of an HC application program. One of the techniques for developing heuristics is to achieve a reasonable level of global optimization using a well-evaluated local optimization criterion. The local optimization criterion for developing data relocation heuristics presented in this section is the minimization of the expected time when each subtask can start its computation after obtaining all of its input data items.
A greedy algorithm-based approach for data relocation to achieving the above local optimization is to minimize the expected receiving time for each input data item of each subtask. Suppose that rt(V [i, j] ) is the random variable that specifies the receiving time of input data item Id (V[i, j] ) + c 2 that may technically be correlated. In [16] , similar assumptions are made about the execution time distributions for the individual subtasks for statically estimating the execution time distribution for an entire HC application program.
THEOREM. For two different data relocation schemes DS and DS,
with the same Af and Sf, and a fixed i (0 i < n), suppose The significance of the above theorem is that it shows a greedy algorithm-based approach can establish a reasonable local optimization criterion for developing data relocation heuristics. Based on the above conclusion, in order to minimize the expected total execution time of an application program executed in a dedicated HC system (the global optimization criterion), data relocation heuristics should select the source for each input data item of S [i] , among all the valid options described in Section 5, such that its receiving time by S[i] is as small as possible. With this greedy approach, the expected time when S[i] can start its computation after obtaining all of its input data items (the local optimization criterion) can be minimized.
Given the approximation assumptions made, theoretically there exists a DS that can satisfy E{X j } E{Y j } for 0 j < NI [i] . However, in a real HC system, the intermachine communication steps specified by the selected data relocation scheme for one subtask may impact the expected receiving time of input data items for other subtasks. Thus, the data relocation scheme that minimizes E{rt(V [i, j] The minimization of the expected time when a selected subtask S[i] can start its computation is adopted by many other matching and scheduling heuristics as their local optimization criterion [7] , [12] , [21] , [24] . The greedy approach, validated by the above theorem, for achieving this local optimization can be used by those matching and scheduling heuristics to intelligently select a data relocation scheme for S[i] based on a theoretical stochastic HC model. Thus, coupled with the selection criterion for specifying the order of achieving the above local optimization for subtasks in the original matching and scheduling heuristic (e.g., priority-based for list scheduling), the greedy strategy for developing a data relocation heuristic presented in this paper can be expected to further decrease the intermachine communication overhead of the given HC application program. For the matching and scheduling related heuristics that do not adopt the above local optimization criterion to achieve global optimization, choosing a data relocation scheme to minimize the expected time when a selected S[i] can start its computation (realized by the presented greedy strategy) is still a reasonable approach to decrease the intermachine communication overhead of an HC application. For example, in [26] , a genetic algorithm-based heuristic for matching and scheduling applies the greedy strategy presented in this paper for selecting data relocation for a given matching and scheduling.
SUMMARY AND CONCLUSIONS
In an HC system, the subtasks of an application program P must be assigned to a suite of heterogeneous machines (the matching problem) and ordered (the scheduling problem) to utilize computational resources effectively. The matching and scheduling solutions presented in the literature, in general, concentrate on decreasing the computation time of P.
The intermachine communication time of P is impacted by the scheme for distributing the initial data elements and the generated data items of P to different subtasks (the data relocation problem). The intermachine communication time in an HC system can have a significant impact on overall system performance so that any technique that can be used to reduce this time is important. This paper focused on the data relocation scheme to decrease the intermachine communication time for given matching and scheduling schemes when the possible concurrent execution of multiple subtasks on different machines is considered. This paper concentrates on theoretical aspects of data relocation using a stochastic HC model. The optimization problem for minimizing the total execution time of an application program executed in a dedicated HC system with respect to matching, scheduling, and data relocation is completely defined. This theoretical definition is based on the stochastic mathematical model, the global optimization criterion, and the search space described in Sections 3, 4, and 5, respectively. The cases in which the application programs may include intersubtask conditional and looping constructs are considered. The practical application of the above theoretical results is demonstrated by the theorem shown in Section 6 that validates a greedy algorithm-based approach can establish a reasonable local optimization criterion for developing data relocation heuristics. The validation is provided by a theoretical proof based on a set of common assumptions about the underlying HC system and application program. The stochastic HC model presented, the local optimization criterion established by the greedy approach, and the search space defined for choosing valid data relocation schemes can help developers of future data relocation heuristics.
APPENDIX
GLOSSARY OF NOTATION
Af: assignment function (assigns subtasks of application program P to machines) : number of subtasks assigned to be executed on machine j P then : branching probability for the ''then'' clause of the intersubtask input-data-dependent conditional construct P else : branching probability for the ''else'' clause of the intersubtask input-data-dependent conditional construct 
