ABSTRACT
INTRODUCTION
Big data quickly comes under the spotlight in recent years. Big data is expected to collect gigantic amount of data from various data sources, and analyze those data across conventional problem domains in order to uncover new findings, or people's needs. As big data is supposed to handle extremely huge amount of data compared to the conventional applications, it is quite natural that the demand for the computational environment, which accelerates, and scales out big data applications, increases. The important thing here is, however, the behavior or characteristics of big data applications are not clearly defined yet.
Big data applications can be classified into several categories depending on the characteristics of the applications, such as behaviors, or requirements. Among those big data applications, this paper specifically focuses on stream mining applications. A stream mining application is such an application that analyzes data, which arrive one after another in chronological order, on the fly. Algorithms specialized for stream mining applications are intensively studied , and Gaber et al. published a good review paper on these algorithms [31] .
High performance computing community has been investigating data intensive applications, which analyze huge amount of data as well. Raicu et al. pointed out that data intensive applications, and stream mining applications are fundamentally different from the viewpoint of data access patterns, and therefore the strategies for speed-up of data intensive applications, and stream mining applications have to be radically different [32] . Many data intensive applications often reuse input data, and the primary strategy of the speed-up is locating the data close to the target CPUs. Stream mining applications, however, rarely reuse input data, so this strategy for data intensive applications does not work in many cases. Modern computational environment has been and is evolving mainly for speed-up of benchmarks such as Linpack [33] , or SPEC [34] . These benchmarks are relatively scalable according to the number of CPUs. Stream mining applications are not scalable to the contrary, and the current computational environment is not necessarily ideal for stream mining applications. The simplest approach is to use this template and insert headings and text into it as appropriate. Additionally, many researchers from machine learning domain, or data mining domain point out that the behavior, execution time more specifically, of stream mining applications varies according to the characteristics, or features of the input data. The problem is, however, the parameters, or the methodology for data characterization is not clearly defined yet, and there is no study investigating explicit relationships between the characteristics of the input data, and the behavior of stream mining applications, either.
Therefore, this paper picks up frequent pattern mining as one of the representative stream mining applications, and interprets the relationships between the characteristics of the input data, and behaviors of signature algorithms for frequent pattern mining. The rest of this paper is organized as follows. Section 2 describes a model of stream mining algorithms in order to share the awareness of the problem, which this paper focuses on. Then, the section also briefly introduces related work. Section 3 overviews the application that this paper picks up, and illustrates the algorithms those are typical solutions for the application. Section 4 explains the methodology of the experiments, shows the results, and gives discussions over those results. Section 5 concludes this paper.
RELATED WORK

A Model of Stream Mining Algorithms
A stream mining algorithm is an algorithm specialized for a data analysis over data streams on the fly. There are many variations of stream mining algorithms, however, general stream mining algorithms share a fundamental structure, and a data access pattern as shown in Figure 1 [35] . A stream mining algorithm consists of two parts, stream processing part, and query processing part. First, the stream processing module in stream processing part picks the target data unit, which is a chunk of data arrived in a limited time frame, and executes a quick analysis over the data unit. The quick analysis can be a preconditioning process such as a morphological analysis, or a word counting. Second, the stream processing module in stream processing part updates the data, which are cached in one or more sketches, with the latest results through the quick analysis. That is, the sketches keep the intermediate analysis, and the stream processing module updates the analysis incrementally as more data units are processed. Third, the analysis module in stream processing part reads the intermediate analysis from the sketches, and extracts the essence of the data in order to complete the quick analysis in the stream processing part. Finally, the query processing part receives this essence for the further analysis, and the whole process for the target data unit is completed.
Based on the model shown in Figure 1 , we can conclude that the major responsibility of the stream processing part is to preprocess each data unit for the further analysis, and that the stream processing part has the huge impact over the latency of the whole process. The stream processing part also needs to finish the preconditioning of the current data unit before the next data unit arrives. Otherwise, the next data unit will be lost as there is no storage for buffering the incoming data in a stream mining algorithm. On the other hand, the query processing part takes care of the detailed analysis such as a frequent pattern analysis, or a hot topic extraction based on the intermediate data passed by the stream processing part. The output by the query processing part is usually pushed into a database system, and there is no such an urgent demand for an instantaneous response. Therefore, only the stream processing part needs to run on a real-time basis, and the successful analysis over all the incoming data simply relies on the speed of the stream processing part.
The model in Figure 1 also indicates that the data access pattern of the stream mining algorithms is totally different from the data access pattern of so-called data intensive applications, which is intensively investigated in high performance computing community. The data access pattern in the data intensive applications is a write-once-read-many [32] . That is, the application refers to the necessary data repeatedly during the computation. Therefore, the key for the speedup of the application is to place the necessary data close to the computational nodes for the faster data accesses throughout the execution of the target application. On the other hand, in a stream mining algorithm, a process refers to its data unit only once, which is a read-once-write-once style. Therefore, a scheduling algorithm for the data intensive applications is not simply applicable for the purpose of the speedup of a stream mining algorithm. Figure 2 illustrates data dependencies between two processes analyzing data units in line, and data dependencies inside the process [35] . Here, the assumption is that each process analyzes each data unit. The left top flow represents the stream processing part of the preceding process, and the right bottom flow represents the stream processing part of the successive process. Each flow consists of six stages; read from sketches, read from input, stream processing, update sketches, read from sketches, and analysis. An arrow represents a control flow, and a dashed arrow represents a data dependency. In Figure 2 , there are three data dependencies in total, and all of these dependencies are essential to keep the analysis results consistent, and correct. The three data dependencies are as follows, and the control flow for the correct execution generates all these data dependencies. • The processing module in the preceding process should finish updating the sketches before the processing module in the successive process starts reading the sketches (Dep.1 in Figure 2 ).
• The processing module should finish updating the sketches before the analysis module in the same process starts reading the sketches (Dep. 2 in Figure 2 ).
• The analysis module in the preceding process should finish reading the sketches before the processing module in the successive process starts updating the sketches (Dep. 3 in Figure 2 ).
A Task Graph
A task graph is a kind of pattern diagrams, which represents data dependencies, control flows, and computational costs regarding a target implementation. A task graph is quite popular for scheduling algorithm researchers. In the process of the development of scheduling algorithms, the task graph of the target implementation works as if a benchmark, and provides the way to develop a scheduling algorithm in a reproducible fashion. The actual execution of the target implementation in the actual computational environment provides realistic measurement, however, the measurement varies according to the conditions such as computational load, or timings at the moment. This fact makes difficult to compare different scheduling algorithms in order to determine which scheduling algorithm is the best for the target implementation with the target computational environment. A task graph solves this problem, and enables fair comparison of scheduling algorithms through simulations. for all training data do (1) fetch one data unit ‫ݒ‬ for all attributes for ‫ݒ‬do (2-1) update the weight sum for this attribute (2-2) update the mean value of this attribute end for end for Figure 4 algorithm. As discussed in the previous section, the model of a stream mining algorithm has data dependencies both across the processes, and inside one process. Therefore, a task graph for a stream mining algorithm should consist of a data dependency graph, and a control flow graph [36] . Figure 3 is an example of a task graph of the training stage of Naïve Bayes classifier [37] . In Figure 3 , the left figure is a data dependency graph, and the right figure is a control flow graph. Figure 4 represents the pseudo code for the task graph shown in Figure 3 .
Both a data dependency graph, and a control flow graph are directed acyclic graphs (DAGs).In a task graph, each node represents a meaningful part of the input code. Nodes in white are codes in the preceding process, and nodes in gray are codes in the successive process.The nodes with the same number represents the same meaningful part in the input source code, and the corresponding line in the pseudo code shown in Figure 4 . The nodes with the same number in the same color indicate that the particular part of the input source code is runnable in parallel. Here, nodes in a control flow graph have numbers. Each number represents execution cost of the corresponding node. Each array in a data dependency graph indicates a data dependency. If an arrow comes up from node A to node B, the arrow indicates that node B relies on the data generated by node A. Similarly, each array in a control flow graph represents the order of the execution between nodes. If an arrow comes up from node A to node B, the arrow indicates that node A has to be finished before node B starts. The nodes in the same level are possible to be executed in parallel.The nodes with the same number indicate that the particular line in the pseudo code is runnable in parallel. There are two major difficulties for describing stream mining applications with task graphs. One problem is that the concrete parallelism strongly relies on the characteristics of the input data. The other problem is that a cost for a node varies according to the input data. That is, a task graph for a stream mining application is impossible without the input data modeling.
Related Work
There are several studies on task graph generation, mainly focusing on generation of random task graphs. A few projects reported task graphs generated based on the actual well-known applications; however, those applications are from numerical applications such as Fast Fourier Transformation, or other applications familiar to high performance computing community for years.
Task Graphs for Free (TGFF) provides pseudo-random task graphs [38, 39] . TGFF allows users to control several parameters, however, generates only directed acyclic graphs (DAGs) with one or multiple start nodes, and one or multiple sink nodes. A period, and deadline is assigned to each task graph based on the length of the maximum path in the graph, and the user specified parameters.
GGen is another random task graph generator proposed by Cordeiro et al. [40] . GGen generates random task graphs according to the well-known random task generation algorithms. In addition to the graph generator, GGen provides a graph analyzer, which characterizes randomly generated task graphs, based on the longest path, the distribution of the out-degree, and the number of edges.
Task graph generator provides both random task graphs, and task graphs extracted from the actual implementations such as Fast Fourier Transformation, Gaussian Elimination, and LU Decomposition [41] . Task graph generator also provides a random task graph generator which supports a variety of network topologies including star, and ring. Task graph generator also provides scheduling algorithms as well.
Tobita et al. proposed Standard Task Graph Set (STG), evaluated several scheduling algorithms, and published the optimal schedules for STG [42, 43] . STG is basically a set of random task graphs. Tobita et al. also provided task graphs from numerical applications such as a robot control programs, a sparse matrix solver, and SPEC fpppp [34] .
Besides the studies on task graph generation, Cordeiro et al. pointed out that randomly generated task graphs can create biased scheduling results, and that the biased results can mislead the analysis of scheduling algorithms [40] . According to the experiments by Cordeiro et al., a same scheduling algorithm can obtain a speedup of 3.5 times for the performance evaluation only by changing the random graph generation algorithm. Random task graphs contribute for evaluation of scheduling algorithms, however, do not perfectly cover all the domains of parallel, and distributed applications as Cordeiro et al. figured out in their work. Especially for stream mining applications, which this paper focuses on, the characteristic of the application behaviors is quite different from the characteristic of the applications familiar to the conventional high performance computing community [32] . Task graphs generated from the actual stream mining applications have profound significance in the better optimization of stream mining applications.
These all projects point out the importance of fair task graphs, and seek the best solution for this problem. These projects, however, focus only on data dependencies, control flows, and computational costs of each piece of an implementation. The computational costs are often decided in a random manner, or based on the measurements through speculative executions. No project pays attention to the relationships between the variation of the computational costs, and the characteristics of the input data.
ALGORITHMS
Frequent Pattern Mining
This paper focuses on two algorithms for frequent pattern mining. Frequent pattern mining was originally introduced by Agrawal et al. [44] , and the baseline is the mining over the stores items purchased on a per-transaction-basis. The goal of the mining is finding out all the association rules between sets of items with some minimum specified confidence. One of the examples of the association rules is that 90% of transactions purchasing bread, and butter purchase milk as well. That is, the association rules those appearances are greater than the specified confidence are regarded as frequent patterns. Here, in the rest of this paper, the confidence is called "(minimum) support".
There are many proposals for frequent pattern mining; however, this paper specifically picks up two algorithm; Apriori algorithm [45] , and FP-growth algorithm [46] . Apriori algorithm is the most basic, but standard algorithm proposed by Agrawal et al.. Many frequent mining algorithms are also developed based on Apriori algorithm. FP-growth algorithm is another algorithm, and is considered as more scalable, and faster than Apriori algorithm. The rest of this section briefly introduces summary of each algorithm.
Apriori
Figure5 gives Apriori algorithm, and there are several assumptions as follows. The items in each transaction are sorted in alphabetical order. We call the number of items in an itemset its "size", and call an itemset of size ݇ a ݇-݅‫.ݐ݁ݏ݉݁ݐ‬Items in an itemset are in alphabetical order again. We call an itemset with minimum support a "large itemset". The first pass of Apriori algorithm counts item occurrences in order to determine the ‫-1݁݃ݎ݈ܽ‬ ‫ݏݐ݁ݏ݉݁ݐ݅‬ (line (1) in Figure 5) . A subsequent pass consists of two phases. Suppose we are in ݇-‫ݐ‬ℎ pass. First, the ‫ܮݏݐ݁ݏ݉݁ݐ݅݁݃ݎ݈ܽ‬ ିଵ found in the (݇ − 1)-‫ݐ‬ℎ pass are used for generating the candidate itemsets ‫ܥ‬ (potentially large itemsets), using the ‫݊݁݃݅ݎ݅ݎܽ‬ function, which we describe later in this section (line (2) in Figure 5 ). Next, the database is scanned, and the support of candidates in ‫ܥ‬ is counted (line (3) and (4) in Figure 5 ). These two phrases prepare for the ‫ܮݏݐ݁ݏ݉݁ݐ݅݁݃ݎ݈ܽ‬ (line (5) in Figure 5 ), and the subsequent pass is repeated until ‫ܮ‬ becomes empty.The ‫݊݁݃݅ݎ݅ݎܽ‬ function takes ‫ܮ‬ ିଵ , and returns a superset of the set of all the ‫-݇݁݃ݎ݈ܽ‬ ‫.ݏݐ݁ݏ݉݁ݐ݅‬ The ‫݊݁݃݅ݎ݅ݎܽ‬ function consists of the join step (Figure 6 ), and the prune step ( Figure 7) . The distinctive part of Apriori algorithm is the ‫݊݁݃݅ݎ݅ݎܽ‬ function. The ‫݊݁݃݅ݎ݅ݎܽ‬ function reduces the size of candidate sets, and this reduction contributes for speed-up of the mining. The ‫݊݁݃݅ݎ݅ݎܽ‬ function is designed based on Apriori heuristic [45] ; if any length ݇ pattern is not frequent in the database, its length ݇ + 1 super-pattern can never be frequent.
FP-growth
FP-growth algorithm is proposed by Han et al. [46] , and they point out Apriori algorithm suffers from the cost for handling huge candidate sets, or repeated scanning database with prolific frequent patterns, long patterns, or quite low minimum support. Han et al. advocated the bottleneck exists in candidate set generation, and test, and proposed frequent pattern tree (FPtree) as one of the alternatives.Here, we see the construction process of FP-tree, utilizing the example shown on Table 1 . In this example, we set the minimum support as "three times", instead of appearance ratio in order to simplify the explanation. The FP-tree developed from this example is shown in Figure 8 . Table 1 represets the frequent items in each transaction.
Next, we start generating a tree with putting the root of a tree, labeled with "null". The second data scan is conducted for generating the FP-tree. The scan of the first transaction constructs the first branch of the tree: The frequent items in thelast transaction perfectly overlaps with the frequent items in the first transaction. Therefore, we simply increment the counts in the path< ݂, ܿ, ܽ, ݉, ‫‬ >. Figure 8 is a complete FP-tree developed from this example. In the left part of Figure 8 , there is an item header 
EXPERIMENTS
Setup
The purpose of this paper is to interpret the relationships between the characteristics of the input data, and behaviors of frequent pattern mining algorithms such as Apriori algorithm, and FPgrowth algorithm. This section explains the methodology for the experiment for collecting data for the investigation.
We utilize the implementations of Apriori algorithm [47] , and FP-growth algorithm [48] in C, which are distributed by Borgelt. We compiled, and run the programs as they are for fairness. No optimization is applied. In order to observe changes of the behaviors of these programs, three kinds of data are prepared as input. The overall feature of each data is summarized as Table 2 . The details of each data are as follows. • census: This is national population census data, and the data are distributed with Apriori algorithm implementation [47] , and FP-growth implementation [48] by Borgelt as test data. A couple of lines from the actual data as an example are shown in Figure 9 . As shown on Table 2 , the ratio of the number of distinct items to the number of transactions is moderate among the three input data, and the ratio is 0.28%. We also see the number of transactions in census is the smallest.
• papertitle: This is the data set for KDD Cup 2013 Author-Paper Identification Challenge (Track 1), and available at Kaggle contest site [49] . We extract paper titles from Paper.csv, and create the list of titles for the experiments here. A couple of lines from the actual data as an example are shown in Figure 10 . As shown on Table 2 , the ratio of the number of distinct items to the number of transactions is extremely high compared to the other two data sets, and the ratio is 44.0%. We also see the number of transactions is moderately high. • shoppers: This is the data set for Acquire Valued Shoppers Challenge, and available at Kaggle contest site as well [50] . For the experiment, we extract categories of purchased items from each transaction data in transactions.csv, and create the list of purchased item category. A couple of lines from the actual data as an example are shown in Figure 11 . As shown on Table 2 , the ratio of the number of distinct items to the number of transactions is extremely small compared to the other two data sets, and the ratio is 0.0032%.We also see the number of transactions is huge, and the biggest.
From the viewpoint of the application, the meaning of frequent mining over census is finding out typical portraits of the nation. Similarly, frequent mining over papertitle derives popular sets of words (not phrases) in paper titles, and frequent mining over shoppers extracts frequent combinations of item categories in the purchased items. Table 3 shows the number of found sets for census when support increases from 1.25 to 40. Both Apriori algorithm, and FP-growth algorithm found the same number of sets for the same support. Figure 12 compares the execution times in seconds of Apriori algorithm, and FP-growth algorithm for each support. Figure 13 shows the details of the execution times of Apriori algorithm for each support. Similarly, Figure 14 shows the details of the execution times of FPgrowth algorithm for each support. Figure 15 shows the frequency graph of the found pattern length for each support. Here, both algorithms found the same patterns; the frequency shown in this graph is common to both Apriori algorithm, and FP-growth algorithm. Although the number of transactions is moderate among the three cases, the number of the found sets is quite huge compared to the other two cases (we see later on Table 4 , and Table 5 ). This is reasonable as the ratio of the number of distinct items to the number of transactions in the input data is quite small ( Table 2 ). According to [46] , Apriori algorithm is expected to be behind because of the large number of frequent sets, and the quite low support. Figure 12 shows, however, FP-growth algorithm overcomes Apriori algorithm only when support is 2.5%, 5%, and 10%. The case with 1.25% support is supposed to be the worst case for Apriori algorithm for its low support, and the huge number of frequent sets; however, Apriori algorithm is faster than FPgrowth algorithm. The details of the execution times of the two algorithms suggest the explanation of this situation. As shown in Figure 13 , Apriori algorithm increases its execution time of the main part of the algorithm gently, and the curve matches to the decrease of the support. The cost for the writing part is almost constant regardless of the support contrary. Figure  14 shows FP-growth algorithm suffers from sudden and drastic increase in sorting-reducing transactions part, and writing part, and this increase caused the behind. As both Apriori algorithm, and FP-growth algorithm output the same number of sets, the sudden increase in the writing part of FP-growth algorithm apparently implicates the overhead exists in the implementation for this case. According to Han et al., Apriori algorithm suffers from the longer frequent pattern [46] . Figure 15 shows that the length of the found set is mostly centering around 12, however, scattered from 2 to 10 in the case with support value of 1.25. This tendency also indicates that the lower support value allowed the shorter pattern more, and this situation may helped Apriori algorithm, and contributed to the better performance of Apriori algorithm even with the smaller support value. Table 4 shows the number of found sets for papertitle when support increases from 1.25 to 40. Both Apriori algorithm, and FP-growth algorithm found the same number of sets for the same support again. Figure 16 compares the execution times in seconds of Apriori algorithm, and FPgrowth algorithm for each support. Figure 17 shows the details of the execution times of Apriori algorithm for each support. Similarly, Figure 18 shows the details of the execution times of FPgrowth algorithm for each support. Figure 19 shows the frequency graph of the found pattern length for each support. Again, both algorithms found the same patterns; the frequency shown in this graph is common to both Apriori algorithm, and FP-growth algorithm. In this case, the input data is huge, however, the number of the found sets is relatively small as shown on Table 4 . This is the reasonable output as the ratio to the number of distinct items to the number of the transactions is the highest in all the input data ( Table 2 ). Considering the characteristics of Apriori algorithm, and FP-growth algorithm, Apriori algorithm is expected to be of advantage. Actually, Figure 16 shows Apriori algorithm is always faster than FP-growth algorithm regardless of support. Figure 17 shows Apriori algorithm does not spend meaningful time for the main part of the algorithm. Figure 18 shows FP-growth algorithm spends a certain time on the main part of the algorithm, and the impact on the overall execution time remains almost on the same level. There is no drastic increase in both writing part, and the main body of the algorithm; however, this is because the number of the found sets stays small even with the smallest support. Figure 19 shows the length of the found pattern is 2 or 3 in all the cases, which is very short, and supports the results that Apriori algorithm outperformed FPgrowth algorithm. Table 5 shows the number of found sets for shoppers when support increases from 1.25 to 20. For support of 40, both Apriori algorithm, and FP-growth algorithm could not list the candidate items; therefore, the experiment could not gather meaningful data. Both Apriori algorithm, and FPgrowth algorithm found the same number of sets for the same support. Figure 20 compares the execution times in seconds of Apriori algorithm, and FP-growth algorithm for each support. Figure 21 shows the details of the execution times of Apriori algorithm for each support. Similarly, Figure 22 shows the details of the execution times of FP-growth algorithm for each support. Figure 23 shows the frequency graph of the found pattern length for each support. Again, both algorithms found the same patterns; the frequency shown in this graph is common to both Apriori algorithm, and FP-growth algorithm.The input data for this case is the biggest, however, the ratio of the number of distinct items to the number of transactions is extremely small as shown on Table 5 . Based on the observation of the characteristics of the input data, the number of the found sets shown in Table 5 indicates the ratio of the number of distinct items to the number of transactions is not necessarily perfect as the measure of the number of frequent sets. This is not surprising, of course, and we need to introduce some other parameters such as distribution to preconjecture the number of frequent sets from the input data. With the number of the found sets is moderately small; Apriori algorithm is always faster than FP-growth algorithm regardless of support again. Different from papertitle, however, both Apriori algorithm and FP-growth algorithm increase execution times as support decreases. One more thing to be considered is that Apriori algorithm increases the execution time in the main part of the algorithm as support decreases (Figure 21 ), however, FP-growth algorithm spends more time in reading as support decreases ( Figure 22 ). Figure 23 also shows the length of the found sets is relatively small, which is from 2 to 4, and the situation is favorable for Apriori algorithm. This result also supports why Apriori algorithm outperformed FP-growth algorithm. 
Results
Discussion
The overall results clearly indicate that simple one measure such as the total number of transactions, or the total number of distinct items does not contribute for algorithm selection. Actually, Apriori algorithm is considered to be hard to scale, however, Apriori algorithm was faster than FP-growth algorithm in papertitle case, and shoppers case, even though these two cases handle huge number of transactions compared to census case. Apparently, the characteristics of the input data should be determined in order to select appropriate algorithm.
As the first step of the characterization of the input data, we focused on the number of transactions, the number of distinct items, and the ratio of these two numbers. The results showed that these three parameters do contribute for the characterization; however, we need a few more parameters for the better characterization as we saw in shoppers case. Of course, the length of the found sets is also the important parameter. The problem is, however, those parameters such as the length of the found sets, or distributions of data, are hard to be anticipated without data mining. We need to find a good way to parameterize these characteristics. There is one thing left to be investigated, which is that the details of reading part and writing part of FP-growth algorithm implementation. As we observed in census case, and shoppers case, reading part, or writing part occupies large part of the overall execution time with smaller support, and the increase is not necessarily reasonable. We can make prognostications that there is something to do with reading part, or writing part is not simply doing only reading data, or writing data, and that FP-tree has a close relation to the increase of the execution time for these two parts.
CONCLUSIONS
Big data quickly comes under the spotlight in recent years, and increases its importance both in socially, and scientifically. Among big data applications, this paper specifically focused on frequent mining, and gave the first step to interpret the relationships between the characteristics of the input data, and behaviors of signature algorithms for frequent pattern mining. The experiments, and discussions backed up that the characteristics of the input data have certain impact on both the performance, and the selection of the algorithm to be utilized. This paper also picked up some parameters for characterizing the input data, and showed these parameters are meaningful, however, revealed some items to be investigated for the better characterization of the input data as well.
