The Effect of Microlensing On the Observed X-ray Energy Spectra of
  Gravitationally Lensed Quasars by Krawczynski, H. et al.
Draft version September 5, 2018
Typeset using LATEX twocolumn style in AASTeX61
THE EFFECT OF MICROLENSING ON THE OBSERVED X-RAY ENERGY SPECTRA OF
GRAVITATIONALLY LENSED QUASARS
H. Krawczynski,1 G. Chartas,2, 3 and F. Kislat4
1Physics Department and McDonnell Center for the Space Sciences, Washington University in St. Louis, 1 Brookings Drive, CB 1105, St.
Louis, MO 63130
2Department of Physics and Astronomy, College of Charleston, Charleston, SC, 29424, USA
3Department of Physics and Astronomy, University of South Carolina, Columbia, SC, 29208
4Department of Physics & Space Science Center University of New Hampshire, Durham, NH 03824
Submitted to ApJ
ABSTRACT
The Chandra observations of several gravitationally lensed quasars show evidence for flux and spectral variability
of the X-ray emission that is uncorrelated between images and is thought to result from the microlensing by stars
in the lensing galaxy. We report here on the most detailed modeling of such systems to date, including simulations
of the emission of the Fe Kα fluorescent radiation from the accretion disk with a general relativistic ray tracing
code, the use of realistic microlensing magnification maps derived from inverse ray shooting calculations, and the
simulation of the line detection biases. We use lensing and black hole parameters appropriate for the quadruply
lensed quasar RX J1131−1231 (zs = 0.658, zl = 0.295), and compare the simulated results with the observational
results. The simulations cannot fully reproduce the distribution of the detected line energies indicating that some
of the assumptions underlying the simulations are not correct, or that the simulations are missing some important
physics. We conclude by discussing several possible explanations.
Keywords: accretion, accretion disks, black hole physics, black hole physics, gravitational lensing: mi-
cro, line: formation, line: profiles, (galaxies:) quasars: emission lines, (galaxies:) quasars:
general, (galaxies:) quasars: individual (QSO RX J1131−1231), (galaxies:) quasars: su-
permassive black holes
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1. INTRODUCTION
The gravitational lensing of the emission from dis-
tant quasars produces several macroimages of the quasar
with possible substructure on micro-arcsecond and milli-
arcsecond scales owing to the discrete nature of the stel-
lar component and the clumpy nature of the dark mat-
ter components of the lensing galaxy, respectively (see
the review by Wambsganss 2006). The micro, mili, and
macro images correspond to the stationary paths of the
Fermat potential (or time delay function) generated by
the stars, clumpy dark matter and stars, and the en-
tire galaxy, respectively (e.g. Paczyn´ski 1986; Blandford
& Narayan 1986; Wambsganss & Paczyn´ski 1992; Yone-
hara et al. 2003). The motion of the deflectors relative to
the line of sight results in uncorrelated brightness fluctu-
ations of the macroimages as the caustic folds and cusps
created by the granular mass distribution move across
the source, each flare corresponding to the appearance
or disappearance of two microimages.
Observations of the microlensing brightness fluctua-
tions of quasars have been used to constrain the sizes
of the quasar emission regions as the amplitude of the
microlensing flux variability depends on the ratio of the
angular radius of the source to the Einstein radius α0
(two angles). The latter is given by: (e.g. Schneider et
al. 1992):
α0 =
√
4G <M∗>
c2
DLS
DLDS
. (1)
where <M∗> is the average mass of the deflecting stars,
and DLS, DL, and DS are the angular diameter dis-
tances between the lens and the source, the observer
and the lens, and the observer and the source, respec-
tively. Whereas the observations indicate that the opti-
cal/UV bright portions of the accretion disks might be
significantly larger than predicted by thin disk theory
(Morgan et al. 2010), the X-ray bright accretion disk
coronae seem to be extremely compact, i.e. smaller than
30 rg with rg = GM/c
2 being the gravitational radius of
the black hole (Chartas et al. 2009; Dai et al. 2010; Mor-
gan et al. 2012; Mosquera et al. 2013; Blackburne et al.
2015; MacLeod et al. 2015). These X-ray microlensing
constraints are independent and complimentary to spec-
tral (e.g. Wilms et al. 2001; Fabian et al. 2009; Zoghbi et
al. 2010; Parker et al. 2014; Chiang et al. 2015) and re-
verberation (e.g. Zoghbi et al. 2014; Cackett et al. 2014;
Uttley et al. 2014) constraints on the corona sizes of
nearby (unlensed) Narrow Line Seyfert I (NRLS I) ac-
tive galactic nuclei (AGNs).
Even well before the observational discovery of mi-
crolensing flux variability, various authors remarked on
the possibility of using quasar microlensing to constrain
the stellar component (e.g. Webster et al. 1991; Lewis &
Irwin 1996). Several years later, Schechter & Wambs-
ganss (2002) used the inverse ray shooting (RS) method
(Young 1981; Paczyn´ski 1986; Schneider & Weiss 1987;
Kayser et al. 1986; Wambsganss 1999) to generate a
series of microlensing magnification maps for different
ratios of stellar to dark matter masses. The authors
found that the smooth mass component enhanced the
amplitude of the brightness fluctuations. Comparing
the flux variations of the images corresponding to the
saddle points of the Fermat potential to those of the
images corresponding to the minima of the Fermat po-
tential showed that saddle point images exhibited larger
brightness fluctuations than minimum images in agree-
ment with the earlier result of Witt (1995); Metcalf &
Madau (2001).
More recently, Pooley et al. (2012) analyzed 61 ob-
servations of 14 quadruply lensed quasars observed with
the Chandra X-ray satellite with the aim to constrain
the stellar to dark matter mass ratio. They argued that
X-ray observations were better suited than optical ob-
servations (e.g. Kochanek & Dalal 2004; Schechter et
al. 2004b) as the angular extents of the X-ray emis-
sion regions were smaller than the Einstein radius of
the stars. The authors used for each image the conver-
gence κ and shear γ from the analysis of the positions of
the macroimages, and ran a series of RS simulations for
different stellar convergence to total convergence frac-
tions. Using the magnification probability distributions
from the RS simulations and the apriori probability dis-
tribution of the intrinsic quasar brightness fluctuations
from deep studies of the cosmic X-ray background, they
inferred a mean stellar (dark matter) contribution to the
total convergence of 7% (93%) (see Schechter et al. 2014;
Jime´nez-Vicente et al. 2015, for related studies).
In this paper, we focus on using the RS method to
simulate the spectral shapes of the microlensed Fe Kα
emission from quasars. The Fe Kα emission is thought
to originate from a hot X-ray bright corona illuminating
the accretion disk with high energy X-rays, prompting
the emission of fluorescent Fe Kα photons (see Reynolds
2014, and references therein). As the energies of the
escaping Fe Kα photons depend on the Doppler and
gravitational frequency shifts between emission and de-
tection, the photon energies encode information about
where the photons originated in the accretion disk and
about the background spacetime. A caustic fold cross-
ing the accretion disk selectively amplifies the emission
from a narrow slice of the accretion disk and produces
energy spectra carrying the imprint of the Doppler and
gravitational frequency shifts characteristic for the emis-
sion from this slice. Chartas et al. (2002) present sim-
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ulated microlensed Fe Kα energy spectra accounting
for Doppler and gravitational frequency shifts using the
general parameterization of the magnification close to
caustic folds (e.g. Schneider et al. 1992):
µ/µ0 = 1 +
K√
y⊥
H(y⊥) (2)
with y⊥ being (up to the sign) the distance from the
fold located at y⊥ = 0, K encoding the lens properties,
and the Heaviside step function H(y⊥) = 0 for y⊥ < 0
and H(y⊥) = 1 for y⊥ ≥ 0.The simulations predict
distorted energy spectra with one or two spectral peaks.
The Chandra observations of the quadruply lensed
quasars RX J1131−1231 (zs = 0.658, zl = 0.295) and
SDSS 1004+4112 (zs = 1.734, zl = 0.68), the double
lens quasar QJ 0158−4325 (zs = 1.294, zl = 0.317)
(Chartas et al. 2012, 2017), and to lesser degree the
quasar MG J0414+0534 (zs = 2.64, zl = 0.96) (Chartas
et al. 2002) seem to confirm these predictions, showing
energy spectra deviating from an absorbed power law
model which can be fit with a model assuming one or two
emission lines with line centroids changing from obser-
vation to observation. Based on estimates of the masses
of the three black holes and the effective velocity of the
caustic patterns across the quasars, Chartas et al. (2017)
estimate that caustic folds cross the central 10rg regions
of the accretion flows of the three quasars within 0.6 to
2.9 months, implying that some of the Chandra obser-
vations recorded energy spectra from different stages of
the crossing of a single caustic fold moving across the
inner portion of the accretion disk. The authors remark
that the range of the observed line centroids and the ra-
tio of the two line centroids for energy spectra with two
spectral lines can be used to constrain the inclination
and spin of the black hole.
Various authors discuss more detailed simulations of
the Fe Kα emission. Popopvic´ et al. (2003, 2006) use
a general relativistic (GR) ray tracing code to predict
the line shapes. The authors assume that the Fe Kα
emissivity of the equatorial accretion disk either follows
a power law dependence in the radial Boyer Lindquist
coordinate r or is proportional to the thermal emissiv-
ity. Jovanovic´ et al. (2009) perform similar simulations
focussing on the impact of an absorber covering parts of
the accretion disk. The authors use generic parameteri-
zations of the magnification close to a caustic fold, and
a few realizations of RS magnification maps. Neronov &
Vovk (2016) perform similar simulations and study the
time evolution of the energy spectra during individual
caustic crossings and posit that dense spectroscopic ob-
servations of such caustic crossings may present a new
method for testing general relativity based on X-ray ob-
servations (however, see Krawczynski 2018, for a critical
discussion of the magnitude and impact of astrophysi-
cal uncertainties). In an earlier paper (Krawczynski &
Chartas 2017, called Paper I in the following) we use
a GR raytracing code to simulate the illumination of a
geometrically thin accretion disk by a lamppost corona
located at a height h above the accretion disk. Combin-
ing these simulations with the magnification from Equa-
tion (2), we discuss the distribution of the centroids and
widths of the observed emission lines, and in the case of
energy spectra with two emission lines, the ratio of the
two peak energies as function of the black hole spin, the
inclination of the accretion disk relative to the observer,
the lamppost height h, the magnification parameter K,
and the location and orientation of the caustic folds.
The present paper examines the statistical properties
of the distorted Fe Kα lines, i.e. the likelihood of de-
tecting shifted or double spectral peaks. We do so by
combining the results of the GR raytracing simulations
of the Fe Kα emission with magnification maps from RS
calculations. The study presented here is closely related
to the earlier studies of Lewis & Irwin (1996); Schechter
& Wambsganss (2002); Schechter et al. (2004a); Pooley
et al. (2012); Schechter et al. (2014); Jime´nez-Vicente et
al. (2015) mentioned above as the observed properties
depend on the source parameters and the microlensing
parameters. Eventually, we would like to examine the
outer product of the parameter spaces describing the
black hole, the accretion disk, the X-ray bright corona,
and the microlensing, and evaluate which parameter
combination describes the X-ray data best. The com-
parison of the simulated and observed data would then
constrain the properties of the quasar and the lensing
galaxy, including the properties of the stellar and dark
matter components.
We limit the scope of this paper to considering only
a small portion of the quasar and lensing parame-
ter spaces, and studying qualitatively if the simulated
Fe Kα energy spectra can explain the observed phe-
nomenology. The observational results will be summa-
rized in §2 and the numerical simulation methods will be
presented in §3. Simulated magnification maps are pre-
sented in §4 and simulated Fe Kα energy spectra are dis-
cussed in §5. Finally, we use the simulated Fe Kα energy
spectra to generate simulated Chandra data sets. We
fit the simulated and observed Chandra spectra of RX
J1131−1231 in the same manner using an automated
script described in §6. The paper concludes with a sum-
mary and discussion of the results in §7.
In the following, we assume the cosmological parame-
ters from the 2015 Planck release Planck Collaboration
(2016), i.e. a Hubble constant H0 = 67.8 km s
−1 Mpc−1,
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Source Chandra
Pointings
Image Spectra
with de-
tected lines
(>99% CL)
Spectra
with 2
detected
lines (both
>99% CL)
RX J1131−1231 38 A (HS) 7 1
B (HM) 5 0
C (LM) 4 2
D (LS) 2 0
SDSS 1004+4112 10 A (HS) 1 1
B (HM) 1 0
C (LM) 1 0
D (LS) 2 0
Q J0158−4325 12 A (HM) 2 1
B (LM) 0 0
Table 1. Statistics of the Chandra Fe Kα detections. See (Chartas et al. 2017) for details.
 Date [MJD]
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Figure 1. Distribution of the detected rest frame line centroid energies as a function in time for RX J1131−1231 (red),
SDSS 1004+4112 (blue) and QJ 0158−4325 (green) for image A (full circles), image B (full squares), and if present, image C
(open circles) and image D (open squares) of the respective sources. We show only lines detected on a >99% confidence level
and 90% confidence interval error bars. The times of the images have been corrected for the measured or estimated time offsets
of the individual images. RX J1131−1231: Images B and C lead image A by 0.7 and 1.1 days, respectively, and image D lags
image A by 91 days (Tewes et al. 2013); SDSS 1004+4112: Images B and C lead image A by 41 and 822 days, respectively, and
image D lags image A by 1789 days (Fohlmeister et al. 2008, 2013); QJ 0158−4325: Image B lags image A by 14.5 days (Faure
et al. 2009).
a matter density of Ωm/Ωc = 30.9%, and a dark energy
density ΩΛ/Ωc = 69.1%, with Ωc being the critical
density.
If not mentioned otherwise, we use geometric units
(G=c=1). Distances in physical units are given in
units of the gravitational radius rg = GMBH/c
2 with
MBH being the black hole mass. Denoting the angu-
lar momentum by J , the spin parameter is given by
a = J/crgMBH = cJ/GM
2
BH. In units of MBH, the spin
parameter a can range from -1 to +1.
2. OBSERVATIONAL RESULTS
The three quasars with the best evidence for time
variable Fe Kα lines are the quadruply lensed quasars
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RX J1131−1231 and SDSS 1004+4112 and the double
lens quasar QJ 0158−4325 (see Chartas et al. 2017, for
details). Table 1 summarizes the number of Chandra
observations, and for each macro image the number of
observations with highly significant (>99% confidence
level) single and double Fe Kα line detections. We iden-
tify the images here with their letters A-D. For each
image we note if it corresponds to the higher magnifica-
tion saddle point (HS), the lower magnification saddle
point (LS), the higher magnification minimum (HM),
or the lower magnification minimum (LM) of the Fer-
mat potential. The highly significant lines were de-
tected in 12%, 13%, and 8% of the energy spectra of
RX J1131−1231, SDSS 1004+4112, and QJ 0158−4325,
respectively, Highly significant double peaks were de-
tected in 2%, 2.5%, and 4% of the energy spectra of the
three sources, respectively.
Figure 1 shows for all three sources the rest frame cen-
troids of the detected lines as a function of time. Thir-
teen (43%) of the detected lines have centroid energies
below 5 keV, fifteen (50%) have energies between 5.6
keV and 7.4 keV, and two (7%) have energies exceeding
7.6 keV. Figure 2 shows the distribution of the line cen-
troids for image A of RX J1131−1231, exhibiting two
peaks, one at ∼4 keV, and one at ∼7 keV. Considering
only the sample of < 5 keV line detections, Figure 1
reveals some weak evidence for a clustering of the detec-
tions in time, i.e. for image B of RX J1131−1231 three
< 5 keV lines were detected before MJD 54,250, and
none afterwards, and for image A of the same source
only one < 5 keV line was detected before MJD 54,250,
and four afterwards.
3. NUMERICAL METHODS
3.1. General Relativistic Ray Tracing Code
Our GR ray tracing code has been described in
(Krawczynski 2012; Hoormann et al. 2016; Beheshtipour
et al. 2016, 2017; Krawczynski & Chartas 2017). It uses
the Kerr metric in Boyer Lindquist (BL) coordinates
xµ = (ct, r, θ, φ) with ct and r in units of rg. A lamp-
post corona (Matt et al. 1991) close to the spin axis
of the black hole hovers at r = 5 rg above the black
hole and emits photon packets isotropically in its rest
frame. The photon packets are tracked until they im-
pinge on a geometrically thin accretion disk extending
from the Innermorst Stable Circular Orbit (ISCO) to
100 rg. The 0-component of the photon packet’s wave
vector kµ is initially set to 1 and is used to keep track of
the frequency shift along the packet’s trajectory. Each
photon packet represents a power law distribution of ini-
tially unpolarized corona photons with differential spec-
tral index Γ = 1.7 (from dN/dE ∝ E−Γ). The position
Energy [keV]
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Figure 2. Distribution of the rest frame centroid energies
for all lines of image A of RX J1131−1231 detected at a
> 99% confidence level.
and wave vectors are evolved forward in time by inte-
grating the geodesic equation with an adaptive stepsize
Cash-Karp method. The code keeps track of the photon
packets’ polarization by storing the polarization fraction
and vector. The polarization fraction is modified every
time the photon scatters, and the polarization vector is
parallel transported along the photon packets’ geodesic.
Photon packets impinging on the accretion disk at
θ = pi/2 are absorbed, scatter, or prompt the emission of
an Fe Kα photon. We adopt a phenomenological param-
eterization for the relative probabilities of these three
processes with an absorption probability of pabs = 0.9
per encounter, and equal probabilities for scattering and
for the production of a Fe Kα photon packets. Scatter-
ing off the accretion disk is implemented by first trans-
forming the photon packet’s wave and polarization vec-
tors from the BL coordinates into the reference frame
of the accretion disk plasma. Subsequently, the photon
packet scatters as described by the formalism of Chan-
drasekhar (1960) for the reflection of polarized emission
off an indefinitely thick electron atmosphere. After scat-
tering, the photon packet’s wave and polarization vec-
tors are back-transformed into the global BL coordinate
frame.
The emission of Fe Kα photon packets is implemented
in a similar way. After transforming the wave and polar-
ization vectors of the photon packet impinging onto the
accretion disk into the reference frame of the accretion
disk plasma, we use the packet’s 0-component k0 of the
wavevector in the plasma frame to calculate the statisti-
cal weight of the emitted Fe Kα photon packet accord-
ing to the assumed power law distribution of the coronal
emission (weight∝ (k0)Γ−1). The mono-energetic Fe Kα
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photon packet is emitted with a limb brightening weight
and an initial polarization given by Chandrasekhar’s re-
sults for the emission of an indefinitely deep electron
scattering atmosphere (Chandrasekhar 1960). In the fi-
nal step, the packet’s wave and polarization vectors are
back-transformed into the global BL frame. Photons
are tracked until their radial Boyer Lindquist coordi-
nate drops below 1.02 times the r-coordinate of the event
horizon (at which point we assume that the photon will
disappear into the black hole) or reach a fiducial ob-
server at robs = 10,000 rg. In the latter case, the wave
and polarization vectors are transformed into the coor-
dinate system of a coordinate stationary observer, and
the photon-packets’ position and wavevectors are stored.
For an observer at coordinates robs, θobs, and φobs we
select all photons recorded in a θ-window from θobs±2.5◦
and arbitrary φ (making use of the problem’s azimuthal
symmetry), and backproject each ray onto a plane at
10,000 r from the observer assuming a flat spacetime to
create a virtual polychromatic image. The virtual im-
ages are subsequently convolved with the magnification
maps from the RS code (see Krawczynski & Chartas
2017, for a justification of the method).
3.2. Generation of Magnification Maps with an Ray
Shooting Code
Our implementation of the RS technique is similar to
that described by Schneider & Weiss (1987). Microlens-
ing magnification maps are generated by tracking pho-
tons backwards in time from a regular grid in the lens
plane to the source plane. The local density of the end-
points of rays in the source plane is proportional to the
cross section of the lens for deflecting rays from this lo-
cation to the observer, and thus to the magnification µ.
Given the coordinate x of a ray in the lens plane the
source plane position y is given by the lens equation:
y =
1− κc − γ 0
0 1− κc + γ
x− N∗∑
i=1
mi(x− xi)
|x− xi|2
. (3)
Here, x is given in units of the Einstein radius in the
lens plane:
ξ0 = α0DL (4)
and y in units of the Einstein radius in the source plane:
ζ0 = α0DS. (5)
The first term on the right side of the lens equation
models the light deflection by the galaxy in quadrupole
approximation with κc being the surface density of the
smooth matter distribution and distant stars in units of
the critical density:
Σ0 =
(
4piG
c2
DLDLS
DS
)−1
(6)
and γ is the shear parameter. The second term mod-
els the deflection from N∗ = κ∗AL/pi nearby stars
randomly distributed over a lens plane area AL with
the masses mi<M∗> with 1N
∑
mi = 1. The stellar
massses mi are generated according to a power law mass
function dN/dm ∝ m−1.3 for m ∈ [mmin,mmax] with
mmax/mmin = 50, matching the Galactic disk mass
function (Gould 2000; Poindexter & Kochanek 2010).
The angular diameter distance of a source at redshift z2
seen by an observer at redshift z1 is given by (Peebles
1993; Hogg et al. 2000):
D(z1, z2) =
c
H(z1)
1 + z1
1 + z2
∫ z2
z1
dz′
E(z′)
(7)
with E(z) and H(z) given by:
E(z) =
√
Ωm(1 + z)3 + ΩΛ. (8)
and
H(z) = H0E(z). (9)
For RX J1131−1231 and < M∗ > = 0.1M we
obtain: DL =2.9×1027 cm, DS =4.6×1027 cm,
DLS =2.6×1027 cm, ξ0 =9.8×1015 cm, and
ζ0 =1.5×1016 cm. Assuming a black hole mass of
108M, ζ0 = 1046 rg (rg = 0.000956 ζ0).
The rays are generated over a large lens plane “source
area” of (dimensionless) width L1 and height L2 to cover
an approximately square-shaped “target area” of (di-
mensionless) width and height Ls = 8 in the source
plane. The source area is chosen to be sufficiently large
so that rays originating outside of the source area have
a negligibly small likelihood of ending in the target
area. For this purpose, we start with L1 ≈ f0 f1 Ls
and L2 ≈ f0 f2 Ls. The factor f0 =5 assures that the
rays cover a sufficiently large area in the source plane
(much larger than actually needed), and the factors
f1 = |1− (κc − γ)|−1 and f2 = |1− (κc + γ)|−1 ac-
count for the scaling of distances between the source
and lens planes. We distribute stars over a 4 times
larger lens plane area to make sure that all rays are
surrounded by a large number of stars. Two methods
are used to speed up the calculation (see Schneider &
Weiss 1987; Wambsganss 1999, for similar approaches).
In the first iteration, we shoot 1 million rays and tag all
the lens plane locations whose rays end up in the tar-
get area. The second iteration is then limited to regions
surrounding the tagged portions of the lens plane. The
second ray shooting iteration uses a finer mesh, i.e. we
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Figure 3. Simulated magnification maps for the bright saddle point (HS) image A of RX J1131−1231 for different splits of
the total convergence κ between stellar convergence κ∗ = g∗κ and the smooth convergence κc = (1 − g∗)κ with g∗ = 0.025,
0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, and 0.975 (starting in the upper left corner and going row-wise from the left to the right).
shoot 200×200 rays for each tagged ray of the first iter-
ation. The shooting of the 200×200 rays spread over an
area (∆x)2 in the lens plane (∆x being the lens plane
distance between adjacent rays of the first iteration) is
accelerated by dividing the stars into nearby stars (dis-
tance < 30 ∆x) and distant (all other) stars. For each
ray the deflections from all nearby stars are calculated
exactly, and the deflections from all other stars and the
macrolens are calculated with a bilinear interpolation
using the deflections at the four corners of the consid-
ered area. For all our calculations, we check the accu-
racy of the interpolation scheme for a small fraction of
all rays by calculating the deflection by straight summa-
tion over all stars. We find the errors to be negligibly
small (< 0.01 in units of the gravitational radius of the
black hole). We store “overview” magnification maps
on different scales (side lengths of 100, 10, 1, and 0.02
in dimensionless units), sample slices through the maps,
and forty 400 rg diameter regions randomly distributed
over the central portion of the magnification maps. Ran-
dom portions of the latter maps are subsequently folded
with the virtual quasar images to generate microlensed
energy spectra.
4. PROPERTIES OF THE RAY SHOOTING
MAGNIFICATION MAPS
We generated magnification maps using for each im-
age the total convergence κ and shear γ from the analy-
sis of (Blackburne et al. 2011; Pooley et al. 2012). The
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Figure 4. Same as Figure 3 but for the bright minimum (HM) image B of RX J1131−1231.
authors derived the lens parameters with the code of
Keeton (2001) based on the positions of the macroim-
ages and neglecting the observed fluxes and time delays.
Using the same approach as Pooley et al. (2012), we
generated for each image a series of magnification maps
using different combinations of the smooth convergence
κc = (1−g∗)κ and the convergence from the stellar com-
ponent κ∗ = g∗κ with g∗ = 0.025, 0.05, 0.1, 0.25, 0.5,
0.75, 0.9, 0.95, and 0.975.
Figure 3 shows the magnification maps for the bright
saddle point (HS) image A (κ = 0.442, γ = 0.597). The
density of the caustics in the source plane increases as
the fraction of the convergence in stars increases from
g∗ = 2.5% to 5% and 10%. For larger g∗-values the caus-
tic density decreases markedly. The behavior contrasts
with that of Figure 2 of Schechter & Wambsganss (2002)
where the caustic density increases monotonically with
g∗. The difference is that the macro-models considered
here have a substantial shear and very large magnifica-
tion factors |1/(1− (κ+ γ))| ≈ 26 along one direction.
We find that for constant overall convergence and shear,
the model with the largest stellar density per dimen-
sionless source plane area (accounting for the scaling
between distances in the lens plane and in the source
plane):
κ∗,s =
κ∗
|(1− κc − γ) (1− κc + γ)| (10)
produces the highest caustic density in the source plane.
We obtain a better correlation of κ∗,s with the caustic
density when scaling between the lens plane and source
plane areas with κc rather than with the overall conver-
gence κ = κc + κ∗ in the denominator of Equation (10).
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Figure 5. Slice along the y1-direction (from left to right) of the magnification map of the bright saddle point (HS) image A,
showing the number of traced rays as function of y1 for g∗ = 5% (κc = 0.42 γ = 0.597, and κ∗ = 0.0221). The circles and
squares show caustics detected by a caustic finding algorithm with circles (squares) being identified as a caustic when searching
for magnification steps from left to right (right to left). Some caustics are found twice in which case the algorithm only stores
one of the detections.
*,s
κ
-2
10
-1
10 1 10
2
10
N
um
be
r o
f C
au
st
ics
0
200
400
600
800
1000
1200
Image A (HS)
Image B (HM)
Image C (LM)
Image D (LS)
Figure 6. Number of caustics found in slices through
the simulated magnification maps of images A-D of RX
J1131−1231 as function of the scaled convergence in stars
κ∗,s (see text). The high and low saddle point images (HS,
LS) behave qualitatively differently than the minimum im-
ages (HM, LM).
The stellar convergence κ∗ contributes to focusing light
rays, but does not contribute in the same way to the
scaling between the density of stars and the density of
caustics in the source plane. The source plane statistics
of caustics for the cases of κ ± γ ≈ 1 seems to be an
interesting topic for future investigations.
Figure 4 shows the magnification maps for image B
(κ = 0.423, γ = 0.507). In accord with the earlier re-
sults of Witt (1995); Metcalf & Madau (2001); Schechter
& Wambsganss (2002), we find that the magnification
values vary more markedly for the saddle point image
A (Figure 3) than for the minimum image B (Figure
4). We developed an algorithm to identify caustics in
30 rg wide slices through the caustics maps running
horizontally from left to right in Figs. 3 and 4. The
algorithm exponentially averages the magnification run-
ning from left to right (averaging over all bins to the
left of a considered point, using for each point a weight
which decreases exponentially with the distance from
the point) and from right to left, and then identifies
caustics through the peaks in the difference distribu-
tion. Figure 5 shows the magnifications for an exem-
plary slice of the magnification map of Fig. 3 together
with the caustics that the algorithm identified. Figure 6
summarizes the results from analyzing slices through all
the magnification maps, namely the number of detected
caustics as a function of κ∗,s. We see that the number
of caustics indeed correlate well with κ∗,s. Each image
shows a slightly different correlation, with those of the
saddle point images A and D exhibiting a qualitatively
different behavior than the minimum images B and C.
The scatter in the distribution comes from the finite size
of the simulated magnification maps.
5. SIMULATION OF THE MICROLENSED FE Kα
EMISSION
In the previous section we showed the magnification
maps for rather large source plane regions, when com-
paring the width or height (Ls = 8 in dimensionless
source plane units) of the maps with the size scale of
the inner accretion disk of several rg (with rg ≈ 0.001
for RX J1131−1231 in dimensionless source plane units).
Simulating such large maps is not a choice but a neces-
sity for assuring that the RS method uses a sufficiently
large number of stars to lead to acceptable small num-
ber statistics and edge effects. In this section we present
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Figure 7. The left panels show small regions of the magnification map for image A of RX J1131−1231, with g∗ = 5%
(κc = 0.42 γ = 0.597, and κ∗ = 0.0221). The center panels show the virtual images of the Fe Kα surface brightness convolved
with the magnification pattern from the left panels. The right panels show the resulting Fe Kα energy spectra before (dashed
lines) and after (solid lines) accounting for the microlensing magnification. We normalize all energy spectra to the same total
flux to facilitate the comparison of their shapes. All figures are shown for spin parameter of a = 0.9, a lamppost corona at
h = 5rg, and an inclination angle of i = 62.5
◦.
magnification maps on the relevant spatial scales of a few
10 rg’s, and explore how they distort the energy spec-
tra of the microlensed Fe Kα emission for a black hole
with rg = 0.00096 in dimensionless units, spin a = 0.9 in
geometrical units, a lamppost corona at h = 5rg. Fur-
thermore, we assume that the shear direction is aligned
with the spin axis of the black hole, as caustics per-
pendicular to the accretion disk tend to maximize the
spectral distortions.
Figure 7 shows random locations of the magnification
maps (left panels), the Fe Kα emissivity convolved with
these magnification maps (center panels), and the result-
ing Fe Kα energy spectra (right panels) for Image A with
g∗ = 5%. The upper panel of Figure 7 shows a map with
a rather simple caustic structure selectively amplifying
the emission from certain portions of the accretion disk
leading to a somewhat distorted energy spectrum. The
center panel of Figure 7 shows that the microlensing can
produce energy spectra with multiple pronounced peaks.
The lower panel of Figure 7 shows that many caustics
do not necessarily lead to more extreme spectral dis-
tortions, as the superposition of the caustics leads to a
more uniform magnification of the disk emission than a
single caustic.
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Figure 8. Distribution of the line centroid energies for the
simulations of image A of RX J1131−1231 for the microlens-
ing models shown in Figure 3 and a black hole inclination
of 2.5 ◦ (dot-dashed line), 62.5◦ (long-dashed line) and 82.5◦
(short-dashed line) for different splits of the total conver-
gence κ between stellar convergence κ∗ = g∗κ and smooth
convergence κc = (1− g∗)κ with g∗ = 0.025, 0.05, 0.1, 0.25,
0.5, 0.75, 0.9, 0.95, and 0.975 (starting in the upper left cor-
ner and going row-wise from the left to the right). As in the
previous figures, a spin parameter of a = 0.9 is chosen and
the lamppost corona is located at h = 5rg. The energies are
give in the quasar reference frame.
We perform a qualitative analysis of the simulated
Fe Kα energy spectra with a simple algorithm finding
the highest peak of each simulated energy spectrum, and
searching for a secondary peak with a peak flux value ex-
ceeding by 4% of the primary peak flux amplitude in the
valley between the primary and secondary peaks. Figure
8 shows the distribution of the peaks of the Fe Kα energy
spectra as function of g∗ (image A of RX J1131−1231
and black hole inclinations of 2.5◦, 62.5◦ and 82.5◦). The
three energy spectra with g∗ ≤ 10% are most strongly
affected by the micronlensing. The models for g∗ = 5%
and g∗ = 10% show that the microlensing has some -
albeit limited - impact on the line centroid distribution.
Figure 9 presents the distribution of the peaks of the
Fe Kα emission for several black hole spins. The distri-
bution is always strongly peaked around the peak en-
ergy of the unlensed emission, which shifts slightly from
lower to higher energies as the black hole spin increases.
Figure 10 shows how the distribution changes when the
mass of the black hole (giving physical size of the accre-
tion system) is changed by a factor λ, or, alternatively
the mass scale of the deflecting stars is changed by a
factor λ1/2. Although λ does impact the distribution
somewhat, the main characteristic (i.e. a pronounced
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Figure 9. Distribution of the line centroid energies for the
simulations of image A of RX J1131−1231 with g∗ = 5% for
a black hole spin a of 0 (solid line), 0.9 (long-dashed line),
and 0.998 (dotted line). All distributions assume a lamppost
corona at h = 5rg and an inclination angle of i = 62.5
◦. The
energies are give in the quasar reference frame.
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Figure 10. Distribution of the line centroid energies for
the simulations of image A of RX J1131−1231 with g∗ = 5%
scaling the mass of the black hole by λ, or, alternatively with
mass scale of the deflecting stars by λ−1/2 with λ = 4 (solid
line), 2 (dotted), 1 (long-dashed), and 0.67 (dashed-dotted).
All distributions assume a black hole spin parameter of a =
0.9, a lamppost corona at h = 5rg, and an inclination angle
of i = 62.5◦. The energies are give in the quasar reference
frame.
peak at the energy of the peak of the distribution with-
out gravitational lensing) remains unaffected.
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As expected from Figure 4, the minimum image B
(and similarly image C) is much less affected by mi-
crolensing as the source plane density of caustics is much
smaller, and it is correspondingly less likely that the cen-
tral portion of the accretion disk intercepts a caustic fold
or cusp. The peak energies (not shown here) are nar-
rowly distributed around the value without gravitational
lensing.
6. COMPARISON BETWEEN SIMULATIONS AND
CHANDRA OBSERVATIONS
The simulated line centroid distributions of Figures
8-10 cannot be directly compared to the observed dis-
tribution of Fig. 2, as the latter are affected by detec-
tion biases resulting for example from Chandra’s effec-
tive area and energy resolution, the energy dependent
signal to noise ratio and the particular analysis choices.
We performed a first analysis that accounts for these bi-
ases by converting the simulated Fe Kα energy spectra
into simulated Chandra data sets, and by applying an
automized search for emission lines to these data sets.
The HEASARC (High Energy Astrophysics Science
Archive Research Center) software (i.e. the table class of
the HEASP package) is used to generate a table model
for each simulated Fe Kα energy spectrum. A model
consisting of an absorbed powerlaw model plus the Fe
Kα energy spectrum is subsequently defined in the Xspec
fitting package Arnaud et al. (2017). The Xspec com-
mand fake is subsequently used to generate a Chandra
energy spectrum. Hereby the overall normalization of
the Fe Kα line flux is treated as an adjustable parame-
ter.
The automatic search for Fe Kα lines is performed
with a Tool Command Language (TCL) script. The
script first fits an absorbed powerlaw model. Subse-
quently, it iterates over the starting value E1 of the cen-
troid energy of an added Gaussian emission line from
1.5 keV to 6 keV in 0.1 keV steps (observer frame en-
ergies). The script identifies the best fit and estimates
the statistical evidence for a line detection from Fisher
statistic. The iteration over E1 is followed by the iter-
ation over the line centroid energy E2 of a second line.
The algorithm again identifies the best fit and evaluates
Fisher statistic to obtain a measure for the statistical
significance of the detection of a second line.
It is well known that the Fisher statistic under or over-
estimate the chance probability of certain spectral fea-
tures Protassov et al. (2002). This does not matter here,
as we are only interested in the comparison of the re-
sults obtained for the observed and simulated data. We
choose a threshold value of the Fisher statistic, so that
the automatic script gives approximately the same num-
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Figure 11. The upper panel shows the line energies
found by the automated analysis script in the observed RX
J1131−1231 data set (thick solid line) and in the simulated
data sets (thin lines) for image A of the source (all energies
are in the quasar reference frame). The simulations are for a
black hole spin of a = 0.9, inclination of i = 62.5◦, and mi-
crolensing with g∗ = 5%. The thin lines show the results for
different choices of the line intensities varying by a factor of
two between adjacent lines. The center panel presents simu-
lated results for black hole inclinations of 2.5◦ (dashed-dotted
line), 62.5◦ (long-dashed line), and 82.5◦ (short-dashed line).
The lower panel shows simulated results for i = 62.5◦ for
two different microlensing parameters: g∗ = 0.025 (dashed-
dotted line) and 0.05 (long-dashed line).
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ber of lines when applied to the observed Chandra data
as the manual analysis.
The automated analysis is identically applied to the
observed and simulated data sets. The thick solid line
in the upper panel of Figure 11 shows the distribu-
tion of the lines detected by the automated script in
the observed spectra of RX J1131−1231T˙he results can
be compared to those from the manual analysis in Fig.
2. Although both analyses find most line centroids at
source frame energies around ∼4 keV, the automated
script finds a significantly larger fraction of lines at 4
keV than at 7 keV in image A of RX J1131−1231 com-
pared to the manual spectral analysis. Part of the dif-
ference results from the fact that the confidence lev-
els are derived more rigorously in the manual approach
which makes use of Monte Carlo simulations than the
automated approach which use the less reliable Fisher
statistic.
From bottom to top, the dotted (barely visible), short-
dashed, dashed-dotted, and long-dashed lines show the
spectral lines found in the simulations for image A for
different Fe Kα emission strengths increasing from line
to line by a factor of 2. The data and simulation his-
tograms are normalized to the number of analyzed en-
ergy spectra, so that the shapes and absolute values of
the distributions can be compared to each other. If we
adjust the flux normalization of the Fe Kα emission so
that we get approximately the same number of detec-
tions as in the observed RX J1131−1231 data set, the
simulations predict line detections narrowly clustered
around line energies of 7 keV. The distribution deviates
significantly from the distribution of lines detected by
the manual and automated analyses in the real Chandra
data. In particular, the simulations do not reproduce
the frequent detection of lines around 4 keV.
The center panel of Fig. 11 shows the fitted line cen-
troids for different simulated inclinations. For each incli-
nation we chose a representative Fe Kα intensity which
gives roughly the right number of line detections. At the
lower inclinations, the line centroids shift towards lower
energies, but still do not reproduce the large number of
lines detected around 4 keV.
The lower panel of Fig. 11 shows that the simulations
for different g∗-values give very similar line centroid dis-
tributions – once we adjust the Fe Kα intensity appro-
priately. The microlensing has a rather limited impact
on the detected line centroid distribution.
We present the comparison between the simulated and
observed line centroid distributions for images B, C, and
D in Figure 12. For images B and D the simulated dis-
tributions clearly underpredict the number of line detec-
tions at <5 keV energies.
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Figure 12. Same as the top panel of Fig. 11 but for images
B (top), C (center) and D (bottom).
We checked the results for different black hole spins
and got similar results. For lower (higher) spin param-
eters, the centroid distributions are slightly narrower
(wider) than for the spin parameter a = 0.9 - but
without substantially affecting the mismatch between
the simulations and the observations.
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7. SUMMARY AND DISCUSSION
It is instructive to point out similarities and differ-
ences between this paper discussing the distribution of
the spectral shapes of the Fe Kα emission from mi-
crolensed quasars and earlier papers discussing the sta-
tistical distribution of brightness fluctuations caused by
microlensing (e.g. Schechter & Wambsganss 2002; Poo-
ley et al. 2012) and the detailed modeling of the micr-
lolensed light curves (e.g. Lewis & Irwin 1996; Dai et
al. 2010). The distribution of the magnification factors
does not depend on the spatial (or angular) scale of the
magnification maps relative to the spatial scale of the
quasar accretion disk, as long as the Einstein radius of
the deflectors is much larger than the sizes of the emit-
ting regions. The unitless lens equation used to model
the distribution of magnification factors does indeed not
depend on the mass scale of the deflectors <m∗>. In
contrast, the modeling of the microlensed light curves
does depend on the spatial scale of the magnification
maps, as the time between caustic crossings depends
on this scale divided by the velocity of the deflectors
perpendicular to the line of sight. In the case consid-
ered here, the results depend on the spatial scale of the
magnification maps as well, as the spatial scale impacts
the expected number of caustics intersecting the central
portion of the accretion flow.
The simulations show that microlensing can modify
the energy spectra of the observed Fe Kα emission, but
the effect is not large enough to explain the range of the
observed line energies (Figures 11 and 12). In particular,
the simulations do not reproduce the highly redshifted
peaks with <5 keV centroids seen in the data. The over-
all small impact of the microlensing on the observed dis-
tribution of line energies has several explanations. For
microlensing maps with a low density of caustics, the
caustics do not intersect the inner accretion flow often
enough. For microlensing maps with a high densities of
caustics, we observe rather small distortions of the Fe
Kα lines when compared to the statistical uncertainties
in the Chandra data. Another contributing effect is that
microlensing most likely leads to a line detection when
the brightest emission is amplified, giving a line detec-
tion with a centroid similar to that of the unlensed Fe
Kα emission.
Our simulations have several shortcomings. We have
not modeled the spatial extent of the corona, and we did
not model the microlensing of the direct corona emis-
sion. Furthermore, we describe the emitted Fe Kα en-
ergy spectrum in the rest frame of the accreting plasma
with a delta-function in energy (see Garc´ıa et al. (2016),
and references therein for more realistic emission en-
ergy spectra). We choose for each observation a random
patch from a large magnification map, assuming that
the caustics move relatively fast relative to the quasar
so that each Chandra observation catches a different re-
gion of the caustic net. In reality, the caustics may move
relatively slowly so that multiple Chandra observations
are affected by a single caustic structure. The geome-
try of the accretion disk may differ from the paper-thin
geometry assumed here. The disk may be geometrically
thick, it may be patchy, or partially obscured. The ge-
ometry of the inner accretion flow of powerful sources
like RX J1131−1231 may differ from that of the well
studied nearby Seyfert 1 galaxies. If the black hole is
sufficiently more massive than what we assume, it would
intersect a larger number of caustics. Last but not least,
our microlensing model may be insufficient. For exam-
ple, Dai & Guerras (2018) propose that planets in the
lensing galaxy may produce caustics with observable sig-
natures. We plan to evaluate the impact of these effects
in our future work.
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