Abstract. Very few image processing applications have dealt with x-ray luggage scenes in the past. Concealed threats in general, and low-density items in particular, pose a major challenge to airport screeners. A simple enhancement method for data decluttering is introduced. Initially, the method is applied using manually selected thresholds to progressively generate decluttered slices. Further automation of the algorithm, using a novel metric based on the Radon transform, is conducted to determine the optimum number and values of thresholds and to generate a single optimum slice for screener interpretation. A comparison of the newly developed metric to other known metrics demonstrates the merits of the new approach. On-site quantitative and qualitative evaluations of the various decluttered images by airport screeners further establishes that the single slice from the image hashing algorithm outperforms traditional enhancement techniques with a noted increase of 58% in lowdensity threat detection rates.
Introduction
Luggage inspection is an essential process for airports and airplane security due to the presence of large crowds ͑cus-tomers and personnel͒ and a history of terrorist patterns in airports and on airplanes. On the other hand, luggage inspection has always been a challenge due to the complexities present in knowing the content of each individual bag. The drastic growth in various technologies has also led to an increase in the level of sophistication and methods of device concealment by terrorists. The problems are compounded by considerations of a screener constantly gazing at a screen and seeing almost the same type of objects over and over again.
By automating or semiautomating the process of inspection at carry-on luggage stations, an increase in operator alertness, inspection speed, and customer convenience will accrue. This automation process, even at very low levels, entails processing images, highlighting items, decluttering scenes, and cleverly displaying information. Intensity manipulation is used to generate richer, brighter, clearer, and cleaner versions of an image. Images' gray-level distributions are modified using a number of common and newly developed image enhancement and decluttering techniques for the purpose of increasing contrast and adjusting brightness to make the various components of the luggage scene more distinct and reduce the amount of clutter in the image.
Traditionally, weapons are thought of as metallic guns and knives, which are characterized by a high density response in x-ray images and are consequently easily spotted by screeners. Newly prohibited threat items added after September 11 by the Transportation Security Administra-tion ͑TSA͒ include among others, plastic, glass, and wooden sharp objects that can be used as knives. These materials are characterized by very faint, low-density responses in x-ray projections and are very hard to distinguish by screeners. Special consideration should be given to the processing of x-ray data to make such items more discernable. The goal of this paper is to produce computerprocessed images that clearly increase the rate of detecting concealed and low-density threat items in x-ray luggage scans when compared to the detection rates from the raw images.
Common enhancement techniques are first applied to x-ray luggage scenes and results shown in Sec. 2. Section 3 deals with an image-decluttering method called image hashing, its variations, and its application to x-ray luggage images. Decluttering of the image by slicing it into different layers as well as segmenting it into different objects and showing a single optimum subdivided image is pursued through the application of the hashing algorithm. In Sec. 4 , automation, via the use of a newly developed metric, of various aspects of the hashing algorithm and comparison to other cluster validity measures are presented. The quality of the processed data is then evaluated in Sec. 5 through onsite operational tests with a population of airport screeners and a user-friendly graphical user interface ͑GUI͒. The merits of image enhancement in general, and the hashing algorithm in particular are discussed based on various statistically derived conclusions.
Application of Common Enhancement Techniques to Luggage Scenes
In this section, common image enhancement methods are applied to raw x-ray data of luggage scenes containing lowdensity threat items, and results generated in an effort to demonstrate the valuable support image processing techniques could bring to screeners and the performance improvement that will ensue from incorporating these techniques in luggage inspection tasks. The results from these methods will later be compared to the newly developed image hashing technique.
Linear Contrast Enhancement
The first basic procedure applied to x-ray luggage data is linear contrast enhancement, 1 which provides for the ''stretching'' of the pixel range within a given image so that the pixel values cover a wider dynamic range ͑or the entire range͒, providing an enhanced image from the original. Linear contrast enhancement can be mathematically formulated by
where f (x,y) is the value of the original image at pixel location ͑x,y͒, and g(x,y) is the resulting enhanced image value at the same location; a and b are coefficients to be computed according to the desired range of the output images. Figure 1 shows examples of a synthetic ͓Fig. 1͑a͔͒ and an x-ray luggage scene ͓Fig. 1͑b͔͒ before and after linear regression. The synthetic image used to illustrate the techniques implemented in this paper consists of a simple grouping of very low density geometric shapes of different gray values, most of which are barely apparent to the naked eye. 
Gamma Intensity Adjustment
This 1 is a nonlinear enhancement method based on the relationship given in Eq. ͑2͒, where gamma values less than 1 emphasize light areas and values greater than 1 emphasize dark areas of the original image after the conversion is performed. Here I and IЈ are the original and enhanced images, c is a scaling factor, and ␥(Ϫϱ,ϩϱ): Figure 2͑d͒ illustrates the results of the gamma adjustment of an x-ray luggage image ͓Fig. 2͑c͔͒ for gamma values less than and greater than 1. An example using synthetic data ͓Fig. 2͑a͔͒ enhancement is also given in Fig. 2͑b͒ .
Logarithmic Intensity Adjustment
Logarithmic intensity adjustment 1,2 can take several forms but typically might be expressed as
where IЈ and I are the output and input gray-scale images, and s is a scaling factor. This type of logarithmic intensity adjustment can produce an enhanced image, as shown in Fig. 3 . The left image in each set represents the raw data while the right images show the logarithmically enhanced results.
Standard Measure Technique
Another form of intensity adjustment studied and applied to x-ray images of luggage was the norm or standard measure 3 as expressed by
where I is the gray level value of a pixel ͑x,y͒ in the original image, Ī s is the mean gray value in a neighborhood s of image I around pixel ͑x,y͒, s is the standard deviation of s, and IЈ is the output value at pixel ͑x,y͒. After the initial values are computed, the resulting image is obtained by linearly scaling initial results to be between 0 and 255. This accounts for potential negative values obtained from Eq. ͑4͒. Figure 4 illustrates the results from the application of a standard measure technique to an x-ray image of lowdensity knives ͑soft wood, hard wood, glass of different thickness and color, ceramic, and plastic͒.
Histogram Equalization
This 1 is a known image enhancement technique based on the alteration of the image histogram characteristics to provide as close to a uniform distribution as possible. Enhancement of an x-ray image obtained by this process is shown in Fig. 5͑b͒ . A synthetic image ͑top left͒ and its equalized version ͑top right͒ are also shown in Fig. 5͑a͒ .
Image Hashing Algorithm
Image hashing is performed via intensity slicing and involves selecting some portion of the range of pixel values of an original image and producing an image slice containing only the selected portion of that pixel range. The objective is to progressively declutter an image scene and produce in separate image slices objects of different intensity values. This process should ease the screener's task by making the threat more visible and reducing interference of harmless items with the inspection process. Intensity slicing can be performed in varying manners. The ultimate goal is to automatically generate a single optimum decluttered slice. The automatic selection of threshold values and number is addressed in Sec. 4.
Equal Interval Image Slicing
With this method of slicing, equal width slices are taken generally covering the entire dynamic range of the image. Figure 6͑a͒ depicts a simple graphical representation of this process. Each one of the slices produced can also be stretched to reveal items previously hidden by lack of dynamic range. Examples of six-way image hashing at equal intervals is given in Figs. 6͑b͒ and 6͑c͒ for two different x-ray images.
Cumulative Image Slicing
This method of intensity slicing is similar to equal-interval slicing in that a number of equal intervals are selected first. Here, however, the slices are cumulative. For example, if the original image is divided into six subimages, the first image slice shows all pixels in subimage 1, the second slice all pixels in subimages 1 and 2, and so on. An example of results obtained from this technique is shown in Fig. 7 . The original images are the same as seen at the top of Figs. 6͑b͒ and 6͑c͒.
Image Slicing with h Domes
Using h dome slicing 4, 5 is slightly different from the two previous hashing techniques and involves the use of the original image as a mask. Markers are constructed by subtracting a fixed value h from the mask. The mask is morphologically reconstructed using the marker and the reconstructed image is subtracted from the mask providing h domes of the original image. Last, the h domes are structurally opened to remove small grains. Figure 8͑a͒ shows a graphical representation of the h domes concept and image enhancements performed using this methodology in Figs. 8͑c͒ and 8͑d͒. The original images are shown in Fig. 8͑b͒ top and bottom for synthetic and x-ray data. Figure 9 illustrates the algorithm application to an original x-ray image ͑top left͒ with various magnitudes for the domes.
Histogram Specification and Image Hashing
Additional methods of intensity slicing researched included histogram-based 1 slicing. In this procedure, slicing is accomplished based on the modified 2-D histogram of the image of interest. This process is defined by bins h(i), as shown in Eq. ͑5͒, which are determined from the Laplacian e(m,n) of the original image f (m,n) and a mapping function g(m,n); ␦ is the Kronecker delta operator. Examples of original and modified histograms are shown in Figs. 10͑a͒ and 10͑b͒; the corresponding original image and one slice from the hashing using the modified histogram are shown in Figs. 10͑c͒ and 10͑d͒. The newly generated histogram shows more peaks and valleys than the original histogram and therefore makes it easier to automatically select the boundaries and positions of the various slices when the hashing algorithm is used. The threshold selection is based on the computation of peaks and valleys of the new image histogram.
g͑m,n ͒ϭ͓1ϩe͑ m,n ͔͒ Ϫ1 .
Autothresholding and Cluster Validity
In Sec. 3, the image-hashing algorithm was applied after a user-selected number of slices had been set beforehand. Equal-size intervals and equidistant locations were therefore set by dividing the overall dynamic range of the original image by the number of slices wanted by the user. In this section, the goal is to automatically select the optimum number and locations of slices, or clusters, by automatically defining threshold values in a way that results in the best quality image ͑or slice͒ for the screener's use. Image quality here is first visually assessed by the authors in terms of increased object separability and decreased level of clutter of the processed image as compared to the original image. The second level of the quality measure was performed through a statistical study involving actual airport screeners. An increase in the rate of threat detection between the original and processed images indicates a better quality image for screener's use.
Automatic Thresholding and Data Clustering
Scene decluttering can be achieved by either multithresholding or by data clustering for the purpose of slice generation. Thresholding is a simple but effective technique for image segmentation. A variety of thresholding methods have been developed. [6] [7] [8] The limitation of these techniques is that they apply only to a single-band image, such as a gray-scale image or a single component of a multiband image. For most multithresholding methods, the appropriate number of thresholds should be determined either beforehand or using exhaustive search methods such as through the use of entropy-based approaches. [9] [10] [11] Data clustering is another effective technique for image segmentation. The advantage of data-clustering techniques is that they can be applied to a multiband image, such as a color image, a remote sensing image, or an image composed of multiple feature layers. The main disadvantage of data clustering methods is again that in general, the number of clusters must be determined first. [12] [13] [14] Otsu 15 presented a global thresholding method using the image histogram. The scheme chooses the single optimal threshold by maximizing the between-class variance with an exhaustive search. Otsu's method belongs to the category of cluster-based thresholding. It gives satisfactory re- sults when the numbers of pixels in the classes are similar. Reddi et al. 6 presented a fast implementation of Otsu's thresholding method and extended it to multithresholding situations. The number of thresholds should, however, be preselected. Wang and Haralick 7 presented a recursive technique for automatic multiple threshold selection. The local properties of the image ͑edges͒ are used to find the thresholds. Pixels are first classified as edge pixels or nonedge pixels. Edge pixels are then classified, on the basis of their neighborhoods, as being relatively dark or relatively light. Histograms of the relatively dark and light edge pixels are then used to select a threshold, which corresponds to the highest peaks from the two histograms. The procedure can be recursively applied to find multiple thresholds.
In general, the optimal number of thresholds or clusters for an image is not known in advance. To determine this parameter, a common approach is to segment the image with all feasible number of clusters and then use a validity measure to compare the segmentation results. 16 But even when the number of thresholds or clusters in an image is the same, different methods of multithresholding/clustering are very likely to produce different segmented images because they are usually based on different image features. The question is then which segmented image is best? Cluster validity indices have been developed to compare multithresholding/clustering results and therefore find the optimal number of clusters. Several widely used cluster validity indices for hard clustering analysis include the Davies-Bouldin's index 17 ͑DB͒, the beta index, 12 and the generalized Dunn's index 14 ͑GD͒. These indices fall into the category of statistical cluster validity measures. They use cluster properties such as compactness ͑intracluster distance͒ and separation ͑intercluster distance͒ to check the quality of the clustering results. Different validity indices of this kind vary only in the way they measure the compactness and/or separation and in the way they combine information about these two properties. 13 When such indices are used to evaluate image segmentation results, they tend to select a small number of clusters as the optimal solution, therefore generating undersegmented images. These undersegmented images usually cannot provide enough spatial details in the image, especially for lowintensity objects, and therefore generate biased evaluations compared to human visual assessment.
In Sec. 4.3., a new metric that determines the optimal number of clusters by comparing the spatial information changes between two consecutive segmented results is proposed. The method is based on the Radon transform, which is used to measure the spatial information of the segmented image. The number of clusters increases until the spatial information of the segmented image stops increasing and the attained number of clusters is chosen as the optimal number. This spatial information measure is also used to evaluate the segmented results obtained by different thresholding and clustering methods. Other existing validity indices are first discussed and compared in Sec. 4.2.
Comparison of Validity Indices
Image segmentation involves partition of a given image into regions or segments such that pixels belonging to a region are more similar to each other than pixels belonging to different regions. Data clustering is an efficient method for image segmentation, especially useful for multi-band and multi-feature images. There are many models and algorithms for clustering, such as hard/fuzzy C-means, 18 ISODATA, 19 single linkage, 20 etc. We utilized the welldeveloped, hard C-means segmentation method for comparison purposes.
As mentioned earlier, even for the same number of thresholds or clusters, different multithresholding/ clustering methods often produce different segmented images because they utilize different image features. So the problem is which segmented image is the best? Some indices of cluster validity were proposed that can be used to compare multithresholding/clustering results.
Cluster validation refers to procedures that evaluate the results of cluster analysis in a quantitative and objective fashion. An index for cluster validity measures the adequacy of a structure recovered through cluster analysis. 16 The following are several of the most widely used cluster validity indices reviewed for this research task. First, with the DB index, 17 the minimization of this index appears to indicate natural partitions of the data sets. The smaller the index, the better the partition. Second, the modified Hubert index 21 is a measure of correlation between the matrix of interpattern distances and the distances recovered from the clustering solution. For well-separated clusters, a sharp knee is expected at the partition that contains the number of clusters that provide the best fit to the data set as measured Fig. 9 Application of the h domes algorithm to the negative of original image (top left) using various dome magnitudes.
by this statistic. Third is the beta index, 12 which is the ratio of the determination of the between-to-within cluster scatter measure. The within-cluster and between-cluster measures are derived from within-and between-cluster scatter matrices. These measures are intended to measure the separability of the data. The beta index attains at least one ͑and perhaps several͒ maximum value͑s͒ somewhere in the interval of cluster numbers. The ideal behavior for a beta index would be for it to attain a unique maximum at a clustering of the data that would be regarded as ''good'' by a human observer. Last is the GD index. 6 Several GD indices have been presented to overcome deficiencies in the original Dunn index. In our experiments, 53 , which was used for its good performance and ease of computation, is defined as
where ␦ 5 (i, j) is given by
and ⌬ 3 (k) defined by
where x k is a data point, m k is the mean value of the cluster, and d is a distance function.
Here ␦ 5 (i, j) measures the set distance ͑interclass distance͒ between the i'th and j'th clusters. We use ⌬ 3 (k) to measure the scatter volume ͑intraclass distance or within class dispersion͒ for the k'th cluster. The geometric objective of data clustering is to maximize the interclass distances while minimizing the intraclass distances. By the definition of 53 , a large value corresponds to good clusters. Hence, the number of clusters that maximizes 53 is taken as the optimal value of the cluster number K.
Experimental results were obtained from a large set of x-ray luggage images selected to test the thresholding/ segmentation methods and the validity indexes. The multithresholding methods, Reddi's, Wang and Haralick's, and the hard C-means clustering method were applied to these images. The thresholding/clustering results were evaluated by the DB index, the beta index, and the GD index, respectively.
Evaluation of the segmentation results obtained indicated, in most cases, that the three types of validity indices showed Reddi's method to be better than Wang's method. This was not, however, in accordance with the visual evaluation. Because Wang's method uses edge information to perform thresholding, the sliced images it produces have more structural details and better contrast and are more suitable for threat detection. The reason for this is that all three validity indices determined their values by using the statistical characteristics of the gray-scale distribution, only without consideration of the spatial characteristics. The same criterion used for segmentation evaluation will pro- duce this kind of biased results. 17 The following subsection describes a Radon-based metric that avoids this type of problem by accounting for the spatial information in the image in addition to statistical information.
Radon-Based Cluster Validity Metric
To overcome the drawbacks of statistical cluster validity indices, a new method utilizing both spatial and statistical information to compare segmented images is proposed. The new method is based on the Radon transform. The widely used definition of the Radon transform is given by 22 g͑, ͒ϭ ͵ where 1рkрK, and m k is the mean value of the k'th cluster. For thresholding methods, the k'th cluster is defined as
where T 1 ϽT 2 ...ϽT KϪ1 are the thresholds with T 0 ϭ0 and T K ϭV max , and V max is the maximum gray level of the image. For a specific thresholding or clustering method, the optimal number of clusters is determined in the following manner:
1. Segmentation: Given a number of clusters k i , segment f (x,y) into s i (x,y). A high correlation value indicates that the images before and after a segmentation iteration are very similar and are not changing much, which also sometimes means that the image is being oversegmented. The number of clusters should stop increasing before this correlation value is reached. The correlation values are also image dependent and the threshold should be a function of the value 0 of the correlation after the initial iteration when a small number of clusters is used. An empirically selected , the larger of 3 0 or 0.8, was used in our experiments. The correlation coefficient values were always scaled between ͓0,1͔ independently of the variables being correlated. Because the Radon transform takes into consideration the spatial information in the image, this method increases the number of clusters until the spatial information in the segmented image stops increasing significantly. Due to the integration process when calculating the Radon transform, this method removes the effects of noise points and small variations in the spatial information. Therefore the optimally segmented image contains enough spatial information and is not oversegmented.
The previous algorithm applies to each specific thresholding or clustering method. But in general, the optimal number of clusters and optimally segmented image highly depend on the segmentation method used. A method based on the Radon transform is also proposed to compare segmented images obtained by different segmentation methods. The emphasis here is on the segmentation of low density threat items in x-ray images. The steps are
where T is a given threshold defining the low intensity interval of the image. 2. Calculate the horizontal and vertical Radon transforms of f L (x,y), respectively denoted by py L and px L .
3. Assume two segmented versions s A (x,y) and s B (x,y) of the same image are being compared. Define their low-intensity components as 
where function h(a,b) represents the correlation coefficient between vectors a and b. 6. If corr AϽcorr B, we select s A (x,y) as the optimally segmented image. Otherwise, select s B (x,y). We call this ''the less correlated, the better'' criterion.
This method can be easily extended to compare more than two segmented images. Equation ͑15͒ reveals the correlation of low-intensity spatial information between the segmented and the original images. The more clusters the low intensity portion of the original image is divided into, the more clear profiles of the low-intensity objects will be shown in the segmented image. Therefore more lowintensity details are presented in the segmented image and, according to Eq. ͑15͒, the segmented image will be less correlated with the original image in the low-intensity portion.
Results and Comparison
A number of x-ray images were selected to test both the validity index methods and our new algorithm. Examples of threat objects contained in these images include a carbon/epoxy fiber knife, an aluminum knife, an ice pick, a Plexiglas knife, a green glass knife, a plastic toy gun, and eight different-material knives.
To segment these images, two multithresholding methods, those of Reddi et al. 6 and Wang and Haralick, 7 and a data-clustering method, hard C-means, 14 were used. Three validity indices, the DB, the beta, and the GD ( 53 ), were applied to evaluate the segmented images and to determine the optimal number of clusters. The experimental results showed that these validity indexes tend to select a small number of clusters ͑mostly two or three͒. This is because they utilize only statistical information from the image. A large intercluster distance value occurs when the number of clusters is small, resulting in the validity index value being small ͑for DB index͒ or large ͑for beta and GD indexes͒, and relatively optimal. However, segmenting the original image into a small number of clusters cannot isolate the objects from each other and is not helpful for low-intensity threat detection.
The results obtained by different segmentation methods were compared using the DB and GD 53 indices. Some conclusions gained from the comparison were 1. The DB index has nearly the same value using either the Reddi's or C-means methods. This is reasonable because if only gray-scale information is used to segment the image, Reddi's and C-means methods have the same objective, i.e., minimizing the intracluster distance.
2. The DB index ranks Wang's method lower than the Reddi or C-means methods.
3. The GD 53 index ranks the C-means method best, then Reddi's method, and finally Wang's method.
However, we reached different conclusions from human assessment results. Figure 11 shows the segmented images of the raw data shown at top, produced by C-means ͓Fig. 11͑a͔͒, Reddi's ͓Fig. 11͑b͔͒, and Wang's methods ͓Fig. 11͑c͔͒, respectively, with 10 clusters each. We can see that the segmented images using C-means and Reddi's method look very similar ͑the result coincides with results obtained using validity indices͒. The segmented image using Wang's method obviously has stronger contrast, clearer object edges, and provides more low-intensity spatial details than the other two images. Considering the objective of detecting low-intensity threats, Wang's segmented image looks more appealing. Similar conclusions were reached for the images in Fig. 12 , segmented in the same manner. Table 1 shows the experimental results derived using the proposed Radon transform based correlation method. The results were verified by visually checking the segmented images with a continuously increasing number of clusters on a large amount of data. It is very difficult to find noticeable spatial structure changes in the segmented images with cluster numbers larger than the values shown in Table 1 . This indicates that it is reasonable to use the Radon transform of the segmented image as a signature to measure the spatial information contained therein.
To compare the optimally segmented images obtained by different segmentation methods, the low intensity portion ͓T in Eq. ͑13͒ equals one third of the maximum intensity value͔ correlation coefficients between every optimally segmented image in Table 1 and the original image were calculated. Using our proposed ''the less correlated, the better'' criterion, all results produced by Wang's method were ranked as best-segmented images. The results are consistent with those of human visual assessment. This can be seen in Fig. 13 , which shows the optimally segmented images of the original ͑Fig. 13, top͒ obtained by the C-means ͓Fig. 13͑a͔͒, Reddi's ͓Fig. 13͑b͔͒, and Wang's ͓Fig. 13͑c͔͒ methods, respectively, as opposed to the segmentation results obtained by a different validity metric.
Results from using the Radon-based metric as a measure of segmentation quality of x-ray scans show it to be more consistent than other known metrics and much more in accordance with human perceptual assessment. In addition, the use of the Radon measure as an automatic means of selecting the number of thresholds or clusters is more justifiable than using other global means ͑such as image subtraction͒ because of the fact that this metric inherently describes the spatial content of the image. For the benefit of low computational burden, only two projections of the image were used, and found, through multiple experiments, to work reasonably well. Furthermore, it is extremely rare that two different x-ray luggage scenes lead to the exact same projections on both the x and y axes. Selecting two orthogonal projections also ensures that the measure describes the data with a minimum of redundancy and best of speed.
Screener Performance Evaluations
A fully automatic and interactive computer evaluation was designed. A snapshot of one screen of this application is shown in Fig. 14͑a͒ . A set of 40 x-ray scans containing various low density threat items in different configurations and levels of clutter were selected. Common image enhancement algorithms as described in Sec. 2 and the image hashing techniques described in Sec. 3 using the automatic thresholding provided by the new Radon-based approach of Sec. 4.3 were applied to all original images. All images, raw and processed, were shown to screeners in random order selected using a random number generator. The screeners were asked not only to affirm seeing a threat but to also point and click on the threat to ensure they saw the actual threat. The screeners were also asked to rank the images in terms of their visual clarity and ease of interpretation, which is an important fact in relieving boredom and keeping the screener's level of concentration relatively high. The evaluation sessions were conducted at McGhee Tyson Airport in Knoxville, Tennessee and involved a total of 40 TSA luggage screeners. Figure 14͑a͒ shows an example of a typical image used in this evaluation. This particular image contains a low-density glass knife at the center of the luggage and was enhanced by the logarithm transform.
Five types of information were collected for each image shown: ͑1͒ did the screener see the threat object in the image; ͑2͒ if so, how many ͑one or two͒ threat items were seen; ͑3͒ could the screener click on the location of the first threat item correctly; ͑4͒ if two threat items were indicated, could the screener correctly click on the location of the second threat object; and ͑5͒ a rating ͑from 1 to 10, with 10 being best͒ of ''how helpful'' the screener believed the displayed image was in detecting the threat object. The ability of the screener to correctly click on the threat item location within the luggage was determined through use of a binary mask image. Figure 14͑b͒ shows the mask image for the glass knife of Fig. 14͑a͒ . When the screener clicks on a specific ͑x,y͒ location in the image being evaluated, the x ray 4 10 9 10
Fig. 13 Low-intensity portion of the optimally segmented image of original (top) produced by C-means (a, 10 clusters), Reddi's (b, 9 clusters), and Wang's (c, 10 clusters) using method based on the Radon transform correlation metric. In (d), (e), and (f) the same algorithms were applied but the number of clusters determined by the DB index instead, and was found to be equal to 3, 1, and 2, respectively.
program checks the same location in the corresponding mask image. If this pixel location has a value of 1, the answer is recorded as being correct. The information indicated in the previous paragraph was recorded in spreadsheet format and data were compiled as graphical representations for the entire set of data collected. A number of graphics were generated. Figure 15 shows the average visual rating ͑item 5 in the previous paragraph͒ for each enhancement procedure and the original image. A significant increase of the screeners' rating values between the original image and the processed data is revealed. An average of 170% visual improvement was reported by screeners. All the enhancements were rated considerably higher than the original. A more quantifiable variable is shown in Fig. 16 . This graph illustrates the percent of correctly detected threat objects seen in the original and various types of enhancement methods tested. An increase in threat detection rate of 40 to 62%, as compared to the detection rate from the raw images, was achieved. Examination of this figure indicates that the best-performing technique was the cumulative slicing technique, where the image hashing algorithm of Sec. 3.2 was used and the optimum slice automatically determined, using the Radon transform described in subsection 4.3. 
Conclusions
We showed through visual interpretation, and more importantly through testing on TSA airport screeners, that common and newly developed image enhancement and decluttering techniques are very valuable tools in increasing the rate of low-density threat detection in x-ray luggage scans. A significant increase of up to 62%, as compared to the original image, in the rate of threat detection was obtained when enhanced/decluttered data was used by screeners. Feedback from screeners also rated the processed data, on average, as 170% more helpful in detecting threats than the raw data. A novel image-decluttering technique was introduced, applied to luggage scenes, and tested by screeners in an airport environment. Variations of this technique were studied and automation of parameter selection was addressed via the introduction and application of a cluster validity metric based on the Radon transform. The new method is proposed to determine the optimal number of clusters or thresholds when segmenting x-ray images and to evaluate the results acquired by different segmentation methods. The Radon-based metric was shown to be superior to other existing metrics, especially for the decluttering and clustering of low-density threat items in luggage. Compared with other statistical validity index methods, the new method considers both the spatial and statistical information of the image. Experimental results show that the Radon-based method produces results consistent with human assessment and is also computationally efficient. The hashing method using the newly developed metric also outperformed traditional image enhancement approaches in making low-density threats more detectable by screeners. Future efforts will involve more testing of the metric and slicing of low-density threat images based on this metric. The effect of noise on the performance of the method will also be studied. Pseudo-coloring of the processed grayscale data is also being pursued for better data visualization, increased screeners' alertness, and longer attention retention.
