Stochastic physics is one of the preferred methods to represent model uncertainty in ensemble prediction systems of medium-range weather prediction and seasonal forecasting. These schemes increase the ensemble spread and improve probabilistic skill scores. However, little is known about how the stochastic perturbations interact with different atmospheric processes. In order to provide deeper insight into the impacts of stochastic physics on the representation of the atmosphere the stochastic kinetic energy backscatter (SKEB2) scheme has been used in the Met Office Unified Model (MetUM) across different time-scales. We use 'classic' verification techniques such as the Root Mean Error Square (RMSE) index in combination with novel 'object-oriented' verification metrics such as the Reading University Tracking system (RUTRACK) for extratropical cyclones. We find that the SKEB2 degrades the RMSE and Anomaly Correlation Coefficient (ACC) of individual short-range deterministic forecasts. On average the kinetic energy backscatter by the SKEB2 counteracts the excessive dissipation of extratropical cyclones, improving the model, but its forcing does not scale well across resolutions. Over the Tropics the SKEB2 improvements of the mean climatology and temporal variability are noteworthy, but driven by spurious Rossby waves. There are aspects of the SKEB2 that could be improved to create a more realistic stochastic representation of model uncertainty.
Introduction
The spatial and temporal discretization of the equations that describe the atmosphere are associated with uncertainty on a wide range of time-scales from days to decades. The separation between resolved and unresolved processes is not observed in the atmosphere, in many cases the number of subgrid scale events per grid box is not large enough to permit the existence of a meaningful statistical equilibrium (Williams et al., 2005) . The importance of subgrid variability and the nonlinear interactions between the unresolved and the resolved scales have been highlighted by the results from high-resolution atmospheric models able to resolve many of these subgrid processes, such as convection (Slingo and Palmer, 2011) .
The atmospheric science community has developed tools to provide an estimate of the uncertainty in weather forecasts and climate projections produced by these limitations. Probably the best known of these is the ensemble prediction system (EPS), where a collection of forecasts for a given date is utilized to provide the probability of different outcomes. The different forecasts or members of the ensemble are designed to provide a probable value of an atmospheric variable rather than the evolution of the more likely state (Teixeira, 2007) . To achieve this goal, Palmer (2001) proposed to stochastically simulate some processes that were missing or poorly simulated by the model. Stochastic physics schemes are widely used in state-of-the art EPSs to produce probabilistic forecasts from days to seasons. They use techniques such as adding a stochastic perturbation to the parametrization tendencies, such as the stochastically perturbed parametrization of tendencies (SPPT) scheme (Buizza et al., 1999; Palmer et al., 2009) or adding a stochastic element inside the parametrization (Plant and Craig, 2008; Eckermann, 2011; Bengtsson et al., 2013) . Another idea that has been adopted by many EPSs is to backscatter kinetic energy due to missing or highly diffused processes. This has been developed in the following schemes: cellular automata stochastic backscatter (CASB) (Shutts, 2005) for the integrated forecast system (IFS) of the European Centre for Medium-range Weather Forecast (ECMWF); the stochastic kinetic energy backscatter (SKEB2) scheme (Tennant et al., 2011) for the Met Office global and regional EPS (MOGREPS). Many of the schemes described above improve the probabilistic skill of various EPSs (Buizza et al., 1999; Berner et al., 2011 Berner et al., , 2012 Tennant et al., 2011) . Not only for short to medium weather forecasts (<15 days), they have also proven skillful for monthly to seasonal scales (Weisheimer et al., 2011) and for seasonal to annual scales in comparison with other methods to represent model error.
Stochastic physics also has the potential to improve the mean climate through the process of noise-induced drift. This phenomenon is well known in simple models where noise drives the model to abandon its preferred attractor and explore different regions of the phase space, creating a more realistic frequency of atmospheric regimes. Theoretically this should benefit a general circulation model (GCM), by increasing the ensemble spread and thus providing a better mean state of the model (Palmer, 2004) , but given their complexity and nonlinearity, it is not yet clear how they improve the simulation of different atmospheric processes. Stochastic fluctuations to air-sea buoyancy fluxes can improve the century mean oceanic mixed-layer, depth, sea-surface temperature and atmospheric Hadley circulation . The IFS with CASB was able to simulate a better frequency of occurrence of weather regimes in the North Pacific (Jung et al., 2005) , and improved tropical seasonal mean rainfall (Berner et al., 2008) . The replacement of this scheme, the spectral backscatter scheme (SPBS) (Berner et al., 2009) , improves the mean climate for the CY32R1 model cycle, outperforming the benefits of increasing horizontal resolution (Berner et al., 2012) . However, in a more recent CY35R1 model cycle the performance of SPBS and SPPT produced a rather small improvement compared with the control model's systematic errors . Lang et al. (2012) used a tropical cyclone tracking technique to understand whether the perturbations from the data assimilation and the different stochastic schemes were well tuned. They found that for the IFS, the SPBS and SPPT perturbations excite the growing modes of the tropical cyclone (TC) flow successfully. The spread in the TC tracks produced by the full perturbations (SPPT, SPBS plus data assimilation and a weak contribution from singular vectors) matches the TC track error of its ensemble mean, and the ensemble shows skill in capturing the spatial structure of the track errors.
In the present study, we analyse the impact of a stochastic kinetic energy backscatter scheme in a GCM. We aim to determine how realistic the behaviour of the model is with SKEB2 in comparison with a non-stochastic control run. We look at two different timescales: 5 day forecasts to determine how realistic the evolution of synoptic features is, as well as 20 year climate runs of the atmosphere to assess the impacts of SKEB2 perturbations in the mean climate and variability of the model. We make use of traditional verification techniques such as root mean square error (RMSE), anomaly correlation coefficient (ACC) and bias analysis, as well as a feature-based tracking of extratropical storms to determine the scheme's impact on midlatitude variability, we also analyse convectively coupled waves for their tropical variability.
The present formulation of kinetic energy backscatter schemes is fully stochastic, with perturbations acting across different spatial scales. The SPBS forces all wave numbers and the SKEB2 forcing pattern is built from wave number 5 to 60. There has been recent research suggesting that backscatter is more effective and realistic through a deterministic parametrization acting at large scales (Shutts, 2013; Thuburn et al., 2013) . Our evaluation of the present scheme leaves the deterministic/stochastic dilemma aside, although we are aware of the potential benefits that a combination of a deterministic baskcatter at large-scales and stochastic at short-scales could have.
The model, the stochastic physics scheme and the methodology used to evaluate the model are briefly described in section 2, results from the 5 day forecasts are presented in section 3, and results from 20 year climate runs are shown in section 4. The article concludes with a summary and discussion of the results in section 5, together with some suggestions on how to develop and evaluate stochastic physics.
Model description and analysis methodology

The Met Office Unified Model
The Met Office Unified Model (MetUM) has been developed since 1990 as a single model for seamless modelling from weather to climate time-scales (Cullen et al., 1993; Brown et al., 2012) . In its current configuration, Global Atmosphere 3 (Walters et al., 2011) , it uses the same model dynamics and physics settings across different resolutions and time-scales. This makes MetUM suitable to explore the impact of spin-up effects of any change in the model configuration across a variety of time-scales and resolutions Hoskins, 2012) .
The MetUM is a fully non-hydrostatic gridpoint model with a semi-Lagrangian advection scheme (Davies et al., 2005) . The horizontal resolution is defined as the number of nodes with the shortest zonal wave number, allowing approximate comparison with the truncation scale. In order to make the grid box isotropic in the mid-latitudes, the number of grid points north-south is 3N/2 + 1. The different horizontal resolutions used in this study are: N320 (approximately 40 km in the midlatitudes), N216 (∼60 km) and N96 (∼135 km).
The stochastic kinetic energy backscatter scheme
The SKEB2 scheme is based on the kinetic energy backscatter idea proposed by Shutts (2005) , and it is currently operational in the 15 days MOGREPS (Bowler et al., 2008; Tennant et al., 2011) and in the seasonal model Global Seasonal (Glosea4; Arribas et al., 2011) systems. The SKEB2 scheme aims to backscatter energy lost by numerical dissipation, the energy lost from interpolation to the departure point in the semi-Lagrangian scheme (Sanchez et al., 2012) , and small-scale eddy dissipation around convective updraughts. Unlike other stochastic kinetic energy backscatter schemes (e.g. IFS SKEB), it does not include the orography component.
A comprehensive formulation of the SKEB2 scheme is provided by Tennant et al. (2011) , but a brief description is given here. The scheme's forcing is targeted onto winds' stream function (rotational part) and velocity potential (divergent). It is the projectionF of a stochastic forcing field F ψ on an estimate of the energy dissipated at the current time step, defined as dissipation function D TOT : as shown in Eq. (1), where λ is longitude, µ latitude, b R is the backscatter ratio, an amplitude factor to modulate the forcing of the scheme, and B TOT is the globally uniform energy input rate.
The SKEB2 forcing field F ψ or forcing pattern is governed by a spectral expansion of the spherical harmonics, the coefficients of which evolve stochastically in time following a first-order autoregressive process, and in which the temporal and spatial scales are autocorrelated. The SKEB2's power spectrum is assumed to be a power law, the exponent of which is derived from coarsegrained studies (Shutts and Palmer, 2007) . The dissipation rate is the sum of the numerical dissipation rate, which uses the Smagorinsky closure to estimate the loss of energy due to the interpolation to the departure point, and the convective rate, which relates to the vertical gradient of the parametrized convective mass flux.
Methodology
In the present study we have combined results from two different timescales: a set of 200 five-day forecasts for the summer and winter of 2008-2011 using different horizontal resolutions -N320, N216 and N96; plus N96 climate simulations of 20 years, with prescribed sea ice and SSTs following the Atmosphere Model Intercomparison Project (AMIP; Gates et al., 1999) experimental design. In order to understand whether the SKEB2 impact is adequate, we amplify the forcing by increasing the backscatter ratio b R parameter (Eq. (1)) from its default value of 0.0275 to 0.1, 0.2 and 0.3 in our N96 experiments. Berner et al. (2009) found that this default value was optimal to produce enough ensemble spread and a realistic kinetic energy spectra for the IFS at a horizontal resolution of T L 511 (approximately equivalent to N216) against its own analysis. In order to assess SKEB2's capacity to generate spread at climate scales and thus be considered as a useful tool to estimate model uncertainty for future climate projections, we run an ensemble of five identical climate simulations of MetUM with the SKEB2 scheme. Another three simulations of the SKEB2 scheme with b R = 0.1 are added to the ensemble. This ensemble is compared with the climate model's predecessor, the Hadley Centre Global Environment Model v2 (HadGEM2) (Collins et al., 2011) : the HadGEM2 ensemble consist of seven members with initial perturbations to soil variables and two members swap their soil variables at the start of each month.
Forecasts are compared with the ECMWF analysis and climate runs are compared against the ECMWF Interim Reanalysis (ERAInterim; Dee et al., 2011) and Modern Era Retrospective analysis for Research and Applications (MERRA) (Bosilovich et al., 2008) . We also use the observed radiative flux climatology provided by Clouds and the Earth's Radiant Energy System CERES (Wielicki et al., 1996) to compare against model radiative fields, and the Global Precipitation Climate Project (GPCP) (Adler et al., 2003) for precipitation.
The SKEB2 scheme forces the stream function and velocity potential of the winds, so we assess how the model simulates winds at two different levels, 850 hPa, where cyclonic activity is at its peak, and 250 hPa, where the jet stream flows.
Extratropical cyclone tracking
Weather in the midlatitudes is driven by synoptic-scale cyclones, which control winds, cloudiness and precipitation. At longer time-scales these cyclones are equally important because they transport heat, momentum and water vapour from the Equator to the poles. A tool to diagnose cyclones is the Reading University tracking (RUTRACK) algorithm (Hodges, 1994 (Hodges, , 1995 (Hodges, , 1996 . This algorithm filters and discards the large-scale (wave number <5) and mesoscale (wave number >42) motions from a relative vorticity field at 850 hPa, then maxima and minima above the threshold of 10 −5 s −1 are tracked from a six-hourly interval dataset by computing the minima of the field cost function. The last constraint is that a cyclone must last at least 2 days and travel farther than 1000 km; the vorticity field at 850 hPa is chosen because it can show storms in their early development, whereas other metrics such as pressure at mean sea level cannot (Hoskins and Hodges, 2002) . A number of statistics of the properties of cyclones, such as cyclone intensity or maximum of relative vorticity, areas of genesis or lysis, speed and density can be easily obtained.
The RUTRACK algorithm has been further developed into an object-oriented verification system that matches storms from analyses and models (Froude et al., 2007) . The technique pairs a simulated and observed storm if these are closer than four geodesical degrees during the first day of the storm and they share more than 70% of their temporal points. This technique was used by Froude (2010 Froude ( , 2011 to diagnose the representation of extratropical cyclones across a wide range of EPS for both hemispheres. This research found that the mean of the tracks of all ensemble members provides an advantage over the unperturbed member for the intensity of cyclones, and more importantly to us, that EPS, which perturbs their forecast model physics, had the highest performance in terms of intensity: differences were minimal for errors in the location of cyclones.
Convectively coupled equatorial waves
A substantial fraction of the tropical variability at time-scales shorter than 30 days is organized by waves, coupled to convection, that move eastward or westward along the Equator. These waves are know as convectively coupled equatorial waves (CCEW) and they are fundamental dynamical components of the tropical atmosphere (Kiladis et al., 2009 , and references therein). The basic structure and dispersive characteristics of CCEWs are described by the wave solutions of the shallow-water equations. These equations assume a dry atmosphere with no vertical structure, which nevertheless is a realistic approximation because there are spectral peaks from real observations over the dispersion relation curves for the solutions of the equatorial waves.
In order to evaluate the capacity of the model to represent the dispersive relationship of CCEWs, we employ the backgroundremoved power spectra of winds at 850 hPa as done by Wheeler and Kiladis (1999) . The longitudinal and temporal nodes of variability are obtained by performing a double Fourier transform in space and time over the meridional mean of a tropical field. The meridional mean can be symmetric, the sum of values from all latitudes, or antisymmetric, the sum of values in the Northern Hemispere (NH) latitudes minus values in the Southern Hemisphere (SH) latitudes. The wavenumber-frequency field is obscured by the red noise present, so a background power spectrum is built by averaging the power of the symmetric and antisymmetric component and smoothing 10 times with a 1-2-1 filter in frequency and wave number. Dividing the raw individual power spectra by the background power spectra yields the classic plot of background-removed power spectra, where the dispersion curves are clearly seen (see Figures 12(f) and 13(f)).
The CCEWs help the propagation of the Madden-Julian Oscillation (MJO), the main mode of variability in the Tropics (Zhang et al., 2005) . To obtain the background removed power spectra and other MJO diagnostics we make use of some of the MJO task-force diagnostics (Waliser et al., 2008) .
Results for five-day Weather forecasts
Forecast skill scores
We compute the RMSE for a set of 200 deterministic forecasts across different resolutions with and without the SKEB2 scheme, for winds at 850 and 250 hPa. We analyse three different regions: Northern Hemisphere (90
• S) and Southern Hemisphere (20
The ratio between the averaged SKEB2 RMSE and control RMSE is always >1, as shown in Figure 1 , thus the SKEB2 sheme produces a detrimental increase of RMSE for all forecast lead-times, regions, levels and resolutions. Errors at 850 hPa are higher than at 250 hPa and they peak at day two of the forecast. The RMSE increases with resolution because the sharper gradients around features such as cyclones or fronts, which are located in the wrong place, lead to higher RMSE -the 'double penalty' argument.
If we increase the SKEB2's amplitude for the low-resolution version, the RMSE increases dramatically, as shown in Figure 2 (up to 35% for b R = 0.3), with the same pattern: i.e., the increase in the RMSE ratio at level 850 hPa is higher than at 250 hPa and errors peak at day two. The higher the SKEB2 forcing the more severe is the damage to the forecast skill in terms of point-by-point differences for winds. The ACC for summer and winter decreases when the SKEB2 amplitude increases ( Table 1 ), implying that the RMSEs are not fully explained by the double-penalty argument.
Despite the degradation of forecast skill scores, the SKEB2 scheme improves the mean bias of the model at N96, as shown in Figure 3 . Winds at 850 hPa are too weak in the midlatitudes (Figure 3(a) ), mainly because of the numerical diffusion, which diffuses synoptic-scale eddies thereby slowing their spin, as well as the lack of upscaling kinetic energy from small-scale buoyant convective events. When we increase SKEB2's amplitude W250 T+24  W250 T+48  W250 T+72  W250 T+96  W250 T+120  W850 T+24  W850 T+48  W850 T+72  W850 T+96  W850 T+120  W250 T+24  W250 T+48  W250 T+72  W250 T+96  W250 T+120  W850 T+24  W850 T+48  W850 T+72  W850 T+96  W850 T+120  W250 T+24  W250 T+48  W250 T+72  W250 T+96  W250 T+120  W850 T+24  W850 T+48  W850 T+72  W850 T+96  W850 T+120 N96 br=0.0275 the winds become stronger, which removes the biases in the midlatitudes, but at high b R it creates winds in the tropical West Pacific and Maritime continent that are too strong, which indicates that perhaps the kinetic energy backscattered by this scheme at this amplitude is higher than the energy lost or not represented by the model. The averaged wind field at the 850 hPa level across all forecasts shows lower RMSE with the SKEB2 scheme than the control run without it. Biases at higher resolution also improve with the SKEB2 scheme, although at a lower magnitude because numerical diffusivity decreases when resolution increases (not shown).
Location/intensity errors of extratropical cyclones
In order to determine the impact of SKEB2's forecast degradation (Figures (1) and (2), Table 1 ) in midlatitude variability, we use the storm-matching technique for extratropical cyclones described in the methodology. The storms are tracked and paired to those in the analysis in order to obtain intensity and positional errors. The number of storms matched for the study is shown in Table 2 ; only storms developed before day 3 are taken into account, so after day 3 the number of storms drops as they decay and are not replaced. There are small differences amongst the number of storms matched for each experiment. The results from averaged storms' distance and intensity errors versus forecast lead-time show that mean distance and intensity error decreases when resolution increases (Figure 4 ). This again relates to the lack of variability, driven mainly by numerical dissipation that smooths the sharp gradients of winds that such storms produce. The SKEB2 scheme is beneficial in increasing the intensity of storms and it also introduces a positional error in all resolutions, but this is proportionally small to the intensity improvement. Errors in the SH are slightly larger in terms of position and intensity, but the intensity increase by the SKEB2 scheme is equivalent for both hemispheres and resolutions. There is a clear problem with the way that the SKEB2 scheme modulates its perturbation across resolutions. The SKEB2 dissipation rate should be much higher and thus create a higher impact on the intensity at N96 than at N320 because dissipation is higher at lower resolutions, but our results show that the intensity increase is similar at both resolutions. The same plot for different backscatter ratios at N96 is shown in Figure 5 . The same pattern is amplified: location error increases but intensity biases are weaker. For b R = 0.3 in the NH the storms become too active, with an intensity higher than in the analysis ( Figure 5(c) ). As suggested by the wind biases (Figure 3(e) ) at this amplitude the SKEB2 forcing is probably larger than the energy dissipated, which creates overly intense storms. The default amplitude factor b R = 0.0275 is ideal to simulate storms at the adequate magnitude in the NH (Figure 4 (c)) at N320, nevertheless lower resolutions show that this factor is too low: Figure 5 (c) indicates that the factor could be increased and the intensity in the SH would still be low (also shown in Figure 3 (e)).
There is an obvious bias in our technique towards the simulation of weak storms (intensity lower than 3 × 10 −5 s −1 ) stronger than the analysis, because if the model weakens these storms they would not be strong enough to exist and be tracked by the RUTRACK algorithm. Figure 6 shows the reliability of the intensity of simulated storms, given an array of storms from the analysis within an intensity range; the average of the intensity of simulated storms of such an array would indicate whether the model tends to simulate any particular intensity range too weakly or too strongly. Intense storms are weakly simulated by the model, but they improve with resolution. On the other hand, the SKEB2 scheme with a strong forcing increases the intensity across the whole spectrum of storms intensities rather than at high intensities, where storms are too diffused. Again this is a side-effect of the numerical dissipation rate being unable to adequately scale up the dissipation of sharp vorticity gradients.
The SKEB2 scheme produces worse forecasts, which are driven by misplaced storms becoming stronger in the midlatitudes. The scheme invigorates the vorticity gradients diffused by the advection scheme, having a positive effect in the mean bias of the extratropics where winds are too slow. At low resolution the current amplitude of the scheme is not sufficient: the numerical dissipation rate computed by the SKEB2 scheme should be higher at low resolutions, but it appears to be constant across resolutions and storm intensities. In order to properly localize regions where intensity or location biases are prominent (i.e. around mountain ranges, land-sea contrast, strong convective regions) we would need more forecasts: the number we have is not sufficient to produce any significant regional results.
Results for 20 year climate runs
The differences in the mean climate amongst different members of the SKEB2 ensemble at the default b R and b R = 0.1 are not statistically significant at the 95% when compared with differences amongst members of the HadGEM2 ensemble. Probabilities given by F-test between the standard deviations of the SKEB2 and HadGEM2 ensembles for various variables and regions are low and beneath acceptable statistical significance levels. Monthly mean variability of wind at 850 hPa is evaluated in Figure 7 , in which a comparison is presented of the mean value, standard deviation and confidence interval of all our simulations for four different regions with high variability: North Atlantic (Figure 7(a) ) and North Pacific (Figure 7(b) ) during boreal winter; Southern Ocean (Figure 7(c) ) and West Indian Ocean (Figure 7(d) ) during boreal summer. The MetUM, as with most climate models, has a severe deficiency simulating the mean climate over the Southern Ocean (Figure 7(c) ) and the West Indian Ocean (Figure 7(d) ) -in both cases the control standard deviation does not reach the confidence interval of the observed analysis. The SKEB2 scheme shifts the mean climate in a uniform way according to its amplitude, and Figure 7 (d) shows how the scheme gradually increases the mean winds in the West Indian Ocean box across its amplitude.
The performance of the SKEB2 scheme on climate time-scales is neutral to positive. As Figure 7 shows: for the NH midlatitude the mean state of winds in these regions with high variability As previously shown, at short-range ( Figure 3 ) the SKEB2 sheme improves the biases and thus the spatial RMSE of the 20 year averaged fields against the ERAI reanalysis, which are similar to or lower than the control for winds at 850 hPa (Figure 8 ) for different regions. By considering the global field of this variable we can gain a better understanding of where the model biases and the SKEB2 improvements are. There are two key areas where model biases are large and SKEB2 improvements are significant: the West Indian monsoon and the poleward side of the Southern Ocean (SO) lowlevel jet stream around Antarctica (Figure 9 ). These two biases are common amongst state-of-the-art climate models and relate to complex phenomena that span across different time-scales, such as the MJO and atmosphere-ocean exchange of mass, heat and momentum. In the following we analyse these two improvements separately.
Southern ocean wind bias
The SH jet stream at 850 hPa, also defined as the SO storm track because it is the region with the highest density of storms, is displaced equatorwards in the control, as shown in Figure 9 (a), where strong winds in the SH are too strong on the equatorward side and too low on the poleward side. All the SKEB2 ensemble members partially correct the position of storm tracks, decelerating winds in the West Pacific, south of New Zealand, and accelerating winds around Cape Horn (Figure 9(c) ,(e),(g) and (i)).
We have run RUTRACK for the 20 year output of sixhourly winds at 850 hPa for all the climate simulations, and computed statistics for the intensity and density of storms for two different reanalysis ERAI and MERRA. The negative impact of the SKEB2 scheme in the location of storms at short-range (Figures 4(a) and (b) and 5(a) and (b)) does not generate a degradation of the zonally averaged profile of storm density for three different basins -North Atlantic, Pacific and Southern Ocean (Figure 10(a)-(c) ). Except for the high backscatter ratio simulation, the SKEB2's storm density for different backscatter ratios are between both reanalysis in all cases except high latitudes over Southern Ocean (in agreement with Figure 7(c) ). As previously shown in Figures 4(c) and (d) and 5(c) and (d) the model simulates weaker storms than reality, which is also present at climate scales, where there is a gap between zonally averaged intensity of storms from model simulations and reanalysis (Figure 10(d)-(f) ): this intensity gap is reduced when b R increases as storms become more intense.
Tropical biases
The MetUM produces too much upper-level divergence in key areas such as the Pacific and Atlantic basins, Central America and the equatorial Indian Ocean. Divergence is associated with deep convection. Outgoing long-wave radiation (OLR) at the top of the atmosphere (TOA) is a good proxy for convection. As convection triggers and gives birth to cumulonimbus cells, the long-wave radiation from the Earth is trapped and not transmitted to space, and therefore regions with low OLR measured from satellites are convectively active at low latitudes. Excessive divergence is associated with too much convection, and thus thicker clouds with lower OLR (Figure 11(a) ). All the SKEB2 simulations reduce the divergence over these high-convection areas, and this reduction seems to be proportional to the b R backscatter ratio (Figure 11 ). The SKEB2 scheme also increases the weakly simulated winds over the Arabian Sea (Figure 9 ), improving the lack of divergence and thus excessive OLR over Indian and Maritime continents. As shown in Figure 3 (e), winds are already too high at the highest backscatter ratio over the Maritime continent and West Pacific, generating a deficit of OLR and excessive precipitation over these area (not shown). The default value for the backscatter ratio produces barely significant differences to control (Figure 11(b) ).
Tropical intraseasonal variability
The background-removed power spectrum of MetUM shows that the representation of some of the CCEWs is poor or missing (Figures 12(a) and 13(a) ). The power of eastward-propagating Kelvin waves, key components for the MJO propagation, is too weak against observations for long periods and too strong for periods shorter than 3 days. When we increase SKEB2's b R the power spectra of Kelvin waves slightly decreases, as shown in the symmetric spectra for zonal winds at 850 hPa (Figure 12 ). The antisymmetric part of the spectra shows that the SKEB2 scheme leads to the emergence of a Rossby wave node with frequency lower than 3 days and wave number 5 propagating westward (Figure 13 ), but this node is not observed in the observations and control (Figure 13(f) and (a) ), and other variables such as OLR show this unrealistic increase of the power of Rossby waves (not shown).
We have conducted an experiment at N96 with the highest backscatter ratio but with no forcing to the velocity potential in order to understand whether the emergence of the spurious Rossby wave is caused by the velocity potential forcing diminishing divergence at upper tropospheric levels. Results show no statistical significance between the simulation with the velocity potential forcing and that without. Biases in OLR are similar and the antisymmetrical background-removed power spectrum of horizontal winds at 850 hPa also shows the spurious Rossby wave (not shown).
Other MJO metrics, such as the ratio between unfiltered winds at 850 hPa and filtered between 20 and 100 days, or diagnostics to evaluate the MJO propagation through its different phases show little difference amongst the different SKEB2 simulations and the control.
Despite the emergence of this erroneous kind of variability in the horizontal wind spectrum, we find improvements in the temporal distribution of rain driven by the SKEB2 scheme. The power spectra of daily rain for the tropical summer (June-September; JJAS) averaged over 20 years and latitude bands between 5
• S and 5
• N show that the MetUM produces too much red noise at low frequencies and too little variability at high frequencies in comparison to the GPCP (Figure 14) : the peak in the MJO between 30 and 60 days is absent, and the SKEB2 scheme produces a better representation of these frequency nodes over the Indian Ocean (45-90 • E). Another deficient aspect of tropical convection is how intermittently the scheme is triggered, leading to an on-off convective rain pattern that is not realistic. In order to understand whether the SKEB2 scheme produces more long-lasting episodes of precipitation, we output from our simulations the convective rain for each time step during one season (JJAS for 1981, the beginning of the climate AMIP run): the power spectra of 1 day intervals over the box 60-70
• E and 5
• S-2.5
• N, a region where there is a large bias in OLR (Figure 11 ), is shown in Figure 15 . For high frequencies (low number of time steps) the SKEB2 scheme produces less power than control, indicating that the convective precipitation is less intermittent.
Impact of the SKEB2 scheme on other versions of the model
These studies were repeated with a newer version of the model, which incorporates a new dynamical core. This new core (referred to here as ENDGame) corresponds to the non-mass conserving 'Standard SISL' version of the scheme described by Wood et al. (2013) . The ENDGame is a semi-implicit semi-Lagrangian scheme that is solved using an iterative approach. The increased stability afforded by this approach has allowed a significant reduction in the amount of temporal off-centring used in the semi-implicit scheme. Additionally, no polar filtering is applied. Again the SKEB2 scheme seems to improve the intensity of storms as well as produce similar improvements in the magnitude and location of climate biases (not shown). This indicates that the results are not particularly specific to the control configuration being used.
Discussion and conclusions
The idea of using stochastic physics schemes to represent the atmospheric model uncertainty across time-scales is growing, given the theoretical arguments and the positive results that have been obtained for medium-range ensemble prediction systems. We have tested one of these schemes, a stochastic kinetic energy backscatter, commonly used in EPS for medium-range to seasonal prediction, under a variety of deterministic metrics to determine its advantages and limitations in the representation of atmospheric processes, using mid-latitude cyclone tracking techniques and specific diagnostics for the tropical climate simulation. We have included the SKEB2 scheme with the MetUM across different time-scales, at short-range 5 day deterministic forecasts across different horizontal resolutions and 20 year climate runs. In order to determine the sensitivity of the model to the stochastic physics scheme, we explore simulations at the low resolution with an increased backscatter ratio b R from its default value of 0.0275 to 0.1, 0.2 and 0.3 respectively.
The SKEB2 scheme degrades individual deterministic shortrange forecasts for winds at 850 hPa, the level where synoptic cyclones are most active, but the mean bias of the forecasts is reduced: the MetUM winds at this level are weak in the extratropics most probably due to the numerical dissipation of the semi-Lagrangian scheme. The SKEB2 scheme was built to stochastically compensate this diffusivity of kinetic energy, so on average the energy backscatter of this scheme helps to invigorate the winds and to offset this problem: the higher the amplitude of the scheme the smaller the dissipation of winds over the extratropics. However, these experiments also show that the increase of winds in the Tropics is excessive, indicating that the forcing at those amplitudes might be higher than the energy lost by the process the SKEB2 scheme tries to represent. As tropical wind increments, mainly driven by the convective rate, are too high and winds in the extratropics, mainly driven by the numerical dissipation rate, are still not high enough, perhaps the ratio of between the numerical and convective dissipation is low and the scheme should amplify the numerical dissipation rate over the convective dissipation rate.
Unlike the high-resolution situation, the stochastic nature of the SKEB2 perturbation, although targeted to areas where there is numerical diffusivity and convective buoyancy, means that it is not always at the precise location or of the magnitude needed. If the extra energy added is slightly misplaced, or of inadequate magnitude, it might push the storm away from its natural path and change its intensity; thereby increasing the location and intensity error and subsequently increasing the RMSE and decreasing the anomaly correlation. The climatological density of storms, however, shows that the SKEB2 forcing is appropriate and, in certain latitudes, beneficial. The average intensity of extratropical storms is closer to analysis when we include the SKEB2 forcing; the extra kinetic energy input helps to strengthen gradients of vorticity that create stronger storms. However there seems to be a problem with the estimation of the numerical dissipation rate. Ideally, a stochastic energy backscatter scheme should produce larger perturbations when the resolution is lower, where there is more diffusivity of cyclones and larger energy cascades coming from subgrid processes. Also forcing should be larger in strong storms because these are more diffused by the advection scheme. At low resolution the SKEB2 increase in storm intensity is more or less similar to the rest of the resolutions used in this study and equally distributed along the spectra of intensities. This is an unsatisfactory aspect because we expect the numerical dissipation rate to asymptotically converge to zero as models move to higher and higher horizontal resolution and they produce less numerical diffusion at synoptic scales.
The SKEB2 scheme does not produce significant spread on climate scales in comparison with the HadGEM2 ensemble. The scheme cannot produce notable differences in the mean state of the climate that would help to estimate the model uncertainty.
On climate scales there are improvements that grow when the SKEB2 amplitude increases in two key areas where model performance is poor.
(1) Southern Ocean storm track is displaced equatorwards during June-August (JJA): members of the SKEB2 ensemble push it polewards, improving radiative fluxes over a region where there are large biases in surface temperature. (2) Areas of deep convection: the MetUM at the GA3.0 configuration simulates strong divergence over some areas where deep convection occurs, such as the equatorial Indian Ocean, equatorial East Pacific and equatorial West Atlantic for the NH equatorial summer (May-October). The SKEB2 scheme reduces the mean divergence over these areas and improves the representation of clouds. The higher the backscatter ratio the higher the bias reduction: at the default value the SKEB2 impact is barely significant.
The analysis of the MJO using a process-based diagnostic package shows that these positive impacts on the mean climate are not driven by the right variability. The SKEB2 scheme reduces the power of the Kelvin waves, which is already too low, and introduces a spurious Rossby wave of 3 day period: this wave is independent of the SKEB2 forcing to the velocity potential. The impact on the distribution of convective rain is positive over daily averaged and time-step by time-step temporal precipitation, thus convection seems more organized with the addition of the SKEB2 forcing at high frequencies. Experiments were repeated with a new physics package plus the new MetUM's dynamical core ENDgame, which is less diffusive. Despite several of the biases being reduced, the SKEB2 impacts are comparable to those observed against GA3.0; therefore the scheme consistently produces the similar impacts on the variability of the model.
In its current representation, however, the SKEB2 scheme has some deficiencies and it might be further improved. The numerical dissipation rate does not seem to scale well across resolutions, the improvements in the intensity of storm are of equal magnitude across different intensities whereas it should be stronger for intense storms that are normally too diffused by the model. Other options to compute the numerical dissipation could be explored. For example, the use of biharmonic dissipation of the relative vorticity, which according to McCalpin et al. (1988) scales like the diffusion caused by the cubic interpolation to the departure point, and thus more in agreement with the implicit diffusion of the Semi-Lagrangian scheme. In the Tropics the convective rate seems to damp divergence at the wrong frequencies, provoking the emergence of spurious Rossby waves and damping the power of Kelvin waves.
The results described are different to those reported by Berner et al. (2012) using the spectral stochastic backscatter scheme (SPBS) in the IFS. The schemes' numerical and convective dissipation rates are computed differently and the SKEB2 scheme has a vertical distribution of the forcing pattern that is slightly tilted to account for baroclinic waves. The IFS suffers from a lack of upper-level divergence, which the SPBS helps to increase everywhere, leading to excessive divergence over the Tropics and an overreactive synoptic activity over the Southern Ocean. On the other hand, the SPBS increases the power spectra of eastward propagating gravity waves. Differences between the IFS and MetUM are broad and varied; therefore a similar scheme would make the model react differently to an equivalent forcing.
Often critics of stochastic physics assume that it is hard to distinguish when the scheme has been tuned up excessively. Here we have shown by making use of different metrics that it is relatively easy to monitor if the scheme forcing is too strong. When we use a high-amplitude factor for the SKEB2 scheme, biases in the Tropics become too large.By using the default amplitude b R we can produce storm intensities that are quite similar to those observed in the NH at N320, but at N96 these are too low and the backscatter ratio needs to be tuned up to increase the benefits of the scheme.
The SKEB2 scheme helps to improve the representation of the uncertainty of physics on dynamical processes, such as the intensity of midlatitude cyclones or the organization of convection. These improvements lead to a better representation of the mean intensity of an ensemble of midlatitude storms or a reduction of tropical biases in climate simulations, which are associated with the coupling between convection and dynamics. However, it seems to add an element of negative spatial and temporal displacement, as storms deviate more and CCEWs travel with the wrong dispersion relationship. There is some suspicion that the large scales of the scheme's stochastic forcing could be interfering with these well-simulated synoptic phenomena. Future research should investigate the effects of stochastic forcing at low wave numbers and whether the scheme could be replaced or complemented by a deterministic backscatter scheme forcing large scales, such as the vorticity confinement (Sanchez et al., 2012) , which adds momentum in areas where there are sharp vorticity gradients.
