Abstract-The face embodies a large portion of the human emotionally expressive behaviour. Moreover, facial expressions are used to display emotional states and to manage interactions, being one of the most important channels of non-verbal communication. Although the process of recognition and displaying emotions is an easy task for the majority of humans, it is a very difficult task for individuals with Autism Spectrum Disorders (ASD). The present paper is a summary of a work developed under a Master Thesis on Industrial Electronics Engineering and Computers from the University of Minho, Portugal. The main goal of the work was the development and application of interactive and assistive technologies to support and promote new adaptive teaching/learning approaches for children with ASD. Therefore, it was proposed a system that uses the recent Intel RealSense 3D sensor to promote imitation and recognition of facial expressions, using a RoboKind Zeno R50 robot (ZECA) as a mediator in social activities. The system was first validated in the research laboratory and then tested in school environment with typically developing children and children with ASD.
I. INTRODUCTION
Nowadays, assistive robotics is focused on helping Users with special needs in their daily activities. Assistive robots can be a social support to motivate children, socially educate them and beyond that help transferring knowledge [1] . Moreover, they can be a useful tool to develop socialemotional skills in the intervention process of children with Autism Spectrum Disorders (ASD) [2] .
However, robotic systems are emotionally blind. Conversely, successful human-human communication relies on the ability to read affective and emotional signals. Currently, assistive robots are getting "more emotional intelligent", as affective computing has been employed, allowing to build a connection between the emotionally expressive human and the emotionally lacking computer.
Researchers have used a variety of facially expressive robots in their works, including the research focusing on children with ASD. FACE [3] is a humanoid robot that was used with children with ASD to deal with expressive and emotional information. The system was tested with five children with ASD and fifteen typically developing children. The children had to label the facial expression expressed by Vinicius Silva is with the Industrial Electronics Department, School of Engineering, University of Minho, Guimaraes, Portugal (email: a65312@alunos.uminho.pt).
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João Sena Esteves is with the Industrial Electronics Department and R&D Centre Algoritmi, School of Engineering, University of Minho, Guimaraes, Portugal (e-mail: sena@dei.uminho.pt). the robot. The overall recognition rate for the children with ASD and for the typically developed children were 60% and 61.1%, respectively. ZECA (Zeno Engaging Children with Autism) [4] , a humanoid child-like robot (a Zeno R50 RoboKind platform), was used in a study where children with ASD had to recognize and label emotions displayed by ZECA in two different game scenarios, involving imitation and storytelling activities. In general, the results show that the children accomplished a good performance. In addition, and as expected, the storytelling game scenario provided more difficulties to the children as they have difficulties in recognizing emotional states in the others.
Following this idea, the main goals of the Master Thesis on Industrial Electronics Engineering and Computers (University of Minho, Portugal, July 2016) summarized in this paper (with the same title) were to develop a system capable of automatically detecting facial expressions through facial cues and to interface the described system with a robotic platform to allow social interaction with children with ASD.
In the works presented in the literature, the recognition of facial expressions is mostly performed by using machine learning techniques such as Support Vector Machines (SVMs) but none uses the Intel RealSense sensor to obtain the face data from the user. Consequently, an experimental setup that uses the recent Intel RealSense 3D sensor and the robot ZECA was developed. This layout has two subsystems, a Mirroring Emotion System (MES) and an Emotion Recognition System (ERS).
The developed system was tested in different configurations, with the goal to assess the performance of the MES and ERS subsystems. This paper is organized as following: section II describes the proposed system; section III presents the experimental methodology followed; section IV shows and discusses the results obtained; and the conclusions are addressed in section V.
II. PROPOSED SYSTEM
The proposed system ( Figure 1 ) consists of an Intel RealSense, a PC, and the robot ZECA. 
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Intel RealSense is a platform for employing gesture-based Human Computer Interaction (HCI) techniques [5] . It is composed of a conventional RGB camera, an infrared laser projector, an infrared camera, and a microphone array. A grid projected onto the scene enables the computation of the depth information, using the infrared camera. The microphone array allows performing background noise cancellation.
The present work uses the Intel RealSense model F200, which is a front facing device dedicated to analyse the human face and hand. This device, along with the required Windows software, Intel RealSense SDK, was used to obtain the face data from the user.
The robot ZECA [6] (Figure 1 ) has 34 degrees of freedom: 4 are placed in each arm, 6 in each leg, 11 in the head, and 1 in the waist. The major characteristic that distinguishes this robot from others is the ability to express facial cues thanks to servo motors mounted on its face and a special material, Frubber, which looks and feels like human skin.
III. EXPERIMENTAL METHODOLOGY
This section presents the overall system. It starts by describing the system and its components. Then, the layout of the MES subsystem is addressed, followed by the layout of the ERS subsystem.
A. System Overview
The developed system has two subsystems, a Mirroring Emotion System (MES) [7] responsible for on-line synthetizing facial expressions on the robot face and an Emotion Recognition System (ERS) [8, 9] capable of recognizing human emotions through facial features. Figure 2 shows the block diagram of the developed system. The face data (the user facial Action Units (AUs) based on the Facial Action Coding System (FACS) [10] ) obtained from the Intel RealSense sensor is filtered. Then, the data is normalized and sent to one of the two subsystems: MES or ERS. An application developed in C# runs on the PC, computing the user face data, and establishing the communication with ZECA. A Java application runs in the robot, executing the designed program. 
B. MES subsystem
The MES subsystem is capable of on-line synthetizing human facial expressions through facial cues. First, the User is in front of the Intel RealSense sensor. Then, the system extracts the facial AUs and neck angles, and normalizes the extracted data according to the robot API. Finally, a data package is constructed and sent to the robot allowing it to actuate, Figure 3 . After extracting the user's facial AUs and head motion data, this subsystem maps each facial AU to a servo motor or group of servo motors. An AU is linked to actions of an individual muscle or group of muscles. Therefore, each AU was associated with a servo motor or a group of servo motors responsible for a facial movement on the face of ZECA.
C. ERS Subsystem
The ERS subsystem is able to recognize human facial expression (anger, fear, happiness, sadness, surprised, and neutral) through facial features in real-time. In this subsystem, each extracted facial AU and head motion data is normalized, in a 0 to 100 scale, and then filtered (Figure 4) . Posteriorly, a multiclass Support Vector Machine (SVM) model (with six classes) is trained using the Accord Machine Learning C# library [11] , which allows multiclass classification by using the One-Against-One (OAO) approach for SVM. Finally, the model estimates the User facial expression and a data package is constructed and sent to ZECA, where activities are performed. 
IV. RESULTS
The developed system was tested in different configurations, in order to assess the performance of MES and ERS subsystems. This section starts by presenting the results obtained with the MES subsystem. Then, it shows the results of ERS subsystem. Finally, it presents the results obtained from a study with children with ASD.
A. MES subsystem evaluation
In a first stage, the MES subsystem was evaluated by using the software FaceReader [12] to automatically analyse the synthesized facial expressions (anger, fear, happiness, sadness, surprise, and neutral) on the robot when mimicking the performer ( Figure 5 ). All except anger had a match higher than 50%. Even though most of the AUs necessary to represent anger were present, the emotional state was not correctly recognized. Most probably, the AUs were not marked enough in the robot face for the software to recognize them. Additionally, it may be difficult for the software to recognize facial expressions in a non-human face, as it is prepared to work with human faces.
In order to test the similarity between expressions of a performer and the robot, a perceptual study was conducted using side-by-side comparison or "copy synthesis" [13] . Thirty-one children between 6-and 9 years old and 28 adults between the ages 18-52 participated in the study (total sample: 59 participants). The synthesized expressions on a physical face (the face of ZECA) were shown side-by-side with the performer's face to the participants. In this perceptual study, the participants had to select the robot facial expression that was more similar to the performer's facial expression. Surprise obtained the highest similarity, with a score of 100% in both groups. Happiness and sadness have similar matching scores, both in children (87%) and adults (96%). Anger and fear were the facial expressions with the lowest performance. In children, the matching score was 55% for anger and 58% for fear. However, these facial expressions had a better matching rate in adults, with 93% for both expressions.
Finally, a perceptual experiment was conducted with 32 typically developed children aged between 6 and 9 years old with the purpose of evaluating the proposed system. The experimental setup may be seen in Figure 6 , with the sensor placed in the chest of the robot. The child sat in front of ZECA, looking at it, and performed the emotions happiness, sadness and neutral, requested by the researcher. The researcher showed a photograph corresponding to each emotion to serve as a clue. The overall recognition scores of the expressed emotions were: 97% for happiness; 72% for sadness without head movement; 81% for sadness with head bowing; and 84% for the neutral state. These results indicate that the first subsystem (MES) based on the Intel RealSense 3D sensor can, on-line and accurately, map facial expressions of a user onto a robot.
B. ERS subsystem evaluation
To assess the performance of the ERS subsystem, two evaluations were conducted: a static off-line evaluation and a real-time evaluation. Using Matlab, a multiclass SVM model was trained using two different kernels: Linear kernel and the Radial Basis Function (RBF) kernel. The performance of both kernels was compared in terms of accuracy, confusion matrix, sensitivity, specificity, Area Under the Curve (AUC), and Mathews Correlation Coefficient (MCC). Table 1 shows the overall performance of SVM with the linear kernel. Table 2 shows the overall performance of SVM with the RBF kernel. The RBF presented the best results, as the relation between class labels and attributes is nonlinear, with an average accuracy of 93.6%.
Finally, the real-time subsystem was tested in a laboratorial environment with a set of 14 participants, obtaining an overall accuracy of 88%. The required time for the system to efficiently perform facial expression recognition is 1-3ms at frame rate of 30 fps on an i5 quadcore CPUs with 16 GB RAM. Then, the proposed subsystem was compared to other state-of-the-art 3D facial expression recognition development [14] in terms of overall accuracy, obtaining a performance of 88% against 84%, respectively.
C. Experimental study with children with ASD
An experimental study, involving six children with ASD aged between eight and nine, was conducted in a school environment in order to evaluate the two game scenarios that are part of the ERS subsystem: the IMITATE, where the child has to mimic the facial expression of ZECA and EMOTIONS, where the child has to perform the facial expression asked by ZECA.
The experiments were performed individually in activities involving a child, ZECA, a therapist and a researcher. The robot had the role of mediator in the process of imitation and recognition of facial expressions. The therapist only intervened if "regulating" the child's behaviour became necessary. The researcher supervised the progress of the activity, and monitored the system. Each child was placed in front of the robot. Figure 7 shows the experimental configuration used. Seven sessions of two-three minutes each were performed. By analysing the results, it is possible to conclude that, in general, the children had a positive evolution over the sessions. All participants were specifically interested in the face of the robot, touching it repeatedly and always in a gentle way. None of the children abandoned the room. Moreover, with exception of one of the children, none of the participants got up of the chair during the sessions, which indicates that, in general, they were interested in the activity. The main goal of the work was the development and application of interactive and assistive technologies to support and promote new adaptive teaching/learning approaches for children with Autism Spectrum Disorders.
This work proposed a system that uses the recent Intel RealSense 3D sensor to promote imitation and recognition of facial expressions, using the RoboKind Zeno R50 robot ZECA as a mediator in social activities.
The system was first validated in a research laboratory and then tested in school environment with typically developing children and children with ASD. The results obtained allow to conclude that the proposed system is able to interact with children with ASD in a comfortable and natural way, giving a strong indication regarding the use of this particular system in the context of emotion recognitions and imitation skills. Although the sample is small (and further tests are mandatory), the results point out that a humanoid robot can be used as an eligible mediator in emotions recognition activities with children with ASD.
