Abstract. In the context of data mining, classification rule discovering is the task of designing accurate rule based systems that model the useful knowledge that differentiate some data classes from others, and is present in large data sets. Iterated greedy search is a powerful metaheuristic, successfully applied to different optimisation problems, which to our knowledge, has not previously been used for classification rule mining. In this work, we analyse the convenience of using iterated greedy algorithms for the design of rule classification systems. We present and study different alternatives and compare the results with state-of-the-art methodologies from the literature. The results show that iterated greedy search may generate accurate rule classification systems with acceptable interpretability levels.
Introduction
Data mining [1] involves the use of data analysis tools to discover useful knowledge from large data sets. Classification is a form of data analysis that extracts models describing important data classes by means of their properties. Classification has been successfully applied to several fields such as medical diagnosis or credit risk evaluation, among others, by means of several approaches of very different nature, for instance, artificial neural networks, support vector machines, or instance-based techniques [2] .
Rule-based systems [3] are a representation paradigm that models the knowledge of a specific area of interest by means of sets of rules with an antecedent and one consequent. When applied to classification problems, the antecedents of the rules define some property relations, which are oftenly present in particular sets of patterns, and the consequents emit predictions of the class they belong. Comprehensibility is one of the benefits that rule-based systems possess and have lately attracted the attention of the research community [4] [5] [6] [7] .
Iterated greedy search (IG) is a simple yet effective metaheuristic that has been successfully applied to different combinatorial problems [8] [9] [10] [11] [12] . IG explores the solution search space by iterating over a greedy process applied to a single solution and composed by two main phases: destruction and construction. During the destruction phase, some solutions components are removed, producing a partial solution. Afterwards, the construction phase applies a greedy heuristic to complete this partial solution.
To our knowledge, IG has not previously been applied to the design of rulebased classification systems. In this work, we are interested in analysing the possibility and benefits of generating rule classification systems according to the iterative IG framework. Consequently, we address it as a combinatorial problem where a solution represents a rule based system and undergoes through an iterative process of destruction and construction.
The rest of this work is structured as follows. In Section 2, we address the adaptation of the IG metaheuristic to the problem of generating good rule classification systems. In Section 3, we present several empirical studies aimed at: 1) analysing the influence of the parameters and settings associated with the method that provide accurate rule classification systems, and 2) comparing the resulting IG algorithm for classification rule mining (IG-RMiner) with other prominent approaches from the literature in terms of accuracy and interpretability. Finally, in Section 4, we discuss conclusions and future work.
An IG model for rule mining
In this section, we describe our adaptation of the IG model for rule mining. The main framework is presented in Section 2.1, and the alternatives for the construction phase, in Section 2.2. Figure 1 depicts the outline of our IG metaheuristic for classification rule mining (IG-RMiner). It starts from a single initial solution, a rule-based classification system, generated from scratch by an heuristic construction procedure (steps 1-3; Section 2.2). Afterwards, it iterates through a main loop in which first, a partial solution S d is obtained at the destruction phase (step 5), and second, a complete candidate solution S c is reconstructed by applying the same construction procedure to S d (step 6). A pruning phase is added to improve the constructed solution, if possible (step 7). Before continuing with the next iteration, an acceptance criterion decides whether the solution returned by the pruning phase, S p , becomes the new current solution (step 11). The process iterates until some termination conditions have been met (e.g. maximum number of iterations, or maximum computation time allotted). The best solution, S b , generated during the iterative process is kept as the overall result.
General scheme of the IG for rule mining
The specific features of the IG-RMiner are:
-The method starts with an empty solution with one rule per class and no conditions in their antecedents. When classifying a new pattern, conflicts are resolved according to the rule with higher accuracy. -The heuristic construction procedure intents to improve the quality of the rules by appending new conditions, one by one, to their antecedents. Section 2.2 specifies the analysed alternatives for selecting the rule to be improved, the condition to be added, and the quality measure to be considered. This phase iterates until there is not any other condition able to improve the quality measure.
-The standard destruction mechanism of IG removes a percentage of random components of the current solution. In our case, the destruction removes a percentage of conditions from some rules, at random.
-The pruning phase revises the conditions in the antecedents of the rules checking whether their individual extraction might improve the global accuracy of the system. If this is the case, the revised condition is removed. This situation may occur, for instance, when the construction phase has included several conditions in the rules step by step, but the last included ones interfere with some others previously inserted.
-Two acceptance criteria, commonly applied in standard IGs, have been studied in this work: replace if and only if the new solution is better than the current one (RB -replace if better) [13] , and replace always (RA) [9, 14, 15] . This latter produces higher diversification in the search process carried out by the algorithm.
-The rule based system that is returned at the end is the one with the highest percentage of correctly classified patterns.
Construction phase
Given a partial solution, i.e., a rule system, with some conditions in the antecedents of its rules, this phase intends to improve the quality of the system and/or its rules by iteratively appending new conditions, until no condition producing an improvement is found. To carry out this goal, we have identified three task to be addressed, and analysed different strategies for each one:
Selection of the rule to be improved: We have studied the performance gained when the algorithm tries to optimise either the rule with the lowest accuracy (LAR -lowest accuracy rule) or a randomly selected one (RR -random rule).
Selection of the condition to be inserted: Once the rule has been selected, the set of compatible conditions (those that do not contradict the current antecedent of the rule) is examined. The grammar in Figure 2 specifies the possible conditions to be generated. Then, two strategies are analysed:
This strategy appends the condition that yields the best improvement in the rule, if this condition exists. Evaluation of the quality improvement: We have studied three quality criteria to evaluate whether the insertion of one condition in the antecedent of the selected rule is or is not favourable (only one at a time):
-Global accuracy Improvement with penalisation for errors (GI): This measure is defined as the percentage of correctly classified patterns minus the percentage of incorrectly classified ones. Initial experiments reported poor results if only the percentage of correctly classified patterns was evaluated, so this correction was analysed in the study. According to this criterion, new accepted conditions necessarily result in an accuracy improvement of the rule classification system, and no condition that reduced the global accuracy, with regard to the current state, would be inserted. -Rule accuracy Improvement (RI): Rule accuracy is defined as the percentage of patterns correctly classified by the rule, i.e., those covered by its antecedent that belong to the predicted class (true positives -TP) and those not covered that belong to a different class (true negatives -TN) (Equation 1; NP is the number of patterns). This metric is the common accuracy measure for binary classification [16, 17] . According to this, new conditions result in an accuracy improvement of the rule, but not necessarily of the global system. Even though, the iterative alternation between construction and destruction phases of IG, with the intention of getting accurate rules, might produce more accurate systems. That is the reason why this criterion is studied. -Sensitivity-Specificity Multiplication (SS): Given a binary classifier (for instance, one rule of our system), its sensitivity is defined as the percentage of correctly classified positive patterns (Equation 2); and its specificity is the percentage of correctly classified negative patterns (Equation 3 ). Both measures should be maximised. Then, the quality of the condition to be inserted is evaluated as the improvement on the multiplication of both metrics, as it is done in other works [4, 18] .
Therefore, up to 12 combinations of decision strategies for the construction phase, shown in Table 1 , are analysed in this work. For instance, the combination referred to by RR-FI-RI accepts the first condition that appended to a randomly chosen rule, improves the accuracy of that rule.
Experiments
We have implemented the different IG-RMiner versions in Weka [19] and performed experiments on an Intel Core i7-930 quad-core 2.80GHz computer with 12GB RAM (only one thread per run). Table 2 shows the characteristics of the used 22 datasets from the UCI [20]. Non-parametric tests have been used to compare the results of different algorithms or instances [21] . Specifically, we have considered two alternative methods to analyse the experimental results:
-Iman and Davenport's test [22] and Holm's method [23] as a post hoc procedure. The first test is used to see whether there are significant statistical differences among the results of a certain group of classifiers. If differences are detected, then, Holm's test is employed to compare the best classifier (control classifier) with the remaining ones. -Wilcoxon matched-pairs signed-ranks test [24] , which compares the results of two algorithms directly.
In Section 3.1, we address the setting and election of the parameters and decision strategies of IG-RMiner that result in better classifiers. In Section 3.2, we compare the characteristics of the best IG-RMiner instance with regards to state-of-the-art classification techniques.
Parameter tuning
Here, we intend to find the combinations, under a full factory design, of acceptance criteria ({RB,RA}), construction components combination (Table 1) , and percentage of destructed conditions (p d ∈ {10%, 25%, 50%}) of IG-RMiner, that capacitate it to generate classifiers with high accuracy. The algorithm instances are tested using 5-fold cross-validation on the data sets aforementioned with 5, 50 and 120 seconds as stop conditions for data sets with less than 10, 30, or more attributes, respectively (which are values comparable to those of some algorithms in the following section). Table 3 shows the mean accuracy levels reached by the best ten IG-RMiner instances (out of 72) on 5 independent runs and all the data sets, together with their mean ranking values. Though Holm's procedure did not find significant differences between the best ranked variant and many others, we observe some commonalities among the best instances: -All the best variants iterate always from the most recent solution, replacing always the current solution (RA), instead of from the best one. -Seven variants, the best ranked ones, select a random rule to be improved at the construction phase (RR), not the one with lowest accuracy. On the contrary, there does not seem to exist a clear preference for the condition to be inserted (BI or FI), nor the quality criterion to be evaluated. Regarding this latter, no algorithm between these ten variants considers the global accuracy improvement (GI). -Most the variants, and the ones in better positions, destroy 50% of the conditions of the rule system per iteration.
Having noticed that the best ranked algorithm, IG-RMiner(50%,RR-BI-SS,RA), satisfies all of previous conclusions, we will compare it with other significant classification techniques in terms of accuracy, interpretability and learning time. From now on, this instance will be referred to by just IG-RMiner.
Comparison with salient classification techniques
In this Section, we compare IG-RMiner with 10 other significant classification techniques, covering among others, evolutionary based techniques, ant colony optimization, fuzzy rule systems, and classic decision tree generators: ICRM [4] , MPLCS [25] , ILGA [26] , CORE [27] , SLAVE [28] , GFS-GP [29] , DTGA [30] , AntMiner+ [31] , RIPPER [32] , C45R [33] . In particular, ICRM recently proved to be able to generate sufficiently accurate and easily interpretable rule classification systems. In this study, we will analyse the reached accuracy levels of the algorithms, the consumed computation time, and several measures that assess how interpretable the generated systems are, namely, the number of rules, number of conditions (global and mean per rule), and complexity metric [34] . This latter computes the ratio between the number of classes covered and conditions of the rule system (Equation 4):
where m is the number of classes, r is the number of rules, and n i is the number of conditions used in the ith rule. This measure returns the value 1 when the classifier contains one rule per class using only one condition each and it approaches 0 if there are more rules and conditions. If there are less rules than classes or there exists a default rule without conditions, this measure can be higher. In any case, we have limited the result to 2 times the number of classes.
For these experiments, IG-RMiner was tested using 10-fold cross-validation, the time limits showed in [4] for ICRM, and 5 independent runs. This setting is in accordance with the experimentation in [4] , from where the results of previous algorithms were obtained. Table 4 and Figure 3 summarise the results. The former shows the algorithms and their mean ranking values ordered, over all the datasets and runs, per performance measure. Statistical performance differences between IG-RMiner and the corresponding algorithm according to the Wilcoxon's test and 5% as significance factor are presented in italics with the character '*' at the beginning. IG-RMiner is highlighted in boldface for reference purposes. When IG-RMiner appears higher in the table, that means that IG-RMiner is statistically better than the corresponding algorithm, and vice versa. More detailed results can be consulted at http://www.uco.es/grupos/kdis/kdiswiki/index.php/IG-RMiner.
From the results in Table 4 , we can see that IG-RMiner is able to generate accurate rule classification systems very fast, because it is among the best algorithms with regards to accuracy and time and the Wilcoxon's test does not find significant differences with regards to the best one. Additionally, IG-RMiner obtains competitive results in the interpretability performance measures, being significantly outperformed just by ICRM. The worst results are located in the ratio between the number of conditions and number of rules. We have identified that this is due to IG-RMiner tends to create complex rules, with many conditions, in a few data sets where there are not many classes. Additionally, we observe that MPLCS and DTGA are the most accurate methods but they obtain poor interpretable performance values, and ICRM provides the most interpretable systems, not much less accurate, but requiring a bit longer times. Therefore, IG-RMiner stands in an intermediate position.
From the visual representation in Figure 3 , apart from the clear bias to interpretable classifiers because of the number of associated measures, we observe that ICRM and IG-RMiner are the two algorithms with the smallest associated areas, which is better. The other algorithms have larger associated areas, because either they generally get worse ranking values, or, although obtaining better accuracy values, their results in the interpretability metrics are inferior. 
Conclusions
We have studied the application of the IG metaheuristic to the problem of designing rule classification systems. Different alternatives have been tested for the construction phase and acceptation criterion of the IG. The result is a technique that constructs accurate rule classification systems with acceptable interpretability levels, with regards to 10 other methodologies from the literature on 22 data sets from the UCI. In particular, the obtained IG-RMiner algorithm iterates through a process in which conditions are randomly destroyed and inserted into the antecedents of random rules to enhance their sensitivity and specificity values.
In our opinion, this line of research is worthy of further studies. We intend to explore the following avenues of research: 1) to include some interpretability criteria in the search process of IG-RMiner in order to obtain even simpler rule classification systems without a drastic undesirable effect on their accuracy levels; and 2) to analyse the application of IG adaptations to other data mining problems, such as rule association mining [35] .
