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We propose a mechanism for confinement: analytic continuation beyond infinite coupling in the
space of the coupling constant. The analytic continuation is realized by renormalization group flows
from the weak to the strong coupling regime. We demonstrate this mechanism explicitly for the
mass gap in two-dimensional sigma models in the large N limit. Our analysis suggests that the
conventional analysis of the operator product expansion in itself does not necessarily guarantee
the existence of a classical solution corresponding to renormalons. We discuss how the renormalon
puzzle may be resolved by the analytic continuation beyond infinite coupling.
Introduction and Setup—It has been a long-standing
problem in high energy physics to analytically prove the
existence of the mass gap for four-dimensional (4D) pure
Yang-Mills theory or QCD. It is likely that an ultimate
solution to this problem requires a novel insight into the
question: how is the mass gap generated in asymptoti-
cally free theories?
In this paper we propose a new mechanism for mass
gap generation and for confinement: “analytic continua-
tion beyond infinite coupling constant”. As we will see,
this puts together several interesting ingredients, such as
compactification on S1, renormalization-group (RG) run-
ning and analytic continuation of the coupling constant.
We will also comment on implications for the renormalon
problem.
The theories we study in this paper are two-
dimensional (2D) non-linear sigma models. Before dis-
cussing that case, however, let us give an example of a
similar spirit in a different dimension. In the 4D N = 2
super-Yang-Mills theory, we can sum over quantum cor-
rections [1] to obtain the low energy effective coupling.
After resummation of all the corrections, the result can
be analytically continued over the moduli space of vacua
from weak to strong coupling regions. By perturbing
the theory to N = 1, confinement is triggered by the
monopole condensation [2]. In the original N = 2 the-
ory, this happens at the point of the moduli space of
vacua where the coupling constant becomes infinity.
We will illustrate our mechanism in the case of the
2D O(N)-model, an asymptotic-free sigma model whose
target space is the (N − 1)-dimensional sphere SN−1. It
is straightforward to repeat a similar analysis for the 2D
CP
N−1-model. These models are known to have mass
gaps, and traditionally have been studied as toy models
for 4D QCD. More recently it has been pointed out [3, 4]
that the 2D CPN−1-model arises from a compactification
of the 4D pure SU(N) Yang-Mills theory.
Let ~n = {ni}1≤i≤N be fields with values on the sphere
SN−1 of unit radius (~n2 = 1). The Lagrangian of the
O(N)-model is given by
L =
1
2g2
[
∂µ~n∂
µ~n+ α(~n2 − 1)
]
, (1)
where α is the Lagrange multiplier implementing the con-
straint ~n2 = 1. The operator equations of motion are
−∂2~n+α~n = 0 and ~n2−1 = 0. The vacuum expectation
value (VEV) of α is then given by 〈α〉 = −〈∂µ~n∂
µ~n〉. The
VEV 〈α〉 also appears as a mass term for ~n, and hence
determines the mass gap ∆ of the theory as ∆ =
√
〈α〉 up
to 1/N corrections. The question is then to understand
the mechanism for the generation of this gap.
Analysis for small R—We will consider this model on
spacetime R1 × S1. Let σ be the coordinate of S1 with
σ ∼ σ + 2πR, and let τ be the coordinate of R1.
If the radius R of S1 is much smaller than the dynam-
ical scale of the theory, we would expect that the theory
is weakly coupled and a power-series (or trans-series) ex-
pansion is reliable. Let us therefore first choose R to be
small.
We can solve the model in the large N limit [5, 6]. By
integrating out the fields ~n in (1), we get the effective
Lagrangian of α,
Leff(α) =
N
2
Tr log(−∂2 + α)−
1
2g2
α. (2)
For constant α, we get
Tr log(−∂2 + α)
=
1
2πR
∑
m∈Z
∫
dd−1k
(2π)d−1
log(k2 +R−2m2 + α)
= −
2Γ(− d−12 )
(4π)
d+1
2 R
∑
m∈Z
(R−2m2 + α)
d−1
2 , (3)
where we used the dimensional regularization. The
VEV of α is determined by the saddle point equation
∂Leff(α)/∂α = 0. Defining (up to 1/N corrections)
∆˜2 := R2∆2 = R2〈α〉, (4)
2the equation ∂Leff(α)/∂α = 0 is given by
∑
m∈Z
1
(m2 + ∆˜2)
3−d
2
=
(4π)
d−1
2 Rd−2
2Γ(3−d2 )
·
1
λ
, (5)
where λ = Ng2/(4π) is the ’t Hooft coupling.
Now we need to perform renormalization. Notice that
we can rewrite∑
m∈Z
1
(m2 + ∆˜2)
3−d
2
= F (∆˜) + 2ζ(3− d), (6)
where we defined
F (∆˜) :=
1
∆˜(3−d)
+ 2
∞∑
m=1
[
1
(m2 + ∆˜2)
3−d
2
−
1
m3−d
]
d→2
−−−→
1
∆˜
+ 2
∞∑
m=1
[
1
(m2 + ∆˜2)
1
2
−
1
m
]
. (7)
Here ζ(3 − d) is the zeta function which has a pole as
ζ(3 − d)
d→2
−−−→ 1/(2 − d). To renormalize it, we set the
bare coupling λ in terms of a renormalized coupling λµ
as
1
λ
= µd−2
(
1
λµ
+
2
2− d
+ C
)
, (8)
where µ is a renormalization scale and C is an arbi-
trary finite constant which specifies the renormalization
scheme. We choose this constant so that we get
(4π)
d−1
2 (Rµ)d−2
2Γ(3−d2 )
·
(
1
λµ
+
2
2− d
+ C
)
− 2ζ(3 − d)
d→2
−−−→
1
λµ
− 2 log(Rµ) =
1
λR−1
. (9)
Therefore, we finally obtain the equation which deter-
mines ∆˜ as
λR−1 =
1
F (∆˜)
, (10)
where λR−1 is the coupling at the renormalization scale
µ = R−1.
The solution of (10) can be expanded as
∆˜ = λR−1 − ζ(3)(λR−1 )
4 + · · · , (11)
and hence the mass gap at the leading order in λR−1 (and
in the large N limit) is ∆ ≃ λR−1/R. We can understand
this more directly as follows.
Let us go back to the case of finite N . When R is
small, by integrating out the Kaluza-Klein (KK) modes
along S1, we get an effective quantum mechanics whose
target space is still SN−1.
At the leading order, the effect of integrating out the
KK modes is to renormalize the coupling constant to
gR−1 , i.e., the coupling constant at the renormalization
scale µ = R−1. The one-dimensional (1D) Lagrangian
is given by L1d = (2πR/g
2
R−1
)(∂τ~n)
2/2 (where the con-
straint ~n2 = 1 is implicit), and hence the Hamiltonian
is
H1d =
1
2
·
g2
R−1
2πR
· △SN−1 , (12)
where △SN−1 is the Laplacian on S
N−1. The Laplacian
△SN−1 has the spectrum ℓ(ℓ + N − 2) (ℓ = 0, 1, 2, · · · ),
and hence we obtain the mass gap (or energy gap) ∆
between ℓ = 0 and ℓ = 1 as
∆ =
g2
R−1
4πR
(N − 1) +O(λ2R−1 ). (13)
This gives ∆˜ = R∆ = λR−1 + O(λ
2
R−1
, λR−1/N) in the
large N limit.
Analytic Continuation to Large R—We now wish to go to
the largeR regime. The 1D quantum-mechanical descrip-
tion given above will then no longer be valid. However,
the large N result (10) is still valid without any change.
The radius R in (10) changes the value of the ’t Hooft
coupling λR−1 , as follows from the RG equation:
µ
∂
∂µ
(
1
λµ
)
= 2. (14)
This result is exact at the leading order of the large N
expansion in the renormalization scheme specified above.
The ’t Hooft coupling λR−1 is small and positive when
R is small, but it becomes large and eventually becomes
infinite and negative as the R is increased. Thus, the
RG flow forces λR−1 to go “beyond the infinite coupling”
when R is increased.
Now we can discuss our main point. The function
1/F (∆˜) = ∆˜ + ζ(3)∆˜4 + · · · is an analytic function of
∆˜ having a finite nonzero radius of convergence (which
in this case is 1 because the nearest singularity appears at
∆˜ = ±i). Thus, near the origin, the inverse function the-
orem tells us that there is an analytic function G(λR−1 )
such that
∆˜ = G(λR−1 ) =
∞∑
k=1
ak(λR−1)
k, (15)
where a1 = 1, a2 = a3 = 0, a4 = −ζ(3) and so on. This
expansion also has a finite nonzero radius of convergence.
This means that ∆˜ has a convergent power series expan-
sion in terms of the coupling constant λR−1 ,
Furthermore, the function F (∆˜) is an analytic function
on the positive real axis 0 < ∆˜ <∞ and it is monotonic
as a function of ∆˜. Again by the inverse function theo-
rem, this means that G(λR−1 ) should also be analytic in
the range (λR−1 )
−1 ∈ (−∞,∞).
In the region ∆˜→∞, F (∆˜) behaves as
F (∆˜)→ −2(log ∆˜− log 2 + γ) +O(∆˜−1), (16)
3where γ is the Euler’s constant, and hence
G(λR−1 )→ 2e
−γ exp
(
−
1
2λR−1
)
. (17)
By analytic continuation, this expression is valid when
1/λR−1 goes from positive infinity to negative infinity
along the real axis by passing the point λR−1 = ∞. In
this region, we obtain
∆ =
∆˜
R
→ Λ, (18)
where the dynamical scale Λ is defined as
Λ := 2e−γµ exp
(
−
1
2λµ
)
. (19)
This is the famous mass gap generation in the O(N)
sigma model.
Now it is clear what is going on. When the R is small,
the coupling λR−1 is small and the function G(λR−1 ) is
an analytic function of λR−1 with a finite nonzero radius
of convergence. As we increase R, the coupling becomes
large, and at some point it becomes infinity. The inverse
coupling 1/λR−1 smoothly changes from positive values
to negative values. Then, for very large R, the 1/λR−1
is negative and has large absolute value, meaning that
λR−1 is small and negative. The function G(λR−1) can
be analytically continued in this process. However, the
function G(λR−1 ) has branch cuts somewhere outside the
real axis, and after the above process of analytic contin-
uation, the G(λR−1 ) for small negative values of λR−1 is
in a different Riemann sheet. On the first sheet, we have
G(λR−1 ) ∼ λR−1 for |λR−1 | ≪ 1, and in the second sheet
we have G(λR−1) ∼ 2e
−γ exp(−1/2λR−1) for |λR−1 | ≪ 1.
By this analytic continuation, the mass gap ∆ goes from
λR−1/R to Λ.
The explicit forms of F (∆) and G(λR−1 ) are compli-
cated, so it might be helpful to have in mind the following
toy functions,
Ftoy(∆˜) =
1
log(1 + ∆˜)
− 2 log(1 + ∆˜), (20)
Gtoy(λR−1 ) = exp


√
1 + 8λ2
R−1
− 1
4λR−1

− 1, (21)
which capture qualitative features of the actual functions
F (∆˜) and G(λR−1 ). Near the origin |λR−1 | ≪ 1, the Gtoy
has the expansion Gtoy(λR−1 ) = λR−1+· · · . However, af-
ter passing the point at infinity λR−1 =∞, the expression
+
√
1 + 8λ2
R−1
/λR−1 changes into −
√
1 + 8λ2
R−1
/λR−1
due to a branch cut, and hence, for −1/λR−1 ≫ 1, we
get Gtoy(λR−1)→ exp(−1/2λR−1).
Implications for Renormalons—The fact that the ana-
lytic continuation works in the discussion above has in-
teresting implications for the famous renormalon prob-
lem [7, 8] (see e.g. [9–13] for early works on the renor-
malons for large N sigma models).
It should be pointed out that renormalons are not seen
at the leading order of 1/N expansion in the current
model. But we expect that the main message below is
still valid in the subleading orders in 1/N . It would be
interesting to study it explicitly at the subleading orders
of 1/N .
Let us briefly recall the conventional argument for
renormalons in asymptotically free theories [14, 15].
Suppose we want to compute some correlation func-
tions on flat Euclidean space Rd. Let J(x) be an op-
erator of the theory. By the operator product expan-
sion (OPE) we get J(x)J(0) = C0(x) +C1(x)O(0) + · · · ,
where O(x) is some operator of the theory. The OPE
coefficients C0(x), C1(x), · · · may be computed at short
distances if |x| is small enough, so “weak coupling” com-
putation might be possible for them. (This point, how-
ever, is actually not so obvious as we discuss later.) By
using the OPE, the correlation function is given as
〈J(x)J(0)〉 = C0(x) + C1(x)〈O〉 + · · · . (22)
By dimensional counting, the VEV 〈O〉 is expected to be
of order ΛDO , where Λ is the strong coupling dynami-
cal scale and DO is the mass dimension of O (possibly
including the anomalous dimension). This Λ is given as
Λ = µ exp
(
−
∫ λµ dλ
β(λ)
)
= µ exp
(
−
1
β0λµ
+ · · ·
)
,
(23)
where λµ ∝ g
2
µ is the coupling squared at the renormal-
ization scale µ, and β = µ(∂λ/∂µ) = −β0λ2 + · · · is the
beta function. In the case of the O(N) sigma model in
the large N limit discussed above, we have β0 = 2 for
λ = Ng2/4π.
If the correlation function contains a term proportional
to 〈O〉 ∼ ΛDO ∼ exp(−DO/β0λµ), it is often said that
there is a pole in the Borel plane. Moreover, it is some-
times claimed that there exists a corresponding solution
of the classical equations of motion (i.e. a saddle point of
the path integral) with the value of the action given by
S = DO/β0λµ. This question motivated many studies,
including two-dimensional sigma models compactified on
S1. See e.g. [16–19] for detailed studies in twisted S1
compactification of the CPN−1 sigma model. Although
saddle points of the classical action do exist [16, 18] in
such twisted compactification, there are also some evi-
dence [19, 20] that those classical solutions do not corre-
spond to renormalons.
Our analysis suggests that the existence of saddle
points of the classical action is not necessary for a solu-
tion to the renormalon problem. As stressed before, the
mass gap ∆ is a convergent power series of λR−1 with fi-
nite radius of convergence. Moreover, ∆˜2/R2 = 〈α〉 and
4〈α〉 = −〈∂µ~n∂µ~n〉 by equations of motion as mentioned
before. Therefore, the VEV of the operator O = ∂µ~n∂
µ~n
is produced by a convergent power series in the weak
coupling regime. Instead of a classical solution corre-
sponding to renormalons, the scale ΛDO is generated by
an honest analytic continuation beyond infinite coupling.
We conjecture that this is also the case for each sublead-
ing order of the 1/N expansion.
We expect that this is also the case in any the-
ory for generic operators O (which are not protected
by symmetries). What generates 〈O〉
R→∞
−−−−→ ΛDO ∼
µDO exp(−DO/β0λµ) is not a classical saddle point,
but the analytic continuation beyond infinite coupling
λR−1 = ∞ to go to the different Riemann sheet on the
complex plane of the coupling constant λR−1 .
It should be stressed that our argument does not pre-
clude the existence of saddle points corresponding to sin-
gularities on Borel planes: Borel planes do contain sin-
gularities in general. For example, in theories with finite
N , or even in theories with large N but with twisted
compactification, we expect to have singularities on the
Borel plane corresponding to classical saddle points. In
these cases, the weak coupling expansion of 〈O〉 is given
by a trans-series rather than an expansion with a finite
radius of convergence. To make the trans-series expan-
sion possible, an appropriate compactification should be
done so that the theory is weakly coupled and there is
no issue of infrared divergences. (The authors’ point of
view on this issue is stressed in [3]. See also [21] for a
lattice simulation in the setup of [3].) Then we may rely
on resurgence theory (see [22, 23] for reviews) to obtain a
complete analytic function of the coupling, and perform
the analytic continuation beyond infinity.
Factorial growth and Renormalons—Even though the ex-
istence of a classical saddle point with the value of the
action S = DO/β0λ is not guaranteed as discussed above,
a factorial growth of power series of the form∑
n!(β0λ/D)
n (24)
is clearly observed in the literature, whereD is an integer.
See [24] for a review of early development, and [25–27]
for explicit verification of the existence of such factorial
growth. Let us comment on how such a series may be
obtained.
Let us consider an integral defined by
ID(Q) = Q
−D
∫ ∞
Q−1
dRR−D∆(R) (25)
where ∆(R) = R−1G(λR−1 ) is the mass gap as a function
of R, and Q is a variable with mass dimension 1. This is
meant to be a toy integral to illustrate our point, and we
do not ask for its physical meaning.
The first point to be emphasized is that this integral
is completely well-defined as long as D > 1. The mass
gap ∆(R) is well-defined by the analytic continuation
beyond infinity, and it behaves as ∆(R)→ Λ as R→∞.
Therefore the integral is convergent for D > 1.
Moreover, the integral has a formal expansion in terms
of the coupling λQ at the RG scale µ = Q. By changing
the integration variable as R = Q−1 exp(t), the integral
can be written as
ID(Q) =
∫ ∞
0
dt e−DtG(λQ exp(−t))
=
∫ ∞
0
dt e−DtG
(
λQ
1− β0λQt
)
, (26)
where β0 = 2 is the coefficient of the one-loop beta func-
tion of λ (recall (14)). We can expand G as in (15), and
then expand λQ/(1− β0λQt) in terms of λQ.
Let us keep only the leading term in the G-expansion,
but keep all orders of the expansion of λQ/(1 − β0λQt)
which is related to the RG flow. Because G(λR−1 ) =
a1λR−1 + a2λ
2
R−1
+ · · · (with a1 = 1), we get
ID(Q) ⊃
∫ ∞
0
dt e−Dt
∞∑
n=0
a1λQ(β0λQt)
n
=
a1λQ
D
∞∑
n=0
n!
(
β0λQ
D
)n
. (27)
This is exactly of the form (24)—the formal expansion
of the completely well-defined integral ID(Q) gives the
factorial growth.
The integral ID(Q) above was chosen to imitate (in a
simplified way) the integral which appears in a correla-
tion function 〈J(x)J(0)〉 = C0(x) + · · · in QCD which
is known to have a factorial growth. (See [24] for a re-
view.) There, the integration variable is a momentum
rather than R, but the structure of the integral is similar
to that of ID(Q) if we focus on the infrared (IR) region
(i.e. the IR renormalon). Roughly, summing up bubble
diagrams of the gluon propagator corresponds to taking
the RG improved coupling λQ/(1− β0λQt), and neglect-
ing other diagrams may correspond to neglecting higher
order terms in the expansion of G(λR−1 ).
What makes the integral ID(Q) well-defined is the an-
alytic continuation of the integrand G(λR−1) beyond infi-
nite coupling. We conjecture that this is how the factorial
growth should be understood in the actual renormalon
problem: the factorial growth of ID(Q) occurs because
the integral involves the strongly coupled region R→∞.
In a completely weakly coupled setup without any IR di-
vergences (such as [3]), we claim that there is no issue of
the factorial growth associated to IR renormalons.
Acknowledgements—The authors thank H. Suzuki and
Y. Sumino for helpful conversation. This work is sup-
ported in part by JSPS KAKENHI Grant-in-Aid (MY:
17KK0087, 19K03820, 19H00689 and KY: 17K14265).
5[1] N. A. Nekrasov, Adv. Theor. Math. Phys. 7, 831 (2003),
arXiv:hep-th/0206161 [hep-th].
[2] N. Seiberg and E. Witten, Nucl. Phys. B426, 19 (1994),
[Erratum: Nucl. Phys.B430,485(1994)],
arXiv:hep-th/9407087 [hep-th].
[3] M. Yamazaki and K. Yonekura, JHEP 07, 088 (2017),
arXiv:1704.05852 [hep-th].
[4] M. Yamazaki, JHEP 10, 172 (2018),
arXiv:1711.04360 [hep-th].
[5] A. D’Adda, M. Luscher, and P. Di Vecchia,
Nucl. Phys. B146, 63 (1978).
[6] E. Witten, Nucl. Phys. B149, 285 (1979).
[7] G. ’t Hooft, 15th Erice School of Subnuclear Physics: The
Why’s of Subnuclear Physics Erice, Italy, July 23-August
10, 1977, Subnucl. Ser. 15, 943 (1979).
[8] J. C. Le Guillou and J. Zinn-Justin, eds., Large order
behavior of perturbation theory (1990).
[9] F. David, Nucl. Phys. B209, 433 (1982).
[10] F. David, Nucl. Phys. B234, 237 (1984).
[11] F. David, Nucl. Phys. B263, 637 (1986).
[12] V. A. Novikov, M. A. Shifman, A. I. Vainshtein, and
V. I. Zakharov, Phys. Rept. 116, 103 (1984), [Fiz. Elem.
Chast. Atom. Yadra17,472(1986)].
[13] M. Beneke, V. M. Braun, and
N. Kivel, Phys. Lett. B443, 308 (1998),
arXiv:hep-ph/9809287 [hep-ph].
[14] G. Parisi, Nucl. Phys. B150, 163 (1979).
[15] S. Weinberg, The quantum theory of fields. Vol. 2: Mod-
ern applications (Cambridge University Press, 2013).
[16] G. V. Dunne and M. Unsal, JHEP 11, 170 (2012),
arXiv:1210.2423 [hep-th].
[17] G. V. Dunne and M. Un-
sal, Phys. Rev. D87, 025015 (2013),
arXiv:1210.3646 [hep-th].
[18] T. Fujimori, S. Kamata, T. Misumi,
M. Nitta, and N. Sakai, JHEP 02, 190 (2019),
arXiv:1810.03768 [hep-th].
[19] K. Ishikawa, O. Morikawa, A. Nakayama, K. Shi-
bata, H. Suzuki, and H. Takaura, (2019),
arXiv:1908.00373 [hep-th].
[20] K. Ishikawa, O. Morikawa, K. Shibata, H. Suzuki, and
H. Takaura, (2019), arXiv:1909.09579 [hep-th].
[21] E. Itou, JHEP 05, 093 (2019),
arXiv:1811.05708 [hep-th].
[22] M. Marin˜o, Fortsch. Phys. 62, 455 (2014),
arXiv:1206.6272 [hep-th].
[23] I. Aniceto, G. Basar, and R. Schiappa,
Phys. Rept. 809, 1 (2019), arXiv:1802.10441 [hep-th].
[24] M. Beneke, Phys. Rept. 317, 1 (1999),
arXiv:hep-ph/9807443 [hep-ph].
[25] C. Bauer, G. S. Bali, and A. Pineda,
Phys. Rev. Lett. 108, 242002 (2012),
arXiv:1111.3946 [hep-ph].
[26] G. S. Bali, C. Bauer, and
A. Pineda, Phys. Rev. D89, 054505 (2014),
arXiv:1401.7999 [hep-ph].
[27] M. Marino and T. Reis, (2019),
arXiv:1909.12134 [hep-th].
