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Abstract— We propose a compartmental lateral inhibition
system that generates contrasting patterns of gene expression
between neighboring compartments. The system consists of a
set of compartments interconnected by channels. Each compart-
ment contains a colony of cells that produce diffusible molecules
to be detected by the neighboring colony, and each cell is
equipped with an inhibitory circuit that reduces its production
when the detected signal is stronger. We develop a technique
to analyze the steady-state patterns emerging from this lateral
inhibition system and apply it to a specific implementation.
The analysis shows that the proposed system indeed exhibits
contrasting patterns within realistic parameter ranges.
I. INTRODUCTION
Multicellular developmental processes rely on spatial
patterning to initiate differentiation [1], [2]. Commonly-
studied methods of pattern formation include diffusion-
driven instability [3], [4], [5], gradient or density detection
[6], [7], locally-synchronized oscillators [8], and lateral
inhibition [9], [10], [11]. Lateral inhibition is a mechanism
where cell-to-cell signaling induces neighboring cells to
compete and diverge into sharply contrasting fates, enabling
developmental processes such as segmentation or boundary
formation [12]. The best-known example of lateral inhibition
is the Notch pathway in Metazoans where membrane bound
Delta ligands bind to the Notch receptors on the neighboring
cells. This binding releases the Notch intracellular domain
in the neighbors, which then inhibits their Delta ligand
production [13], [10], [14], [15]. Recent discoveries have
shown that lateral inhibition is not limited to complex
organisms: a contact-dependent inhibition (CDI) system has
been identified in E. coli where delivery via membrane-
bound proteins of the C-terminus of the gene cdiA causes
down regulation of metabolism [16], [17], [18]. Despite the
vigorous research on elucidating natural pathways such as
Notch and CDI, a synthetic lateral inhibition system for
pattern formation has not been developed.
In this paper, we propose a compartmental lateral inhibi-
tion system that is able to spontaneously generate contrasting
patterns between neighboring compartments. Our system
consists of a set of compartments interconnected by channels
as in Figure 1. In each compartment, we place a colony
of cells that produce diffusible molecules to be detected
by the neighboring colony. We equip each cell with an
inhibitory circuit that reacts to the detected signal, i.e., the
more diffusible molecules are detected in one compartment,
the less production in that colony. To prevent auto-inhibition,
we use two orthogonal diffusible quorum sensing molecules
[19] and design two inhibitory circuits each of which detects
only one type of molecule and produces the other type. In
the examples of Figure 1, cells of type A produce a diffusible
molecule X that is only detectable by cells of type B, and
cells of type B produce a diffusible molecule Y which is
only detectable by A.
A1 B3
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Fig. 1. Compartmental lateral inhibition system with cells of type A and
B, where contrasting patterns between neighboring compartments emerge.
In each compartment Ai (Bi) we place a colony with cells of type A (B)
that communicate through channels. Each cell type can only detect signaling
molecules produced by the other type, preventing auto-inhibition.
To derive conditions under which this system will exhibit
contrasting patterns, we define the cell network as a graph
where each compartment corresponds to a vertex. The
diffusion of molecules between two compartments occurs
through the channels and is represented by the graph edges.
We model the diffusion with a compartmental model, and
represent the compartment-to-compartment communication
by the Laplacian matrix of the weighted graph. The edge
weights depend on the distance between the compartments
and the diffusivity of the quorum sensing molecules. We
then use the graph-theoretic notion of equitable partition to
ascertain the existence of contrasting steady-state patterns.
Equitable partitions reduce the steady-state analysis to
finding the fixed-points of a scalar map, and each fixed-
point represents a steady-state where all the compartments
of the same type have the same final value. We also show
that the slope of the scalar map at each fixed-point provides
a stability condition for the respective steady-states. Finally,
we propose and model a synthetic circuit with cells of type
A and B, which is currently under implementation, and
apply our analysis to show that it is capable of patterning.
Graph theoretical results have been used in the analysis of
patterning by lateral inhibition in our recent work [15], [20].
However, these references addressed a contact inhibition
model for networks of identical cells, whereas the present
paper allows two cell types which is critical for avoiding
auto-inhibition in practice.
Reaction-diffusion mechanisms have been widely used in
the past to achieve spatial pattern generation with synthetic
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systems; mostly relying on one-way communication achieved
through either the external spatio-temporal manipulation of
the cell’s chemical environment [21], [22], [23], the precise
positioning of cells containing different gene networks which
secrete or respond to diffusible signals [6], [24], or the
interplay between cell growth and gene expression [25].
A two-way communication mechanism using orthogonal
quorum sensing systems has been employed to demonstrate
a predator-prey system in [26]. Unlike these results, this
paper achieves spatial patterning by lateral inhibition by
using orthogonal quorum sensing systems and by positioning
colonies of cells inside compartments that are connected by
channels.
II. AN ANALYTICAL TEST FOR PATTERNING
A. Composing a Compartmental Lateral Inhibition Model
We propose a network of NA compartments of type
A and NB compartments of type B that communicate
through diffusible molecules. Each cell of type A produces
diffusible species X , and only cells of type B are equipped
with a receiver species that binds to X and forms a
receiver complex. Similarly, the diffusible species Y is
produced by cells of type B and detected by cells of type
A. We represent the dynamics in each cell type with three
modules: the transmitter module where species X (or Y )
are produced and released; the receiver module where Y (or
X) is detected, and an inhibitory module which inhibits the
transmitter activity in the presence of the receiver complex.
To facilitate the analysis, we separate the transmitter
module of A and receiver module of B, and merge them
into a “transceiver” for the diffusible species X , which
also includes the diffusion process. Similarly, the transceiver
block of Y is composed by the transmitter module of B and
the receiver module of A. The cell network is represented
in Figure 2. Each compartment is represented with a block
labeled HA or HB , corresponding to the inhibitory circuit of
types A and B, respectively. The concentration of the auto-
inducer for the production of X (respectively, Y ) is denoted
by yA (yB), and RA (RB) is the concentration of the receiver
complex, result from the binding of Y (X) to the receiver
protein.
HA
HA
b
b
b
HB
HB
b
b
b
tx/rx
B→A
tx/rx
B←A
RA yA
RByB
Fig. 2. Cell network with two types of compartments A and B com-
municating through diffusion. For each type of diffusible species, the
transceiver includes the dynamics of the transmitter modules on the sender
compartments, the receiver modules on the detection compartments, and the
diffusion process.
The transceiver blocks incorporate diffusion in an ordinary
differential equation compartmental model that describes the
concentrations of the diffusible species at each compartment.
We define an undirected graph G = G(V,E) where each
element of the set of vertices V represents one compartment,
and each edge (i, j) ∈ E represents a channel between
compartments i and j. For each edge (i, j) ∈ E we define
a weight dij = dji (and dij = 0 if compartments i and j
are not connected). The constant dij is proportional to the
diffusivity of the species and inversely proportional to the
square of the distance between compartments i and j. We
define the weighted Laplacian of the graph to be:
{L}ij =
{
−∑Nj=1 dij if i = j
dij if i 6= j.
(1)
The dynamical model of the transceiver tx/rx for X is then
represented by:
tx/rxA→B :

[
X˙A
X˙B
]
=
[
ΓX(XA, yA)
ΦX(XB , RB)
]
+ L
[
XA
XB
]
R˙B = ΨX(XB , RB),
(2)
where XA ∈ RNA≥0 represents the concentration of species
X in compartments A due to production, XB ∈ RNB≥0
the concentration of species X at compartment B due to
diffusion, and RB ∈ RNB≥0 the concentration of complexes
at compartment B formed by the binding of species X
with a receiver molecule. The functions ΓX(·, ·) ∈ RNA≥0 ,
ΦX(·, ·) ∈ RNB≥0 , and ΨX(·, ·) ∈ RNB≥0 are concatenations of
the decoupled elements γiX(X
i
A, u
i)∈R≥0, i= 1, ..., NA,
φjX(X
j
B , R
j
B)∈R≥0 and ψjX(XjB , RjB)∈R≥0, j=1, ..., NB ,
and assumed to be continuously differentiable. The
transceiver tx/rxB→A for Y is defined similarly, by
changing X to Y and switching indices A with B in (2).
Assumption 2.1: For each constant input y∗A ∈ RNA≥0 (and
y∗B ∈ RNB≥0 ), the system (2) has a globally asymptotically
stable steady-state (X∗A, X
∗
B , R
∗
B), which is an hyperbolic
equilibrium, i.e., the Jacobian has no eigenvalues on the
imaginary axis. Furthermore, there exist positive and increas-
ing functions T tx/rxAB : R
NA
≥0 → RNB≥0 and T tx/rxBA : RNB≥0 → RNA≥0
such that
R∗B := T
tx/rx
AB (y
∗
A), and R
∗
A := T
tx/rx
BA (y
∗
B). (3)

The increasing property of these maps is meaningful, since
a higher input of the auto-inducer leads to more production
and, thus, more detection on the receiver side.
Next, we represent the blocks Hik, i = 1, ..., N of type
k ∈ {A,B} with models of the form:
Hik :
{
x˙i = fk(xi, ui)
yi = hk(xi),
(4)
where xi ∈ Rn≥0 describes the vector of reactant
concentrations in compartment i, yi ∈ R≥0 is the output of
compartment i (in this context, the concentration of an auto-
inducer synthase), and ui ∈ R≥0 is the input of compartment
i (the concentration of the receiver complex). We denote
xk = [x
T
1 , ..., x
T
Nk
]T ∈ RnNk≥0 , uk = [u1, ..., uNk ]T ∈ RNk≥0 ,
and yk = [y1, ..., yNk ]
T ∈ RNk≥0 , k ∈ {A,B}.
We assume that fk(·, ·) and hk(·) are continuously differ-
entiable and further satisfy the following properties:
Assumption 2.2: For k ∈ {A,B} and each constant input
u∗ ∈ R≥0, the system (4) has a globally asymptotically
stable steady-state
x∗ := Sk(u∗), (5)
which is an hyperbolic equilibrium. Furthermore, the maps
Sk : R≥0 → Rn≥0 and Tk : Rn≥0 → R≥0, defined as:
Tk(·) := hk(Sk(·)), (6)
are continuously differentiable, and Tk(·) is a positive,
bounded and decreasing function. 
The decreasing property of Tk(·) is consistent with the lateral
inhibition feature, since a higher input in one cell leads to
lower output values.
B. When do Contrasting Patterns Emerge?
We now present a method to find steady-state patterns for
the system defined by (4)-(2). Let zA ∈ RNA≥0 and zB ∈ RNB≥0
be a steady-state for yA and yB , respectively. Then, zA and
zB must satisfy the following:{
zA = TA(T
tx/rx
BA (TB(T
tx/rx
AB (zA))))
zB = TB(T
tx/rx
AB (TA(T
tx/rx
BA (zB))))
(7)
where
TA(uA) = [TA(u
1
A), ..., TA(u
NA
A )]
T : RNA≥0 → RNA≥0 ,
TB(uB) = [TB(u
1
B), ..., TB(u
NB
B )]
T : RNB≥0 → RNB≥0 .
Given Assumptions 2.1 and 2.2, a steady-state for yA and yB
is sufficient to conclude the existence of a steady state for the
full system defined by (2)-(4). Our goal is to determine when
zA and zB exhibit sharply contrasting values, indicating an
on/off pattern.
To reduce the dimension of the maps defined in (7), we
use the notion of equitable partition from graph theory [27,
section 9.3]. For a weighted and undirected graph G(V,E),
with a Laplacian matrix L as defined in (1), a partition of the
vertex set V into classes O1, ..., Or is said to be equitable
if there exists dij i, j = 1, ..., r, such that∑
v∈Oj
duv = dij ∀u ∈ Oi, i 6= j. (8)
This means that the sum of the edge weights from a vertex
in a class Oi into all the vertices in a class Oj (i 6= j) is
invariant of the choice of the vertex in class Oi. We let the
quotient Laplacian L ∈ Rr×r be formed by the off-diagonal
entries dij , and
{
L
}
ii
= {L}ii = −
∑r
j=1,j 6=i dij .
Assumption 2.3: The partition of the compartments V into
the classes OA and OB of type A and B, respectively, is
equitable. 
This assumption implies that the total incoming edge weight
of the species X is the same for all the compartments
of type B, and the total incoming edge weight of the
species Y is the same for all the compartments of type
A. For example, the network on the left side of Figure
1 is equitable with respect to the classes OA and OB if
d13 + d14 = d23 + d24 and d13 + d23 = d14 + d24, which
implies d13 = d24 and d23 = d14. Since the edge weights
dij are inversely proportional to the square of the distance,
this means that opposite channels must have the same
length, thus exhibiting a parallelogram geometry.
Assumption 2.3 allows us to search for solutions to (7)
where the compartments of the same type have the same
steady-state, i.e.,
z = [zA, ..., zA, zB , ..., zB ]
T = [zA1
T
NA , zB1
T
NB ]
T (9)
where zA ∈ R≥0 and zB ∈ R≥0. This means that the
transceiver input-output maps become decoupled and
R∗B = TAB(zA), where TAB(zA) = TAB(zA)1NB , with
TAB : R≥0 → R≥0; and similarly for T tx/rxBA (·) with the map
TBA : R≥0 → R≥0. Note that the diffusion coefficients are
implicit in the maps TAB(·) and TBA(·).
The steady-states (9) must satisfy the following reduced
system of equations:{
zA = TA(TBA(TB(TAB(zA)))) , TA(zA)
zB = TB(TAB(TA(TBA(zB)))) , TB(zB)
, (10)
where TA(·) : R≥0 → R≥0 and TB(·) : R≥0 → R≥0.
The solutions of the scalar equations in (10) are solutions
of the coupled system of NA (and NB) equations in (7).
Furthermore, it is sufficient to study the solution of one of the
equations in (10): if z˜A is a solution to the top equation, then
z˜B , TB(TAB(z˜A)) is a solution to the second equation. The
derivative of these two functions at the fixed points z˜A and
z˜B , TB(TAB(z˜A)) is the same and given by
dTA
dzA
∣∣∣∣
z˜A
=T ′AB(z˜A)T
′
B(TAB(z˜A))T
′
BA(z˜B)T
′
A(TBA(z˜B))=
dTB
dzB
∣∣∣∣
z˜B
,
(11)
where T ′(zk) , dTdz
∣∣
z=zk
.
TA(z)
TB(z)
y
=
z
z(a)
TA(z)y
=
z
z(b)
Fig. 3. Typical shapes of input-output maps TA(·) and TB(·): (a) In this
case, the unique pair of fixed points (orange circles) is near-homogenous
and no contrasting patterns emerge; (b) In this case, there exist three pairs
of fixed points (orange circle, green square, and blue triangle), and the two
extra solutions represent contrasting steady-state patterns.
From Assumptions 2.2 and 2.1, the input-output transfer
maps TA(·) and TB(·) are decreasing and bounded, whereas
TBA(·) and TAB(·) are increasing. Since TA(·) and
TB(·) in (10) are compositions of these four maps, they
are positive, increasing and bounded functions. Figure 3
illustrates typical shapes of the input-output maps TA(·) and
TB(·). In 3(a) there exists only one solution pair (orange
circles). This is a near-homogeneous steady-state, where the
discrepancy between z˜A and z˜B is due only to nonidentical
TA(·) and TB(·). In Figure 3(b) we see three fixed points:
the middle solution pair (near-homogenous steady-state),
the largest fixed point in TA(·) (blue triangle), and the
smallest fixed point in TA(·) (green square). The latter two
have a corresponding opposite fixed-point pair in TB(·),
and therefore represent a contrasting steady-state pattern.
It is important to note that a contrasting pattern emerges
when the near-homogenous steady-state has a slope larger
than 1 as in Figure 3(b), that is:
T ′AB(z˜A)T
′
B (TAB(z˜A))T
′
BA(z˜B)T
′
A (TBA(z˜B)) > 1. (12)
Indeed, due to the boundedness and strictly increasing prop-
erties of the map TA(·), there must exist at least two
other fixed point pairs of (10), (z∗A, z
∗
B,TB(TAB(z∗A))) and
(z∗∗A , z
∗∗
B ) for which
(z∗A>z˜A and z
∗
B<z˜B) (z
∗∗
A <z˜A and z
∗∗
B >z˜B). (13)
In the next section, we show that (12) implies that the near-
homogenous steady-state becomes unstable, setting the stage
for contrasting patterns to emerge. Thus, (12) provides a pa-
rameter tuning principle and is instrumental in characterizing
the parameter ranges for patterning in Section IV.
III. CONVERGENCE TO CONTRASTING PATTERNS
To analyze convergence to the steady-state patterns in (10),
we employ monotonicity assumptions. A monotone system is
one that preserves a partial ordering of the initial conditions
as the solutions evolve in time, and a partial ordering is
defined with respect to a positivity cone in the Euclidean
space that is closed, convex, pointed (K ∩ (−K) = {0}),
and has nonempty interior. In such a cone, x  xˆ means
xˆ − x ∈ K. Given the positivity cones KU , KY , KX for
the input, output, and state spaces, the system x˙ = f(x, u),
y = h(x) is said to be monotone if x(0)  xˆ(0) and u(t) 
uˆ(t) for all t ≥ 0 imply that the resulting solutions satisfy
x(t)  xˆ(t) for all t ≥ 0, and the output map is such that
x  xˆ implies h(x)  h(xˆ) [28].
Assumption 3.1: The system tx/rxA→B in (2) is monotone
with respect to KU=RNA≥0 , KY =R
NB
≥0 , and K
X=RN+NB≥0 .
Similarly tx/rxB→A is monotone with respect to KU=RNB≥0 ,
KY =RNA≥0 , and KX=R
N+NA
≥0 . 
Assumption 3.2: The systems HA and HB in (4) are
monotone with respect to KU=−KY =R≥0, and KX=K,
where K is some positivity cone in R. 
These monotonicity assumptions are consistent with As-
sumptions 2.1 and 2.2, as they imply the increasing property
of the input-output maps T tx/rxBA (·) and T tx/rxAB (·) and the
decreasing behavior of TA(·) and TB(·). We now state a
stability result for solutions restricted to the steady-state
solutions described by (10).
Theorem 3.3: Consider the network (2)-(4) and suppose
Assumptions 2.1, 2.2, 3.1 and 3.2 hold. Let the partition of
the compartments into the classes OA and OB be equitable.
Then the steady-state described by (10) is asymptotically
stable if
T ′AB(z˜A)T
′
B (TAB(z˜A))T
′
BA(z˜B)T
′
A (TBA(z˜B)) < 1, (14)
and unstable if (12) holds. 
See the Appendix for a proof of this Theorem.
IV. SYNTHETIC LATERAL INHIBITION CIRCUIT
We propose a lateral inhibition circuit with two types
of compartments as described above. The diffusible
species are two acyl-homoserine lactones (AHL), namely
C10HSL and 3OC6HSL, while the two receiver proteins
are LuxR-G2E-R67M and LuxR, respectively. This choice
guarantees that the AHL/LuxR pairs interact orthogonally
with each other [19]. To keep the notation used in the
previous section, we denote C10HSL by X , 3OC6HSL by
Y , and the complexes LuxR-G2E-R67M-C10HSL by RB ,
and LuxR-3OC6HSL by RA.
In Figure 4 we represent the synthetic circuit for each
cell of type A (left) and B (right). We use the luxI/luxR
(and bviI/luxR-g2e-r67m) genes as auto-inducer synthase and
receptor, the auto-inducer luxI (bviI), which is transcribed
by PLtetO-1, translates LuxI (BviI) which is responsible for
the production of X or Y . The receptor proteins, variants of
LuxR, in each compartment, detect and bind to the X and Y
received, forming the complexes RB and RA, respectively.
The RB (RA) complex induces the production of the protein
TetR and inhibition occurs when TetR represses the promot-
ers PLtetO-1, thus inhibiting the production of LuxI (BviI).
We use red fluorescence protein (RFP) as reporters for each
compartment, which are induced by RA (or RB).
TetR
SAM C10HSL
BviI
tetR rfp
PLuxI
bviI
PLtetO-1
luxR
PConst
LuxR 3OC6HSL TetR
SAM3OC6HSL
LuxI
tetRrfp
PLuxI
luxI
PLtetO-1
luxR-g2e-r67m
PConst
Cell Type BCell Type A
LuxR-G2E-R67M
C10HSL
Fig. 4. Diagram of the synthetic lateral inhibition circuit under implemen-
tation, using two orthogonal AHL/LuxR pairs: C10HSL/LuxR-G2E-R67M
and 3OC6HSL/LuxR.
We study the following equations for this network,
grouped into the transceiver blocks and the inhibitory cell
circuits as defined in the Section II. The model for the
inhibitory circuit of cell type A is:
HiA :

d
dt
miTY = VPLuxINPLuxIC
(
1
1+(KRA/R
i
A
)nRA
+ `PLuxI
)
+
− γmTmiTY
d
dt
piTY = Tm
i
TY
− γT piTY
d
dt
miIX = VPLtetO-1NPLtetO-1C
(
1
1+(pi
TY
/KT )
nT
+ `PLtetO-1
)
+
− γmIXmiIX
d
dt
piIX = IXm
i
IX
− γIXpiIX
(15)
where mk is the mRNAk concentration and pk the protein
concentration (with subscripts T for TetR and I for LuxI);
γk the degradation rate; k the translation rate; Vk the
transcriptional velocity rate; Nk the copy number; C the
concentration (in M ) of a single molecule in a cell; `k the
leakage rate; Kk the dissociation constant; while nRA and
nT represent the cooperativity.
For the dynamics of the transceiver of X , we consider
XiA, i = 1, ..., NA to be the concentration of species X
at compartment i of type A, and XjB , j = 1, ..., NB the
concentration of species X at compartment j of type B. Let
[XT , RTB ] be the transceiver state, with X = [X
T
A , X
T
B ]
T =
[X1A, ..., X
NA
A , X
1
B , ..., X
NB
B ]
T and RB = [R1B , ..., R
NB
B ]
T .
The transceiver dynamics are:
tx/rxA→B:

d
dt
XiA = νp
i
IX
− γXXiA + LiX
d
dt
XjB = −konXjB(pRX −RjB) + koffRjB+
− γXXjB + Lj+NAX
d
dt
RjB = konX
j
B(pRX −RjB)− koffRjB ,
(16)
for i = 1, ..., NA, j = 1, ..., NB , where Li corresponds to
the row i of the Laplacian matrix, pRk is the constitutive
concentration of total LuxR (bound and unbound), kon/koff
are the binding rates, and ν is the generation rate of AHL.
The dynamics for the inhibitory circuit of cell type B and
for the transceiver tx/rxB→A are obtained similarly, by
changing the indices appropriately.
Next, we analyze the range of parameters where patterning
occurs. To analyze the steady-states of the network above,
note that both HA and tx/rxA→B (HB and tx/rxB→A) meet
the Assumptions in 2.2, 3.2 and 2.1, 3.1, respectively. From
(15), for each constant input Ri∗A , there is only one steady-
state solution (mi∗TY , p
i∗
TY
,mi∗IX , p
i∗
IX
), which is a globally
asymptotically stable hyperbolic equilibrium, due to the
lower triangular structure of (15) with bounded nonlinear-
ities. Furthermore, the static input-output map is decreasing:
T iA(R
i∗
A ) = K1
 1
1+
(
K2
KT
(
1
1+(KRA/R
i∗
A
)nRA
+`PLuxI
))nT +`PLtetO-1
,
(17)
where
K1=
IX
γIX
VPLtetO-1NPLtetO-1C
γmIX
and K2=
T
γT
VPLuxINPLuxIC
γmT
(M).
The subsystem is monotone with respect to
KU=−KY=R≥0, K={x∈R4|x1≥0, x2≥0, x3≤0, x4≤0}
[15, Lemma 4].
As for the transceiver tx/rxA→B in (16), we see that in
steady-state, for a constant input p∗IX ∈ RNA , the dynamic
equations for RB become zero, which implies that the first
terms of the dynamical equations for XB are also zero.
Therefore, due to the linearity of the remainder terms, there
exists a unique solution for [X∗TA , X
∗T
B ]
T :[
X∗A
X∗B
]
= (−L+ γXIN )−1
[
νp∗IX
0NB
]
. (18)
The inverse of (−L + γXIN ) exists since −L is a positive
semidefinite matrix (property of Laplacian matrices). The
single solution for the steady-state of RiB is given by
Ri∗B =
pRX
1 +
koff
kon
1
Xi∗
B
, (19)
where Xi∗B is as in (18). Note that the static input-output
map T tx/rxAB (p
i∗
IX
) is positive and increasing, because (−L+
γXIN ) is a positive definite matrix with nonpositive off-
diagonal elements, and thus its inverse is a positive matrix
(i.e., all elements are positive) [29, Theorem 6.2.3]. Finally,
to conclude that these steady-states are asymptotically stable
and hyperbolic, we write the Jacobian of the transceiver as:
J =
 L− γXIN 00
0 0 0
+
 0 0 00 −DRB DXB
0 DRB −DXB
 , (20)
where DRB and DXB are diagonal matrices with elements
{DRB}ii = kon(pRX−Ri∗B ) and {DXB}ii = konXi∗B +koff ,
i = 1, ..., NB . The matrix J has negative diagonal terms
and nonnegative off-diagonal terms, and there exists a D
such that the column sum of DJD−1 are all negative for all
states in the nonnegative orthant1. Note that this implies that
the matrix measure of DJD−1 with respect to the one-norm
is negative [30, Chapter 2], and µD(J) = µ1(DJD−1)<0.
This is a contraction property with respect to the weighted
one-norm; therefore, for each constant input, the steady-state
is globally asymptotically stable [31]. Moreover, it is an
hyperbolic equilibrium since Re{λk(J)}≤µ(J)<0 [30].
The transceiver is monotone with respect to the cones in
Assumption 3.1 since the Jacobian off-diagonal terms are
all positive and the dependence on the input variable pIX is
positive [28].
To find stable steady-state patterns where all the com-
partments of the same type have the same final value,
let the network be an equitable graph G with respect to
the compartment types. The transceiver input-output map
decouples into the scalar maps,
TAB(z˜A) =
1
1 +
koff
kon
γX(γX+dAB+dBA)
dBAν
1
z˜A
, (21)
where dAB and dBA are as in (8). As discussed in the
previous section, we look for the steady-states that are fixed
points of TA(·) and TB(·).
The reaction parameters used for the analysis are
displayed in Table I in the Appendix, and are similar to
the parameters suggested in [5]. We assume that the two
orthogonal types of AHL have similar induction and binding
reception parameters, and thus consider both cell types to
have the same parameter values. In this particular case, the
maps TA(·) and TB(·) are identical, and when there exist
three fixed-points as in Figure 3(b), the middle solution
pair is the same for A and B (i.e., z˜A = z˜B). The slope of
these maps at the fixed points depends on the edge weights
1choose D = diag{1, ..., 1︸ ︷︷ ︸
N times
, k, ..., k︸ ︷︷ ︸
NB times
}, with 1 < k < 1 + γX
konpRX
dij and constitutive concentration of total LuxR pRi , which
are tunable parameters. As discussed next, dij can be tuned
by changing the channels’ length, and pRi can be tuned by
changing the strength of the constitutive promoter.
When each compartment is a square of side w, and the
channel connecting the compartments be of length lij and
width w, the edge weight is, by [32]:
dij =
DAHL
lijw
= k
DAHL
l2ij
. (22)
Here we let the width be a factor k of the length, i.e.
w = l/k. In the laboratory, we intend to fill the channel
and compartments with agar and pipette one colony in each
compartment. As the agar solidifies, a thin layer of water
is formed on its surface. The AHL diffusion occurs on the
agar surface. Although the cells remain on the agar surface,
the AHL diffusion occurs through the agar as well, but we
assume this to be negligible in comparison with the diffusion
on the surface. We consider the diffusivity coefficient for
AHL in water at 25◦C [33]: DAHL,25◦C = 4.9×10−10m2/s.
As an illustration of the patterning condition (12), consider
now two compartments connected by one channel, one
compartment of type A and the other of type B. We assess
the slope of the scalar input-output maps by varying the
channel length l12 and the constitutive concentration of pRi .
Figure 5 maps the regions over the pairs (pRi , l12) where
contrasting patterns emerge. We obtain patterning within a
wide range of realistic values of pRi . At the extreme values,
if the concentration of pRi is too low, the detection ability of
each cell is affected, which leads to a low concentration of
the complex AHL-LuxR, and since no cell is being inhibited
(fluorescence reporters are low) contrasting patterning does
not occur. When pRi is too high, the cells are too sensitive to
the reception of any leakage AHL, and therefore are inhibited
(fluorescence reporters high) and no contrasting patterning
occurs.
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Fig. 5. Patterning (yellow) vs. Non-Patterning (dark red) region, for
varying pRi and l12.
There is also a limit on the length of the channel for
the emergence of contrasting patterns (Figure 5). In imple-
mentation, we expect a stricter limit on the length of the
channel since the compartmental model does not account for
degradation of AHL along the channels. For validation, we
have implemented the compartment network in COMSOL,
a finite element analysis, solver and simulation software
for multi-physics applications, which allows for coupled
systems of partial differential equations (PDEs) with complex
geometry. In COMSOL, we define the geometry of the
channel and the compartments, and only allow AHL to
diffuse through the channel. For the values of pRi studied,
we have seen a cap on patterning for lengths no larger
than 5 mm. Due to degradation along the channel, only
a small portion of the AHL actually reaches the opposite
compartment. Although the ODE model does not account
for this, for shorter channels (≤ 3mm), we compute a
degradation correction factor for the ODE compartmental
model that compensates for the extra degradation along the
channel. In these regimes, we obtain an accurate steady-state
and dynamical match between the ODE model and the PDE
COMSOL model, see Figure 6.
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Fig. 6. Result comparison between ODE model, in MATLAB, and PDE
model, in COMSOL (with pRi = 5×10−7 and l12 = 500µm). Note that
both models converge to the same steady-state, with a similar time constant
(∼22hrs vs. ∼19hrs, respectively).
V. CONCLUSIONS
In addition to the current effort to implement this design
in the laboratory, several analytical problems remain for
future research: we will explore the stochastic patterning
behavior of these networks, due to the inherent stochastic
nature of biochemical reactions and diffusion; and will also
investigate a perturbation analysis for the emerging patterns
in networks where small variations to the channels’ lengths
exist, resulting in quasi-equitable graphs.
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APPENDIX
To prove Theorem 3.3, we first use the result that the
compartmental network (2)-(4) is monotone.
Lemma 5.1: If monotonicity Assumptions 3.1 and 3.2
hold, then the network (2)-(4) is monotone. 
We skip this derivation due to space constraints. The
main idea of the proof follows similarly to [15, Theorem
3], we can represent the network as a unitary positive
feedback interconnection of a monotone system where
the inputs and outputs are ordered with respect to the
same positivity cone. Note the network is a cascade of an
“anti-monotone” system (HA composed with tx/rxA→B)
with another “anti-monotone” system (HB composed with
tx/rxB→A), thus the composite system is monotone with the
same input and output ordering, KU = KY = RNA≥0 and
KX = KNA×RN+NB≤0 ×{−K}NB×RN+NA≥0 .
Since the network is monotone, we know from [34,
Lemma 6.4] that the linearized system around the steady-
state is also monotone with respect to the same positivity
cones. Furthermore, [35, Theorem 2] shows that for a linear
system x˙ = Ax + Bu and y = Cx that is monotone with
respect to the cones KU=KY , KX , and Hurwitz matrix
A, the following equivalence holds: A + BC is Hurwitz if
and only if −(I + CA−1B) is Hurwitz. Therefore, we can
prove stability of the positive feedback monotone system
from the “dc-gain” of the open loop system.
Proof of Theorem 3.3: The linearization of the full network
(2)-(4) about the steady state is given by:
AA⊗INA 0 0 (BA⊗INA )CBA
BAB(CA⊗INA ) AAB 0 0
0 (BB⊗INB )CAB AB⊗INB 0
0 0 BBA(CB⊗INB ) ABA
,
(23)
where matrices AA ∈ Rn×n, BA ∈ Rn×1, CA ∈ R1×n
are associated with the linearization of HA; and matrices
AAB ∈ R(NA+2NB)×(NA+2NB), BAB ∈ R(NA+2NB)×NA ,
CAB ∈ RNB×(NA+2NB) are the linearization matrices of the
transceiver tx/rxA→B . For the transceiver, the linearization
matrices are of the form:
AAB =
 LAB 00
0 0 0
+
 ∂Γx 0 00 ∂Φx ∂ΦR
0 ∂Ψx ∂ΨR
 ,
and with
BAB =
[
∂Γu 0NB×NA 0NB×NA
]T
,
CAB =
[
0NB×NA 0NB×NB INB
]
,
where due to the structure of the steady state,
∂Γx = ∂γXINA with ∂γX ,
∂γiX
∂XiA
|x˜A , and similarly
the matrices ∂Φx, ∂ΦR, ∂Ψx, ∂ΨR, and ∂Γu, are diagonal
with constants ∂φx, ∂φR, ∂ψx, ∂ψR and ∂γu, respectively.
The matrix LAB is the Laplacian matrix of the network
when labeling first the nodes of type A.
Due to the monotonicity property of the network proved
in Lemma 5.1, the proof follows as discussed above, and
in a similar way to [15, Proof of Theorem 2]. We write
(23) as a unitary positive feedback system: A + BC where
C= [0 0 0 CAB ], B=
[
BA⊗ITNA 0 0 0
]T
, and A is the block
triangular matrix defined in (23) except for the block
(BA⊗INA)CBA, which is replaced by 0 ∈ RnNA×(NB+2NA).
Then, since the network is monotone with respect to the
same input and output cones, we conclude stability from
−(I + CA−1B). First note that:
CA−1B =
= −CBAA−1BABBA(CBA−1B BB⊗INB )CABA−1ABBAB(CAA−1A BA⊗INA )
= −T ′A(TBA(z˜B))T ′B(TAB(z˜A))(CBAA−1BABBA)(CABA−1ABBAB),
where the second equality follows from a derivation similar
to [15] where T ′k(z˜) = −C z˜k(Az˜k)−1Bz˜k is the static input-
output map for each block at steady-state z˜, and Cj , Aj , Bj
are the linearization matrices of each block at z˜, we drop the
superscripts z˜ to simplify the notation. Assumptions 2.1 and
2.2 guarantee that A−1j exists and that A is nonsingular.
For the final step, we use the equitability assump-
tion on the partition defined by the classes OA and
OB to derive the largest eigenvalue of the matrix
(CBAA
−1
BABBACABA
−1
ABBAB) ∈ RNB×NB , and therefore
the stability of the matrix −(I + CA−1B).
Claim 5.2: The largest eigenvalue of the
matrix (CBAA−1BABBACABA
−1
ABBAB) is given by
(CBAA
−1
BABBACABA
−1
ABBAB) with eigenvector 1NA ,
where
AAB =
 LAB 00
0 0 0
+
 ∂γx 0 00 ∂φx ∂φR
0 ∂ψx ∂ψR
 ,
and with
BAB =
[
∂γu 0 0
]T
, CAB =
[
0 0 1
]
,
where AAB ∈ R3×3, LAB ∈ R2×2 is the quotient Laplacian,
CAB ∈ R1×3, and BAB ∈ R3×1; and by appropriate change
of subscripts the same follows for the matrices AAB , BAB
and CAB . 
The theorem follows from this claim because T ′AB(z˜A) =
−CABA−1ABBAB , and thus the largest eigenvalue of CA−1B
is given by T ′A(TBA(z˜B))T
′
B(TAB(z˜A))T
′
AB(z˜A)T
′
BA(z˜B).
Therefore, when inequality (14) holds the matrix −(I +
CA−1B) is Hurwitz and the steady-state is asymptotically
stable. If the condition (12) holds, −(I + CA−1B) has a
positive eigenvalue and the steady-state is unstable.
Proof of Claim: First note that due to equitability of the
compartmental network, we can construct matrices QAB ∈
R(NA+2NB)×3 where
QAB =
[
1 ... 1 0 ... 0 0 ... 0
0 ... 0 1 ... 1 0 ... 0
0 ... 0 0 ... 0 1 ... 1
]T
,
︸ ︷︷ ︸
×NA
︸ ︷︷ ︸
×NB
︸ ︷︷ ︸
×NB
and similarly QBA ∈R(NB+2NA)×3 with appropriate dimen-
sions. Therefore, due to equitability LABQAB=QABLAB
and LBAQBA=QBALBA. Let P :=[Q R] where R
is a matrix in R(NA+2NB)×(NA+2NB−3) (or R ∈
R(NB+2NA)×(NB+2NA−3)) such that its columns, together
with those of Q, from a basis for RNA+2NB (or RNB+2NA ).
We conclude that, there exist matrices N and M such that
P−1ABAABPAB =
[
AAB N
0 M
]
, (24)
and similarly for ABA. Therefore,
CABA
−1
ABBAB1NA =
= (CABPAB)(P
−1
ABAABPAB)
−1(P−1ABBAB1NA)
=
[
CAB1NB S
] [ A−1AB U
0 V
] [
BAB
0
]
,
= CABA
−1
ABBAB1NB .
for some matrices S, U , and V with appropriate dimensions.
This implies that
CBAA
−1
BABBACABA
−1
ABBAB1NA =
= (CABA
−1
ABBAB)CBAA
−1
BABBA1NB
= (CBAA
−1
BABBACABA
−1
ABBAB)1NA
i.e., CBAA
−1
BABBACABA
−1
ABBAB = T
′
AB(z˜A)T
′
BA(z˜B) is
an eigenvalue of CBAA−1BABBACABA
−1
ABBAB with associ-
ated eigenvector 1NA . Note that this eigenvalue is positive
since the static input/output maps of the transceivers have
positive slope. Finally, we need to show that this is the
largest eigenvalue. Note that due to Assumption 3.1, the
transceivers’ input/output maps T tx/rxAB (z˜A)=−CABA−1ABBAB
and T tx/rxBA (z˜B)=−CBAA−1BABBA are nonnegative matrices
[28], and thus so is T tx/rxAB (z˜A)T
tx/rx
BA (z˜B), with no zero rows.
This concludes the proof of the claim since, by the Perron-
Frobenius Theorem [29], the eigenvalue with associated posi-
tive eigenvector 1NA , must be the largest positive eigenvalue.

TABLE I. Parameters used in simulations
Parameter Description Value Units
kon binding rate between LuxR and AHL 1e9 s-1M-1
koff dissociation rate between LuxR and AHL 50 s-1
pRi constitutive concentration of total LuxR variable M
d12 diffusion rate of AHL variable s-1
VPLuxI velocity rate of promoter PLuxI 0.26 s
-1
NPLuxI copy number of promoter PLuxI 5 1
C concentration of a single molecule in a cell 1.5e-9 M
KRA dissociation constant between pRA and PLuxI 1.5e-9 M
nRA cooperativity 2 1
`PLuxI leakage of promoter PLuxI 1/167 1
VPLtetO-1 velocity rate of promoter PLtetO-1 0.3 s
-1
NPLtetO-1 copy number of promoter PLtetO-1 5 1
KT dissociation constant between TetR and PLtetO-1 1.786e-10 M
nT cooperativity 2 1
`PLtetO-1 leakage of promoter PPLtetO-1 1/5050 1
γA rate of degradation of AHL 7.70e-4 s-1
γmT degradation constant of mRNA TetR 5.78e-3 s
-1
γT degradation constant of TetR 2.89e-4 s-1
γmI degradation constant of mRNA LuxI/BviI 5.78e-3 s
-1
γI degradation constant of LuxI/BviI 1.16e-3 s-1
T translation rate tetR 6.224e-6 s-1
I translation rate luxI/bviI 2.655e-5 s-1
ν generation rate of AHL 0.0135 s-1
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