Near-term quantum computers are likely to have small depths due to short coherence time and noisy gates, and thus a potential way to leverage these quantum devices is using a hybrid scheme that interleaves them with classical computers. For example, the quantum Fourier transform can be implemented by a hybrid of logarithmic-depth quantum circuits and a classical polynomial-time algorithm. Along the line, it seems possible that a general quantum computer may only be "polynomially" faster than a hybrid quantum-classical computer. Jozsa raised the question of whether BQP = BPP BQNC and conjectured that they are equal, where BQNC means poly log-depth quantum circuits. Nevertheless, Aaronson conjectured an oracle separation for these two classes, and gave a candidate. In this work, we prove Aaronson's conjecture for a different but related oracle problem. Our result also proves that Jozsa's conjecture fails relative to an oracle.
Introduction
Circuit depth may become an essential consideration when designing algorithms on near-term quantum computers. Quantum computers with more than 50 qubits have been realized recently [IBM17, Kel18] ; both the quantity and quality of the qubits are continually improving. These small quantum computers may be beyond the capabilities of the most powerful existing supercomputers in terms of brute-force simulation [Pre18] . However, with noisy gates and limited coherence time, these quantum computers are only able to operate for a short period. Hence the effective circuit depths of these quantum computers are limited, and this seems to be an essential bottleneck for quantum technologies.
Studies from a theoretical perspective indicate that small-depth quantum computers can demonstrate so-called "Quantum Supremacy" [AC17, TD02] , which means solving some computational problems that are intractable for classical computers. Terhal and DiVincenzo first showed that constant-depth quantum circuits can sample certain distributions that are intractable for classical computers under some plausible complexity conjecture [TD02] , which more recent work shows can be even the conjecture that the polynomial hierarchy (PH) is infinite. Aaronson and Chen showed that under a natural average-case hardness assumption, there exists a statistical test such that no polynomial-time classical algorithm can pass it, but a small-depth quantum circuit can [AC17] .
On the other hand, it is worth noting that the capability of constant-depth quantum computers is limited. Specifically, consider the standard setting where the composing gate set only includes one-and two-qubit gates. It is obvious that a small-depth quantum circuit cannot solve any classically intractable decision problem or even some classically easy problems, e.g., computing a parity may require additional classical computational resources. MBQC has been shown to be equivalent to the quantum circuit model [RB00] . Furthermore, Broadbent and Kashefi [BK09] proved that MBQC scheme computes the parity function in constant depth, whereas there is no constant-depth quantum circuit for computing the same function. Due to the limited coherence time and the noise in the grid, the depth of MBQC may still be limited in the near future. In this work, we also prove that relative to the same oracle, BQP O = (BQNC BPP ) O , where BQNC BPP can be viewed as the set of languages decided by d-depth MBQC.
Main results
We first define two hybrid models, which interleave d-depth quantum circuits and classical computers. The first scheme is the d-depth quantum-classical scheme (d-QC scheme), which is a generalized model for small-depth MBQC, and the second scheme is the d-depth classical-quantum scheme (d-CQ scheme), which characterizes the hybrid quantum-classical computation. Briefly, the d-QC scheme is based on a d-depth quantum circuit and can access some classical computational resources after each depth. The d-CQ scheme is based on a classical computer with access to some d-depth quantum circuits. We define BQNC BPP d to be the set of languages decided by d-QC schemes, and BPP BQNC d to be the set of languages decided by d-CQ schemes. (Formal definitions will be given in Section 3.)
The oracle problem is a variant of Simon's problem. Given a function f : Z n 2 → Z n 2 with the promise that there exists s ∈ Z n 2 such that f (x) = f (x ⊕ s) for x ∈ Z n 2 , Simon's problem is to find s [Sim94]. Simon's problem is easy for quantum-polynomial-time (QPT) algorithms but hard for all probabilistic-polynomial-time (PPT) algorithms; however, Simon's problem can be solved by a constant-depth quantum circuit with classical postprocessing. To devise a harder problem, we provide access to Simon's function only as a composition of random one-to-one functions f 0 , . . . , f d−1 and a two-to-one function f d such that f = f d • · · · • f 0 as shown in Fig. 1 . If a quantum circuit must query f 0 , . . . , f d in sequence to evaluate f , then a d-depth quantum circuit cannot solve this variant of Simon's problem via the standard approach, since it can only make at most d sequential queries but we have d + 1 random functions. Nevertheless, a cleverer approach that does not query the functions in sequence might exist. To rule out such an approach, we make it infeasible for the algorithm to access the domain of f i before the (i + 1)-th parallel queries. Specifically, we enlarge the domains of the random one-to-one functions f 0 , . . . , f d−1 , f d such that the original domains of these functions are hidden in larger domains. Therefore, to evaluate f i , one must find the original domain from the larger domain, and the success probability could be negligible. For clarity, we denote the original domain of f j as S j , the new larger domain as S (0) j , and |S j |/|S
The oracle we now consider is as follows: Let f be a random Simon's function. In defining the oracle, we first choose a sequence of random one-to-one functions f 0 , . . . , f d−1 defined on much larger domains S (0) 0 , . . . , S (0) d , and then sets f d to be the function such that f d • · · · • f 0 (x) = f (x) for x ∈ S 0 . An algorithm which has access to this oracle can access f 0 , . . . , f d . We illustrate the oracle in Fig. 2 . It is worth noting that the algorithm can learn S i after the i-th query with probability one, and thus is able to evaluate f after d + 1 sequential queries. However, our goal is to make it impossible for the algorithm to evaluate f by using at most d sequential queries.
We call this oracle the shuffling oracle of f . The d-Shuffling Simon's Problem (d-SSP) is a decision problem defined as follows:
). Let f be a random one-to-one function or a random Simon function. Given oracle access to the shuffling oracle of f (as in Fig. 2 ), the problem is to decide whether f is a Simon function or not.
Then, our main theorem is as follows.
Theorem 1.2 (Informal). d-SSP ∈ BQP, but d-SSP / ∈ BPP BQNC ∪ BQNC BPP for d = Θ(n). ‡
Discussion and open problems
There are several open directions to study. One central question is: can we instantiate our oracle? For example, under some cryptographic primitives, BQP = BPP BQNC in the real world. and BPP BQNC d , the gate set is the collection of one-and two-qubit gates. However, our oracle separation actually works for any gate set even with unbounded fan-out gates. The main point is that the depth of the queries is less than the depth of the shuffling oracle.
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Proof overview
In this section, we give an overview of the proofs. For ease of presentation, some notations and descriptions will be informal here. Formal definitions and proofs will be given in subsequent sections.
The main idea is to show that given access to the shuffling oracle, an easier task: distinguishing whether f is a Simon's function or some dummy function is already hard. To be more specific, let F be the shuffling oracle of f . We consider some oracle G := (g 0 , . . . , g d ) which agrees with F on a set of elements out of S 0 , . . . , S d , and maps the rest (including S 0 , . . . , S d ) to ⊥. We call the set where these two oracles are different the hidden set. We can think of G as a shadow of F, which has the function values in the hidden set be blocked but has the same function values as F on non-blocked elements. Obviously, one given access to the shadow G cannot do better than random guessing. Therefore, if we can show that distinguishing F from G is hard, then computing the hidden shift with F is also hard.
To show the indistinguishability of F and its shadow G, we generalize a technique proposed by Ambainis et al. [AHU18] called the Oneway-to-Hiding (O2H) lemma to the setting of the shuffling oracle. Briefly, the O2H Lemma shows that given any two random functions which have same function values on most elements except for some hidden subset, we can bound the probability of distinguishing these two functions by the probability that the queries are in the hidden set, which we call the finding probability. This probability will be negligible if the subset is small enough. We generalize the O2H Lemma to a sequence of random functions. We show that there exists a sequence of shadows G 1 , . . . , G d such that the d-depth quantum circuit which makes the i-th quantum parallel queries to G i is indistinguishable from making queries to F. Here, G 1 , . . . , G d are built depending on the scheme we consider. In the following, we briefly describe how to construct the shadows for QNC d , d-QC, and d-CQ. 
QNC d circuit
0 of f 0 , which is because the quantum circuit has already known elements S i−1 before making the i-th parallel queries. Furthermore, since G 1 and F are consistent with elements out of S
(1) , we assume the algorithm learns F on elements out of S (1) without loss of generality after the first parallel queries. We then suppose, after the i − 1-th parallel queries, the algorithm learns F on S (i−2) \ S (i−1) . We inductively choose S (i) i to be a random subset in S (i−1) i with the same promise, set S (i)
, and let G i be the shadow which maps elements in S (i) to ⊥. Finally, we can show that the outputs
d-QC scheme
We can use the above approach to handle d-QC scheme by further removing coordinates that has been queried by the PPT algorithm from the domain. The observation is that a d-QC scheme has a PPT algorithm before applying each single-depth unitary as in Fig. 5 , which PPT algorithm can learn
. . , f (x) for any x. If we choose S (0) , . . . , S (d) as above, the probability that the circuit finds these hidden sets is actually 1. However, except for elements queried by A c , the rest elements are still uniformly random, and A c can only make poly(n) queries. Regarding this observation, we choose S (0) , . . . , S (d) as below.
Consider the first quantum parallel queries. Let T
be the set of elements queried by A c before applying U 1 in Fig. 5 . We assume f j (T (1)
j+1 for all j without loss of generality. Now, we set S (1) 1 uniformly randomly with the promise that |S
d according to f 1 , . . . , f d−1 , and it is not hard to show that S (1) := (S (1) , . . . , S (d) ) is uniformly random in S (0) . Following this procedure, we construct S (i) in sequence for all i ∈ [d]. Finally, via the same hybrid argument for analyzing d-depth quantum circuit, we show that no d-QC scheme can solve the d-SSP with high probability.
d-CQ scheme
Proving that d-SSP is not in BPP QC d seems to be harder. The main obstacle is that the measurement outcome of the quantum circuit can fail the uniformity of the shuffling oracle when considering the following procedures. More precisely, the measurement outcome will be a short advice that is correlated to the whole shuffling oracle. Conditioned on this short advice, the shuffling can be far from uniform distribution, and thus our previous analysis fails.
To deal with this difficulty, we show that the shuffling oracle is still "almost" uniform when conditioning a short classical advice string. To show this, we use the presampling argument proposed by Coretti et al. [CDGS18] . Informally, the argument states that a random function conditioned on a short classical advice string is classically computationally indistinguishable from a convex combination of random functions which are fixed on a few elements. We generalize this argument to the setting of the shuffling oracle, i.e., we show that conditioned on a a short classical advice string, a uniform shuffling oracle is indistinguishable from a convex combination of shuffling oracles with a few elements fixed and the rest are almost-uniform. For the ease of illustrating the idea, we just assume the uniform shuffling oracle is close to a shuffling oracle that has a few elements be fixed and has the rest elements be uniformly random. § § In the formal proof, we still consider a convex combination of shuffling oracles which are almost uniform. Whether we can replace the almost-uniform oracle by uniform oracle in the quantum setting is an open question for the presampling argument.
For the first time A c accesses the quantum circuit, the analysis is the same as d-QC scheme since there is no advice correlated to the whole shuffling oracle. We can replace F by a sequence of shadows G 1 , . . . , G d . Consider the second time the d-depth quantum circuit is called, an advice stringā correlated to U 1 → G 1 → · · · G d → U d+1 is given. This advice is uncorrelated to f since G 1 , . . . , G d has no information about f . Therefore, by the presampling argument, we can replace F conditioned onā by a shuffling oracle G 1 that has a few elements be fixed and has the rest elements be uniform. Let T (1) 1 be elements fixed in G 1 and by A c . We let S 1 . Then, we show that the probability of finding S
(1) is still negligible. The rest of the analysis follows from mathematical induction on the quantum circuit depth.
Preliminaries
In this section, we first introduce the distance measures of quantum states. Then, we give formal definitions of the d-CQ and d-QC schemes.
State distance
Definition 3.1. Let H be a Hilbert space. For any two pure states |ψ , |φ ∈ H, we define
Then, we define distance measures between mixed states.
Definition 3.2. Let H be a Hilbert space. For any two mixed states ρ, ρ ∈ H,
The probability for a quantum procedure to distinguish two states can be bounded by the Bures distance between the two states.
Claim 3.3. For any two mixed states ρ and ρ , for any quantum algorithm A and for any classical string s,
The state distance and Claim 3.3 will be used shortly in the following sections. 
Computational Model
We here define two schemes which interleave low-depth quantum circuits and classical computers. The first scheme is called d-depth quantum-classical scheme (d-QC scheme) and the second scheme is d-depth classical-quantum scheme (d-CQ scheme).
We say a set of gates forms a layer if all the gates in the set operate on disjointed qubits. Gates in the same layer can be parallelly applied. We define the number of layers in a circuit as the d epth of the circuit. In the following, we define circuit families which has circuit depth d as in [TD02, MN98] .
• There exists a polynomial p such that for all n > 0, C n operates on n input qubits and p(n) ancilla qubits;
• for n > 0, C n has the initial state |0 n+p(n) , consists of d layers of one-and two-qubit gates, and measures all qubits after the last layer.
We can illustrate a QNC d as in Fig. 3 , where U i for i ∈ [d] is a unitary which can be implemented by one layer of one-and two-qubit gates, and the last computational unit is a qubit-wise measurement in the standard basis.
In some studies, QNC is also used to refer the set of languages decided by the quantum circuits. For clarity, we define the set of languages decided by QNC d as BQNC d as follows:
Definition 3.5 (BQNC d ). The set of languages L = {L n : n > 0} for which there exists a circuit family {C n : n > 0} ∈ QN C d such that for n > 0, for any x where |x| = n,
Then we define the quantum analogue of Nick's class
Definition 3.6 (BQNC k ). The set of languages L = {L n : n > 0} for which there exists a circuit family {C n : n > 0} ∈ QN C d for d = O(log k n) such that for n > 0, for any x where |x| = n,
• if x ∈ L n , then Pr[C n (x) = 1] ≥ 2/3;
For simplicity, we define BQNC as the set of languages which can be decided by poly log-depth quantum circuit that is BQNC := k BQNC k .
A d-depth quantum circuit with oracle access to some classical function f is a sequence of operations
where U i 's are unitaries as we have defined in 3.4. The transition q − → implies that U i can send and receive quantum messages from f . We add an additional layer of unitary U d+1 to the computational model to process the information from the last call of f .
In the quantum query model, we usually consider f as an unitary operator U f
We represent the process in Eq. 1 as follows: let |0, 0 QA |0 W be the initial state, where registers Q and A consist of qubits the algorithm sends to or receives from the oracle and register W consists of the rest of the qubits the algorithm holds as working space. Let
be the quantum message before applying the first U f . After applying U f ,
We represent Eq. 1 as a sequence of unitaries U d+1 U f U d · · · U f U 1 in this way. For simplicity, we rewrite Eq. 1 as U d+1 f U d · · · f U 1 in the rest of the paper.
The d-QC scheme and BQNC BPP d
The first scheme we consider is the d-QC scheme, which is a generalized model for d-depth MBQC and can be represented as the following sequence
where A c is a randomized algorithm, U (i) is a single-depth quantum circuit, and Π 0/1 is a projective measurement in the standard basis on a subset of the qubits. The arrows c − → and q − → indicate the classical and quantum messages transmitted. We illustrate the scheme as in Fig. 4 In this model, after applying U (i) , one measures a subset of qubits, uses the measurement outcome to decide U (i+1) by the classical polynomial algorithm A c , and then apply U (i+1) to the rest of the qubits. Let L (i) be the procedure A c → c(Π 0/1 ⊗ I) • U (i) . Then, we rewrite Eq. 2 as
Then, we define the languages which can be decided by d-QC scheme.
). The set of languages L = {L n : n > 0} for which there exists a family of d-QC schemes {A n : n > 0} such that for n > 0, for any x where |x| = n,
• if x ∈ L n , then Pr[A n (x) = 1] ≥ 2/3; 
. We illustrate the scheme as in Fig. 5 .
for which there exists a family of d-QC schemes {A O n : n > 0} such that for n > 0, for any x where |x| = n,
Similar to the definition of BQNC, we define BQNC BPP as a set of languages which can be decided by a family of d-QC schemes with d = O(poly log n).
The d-CQ scheme and BPP BQNC d
Here we define the d-CQ scheme that is a classical algorithm which has access to a QNC d circuit during the computation. We represent the scheme as follows: where m = poly(n), A c,i is a randomized algorithm, C is a d-depth quantum circuit, and Π 0/1 is the standard-basis measurement. We illustrate the scheme as in Fig. 6 . In this scheme, the classical algorithm can performs queries to the QNC d circuit, and then use the measurement outcomes from the circuit as part of the input to the following procedures. We let
Definition 3.9 (BPP BQNC d ). The set of languages L = {L n : n > 0} for which there exists a family of d-CQ schemes {A n : n > 0} such that for n > 0, for any x where |x| = n,
Let A be a d-CQ scheme with access to some oracle O. We represent A O as
). We illustrate the scheme as in Fig. 7 .
for which there exists a family of d-CQ schemes {A O n : n > 0} such that for n > 0, for any x where |x| = n,
We define BPP BQNC as a set of languages which can be decided by a family of d-CQ schemes with d = O(poly log n).
The main differences between d-CQ and d-QC schemes are that 1) the d-QC scheme can transmit quantum messages from one layer to the next, but the d-CQ scheme can only send classical messages, and 2) a d-QC scheme has at most d layers, but a d-CQ scheme may have m × d layers. According to these observations, these two schemes seem to be incomparable. 
The shuffling oracle
For X and Y any two sets, we let P (X, Y ) be the set of one-to-one functions from X to Y . For example, P(Z n 2 , Z n 2 ) is the set of all permutations over Z n 2 . Let f : Z n 2 → Z n 2 be an arbitrary function and d ∈ N. We define the d-depth shuffling of f as below.
) are chosen randomly, and then we choose f d be the function satisfying the following properties:
We let SHUF(d, f ) be the set of all (d, f )-shuffling functions of f . For simplicity, we denote f d on the subdomain S d as f * d .
In this paper, we consider the case that the (d, f )-shuffling is given randomly. One of the most natural way is sampling a shuffling function F uniformly at random from SHUF(d, f ). We describe the sampling procedure as below. ) and
Fix d ∈ N and a function f : Z n 2 → Z n 2 , we can define a random oracle which is a (d, f )-shuffling chosen uniformly randomly from SHUF(d, f ). If we sample F according to the distribution in Def. 4.2, only f * d encodes the information of f , while (f 0 , . . . , f d−1 ) are just random one-to-one functions. We call f * d the core function of f . For simplifying our proofs, we here define paths in the shuffling oracle. The concept of paths will be used when we consider d-QC and d-CQ schemes.
Now, we describe the oracle access to the shuffling oracle O f,d unif . Let |φ be the input state to O f,d unif , which we represent in the form
where |w(X 0 , . . . , X d ) 's are some arbitrary states and X i is a set of elements in the domain of f i . The queries in the register R Q and the ancillary qubits in the register R N will be processed by the oracle, while the remaining local working qubits in the register R W are unchanged and hold by the algorithm; the state |i, X i denotes the set of parallel queries to function f i . We let F ∈ SHUF(d, f ) be sampled according to D(f, d), then
Applying O f,d unif on |φ gives the mixed state
Shuffling Simon's problem
We recall the definitions of Simon's function and Simon's problem.
Definition 4.5 (Simon's function). A two-to-one function f : Z n 2 → Z n 2 for n ∈ N is a Simon's function if there exists an s ∈ Z n 2 such that f (x) = f (x + s) for x ∈ Z n 2 .
Definition 4.6 (Simon's problem ). Let n ∈ N. Let F be the set of all Simon's functions from Z n 2 to Z n 2 . Choose f from F uniformly at random, the problem is to find the hidden shift s of f .
The decision version of Simon's problem is as follows:
Definition 4.7 (Decision Simon's problem). Let n ∈ N. Let F be the set of all Simon's functions from Z n 2 to Z n 2 . Choose f to be either a random Simon's function from F or a random one-to-one function from Z n 2 to Z n 2 with equal probability, the problem is to decide which case f is.
Both problems have been shown to be hard classically and can be solved in quantum polynomial time. We define the d-SSP by combining Simon's problem and the shuffling oracle. 
This is because d(n) = Θ(n) is asymptotically greater than log k n for any constant k. We can prove it by contradiction. If there is a d-CQ or d-QC algorithm can decide L(O), then we can use that algorithm to solve the d-SSP.
We can show that the d-SSP can be solved with a 2d + 1-depth quantum circuit. The idea is using Simon's algorithm and erasing the queries on the path. 
When s · j = 0, measuring the first register outputs j with non-zero probability. Other other hand, when s · j = 1, the probability that measurement outputs j is zero. Therefore, by sampling O(n) copies of j's, one can find s which is orthogonal to all j's with high probability.
Theorem 4.11 directly implies that the language defined in Def. 4.10 is in BQP relative to O.
Analyzing the shuffling oracle
In this section, we are going to prove some properties related to the shuffling oracle. We first define as sequence of subsets which are in the domains of f 0 , . . . , f d .
We define S := (S 0 , . . . , S d ).
We define a sequence of hidden sets S corresponding to the shuffling oracle.
Definition 5.2 (The hidden sets S). Let d, n ∈ N, f : Z n 2 → Z n 2 , and F be a (d, f )-shuffling of f . Then, we define the sequence of hidden sets S = (S (0) , . . . , S (d) ) as follows.
2. For = 1, . . . , d, for j = , . . . , d, we choose S ( )
Note that S is a concept which we will use to show that a d-depth quantum circuit cannot successfully evaluate f * d with high probability. Hence, we will choose S in the ways such that some properties are satisfied depending on the computational models we are considering. We will see how to construct S in the following sections.
With the concept of S, we can introduce the notation Shadow which we will use to analyze the shuffling oracle. We let G := (f 0 , . . . , f −1 , g , . . . , g d ).
We can also represent a (d, f )-shuffling F in terms of mappings corresponding to elements in S ( ) of S.
Definition 5.4 (F ( ) and F ( ) ). For = 1, . . . , d, we let f
for = 2, . . . , d. Also, we defineF We can say thatF ( ) is the mapping of elements in S ( ) , and F (1) , . . . , F ( ) are the mappings
We rewrite F in the following form F := (F (1) , . . . , F (d+1) ).
This representation will be convenient for our analysis. There are several facts corresponding to this representation.
Observation 1. Let F be an uniform (d, f )-shuffling of some function f .
).
• Let G := (f 1 , . . . , f −1 , g , . . . , g d ) be the shadow of F in S ( ) , G must be consistent with F on F (1) , . . . , F ( ) , and maps the elements in S ( ) to ⊥. In other words,F ( ) is totally blocked by ⊥ when given G.
• For = 1, . . . , d, conditioned on F (1) , . . . , F ( ) , the functionf In this work, we will say a quantum state ρ or a classical bit strings is uncorrelated to F ( ) . This means that if we replace F ( ) by any other function, the process which outputs ρ ors will not change the output distribution. On the other hand, if a quantum state ρ or a bit strings is correlated to F ( ) , then we will assume a process which is given ρ (ors) knows everything about F ( ) without loss of generality.
Semi-classical shuffling oracle
In this section, we are going to combine the concepts of "semi-classica" oracle introduced in [AHU18] and the shuffling oracle together.
Definition 5.5 (U F \S ( )
). Let f be an arbitrary function and F be a random (d, f )-shuffling of f . Let S := (S (0) , . . . , S (d) ) be a sequence of hidden sets. Let U be single-depth quantum circuit.
For ∈ [d], we define U F \S ( ) to be an unitary operating on registers (R, I) where I is a single-qubit register. U F \S ( ) simulates FU and that:
Before applying F, U F \S ( ) first applies U S ( ) on (R, I) and then performs F. Here U S ( ) is defined by:
In other words, for any state |ψ R,I ,
In the following, we define a quantity which is the probability that the parallel queries are in a particular hidden set S ( ) .
Definition 5.6 (Pr(f ind S (k+1) : U F \S (k+1) , ρ)). Let k, d ∈ N and k+1 < d. Let U be a single-depth quantum circuit and ρ be any input state. We define
Following Def. 5.6, we let |ψ be a pure state and U be a single-depth quantum circuit. Then,
. Note that |φ 0 and |φ 1 are orthogonal by the fact that |φ 0 involves no query to S ( ) but |ψ 1 does. Therefore, FU |ψ = |φ 0 + |φ 1 .
Oneway-to-hiding (O2H) lemma for the shuffling oracle
Here, we extend the Oneway-to-hiding lemma (O2H lemma) by Ambainis et al. [AHU18] to the shuffling oracle. Briefly, the O2H lemma shows that for any two functions g and h, the probability for a quantum algorithm to distinguish them is bounded by the probability that the quantum algorithm ever "find" an element in the input domain that g and h disagree with each other times the depth of the quantum algorithm.
Lemma 5.7 (O2H lemma for the shuffling oracle). Let k, d ∈ N satisfying that k < d. Let U be any single depth quantum circuit and ρ be any input state. Let f be any function from Z n 2 to Z n 2 . Let F be a random (d, f )-shuffling of f . Let S := (S (0) , . . . , S (d) ) be a sequence of random hidden sets as defined in Def. 5.2. Let G be the shadow of F in S (k) . Then, for any binary string t,
where Π 0/1 is the measurement in the standard basis. Here the probability is over F, S, and the randomness of the quantum mechanism.
Proof. We will prove the case where the initial state is a pure state and then the general case directly follows from the concavity of the mixed state. For simplicity, we denote Pr[f ind S (k) : U F \S (k)
, ρ] as P f ind .
Fix F and S (k) . We let |ψ be any initial state and
where |φ 0 and |φ 1 are two unnormalized states. |φ 0 and |φ 1 are orthogonal due to the fact that all queries |φ 0 consists of are not in S (k) , while the queries |φ 1 performs are elements in U S (k) . This, therefore, implies that |ψ f := FU |ψ = |φ 0 + |φ 1 and
and due to the same fact that |φ 0 and |φ ⊥ 1 are orthogonal, we have that |ψ g := GU |ψ = |φ 0 + |φ ⊥ 1 .
Here, |φ ⊥ 1 and |φ 1 are orthogonal since G maps all elements in S (k) to ⊥.
Let P f ind (F, S (k) ) be the probability that a standard-basis measurement in the register I of FU S (k) U |ψ R |0 I returns 1, which is equal to |φ 1 2 . Consider the two-norm distance between |ψ f and |ψ g ,
The second equality follows from the fact that |φ 1 and |φ ⊥ 1 are orthogonal. The inequality is because that |φ 1 2 = |φ ⊥ 1 2 = 1 − |φ 0 2 .
Then, consider the case that S (k) and F are random. The output states of FU and GU becomes
Consider the fidelity of these two mixed states.
Then,
Finally, by Lemma 3.3,
Bounding the finding probability
As we have just shown that the probability of distinguishing F and its shadow can be bounded by the probability of finding the "shadow". Then, we would like to show how to bound the finding probability.
Follow the previous section, we let F be a random (d, f )-shuffling of f and S := (S (0) , . . . , S (d) ) be a sequence of random hidden sets as defined in Definition 5.2 (which could be chosen according to arbitrary distribution). We show that the finding probability of S (k) is bounded.
Then for any single-depth quantum circuit U and initial state ρ, which are promised to be uncorrelated toF (k−1) and
where q is the number of queries U performs.
Proof. It is sufficient to prove the case where ρ is a pure state. Let |ψ be the initial state and be promised to be uncorrelated toF (k−1) . We represent FU
We can assume all queries are in S (k−1) without loss of generality. Since both U and |ψ are uncorrelated to S (k) , the probability that b(X 1 , . . . , X d ) = 1 is at most p · ( d i=k |X i |) for all X 1 , . . . , X d by union bound. Therefore,
|c(X 0 , . . . ,
for q the number of queries U performs. The second equality follows from the fact that for different set of queries, |i, X i , f i (X i ) 's are orthogonal. The last inequality follows from the union bound.
6 The d-SSP is hard for QNC d
We start from showing that the d-SSP is intractable for any QNC d circuit as a warm-up. We first prove the main theorem in this section. Pr[A F (ρ) = s] ≤ d · poly(n) 2 n + 1 2 n . ¶ Here, ρ and U can be arbitrarily correlated to F (1) , . . . , F (k−1) , and F and S (k) can be sampled arbitrarily.
Proof. We choose S = (S (0) , . . . , S (d) ) according to Procedure 1 and represent F in form (F (1) , . . . , F (d+1) ) regarding to S. Let G be the shadow function of F in S ( ) for ∈ [d]. We define
Then, for any initial state ρ 0 which is uncorrelated to F,
Procedure 1 The hidden sets for QNC d
Let d, n ∈ N and f a random Simon's problem from Z n 2 → Z n 2 . Consider F ∼ D(f, d), we construct S as follows:
for j = 0, . . . , d.
• For = 1, . . . , d,
let S
( ) be a subset chosen uniformly at random with the promise that • S := (S (0) , . . . , S (d) ).
It is not hard to see that Pr[A G (ρ 0 ) = s] is at most 1 2 n . This follows from the fact that G 1 , . . . , G d does not contain information of f * d and therefore A G (ρ 0 ) can do no better than guess. The rest to show is that Pr[f ind S 
The second equality is because that x ∈ S j implies x ∈ S (1) j and the third inequality follows from the fact that f 0 , . . . , f d−1 are uniformly random one-to-one functions.
Suppose that the randomness holds for = k. Note that ρ k could be correlated to F (1) , . . . , F (k) , and therefore, we assume F (1) , . . . , F (k) are given to A without loss of generality as in Remark 2. Then, given F (1) , . . . , F (k) , for j ≥ k + 1 and x ∈ S
The second last equality follows from the fact that given F (1) , . . . ,
is still an uniformly random one-to-one function for j = k, . . . , d − 1.
Finally, U i and ρ i−1 are uncorrelated toF (i) . By Lemma 5.8,
Theorem 6.1 shows that the search d-SSP is hard for any QNC d circuit. By following the same proof, we can show that for any QNC d circuit, the d-SSP is also hard.
Theorem 6.2. The d-SSP cannot be decided by any QNC d circuit with probability greater than 1 2 + d · poly(n) 2 n . Proof. We also consider the same shadow G in the proof of Theorem 6.1. Following that proof, for any ρ and A,
Then, the rest to check is that A G cannot solve the d-SSP with high probability. Similar to the case of the search d-SSP, since G 1 , . . . , G d have the core function f * d be blocked, A G has no information about f and thus cannot do better than guess. This implies that Pr[A F (ρ 0 ) = 0] ≤ 1 2 +d· poly(n) 2 n < 2/3. Therefore, the language defined in Def. 4.10 is also hard for QNC circuit. The main theorem we are going to show in this section is that the search d-SSP is hard for all d-QC scheme.
Theorem 7.1. Let d, n ∈ N. For any d-QC scheme A and initial state ρ, let f be a random Simon's function from Z N 2 to Z n 2 with hidden shift s, and F ∼ D(f, d), then
Before proving Theorem 7.1, we first recall the classical lower bound for the Simon's problem. However, for the purpose of Lemma 7.2. Let A c be any PPT algorithm. Let f : Z n 2 → Z n 2 be a uniformly random Simon function. Let q ∈ N be the number of queries A c performs, and S ⊂ Z n be the set where f (x) is known for x ∈ S and f (x) = f (x ) for x = x . Then the probability that A f c (S, f (S)) outputs the hidden shift correctly is at most
which is O(poly(n)/2 n ) when q and |S| are polynomial in n.
Proof. We only need to consider the case where A c is a deterministic algorithm. A probabilistic algorithm can be seen as a convex combination of deterministic algorithm; therefore, the success probability of a probabilistic algorithm must be an average over deterministic algorithms.
Let S ⊂ Z n 2 and f (x) = f (y) for x, y ∈ S and x = y. The probability that A c finds a collision is
For any algorithm which can find s with probability p by performingueries, it can find a collision with the same probability by performing q +1 queries. The probability of finding a collision by using q + 1 queries is at most
Proof of Theorem 7.1
Recall that we can represent a d-QC scheme A with access to F ∼ D(f, d) as
We denote Π 0/1 • FU i • A F c as L F i for i = 1, . . . , d and rewrite the representation above as A F c • L F d • · · · • L F 1 . We let q i be the number of quantum queries and r i be the number of classical queries the algorithm performs in L i . We let q := d i=1 q i and r := d i=1 r i . For the ease of the analysis, we allow A c to learn the whole path from f 0 to f d by just one query, which we called the "path query". It is worth noting that A c that can make path queries can be simulated by the original model. This follows from the fact that the original model can achieve the same thing by using d times as many queries as A c .
To prove the theorem, we need to define an S which has property that Pr[x ∈ S ( ) j ] ≤ p as described in Lemma 5.8 for some p that is small enough. In the following, we show that S = (S (1) , . . . , S (d) ) in Procedure 2 satisfies this property with p = 1 2 n .
Claim 7.3. Let d, n ∈ N. Let ∈ [d] . Let A c be any randomized algorithm. Let f : Z n 2 → Z n 2 be any function. Let F ∼ D(f, d). Let S (1) , . . . , S ( ) and T (1) , . . . , T ( ) be be defined as in Procedure 2 regarding to A c . Given (F (1) , . . . , F ( −1) ) and (T (1) , . . . , T ( ) ), then
Proof. We prove it via induction on the depth of F. For the base case where = 1, given T (1) and
We now suppose that when = k − 1, given F (1) , . . . , F (k−2) and T (1) , . . . , T (k−1) ,
Then, for = k, given F (1) , . . . , F (k−1) and T (1) , . . . , T (k) , for i = k, . . . , d and x ∈ S
Now, we are ready to prove Theorem 7.1.
Proof of Theorem 7.1. We choose the hidden set S = (S (0) , . . . , S (d) ) according to Procedure 2. In the procedure, we choose S ( ) after the A c in L has performed. We represent F as (F (1) , . . . , F (d+1) ) according to S. Let G be the shadow of F in S ( ) for ∈ [d]. We define
Procedure 2 The hidden sets for d-QC scheme Let d, n ∈ N and f a random Simon's problem from Z n 2 → Z n 2 . Given F ∼ D(f, d) and A a d-QC scheme, We construct S as follows:
• For = 1, . . . , d:
) be the set of points the -th A F c queried. As we have mentioned before, we allow A c to query the whole path by one query. Hence, f j (T
Then, we choose S ( ) uniformly randomly from W
with the promise that |S ( ) |/|W ( −1) | = 1/2 n and S \ (T (1) ∪ · · · ∪ T ( ) ) ⊂ S ( ) .
3. For j = + 1, . . . , d, let S ( )
• S := (S (0) , . . . , S (d) )
A G succeeds to output the hidden shift with probability at most (r+1) 2 2 n −(r+1) 2 , where r is the number of queries the classical algorithms perform. Note that the outputs of U 1 , . . . , U d are uncorrelated tô F (d) . This fact implies that given the measurement outcomes of the i-th layer quantum unitaries, A c can only learn information about F (1) , . . . , F (d) . This does not give A c more information about f . Therefore, A c at L i succeeds with probability at most ( i+1 j=1 r j +1) 2 2 n −( i+1 j=1 r j +1) 2 and A G succeeds with probability at most poly(n) 2 n . Let ρ 0 be the initial state and ρ i be the output state of (L G i i • · · · • L G 1 1 )(ρ 0 ) for i = 1, . . . , d, we can show that
Eq. 8 is by the hybrid argument and Eq. 9 is from Lemma 5.7. Then, by Lemma 5.8 and Claim 7.3,
This implies that
Pr[A F (ρ 0 ) = s] ≤ poly(n) 2 n + d · poly(n) 2 n ≤ poly(n) 2 n .
7.2 On separating the depth hierarchy of d-QC scheme By following the same proof of Theorem 7.1, we can show that for any d-QC scheme, the d-SSP is also hard.
Theorem 7.4. The d-SSP cannot be decided by any d-QC scheme with probability greater than 1 2 + poly(n) 2 n .
Proof. We consider the same shadow G in the proof of Theorem 7.1. Following that proof, for any ρ 0 and A,
Then, the rest to check is that A G cannot solve the d-SSP with high probability.
In case that f is a random Simon's function, A G finds s with probability at most poly(n) 2 n . Therefore, Pr[A G (ρ 0 ) = 1] is at most 1/2 + poly(n)/2 n . This implies that Pr[A F (ρ 0 ) = 1] ≤ 1 2 + d · poly(n) Recall that we can represent a d-CQ scheme A as
The main difficulty for proving Theorem 8.1 is that L F i can send some short classical advice to the proceeding processes, which advice can be correlated to all mappings in F. Therefore, conditioned on the short advice, the distribution of the shuffling oracle may not be uniform enough for us to follow the same proofs above. To deal with this difficulty, we show that given a short classical advice, by fixing the shuffling function on a few paths, the rest paths of the shuffling oracle are still almost-uniform.
The presampling argument for the shuffling oracle
Here, we are going to show that for F ∼ D(f, d) andā a short classical string correlated to F, we can approximate F|ā (F givenā) by a convex combination of (p, 1 + δ)-uniform shuffling functions. In the following, we first define (p, 1 + δ)-uniform shuffling functions and then prove the statement.
Let X and Y be two sets of elements such that |X| = |Y |. Recall that P (X, Y ) is the set of all one-to-one functions from X to Y .
Definition 8.2 (Random variable H X ). Let k, N ∈ N and X := (X 1 , . . . , X k+1 ) be a set of sets with size N . Let h i be random variables distributed in P (X i , X i+1 ) for i = 1, . . . , k. Then, we define H X := (h 1 , . . . , h k ).
H X is a sequence of random one-to-one functions which distribution could be arbitrary. In the following, we introduce the distributions we will use shortly.
Definition 8.3 (Almost-uniform Shuffling). Let k, N, p ∈ N and 0 < δ < 1. Let X = (X 1 , . . . , X k+1 ) be a set of sets with size N . Consider H X = (h 1 , . . . , h k ).
satisfying h j (x i,j ) = x i,j+1 for i = 1, . . . , m and j = 1, . . . , k,
• H X is (p , 1 + δ)-uniform if there exist a set of paths P with size at most p such that H X |P is (1 + δ)-uniform, i.e., let P be fixed, then for all subset of unfixed paths P = (
A convex combination of (p , 1 + δ)-uniform shuffling functions can be defined by the following formula:
where H 1 , . . . , H T are (p , 1 + δ)-uniform shuffling functions and p 1 , . . . , p T are the probabilities for how much each H t contributes to H. In out context, we will only consider convex combination of finitely objects, i.e., T is finite. We will show in Claim 8.4 that F conditioned on some classical adviceā is close to a convex combination of finitely many (p , 1 + δ)-uniform shuffling functions.
Claim 8.4. Let 0 < γ, δ < 1. Let p, k, N ∈ N. Let X = (X 1 , . . . , X k+1 ) be a set of sets with size N . Let H X = (h 1 , . . . , h k ) be distributed uniformly. Let P be a set of fixed paths on h 1 , . . . , h k andā be a p-bit advice. Let H X |(P,ā) be H X conditioned on (P,ā). Then, there exists a convex combination H|(P,ā) of (p , 1 + δ)-uniform shufflings such that
where p ≤ p+log(1/γ) log(1+δ) + |P |, γ ≤ γ and H is an arbitrary random shuffling.
Proof. We let H X |(P,ā) be the random variable conditioned on P andā. It is obvious that conditioned on P , H X is uniform on the rest. We let P 1 be the maximal set of paths satisfying that
Conditioned on P 1 , we show that H X is (1 + δ)-uniform by contradiction. Suppose there exists another set of paths P such that
which contradicts the maximallity of P 1 . This proves that conditioned on P 1 , H X |(P,ā) is 1 + δuniform. The size of P 1 is bounded as follows: Sinceā is a p-bit advice,
which implies that |P 1 | ≤ p log(1+δ) . Now, we can decompose H X |(P,ā) as Pr[P 1 in H X |(P,ā)] · H X |(P, P 1 ,ā) + Pr[¬P 1 in H X |(P,ā)] · H X |(P, ¬P 1 ,ā).
Note that H X |(P, ¬P 1 ,ā) may not be (p , 1 + δ)-uniform. In case that it is not and Pr[¬P 1 in H X |(P,ā)] ≥ γ, we keep decomposing H X |(P, ¬P 1 ,ā).
We then find another maximal set of paths P 2 satisfying that Pr[P 1 in H X |(P, ¬P 1 ,ā)] ≥ (1 + δ) |P 2 | ( (N − |P 2 | − |P |)! − |P 1 | (N − |P |)! − |P 1 | ) d .
It is obvious that conditioned on P 2 , H X |(P, ¬P 1 ,ā) is (1+δ)-uniform following the same calculation. Furthermore, the size of P 2 can be bounded by the inequality
This implies that |P 2 | ≤ p+log(1/γ) log(1+δ) . We recursively decompose H X |(P,ā) until the probability that the rest is less than γ. Then, H X |(P,ā) is γ-close to
Pr[P i |¬P 1 , . . . , ¬P i−1 ] · H X |(P, ¬P 1 , . . . , ¬P i−1 , P i ,ā).
An algorithm A which has access to a convex combination of shuffling functions, e.g., H := t p t H t can be represented as
In the following, we show that if the shuffling is (p , 1 − δ)-uniform, the probability to find the hidden sets in the shuffling is still bounded as we need for Lemma 5.8.
Claim 8.5. Let p, k, N, N ∈ N and 0 < δ < 1. Let X = (X 1 , . . . , X k+1 ) be a set of sets with each size N . Let H X = (h 1 , . . . , h k ) be (p, 1 + δ)-uniform as defined in Def. 8.3 and P be the set of p paths fixed in H X . We choose a N -element set Y 1 uniformly randomly from X 1 , and let Y i := h(Y i−1 ) for i = 2, . . . , k. Then, for j ∈ [k], for x j ∈ X j ,
Proof. It is obvious that Pr[x 1 ∈ Y 1 ] = N N −p since Y 1 is chosen randomly uniformly from X 1 . For i = 2, . . . , k, Pr[x i ∈ Y i ] can be calculated as follows:
The first two inequalities follow from the union bound, and the last inequality follows from the fact that H X is (p, 1 + δ)-uniform.
Proof of Theorem 8.1
Following the similar idea in previous sections, we want to show that there exists a sequence of shadows which is indistinguishable from F. However, to prove Theorem 8.1, we actually show that there exist a "convex combinatio" of finitely many shadows, which are indistinguishable from F. Specifically, we show that there exist a convex combination T t=1 p t (G ≤ md · poly(n) 2 n . We will give the details of the shadows later in Lemma 8.9.
We denote a convex combination of bit strings as z := T t=1 p tzt , wherez 1 , . . . ,z T are bit string, p 1 , . . . , p T are the probability thatz t is sampled, and T is finite in our context. Let f be a random Simon's function from Z n 2 to Z n 2 . Let F be the random (d, f )-shuffling of f . In this section,s will always be in the form (P,ā), where P is a set of paths in F, andā is some bit string correlated to F. For example,ā could be the statement "f (0) ⊕ f (1) = 1" and so on.
We sayā is uncorrelated to f conditioned on P if the procedure producingā will not change the output when all mappings in f * d except for mappings in P are erased by ⊥. In the following, we define two kinds of advice, which are ideal and semi-ideal for our analysis. • and the bit stringā is uncorrelated to f conditioned on P .
Definition 8.7 (Semi-ideal advice). (P,ā) is semi-ideal if • |P | = poly(n),
• and the bit stringā is uncorrelated to f conditioned on P .
Note that the only difference between ideal and semi-ideal advice is that the paths fixed in an ideal advice is promised to have no collision to reveal s, while the paths in a semi-ideal advice may have a collision. where H
(1) 1 , . . . , H
(1)
T 1 are (p , 1 + δ)-uniform shuffling functions. Moreover, sinceā is uncorrelated to f conditioned on P 0 , the additional paths fixed in H (1) t 1 is uncorrelated to f given P 0 . Eq. 11 implies that for allz | Pr[Π 0/1 • U d+1 F · · · FU 1 (ρ (0) ,s (0) ) =z]
where U d+1 F · · · FU 2 H S (0) |(s (0) ) U 1 (ρ (0) ,s (0) ) = T 1 t 1 =1 p t 1 · U d+1 F · · · FU 2 H (1) t 1 U 1 (ρ (0) ,s (0) ).
Then, we construct shadows for each H Here, we represent the convex combination as following formula H S Now, we can suppose when the k-th parallel queries are applied, for allz, there exist {G (k)
