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Abstract
While cell formation (CF) problems have been studied for few decades, the purpose of this paper is to advance the solution technique using one 
classical approach, hierarchical cluster analysis (HCA).  In the application of HCA, one technical challenge is to cluster both machines and 
parts simultaneously.  In this paper, this challenge is addressed by quantifying the coupling between machines and parts in the clustering 
process.  One feature of the proposed method is to generate block diagonal forms that show some intermediate sorting of machines and parts 
without specifying the structural criteria (e.g., the number of cells).  Consequently, engineers can specify the structural criteria after inspecting 
the block diagonal forms instead of specifying them at the beginning.  Some numerical examples from literature are used to examine and verify 
the proposed method.
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1. Introduction
Cell formation (CF) problems have been widely studied for 
few decades, and relevant review papers have been published 
at different times to reflect the significance of this topic [1, 2, 
3, 4].  This paper adapts the approach of cluster analysis to 
tackle the CP problems.  In contrast to the optimization 
approach (e.g., genetic algorithm), the algorithms by cluster 
analysis are relatively simple, and their applications have been 
found in the early CF literature (e.g., [5]).  Yin and Yasuda [3]
have emphasized that the similarity coefficient method (SCM, 
rooted in cluster analysis) is a more flexible approach to solve 
CF problems.  One specific argument is that SCM consists of 
several tractable solution phases so that SCM can be easily 
adapted for various CF problems.
In this context, the purpose of this paper is to propose a 
new method based on cluster analysis.  On the one hand, the 
new method applies two traditional techniques: machine-part 
incidence matrix for cell representation and hierarchical 
clustering for group formation.  On the other hand, the new 
method has two specific features that are intended to 
contribute to the CF community.
Firstly, using a machine-part incidence matrix as an input, 
it generates a block diagonal form (BDF) as intermediate 
clustering results before suggesting machine groups and part 
families.  The notion of BDF can be found in the early 
literature, and BDFs are helpful for practitioners to discern the 
patterns for cell formation.  The techniques to generate BDFs 
include the close neighbor algorithm [6], the steepest descent 
pairwise interchange (SDPI) algorithm [7], the integrated 
fuzzy clustering method [8], and the evolutionary algorithm 
[9].  Yet, the problem of generating BDFs is equivalent to a
travelling salesman problem (TSP) that is also NP-complete 
[10].  One new feature of the proposed method is about using 
hierarchical clustering for generating BDFs.
© 2014 Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of the International Scientifi c Committee of “The 47th CIRP Conference on 
Manufacturing Systems” in the person of the Conference Chair Professor Hoda ElMaraghy” 
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Secondly, the proposed method does not require the 
number of cells at the beginning of the algorithmic execution.
In other words, we can specify the number and size of cells 
after obtaining a BDF.  This feature echoes some arguments 
that manufacturing cells should be naturally identified without 
knowing the number of cells in advance [11, 12].    Figure 1
shows the basic workflow of the proposed method with the 
highlights of specific features.
Nomenclature
aij        entry of incidence matrix
m total number of machines
mi ith machine
n          total number of parts
nc         number of cells
ne         total number of operations
nin        total number of voids inside the cells
nout total number of operations outside the cells
pj         jth part
rij weighted similarity value between ith and jth objects
Rss2 similarity coefficient of Sokal Sneath 2
Rtwo-mode similarity coefficient of two-mode
wa weight for similarity value between machines
wb weight for similarity value between parts
wc weight for similarity value between a machine and a 
part
µ grouping efficacy
Fig. 1. Workflow of the proposed CF method.
2. Background: cell formation problem
In a cell formation (CF) problem, there exists a set of 
machines (m1, m2…) and parts (p1, p2…).  The basic inquiry 
of the CF problem is to identify machine groups (i.e., subsets 
of mi) and part families (i.e., subsets of pj) in order to optimize 
some group efficacy measure. Based on the manufacturing 
requirements, it is specified which machines are required to 
make a part.  In a matrix representation, a matrix’s rows 
represent machines, and a matrix’s columns represent parts.  
The dependency information is captured in a matrix entry aij,
which is defined as follows.
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In this problem, we want to form machine groups and part 
families so that the inter-cell elements can be minimized.  
Figure 2 illustrates the solution process.  In the matrix format, 
the machines and parts are brought close to each other if they 
belong to the same block.  For example, Figure 2 shows the 
formation of two blocks, where the first one consists of {m2,
m3, p2, p3, p5}.  Possible inter-cell elements are shown as any 
nonzero matrix entries that relate two different blocks.
Notably, some researchers have extended the binary 
relationships to non-binary ones, indicating the weights of the 
relationships between machines and parts (e.g., production 
data-based matrix in [13]).  In this situation, the purpose of 
the cell formation problem is to minimize the weights of all 
inter-cell elements.
Fig. 2. Solution process.
To evaluate the solution quality, the group efficacy 
(denoted as µ) proposed in [14] is used in this paper, and its 
formulation is provided as follows.
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where ne, nout, nin are the total numbers of all operations, 
operations outside the cells, and voids inside the cells, 
respectively.  In a “perfect” solution, there should be no 
operations outsides the cells (i.e., nout = 0) and no voids inside 
the cells (i.e., nin = 0), leading to µ = 1.  As an illustration, the 
grouping efficacy of the solution in Figure 2b is equal to (10-
2)/(10+2) = 0.667.
Notably, the measure of CF solution quality is not a trivial 
topic as the goodness measure can be viewed from different 
aspects.  Interested readers may find the surveys in [15, 16].
In this paper, the group efficacy is applied due to its 
generality and popularity in the field.
3. Proposed method
The proposed method consists of three major steps, 
namely, similarity analysis, sorting analysis and cell 
identification.  These three steps will be discussed in the 
following sub-sections, and the simple example will Figure 2a
will be used for illustration.
3.1. Similarity analysis
In this paper, two machines are said “similar” if they are 
required by some common parts.  Likewise, two parts are said 
“similar” if they are manufactured by some common 
machines.  In choosing the similarity coefficients, we have 
referenced [16] and examined three coefficients that generally 
yield good performance: Jaccard, Sorenson and Sokal Sneath 
2.  After our experimental study, we choose the coefficient 
“Sokal Sneath 2” since it can generally produce the solutions 
in favor of the group efficacy defined in Section 2.  Using the 
matrix definition in Equation (1), this paper uses the max and 
min operators to formulate the coefficient (denoted as Rss2).  
Particularly, the min operator counts the number of 1-1
matches, and the max operator counts the total number of 1-1
and 1-0 matches.  The formulations (3) and (4) are provided 
for two machines and two parts, respectively.
p 1 p 2 p 3 p 4 p 5
m 1 1 0 0 1 0
m 2 0 1 0 1 1
m 3 0 1 1 0 1
m 4 1 0 0 0 1
a) Input matrix b) Solution matrix
Inter-cell 
elements
Solution 
process
p 3 p 2 p 5 p 1 p 4
m 3 1 1 1 0 0
m 2 0 1 1 0 1
m 4 0 0 1 1 0
m 1 0 0 0 1 1
Input 
matrix
Production 
information
Hierarchical 
clustering
Block 
diagonal form
Cell specification 
(e.g., no. of cells)
Cell 
identification
Cell formation 
solution
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If we just cluster the machines and parts separately, we 
cannot obtain a block diagonal form (BDF).  As a block in a 
BDF reveals a group of both machines and parts, the 
generation of a BDF requires simultaneous clustering of the 
matrix’s rows and columns.  The new idea of this paper in the 
similarity analysis is to examine why a machine and a part are 
clustered in the same group.  In the analysis, two pairs in 
Figure 2a are considered: {m1, p1} and {m2, p5}.  As the row 
of m1 has two nonzero entries, it can be grouped with the 
corresponding two parts {p1, p4}.  Likewise, as the column of 
p1 has two nonzero entries, it can be grouped with the 
corresponding two machines {m1, m4}.  In comparison, we 
can see that m2 may be grouped with three parts {p2, p4, p5}, 
and p5 may be grouped with three machines {m2, m3, m4}.
¦ ¦
¦
  
 

 
n
k
n
k
jkikjkik
n
k
jkik
jiss
aaaa
aa
mmR
1 1
1
2
),min(),max(2
),min(
),(
(3)
¦¦
¦
  
 

 
m
k
kjki
m
k
kjki
m
k
kjki
jiss
aaaa
aa
ppR
11
1
2
),min(),max(2
),min(
),(
(4)
In the quantification reasoning, since {m1, p1} together 
have fewer choices to be grouped with other parts and 
machines respectively, the similarity value between them 
should be higher than that of {m2, p5}.  In other words, the 
likelihood of mi and pj being grouped together is weakened by 
other nonzero entries that are present in the corresponding 
rows and columns.  In this case, a two-mode coefficient 
(denoted as Rtwo-mode) is used, where a mode is referred to as “a 
distinct set of entities” in social network analysis [17].  The 
value of Rtwo-mode is bounded between zero and one, and its 
formulation is provided as follows.
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In the above illustration, the similarity value of {m1, p1} is 
equal to 2/4 = 0.5, and the similarity value of {m2, p5} is equal 
to 2/6 = 0.33.  To put together all similarity values from (3) to 
(5), a weighted similarity matrix, which entry is denoted as rij,
is formulated in (6).  The indices of i and j is ranged from 1 to 
m+n, where the range between 1 to m is referred to machines 
and the range between m+1 to m+n is referred to parts.  In this 
formulation, wa, wb, and wc are the weights for the similarity 
values between machines, between parts, and between a 
machine and a part, respectively.  Figure 3 shows the 
similarity matrix for the example in Figure 2a with wa = wb =
1.0 and wc = 0.5, and it is the output of similarity analysis.
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As a technical note, the similarity measure is often applied 
to the objects of the same type in cluster analysis.  Thus, it is 
common to find the similarity between two machines and 
between two parts.  Yet, the “similarity” measure between a 
machine and a part can be viewed as a “glue” that joins 
Rss2(mi, mj) and Rss2(pi, pj) (i.e., the un-shaded entries in Figure 
3).  This is one key technique of the proposed method.
m1 m2 m3 m4 p1 p2 p3 p4 p5
m1 0 0.14 0 0.20 0.25 0 0 0.25 0
m2 0.14 0 0.33 0.14 0 0.20 0 0.20 0.17
m3 0 0.33 0 0.14 0 0.20 0.25 0 0.17
m4 0.20 0.14 0.14 0 0.25 0 0 0 0.20
p1 0.25 0 0 0.25 0 0 0 0.20 0.14
p2 0 0.20 0.20 0 0 0 0.33 0.20 0.50
p3 0 0 0.25 0 0 0.33 0 0 0.20
p4 0.25 0.20 0 0 0.20 0.20 0 0 0.14
p5 0 0.17 0.17 0.20 0.14 0.50 0.20 0.14 0
Fig. 3. Illustration of the similarity matrix.
3.2. Sorting analysis
The similarity matrix is the input of sorting analysis, which 
consists of two algorithms to yield a sorted matrix: tree 
construction and node sequencing.  The output of this analysis 
is a sorted incidence matrix that reveals the block diagonal 
forms.
The first algorithm (i.e., tree construction) is based on the 
standard algorithm for constructing the dendrogram (or tree) 
in hierarchical cluster analysis.  This algorithm constructs the 
tree based on the similarity values between any two objects.  
If two objects have a high similarity value, they will be likely 
grouped to form a branch of the tree.  Based on the example 
in Figure 2a, the corresponding tree is provided in Figure 4.
The tree matrix basically records how the tree nodes and 
branches are joined, from the highest similarity value to the 
lowest.  Notably, the nodes correspond to the machines and 
parts (i.e., mi and pj), and a branch is created after joining two 
nodes (denoted as bk).  For example, p2 and p5 are joined to 
make b10 in Figure 4.
Fig. 4. Sample tree.
Based on the sequence of the tree’s nodes, the rows and 
columns of the incidence matrix can be re-ordered 
accordingly.  For example, the tree in Figure 4 shows the 
sequence of “part” nodes as [p2, p5, p3, p1, p4] and the 
sequence of “machine” nodes as [m2, m3, m1, m4] (the square 
bracket is used to indicate the node sequence).  Figure 5a 
shows the corresponding sorted matrix.  Yet, this sorted
matrix is not quite a block diagonal form since some nonzero 
matrix entries can be brought closer to the matrix’s diagonal.  
Thus, the node sequencing algorithm is used to improve this 
situation.
2 5 3 7 8 1 6 4 9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
b10
b11
b12
b13
b14
b16
b15
b17
p2 p5 p3 m2 m3 p1 m1 p4 m4
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The second algorithm (i.e., node sequencing) is developed 
to re-order the sequence of the nodes at the tree’s bottom.  For 
instance, by keeping the same tree structure, we can either list 
the order [p2, p5] or [p5, p2].  To determine which order to be 
selected, we compare the similarity of p2 and p5 with the 
adjacent node, p3.  By checking Figure 3, we find that Rss2(p2,
p3) = 0.33, which is higher than Rss2(p5, p3) = 0.20.  Due to the 
higher similarity value, we swap the nodes of b10 to bring p2
closer to p3, leading to the order [p5, p2].  The exact algorithm 
used in this paper starts from the top branch, and the 
similarity values of branches and nodes are compared from 
top to bottom to finalize the sequence of the tree’s nodes.  
Figure 5b shows the sorted matrix after applying the node 
sequencing algorithm.  As seen, this algorithm can effectively 
bring the nonzero matrix entries closer to the matrix’s 
diagonal in order to produce the block diagonal form.
Fig. 5. Sorted matrix (a) before and (b) after applying node sequencing.
3.3. Cell identification
The purpose of cell identification is to divide the sorted 
matrix and define the blocks.  At this point, users may inspect 
the sorted matrix and decide the number of cells.  The 
identification process is based on the tree structure obtained 
from sorting analysis.  Using the same example, Figure 6 
illustrates the identification concept based on the tree and
sorted matrix.  By breaking the top branch of the tree, two 
subsets of nodes are indicated.  As each subset contains both 
machines and parts, it basically defines a block on the sorted 
matrix.  These blocks then define the contents of the cells in 
the cell formation problem.
Fig. 6. Illustration of the identification concept.
In the algorithmic implementation, the tree’s branches 
from sorting analysis are broken from top to bottom to collect 
the positions to define the blocks over the sorted matrix.  
These positions are applied to the sorted matrix progressively 
in order to satisfy the structural specifications of cells (e.g., 
the number of cells and the size limits).
Notably, the results of cell identification are not affected 
by the node sequencing algorithm in sorting analysis.  Yet, the 
node sequencing algorithm helps produce better block 
diagonal forms.  In this case, the automatic algorithm for cell 
identification suggested in this paper can be treated as an 
optional process.  Alternatively, we can also define the cells 
over the sorted matrix manually.  This manual task is not 
necessarily complicated since the sorted matrix (or block 
diagonal form) already provides some rough structure to 
define cells.  In sum, cells can be defined automatically or 
manually based on the block diagonal form.
4. Numerical examples
The purpose of this section is to examine the effectiveness 
of the proposed method in addressing the cell formation 
problem.  All numerical examples are obtained from [18] for
comparing some of the best solutions from literature.  This 
section is prepared into two parts.  The first part will use one 
example to examine the utility of generating block diagonal 
forms for problem solving.  The second part will show and 
discuss the results of 10 examples.
4.1. Demonstration of block diagonal forms
This numerical example has 14 machines and 24 parts.  
Figure 7 shows the block diagonal form after similarity and 
sorting analyses, which do not require the number of cells as 
the algorithmic input.  As such, we can first inspect the 
distribution of nonzero matrix entries.  Upon the user’s 
requirements, four cells may be defined according to the 
dashed rectangles in Figure 7.  The major advantage of the 
block diagonal form is to allow users inspect the “rough” 
structure before specifying the specifications of cells (i.e., the 
number of cells and their sizes).  In addition, users’ 
involvement is an option in the case that not all manufacturing 
factors can be quantitatively incorporated in the computation 
model.  This flexibility for user’s involvement in defining the 
cells in the middle of the algorithm execution is not a 
common feature among existing techniques.
Fig. 7. Demonstration of block diagonal form (E1).
Towards optimizing the group efficacy formulated in (2), 
we have set wa = 0.1, wb = 0.1, wc = 0.4 and the number of 
cells (denoted as nc) equal to 7 (how these values are set will 
be discussed in the next sub-section).  These seven cells are 
formed by further breaking three “dashed” blocks, and they 
are shown by solid thick lines in Figure 7.  The group efficacy 
of this solution is equal to 0.7183, which is the same as the 
solution offered in [18].  Here, we only consider that the 
19 17 20 1 2 23 18 6 7 8 24 3 4 21 13 11 9 15 5 12 10 14 16 22
4 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 1 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 1 1
2 5 3 7 8 1 6 4 9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
p2 p5 p3 m2 m3 p1 m1 p4 m4
p 3 p 2 p 5 p 1 p 4
m 3 1 1 1 0 0
m 2 0 1 1 0 1
m 4 0 0 1 1 0
m 1 0 0 0 1 1
a) b)p 2 p 5 p 3 p 1 p 4
m 2 1 1 0 0 1
m 3 1 1 1 0 0
m 1 0 0 0 1 1
m 4 0 1 0 1 0
p 3 p 2 p 5 p 1 p 4
m 3 1 1 1 0 0
m 2 0 1 1 0 1
m 4 0 0 1 1 0
m 1 0 0 0 1 1
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proposed method can produce “reasonable” solutions in a 
limited time (rather than “optimal” solutions). The 
methodical utility comes from its flexibility by using block 
diagonal forms (as discussed earlier).  More studies about 
solution optimality are given in the next sub-section.
4.2. Comparison study on solution quality
In the approach of hierarchical cluster analysis (HCA), one 
drawback is that it generally cannot produce the solutions 
better than those by some global optimization approaches 
(e.g., genetic algorithms).  Particularly, HCA has relatively 
narrower paths to search for possible solutions.  As this work 
is based on HCA, the proposed method cannot avoid this 
drawback.  Thus, our investigation here is to examine whether 
the proposed method can produce “reasonable” solutions as 
compared to some of the best solutions found in literature.  
After filtering some similar incidence matrices, ten examples 
(coded as E1 to E10) are selected from [18] in the study. The 
example in Section 4.1 belongs to E1.
It is noticed that the weights of the similarity values (i.e., 
wa, wb and wc) and the number of cells (i.e., nc) will affect the 
values of group efficacy.  Thus, we have performed the 
extensive search of these values that will produce the best 
solution in terms of group efficacy.  Particularly, the weights 
are examined in the range from 0.1 to 2 with the increment of 
0.1.  Table 1 shows the results from the proposed method, 
along with the results from [18] for immediate comparisons.  
Admittedly, the solutions from the proposed method cannot 
be better than those from [18].  Nevertheless, we argue that 
the difference of the group efficacy values is not substantial, 
and the solutions from the proposed method are reasonable.  
Some of the matrix solutions are provided in the Appendix A
for interested readers.
Table 1. Comparisons of numerical results.
Results from the proposed method Results from [18]
[wa, wb, wc] nc nout nin µ Diff. nc nout nin µ
E1 [0.1, 0.1, 0.4] 7 10 10 0.7183 0 7 10 10 0.7183
E2 [0.1, 0.1, 0.4] 2 28 17 0.5833 .0039 2 27 18 0.5872
E3 [1.2, 0.5, 0.9] 5 54 30 0.4043 .0283 5 50 30 0.4326
E4 [1.3, 1, 1.7] 5 41 43 0.5714 .0047 5 41 38 0.5761
E5 [0.1, 0.2, 0.1] 11 50 24 0.5226 .0103 11 50 21 0.5329
E6 [1.5, 1, 1.6] 15 41 17 0.5972 .0287 14 40 12 0.6259
E7 [0.9, 0.2, 0.5] 14 76 19 0.4892 .0191 14 75 14 0.5083
E8 [1.4, 1.5, 1.3] 9 93 63 0.4307 .0224 10 100 34 0.4531
E9 [0.1, 0.2, 1.2] 3 296 226 0.5661 .0243 3 337 107 0.5904
E10 [0.5, 1.1, 1] 19 143 66 0.4321 .0138 12 133 77 0.4459
To examine the efficiency of the proposed method, the 
computational times required to obtain the solutions in Table 
1 are listed in Table 2 (based on Intel T9300 @2.50GHz, 
RAM: 2.00 GB, running on MATLAB).  These times are 
mainly used for searching the weight settings that lead to low 
group efficacy values.  Particularly, each weigh has 20 
settings (from 0.1 to 2.0, increment equal to 0.1).  The 
possible number of three weight settings is equal to 20*20*20 
= 8000.  In addition, the optimal number of cells is searched 
for each weight setting.  In this view, the proposed method is 
not too demanding in terms of computational efforts.
Table 2. Computational times.
E1 103.54 seconds
E2 63.35 seconds
E3 112.56 seconds
E4 188.47 seconds
E5 259.19 seconds
E6 324.22 seconds
E7 377.59 seconds
E8 325.91 seconds
E9 440.54 seconds
E10 1015.00 seconds
5. Conclusions
This paper addresses one typical cell formation problem, 
i.e., identifying machine groups and part families over an 
incidence matrix.  In the solution approach, while the classical 
hierarchical cluster analysis focuses on the similarity of the 
same type of objects (i.e., between two machines or between 
two parts), the key new element of this paper is to extend the 
similarity concept to the relation between a machine and a
part. In such a way, both machines and parts can be analyzed 
under the same tree for identifying the cells.  In our numerical 
examples, this approach can robustly generate block diagonal 
forms (BDF) using the hierarchical clustering procedure.
In practice, if the cell formation problem at hand is new for 
engineers, BDF is useful to explore the rough distribution of 
machine groups and part families without requiring the inputs 
of structural criteria (e.g., number of cells).
If engineers are mainly interested in optimal solutions, the 
proposed method can complement the global optimization 
approaches (e.g., [18]) by providing good initial solutions.  
Especially, the computational efforts indicated in Table 2 are 
not demanding.  BDF can also suggest a reasonable range of 
the number of cells in order to narrow down the solution
search space.
For the future work, we plan to extend the current 
approach by connecting to the abundant literature of cluster 
analysis to address various types of cell formation problems 
(e.g., the use of similarity coefficients at different situations).  
Also, we will advance the current algorithms by investigating 
the setting of the weights in similarity analysis and various 
clustering techniques in cluster analysis.
Appendix A. Matrix solutions of the numerical examples
This appendix shows the matrix solutions of E2 and E3
obtained by our proposed clustering method to verify the 
quality of the solutions.  Other matrix solutions are available 
for interested readers upon request.
Fig. A1. Solution of E2 (8 machines and 20 parts).
12 16 19 6 20 13 17 11 7 5 8 15 1 10 14 18 2 3 4 9
3 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
7 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
5 1 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 1 0 0
6 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0
1 0 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 1 1
4 0 0 1 0 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1
2 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 1 1 1 1
8 0 1 0 0 0 1 1 0 0 1 1 0 1 1 1 0 1 1 1 1
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Fig. A2. Solution of E3 (20 machines and 20 parts).
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12 10 17 2 20 7 6 9 15 13 19 18 14 4 5 11 16 3 8 1
19 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
13 0 1 1 1 0 0 0 0 0 1 0 1 0 0 0 1 1 0 0 0
2 0 1 1 1 1 1 0 0 1 1 0 0 0 0 1 0 0 1 1 0
6 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0
4 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
8 0 1 0 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 0 0
9 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 1 0 0 0
7 0 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 1 0 0 1
1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 1 1 0 0 1
10 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0
5 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0
14 0 0 1 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0
12 1 0 1 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 0 0
3 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 1 1 1 1 0
17 0 0 0 0 0 1 0 0 1 0 0 0 1 1 1 0 1 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0
15 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 0
20 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1 1
18 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1
