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ABSTRACT
The evolution of electronics and wireless technologies has entered a new era, the
Internet of Things (IoT). Presently, IoT technologies influence the global market,
bringing benefits in many areas, including healthcare, manufacturing, transporta-
tion, and entertainment.
Modern IoT devices serve as a thin client with data processing performed in a
remote computing node, such as a cloud server or amobile edge compute unit. These
computing units own significant resources that allow prompt data processing. The
user experience for such an approach relies drastically on the availability and quality
of the internet connection. In this case, if the internet connection is unavailable,
the resulting operations of IoT applications can be completely disrupted. It is worth
noting that emerging IoT applications are even more throughput demanding and
latency-sensitive which makes communication networks a practical bottleneck for
the service provisioning. This thesis aims to eliminate the limitations of wireless
access, via the improvement of connectivity and throughput between the devices on
the edge, as well as their network identification, which is fundamentally important
for IoT service management.
The introduction begins with a discussion on the emerging IoT applications and
their demands. Subsequent chapters introduce scenarios of interest, describe the pro-
posed solutions and provide selected performance evaluation results. Specifically, we
start with research on the use of degraded memory chips for network identification
of IoT devices as an alternative to conventional methods, such as IMEI; these meth-
ods are not vulnerable to tampering and cloning. Further, we introduce our contri-
butions for improving connectivity and throughput among IoT devices on the edge
in a case where the mobile network infrastructure is limited or totally unavailable.
Finally, we conclude the introduction with a summary of the results achieved.
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1 INTRODUCTION
1.1 Background information
Recent advances in electronics and wireless technologies triggered significant growth
in a number of wireless connected devices entering the era of IoT. Currently, the IoT
devices bringing benefits in many areas, including healthcare, manufacturing, trans-
portation, and entertainment. In addition to the horizontal expansion, the func-
tional capabilities and technologies behind those have also progressed notably. Early
IoT devices, such as RFIDs, had significant constraints in terms of communication,
computation and lifetime, and performed relatively simple tasks. Later, IoT appli-
cations have extensively utilized the potential of cloud servers and communication
networks for bringing new capabilities to the devices which are nonetheless still con-
strained.
In such a paradigm, IoT devices act as a part of a greater system, centered around
a cloud. User data processing performed in such clouds is extremely prompt due to
significant computational resources available there. Such an approach relies on com-
munication networks that allow the devices to be online continuously, constantly
sending raw data to the server for processing. As a result, user experiences signifi-
cantly depend on the internet connection. If an internet connection is not available,
the functionality of IoT applications can be fully disabled.
Emerging IoT applications are even more demanding of throughput (utilize mas-
sive media, e.g., high-quality video, sound) and latency-sensitive (e.g., autonomous
vehicles, real-time control systems). From this perspective, communication net-
works may become a bottleneck for future applications of IoT. To address these
growing demands, vendors and operators are enabling high throughput links and
moving computation resources closer to users – to the edge, which is becoming a
primary focus of the further technological development of IoT and poses new chal-
lenges.
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1.2 Scope of the thesis
Both industry and academia consider dynamic computational services available on
the edge, in proximity to users, as an alternative to central clouds. Given the fact
that the lion share of data is generated on the edge and overheads for moving data
to the cloud became unacceptable, relocation of computational resources closer to
users seems to be a reasonable way forward. It is worth noting that computational
resources may reside not only on the edge of mobile network infrastructure (e.g.,
on base stations) but also on hi-end user devices (e.g., smart public vehicles, smart-
phones). Depending on the complexity of a user’s demand, the computation can be
offloaded to one of those devices.
Obviously, the performance of the systems with distributed compute resources
fully relies on the users’ awareness of the resources available within a certain proxim-
ity and the services which can be provisioned. The fifth-generation (5G) of mobile
networks target an enhanced network experience, utilizing innovative wireless tech-
nologies. However, these improvements are expected to be available in relatively
dense areas while outside of those locations, users’ network experience is expected
to be dramatically lower. Moreover, high throughput wireless access in 5G systems
relies on millimeter-wave technologies which are not able to provide reliability com-
parable to microwave mobile networks due to blockages and extreme propagation
losses. As a result, onemay conclude that evenwith 5G, network infrastructure does
not promise smooth session continuity for IoT devices, making wireless access level
a bottleneck for emerging IoT services.
This thesis contributes to the body of work on dynamic IoT services in real-time,
via the enhancement of underlying communication technologies. More specifically,
the work targets better connectivity and higher throughput between the devices on
the edge, as well as their network identification.
1.3 Thesis outline and main results
This thesis includes an introductory part consisting of seven chapters and six main
publications on the stated topic. In order to make the thesis accessible for wider
audience, Chapter 2 provides an overview of emerging IoT applications, discussing
fundamental challenges and trade-offs, while the subsequent three chapters elaborate
20
our contributions on the topic, describing themethodology and presenting themain
numerical results.
In Chapters 3, we discuss challenges related to network identification of IoT de-
vices with a focus on physically unclonable functions. First, we provide an analysis
of the existing identification methods with emphasis on their disadvantages. Then,
we introduce a promising proposal, based on the flash memory degradation process,
evaluate its reliability and overheads. Our results demonstrate that the considered
approach promises enhanced identification of devices when compared against exist-
ing methods, bringing only minor computational overheads.
Chapter 4 addresses connectivity challenges related to the provisioning of IoT
services utilizing drones. More specifically, we consider cases when mobile network
coverage is unavailable or very limited. This chapter consists of two parts. In the first
part, we elaborate on the scenario of environmental monitoringwith limited, micro-
sized sensors. In the second part, we discuss the provisioning of latency-sensitive
proximate communications of IoT devices via a swarm of drones.
Chapter 5 focuses on exploring the capacity of mesh networks for extending
millimeter-wave access technologies. Millimeter-wave meshes are expected to enable
high throughput links for hi-end IoT devices, even if these operate outside of base
station coverage. In this chapter, we evaluate the performance of the millimeter-
wave meshes in environments with dynamic blockages and propose a new method
for improving their reliability.
Finally, Chapter 6 concludes the introductory part and discusses future trends.
21
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2 EMERGING IOT APPLICATIONS AND NEW
RESEARCH AGENDA
This Chapter reviews notable emerging IoT applications and discusses new research
challenges posed by them.
2.1 IoT applications for Augmented Human
Emerging IoT applications target more extensive and deep assistance in daily human
routines via augmentation of human abilities. Such kinds of augmentation rely on
advanced electronic devices placed in the body or in close proximity, creating an
integrated ecosystem referred to as “Human 2.0” or as Augmented Human (AH).
Examples of such devices may include a leg or a hand prosthesis, artificial vision sys-
tems, augmented reality glasses, artificial organs and tissues. Recreated or extended
human abilities, enabled by the IoT devices, may enhance quality of life and enable
advanced abilities for their users.
Current research activities on this topic cover multiple fields of science and tech-
nology, including medicine, psychology, electrical and mechanical engineering, ma-
terial science, and information technologies. From the communications perspective,
the devices used inAH ecosystem are considered as wearable IoT.However, contrary
to the overwhelming majority of existing wearable IoT systems, elements of the AH
ecosystem provide perhaps the most critical class of services, as individuals do not
exist independently, but rather as a part of, human-centric AH systems [83].
Innovative AH systems rely on cutting edge electronic devices, which are con-
nected to a single BAN via various communication technologies. This network acts
as a fundamental technological layout for high-level applications of AH, which in-
clude three directions of augmentation, as illustrated in Fig. 2.1.
Augmentation of physical abilities, targeting improved abilities to move and ma-
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Figure 2.1 Human augmentation directions
nipulate objects. The physical augmentation may rely on an exoskeleton, artificial
arms and legs, or a personal propulsion system.
Sensory augmentation aims at enhancing a person’s awareness of the surrounding
environment. Such augmentation enables advanced sensing (e.g., vision, touch, hear-
ing, smell, and taste) via the amplification or transformation of one sensory modal-
ity into stimuli of another sensory modality [46] (e.g., visualizing sounds for people
with hearing impairments).
Cognitive augmentation facilitates a person’s decision making via assistance in
data processing. An illustrative example of a cognitive augmentation is an elec-
tronic personal assistant, allowing one to save time and optimize resources (time
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and money), providing increased optimal logistics during the day. Perhaps cognitive
augmentation is the most familiar to the public as a common example of human aug-
mentation because a variety of mobile applications already provides similar types of
assistance. Remarkably, such applications are often computation hungry [65], and
thus organized as a thin client, making them heavily dependent on the internet con-
nection.
The AH applications can be classified onto the three classes, depending on the
augmentation goals:
 assisted living;
 enhanced professional performance;
 entertainment and resource optimization.
The applications for assisted living allow users to support their basic daily needs
without other peoples’ assistance. Additionally, such applicationsmaymonitor health
conditions in real-time and facilitate a user’s safety (e.g., avoiding hazards and pro-
tecting from occasional falls). The utilization of assisted living applications reduces
social security costs (e.g., nursing) and improves the quality of life for users.
Entertainment applications deliver immersive experiences (e.g., virtual reality
gaming), including extreme situations without actual risks.
Applications that target higher professional performance augment the abilities re-
quired in specific professional areas. For example, exoskeleton-based solutions allow
for moving heavy weights while reducing stress for the spine, which can be relevant
for certain kinds of workers. In an emergency response scenario, such advanced
IoT applications may significantly enhance the efficiency of rescue crews via aug-
mented sensing (e.g., gas detecting, thermal vision), facilitated physical abilities (e.g.,
exoskeleton-based solutions), and more efficient and prompt decision making (e.g.,
AI-aided assistance).
All the devices used by an individual constitute an integrated IoT ecosystem and
shouldwork synchronously, enabled by underlying network technologies. The com-
munication technologies may vary from conventional radio interfaces such as Blue-
tooth to highly specific technologies based on THz frequency range communication
or molecular nanonetworks. The variety of technologies allows one to consider the
interconnected IoT devices used in AH systems as a highly heterogeneous network.
Remarkably, AH systemsmay interact with the proximate objects, including city
25
Figure 2.2 Multi-tier smart environment
infrastructure [13] and the electronic devices of other people, forming an integrated
smart environment (Fig.2.2), and internet connection (e.g., for maintaining context-
awareness, upgrading software). As a result, the IoT-based human augmentation sys-
tems open a number of communication challenges, since the reliable operation of
communication technologies in such systems is vitally important to the users’ well-
being.
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2.2 Environmental monitoring utilizing micro-sized devices
Another area where IoT applications are rapidly developing is environmental mon-
itoring. Gathering information about ongoing environmental processes using wire-
less sensor networks allows for better resource management (e.g., soil nutrition in
agriculture) and earlier detection of pollution. Therefore, wireless sensor networks
are considered of primary importance for emerging industry 4.0. Commonly awire-
less sensor device consists of a power element, communication block, microproces-
sor, and sensory element. Multiple industrial cases require the autonomous opera-
tion of the devices over a long duration. The devices in such deployments typically
utilize energy harvesting technologies (e.g., solar power, the energy of electromag-
netic waves). Such devices are referred to as passivewireless sensors (PWS). The bene-
fits of PWS (lowmanufacturing andmaintenance costs, long exploitation time)make
them highly suited to many sectors, including manufacturing [75], healthcare [85],
logistics [12], and environmental monitoring [48].
Recent advances in nanotechnologies have enabledmicro-sized sensor devices, re-
ferred to as wireless nanosensor networks. A nanodevice is not necessarily limited
to nanometers, but rather a device that utilizes unique properties of nanomaterials
for the detection andmeasurement in the nanoscale [5]. Presently, wireless nanosen-
sors have micro dimensions (e.g., passive acoustic nanosensor [8, 9]) and utilize the
unique properties of graphene to transmit data in the THz frequency range [6].
Nanodevices may significantly advance environmental applications via more pre-
cise and inexpensive solutions. Moreover, nanosensors, due to their reduced size, can
be easily integrated into a biological object. In such hybrid bio-electronic sensors,
electronic nanosensors serve as a proxy, measuring the natural reaction of biologi-
cal objects (e.g., bacteria, plants, animals) to the changing environment. There are
a number of current examples of biosensors facilitating industrial processes. For in-
stance, crayfish are used in water treatment plants to indicate water quality. Cutting-
edge developments in this area enable minimally invasive electronic devices embed-
ded directly onto biological objects. Such hybrid systems may enable high-quality,
low-cost sensors as an alternative to expensive fully electronic devices. For example,
an electronic device integrated with a plant, capable of detecting soil pollution via
changes in the plant’s metabolism and signaling pathways.
It is worth noting that nanosensor devices are significantly limited in energy and
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commonly designed as passive devices with energy harvesting capabilities [5]. Be-
cause of the energy constraints, the devices are unable to maintain a permanent com-
munication channel with other network elements. Recent works have been mostly
restricted to considering the communication aspects of body area deployments of
nanonetworks. Particularly, these publications considered powering nanosensors
via wireless energy transfer from on-body gateways [24, 43]. These methods facili-
tate personal applications of nanonetworks (e.g., medical applications), but remains
almost non-applicable when nanosensors are deployed over a large area because the
efficient distance of wireless energy transfer is limited by several meters as well as
the distance of communication in THz range. Therefore, to utilize the potential of
nanodevices in scenarios that require deployments of sensors over large areas, new
methods of communicating with and powering of the devices are of essential impor-
tance.
2.3 Gaming and heavy media applications
On-line gaming and media-heavy applications can be listed as drivers of Hi-End IoT
developments. Such applications often rely on augmented (AR) and virtual reality
(VR) devices and high-quality sound systems to provide an immersive experience for
users.
VR-based games visualize a new environment for players, one which is fully ca-
pable of reacting to their actions in the game. Such applications require extremely
high throughput on the downlink [23]; however, gaming sessions commonly arise
in the predefined locations (the safety of the gamers must be ensured during these
sessions). Since the demands of VR-based gaming are spatially and timely predefined,
these can be addressed using conventional network planning methods.
In a case of AR-based gaming, the user interface (e.g., AR glasses) visualize vir-
tual entities over the real layout. Such a virtual entity may react in accordance with
changing user behavior and changing context. The development of AR-based games
is different from conventional video games because developers do not need to de-
sign the environment (e.g., grass, sky, trees) and focus their efforts only on virtual
objects and their behavior. Such games are less demanding for downlink through-
put while requiring higher throughput at uplink. Moreover, such applications are
latency-sensitive, because notable delays disable prompt reaction of the application
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to user behavior or changes in the environment. Thus, users’ experience in AR gam-
ing significantly depends on the quality of the Internet connection. Moreover, AR
games can be context-specific, implying that gaming sessions may appear in differ-
ent locations, and actual users’ network demands will present with a high degree of
temporal and spatial variation. As a result, this class of applications requires new
methods for provisioning reliable wireless links.
2.4 Summary of major communication challenges
At present, IoT services have advanced far beyond initial sensor networks and now
utilize high-qualitymedia. This has resulted in rapidly increased throughput demands,
which are continuously growing. It is commonly expected that the fifth-generation
(5G) networks will accommodate emerging IoT scenarios, which are not handled
efficiently by 4G+ deployments [47]. As an alternative to an extensively employed
microwave spectrum, the use ofmillimeter-wave (mmW) links is proposed [77]. Due
to the higher spectrum and less interference, mmW links are considered to be a so-
lution for the mitigation of interference and throughput concerns in emerging wear-
able networks [76]. However, as it was elaborated in this chapter, emerging IoT
applications present with a high degree of temporal and spatial variation, while a
mmWconnection is expected to be limited due to high propagation losses and block-
ages. As a result, emerging IoT applications call for innovations of high throughput
wireless communication provisioning on the access level. Further on, this work pro-
poses and evaluates new technologies based on mmWmulti-hop meshes, which are
expected to address the growing throughput demands. These technologies are ex-
pected to be used for enabling high-speed Internet access to users who are out of the
mmW base station coverage, as well as for offloading traffic onto D2D links if there
are users who are interacting located in the proximity.
In addition to the throughput demands, emerging IoT applications require en-
hanced connectivity for peer-to-peer users interaction and for extensive sensor de-
ployments, which are expected to become fundamental elements of smart cities and
communities [3, 37, 59, 69, 86]. Moreover, due to size constraints, sensor devices
are often not able to connect directly to microwave mobile networks which will no-
tably change the existing paradigm. The connectivity challenges can be addressed
using mesh networks and on-demand access points, e.g., access points installed on
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drones.
Both of the proposed approaches imply the support of local networking among
devices even if an Internet connection is unavailable. Conventional networking tech-
nologies utilize device identifiers for routing and switching. The most common of
those is the Internet Protocol (IP). However, in the case of mesh networking on the
edge, it is challenging to assign IP addresses among the devices due to the continu-
ous dynamics at the channel level (topology of the network continuously changing).
Moreover, to enable protection from the malicious intent of some users, it is fun-
damentally important to enable network identification of the devices. Currently,
identification relies on virtual identifiers (e.g., IMEI, MAC address) which do not
address reliability concerns in the era of IoT 1. Therefore, it is essential to develop
efficient and reliable methods addressing this challenge; otherwise, the potential of
multi-hop mesh networking may become useless.
1https://www.itu.int/dms_pub/itu-t/opb/tut/T-TUT-CCICT-2015-PDF-E.pdf
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3 ROBUST NETWORK IDENTIFICATION
SYSTEM FOR IOT ELECTRONICS
This chapter considers a reliable method for the identification of IoT devices. This
method may serve as a technological enabler for advanced IoT service management
and lead to the elimination of concerns related to counterfeit and stolen IoT devices.
3.1 Analysis of existing identification systems
The taxonomy of existing identification methods includes two major classes:(i) vir-
tual and (ii) physical. The first class includes software properties capturing (finger-
printing) and identifiers recorded in thememory of devices. Fingerprinting is widely
utilized for capturing users in context advertisement applications. Such methods
may employ an IP address, GPS data, OS version, battery status, display resolution,
used languages. These characteristics identify devices reliable; however, the relia-
bility of such a method further increases with a higher number of characteristics
included in the fingerprinting. In a case of simple IoT electronics, the number of pa-
rameters which can be used for fingerprinting is very limited, thus such an approach
is not appropriate.
The identifiers prerecorded in the memory of devices allow identification for
most of the devices, including primitive IoT electronics. Such identifiers are stored in
the memory of devices by their manufacturer [31, 78]. For instance, MAC-address
or IMEI. Besides the widespread use of such identifiers, they do not provide reliable
identification due to their vulnerability to tampering and copying [20, 27, 60, 73].
These physical identification methods utilize the uniqueness of the hardware’s
properties. Particularly these methods widely rely on integrated clock skew esti-
mation, radio signal individuality, and flash memory degradation. The clock skew
estimation employs timestamps of network packets (e.g., ICMP) [44]. However, as it
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was demonstrated in [16] the timestamps could be easily altered or disabled, which
makes this method inefficient.
The utilization of radio signal individuality for device identification was derived
from military technologies, where signal individuality was used to distinguish both
friendly and enemy devices [16]. Further, this technology was implemented in mo-
bile networks for blocking unauthorized devices [68]. In [62], the authors demon-
strated differences among signals of devices operated in accordancewith 802.11 speci-
fications. The provided experiments confirmed that radio signal properties allow for
the identification of devices in a laboratory environment. However, in real deploy-
ments, radio signals were affected by the external environment which significantly
limits the applicability of such methods for robust identification of IoT electronics.
We can conclude this overview of identification systems by positing that the de-
velopment of identification methods for IoT electronics is still an open challenge.
3.2 Utilizing flash memory degradation process for
identification of an electronic device
Hardware-based identification methods are significantly enhanced by the theory of
physical unclonable functions (PUF) [66]. More specifically, PUF theory provided
a rationale for the new identification methods which rely on the unique properties
of a memory chip. A notable application of this technology is introduced in [81]
and [38], where authors used unique variations of electric current in NAND chips
in distinguishing devices. However, the electric properties of memory chips are very
sensitive to external conditions (e.g., temperature, humidity) and may significantly
change during the exploitation period. This proposed method only allows for the
identification of devices within a limited timeframe.
Another identification method enabled by the PUF concept employs the mem-
ory chip degradation process due to the degradation of minor segments of a NAND
chip as they stop operating properly [36]. The distribution of the degraded seg-
ments is rather unique among devices and promises a technological foundation for
reliable identification of devices. However, the repeatability of such an identification
method has yet to be evaluated. Additionally, NAND chips include presets to avoid
using broken segments [67] and not widespread in simple devices (the majority of
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Figure 3.1 Architecture of a NOR-flash memory
IoT devices). Thus the efforts were focused on considering NOR chips. The stated
exploitation period of NOR chips is approximately ten times lower, which leads to
faster degradation. Moreover, this type of chip is widely used in IoT electronics (e.g.,
for storing firmware).
Architecturally, a NOR chip is an array of memory cells (Fig. 3.1.), which is
capable of storing up to several bits of data. For recording (or erasing) information,
a cell’s charge should be alternated [71].
Every cycle causes irreversible changes in the chip, which results in the forma-
tion of bad-cells. Such a process also is also referred to as the degradation of a chip.
The bad-cells lose the capability to alternate their charge during erasing or recording
procedures [11, 67].
The pattern of bad-cells distribution (S) is relatively unique due to the significant
number of possible cell combinations. Thus it can represent a unique identifier for
the chip. If one sector in a memory chip of IoT device can be forcibly degraded and
allocated for identification purposes, a single device can be distinguished among a
vast quantity.
To enable device identification, a memory chip first should contain degraded sec-
tors with a sufficient number of bad-cells. This can be achieved via forcible degra-
dation of certain areas in chips by multiple rounds of overwriting. After the manu-
facturer releases the device, the pattern of bad-cells should be stored in a database of
produced devices.
During a device exploitation period, the sector of the memory chip used for iden-
tification should be directly available for stakeholder access (e.g., telecommunication
providers or local authorities). To identify a device, its pattern of bad-cells should
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be verified in the database of authorized devices. If the entry for the device does not
exist in the database, network services will be deemed unavailable.
3.3 Evaluating repeatability among the identifiers
Memory chips degradation is a stochastic process; thus, two or more devices may
have an identical distribution of bad cells and consequently not unique identifiers.
The probability of such an event depends on:
 volume of the memory segment utilized for identification;
 total number of devices needs to be identified;
 fraction of bad cells in memory sector used for identification.
Let assume that the number of bad-cells used for identification is in a range from
m1 to m2 and the probability of bad cells forming is uniformly distributed among
the sector of the chip. Then, the maximum possible number of unique bad cells
patterns given as
K =
m2X
m=m1
CmT , (3.1)
where T is the total number of memory cells in the sector utilized for identification,
m is a number of bad-cells in this sector, andC is the number of unique combinations
of the bad-cells. Two absolutely equal identifiersmay appear among devices (d ), with
the probability
 = 1  K !
Kd (K   d )! , (3.2)
where d is a number of devices which should be identified uniquely.
The degradation process is aimed at reaching a certain number of bad-cells in a
chip. As demonstrated in Fig. 3.2, the maximum number of unique bad-cells com-
binations achievable if the total portion of bad-cells in a sector is about 50 %.
To reduce computational complexity, the probability that two devices have the
same patterns of bad-cells followed from 3.2 can be approached utilizing the expan-
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Figure 3.2 Numerical dependence of unique bad-cells combinations on their share in a memory seg-
ment.
Figure 3.3 The probability that at least two devices have equal identifiers.
sion of an exponential function in a Taylor series
  1  e  d22K . (3.3)
Let us consider a simple example, which allows us to develop some insights about
the probability of such an event. Assume that there are only 100 memory cells in
a memory segment allocated for identification, and the number of bad-cells is 50.
Thus, following (3.3), the total number of unique combinations is K = 1029. Then,
the probability that two devices have the same identifiers depend on the total number
of devices d needing to be identified, as shown in Fig. 3.3. As one can conclude from
the plot, the repeatability of identifiers is extremely low even if the total number of
devices to be identified is significant.
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Figure 3.4 The probability of two equal identifiers due to bad-cells developed during the exploitation
period.
During a device exploitation phase, its memory chip is subjected to read/write
cycles, which may develop new bad-cells. As it was demonstrated in [79], the de-
velopment of new bad-cells may require up to 10 years of the device exploitation
with daily identification. However, it is worth noting that the development of new
bad-cells in a memory chip may allow two or more devices with the same bad-cells
patterns. The possibility of such an event can be expressed as
  1  (e 
d2
2Cm
T  e 
d2
2Cm 1
T ) (3.4)
The (3.4) can be generalized in the following form:
  1 
nY
i=1
e
  d2
2Cm i
T (3.5)
where n is a number of new bad-cells developed during the exploitation period.
Fig. 3.4 numerically illustrates (3.5) for T = 100.
The probability of two equal identifiers is negligibly low even if several new
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bad-cells developed during the exploitation of a device. It should be noted that the
demonstrated results obtained for T = 100 are far below the real volume of themem-
ory sector (as the total number of cells in a memory sector is about 32 thousand).
Therefore, we may conclude that the appearance of two equal identifiers is statisti-
cally infinitesimal even if a total number of devices needs to be identified is in order
of trillions.
3.4 Mitigating computational overheads
Computational complexity is one of the important metrics that should be discussed
when considering identification methods. Emerging IoT applications require "on
a fly" connectivity, and identification should be performed instantly. The method
based on PUF is naturally computationally hungry. This section evaluates compu-
tational overheads introduced by the proposed identification method (mean time
required for the identification) and discusses approaches for their mitigation.
Themean time required for device identification (MTI) depends onmany factors,
including the size of the registered identifiers database, the size of the identifier used
and search optimizations. To reduce the MTI, it can be organized in a hierarchical
distributed way. Once a device is identified in a global register, the record related
to the devices will be copied in a local register, which resides closer to the edge, and
includes a limited number of records corresponding to the devices operating in that
area. Moreover, to reduce the mean search time, the entries in a database can be
indexed or use conventional identifiers, such as IMEI, as a key. After the entry is
found, the device’s identity can be verified using the distribution of bad-cells in the
allocated sector.
To evaluate the computational overheads for the use of degraded flash memory as
an identifier of a device, we executed an experimental campaign utilizing GNU/Oc-
tave. The primary purpose of the experiment is to capture the difference between
conventional identifiers and the proposed one. More specifically, we considered the
time required for a search of the following entries:
 full identifier S;
 searching of S using index P ;
 IMEI;
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 S using IMEI as a pointer.
For each of the above-listed options, the experiment was performed using a database
consisting of 10,000 entries of the appropriate type. For each entry type, we per-
formed 1,000 searches in a database. The summary of the experiment presented in
Table 3.1.
Table 3.1 Mean time required of an ID search in a database consist of 10,000 entries
S P + S IMEI IMEI +S
Search time ts , sec 0.3707 0.2721 0.2428 0.2653
The results of the experiment summarized in Table 3.1 indicate relative differ-
ences in average identification time. Absolute values can be reduced notably via
search engine optimization and implementing acceleration methods. However, the
ratio between the time required to find an entry of each type is expected to remain
the same.
As it follows from Table 3.1, the average time required for device identification
utilizing a unique degradation pattern of NOR flash-memory chip is about 50 per-
cent longer than the conventional approach. However, if an entry search is per-
formed utilizing a pointer or index, the time difference is less than 15 percent.
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4 FACILITATING CONNECTIVITY OF
WIRELESS IOT DEVICES ON THE EDGE
USING DRONES
Unmanned aerial vehicles allow for the physical flexibility of network infrastructure.
International standardization bodies considering a UAV equipped with wireless ac-
cess gateway as a primary enabler for on-demand coverage in millimeter-wave range.
The access points installed on drones may also notably enhance the performance of
IoT applications on the edge by providing additional connectivity capabilities.
4.1 UAV-based gateway for passive sensor networks
deployed over large area
Wireless sensor networks popular for environmental monitoring, as a part of emerg-
ing IoT concepts, e.g., Smart Cities and Communities. Technologically, such sys-
tems often rely on passive sensors that extensively utilize modern energy harvesting
solutions.
The recent achievements in nanomaterials allow for the development of very
small passive sensor devices, which significantly improve their applicability. It is
worth noting that such devices are not necessarily a nano-sized device but rely on
unique properties of novel materials [5]. The maintenance of a permanent commu-
nication channel is a challenging task for such devices, primarily due to energy con-
straints. Recent scientific publications considered communication problems, from
the perspective of BAN. Meanwhile, other deployments are rarely discussed.
In this section, we consider data gathering from wireless nanosensor networks
deployed over large areas, e.g., agricultural fields, oil pipelines, or construction sites,
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Figure 4.1 Acquiring data from sensor network
utilizing a wireless gateway integrated into a UAV. As an alternative to the terrestrial
machines, UAVs allow faster delivery of the gateway to the area of interest, as well
as more flexible routes. More specifically, in this section, we are conceptualizing
both the wireless energy transfer and data transmission when utilizing a UAV-based
THz-frequency wireless gateway.
4.1.1 Acquiring the data from passive sensors using UAVs
UAVsmay notably improve connectivity withmultiple distributed IoT devices, pro-
viding on-demand coverage. This option is specifically relevant for nanonetworks,
where the communication distance among devices is up to several meters. The UAV,
which flies over the sensor network deployment, may gather sensory data as illus-
trated in Fig. 4.1.
During the flight, theUAV radiates EMwaves, which can be used by sensor nodes
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Pre bits Start byte Sensor model Data Ending byte
2 bytes 1 byte 2 byte 8 bytes 1 byte
Table 4.1 Structure of a dataframe utilized by the nanosensor
Data received from a sensor Data added by a gateway (UAV)
Type of sensor Sensor model Data Location Time Date
Temperature XFD3112 34.211
59.903176,
30.491099
12:32:03 22.09.2017
Table 4.2 Structure of the dataframe sent by the UAV to the remote server
for energy harvesting. When a sensor harvests energy, it starts to operate and sends
the dataframe back to UAV. An example of such a dataframe is shown in Table 4.1.
Further data from a sensor can be supplemented by the UAV, e.g., by adding GPS
coordinates or timestamps (Table 4.2).
Sensors are capable of accumulating the required energy if a UAV radiates them
for a certain period. Thus it will depend on the velocity of UAV, distance to and
transmit power of the EM wave source, the frequency used, and obstacles.
Sensors that are in the coverage area of the UAV may communicate simultane-
ously, which may cause interference and collisions. To avoid those, we assume that
the MAC relies on frequency division, with the carrier frequency of each sensor pre-
defined during the manufacturing process. On the other hand, the gateway installed
on the UAV operates in a wide frequency range. The notable drawback of such
medium access is interference between sensors. However, if the frequency range is
wide enough, the probability of interference is low. More specifically, the probabil-
ity of two sensors having the same carrier frequency can be assessed using 4.1.
 = 1  N f !
N f
d (N f   d )!
, (4.1)
where N f is the number of central frequencies used in the system, d is the top
border on the number of the sensors simultaneously communicating with the UAV.
Assuming d = 10 andN f = 1000, the probability of two sensors having the same
carrier frequencywill be 0.045, which proves high reliability for the consideredMAC
mechanism.
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4.1.2 System model
The total time (tt ot ) between the moment when a sensor enters the coverage of an
aerial gateway and the moment the sensory report is sent, consists of the time re-
quired for energy harvesting tc h , and time for making measurements and sending a
sensor report back to the gateway ts g :
tt ot = tc h + ts g (4.2)
For further calculationswe assumed that ts g = 10ms , which corresponds tomean
maximal time for such systems, while the time required for energy harvesting is
following from (4.3):
tc h =
Et ot
Er x rc
(4.3)
where Et ot — total amount of energy required for sending a sensor report; Er x —
energy, harvested by sensor per second; rc — coefficient representing the efficiency
of energy harvesting (transformation of electromagnetic energy to electric current).
For further calculations we assumed rc = 0.5.
Energy costs of a passive sensor include (ES ) energy costs on maintaining the
operation of a sensor until it finished measuring the required parameter; (Ep ) mea-
surement costs, and (Epacke t t x ) communication expands:
Et ot = ES + Ep + Epacke t t x (4.4)
To specify the energy consumption of sensors, we utilized specification described
in [64], where Ep = 0.73 J and ES = 1.06 J .
Following [42], the energy required for sending a data packet can be expressed as:
Epacke t t x =Nb i t sWEpu l s e t x (4.5)
where Nb i t s — the number of bits in the packet; W — the code weight (the mean
expected ratio of "1" and "0" bits), Epu l s e t x — the energy required for sending of
"1"bit. Following the coding scheme from [41], we takeW = 0.5. Therefore, energy
for transmission of "1"bit to a distance of 10 mm is Epu l s e t x = 1 pJ [40].
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The signal power on the receiver given as:
Pr x =
Pt xG( f )
A( f )
+Nmol ( f ) (4.6)
where Pt x — power of the transmitted signal;G( f )— antenna gain parameter; A( f )
— total attenuation ratio; Nmol ( f )—molecular-based absorption noise.
The signal attenuation constitutes of free-space propagation losses Af s p l , and
molecular absorption Amol [15, 45, 72].
The free-space propagation losses can be expressed as:
Af s p l ( f ) = (
4 f d
c
)2 (4.7)
where d — distance of communication; f — carrier frequency; c — speed of light.
TheTHz frequency range is featured bymolecular absorption, which is caused by
vibrations and the rotation of particles in the medium. The molecular absorption
phenomena can be observed if the EM signal frequency is close to the resonance
frequencies of molecules. In this case, molecules absorb the energy of the signal and
produce molecular noise Nmol ( f ) of the same frequency as signal [4].
Amol f = e
k( f )d (4.8)
where k is an absorption coefficient, which determines the ability of a molecule
for energy absorbing [39], and does not depend on the communication distance.
In this work the molecular absorption coefficient estimated utilizing the HITRAN
database [1, 63] for the following conditions: H2O = 1.860000 %, CO2 = 0.033000
%, N2O = 0.000032 %, O3 = 0.000003 %, CO = 0.000015 %, CH4 = 0.000170 %,
N2 = 77.206000 %, O2 = 20.900001 % at a temperature of 296 K and a pressure of 1
atm.
As it following from [39], when the absorption coefficient is higher than 5.5
%, the molecular absorption noise Nmol reaching the maximum value of  203.89
dB=Hz ( 10 20 W =Hz). Considering a bandwidth of 100 kHz per one sensor and
frequency range of 0.1-0.15 THz, we can calculate that molecular noise value will be
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Figure 4.2 Time required for serving a hectare by one UAV
about 1 f W which is negligibly small. Therefore, 4.6 can be simplified as follows:
Pr x =
Tt xG( f )c
2
(4 f d )2ek( f )d
(4.9)
For convenience, we summarized themain parameters used in ourmodel in Table
4.3.
To collect data from sensors, the UAVwill fly with a constant velocity v over the
area of interests. Assume the flight altitude is 2meters. Such an altitude allows for the
elimination of the effect of flight stability issues on our results. To enable wireless
energy transfer and communication, the UAV is equipped with an antenna array,
whose beamwidth defines the ground service area. For simplification, the coverage
area can be considered as a circle with radius R. The broader the coverage area, the
faster the area is served, as it is demonstrated in Fig. 4.2. Remarkable, it also can cause
additional losses because EM power density over the coverage area will be reduced.
To better highlight this trade-off, we further consider varying R, with a constant
transmitter power.
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The number of packets received by the UAV from a sensor depends on the time
te x when the sensor is in the coverage area:
te x =
D
v
(4.10)
where D (D  2R) — communication range.
The measurement will be performed if te x  (tc h + ts g ). While, if te x  n(tc h +
ts g ), then one sensor becomes capable of performing multiple measurements (
0n0
repetitions) because the energy harvesting cycle can be completed more than once.
Following the [82] the distance D can be determined as follows:
D = 2R(

2
F (S)) (4.11)
F (S) =
2

arcsin(
S
2
)+C (4.12)
where F (S)—unit circle probability density function; S — the distance between two
points on the circle which outlined UAV’s coverage area; C — constant.
Parameter Identification Value
Transmission power of a THz-reader Pt x G 1 W
Antenna of the THz-reader Directional [32, 84]
Antenna of a sensor Isotropic
Frequency range f1 - f2 0.1 - 0.15 THz
Bandwidth per sensor 4 f 100 kHz
Altitude of a UAV h 2 m
UAV’s coverage area radius R [0.8, 1.2, 1.6, 2]m
Velocity of a UAV V [1, 2, 4, 6, 8, 10, 12]m/sec
Absorption factor (0.1 THz) k1 2.58 10 5 m 1
Absorption factor (0.15 THz) k2 1.01 10 4 m 1
Mean energy required for transmission of one
data packet
Et ot ,min 2,27 J
Time required for creating and sending
a packet with sensor’s report
ts g 0.01 s
Table 4.3 Parameters used in the model
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4.1.3 Performance evaluation
To evaluate the performance of the considered system, we executed a simulation cam-
paign utilizing a system-level network simulator (WinterSIM) developed at Tampere
University. Our interest focused on the dependency of losses (when measurement
from sensors was not received) on the velocity of a UAV. We evaluated this metric
for two frequencies. For the simulation, we assumed that the UAV flight path did
not overlap with the previously served territory.
(a) (b)
Figure 4.3 Packet losses a) f = 0.1 THz, b) f = 0.15 THz
The numerical results presented in Fig. 4.3, demonstrate that an acceptable level
of losses can be reached with low flight speeds and narrow beamwidth. Increased
velocity causes higher losses because sensors on the edge of the coverage area are not
able to harvest the required energy. A greater beamwidth leads to reduced power
density on the area of coverage, which also leads to higher losses. In addition, our
results demonstrate that higher carrier frequencies have notably higher losses.
To better illustrate the effect of losses on the accuracy of the field monitoring sys-
tem, we compiled measurement maps (Fig. 4.4) utilizing data about losses obtained
during the simulation campaign. The maps visualize the decrease of density due to
higher losses.
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(a) (b)
(c) (d)
Figure 4.4 Compilation of measurements maps for different UAV velocity ( f = 0.1 THz, R =2 m)
4.2 Enabling latency-sensitive services via a flying network
One of the relevant scenarios for IoT on the edge is the lack of communication due to
the unavailability of the mobile network coverage. This challenge can be addressed
utilizing a fleet of interconnected UAVs – a flying network.
4.2.1 The flying network architecture
The flying network consists of UAVs that are participating in multi-hop communi-
cation and provide wireless access (coverage) for the terrestrial segment. Optionally,
some of the UAVs may also have backhaul. The UAVs are capable of prompt on-
demand network deployment. If the number of UAVs constituting the flying net-
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work is significant, the communication will require multiple relaying hops, which
notably increasing the latency of communication. To address this issue, we consider
the two-level architecture of a flying network (Fig. 4.5), which enables lower latency
for end-to-end communication for latency-sensitive services.
Figure 4.5 Two level architecture of flying network for latency sensitive services.
The considered architecture utilizes clustering among lower-level UAVs and clus-
ter heads at a higher level. The communication beyond a cluster is performed via
these cluster heads, which promises a lower number of hops and consequently lower
latency.
In this work, we assumed that communication between the terrestrial segment
(IoT devices) and UAVs (the devices may communicate only with the lower level
UAVs) is performed using the IEEE 802.11n/ac standard which is widely supported
by existing wireless devices. The communication among UAVs relies on the IEEE
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802.11p standard. The communication among the cluster heads utilize an advanced
mode of IEEE 802.11p technology with a distance increased up to 750 m [7, 18, 61].
4.2.2 Continuous connectivity method for ensuring quality of
communication
The major challenge one faces when utilizing a dynamic multi-hop network for
latency-sensitive applications are slow handovers. To enable seamless connectivity,
the handover process needs to be enhanced. A conventional handover performs the
following algorithm:
1) exploring access points (APs) available for association;
2) selecting one of the available APs and associating with it;
3) (re) establishing a communication session.
The user authentication mechanisms used in WiFi are relatively slow, which sig-
nificantly contributes to high latency during handover. For the considered scenario
authentication process executes as shown in Fig. 4.5.
The handover process starts with exploring the new AP and deciding if the UE
needs to be reassociated. This step may take several seconds; however, it can be
performed in a background mode and does not require termination of the current
session. Furthermore, authentication with a new AP should be performed. After
that device, the UE can establish a logical connection with the AP. The most time-
demanding phase starts after the association is done. In this phase, the AAA server
authenticates the UE, which allows for establishing a session between UE and AP.
The handover process is finalized by four-way handshaking between the UE and the
AP.
The total time required for the handover process consists of the exploring phase
time (ts can), probing and initiating authentication time (tau t h ), association time (tas s o),
AAA delay (t1x ) [34], and four-sided handshake (t4way ).
To accelerate the most time demanding phase in the handover, [14] proposes a
modification of the EAP-SIM protocol (RFC 4186) in order to reduce time costs.
According to the EAP-SIM, when a UEmoves between APs, it should re-identify it-
self. The basic idea of the proposed modification implies that the new access point is
starting to prepare for the handover in advance, avoiding the necessity to communi-
cate with the remote AAA server during actual association. Al required credentials
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Figure 4.6 Handover process [14]
can be loaded to the new AP while the UE is still connected to the previous AP. The
experimental results demonstrated that such an approach allows reducing handover
time on about 55 ms.
4.2.3 Service quality assurance and selected numerical results
The latency-sensitive service can be represented by two UE interacting with each
other via the chain of UAVs. Assume that the threshold of the acceptable latency is
100 ms. The service provisioning quality can be modeled using the Queuing Theory
model presented in Fig. 4.7.
The average packet transmission delay measured on the MAC level can be ex-
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Figure 4.7 Queuing model for the flying.
pressed as:
tne t = 2  ta + 2  tc +(n  1)  th (4.13)
Where ta – delay between UE and UAV; tc – delay between UAVs of the same
cluster; th – delay between the cluster heads; n - number of cluster heads in the route.
Given an M/M/1 service model for each UAV, and assumed that the incoming
flows to each UAV have the same properties, the service time follows an exponential
distribution, and the intensity of the load is determined as:
i = i =
i
i
(E r l ) (4.14)
Where: i is a rate of incoming requests (1 /ms) and i is a service rate (1 /ms).
The time spent for processing of requests in the system can be calculated using
equation (4.15):
tp r oc = wi + ti =
ti
1 i (4.15)
Where: wi is the average waiting time in the queue; ti is an average duration of
service session.
Consequently, it is possible to calculate the average duration of service requests
by the formula (4.10):
ti =
L
bi
(4.16)
Where L is the average length of one packet (bit); bi - the average data transfer
rate (bit/ms).
To illustrate performance of the proposed flying network architecture, we per-
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Table 4.4 Simulation parameters.
Parameter Value
Technology used for communication
between aerial and terrestrial seg-
ments
IEEE 802.11n
Technology used for communication
between UAVs
IEEE 802.11p
Number of UAVs in one cluster 7
Number of clusters f2 . . . 37g
Service model M/M/1
System load coefficient,  f0.1,0.2 . . . 0.9g
Data packet payload size, Bytes 1024
Table 4.5 Maximum number of UAV clusters capable to support required quality of service
System load coefficient,  Maximum number of
UAV clusters
0.1 65
0.2 58
0.3 50
0.4 43
0.5 35
0.6 28
0.7 20
0.8 13
0.9 5
formed a simulation campaign in WinterSIM. The main simulation parameters are
summarized in the Table 4.4.
Selected simulation results, which are summarized in Table 4.5, show the depen-
dence of the number of UAV clusters, which are providing the required quality of
service ( 100ms ), on the system load coefficient. Further, Fig. 4.8 indicates how
the average e2e latency experienced by users increases with a larger number of UAV
clusters, and = 0.5.
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Figure 4.8 Dependence of the e2e latency from number of UAV clusters
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5 UTILIZING MILLIMETER WAVE MESH
TECHNOLOGIES FOR BROADBAND
WIRELESS ACCESS ON THE EDGE
Emerging IoT applications heavily utilize media services that demand high through-
put on the access level. In 5G systems, this challenge is attempted to address by
millimeter-wave (mmW) technology.
With undeniable advantages, mmW networks also bringing new challenges, such
as significant path loss, and sensitivity to blocking obstacles (due to short wave-
length) [19]. As a consequence, mmW links are narrowly targeted. Additionally,
mmW links are highly susceptible to atmospheric and molecular influence [33].
Together, all these factors considerably reduce the reliability of mmW communi-
cations.
The extreme throughput demands on the edge require extending conventional
wireless access utilizing multi-hop D2D mesh networks. Related to mmW, such
meshes are expected to improve coverage of mmW, as well as communication relia-
bility [2].
5.1 Millimeter wave mesh networks in environments with
dynamic blockages
The benefits of mmW meshes have been investigated for the outdoor use cases [51,
58, 70]. These works confirm that meshes may considerably improve connection
reliability and throughput for demanding IoT devices on the edge. However, indoor
mmWdeployments bring new challenges caused by increased dynamic blockages. In
indoor scenarios, links can be blocked by the internal constructions of a building,
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and bymobile objects. Considering the mobility of mesh users, indoor scenarios are
feature continuously changing the connectivity between the network participants.
To address the high throughput demands of emerging IoT applications in envi-
ronments with dynamic blockages, this chapter considers network connectivity and
the throughput characteristics of mmWmesh networks deployed in an indoor envi-
ronment. The considered scenario is characterized by themobility of users, blocking
dynamic, 3GPP propagation model, and multi-connectivity operation of the users
in themesh. For a better illustration of the dynamic blockage environment scenario,
later in this chapter, we consider an illustrative use case of a fire suppression mission.
5.2 System modeling
The abovementioned illustrative scenario assumes a fire suppression mission in a
single-floor indoor layout. The firefighting team extensively uses media-heavy ap-
plications enabled via a mmWmesh network. Communication with the command
center is provided via a gateway (access point) installed on the border of the layout
(e.g., window).
The users’ mobility of the considered mesh network follows the random direc-
tion mobility (RDM, [50]) model. According to RDM, a user initially selects the
random direction of movement in the range (0,2) and then moving in the selected
direction with a constant velocity of vB . The user stops after an exponentially dis-
tributed time periodwith the parameter  = 1=E[], where  is themeanmovement
duration. After a user stops, the procedure is repeated to select a new direction of
movement. While moving, if a user collides with an obstacle, it chooses a new ran-
dom direction of movement.
The received signal power at the users devices can be obtained from
PR(x) = PTGTGR  PL, (5.1)
where: PT is the transmission power, PL is the path loss, GT , GR are the antenna
gains of transmitter and the receiver, respectively. These gains depend on the an-
tenna array used, and follow the beamforming model which is introduced later in
this chapter. Following 3GPP TR 38.901, the mmW path loss in dB for the line-of-
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sight (LoS) links is given by
PLI nH LOS = 32.4+ 17.3 lg(d3D )+ 20 lg( fc ), (5.2)
where fc is the carrier frequency, d3D is the distance between the antennas of two
communicating nodes (given in 3D space).
For the non-LoS (NLoS) links, the path loss can be expressed as
PLI nH NLOS =max(PLI nH LOS , PL0I nH NLOS ), (5.3)
where
PL0I nH NLOS = 38.3l g (d3D )+ 17.3+ 24.9 lg( fc ). (5.4)
In the considered scenario, it is assumed that linear antenna arrays are utilized by
all users. Then, half-power beamwidth (HPBW) of the array, , is given by [10]
= 2jm  3d b j, (5.5)
where 3d b is the half-power point and m = arccos( =) is the array maximum,
 is the array direction angle. Letting = 0, then upper and lower 3-dB points are
3d b = arccos[  2.782=(N)], (5.6)
where N is the number of elements in the antenna array.
Following [10] the mean antenna gain over HPBW is
G =
1
+
3d b
  
3d b
Z +
3d b
 
3d b
sin(N cos()=2)
sin( cos()=2)
d. (5.7)
Finally, the blockages model includes (i) building constructions; (ii) user self-
blocking; and (iii) blockage by dynamic objects. The blockages by inherent building
layouts are taken into account in the 3GPP propagation model, which is used (it in-
cludes the mean probability of blockages for indoor). Self-blocking occurs when a
users’ device cannot beamform its signal towards the intended receiver. The third
blocking factor is presented by a spatially-temporal blockage model. Following this
model, the blockers’ appearance is uniformly distributed over the considered layout,
according to a homogeneous temporal Poisson process with the intensity of . Ev-
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ery blocker’s appearance exists for an exponentially distributed time with the mean
1=. Notably, this process is inherent of the M/M/1 type, and the Poisson distri-
bution provides the number of active blockers with the parameter =. Assuming
rB is the radius of a blocker, the total area of blockers on the floor can be formulated
via integral geometry [53]
pC = (1  fC ,1)=, pC ,1 = 2SB2(SA+ SB )+ LALB , (5.8)
where SA is the floor area, and SB =r
2
B is the blocker radius.
5.3 Evaluating system capacity
For the performance assessment, we used the following indicators: (i) the fraction of
time when at least one node is disconnected from the mesh network, (ii) the mean
number of disconnected nodes, and (iii) the mean throughput per-node of the mesh
network.
In the considered scenario, it is assumed that devices of all users support multi-
connectivity [2]. Consequently, a capable node instantly switches to another con-
nection in cases where the current link is unavailable. In this work, the number of
simultaneously supported links is referred to as the degree ofmulti-connectivity (M ).
Depending on the instant positions of users on the floor, the number of simultane-
ous links can vary in the range from 0 to M .
The performance evaluation of the considered systemwas performed in a system-
level simulator. This simulator is based on the Stage source code [29, 74]. The simu-
lation of themesh networkwas performed over the 3Dmodel of a building floorplan
(Fig. 5.1). The 3D model allows for a determination of LoS conditions between two
arbitrary points in the environment. In the initial stage of simulation, we executed
a coordinate simulation of the users’ mobility and blockage dynamics. The simula-
tion process utilized a discrete timeline, where at every iteration, the LoS condition
was checked for all the users of the mesh. The data about users coordinates in every
iteration, as well as LoS conditions, were recorded to the database.
In the next step, we worked exclusively with the database for evaluating the target
metrics. It starts with estimating path loss among all the users. If the signal level is
lower than a preset threshold, the simulator considers that there is no direct link
58
Figure 5.1 Visualization of the simulation
between these users. Contrary, if a direct connection between two users exists, the
simulator estimates the throughput utilizing the Shannon formula. In the third step,
the simulator estimates overheads introduced by medium access control and routing
procedures. These results are in a network-level topology graph, where every link is
associated with throughput.
During the simulation experiments, each set of input parameters (referred to as a
simulation round), run for 1200 seconds of the simulation time, with a time step of
0.25 seconds. It is assumed that all of the involved processes (arrival, service, block-
age) are stationary; the steady state always exists in the system. The starting point
of the steady-state period has been defined from the exponentially weighted mov-
ing average (EWMA) statistics (weight parameter 0.05) and follows the procedure
described in [52]. Table 5.1 summarizes simulation parameters used in our experi-
ments.
Our analysis starts with connectivity and throughput of time-dependent behav-
ior analysis. For this purpose, we used traces of these metrics. An example of such
traces is demonstrated in Fig. 5.2. Particularly, the connectivity trace illustrated in
Fig. 5.2a, allows us to conclude that disconnection intervals are comparably short
but frequent. Such behavior can be explained by short-lived outage events caused by
user mobility and dynamic blockage. An example of throughput variations among
users is shown in Fig. 5.2b. As it can be observed, the throughput significantly de-
viates. For some users, the deviations are rather smooth, primarily caused by users’
mobility. For other users, the throughput trace is characterized by sharp peaks; these
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Table 5.1 Simulation parameters.
Parameter Value
Carrier frequency, fc 28GHz
Antenna array 16 16 el. (planar array)
Channel model 3GPP InH
Transmission power 1 W
Receiver sensitivity -91 dBm
Mean expected area covered by blockers, pC 0.15
Number of users in the mesh network f8,10,12,14,16g
Velocity of users 1 m/s
Mobility of users RDMmodel
Degree of multi-connectivity f2,3,4,1g
(a) Connectivity trace
(b) Throughput trace
Figure 5.2 Example of connectivity and throughput traces
are associated with the blockages (building geometry and dynamic blockers).
Fig. 5.3 the time fraction when at least one node is disconnected from the mesh,
as a function of the number of nodes andmulti-connectivity degree (M ). This metric
characterizes an integral measure of connectivity in the network. It demonstrated
fundamentally different behavior for different degrees of multi-connectivity. Partic-
ularly, for multi-connectivity M = 2,3, the metric increases as the number of users
in the network grows. The explanation for this behavior is obvious: the probabil-
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ity that at least one user finds itself in unfavorable position becomes higher with
greater number of users in the network, and the number of available simultaneous
connections may be insufficient to eliminate this. However, if the degree of multi-
connectivity is high enough, the effects of connection diversity enhances the over-
all connectivity in the mesh. Therefore, we may conclude that multi-connectivity
in mmW meshes significantly improves connectivity for scenarios with dynamic
blockages. However, the number of simultaneously supported connections should
be rather high, which may cause notable control overheads.
Fig. 5.4 shows the mean number of disconnected users depending on the degree
of multi-connectivity and the total number of users in the network. ForM = 2,3 the
network is not able to scale appropriately as the number of disconnected users grows.
Further increasing M , allows the mean number of disconnected users to dip below
1. and the mean number of disconnected users decreases with a greater number of
users in the mesh network.
Fig. 5.5 indicates the mean throughput experienced by a user in the mesh, de-
pending on the number of nodes and a number of simultaneously supported links.
Figure 5.3 Time fraction when at least one user is disconnected
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Figure 5.4 Mean number of disconnected users
As it can be noticed, the throughput behavior is qualitatively similar for all the val-
ues of M . In a case when there are no restrictions for the number of simultaneously
supported links, themean throughput experienced by the user is 3 5 times higher if
compared to the M = 2. It is worth noting that while increasing the degree of multi-
connectivity, the throughput approaches the higher bound relatively slow, e.g., the
mean throughput atM = 4 is only a half of that forM =1. Such a behavior is differ
from the one reported for outdoor scenarios in, e.g., [26, 28], where both capacity
and outage probabilities grow exponentially with M .
The performance evaluation results can be summarized as follows:
 the use of multi-connectivity operation drastically improves mmWmesh con-
nectivity in indoor deployments, but its effect on the per-node throughput is
minor;
 to augment connectivity and throughput in dense indoor mmWmesh topolo-
gies, the number of simultaneously supported links needs to be greater than
two, thus implying considerable control signaling overheads.
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Figure 5.5 Mean throughput per-user
5.4 Improving the mesh reliability using machine learning
This section targets the improvement of the mmWmesh performance utilizing ma-
chine learning methods for avoiding blockages. Particularly, we assume that a fire
spreads dynamically in the considered layout, and the firefighters not aware of ac-
tual locations of fire Fig. 5.6. In addition, the firefighting team utilizes autonomous
robots, which are capable of independent movement, and assist the crew if required
(e.g., acting as relays for communication if a direct connection between them is un-
available).
Firefighters and assisting robots utilize heavymedia applicationwhich are stream-
ing data to the command center for the processing which requires high throughput
(120 Mbit/s per user) and connection reliability. These requirements expected to
be satisfied by the mmW mesh network maintained among firefighters and robots,
which using for multi-hop data transfer to the command center. Following the re-
sults discussed in the previous section, we also assume that the node of the mesh
supports M simultaneous connections with the neighbor nodes.
63
Thermal/video
camera
AR Glasses
Multi-RAT
Equipment
Command center / EDGE operation
Autonomous
robot
Active fire
Security camera Multi-connectivity
Extinguished fire
Blockage
Figure 5.6 Scenario of interest
5.4.1 Artificial intelligence for millimeter wave blockage detection
Presently, computer vision technologies attract remarkable attention in the field of
fire detection because of their time-efficient response. Such systems allow the moni-
toring of large areas with relatively low cost. Themajority of early-stage vision-based
methods for fire recognition rely on color and shape properties when detecting fire
on an image. Thesemethods suffered from false alarms [30]. To enhance these meth-
ods, subsequent works proposed to consider motion features. As a result, the rate
of false alarms was reduced; however, the efficient operational distance sharply de-
creased. Recently proposed adaptive algorithms utilize CNN [25] addressing both
of the drawbacks and enabling fire detection over long distances with acceptable ac-
curacy.
In this work, we focus on the CNN-based solution to indicate the potential or
AI for detecting blockages in our proactive approach. After the fire is detected, we
consider two paths of action: (i) if there are alternative links existing for a nodewhose
connection is expected to be interrupted, the traffic flow proactively switching to
one of those; (ii) if the node doesn’t have alternative links, the robot selects a new
location which allows the establishment of a backup connection. Otherwise, the
node becomes disconnected from the command center.
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Figure 5.7 Algorithm for fire detection
5.4.2 System design details
Our proactive approach relies on CNN implementation delivered by GoogleNet.
Their use of a neural network provides wide functionalities for fire detection, includ-
ing localization, and semantic understanding of the scene of the fire. As an output,
the CNN specifies the piece of video as “Fire” or “Non-Fire”. Our choice is moti-
vated by the high performance of the algorithm for fire detection task [49], and the
acceptable size of the model, allowing the deployment of the method on the edge.
An algorithm behind the developed fire detection module shown in Fig. 5.7.
Architecturally, our proposed system consists of two network overlays that oper-
ate cooperatively. The first overlay utilizes themmWwireless interface (28GHz) for
high rate communication demanded by the heavy traffic applications. The second
overlay relies upon a long-distance wireless technology (IEEE 802.11ah), which pro-
vides robust long-range connections among all the nodes of a mmWave mesh [21],
which are used for signaling and managing of the mmWmesh operation.
The system operates following the repeating cycle shown in Fig. 5.8. This cycle
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mmWave network
topology map
Predict potential
blockage locations
Find/update
fire locations
Estimate new locations
for robot relays
Figure 5.8 System operation cycle
enables timely updating of the information about the mesh operation details. It is
worth noting that if the operation dynamic is high, the cycle should be repeated
more frequently. The remarkable factors which can affect this dynamic may include
the number and density of nodes in the mmWmesh and intensity of the blockages.
The cycle starts with determining current mmW mesh topology. For this pur-
pose, every node sends its coordinates and mmW link-state advertisements (LSAs)
via the IEEE 802.11ah interface. Based on the received LSAs, the command center
reconstructs the actual mmWmesh topology. Simultaneously, the command center
processes video streams from the operational area to detect their fire zones and up-
date their locations by utilizing the available media and sensor information obtained
from the fire suppression teammembers via themmWmesh. Further, the command
center performs a mapping between estimated fire locations, the building plan, and
the mmW mesh topology to define which links can be blocked. Finally, based on
the information about expected blockages, the system estimates where to move the
robot relays to reduce the risk of disconnecting mesh nodes Fig. 5.9.
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Figure 5.9 Blockage avoidance: top view
5.4.3 Selected numerical results
To explore the benefits of using a proactive blockage avoidance system, we repeated
the simulation described earlier in this chapter. To represent the proposed system,
we added to the deploymentK robots and parameterized blockages (by the temporal
intensity of fire locations, the radius of vapor cloud over the fire location, the mean
duration of evaporated water after the fire suppression). As it follows from [35],
the attenuation caused by water particles causes significant power loss in mmW sig-
nals. All new parameters distinguishing this simulation campaign from Table 5.1,
are expanded further in Table 5.2.
In the baseline scenario, we assume no proactive protocol enabled, which repli-
cates blockage avoidance techniques based on multi-connectivity [17], discussed in
the first part of this chapter. While in the AI-aided scenario, the mmWmesh utilizes
our blockage avoidance method.
To evaluate the gain from using theAI-aidedmethod we selected the performance
metrics related to mmW system reliability, related to those considered in the first
part of this chapter: (i) fraction of time when a node in the mesh is disconnected,
(ii) probability of that a number of nodes are disconnected at random time instance,
(iii) intensity of node disconnections from the mesh, and (iv) data rate at the AP.
The fraction of time an arbitrarily chosen node is disconnected from the network
for both scenarios of interest, as a function of the temporal intensity of fire locations,
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Figure 5.10 Fraction of disconnect time from a mesh
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Figure 5.11 Mean number of disconnected nodes
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Table 5.2 Default system parameters.
Parameter Value
Number of static blockers 10
Radius of static blockers 5 m
Attenuation by static blockers 40 dB
Temporal intensity of fire locations 0.1 events/s
Mean duration of suppressed fire lo-
cation
120 s
Radius of suppressed fire location 3 m
Attenuation by suppressed fire loca-
tion
20 dB
Number of firefighting crew mem-
bers
f10,20,50g
Number of autonomous robots f1,2 . . . 10g
Number of simultaneously sup-
ported links
f1,2 . . . 10g
is presented in Fig. 5.10. As it follows from the plot, the path diversity allows a
notable reduction of the negative effect of blockages. However, the system based
only on multi-connectivity shows weaker performance if compared to the AI-aided
case. The joint use of multi-connectivity and our proactive method strikes a strong
balance in performance and shows the best results.
The mean of number disconnected nodes at a random time instance is presented
in Fig. 5.11. This parameter provides insights about network ability to support ap-
plication operation deployed over the mmW mesh. The more nodes disconnected
from the mesh, the less efficiency of such an application. The results obtained for
blockage intensity fixed on the level of 0.1 events/s, while the mean water vapor du-
ration used as a variable. The plot indicates a significant improvement of the mesh
reliability if the number of robots approaches the number of firefighters (there were
ten firefighters in this simulation round). With a lower number of robots, reliability
is low even in AI-aided cases.
We further characterize time-dependent performance – the intensity of node dis-
connections from amesh in Fig. 5.12 as a function of the degree ofmulti-connectivity,
M , the number of autonomous robot relays, K , and the mean water vapor duration
in suppressed fire locations, 1=. As we learn, the response of the system is quali-
tatively similar for both the baseline and the AI-aided scenarios. An initial increase
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Figure 5.12 Intensity of node disconnects from a mesh
in the intensity of node disconnections is explained by the fact that the temporal in-
tensity of node locations adds to the blockage dynamics as moving firefighters begin
to experience link interruptions more frequently. However, when the intensity of
dynamic blockers exceeds a certain value that generally depends on the type of the
scenario and the selected system parameters, the intensity of node disconnections
begins to decrease. The reason is that in this regime the number of static and dy-
namic blockers becomes so high that individual blockage periods merge into longer
ones, thus forcing a node to spend more time in the disconnected state, see Fig. 5.10.
In Fig. 5.13 we evaluate the throughput via the data rate at the access point (for
M = 3 and K = 3). The upper limit of the throughput is only achievable if dy-
namic blockages are disabled. Depending on the number of users generating traffic,
the upper bound values results in approximately 5.4, 3.7, and 2.0 Gbps. Further,
these values decrease with the growth of dynamic blockage intensity. This can be
explained by higher disconnection (Fig. 5.10) leading to the packet losses. Notably, a
lower fraction of the delivered data then leads to fewer fire locations detected, which,
in turn, increases the fraction of disconnect time following an avalanche-like trend.
Finally, this may results in full corruption of the mmW mesh since the system no
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Figure 5.13 Data rate at access gateway
longer capable of maintaining its intended functionality.
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6 CONCLUSIONS
6.1 Summary of the work carried out
This thesis covers a set of challenges associated with the provisioning of advanced
IoT services in various scenarios, including ones with limited infrastructure support
on the edge of the mobile network. The main results achieved in this thesis include
the following:
 The evolution of IoT applications analyzed from the perspective of their deeper
integration into everyday life and employment of advanced technologies for
the design of the devices.
 Designed and evaluated a method for network identification of IoT devices.
 Developed and evaluated a set of UAV-based technologies for improving the
connectivity of the wireless device. The considered scenarios include the de-
ployment of constrained micro-sized sensor devices over large areas and the
cooperation of IoT devices in locations with limited or unavailable mobile net-
work services.
 Analyzed the potential of millimeter-wave mesh networks used for serving
heavy traffic IoT applications that operate in environmentswith dynamic block-
ages.
 Developed amethod for proactive blockagemitigation inmillimeter-wave net-
works.
The comprehensive research work presented in the thesis provides a better un-
derstanding of the technical trade-offs that exist behind different solutions aimed at
enhancing network experience at the wireless access level. We expect that the pro-
posed solutions will become essential enablers for future IoT services delivering a
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robust communication layout for new communication services at the mobile net-
work edge.
6.2 Future perspectives
The results of this thesis indicated the potential of multi-hop mesh networks based
on a high-level evaluation. While the practical implementation of mmW meshes
requires advanced beamforming and user trackingmethods, this creates new research
challenges. Moreover, considered scenarios imply merging of meshes and enabling
connectivity on the fly, which calls for efficient methods of neighbor discovery and
routing protocols.
In addition to conventional IP architecture, future research is expected to explore
alternative networking approaches, such as ICN. The ICN concept relies on content
identification instead of the device identification and extensively utilizes in-network
caching of the data. Overall it allows for a reduction in the latency for IoT applica-
tions on the edge and eliminates the fundamental problems of meshes, referred to
as a throughput bottleneck, in the middle of the network and user awareness about
data and services available in the network.
Finally, there is a trend in shifting network intelligence to the edge, which re-
quires new methods for computational resource orchestration and software con-
tainer management. Existing solutions relying on Docker and Kubernetes are not
able to provide acceptable scalability and latency, which calls for game-changing in-
novations from the network technologies side.
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Abstract—Internet of Things (IoT) technology has delivered
new enablers for improving human abilities. These enablers
promise an enhanced quality of life and professional efficiency;
however, the synthesis of IoT and human augmentation tech-
nologies has also extended IoT-related challenges far beyond the
current scope. These potential challenges associated with IoT-
empowered Augmented Human (AH) have so far not been well-
investigated. Thus, this article attempts to introduce readers to
AH concept as well as summarize notable research challenges
raised by such systems, in order to facilitate reader’s further
interest in this topic. The article considers emerging IoT appli-
cations for human augmentation, devices and design principles,
connectivity demands, and security aspects.
I. INTRODUCTION
Present efforts in human augmentation (sometimes referred
to as “Human 2.0”) focus on the creation of cognitive and
physical improvements as an integral part of the human body
1. These improvements are enabled by specially designed de-
vices, such as leg or hand prosthesis, implants, artificial vision
connected to the neural system of an organism, augmented
reality glasses, hearing aids, and insulin pumps. Artificially
recreated or extended abilities may improve quality of life
and even give some competitive advantages for users.
Currently, the progress in human augmentation is driven
by the interconnected Internet of Things (IoT) devices. The
performance of these devices relies heavily on communication
technologies. Commonly, such devices are located in close
proximity to the human body. More specific applications may
utilize bio-integrated devices, for example, neurally-controlled
artificial limbs. All the devices used by an individual form
an integrated ecosystem and should work coherently, which
enabled by appropriate communication technologies. Depend-
ing on the type of the device the utilized communication
technology may vary from traditional wireless protocols such
as Bluetooth or Wi-Fi to highly specific technologies, such
as electromagnetic or molecular nanonetworks. Therefore, a
network of assisting devices can be considered as a highly
heterogeneous Body Area Network (BAN). In addition to
local communication, applications of Augmented Human (AH)
require an internet connection (e.g., to be aware of context,
offload of difficult computational tasks, upgrade software).
As a whole, the concept of the Augmented Human creates a
new segment of communication challenges, since the reliable
1https://www.gartner.com/it-glossary/human-augmentation/
performance of communication technologies in such systems
is the essential enabler for the users’ well-being.
Presently, the research on AH is spread across many dif-
ferent communities. From the perspective of communication
technologies, devices for human augmentation have a lot in
common with wearable electronics. However, being a branch
of the IoT concept, AH devices perhaps provide the most
critical class of services, because humans do not exist inde-
pendently but rather as a part of human-centric AH systems in
which one is trained [1]. A failure in an AH application would
cause chaos in this system and make the human vulnerable.
Inherently, a communication failure will reduce a user’s phys-
ical or cognitive abilities. Thus, the AH applications require
comprehensive analysis from the technological perspective to
define their place in emerging network services.
This paper provides an overview of the IoT technologies for
AH and defines relevant research challenges in this innovative
area.
The article is organized in the following way: Section II
provides an overview of AH applications. Section III considers
the aspects and trends in device design. In Section IV we
consider connectivity demands of the AH applications. Section
V we discuss the security concerns for AH applications, and
conclude the article in Section VI.
II. APPLICATIONS OF AH TECHNOLOGIES
Attempts to recover or improve human abilities began
in ancient times. The majority of these attempts aimed at
replacing a lost body part with an artificial one, for example,
a leg or hand prosthesis. Some enthusiastic inventors aimed
to go beyond the natural capabilities of the human organism
by developing “upgrades”, such as wings for flying. These
two vectors of augmentation development are still relevant
and form an augmentation continuum as shown in the Fig.1.
Initially, the majority of efforts towards human augmentation
were focused on the improvement of physical abilities, while
in the 20th century, due to progress in microelectronics,
augmentation has been extended by advanced sensing and
cognitive improvements. Small-sized electronic devices are
capable of assisting in performing specific tasks, e.g., a hearing
aid assists people with auditor disorders or the use of AR
glasses capable of providing both navigation support and
object recognition.
Fig. 1. Assistive augmentation continuum according to [2]
Fig. 2. Areas of a human augmentation
A. Objectives of AH applications
In a general case, AH systems assisting in daily routines
[3] using electronic devices, which are connected to a single
BAN via different communication technologies. The network
of interconnected wearables serves as a technological layout
for high-level applications of AH, which enable physical
augmentation, advanced sensing, and mental assistance Fig.
2.
Physical augmentation aims at enhancement of an indi-
vidual’s ability to move and manipulate objects. Examples
of tools used for physical augmentation include exoskeleton,
artificial arms and legs, or even a jet pack. Failures in physical
augmentation can be hazardous for human safety and health;
therefore physical augmentation tools should be capable of
providing basic functionality even when network service or
other resources are unavailable.
Sensory abilities allow a person to be aware of the environ-
ment and the context surrounding them. Sensory abilities may
include vision, touch, hearing, smell, and taste. Augmentation
may facilitate these senses by amplifying them or, in the case
of having lost a sense, augmentation allows a transformation
of the characteristics of one sensory modality into stimuli
of another sensory modality [4], e.g., visualizing speech or
smells.
Mental (or cognitive) augmentation provides data process-
ing assistance and facilitates decision making. An illustrative
example of a cognitive augmentation is a personal planning
application, where users can save time and resources when
planning daily routines. The application may plan optimal
logistics during the day, select and book lunch at the highest
quality and yet affordably priced restaurant within the defined
location, find parking spaces and car charging plugs, inte-
grate recommended physical activity into the day’s timeline,
and automatically revise plans in accordance with chang-
ing conditions (automatic negotiations with involved parties
and reconfiguration of schedule). All these functions can be
performed in a background mode, increasing the efficiency
of a working day and saving time for creative activities or
leisure. Currently, cognitive augmentation is the most familiar
branch of human augmentation because of its widespread use
in mobile applications. As one may observe, technologically
such applications rely on machine learning [5] and entirely
hinge on information about the environment, while also being
significantly dependent on an internet connection.
B. Classification of AH applications
Taxonomy of AH applications include three major classes:
(i) supporting independent living (e.g., for the aging population
or people with impairments); (ii) facilitating the professional
performance; (iii) self-efficiency and entertainment.
The applications which support independent living allow
users to satisfy their basic daily needs without the assistance
of other people. In addition, such applications monitor users’
health conditions in real-time and increase their safety (e.g.,
by protecting aging people from occasional fall). As a result,
nursing costs can be considerably reduced while also improv-
ing the quality of life for both aging and disabled people.
The AH applications for improving professional perfor-
mance focus on augmenting the abilities relevant to the pro-
fessional areas of an individual. For instance, an exoskeleton
for a worker allows for moving heavy weights without harm-
ful consequences for the spine. Another illustrative example
comes from emergency response, where AH may enhance the
performance of rescue team members by providing augmented
sensing (e.g., sensing of hazard gases, utilizing thermal vision),
empowered physical abilities (e.g., exoskeleton), and efficient
decision making (e.g., AI-assisted operation).
The entertainment class aims to provide unusual user experi-
ences (e.g., flying with a jet pack) or an immersive experience
of extreme situations (e.g., virtual reality gaming) without
physical risks to the user.
It is worth noting that AH systems may encompass the entire
context where a person exists [6], which include interaction
with proximate entities such as buildings, city infrastructure,
Fig. 3. Integrated smart environment
and other individuals. Communicating with each other, these
form an integrated smart environment (Fig.3).
C. Challenges
Ethical and social aspects. Innovative technologies for
human augmentation will undoubtedly bring new challenges
in ethical and social fields. Augmented features may become
trendy especially among a younger generation [7], or the
border between artificial and natural abilities may become
blurred. It is not evident which specific issues will become
a part of the agenda, nevertheless, ethical and social aspects
require primary consideration.
Human-machine interaction. User experience issues are
of the utmost importance when designing IoT systems for
human augmentation. The IoT-empowered AH systems should
provide functional but straightforward user interfaces to avoid
certain user groups (e.g., older people) from feeling un-
comfortable when using such systems (due to the system
complexity).
III. DEVICES AND DESIGN PRINCIPLES
Technological challenges related to AH devices are primar-
ily shaped by design principles, which rely on users’ demands
and expectations. Regarding the wearable IoT devices (which
AH systems are), the users’ expectations are primary: small
size and weight of devices, enhanced reliability, and long
battery lifetime.
A. Flexible Hybrid Electronics
Flexible Hybrid Electronics (FHE) integrates devices from
thinned flexible materials with electric circuits in formats
that can be thin, light-weight, flexible, bendable, conformal,
potentially stretchable and disposable [8]. FHE offer notable
advantages over the conventional electronic systems that are
made of bulky and rigid materials [9]. Recent advancements
in the advanced materials and soft mechanics have enabled
a successful integration of rigid, miniaturized chips with
flexible/stretchable circuit interconnects. Such FHE in AH
applications enhances signal processing, memory, and wireless
power transfer in wearable systems [10], [11]. For example, in
real-time monitoring of health parameters, FHE enables bio-
friendly devices on biological tissues, such as artificial human
skin, or internal organs with time-dynamic motions [12]. In
general, implementation of FHE in AH enabling improved
wearability and performance for the devices, and as a result,
facilitating their use among individuals.
B. Reduced size of the devices
Due to the progress in nanotechnologies, IoT wearables can
be deployed at the nano level (named as Nanonetworks) [13].
Such nanodevices employ unique properties of graphene,
which allows a significant size decrease for electronic ele-
ments, including antennas, processors, receivers and transmit-
ters [14]–[16], as well as sensors and actuators [17], [18].
The graphene-based nanoantennas enable communication in
the THz frequency band [15]. However, the distance of com-
munication in the THz frequency band is substantially limited
by the high signal power losses during propagation [19], [20].
The distance of communication will not exceed 2 meters,
even in an air environment with minimal humidity; if the
communication is performed in an environment with a high
concentration of liquids, such as a human body, the distance
of transmission will decrease to several millimeters [21] es-
tablishing new challenges related to enabling communication
within such networks. These graphene-based devices (antennas
and transceivers for THz communication) are small enough to
be integrated into biological systems (on the border between
the organism and the environment) and can be easily integrated
into modern communication devices (e.g., smartphones) as
they are based on existing electronic technologies.
C. Improving energy effeciency
A power unit used in wearables typically the most signif-
icant contributor to both the size and weight of the devices
[22]. As a consequence, developers must balance between size
and the capability for autonomous operation when designing
wearables. A majority of devices are designed with the priority
given to size and weight, and thus have minimal operation
time between recharging [23]. However, users’ expectations
continue to move toward fully autonomous devices without
recharges or other maintenance operations. To address these
demands, recent research efforts have targeted enhanced bat-
tery lifetime through improving the energy efficiency of the
devices. Significant energy costs in wearables come from
network functions, data acquiring, and processing [24]–[26].
The networking overheads of wearable devices was investi-
gated in [27], [28]. More specifically, these works considered
digital traffic generated by the wearable network in real-
time mode. Results of the study demonstrated that network
resource utilization in wearable systems is extremely low
due to signaling overheads. However, the efficiency can be
improved if an advanced data management algorithm is uti-
lized on the BAN gateway. One such algorithm was proposed
and evaluated in [29]. The reported results demonstrated
improved networking efficiency by approximately 80 percent
via the reduction in network signaling overheads, while the
performance of applications decreased negligibly. Despite the
notable improvements in networking, the energy efficiency of
the considered systems is far from optimal and has massive
potential for further improvement.
From the perspective of data processing, a drastic improve-
ment is the promise of Approximate Computing (AC) [30].
Approximate Computing is inspired by the Pareto Principle
according to which, roughly 80 percent of the effects come
from 20 percent of the causes. Regarding the wearable net-
works, this principle can be formulated in the following way:
capturing just 20 percent of the data may enable 80 percent
of the application’s performance. It should be noted that
the actual percentage can be different; however, the general
principle remains the same – a minority of efforts provides
the majority of results.
Wearable applications work with noisy data; thus they
are natively resilient to error [31], moreover, most of the
applications do not require extremely precise results, thus the
paradigm of an acceptable margin of error as introduced by AC
promises significant energy-efficiency gains for AH systems.
D. Reliability
Reliability issues need to be addressed long before a device
could be considered for any mission-critical application. How-
ever, the reliability and validity of existing wearable devices is
concerning. The majority of available devices are not verified
in terms of accuracy and reliability [32]. Recent tests among
wearables showed significant variations of accuracy with error
margins of up to 25 percent [33].
In addition to device reliability, but by no means less
important, is the enabling quality of server platforms. Possible
adverse effects from a cloud server failure are widely discussed
in the literature [22], [34], [35], and can be considerably
mitigated via placement optimization [36].
E. Challenges
Developing networks of nanodevices. Recent develop-
ments in nanotechnologies have enabled tiny-sized devices
with both sensor and actuator functionality. However, due to
multiple limitations, these devices are not capable of sup-
porting standard communication protocols, including medium
access control, routing, and security. Although networking
among nanodevices is widely discussed in the literature, com-
mercially available solutions have yet to be delivered, which
keeps the door open for transferring theoretical findings to the
real world.
Power supply. Emerging AH systems should fully utilize
the benefits of efficient wireless power harvesting and energy
transmission [37], as well as low energy technologies, for
reducing a user’s routine in its relation to the charging of
devices.
Requirements for the devices and testing specifications.
Despite, the notable progress in provisioning reliable AH
operation, there is a lack of systematic perspective on the
reliability of mission-critical IoT systems. This gap is expected
to be fulfilled by the efforts of international standardization
bodies (e.g., SG11 ITU-T) which perform extensive work
towards the standardization of unified testing procedures for
such systems.
Balancing the trade-offs between energy efficiency and
accuracy. Implementation of AC promises a reduction of
energy consumption by computing and sensing blocks of AH
systems. However, the balance between energy efficiency and
application performance should be clearly defined.
IV. CONNECTIVITY DEMANDS OF AH
The connectivity demands of AH include intra-BAN and
inter-BAN considerations and cover physical interfaces, net-
working architecture, and AH integration in emerging network
infrastructure (5G/5G+).
A. Multi-tier networking architecture
To enable the sustainable operation of AH devices,
and context-awareness, AH systems must support multi-
connectivity when operating in a multi-tier network environ-
ment (Fig.4).
Fig. 4. Integrated smart environments
Intra-BAN communications integrate all personal devices of
an individual into one network. Such a network can operate
in a distributed way or can be orchestrated by the head node
(e.g., smartphone or body gateway). The orchestrated BAN
is less reliable, because the fault of orchestrating devices
causes a disruption of the whole BAN, while in a case of
a distributed approach the network is resilient to the faults
of individual devices [38]. On the contrary, an orchestrated
BAN demonstrates better quality of service (QoS) and energy
efficiency [39]–[41].
Inter-BAN communication covers the interaction between
devices of two or more individuals. Such interaction often
relies on device-to-device communication (D2D) and is re-
quired for enabling synchronization among AH systems when
users collaborate. This type of communication is commonly
characterized by a higher temporal and spatial dynamic (e.g.,
link blockages and outages). To improve the stability of ses-
sions, the communication links can be established via assisting
robot relays, such as drones. Drones can be considered as a
part of a personal IoT ecosystem where they contribute to
sensor augmentation, providing additional information about
the environment. Simultaneously they may serve as relays
for reliable D2D communication (e.g., connection with a user
around the corner). In total, communication with infrastructure
in direct mode allows an AH to be context-aware without a
load on the mobile infrastructure. An internet connection via
the mobile network infrastructure can be used for accessing
cloud servers and other devices, which are not reachable via
D2D communication (e.g. offloading of computation to the
edge) [42].
B. Wired and wireless
Wireless interfaces allow the creation of flexible connectiv-
ity within BAN. The tree of IEEE 802.15 standards specified
wireless technologies adjusted for BAN use cases. Commonly
used wireless technologies for intra-BAN communication in-
clude Bluetooth (IEEE 802.15.1), ZigBee (IEEE 802.15.4)
and more recent WiMedia (IEEE 802.15.3) for ultra-wideband
links [22], [37]. Inter-BAN connections are enabled by Wi-Fi
(IEEE 802.11) and mobile networks (e.g., LTE, 5G NR).
Wired interfaces enable improved reliability and stable
quality of connections, which can be fundamentally important
for critical elements of AH. Moreover, wired devices (almost
unsusceptible to radio interference) reduce the problem of
the radio-noisy environment when plenty of wireless devices
are working in close proximity (ultra-dense scenario). In
addition, a wired connection can be used for an energy supply
which is a notable advantage of such systems. However, the
low flexibility of wired networks significantly limits their
utilization in AH systems. Wired connections are currently
selected exclusively for intra-BAN communication. The most
suitable niche for wired communications is related to cases
where connected devices are not expected to be moved con-
siderably in relation to each other. For example, elements of an
exoskeleton, elements of smart textile, and sensors embedded
in the skin and connected via smart tattoo.
Recent advances in inductive links and intrabody links may
establish a new branch of communication technologies for AH
systems, based on using human body tissues as a transmission
medium (e.g., molecular communication) [13], [43].
C. Increasing throughput
Initially, wireless technologies for machine type communi-
cations (interconnected devices) were developing with a focus
to low rate traffic (e.g., telemetry), and a limited density of
devices in a network. Presently, due to the reduced size of
wearables, the density of connected devices can be significant.
In addition, their services have spread far beyond simple
telemetry, and they now use media extensively (e.g., AR/VR
video services). As a result, IoT devices are generating a
notable portion of data in the network, which can be expected
to continue to increase in the future.
Supporting a high data rate among wireless wearable de-
vices, especially in dense deployment (e.g., crowded streets of
the city, stadiums) is a challenging task. The primary concern
is interference when many devices operate simultaneously. As
an alternative to an extensively employed microwave spectrum,
it is proposed to use millimeter-wave (mmWave) links [44].
Due to the higher spectrum and less interference (because of
greater signal loss at these frequencies), mmWave links are
considered as a solution for the mitigation of interference and
throughput concerns in emerging wearable networks [45].
D. Augmented Human in 5G/5G+ landscape
The connectivity challenges of AH in 5G/5G+ networks are
driven by the spontaneous forming, maintaining and termina-
tion of heterogeneous networks of AH devices, and traffic flow
balancing. Mission-critical communication has already been
deeply investigated and discussed in the literature. However,
network demands in the considered scenarios all occur in
predefined locations (e.g., manufacturing, transportation hubs,
medical facilities) [46]–[48], while network demands of AH
applications are characterized by a high degree of temporal
and spatial variations [49]. Therefore, conventional “static”
network planning methods are inefficient for AH and require
development of adaptive methods.
In comparison with legacy mobile networks, 5G systems
bring a considerable shift in the quality of services offering
Ultra-Reliable Low-Latency Communication (URLLC) for
delay-sensitive applications, which open new horizons for AH
applications. More specifically, the dynamic demands of AH
are expected to be addressed in 5G by utilizing mobile access
points (e.g., cell on wheels, aerial access point) and traffic
offloading on D2D mesh networks. Additionally, connectivity
of AH can be considerably enhanced by utilizing multiband
access (e.g., using sub-6 GHz and millimeter-wave bands of
5G NR simultaneously).
Nevertheless, the mission-critical services natively sup-
ported by 5G systems require standardization efforts to meet
AH demands. These efforts should result in a prioritized net-
work service of AH applications and support interoperability
between AH systems in 5G and beyond.
E. Challenges
D2D mesh networking. Secure inter-BAN multi-hop D2D
communications are required for supporting merging and
consequent splitting of AH systems employed by different
users during their collaborative activities. Merging of AH sys-
tems means the incorporation of corresponding BANs. Such
connectivity on the fly, requires robust devices identification
method, neighbor’s discovery, routing, automatic choice and
assignment of devices acting as a heterogeneous gateway to
connect devices with different radio access technologies. For
the last, but not least, it is essential to incentivize users to share
their resources and participate in mesh networks; otherwise,
the performance of the meshes will be very limited.
Health Concerns. Wide use of wireless wearables raises
concerns related to the effects caused by the high-frequency
electromagnetic waves on people’s health. The sensitivity of
human tissues and skin to electromagnetic radiation, as well
as long term effects caused by wireless devices, needs to be
analyzed carefully.
Enabling directional wireless communications in BAN
Directional wireless communication is extensively discussed in
the literature as a feature of emerging air interfaces operating
using high frequencies (e.g., millimeter-wave or THz com-
munication). Utilization of directional antennas in wearable
networks significantly increases the complexity of wireless
interfaces, but promising lower interference among devices
and gigabits-per-second rates (if mmWave links used) [45]. To
enable directional links in BAN, research challenges related to
beamforming techniques must be addressed [50].
Adaptive network management mechanisms. A novel sig-
naling architecture is required for capturing and predicting AH
demands, in order to enable real-time network adaptation to
varying demands of AH application and the varying available
network resource. The promising solutions for addressing this
challenge may come from the synthesis of machine learning
approach and SDN/NFV technologies.
V. SECURITY CONSIDERATIONS
Applications of AH bring security concerns to the top, as
security breaches in such enablers can have dramatic results to
both the infrastructure and the individuals who rely on them.
International standardization bodies are considering security
challenges architecturally [51]–[53]. Following this, Fig. 5
summarized in a layered manner, common security threats
relevant for AH applications.
Fig. 5. Common security threats in layered approach
A. Physical level
Attacks on the physical level may disrupt the normal op-
eration of connected devices even if the high level (MAC,
network and application) is well designed. For example radio
frequency (RF) jamming may imply interruption of wireless
communication using high power radio signals of the same
frequency as used by AH devices. RF jamming may entirely
block communication or interfere with it. The later may
exhaust batteries of wearables due to additional energy costs
required for numerous retransmissions, using higher transmit
power, idle listening, etc.
A wireless medium is essentially a broadcast one, which
makes such systems vulnerable to eavesdropping (e.g., attack-
ers may eavesdrop on ongoing transmissions and hijack the
contents or spoof the other user) [54].
B. Network and MAC levels
A significant issue of network and MAC security is caused
by a lack of robust device identification methods [54]–[56].
There are many solutions proposed for the identification [57].
These technologies can be classified into two groups: virtual
identifiers and physical identifiers. Currently, the most popular
identifiers (IMEI, MAC-address) are recorded into the memory
of the device [58], which makes them vulnerable to cloning
and tampering [59]–[62]. An alternative recently was proposed
a concept of hybrid identifier [58], which is significantly more
resilient to tampering and potentially may address the issue
of reliable device identification in the network. A reliable
identification method is required to enable the blocking of
untrusted devices on MAC and network levels which reduces
the risk of attacks based on accessing the network, including
Sybil, tampering server or client interface, spoofing (e.g., DNS,
ARP), signaling storms (redundant signaling messages), traffic
bursts (e.g., extensive request or data forwarding), and de-
synchronization.
Concerning the network level, IEEE 802.15.6 defines three
levels of security with the focus on critical applications of
BAN. According to the standard, each security level has
different properties, security levels, and data frame formats.
The lowest level of security is provided on level 0, which
employs an unsecured data frame for communication. This
level has no mechanism for data integrity, confidentiality and
privacy protection, and replay defense. The next level provides
authentication for enhancing security; however, data is not
encrypted. Thus confidentiality and privacy issues are not
addressed. Finally, the third level enables authentication and
encryption, providing maximal security. The required security
level can be selected when a new device associates BAN. The
security mechanisms proposed in IEEE 802.15.6 support both
unicast and multicast [63].
C. Application level
Software (including firmware) quality and immutability are
primary concerns at the application level. Most common
attacks exploit the vulnerabilities of software to inject ma-
licious code or logical bombs, performing DoS attacks, and
sniffing. It is worth noting that untrusted software producers
may incorporate malicious code or a logical bomb into their
application by default, which can make the user vulnerable.
Beyond this, the most successful attacks at the application
level are based on social engineering. This type of attacks
exploits users’ weaknesses, which is often much easier than
hacking a well-designed application.
D. Challenges
Software secured from social engineering attacks. Soft-
ware utilized in AH applications should be design in such
a way to a users’ actions by enabling protection from social
engineering attacks, by limiting their rights in a system. Recent
machine learning algorithms are expected to enable monitoring
and dynamic protection from social engineering attacks [64].
Standardization of requirements and testing procedures.
Security and reliability requirements for AH applications have
to be standardized to provide a validated design framework for
developers. New applications can then be considered as ready
for AH services if an appropriate testing campaign has certified
their conformity to the standard.
Device identification and validation Counterfeit devices
still have a notable share in the market. Such devices may
operate incorrectly and reduce the performance of the system
as a whole. Thus, it is especially important to provide a
robust device identification system for AH applications. Such
a system can be used for blocking counterfeit and untrusted
devices in the network which facilitates the security of the
applications.
VI. CONCLUSION
Communication technologies of the past decades notably
shaped social and lifestyle changes. Internet-related technolo-
gies accelerated lifestyle via efficient and prompt information
exchange. Currently, in the era of IoT one may observe how
connected devices have become fully autonomous, delivering
advanced services to their users. Emerging IoT applications
are facilitating human augmentation via enhanced sensing,
increased physical power, or cognitive performance. These
applications form a new area for research and development,
promising to become one of the most impactful technologies
in the foreseeable future.
This paper covered the main aspects of IoT technologies for
human augmentation and identified possible future research
directions. The topic of human augmentation is highly in-
terdisciplinary; thus, the defined challenges are not limited
to communication technologies only, and their mitigation
requires efforts in ethics, security, and natural sciences. Only
collaborative work on this topic enables real opportunities for
human wellbeing via IoT augmentation.
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ABSTRACT The counterfeit and stolen information and communication technologies (ICT) devices are
an essential and growing problem. Reliable technology for the identication of ICT devices is required
to enable blocking of these devices in the network worldwide. Motivated by this challenge, we elaborate
on the idea of using the unique degradation image of ash memory chip (DFMC) as the identier of the
device. This idea is based on the assumption that the distribution of degraded segments in the memory chip
is unique enough to provide reliable identication of the device. In this paper, we provide a proof of concept
through a hardware experiment. For this experiment, we developed a custom test bed and special software
enabling the forced degradation of NOR-ash memory chips. We, then, consider the uniqueness of such
identiers using combination theory and consider practical issues of DFMC implementation, including the
initial identication procedure, light dynamic identiers, and identication using a cross-correlation function
and options of dynamic identication. We conclude that using DFMC addresses relevant challenges of ICT
devices identication.
INDEX TERMS Internet of things, counterfeiting, system identication, ash memory cells, physical
identication, communication system security, network security.
I. INTRODUCTION
The recent development of electronics has led to active pene-
tration of information and communication technologies (ICT)
to all spheres of life (e.g., automatization of industrial pro-
cesses, e-health, smart homes, smart wearables) [1][5].
In the beginning, ICT devices mostly had an entertainment
purpose. Now there are many mission-critical applications,
such as e-health [6] or remote surgery [7]. These applications
need more rigid requirements for reliability, security, and
quality of services [6], [8]. To satisfy these higher require-
ments, manufacturers made signicant efforts to improve
their devices [9]. Consequently, these devices tend to be more
expensive and often become a target of counterfeiting.
The counterfeiting of ICT devices is a signicant and
growing problem according to recent report of the Inter-
national Telecommunication Union (ITU) [10]. The report
shows that investments in the economy, employment, right
holders and users are suffering economically from counter-
feiting. Moreover, counterfeit devices cause severe health
The associate editor coordinating the review of this manuscript and
approving it for publication was Mamoun Alazab.
and safety risks due to the use of low-quality materials and
incorrect manufacturing processes.
International standardization bodies consider combating
counterfeits as a crucial technological challenge for modern
society. For example, combating counterfeit and stolen ICT
equipment was the aim of Q15/11 ITU-T. Current efforts
are focused on developing solutions to block (or deny ICT
services) any stolen or counterfeit ICT devices worldwide.
Reliable technology for the identication of ICT devices is
required to enable these solutions.
Existing identication solutions can be classied into two
subordinate groups: virtual identiers and physical identi-
ers. The implementation of physical methods is limited
by the local network since these require direct contact. The
virtual methods are easily scalable, thus can be employed
for any size networks. However, during the ITU workshop
`` Global approaches on combating counterfeiting and stolen
ICT devices'' held on 23 July 2018 in Geneva1 it was
noted that virtual identiers (e.g. IMEI and other identiers
1https://www.itu.int/dms_pub/itu-t/opb/tut/T-TUT-CCICT-2015-PDF-
E.pdf
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recorded in erasable memory) are not robust enough to pre-
vent tampering.
In this paper, we elaborate on the recently presented
approach of using a degraded segment in ash memory chips
as an identier of the device [11]. The idea is based on
the assumption that the distribution of degraded segments
in the memory chip is unique enough to provide reliable
identication of the device [11][13]. The main objectives
of this paper are: (i) to provide a proof of concept through
hardware experiments, (ii) to dene approaches of using the
degraded ash memory as an identier of ICT devices and
(iii) to dene essential challenges for future work.
The paper is structured as follows. In Section II we provide
an overview of the identication systems. In Section III we
describe the proposed method. In Section IV, we provide
results of the hardware testing of the proposed method and
study the repeatability of the identiers. We consider use case
scenario of the method and some implementation issues in
Section V. In Section VI we conclude the paper.
II. RELATED WORKS
Identication of the ICT devices is an essential enabler for
the management of network and services. There are myriad
of technologies developed for the identication. These tech-
nologies can be classied into two groups: virtual identiers
and physical identiers. In order to set the niche for the
proposed approach, we rst provide an overview of notable
identication systems.
A. VIRTUAL IDENTIFIERS
The virtual methods can be roughly classied to software-
based ngerprinting and virtual identiers which are
recorded in devices. The software-based ngerprinting meth-
ods rely on differences in the software conguration of an
ICT device. Internet companies widely utilize such a method
for tracking users and targeted advertising. The software-
based ngerprint consists of a number of parameters such
as IP address, operating system version, device location and
time settings, battery status, screen resolution, touch sup-
port, language setup, etc. Utilizing all of these parameters
together creates a unique identier for an ICT device. The
more parameters used in the software-based ngerprinting,
the more unique the identier. Thus, in the case of a simple
device, such as IoT sensor device, the software-based nger-
print will consist of only a few parameters and the identier
will be weak. Therefore, implementation of the software-
based ngerprinting is limited to relatively powerful devices
such as smartphones, laptops or tablet PCs.
The virtual identiers which are recorded in devices are
applicable for network identication of major types of the
devices, including simple IoT devices. Currently, the virtual
identiers are recorded into the memory of the ICT device
during the manufacturing process [14], [15]. For example,
Ethernet MAC-address or International Mobile Equipment
Identity (IMEI). The latter is the most widespread identier
type for mobile ICT devices. However, these identier are
vulnerable to cloning and tampering [16][19].
In [20], and [21] approaches are discussed for the detection
of devices with the same MAC address, utilizing analysis of
frame sequence. However, these approaches can be imple-
mented only in a local area and are not applicable for the
identication of the devices beyond a local network. More-
over, since all of the approaches are software-based, they
can be hacked by using a different system conguration or
communication behavior.
B. PHYSICAL IDENTIFIERS
Alternatively to virtual methods, the physical methods utilize
the individuality of ICT device hardware. Notable examples
of the physical methods are: integrated clock skew estima-
tion, radio-frequency ngerprinting, and utilizing degrada-
tion uniqueness of the ash memory.
An identication method based on the integrated clock
skewwas proposed byKohno et al. [22]. Themethod employs
TCP and ICMP time stamps, thus, the identication can be
tampered by means of software (e.g., TCP and ICMP time
stamps used by the method could be altered or disabled) [23].
The radio-frequency ngerprinting came from the mili-
tary sphere, where transmitter individuality has been used
to distinguish between friendly and enemy radars since the
Vietnam War era [23]. Later, similar systems were imple-
mented in mobile networks to prevent access from unautho-
rized phones [24]. Further, K. Remley et al. experimentally
showed differences between signals of different 802.11 trans-
mitters [25]. The experiments proved that RF ngerprinting
methods could be used to identied features of various inter-
faces in an anechoic chamber. However, in a practical case,
the ngerprints can be altered by environmental effects, such
as interference with other nodes. Moreover, a considerable
part of ICT devices connect to the operator network utilizing
intermediate nodes (e.g., gateways, relays in mesh networks),
while the RF ngerprinting methods require a direct con-
nection to a trustable authority (e.g. service provider). Thus,
the RF ngerprinting is suitable for only highly specic
purposes while the IoT era requires mass methods.
C. THE IDENTIFICATION OF ICT DEVICE USING UNIQUE
PROPERTIES OF FLASH MEMORY CHIPS
The concept of physical unclonable functions (PUFs) and
their implementation using integrated circuits introduced
in [26] provides a theoretical foundation for the authentica-
tion device using individual properties of ashmemory chips.
The theory was developed further in [12] and [13], where
authors proposed to utilize variations in threshold voltages
as a unique property of a NAND ash memory chip. The
proposed approach was considered as an enabler for several
application scenarios: the random number generator, genera-
tor of cryptographic key and device ngerprinting. However,
the voltage variations may signicantly change in time due to
the degradation of the chip. Thus the proposed approach can
be efcient only for short-term use.
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Alternative PUF-based method relies on degraded blocks
of memory which appeared randomly due to microscopic
manufacturing defects in a NAND memory chip [27].
A pattern of the degraded memory cells was suggested for
consideration as a physically unique identier. However,
the uniqueness of such an identier was not numerically
evaluated. Moreover, using a NAND ash drive for such
a method of identication is complicated because modern
NAND memory chips contain a special microcontroller to
prevent the degradation of memory blocks and prevent using
degraded memory blocks [28]. Finally, it should be noted
that while NAND ash memory is used in storage devices
such as USB-ash drives or SSD drives, which are widely
employed in complex computer systems, it is rarely used in
simple devices (e.g., most of IoT devices) due to technologi-
cal reasons [28].
Further development of PUF-based methods is related to
NOR ash memory. In contrast with NAND, the life span
of NOR ash memory is about 10 times shorter; thus it is
degrading faster. Moreover, NOR ash memory widely is
used in network devices including resource-constrained IoT
devices for storing the device microprogram. In our previous
work [11], it was proposed to use a forcibly degraded segment
of a NOR ash memory chip as a unique identier of the
whole network device. In this paper, we elaborate on the idea
and provide hardware testing.
III. METHOD DESCRIPTION
A. THE DEGRADATION OF FLASH MEMORY
The NOR-ash memory is a two-dimensional array of low-
level memory cells, located on the matrix of the conduc-
tor [29], [30]. Each of these low-level cells stores from one to
four bits of information, depending on the type of the cell.
To record or erase the information in the memory cell its
charge must be changed [31]. The architecture of a NOR
ash memory cell presented in Fig. 1. During the recording
process, specic cells change the initial state of a bit (usually
it is `` 1''), to the opposite (`` 0''). Each change in the state
of charge of the cell causes the accumulation of irreversible
changes in its structure, and at a particular moment, a cell
may cease to change its state. Further, we name such cells as
bad-cells and the process of the appearance of bad-cells as the
degradation of a memory chip.
The bad-cells in the NOR-ash memory always retain
the same state of charge regardless of the erasing/recording
procedures that are carried-out [28], [33]. Occasionally, sep-
arate bad-cells may change their charge during the recording
process. However, during the subsequent erasing/recording,
they again drop to their constant initial state.
B. MEMORY CHIP DESIGN
The NOR-ash memory chip has a hierarchic structure,
as shown in Fig. 2. The total volume of the chip can be
determined by a formula N M  Pg VPg, where N is the
amount of the memory blocks, M is the amount of memory
FIGURE 1. Cell architecture of a NOR-flash memory [32].
FIGURE 2. Hierarchic structure of a NOR-flash memory chip.
sectors in one block, and P is the amount of memory pages
with the volume VPg (Bytes) in one sector [30].
A sector is the minimal erasable part of a NOR-ash
memory. Consequently, to change at least one bit of infor-
mation in the chip, the following algorithm must be utilized
[12], [28], [33]:
 Read the whole memory sector;
 Change the necessary information;
 Erase the whole read sector;
 Record the changed information in the erased memory
sector (page-by-page).
C. IDENTIFICATION PROCEDURE
An image (S) of a degraded memory sector (the map of bad-
cells in the sector) can be used to establish a procedure of
chip identication. Since ashmemory chips are used inmost
modern ICT devices, one memory sector in the chip can be
allocated for the identication purpose (for example, the rst
or last sector) and then a chip, and consequently, a device can
be identied [11].
It should contain a certain number of bad-cells before
being installed into the device to enable using the chip as
an identier. These bad-cells can be created by overwriting
the memory sector until the appearance of stable bad-cells
(forcible degradation). Since the device with the degraded
chip inside is manufactured, the image (S) must be recorded
by the manufacturer into the database of the released devices.
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FIGURE 3. Connection scheme of NOR-flash memory chips to the SPI
interface of Raspberry Pi 3.
Throughout the lifetime of the devices, the sector allocated
for identication should be accessible for remote reading by
third-party (e.g., communication services provider, authori-
ties). Afterward, the pattern of bad-cells can be checked in the
database (for instance, it can be a corporate, local, national,
or international register of the devices). If the bad-cell pattern
is not in the database, the device will be denied of service.
IV. PROOF OF CONCEPT TESTING AND DUPLICATION
EVALUATION OF IDENTIFIERS
A. HARDWARE TESTING OF THE PROPOSED METHOD
For testing of the proposed method, a hardware experiment
was performed. During the experiment, a forced degradation
of NOR-ash memory chips was executed. All chips in the
experiment were connected to a custom test bed. A Raspberry
Pi 3 (Raspbian Linux OS) was selected for this trial. The
chips were connected to the SPI interface of the Raspberry
according to the standard scheme shown in Fig. 3. To enable
the testing, a custom library of functions (pi-spiash) was
developed and is currently available for public. This library
is currently uploaded on the Github2 for free use.
The testing was performed using 2 Mbit chips
W25X16VSIG, W25X16AVSIG, and W25Q16VSIG with a
standard command system. There were a total of 120 chips in
the experiment. The chips had the similar memory structure:
N D 32 blocks; M D 16 sectors in a block (512 sectors per
chip); K D 16 pages in a sector, (8192 pages per a chip).
The volume of each page is 256 bytes. The rst memory
sector (4096 bytes with the address 000000h) of each chip
was forcibly degraded through multiple rewriting.
During the testing, each chip was subjected to a forced
degradation (350,000 write cycles for each chip). The degra-
dation affected only the rst memory sector. As a result of
forced degradation, a set of images (bad-cell maps) of the
rst memory sector, was obtained. The number of bad-cells
for most chips tested (111 pieces) ranged from 30 to 100.
The next phase was the identication of every chip using
the image of the rst sector. After the images of the rst sector
2https://github.com/vlad-ss/pi-spiash
TABLE 1. The matrix of bad-cells matches.
were read, positions of the bad-cells were compared among
all the chips being tested. To illustrate it, Table 1 shows the
matrix of bad-cell matches for 12 randomly picked chips.
Rows of Table 1 correspond with numbers C of chips.
Columns correspond with the identiers S(C) of these chips.
The intersection of rows and columns shows how many bad-
cells were matched. To nd the matches, we erased the rst
sector of each of 12 selected chips and then compared them
with each identier. For example, identier S(3) refers to chip
no.3 (36 bad-cells matched), but also two bad-cells of S(3) are
matched with chip no.4 and one bad-cell matched with chip
no.7. The obtained results show that we can correctly identify
every chip using majority decision.
Also we get mutual correlation (including autocorrelation)
of dened identiers S(C). The graphs of the normalized
value of mutual correlation of identiers S(1)S(12) are
plotted (Fig. 4). On the ordinate axis, the correlation value
is indicated, where one corresponds to the complete coinci-
dence of the bad-cell positions. The abscissa axis indicates
the numbers C D f1; 2; : : : ; 12g of identiers (chips) to be
compared.
From Fig. 4 it can be seen that the rate of duplication in
the positions of bad-cells between different identiers within
the set of chips is negligible. Consequently, the experiment
proved that the proposed method could be used for identi-
cation of the devices.
B. THE REPEATABILITY OF THE IDENTIFIERS
The repeatability of the identiers depends on the several
parameters: (i) size of the memory area allocated for iden-
tication (the larger it is, the less repeatability), (ii) number
of devices to be identied, (iii) the share of bad-cells. If the
number of bad-cells m in sector used for identication is in
a range from m1 to m2 and degradation (bad-cells) occurs
equiprobable amongst cells, then the total number of unique
combinations of the bad-cells can be estimated using
K D
m2X
mDm1
CmT ; (1)
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FIGURE 4. The correlation of identifiers.
FIGURE 5. Unique combinations of bad-cells for T D 100.
wherem is amount bad-cells, T is the total amount of cells in a
sector of chip allocated for identication, andC is the number
of unique combinations of the bad-cells. To determine the
probability of the appearance of two equal identiers ()
among devices (d), the solution of `` birthday paradox'' [34]
can be utilized
 D 1  K W
K d (K   d)W ; (2)
where d is a total number of devices to be identied.
The target bad-cells shared in a sector, which should be
reached during degradation process, can be determined by a
simplied example: let us assume a total number of cells in
a sector (T ) is 100. By changing the number of bad-cells in
the sector from 1 to 99, the number of unique combinations
of bad-cells (Cm100) was estimated and presented on a graph
(Fig. 5). The graph clearly shows that the highest value of
unique combination can be reached if the share of bad-cells
is 50% of the total cells in the sector.
Further, the probability of the appearance of two equal
identiers () has to be estimated. The calculation of () using
equation 2 required high computational performance, even
FIGURE 6. The probability of appearance at least two equal identifiers for
T D 100.
for the simplied example. As an alternative, equation 2 can
be approximated by the expansion of an exponential function
in a Taylor series
  1  e  d
2
2K : (3)
For the calculation of (3), K D 1029 was taken, it cor-
responded to m D 50. The calculation made for variable
d is presented on a graph (Fig. 6). Here, the probability of
the appearance two equal identiers is extremely low even
if the total number of devices to be identied is one trillion
(d D 1012).
It is must be considered that the continuous procedure
of erase-and-read of the allocated sector during the ash
memory chip lifetime can lead to the appearance of new
bad-cells. As it follows from the experiment described in
Section IV.A the mean number of the erase cycles required
for appearance a new bad-cell is about 3940. This number
of cycles corresponds to more than ten years of device use
with daily identication. However, if the bad-cell appeared
during the lifetime of a device and there is another device
with an ID (bad-cell distribution) differing by one bad-cell,
the identication process can be failed for these devices. The
possibility of such an event is following from (3), and can be
estimated using formula (4)
  1  (e 
d2
2CmT  e
  d2
2Cm 1T ) (4)
For general case (n of new bad-cells appeared), the (4) can
be expressed in the following formV
  1 
nY
iD1
e
  d2
2Cm iT (5)
In gure Fig. 7 we provide numerical results for the (5)
within the considered simplied scenario (T D 100).
As it can be seen from the Fig. 7, the probability of appear-
ance at least two equal identiers slight even if ve new bad-
cells appeared during the lifetime of the device. Moreover,
this calculation was made for the simplied scenario
(T D 100), whereas the real number of cells in a sector is
T D 32768. Consequently, in a real case, the probability
of the appearance of at least two equal identiers will be
statistically innitesimal.
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FIGURE 7. The probability of appearance at least two equal identifiers
because of the natural degradation of memory chips.
FIGURE 8. The scheme of the identification.
V. CONSIDERATION OF IMPLEMENTATION ISSUES
A. MUTUAL AUTHENTICATION OF
TWO NETWORK DEVICES
In a case of M2M communication, devices have to identify
each other. The scheme of mutual identication for two ICT
devices with the use of external trusted identiers' database
is shown in Fig. 8.
The procedure of identication for this use case is executed
in four stepsV
1) Network devices A and B get each other's full identi-
ers S(A) and S(B) correspondingly;
2) Each network device checks the received full identier
in the trusted database (C);
3) After the conrmation from the C , network devices
start the data exchange process;
4) Regular conrmation utilizes the short identiers
P(A) and P(B).
Therefore, a differentiated approach can be applied: for
(i) initial identication devices use full identiers S, for
(ii) dynamic or conrmatory identication with the use of
short identiers P.
B. THE DYNAMIC IDENTIFICATION USING A
CROSS-CORRELATION FUNCTION
The use of short identiers for dynamic identication has its
drawbacks, among which there is the necessity to transfer
FIGURE 9. Example of rectangular sectors Si .
a large amount of data (identier P, which takes up one
page, already requires the transfer at least 256 bytes). The
alternative solution for dynamic identication is the use of a
specic mathematical function using S as a parameter. This
function should be known to the devices beforehand. That
function may be the cross-correlation (CCF) function for two
different sectors of the identier S of one side or the cross-
correlation function for having one address of identier's
sectors of each side of the transfer.
Let us consider the example of using such dynamic iden-
tiers. Assume that S(A) and S(B) are identiers of the
network devices A and B respectively. SB(A) is the image of
S(A) in the memory of the device B, received and conrmed
during the initial identication. Likewise, SA(B) is the image
S(B) in the memory of the device A. During the dynamic
identication of the device A by the device B, a particular
sector of the identier with the address i is used. The device B
sends the identication requestmentioning address i to device
A. Then, the device A calculates the dynamic identier Di(A)
as a cross-correlation function of the corresponding sector of
its own identier Si(A) and the image SAi(B)
Di(A) D CCF[Si(A); SAi(B)]: (6)
The calculated identier Di(A) is transferred to the
device B, which calculates the corresponding dynamic iden-
tier DBi(A), using its identier Si(B) and the image SBi(A)
DBi(A) D CCF[SBi(A); Si(B)]: (7)
If the identier Di(A), received from A and the identi-
er DBi(A) calculated by B are equal, then identication of
the device A by the device B is completed successfully.
The sectors Si, used for calculating the dynamic identi-
er Di, can be chosen in different ways. The rst option is
the use of the rectangular sector as it is shown in Fig. 9.
The second way involves the use of cross sectors. In this
case, the address i points to a memory cell in the S. The
cell i is a crossing point of a line and a column, this line
and column form a sector Si. The example of such sectors
is shown in Fig. 10.
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FIGURE 10. Example of the ``cross'' sectors Si .
FIGURE 11. Diagram of the ``confirmatory'' dynamic identification.
If the devices A and B are synchronized with each other,
it is not required to transfer the address i with every message.
The i can be established at the initial identication and each
data package, which was successfully received, will change
the address i by one step. This sequential address changing
can be performed by shifting registers.
It is worth noting that the dynamic identication is not
limited to using CCF. The cross-correlation function was
chosen to demonstrate a simple and universal way to compare
identiers with their casts. Themethod considered in this sub-
section is convenient to use for debugging the identication
protocol, and for its initial implementation. In future works,
other methods can be considered and compared, in order to
dene the most efcient one.
C. OPTIONS OF THE DYNAMIC IDENTIFICATION
Dynamic identication may have two options. The rst
option is a `` conrmatory'' dynamic identication (Fig. 11).
In this case, every network device sends its dynamic identi-
er, informing the device-interlocutor that important data was
received correctly.
The second option is the identication by request. In this
case, the network device requests the identier from its inter-
locutor (Fig. 12). The rate of requests depends on the impor-
tance of data. It may be sent in a case if there is uncertainty in
the validity of the interlocutor, for example, when incorrect
data packets appear.
FIGURE 12. Diagram of the dynamic identification by request.
TABLE 2. Average time of an ID search in a database of 10,000 unique
records.
D. MITIGATING COMPUTATIONAL OVERHEADS
In this subsection, we consider the computational overhead
introduced by the proposed identication method. To com-
pare the performance of different identication methods,
we measure the mean time required for the identication of
an ICT device using each of the methods.
Performance of the proposed method depends on the num-
ber of records in a database (number of registered devices)
and the size of the identiers. If the number of records in
the database is large and the size of an identier (the volume
of the memory chip allocated for identication) is signi-
cant, the computational complexity of a device verication
procedure may become considerably high. To reduce the
computational complexity, the initial search in a database
can be performed using a conventional identier (e.g., MAC
address, IMEI) as a key. After the record is found, the device
identity can be veried by a comparison of the bad cell
pattern.
For a numerical evaluation of the time required to search
for an identier in a database, we performed an express test
using a system of computer algebra GNU/Octave. The test
allows us to dene the relative difference between conven-
tional (IMEI) and proposed identication methods. During
the test we considered four options: (i) search of full identi-
er S; (ii) search of S using short pointer P (rst 256 bytes
of S) with subsequent verication of S; (iii) search of IMEI;
(iv) search of S using IMEI as a pointer with subsequent
verication of S. For the experiment, we used a simpli-
ed database containing 10,000 records. For each option,
we executed 1,000 search attempts. The meantime ts required
for searching for the identiers during the test is shown
in Table 2.
Table 2 demonstrates that time required for the identi-
cation of an ICT device using unique degradation of NOR
ash is approximately 53 percent higher than using IMEI.
However, in cases of using a pointer, the time difference with
the conventional method is only 10-15 percent.
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It should be noted that the performed test indicates the rela-
tive difference in identication time for considered methods.
Absolute values of identication time can be reduced consid-
erably if specialized computational systems and acceleration
methods are utilized, while the relative difference between the
times required by each method remains the same.
VI. CONCLUSION
As it was demonstrated in this paper, the degraded ash
memory sector can be used as a unique identier of a device.
Onememory sector has an extremely high number of possible
bad-cell combinations. Moreover, the combination of bad-
cells is difcult to tamper. Due to these two facts, the reliable
identication for quadrillions of devices can be provided by
only onememory sector. This number of devices is far beyond
the existing demand (existing number of ICT devices).
Considering security issues of the method it should be
noted each identication system that is based on transmitting
identiers through a public network is vulnerable to a substi-
tution attack. The traditional solution is to use cryptography
protected channels.
For future development of the method, many implemen-
tation challenges should be addressed. Firstly, the proposed
approach can be tremendously improved by specically
designing chips optimized for use as identiers. These chips
should contain low volume sectors and include an option for
fast degradation. The optimized chips will allow a reduc-
tion in the time and cost for the degradation process and
simplify the identiers (identiers are currently too redun-
dant). Secondly, the network protocol has to be developed
for remote identication of the ICT devices using degraded
ash memory. This protocol should be integrated into the
OSI model and serve as a tool for blocking counterfeit or
stolen devices. Thirdly, the database architecture for both
storing and managing the identiers must be developed. This
architecture should be highly reliable and protected from
malicious changes.
Finally, further development of this theory is required.
Particularly, theoretical foundations of the method should
consider the natural appearance of bad-cells in a memory
during the lifespan of a device. Due to this process, these new
bad-cells may change the identier, causing a device to be
blocked even if it is not counterfeit or stolen.
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A B S T R A C T
This article combines passive wireless nanosensor networks deployed over a large area and unmanned aerialvehicles (UAVs). The use of UAVs in nano communication network applications can significantly expandtheir capabilities. Particularly, the highly mobile UAV-based gateways considered in the paper, enable thecollection of data from thousands of nanosensors without the utilization of complicated multi-hop routingbetween nanodevices. The article considers the unique properties of the THz frequency range for the wirelessenergy transfer to nanodevices as well as for communication with them. More specifically, the energy harvestedfrom electromagnetic waves which are radiated by the UAV-based gateway provide sufficient power forthe functioning of the passive nanosensor and signal transmission to the gateway (reader). Such passivenanosensors do not require any maintenance, have a long service life and low cost. Thus, the considered casecan serve as the basis for numerous monitoring scenarios, including control of the soil state in agriculture,environmental pollution monitoring, and the control of linear objects (pipelines, dams, dikes). In the consideredscenario, the paper discusses technical aspects of the system design, including installation of nanosensors, dataframe structure, medium access control, the energy consumption of nanosensors, and aspects of electromagneticwave propagation. Finally, we evaluate the performance of the proposed system using a system-level simulator.
1. Introduction
Wireless sensor networks are an essential technology enabler foremerging industrial applications (Industry 4.0). Typically, nodes insuch networks are equipped with a transceiver, microprocessor, powerunit, and a sensor. In cases where these nodes may not have anonboard battery unit, such devices referred to as passive wirelesssensors (PWS). The passive wireless sensors typically utilize energyharvesting (e.g., from electromagnetic waves) to accumulate sufficientpower for the unit's function and communication (data transmission toa gateway). The notable advantages of PWS, such as low maintenanceexpenses, long service life, and low initial cost, have made themwidely used in many areas including healthcare [1], supply chains [2],manufacturing [3] and smart cities [4].The recent development of nanotechnologies enabled innovativesensor solutions, such as wireless nanosensor networks. A nanosensoris not necessarily a device whose size is limited to nanometers, butrather a device that utilizes unique properties of nanomaterials for thedetection and measurement in the nanoscale [5]. For the time being,common wireless nanosensors have microscopic dimensions (e.g., pas-sive acoustic nanosensor [6,7]) and utilize the unique properties of
✩ The publication has been prepared with the support of the "RUDN University Program 5-100".
∗ Corresponding author at: Tampere University, Tampere, 33720, Finland.E-mail address: rustam.pirmagomedov@tuni.fi (R. Pirmagomedov).
graphene to transmit data in the THz frequency range [8]. Sincea battery is a primary contributor to the size of a device, wirelessnanosensors are commonly designed as passive devices with energyharvesting capabilities [5].Due to energy constraints, passive wireless nanosensors (PWNS)are unable to maintain a constant communication channel with othernetwork elements. In order to communicate, these devices should beprovided with energy sufficient to perform the measurement, and fortransmission of the measured values to the network gateway. Recentresearch on wireless nanosensor networks has been mostly restrictedto the consideration of these problems, with a focus on body area net-works. Specifically, it has been proposed to power passive nanosensorsusing on-body gateways [9,10]. Conversely, there is little publisheddata regarding other types of passive wireless nanosensor networkdeployments.This paper considers data acquisition from wireless nanosensor net-works deployed over large areas, e.g., agricultural fields, oil pipelines,or construction sites. To automate the process of gathering data, thewireless gateway (reader) can be integrated into an autonomous mobileplatform, such an Unmanned Ground Vehicle (UGV) or Unmanned
https://doi.org/10.1016/j.comcom.2019.07.026
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Aerial Vehicle (UAV). In comparison with the terrestrial machines,UAVs allow for rapid deployment to the areas of interest and moreflexible or dynamic routes (unobstructed paths are not required). More-over, the direct impact of UAVs on the environment is negligible, whileterrestrial UGVs may cause disruptions or unintended harm. For thesereasons, in this work, we are focused solely on a UAV-aided solution.This study aims to contribute to the growing branch of nanonet-works by conceptualizing both the wireless energy transfer and datatransmission when utilizing a UAV-based THz-frequency wireless gate-way. Particularly we developed an energy model which include thespecifics of THz wave propagation and energy costs of sensor nodes.Our metric is the fraction of nodes which failed to send data to thegateway (losses). The reported numerical results demonstrate the feasi-bility of our proposal and illustrate how losses and redundancy dependon the velocity of the UAV and the frequencies used (we considered thefirst transparency window of THz range).The remainder of this paper is organized as follows: Section 2provides background information about passive wireless sensors andelectromagnetic nanosensor networks. Section 3 describes an illus-trative scenario of using UAVs with nanosensor networks. Section 4considers the analytical model for the scenario. Section 5 presents theresults of the simulation using a developed model. In the final section,the results of the work are analyzed, and ideas for future work areconsidered.
2. Related works
2.1. Passive RFID with sensor
Recently, passive Radio-Frequency Identification tags (RFIDs)equipped with a sensor (referred to as a passive wireless sensor) havebecome a popular solution for several types of industrial settings andfunctions (e.g., manufacturing, agricultural, healthcare, construction,and retail environments). The acquisition of data from such sensors isperformed using a reader. The reader radiates electromagnetic wavesused by sensors for energy harvesting. Passive wireless sensors thenconvert these radio waves into DC power and use it for both the envi-ronmental sensing function and communication with the reader. Afterthe sensor has harvested the necessary energy, it starts transmittingdata to the reader. In the next step, and depending on the specificrequirements of the application, the reader may store the data locallyor forward it to a remote server/user (Fig. 1).Passive sensor devices all include a microchip with integrated en-ergy harvesting function, an antenna, and a sensor. In some cases, thesensing functionality can be performed by changing antenna impedancecorrelated to the measured parameter (e.g., pressure, temperature, ormoisture level).Most of the existing passive RFIDs operate in a narrow frequencyrange, which requires a revision of the medium access control (MAC)mechanism [11], especially if the reader interacts with multiple sensordevices simultaneously. A considerable part of the developed RFIDMAC protocols relies on time division multiple access, which limitsthe number of simultaneous communication sessions [12]. A protocolspecially adapted to the demands of passive wireless sensors is proposedin [13]. This protocol requires strictly centralized control and utiliza-tion of an out-of-band RF power transfer, which considerably limitsits implementation. Alternatively, the Token-MAC protocol enables fairaccess to the medium for RFID systems without synchronization [14].However, this approach is both energy and computation demanding,since it relies on the local processing operations performed by nodes.Reviewing medium access technologies for passive RFID devices,one can see that there is no universal solution. Choice of an appropriateMAC protocol is a vital part of application design, one which dependson the parameters of the application (e.g., the number of simultane-ous connections, computational capabilities of the microchips, energymodels).
2.2. Electromagnetic nanodevices
A new network paradigm, named Internet of Nano-Things (IoNT)was suggested by I. F. Akyildiz et al. [15]. The IoNT is defined asthe interoperability of nanodevices (or nanomachines) with conven-tional networks, including the Internet. The reference architecture ofIoNT [15], includes the following elements:
1. Nanonodes  simple nanosized devices with highly limitedcomputational, communicational and energy capabilities. Onthe one hand, these nanosized devices can be easily embeddedin the environment. On the other hand, due to the size, thedevices cannot be equipped with powerful batteries or proces-sors, which leads to significant limitations. Depending on theapplication, the nanonodes can serve as a sensor or actuator, orin some cases, perform both functions simultaneously [15]. Toexpand the capabilities and applications of a single nanonode,they can be interconnected and execute collaborative tasks ina distributive way. The network of nanonodes (nanonetwork)enables communication among nanonodes utilizing broadcastingand multihop communication methods [16].2. Nanorouters  nanodevices, providing aggregation of informa-tion from nanonodes and interoperability of different nanonet-works. Optionally, nanorouters can be used to orchestrate thenanonodes (e.g., switching sleep mode on and off). It is assumedthat nanorouters have more powerful capabilities in comparisonwith nanonodes. As a consequence, nanorouters have largerphysical sizes.3. Nano/micro gateways  devices responsible for acquiring thedata from nanorouters or directly from nanonodes and creatinginteroperability with traditional networks (e.g., Wi-Fi, LTE, 5G).
IoNT technologies facilitated improvements in various scientific andpractical spheres, including biomedical, industrial, and environmentalapplications. The biomedical applications of IoNT promise the kindof continuous online monitoring of an organism which opens mayopen a new era of personalized healthcare, one where diagnosis andtreatment are performed considering unique properties and circum-stances of each patient. The industrial applications of IoNT aim towardstotal control of quality during every step of manufacturing [16]. Inenvironmental deployments, nanodevices create cost-effective solutionsfor monitoring large physical areas. This extensive area monitoring canprovide early detection of aggressive chemical and biological agents(e.g., technogenic disaster scenario) and coordinate the appropriateresponse [17].Wireless communication with electromagnetic nanodevices is en-abled by the novel properties of graphene antennas, which are capableof both transmitting and receiving modulated THz-band radiation [15].The graphene antennas rely on the phenomena of surface plasmonpolaritons (SPP). Due to the SPP effect, 1μm-sized antenna is capableof communicating in the THz band [8].Electromagnetic nanonetworks can be easily combined with con-ventional telecommunication, as they utilize electromagnetic energyto transfer information. However, due to the limited capabilities ofelectromagnetic nanodevices, there are plenty of challenges whichstill need to be addressed. One of these challenges is energy supply.To provide the power for nanodevices, energy from a nanomicrogateway can be used with the same principle that works with passiveRFID technology [18]: the modulated THz radiation emitted by thenano/micro gateway creates correlated SPP waves in the grapheneantenna; then, injection of SPP into waves in High Electron MobilityTransistor (HEMT) results into a coupled plasma wave, the plasmawave creates an electric current which can be used for both poweringof the nanosensor and for communication [19].
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Fig. 1. Acquiring data from a passive RFID with sensor.
Fig. 2. The total path loss [22].
2.3. Properties of THz-band channel
The THz frequencies have specific properties, which can affectthe efficiency of communication. The transmitted signal dissipates asit propagates through space. Therefore, the signal strength receivedby the antenna will decrease according to the distance between thereceiver and the transmitter. This type of attenuation is called free-space propagation loss (FSPL). In addition to the FSPL, there is bothconsiderable molecular absorption and the scattering of particles in thesuspended matter (e.g., fog, smoke) for THz frequencies [20].The molecular absorption in the THz band is mostly caused byvibrations and rotations of molecules of oxygen and water. Molecularabsorption occurs at frequencies close to the resonant frequencies of themolecules. These molecules absorb a certain amount of signal energyand create noise (molecular noise) at the same frequencies, due tothe internal kinetic energy. The ability of the molecules to absorb theenergy of the signal is determined by the absorption coefficient. Thus,the range of stable communication in the THz band is highly dependenton the relative humidity of the environment [21,22].The scattering may have a significant effect if the concentrationof particles in the air is high [23], which is possible in extremeenvironmental scenarios such as firefighting. Under normal conditions,the impact of scattering on communication channels is negligible.As it follows from Fig. 2, the distance of the communication in THz-band is strongly dependent on the frequency and limited by the highlosses, while also requiring a line of sight (LoS) between transmitterand receiver [22].
3. Illustrative scenario
To illustrate the utilization of a UAV for collecting data from awireless nanosensor network, we consider field 𝐴 with sizes 500×500m.
For the monitoring the field, passive nanosensors were deployed, whichcan measure certain environmental parameters (e.g., temperature, hu-midity, pH). The monitoring process has a two-step execution: (i) initialinstallation of nanosensors and (ii) acquiring data from nanosensors.
3.1. Installation of nanonodes
To install the nanosensors on the field, the UAV is used. The UAVinstalls the nanosensors on the field during the initial flyover (Fig. 3).There are two options for nanonodes installation. The first option is apredetermined installation. This option takes more time but limits theoverall number nanosensors (fewer number of sensors are required tocover the field). The second option is to scatter nanosensors from theUAV (randomized installation). The second option requires less time forinstallation, but uses more sensors to cover the field and may providea non-uniform data collection pattern. In this subsection, we considerboth options.We assume that monitoring is a spacetime discretized process andthat each sensor has an effective area of work. To mathematicallydescribe the considered scenario, we used a binary model discussedin [24]. In the binary model, the effective area of work for each sensoris equal and constant. To evaluate the portion of the area covered byeach nanosensor, the binary model considers the field is covered by grid
𝐺(𝑥, 𝑦). In our scenario, we assume that each cell of the grid is 1 m2. Wethen assume that the fraction of the field covered by the effective workarea of the nanosensors is approximated by the number of covered gridcells.To evaluate the fraction of the covered grid cells, we introduce abinary function 𝐼(𝑥, 𝑦, 𝑠𝑖) whose value is 1 if the cell falls into the sensoreffective work area 𝑠𝑖(𝑥𝑖, 𝑦𝑖) and 0, otherwise.
𝐼(𝑥, 𝑦, 𝑠𝑖) =
{
1, if √(𝑥 − 𝑥𝑖) + (𝑦 − 𝑦𝑖) < 𝑅𝑠
0, otherwise (1)
where 𝑅𝑠 is the radius of effective work area of a nanosensor.In the case of random dispersal of nanosensors, the covered area canbe calculated using formula (2).
𝐴𝑐𝑜𝑣𝑒𝑟(𝑠) = 𝑈𝑛𝑖=1𝐴𝑠𝑖 ≅
𝐴
500 ⋅ 500
500∑
𝑥=1
500∑
𝑦=1
𝐼(𝑥, 𝑦, 𝑠) (2)
here 𝑛 is the total number of the nanosensors on the field.The probability of field coverage by sensor work areas is defined byformula (3).
𝑃𝑐𝑜𝑣𝑒𝑟 =
𝐴𝑐𝑜𝑣𝑒𝑟(𝑠)
𝐴
(3)
In a special case, when the coordinates of the sensor nodes arerandom independent numbers distributed by a uniform law, the dis-tribution of sensor nodes can be described by the Poisson model. Thus,
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Fig. 3. Installation sensors.
Table 1Structure of a data frame utilized by the nanosensor.Pre bits Start byte Sensor model Data Ending byte
2 bytes 1 byte 2 byte 8 bytes 1 byte
the distance between a randomly chosen point and the nearest sensorsis a stochastic value and follows the Rayleigh law. Thus, the probabilitythat nanosensors cover the whole field can be calculated using theformula (4).
𝑃 (𝑛) = 1 − 𝑒−𝜋𝑅
2
𝑠
𝑛
𝐴 (4)
The dependence of the probability 𝑃 (𝑛) from different 𝑅𝑠 in the caseof a random installation is shown in Fig. 4.In the case of a predetermined installation, we consider sensor nodeslocated as shown on a Fig. 5. Thus, the total number of nanosensorsrequired for full coverage can be calculated using the formula (5). For
𝑅𝑠 = 1 m, the total number of nanosensors required for completecoverage of the field is 125 000.
𝑁𝑑 =
𝐴
2(𝑅𝑠)2
(5)
As it follows from the provided analysis, the predetermined in-stallation requires almost three times fewer nanosensors to cover thefield.
3.2. Acquiring the data from nanosensors
To obtain data from nanosensors, we suggested using a micro/nanogateway integrated into the UAV. The UAV-based gateway flies at a lowaltitude over the field with existing sensors by a given route (Fig. 6).Flying over the field where passive nanosensors are present, theUAV radiates electromagnetic (EM) waves of the THz range. The energyof these waves is harvested by the sensors (by converting the SPP wavesinto electricity). After accumulating enough energy, the nanosensormeasures a specific parameter and sends a data frame to the UAV-based gateway, using the THz frequency range. The structure of thedata frame is presented in Table 1. After the UAV receives the dataframe from the sensor, the data is further supplemented by the currentposition of the UAV (geographic coordinates) and timestamp beforesending data to the remote server. An example of the structure anddata is displayed in Table 2.In order for the passive nanosensor to harvest enough energy, itshould be located in the UAV service area for a certain period of time.
Table 2Example of data packet sent by the UAV to the remote server.Data received from a sensor Data added by a gateway (UAV)
Type ofsensor Sensormodel Data Location Time Date
Temperature XFD3112 34.211 59.903176,30.491099 12:32:03 22.09.2017
The service area determines the propagation length of EM waves withrespect to the ground plane. For this article, when developing a model,the boundaries of the UAV service area are taken nominally.
3.3. Medium access control
The described scenario requires the support of multi-connectivitywhen collecting data from sensor nodes. Thus, to avoid collisions on theMAC level, we consider the utilization of different carrier frequencies.Due to the limitations of nanodevices mentioned in Section 2, theydo not support an adaptive configuration of the carrier frequency.Therefore, we accept that the carrier frequencies of the nanosensorsare fixed and randomly distributed in the considered frequency range,while the reader operates in a wide range. It should be noted that if twoor more sensors with the same carrier frequencies are located in closeproximity, it may cause interference and disrupt the reception of datafrom these nodes. The probability of such an event can be numericallyevaluated using the solution of ``birthday paradox'' (6).
𝛿 = 1 − 𝐾!
𝐾𝑑 (𝐾 − 𝑑)!
, (6)
where 𝐾 is the number of different carrier frequencies utilized by thesensor nodes, 𝑑 is the maximal number of the sensor devices which aresimultaneously communicating with the reader (located in the workingarea of the reader).Let us assume that 𝑑 = 10 and 𝐾 = 1000, then 𝛿 will not exceed0.045, which means that the considered MAC protocol demonstratesan acceptable level of reliability.
4. System model
4.1. Energy required for the sending a sensor report
In order to determine the total delay time 𝑡𝑡𝑜𝑡 between the entry ofthe passive nanosensor unit into the flying gateway service area andthe receipt of a sensor report, it is necessary to take into account thetime 𝑡𝑐ℎ, required for energy harvesting by a nanosensor, as well as thetime required for creating and sending a packet with a sensor report
𝑡𝑠𝑔 :
𝑡𝑡𝑜𝑡 = 𝑡𝑐ℎ + 𝑡𝑠𝑔 (7)The time 𝑡𝑠𝑔 is an integral index that directly depends on aspectssuch as the size of the packet being transferred, data transmissiontechnology, time for processing and encapsulation; it was taken 𝑡𝑠𝑔 =
10 ms. The time spent for harvesting the energy by a nanosensor ischaracterized by the formula (8):
𝑡𝑐ℎ =
𝐸𝑡𝑜𝑡
𝐸𝑟𝑥𝑟𝑐
(8)
where 𝐸𝑡𝑜𝑡  total energy demands required for transmission of the onesensor report; 𝐸𝑟𝑥  energy, being received by passive nanosensor pertime unit; 𝑟𝑐  conversion coefficient of electromagnetic energy intoelectric energy. In this work we assumed 𝑟𝑐 = 0.5.In order to calculate electric energy expended by the passivenanosensor unit for the transmission of one sensor report to the flyinggateway, it is necessary to take into account energy expended onmaintaining the nanosensor in working order (until it measures the
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Fig. 4. The probability that a field fully covered by the nanosensors.
Fig. 5. A scheme for the determined installation of sensors.
required parameter), for processing the information received, and forencapsulating and sending the packet to the UAV [25]:
𝐸𝑡𝑜𝑡 = 𝐸𝑆 + 𝐸𝑝 + 𝐸𝑝𝑎𝑐𝑘𝑒𝑡−𝑡𝑥 (9)
where 𝐸𝑆  energy demands of nanosensor device for measuring theindicator value; 𝐸𝑝  energy demands for data processing; 𝐸𝑝𝑎𝑐𝑘𝑒𝑡−𝑡𝑥 energy demands for sending the data packet to the gateway.To specify values of energy consumption of nanosensors, in thispaper we used data on energy consumption of Ultra-Low-Power SmartVisual Sensor [26] as a reference. Thus, 𝐸𝑆 = 1.06 μJ and 𝐸𝑝 = 0.73 μJ.To calculate the energy expended for sending one data packet,in [27], it is proposed to use an equation (10).
𝐸𝑝𝑎𝑐𝑘𝑒𝑡−𝑡𝑥 = 𝑁𝑏𝑖𝑡𝑠𝑊𝐸𝑝𝑢𝑙𝑠𝑒−𝑡𝑥 (10)
where 𝑁𝑏𝑖𝑡𝑠  the number of bits contained in the transmitted packet;
𝑊  the code weight, i.e. the probability of transmitting the pulse(``1'') instead of keeping the mute mode (``0''), 𝐸𝑝𝑢𝑙𝑠𝑒−𝑡𝑥  the energyexpended for transmission of one pulse. In the considered scenario weuse the coding scheme proposed in [28], where the number of ``1''and ``0'' bits in the packet is approximately the same, and accordingly,
𝑊 = 0.5. The mean energy of one pulse required for transmission to adistance of 10 mm is 𝐸𝑝𝑢𝑙𝑠𝑒−𝑡𝑥 = 1 pJ [29].
Fig. 6. Collecting data from sensors.
Fig. 7. Time of UAV operation required for serving one hectare.
4.2. Propagation model
The signal power on the receiver side can be expressed as (11).
𝑃𝑟𝑥 =
𝑃𝑡𝑥𝐺(𝑓 )
𝐴(𝑓 )
+𝑁𝑇 (𝑓 ) +𝑁𝑚𝑜𝑙(𝑓 ) (11)
where 𝑃𝑡𝑥  power of the transmitted signal; 𝐺(𝑓 )  antenna gainparameter; 𝐴(𝑓 )  total attenuation ratio; 𝑁𝑇 (𝑓 )  thermal noise;
𝑁𝑚𝑜𝑙(𝑓 )  molecular-based absorption noise.
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Thermal noise of graphene antennas is suggested to be negligibledue to the properties of this material [21].For the calculation of the attenuation ratio, it is necessary to takeinto account not only the attenuation of the signal during propagationin the space 𝐴𝑓𝑠𝑝𝑙, but also the molecular absorption 𝐴𝑚𝑜𝑙 [22,30,31].Free-space path loss can be defined as follows:
𝐴𝑓𝑠𝑝𝑙(𝑓 ) = (
4𝜋𝑓𝑑
𝑐
)2 (12)
where 𝑑  distance from transmitter to receiver; 𝑓  transmissionfrequency; 𝑐  light velocity.A feature of using the THz range for wireless communication isthe presence of molecular absorption caused by vibrations and rotationof molecules. The molecular absorption of the EM energy is an effectthat occurs when the signal is transmitted at frequencies close to theresonance frequencies of molecules, which absorb part of the signalenergy and produce noise 𝑁𝑚𝑜𝑙(𝑓 ) at the same frequencies due to theinternal kinetic energy of the molecules [16].
𝐴𝑚𝑜𝑙𝑓 = 𝑒𝑘(𝑓 )𝑑 (13)where 𝑘  the average absorption coefficient.The molecular absorption coefficient determines the ability of amolecule to absorb energy [21]. According to [22], the losses of themolecular absorption are calculated depending on the transmissionfrequency, distance between the receiving and transmitting antenna,but also on environment conditions and composition where the signalpropagates. In this article the molecular absorption coefficient wasdetermined by means of the HITRAN database [32,33] for ambientconditions corresponding to the ``USA model, mean latitude, summer'',
𝐻 = 0 (mixture correlations: 𝐻2𝑂 = 1.860000%, 𝐶𝑂2 = 0.033000%,
𝑂3 = 0.000003%, 𝑁2𝑂 = 0.000032%, 𝐶𝑂 = 0.000015%, 𝐶𝐻4 =
0.000170%, 𝑂2 = 20.900001%, 𝑁2 = 77.206000%) at a temperature of296 K and a pressure of 1 atm.As it was demonstrated in [21,22] at some frequency ranges, the ab-sorption is notably larger, which can limit the communication range. Toavoid negative effects of absorption, we utilize ``transparency windows'' parts of the spectrum with the low absorption. It is worth noting that 𝑘does not depend on the transmission distance, but only on the ambientconditions and the frequency of the transmitted signal.In accordance with [21] when the transmission coefficient valuesare lower than 94.5% (equivalent to the absorption coefficient valuesof the environment higher than 5.5%), the molecular absorption noise
𝑁𝑚𝑜𝑙 becomes equal to the maximum value of −203.89 dB/Hz (≈ 10−20W/Hz), which corresponds to the JohnsonNyquist thermal noise level.Since there is no need to use high throughput for the transmission ofsensor reports, we consider a bandwidth of 100 kHz per one nanodevicewhich is close to existing UHF RFID-based sensors. This article consid-ers the frequency range of 0.10.15 THz. Taking into account that theenvironment transmission coefficient in the transparency windows isalways above 95.5% at small and medium distances, and the molecularnoise per 1 Hz of the used frequency band is about ≈ 10−20 W, we obtain
𝑁𝑚𝑜𝑙 = 1 fW, which allows for considering the molecular noise valueas negligibly small. Thus, (11) will result in (14).
𝑃𝑟𝑥 =
𝑇𝑡𝑥𝐺(𝑓 )𝑐2
(4𝜋𝑓𝑑)2𝑒𝑘(𝑓 )𝑑
(14)
The main parameters used in the model, are summarized in Table 3.More details regarding the 3D channel characteristics used in thismodel can be found in [34].
4.3. Coverage of the UAV
When collecting the data from nanosensors the UAV flying linearlywith a constant speed 𝑣 over the subject area. In our model, weconsidered the flight of the UAV an altitude of 2 m to reduce the impactof the stability issues in our results. It worth noting that the stabilityof flight will directly depend on the type of the UAV (e.g., multi-rotor,
Table 3Parameters used in the model.Parameter Identification Value
THz-reader capacity 𝑃𝑡𝑥 ⋅ 𝐺 1 WAntenna of the THz-reader Directional [37,38]Antenna of the nanosensor IsotropicFrequency range 𝑓1  𝑓2 0.1  0.15 THzBandwidth per sensor ▵ 𝑓 100 kHzAltitude of UAV ℎ 2 mService area radius 𝑅 [0.8, 1.2, 1.6, 2] mVelocity 𝑉 [1, 2, 4, 6, 8, 10, 12] m/sAbsorption factor (0.1 THz) 𝑘1 2.58 × 10−5 m−1Absorption factor (0.15 THz) 𝑘2 1.01 × 10−4 m−1Mean energy required fortransmission of one data packetfrom sensor to UAV
𝐸𝑡𝑜𝑡,𝑚𝑖𝑛 2,27 μJ
Time required for creating andsending a packet with sensor report 𝑡𝑠𝑔 0.01 s
fixed-wing, aerostat-based) and environmental conditions (e.g., strongwind, precipitation). For some types of UAVs, altitudes lower than2 m may also be considered if advanced flight control methods areutilized [35].We assume that UAV is equipped with a linear antenna array whichbeamwidth defines the ground service area. In our model, the coveragearea is taken as a circle with radius 𝑅. Increase of 𝑅 allows serving thearea faster, as is shown in Fig. 7. However, it may cause additionallosses since antenna gain is reduced. To demonstrate the effect ofbeamwidth to system performance, in the next section, we considerdifferent values of 𝑅, with a constant level of transmitter power.The number of packets received by the gateway directly dependson the time of the passive nanosensor's presence in the coverage of theUAV, 𝑡𝑒𝑥(15):
𝑡𝑒𝑥 =
𝐷
𝑣
(15)
where D (𝐷 ≤ 2𝑅)  communication range.If the condition 𝑡𝑒𝑥 ≥ (𝑡𝑐ℎ + 𝑡𝑠𝑔) is not fulfilled, the packet loss willoccur. However, if 𝑡𝑒𝑥 ≥ 𝑛(𝑡𝑐ℎ + 𝑡𝑠𝑔), then one nanodevice transmits
′𝑛′ copies of packets, as the energy harvesting and report transmissioncycle succeeds several times.The distance 𝐷 can be expressed utilizing the circle line pickingmethod [36]:
𝐷 = 2𝑅(𝜋
2
𝐹 (𝑆)) (16)
𝐹 (𝑆) = 2
𝜋
arcsin(𝑆
2
) + 𝐶 (17)
where 𝐹 (𝑆) unit circle probability density function; 𝑆  the distancebetween two points on the circle of the UAV service area; 𝐶  constant.
5. Simulation results
A system-level performance assessment has been conducted by uti-lizing WinterSIM simulator. The simulation results indicate the depen-dency of losses (failures of acquiring the measurement from sensors) onthe UAV velocity for two frequencies (Fig. 8). During the simulation,we assumed that the UAV flight path to not overlap with the alreadyserviced territory.fThe results indicate that losses can be reduced utilizing low flightspeeds and narrow beamwidth (short 𝑅). The increase in velocityincreases losses because sensors located on the edges of the servicearea (edges which are orthogonal to the UAV motion vector) do nothave enough time to accumulate sufficient energy needed for operation.The increase of 𝑅 leads to reduced antenna gain (transmitter poweris constant) and consequently a reduction of energy transmitted tosensors, which also produces increased losses. In addition, the diagrams
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GHz.png GHz.png
Fig. 8. Dependence of packet losses on the UAV velocity (a) 𝑓 = 0.1 THz, (b) 𝑓 = 0.15 THz.
Fig. 9. Maps of measurements obtained with different UAV velocity (𝑓 = 0.1 THz, 𝑅 = 2 m).
clearly show that the utilization of higher frequency has dramaticallyhigher losses.To illustrate how the losses affect the performance of the fieldmonitoring, we presented an example of measurement maps compiledusing our simulation results (Fig. 9). The maps contain a visualizationof the measurements of a virtual parameter performed by a nanosensornetwork facilitated with the UAV-based gateway. These show how thedensity of measurement decreases due to higher losses.Sensors located closer to of UAV route are capable of harvestingenergy sufficient for several measurements, which causes redundancyof packets from these sensors. The dependence of the redundancyon UAV velocity for two frequencies is shown in Fig. 10. To avoidcreating high traffic in the ``gatewayuser'' channel, the UAV should
perform initial processing of raw data in order to detect and average themeasured values before forwarding those through mobile network [39].
6. Conclusion
Integration of wireless sensor networks and UAVs promise a cost-effective and simplified data acquisition process. Implementation ofnanotechnologies will further expand the scope of applying such net-works to industries and situations where the size of the sensor deviceis the foremost consideration.This paper demonstrated the feasibility of a UAV-based gateway foracquiring data from passive wireless nanosensors in the THz range. Weconsidered the main aspects of the scenario, including the installationof nanosensors, MAC protocol, THz wave propagation model, and en-ergy consumption of the nanosensors. Within the considered scenario,
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Fig. 10. Dependence of redundancy on UAV velocity.
the THz frequency range was used for both energy harvesting anddata transmission. Our numerical results indicate how the losses andredundancy depend on the velocity of the UAV and the frequencieswhich are utilized.The notable limitation of this study is that it does not take intoaccount the possible influence of the weather and the presence ofadditional obstacles between UAV and sensors; these factors shouldbe considered in future works. Moreover, for future works, we expectthe developed model could be enhanced further with the concretecharacteristics of UAV (mobility model, battery capacity, and pathplanning), and graphene-based antennas for nanosensors.
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Abstract
The success of the wilderness search and rescue missions is highly dependent on the time required to search for the lost
person. The use of unmanned aerial systems may enhance search and rescue missions by supplying aerial support of the
search process. There are unmanned aerial system–based solutions, which are capable of detecting the lost person using
computer vision, infrared sensors, and detection of a mobile phone signal. The most pressing issue is reducing the cost
of a search and rescue mission. Thus, to improve the efficiency of the resource utilization in wilderness search scenario,
we consider the use of unmanned aerial system for both mobile phone detection and enabling Wi-Fi communication for
the ground portion of the search and rescue team. Such an approach does not require specific additional tools (e.g.
access point, specific user equipment) for communication, which reduces the cost and improves the scalability and coor-
dination of the search and rescue mission. As a result, the article provides methods of searching the wilderness for a per-
son using beacon signals from a mobile phone for two situations: when the distance to the source of emergency signals
is unknown and when the distance is known. In addition, the voice transmission delay and the number of unmanned air-
crafts are found to guaranty the quality of a call.
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Introduction
Every year, a considerable number of people around
the world get lost in the wilderness. Some of the main
reasons for this lie in the inability of modern people to
navigate the terrain and the overvaluation of their cap-
abilities, including physical.
The success of a wilderness search and rescue mis-
sion is highly dependent on the time required for the
search of the lost person. For algorithmization of the
search and rescue operations, there were proposed
POA (Probability of Area)—POD (Probability of
Detection) model, which is an integral part of
IAMSAR (International Aeronautical and Maritime
Search And Rescue manual).1 This model allows us to
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build an optimal search process based on the available
data about the lost person, the area of search, physical
conditions, distinguishing features.
The efficiency of the search and rescue mission can
be enhanced by the use of the automated detection tech-
nologies enabled by unmanned aerial system (UAS). A
flying network, which uses UAS-based technologies,
allows a reduction in the time required for detection as
well as reducing the number of people required for the
search mission.2,3
Recent works on the use of unmanned aircrafts
(UAs) in search and rescue missions utilize mobile
phone detection technologies to locate the individual.
Among the wireless technologies used for detection of
mobile phones, there are 2/3/4G cellular networks, Wi-
Fi and Bluetooth. Mobile phone detection technologies
can be used jointly with a computer vision system,
which improved their efficiency when there is a line of
sight between the UA and the lost person. In this net-
work, each UA can be considered as a heterogeneous
mobile gateway.
The resource allocation for the search using UAS is
a relevant research topic. The cost of a rescue mission
is still high, even when automated UAS-based technol-
ogies are used. Thus, to improve the efficiency of
resource utilization in wilderness search scenario, we
consider the use of the UASs for both mobile phone
detection and enabling Wi-Fi communication for the
ground segment of the search and rescue team. Such an
approach does not require specific additional means
(access point, specific user equipment) for communica-
tion, which reduces the cost and improves the scalabil-
ity and coordination of the search and rescue mission.
The main contribution of this article is the following:
1. We introduce the methods of wilderness search
of a person using beacon signals from a mobile
phone for two situations: when the distance to
the source of emergency signals is unknown and
when the distance is known.
2. We consider the simultaneous use of UASs
involved in the search mission to support voice
communication among the search and rescue
team on the ground using Wi-Fi technology.
The rest of this article is organized by following: In
the ‘‘Related works,’’ we take an overview the most
related work and describe that there are many ways to
use a UA during a wilderness search and rescue mis-
sion, which helps the task to be completed effectively.
In the ‘‘Methods of searching the wildness for a person
using beacon signals from a mobile’’ section, we con-
sider two scenarios methods of searching the wildness
for an individual using beacon signals from a mobile
phone: Methods of searching for a person based on
known distance to the source of emergency signals and
the method of detecting the coordinates of a mobile
phone when the distance to the source of emergency
signals is unknown. Voice transmission by a flying net-
work will be shown in the following section. We con-
clude the article in the ‘‘Conclusion.’’.
Related works
Recent developments in UAS technologies have low-
cost drones with considerable capabilities. Currently,
the drone market is proliferating, because the UAS’s
capabilities are relevant in a wide range of applications.
It is difficult to cover all the applications; thus, in the
remainder of this section, we will only consider rescue
scenarios in order to provide additional rationale for
our work.
When a disaster happens in a region, the primary
aim is to coordinate disaster management operations.
Such coordination may become a challenging task if the
communication infrastructure is unavailable (e.g. dam-
aged by an earthquake). The UAs may create a tempo-
rary infrastructure, acting as access points to provide
wireless communication.4
The use of UAs in Public Protection and Disaster
Relief (PPDR) scenarios is not limited by launching a
temporary communication infrastructure. The UAs
equipped with sensors can be used to monitor the envi-
ronmental pollution (e.g. composition of gases, radia-
tions) in specific areas of damage, such as a chemical
storehouse or a nuclear power plant. The information
about the pollution may assist rescue teams to avoid
life-treating areas.5
Deploying a UA network autonomously and provid-
ing communication services in a disaster scenario also
were considered in Sa´nchez-Garcı´a et al.6 In this article,
an algorithm called Distributed and dynamic Particle
Swarm Optimization for UA networks (dPSO-U) was
presented with two main goals: exploring a disaster sce-
nario area, and making the UAs converge to several
victim groups discovered during the exploration phase.
To evaluate the algorithm, the authors compared it
with other algorithms through simulations and received
positive results.
The UAs equipped with video cameras may help to
evaluate the consequences of the disaster and provide
online surveillance for better coordination of rescue
teams. Real-time onboard video processing may help to
identify the most impacted areas and to assess whether
any individuals need help.5,7 The UAs can also assist
the rescue teams to reach a particular location if stan-
dard routes are blocked.
Along with sensing or communications, the UAs can
be used for the rapid delivery of necessary items to
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rescue teams (e.g. food, medicine, medical equipment)
in the areas that are not accessible by roads.8,9
Another scenario to consider regarding UAS utiliza-
tion is the UAS-assisted search and rescue of a lost per-
son (or group of people) in the wildness. The
distinguishing feature of this scenario is the enormous
size of the search area and the relatively few targets
(lost people). As it was mentioned in Hanna et al.,10
survivability of the lost person is higher when it is
located within 24 h. Thus, the goal of the rescue team
is to check the most extensive area as soon as possible.
The UAs can enhance the efficiency of that search by
utilizing computer vision to detect the target from the
air. To enhance the efficiency of the victim detection, in
Rasmussen et al.11 it was proposed to augment visible-
spectrum searching with infrared sensing.
The UAs equipped with video cameras have been
used to support rescue operations utilizing image recog-
nition for detecting the lost person. However, there are
plenty of use cases when victims are buried (e.g. a snow
avalanche) or covered by the tree canopy, making the
computer vision methods almost useless.
To detect lost people without video methods, wire-
less signal detection can be utilized. Many specialized
wireless beacons allow rescuers to find lost or trouble in
people. These beacons are widely used by people whose
activities are closely related to risks, such as hikers and
climbers. Such categories of people are prepared for the
circumstances when they need to be rescued. However,
ordinary people can also experience emergency situa-
tions. These people are usually not prepared for such a
situation. Thus, the techniques that utilizing popular
personal wireless devices (e.g. smartphones, smart-
watches) as beacons are highly relevant.12
The idea of using a cell phone to locate the user is
not new. In 1994, the US Federal Communications
Commission compelled mobile operators to provide
the location of mobile phones that dialed 911.13 In
Mendelson,14 a method was proposed that employed
features of a user’s cellular phone to emit an emergency
beacon to aid first respond search and rescue units or
emergency personnel. This method may noticeably
extend the detection of the mobile phone. As it was
shown in Wolfe et al.,15 the mobile phone signal is
powerful enough to be detected even under a snow
depth of 7 feet (the snow avalanche scenario). The
existing solutions consider switching the mobile phone
into a beacon mode.16 In this mode, the mobile phone
transmits a beacon signal, which can be more powerful
than a regular one. The beacon signal may be used to
locate the user.
The UA equipped with a mobile base station or soft-
ware defined radio may significantly reduce the time
for mobile phone detection if there is no coverage in
the area of search. Optionally, for the detection of the
mobile phone using UA, Wi-Fi or Bluetooth can be
utilized.17 Moreover, if the media access control
(MAC) addresses of wireless interfaces are known, the
user detection can be performed more efficiently.18
The real use case described in Goodrich et al.19 has
shown that resource allocation is a crucial challenge
when using UA to support a wilderness search. To
address the resource optimization challenge, the meth-
ods of using UA for wireless signal detection must take
into account a broad range of parameters including the
number of UA used, the UA’s battery capacity, cover-
age probability, target mobility, and the area of search
size.
The coverage probability problem was partially
addressed in Guo et al.20 by providing a guideline for
the design of a wireless network. The issues of target
mobility, optimal UA route, and battery use are con-
sidered in Mohibullah and Simon.21
Through related works, it can be seen that with the
use of UAs the efficiency of the search and rescue mis-
sion is enhanced. Locating the victim in these cases is
one of the critical problems. Based on the above stud-
ies, by using UAS, we consider the ability to locate and
provide communications for lost people outside the cel-
lular networks.
Methods of searching the wildness for a
person using beacon signals from a mobile
phone
In this section, we consider methods for searching a lost
person based on the detection of SOS signals from the
mobile phone. UAs, which fly around the area of the
lost person, are used to scan the signals.
Scenario description
One of the options for signaling a request for help may
be an application in a mobile phone that generates SOS
signals and sends them over cellular and Wi-Fi chan-
nels. Suppose that an application has been installed on
the mobile phone of the missing person that will help
create emergency signals (beacons) with an intensity of
once per minute. The proposed solution is, in fact, an
analog of the emergency warning system, which is used
in the automotive industry to signal an emergence.
It is evident that the signal from the mobile phone
must be transmitted to the base station of the telecom
operator; however, due to the remoteness of the forest,
the power of the mobile phone transceiver may not be
enough to receive the signal.
The solution to this problem is to send one or more
UA, which surveys the territory in which a person is
supposedly lost and the scanning of emergency signals,
as Figure 1. On board, the UA is a portable base sta-
tion, implemented by software-configured radio.
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Because the onboard UA base station receives data in a
certain radius, depending on the antenna aperture, the
number of UA used affects the speed of searching for
the coordinates of the missing person.
In the case of detecting emergency signals, UA coor-
dinates are fixed regarding GPS/GLONASS in the
place where these signals were detected.
Methods of searching for a person based on known
distance to the source of emergency signals
One of the methods for calculating the distance is the
energy conversion of signals between the receiver and
transmitter—the Received Signal Strength Indicator
(RSSI). Because the UA is in the air, it can be assumed
that there will be direct visibility between the mobile
phone and the UA. Thus, it becomes possible to calcu-
late the distance between the portable base station and
the source of emergency signals. Figure 2 shows the
interaction of a UA with a mobile phone. The coordi-
nates of the UA are known, but to determine the
coordinates of a mobile phone, it must receive at least
three emergency signals. It will deliver it using the tri-
angulation algorithms to determine the coordinates of
the mobile phone.
It is worth noting that the detection zone or radio
coverage zone of the UA is limited to radius r, then in
three-dimensional space, this zone can be represented
as a ball with a known center (coordinates of UA) and
radius r. The shape of the ball is represented by the
equation
(x xv)2+(y yv)2+(z zv)2= r2
where (xv, yv, zv) are coordinates of UA (COOv—vehicle
coordinates).
Figure 3 shows the detection method of a mobile
phone that sends emergency signals. According to the
Figure 3, the desired point is found at a distance r, that
is, it is located on a ball with radius r with three differ-
ent UA positions and three distances between the UA
and the mobile phone.
Therefore, we obtain a system of equations of the
form
(xvi  xW )2+(yvi  yW )2+(zzi  zW )2= r2i ð1Þ
where i= 1, 2, :::,K are known coordinates of K points;
ri is the distance between the i-th position and the
desired point; (xvi , yvi , zzi ) are coordinates of the UA in
the i-th zone; and (xW , yW , zW ) are coordinates of the
desired point.
In the case of three-dimensional space, the system (1)
must contain at least three controls, that is, kø 3, then
the system of equations has a solution.
The presented system of equations can also be used
for the case of using the UA group with i—the number
of UA, then the probability of successfully determining
the coordinates of a mobile phone is increased com-
pared with the case where only one UA is considered,
which carries out radio scanning for detecting emer-
gency signals, for example, using three UAs that fly
over terrain on the same plane and form a triangle, as
shown in Figure 4.
Figure 2. The interaction process between a UA and a mobile
phone. UA: unmanned aircraft.
Figure 3. Method for determining the coordinates of a mobile
phone using UA. UA: unmanned aircraft.Figure 1. UA overflights areas to scan emergency signals from
mobile phones. UA: unmanned aircraft.
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Besides, the probability also depends on the flight
speed of the UA and the frequency of sending emer-
gency signals.
The method of detecting the coordinates of a mobile
phone when the distance to the source of emergency
signals is unknown
In the first case, the distance between the UA and the
mobile phone, which is the source of emergency signals,
was calculated based on the RSSI. The accuracy of deter-
mining the distance depends on the absence of interfer-
ence on the path between the source and the receiver, as
well as a direct line of sight. In some cases, there may be
obstacles in the form of trees, fog, and other interfering
environmental influences between the mobile phone and
the UA; therefore, it is advisable to consider a method
for detecting the coordinates of a mobile phone when the
distance from the UA to the source of emergency signals
is unknown. Each UA can detect emergency signals
within a radius (Rv); therefore, a sphere is formed with a
center (center is the UA position) and with a radius (Rv).
This sphere intersects with the plane of the earth, so a cir-
cle is obtained with a center (xI , yI ) and with a radius R
on the plane of the earth. If the mobile phone (xW , yW ) is
in the circle zone, then the condition
(xvi  xW )2+(yvi  yW )2łR2
is satisfied when considering the two-dimensional space
on the earth plane. Figure 5 presents the case when the
coordinates of the center of the circle (xI , yI ) can be con-
sidered as the coordinates of UA (xV , yV ).
Figure 6 showed the case when three positions of
emergency signals were detected on the earth’s surface.
According to Figure 6, COO(1)v , COO
(2)
v , and COO
(3)
v cor-
respond to UA coordinates in three different positions.
A mobile phone (desired point) will be located at the
intersection of several circles, with the coordinates of
the centers of the rings and the radius R known; there-
fore, the coordinates of the desired point are given by
expression (2)
xW  xvið Þ2+ yW  yvið Þ2
 
łR2 ð2Þ
where i= 1, 2, :::,K are known coordinates K points of
UA; xvi , yvið Þ are coordinates of UA in the i-th place;
and (xW , yW ) are coordinates of the desired point.
By expression (2), you can find the interval to which
the coordinates of the mobile phone belong. When con-
sidering the case using the UA group (with i—the num-
ber of UA in the group), it will also use expression (2)
to find the interval with the coordinates of the mobile
Figure 4. A group of three UA overflights. UA: unmanned
aircraft.
Figure 5. Representation of UA coordinates as a center of a
circle with radius R. UA: unmanned aircraft.
Figure 6. The method of detecting the coordinates of a mobile
phone at the intersection of the zones with coordinates COO(1)v ,
COO(2)v , and COO
(3)
v .
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phone. To calculate the coordinates of a mobile phone,
if at least one UA from the group detects emergency
signals, its position is saved and sent to the head node
or base station to carry out calculations of the coordi-
nates of the desired point.
Evaluation of searching time
The searching process using UA is represented by two
steps:
 UA flies and scans beacon signals.
 When a UA detects the first beacon signal, in
order to get enough of the beacon signals, UA
begins flying around in a circle of radius R with
center coordinates, which are the position of
detecting the first beacon signal.
The process of the search for beacon signals using
UA is presented in Figure 7.
It is assumed that speed of UA—vUA, generation
frequency of beacon signal—fB, and distance to the
place of detection of the first beacon signal in the
flight direction of UA—SUA. Searching time (Tsum) is
the sum of flight time of UA needed to fly to the first
place, where the first beacon signal was found (T1)
and flight time of UA needed to fly around in the cir-
cle (T2). The desired point is in the searching zone
with radius R. Having the speed of UA—vUA, genera-
tion frequency of beacon signal—fB, and distance to
the place of detection of the first beacon signal in the
flight direction of UA—SUA, to detect the beacon, the
generation frequency of the beacon signal must be
satisfied by the formula (3)
1
fB
\
2R
vUA
, vUA\2R  fB ð3Þ
To calculate the coordinates of the desired point,
UA requires at least 2 more beacon signals after the
first signal is detected. Since UA fly within a circle with
radius R, the flight distance is 2  p  R, with k is a num-
ber of rounds, then we get the formula (4)
2  p  R
vUA
 k. 2
fB
) k. 2  vUA
2  p  R  fB ð4Þ
Therefore, the searching time is described in the
formula (5)
Tsum= T1+ T2=
SUA
vUA
+
2  p  R
vUA
 k ð5Þ
An application, installed on the mobile phone gener-
ates beacon signals with a period of 12 s, thus speed of
UA should be set to less than 2R  fB= 295:9112 =
15, 98(m=s), with R= 95, 91(m) calculated in Coverage
model for each group of UA. Calculation of the cover-
age area depending. By formula (4), we receive the
number of rounds k.0, 64.
When changing the speed of UA from 10 to 15 m/s
with SUA= 1000(m), according to the formula (5), the
searching time is showed in Figure 8.
Figure 7. Flow diagram illustrating the process of the search
for beacon signals using UA. UA: unmanned aircraft.
Figure 8. Dependence of searching time on the speed of UA.
UA: unmanned aircraft.
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Voice transmission by a flying network
One of the possible scenarios in the search for a missing
person is the lack of communication due to the remote-
ness of the cellular base station, as well as potentially
difficult meteorological conditions when the communi-
cation range is significantly reduced. This section pre-
sents an alternative solution for the provision of
communications based on UA. Today, most mobile
phones support Wi-Fi technologies of various IEEE
802.11a/n/ac standards. This technology can be used to
transmit voice over Wi-Fi based on voice over Wi-Fi
(VoWi-Fi)22,23 applications. In this case, the UA is rep-
resented as a mobile node with a base station gateway
located on it through which it communicates with other
subscribers.
The hierarchical structure of the UAS
To solve this problem, it is supposed to use a flying net-
work consisting of a set of UA, which are mobile access
points and relay the received/transmitted data to a sta-
tionary base station, which operates in the normal
mode.24 The novelty of this approach is that it is possi-
ble to launch the UA quickly, thereby introducing an
additional mobile base station to provide communica-
tion between the person and the emergency operator.
Since the distance between a person in the forest and
the position of the emergency services operator is con-
siderable, to ensure communication, many UA are
required even within the line of sight. It is also worth
considering that the signal is transmitted through sev-
eral hops and due to an increase in network delay, the
quality of voice transmission decreases. To improve the
quality of service and also reduce the required number
of UA, it is proposed to divide the UAS into two levels.
The first level will consist of the head UA and the
second level of one of the members of the UA in each
group (Figure 9).
Second-level UAS interact with subscribers and
search for the shortest route to transfer data to the
head UA, which is located on the first level. Next, the
first-level UAS transmits data to a stationary base sta-
tion through other head UAs. Thus, instead of transfer-
ring data through all UA, the number of intermediate
nodes is reduced by introducing two levels of hierarchy.
The role of the mobile base station for subscribers will
be performed by a Wi-Fi access point onboard the UA,
which supports the IEEE 802.11n, IEEE 802.11ac,
IEEE 802.11p standards. Because VoWi-Fi technology
is widespread in a large number of mobile phone mod-
els, it can be assumed that this approach allows making
calls over Wi-Fi while organizing a flying network with
support for these technologies. It is also worth noting
that all calls are made through the operator with the
preservation of numbering and identification of sub-
scribers of the mobile communication network.
We assume that the connection between the UA and
the subscriber is based on the IEEE 802.11n/ac stan-
dard since currently, most mobile phones support these
technologies. Communication between UA members in
the group of the first level and between members of
the second-level UAS is based on the IEEE 802.11p
standard, which was developed for wireless information
transfer between vehicles with the support of self-
organization. Communication between the head UAs
in different groups is performed using IEEE 802.11p*
technology in advanced mode, within which data can
be transmitted over a distance of 750 m.25–27
Coverage model for each group of UA: calculation of
the coverage area depending on the height of the UA
and the range of interaction
In the first stage, it is necessary to determine the relative
position between the UA and the subscriber. To do this,
set the source data. Suppose that a UA is flying at a
constant speed (v); the distance between the UA and
the subscriber is equal to the range of the selected data
transfer technology—IEEE 802.11n/ac (d= 40m, since
the subscriber is in the forest, the radio propagation dis-
tance is organic) . The distance between the UA, as well
as between the members of the UA and the head UA, is
constant and equal to the range of the selected data
transfer technology—IEEE 802.11p in normal mode
(D= 100m). The distance between the head UA is con-
stant and equal to the radius of action of the selected
data transfer technology—IEEE 802.11p in advanced
mode (DH = 500m).
According to Figure 10, a subscriber can make calls
when a UA is present in the range of selected data stan-
dards—IEEE 802.11n/ac (point A) and when the UA
Figure 9. Unmanned aerial system hierarchical structure for
providing voice services. UA: unmanned aircraft.
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moves to point B, another UA from the group moves
to point A to provide continuous communication.
Points A and B are the most at a considerable distance,
the distance between the UA and the subscriber is more
(d= 40m). In this case, the altitude UA can be calcu-
lated by the formula (6)
h= d 
ffiffiffi
2
p
= 28, 28(m) ð6Þ
Now we calculate the distance between the members
of UA in one group, which is equal to 2  h= 56, 56(m);
this distance is considered valid because the radius of
action of the members of the UA is 100 m. Because the
distance between the head nodes of the UAS is 500 m,
then we have a modem to calculate the number of UA
in one group, to ensure continuous communication
using the formula (7)
N =max
DH
2  h
 
+ 1= 10 ð7Þ
According to Figure 11, it can be seen that the maxi-
mum number of UA members in a group along a
straight line is 10 (5 on the left and 5 on the right) and
the maximum number of hops during voice transmis-
sion from the subscriber to the head UA is 5. The com-
munication between two cluster heads in the MESH
mode is enabled by the IEEE 802.11p standard.
Since the distance between the UA is 56.56 m, and
the radius of data transmission at the UA is 100 m,
overlapping zones may occur as shown in Figure 13.
To calculate the coverage area of UA groups, it is nec-
essary to calculate the coverage area at least between
two UA.
The coverage area of a single UA is a circle with a
radius Rcov=95, 91(m) (Rcov= IH=r
2 h2) (Figure 12),
which can be calculated using formula (8)
Scov1 =p  R2cov’ 28:884(m2) ð8Þ
In Figure 13, the coverage area between two UA is
equal to the total coverage area of two UA minus the
overlap of two areas and is equal to
Scov2 = Scov1 + Sex ð9Þ
Scov2 ’ 28:884+ 10:687, 21’ 39:571, 21(m
2)
where Sex is the excess area
Sex= Scov1  2  SdACD + SACBD ð10Þ
As shown in Figure 13
Scov1 =p  R2cov
SdACD =p  R2cov  2  arccos
h
Rcov
360
SACBD= 2  h 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2cov  h2
q
)
Figure 10. Schematic representation of the distance between
all elements of the interaction model under consideration. UA:
unmanned aircraft.
Figure 11. UA interaction in the group to ensure continuous
communication for subscribers. UA: unmanned aircraft.
Figure 12. Coverage area of one UA. UA: unmanned aircraft.
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Since the distance between the UA in the same group
is the same, the excess area (Sex) is also the same; hence,
we get the coverage area for one UA group consisting
of n= 10 UA and equal to
Scov10 = Scov1+(n 1)  Sex ð11Þ
Scov10 ’ 28:884+ 9  10:687, 21’ 125:068, 89(m2)
Continuous connection method to ensure guaranteed
communication
In Wi-Fi networks, each station (STA) is associated
with an access point (AP) located onboard the UA.
When the UA moves, the access points move through
the zones, respectively, so mobile phones reconnect to
the available access point, but the transmission of voice
traffic does not stop. This process is called handover.
To ensure seamless connectivity, one needs to speed up
the handover process. The handover process consists of
four main steps:
1. Detection of a possible set of access points to
which data can be transmitted;
2. Select the access point (AP) destination;
3. Communication with this access point;
4. (Re)authentication of the mobile station STA in
the network.
The article28 showed that mobile phone authentica-
tion is an essential requirement for security on Wi-Fi
networks. In particular, due to the lack of a physical
connection between the STA and the AP, authentica-
tion becomes indispensable for controlling access to the
network. However, the authentication mechanisms
used in Wi-Fi are quite slow and cannot guarantee low
latency to ensure handover.
The handover process has three main elements:
 A mobile station (STA)—mobile phone;
 An access point (AP) located onboard the
UAs, which are deployed in the second level
(Figure 9);
 Server authentication, authorization, and
accounting (AAA) located onboard the UAs,
which are deployed in the first level (Figure 9).
The Figure 14 shows the delay time in each handover
step.
Tscan—time delay in the scan phase,
Tauth—open authentication,
Tasso—association,
T1x—IEEE 802.1X,
29
T4way—four-sided handshake.
Typical communications messages protocols
involved in the process are represented by arrows
between the vertical lines (Figure 14).
The first phase of the handover process is to check
whether the conditions need to be changed by the AP
and, if so, which AP should be associated with the
STA. This phase can last several seconds, but this phase
can do this without actually breaking the connection.
The next stage of the handover process contains an
empty authentication step, which is a legacy of WEP
(Wired Equivalent Privacy) security architecture, which
takes a very short time. The next step is the association
phase, in which the STA establishes a logical connec-
tion with the AP. The purpose of this step is to notify
the entire network that the STA can now be connected
to any other AP. The time required for the association
is insignificant, so there is no need to spend any money
on accelerating this phase.
Figure 13. Schematic representation of the area of coverage between two UA, taking into account the overlap of two areas. UA:
unmanned aircraft.
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The actual authentication phase begins after the
association phase. In this phase, the STA is authenti-
cated to the AAA server, which helps to configure a
shared session between the STA and the AP. As we will
see later, this phase can take a significant amount of
time, especially if the AAA server is remote.
Finally, STA and AP perform a four-way hand-
shake, as a result of which they agree on the knowledge
of the session key with each other, and they also receive
new keys from the shared session key for various pur-
poses. A quadrilateral handshake is necessary to com-
ply with the IEEE 802.11i standard; it cannot be
shortened.
In Boha´k et al.28 and Aboba and Alimian,30 it was
proved that the authentication phase takes a lot of time,
and therefore the right idea is to accelerate this phase.
To achieve this goal, in Boha´k et al.28 the authors
propose modifying the EAP-SIM protocol, which is
described in RFC 4186.31 The authentication mechan-
ism of the EAP-SIM protocol is based on the scheme
used in GSM networks to authenticate subscribers. In
the case of a Wi-Fi network, the STA and the AAA
server share a public key Ki. When an STA moves from
one base station to another base station, it must re-
identify itself on the network. The AAA server sends
so-called triplets to the base station, where each triplet
contains a random RAND value, an Signed RESponse
(SRES), and a session key Kc. The base station chal-
lenges the STA with RAND; using unique computed
algorithms, the STA can read the SRES itself and send
a response to the base station. If the reaction from the
STA matches the SRES that the AAA server assigned
to the base station earlier, then the STA is received.
The Kc session key will support the security of commu-
nication between the STA and the base station.
The basic idea of modifying the EAP-SIM protocol
is to consider the case when a mobile device that is
already connected to the network connects to another
access point, in which case the triplets necessary for its
authentication will already be available in the new
access point and there is no need for remote communi-
cation. In the case where the handover process occurs,
such triplets should already be possible, since they are
preloaded during pre-authorization when the STA is
still connected to the old access point. If the triplets are
in the database, authentication can be performed
locally. This means that the STA does not need to con-
tact the AAA server during the handover process. In
the end, the authors found a way to reduce authentica-
tion latency below 55 ms.
If we consider the application of the above method
to our task, then it is known that mobile phones are
stations (STAs), and first-level UAS will play the role
of AAA North, and second-level UAS will play the role
of an access point (AP). In this case, the handover time
will be less than 55 ms, and thus, in the call time
between the subscriber and the rescue services, every 13
s, the handover time will be below 55 ms (at a UA
speed of 15 m/s). Since the handover time is concise, it
can be assumed that it does not significantly affect the
quality of the call.
Service quality model
Above, the hierarchical structure of UAS was consid-
ered as a flying network model, which is used to pro-
vide voice transmission services. In order to evaluate
the performance of this structure, we will represent it as
a Queuing System (QS), in which each UA is repre-
sented by an element that has the function of receiving
and transmitting voice traffic.32
First, to use this service, a mobile phone must
undergo an authentication procedure with a base sta-
tion. After that, the mobile phone will get access to the
service, and the UA nodes will also receive information
Figure 14. Interaction of elements to support the handover
process.28 STA: mobile station; AP: access point; AAA:
authentication, authorization, and accounting.
Figure 15. Schematic representation of the interaction of
mobile phones through the chain UA. UA: unmanned aircraft.
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about mobile phones. A call between two subscribers,
for example, between the missing subscriber and the
rescue service, will be performed by interacting with
each other through the UA chain. The UAS-based fly-
ing network model is satisfied with the condition of
acceptable quality for voice transmission if the network
delay is no more than 100 ms between two
subscribers.33
Figure 15 shows schematically that the network
delay in this scheme consists of the processing time, the
waiting time for the queue, the transfer time between
the subscriber unit and the UA, between the UA, and
the transfer time between the UA and the base station.
The average delay can be represented mathematically,
as in the formula (12)
Daverage= TS1 + TV + TCOO+ TS2 ð12Þ
where TS1 is the Subscriber-Vehicle Delay (ms); TV is
the Vehicle-Vehicle Delay in each group (ms); TCOO is
the Delay between Head Vehicle in each group (ms);
and TS2 is the Base Station-Subscriber Delay (ms).
To calculate the delays in this system, consider the
multiphase QS model presented in Figure 16. Suppose
that the incoming flows to each QS have the same prop-
erties. Consequently, it is possible to calculate the aver-
age time spent on the delivery of one application in
each QS.
The average delivery time in multiphase QS can be
represented by the expression (13)
T=
Xn
i= 1
Ti= TS1 +m  TV +(n 1)  TCOO+ TS2 ð13Þ
where m is the maximum number of hops in each UA
group and n is the number of head nodes UA.
According to the requirement of voice quality, it fol-
lows that the total time T should not exceed 100 ms.
According to the formula (13) and the considered
architecture of the flying network, it is possible to cal-
culate the number of UA head nodes that are required
for the organization of the network to transfer voice
between two subscribers. Knowing the number of UA
nodes, we will know the maximum possible distance
between the base station and subscriber devices in the
forest or the area of coverage in which subscriber
devices should be located. It is assumed that the time
between the subscriber and UA TS1 and the time
between the base station and the subscriber of TS2 are
the same; therefore, the formula (13) can be reduced by
T= 2  TS1 +(m 1)  TV +(n 1)  TCOOł 100. In
this case, we have the following in equality (14)
nł
100 2  TS1  m  TV
TCOO
+ 1 ð14Þ
It is assumed that in Figure 16 each phase of the QS
is considered an M/M/1 service model, in which the
voice traffic has the properties of the most straightfor-
ward flow and the service time obeys an exponential
distribution. At each phase or each QS, there is an
intensity of loading the system, which can be repre-
sented by the formula (15)
gi= ri=
li
mi
(Erl) ð15Þ
where li is the intensity of incoming applications
(request/ms) and mi is the intensity of service requests
(requests/ms).
When considering the M/M/1 model, we will use the
formula to calculate the time of the application in the
Kleinrock34 system. Accordingly, the average delivery
time in each QS can be calculated using equation (16)
Ti=wi+ ti=
ti
1 ri
ð16Þ
where Ti is the average delivery time in phase i (ms); wi
is the average waiting time in the queue (ms); and ti is
the average duration of service requests (ms).
As noted above, subscriber devices currently support
IEEE 802.11n/ac Wi-Fi technologies, which provide
relatively high data transfer rates. According to the
IEEE 802.11n standard, the maximum data transfer
rate is bn= 300Mbps, and in the IEEE 802.11n stan-
dard, bac= 650Mbps. Communication between UA is
Figure 16. Queuing model of flying network for emergency call.
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carried out according to the IEEE 802.11p standard in
two modes. In each group, UA interact with each
other, as well as with the head UA based on the IEEE
802.11p standard in the usual mode with a transmission
rate of bp1 = 12Mbps. At the same time, head UAs
interact with each other by the IEEE 802.11p standard
in advanced mode with a transmission speed of
bp2 = 6Mbps. In advanced mode, and the data trans-
mission distance can reach up to 740 m; therefore, to
ensure the guaranteed transmission speed, we choose
the value of 6 Mbps. In normal mode, for IEEE
802.11p, the data transmission distance is about 100 m,
and the transmission speed can reach up to 12
Mbps.35,36
Consequently, it is possible to calculate the average
duration of service requests by the formula (17)
ti=
L
bi
ð17Þ
where L is the average length of one packet (bit);
L= 1000bytes is allowed; and bi is the average data
transfer rate (bit/ms).
Previously, the hierarchical structure of the UAS
organization was considered, based on the introduced
assumptions, it was possible to find out the number of
nodes (hops) in each UA group, that is, m= 5, to sat-
isfy the conditions of full coverage and provision of
communication. Therefore, using formulas (13), (16),
and (17), we can calculate the average delivery time
when changing the number of head nodes (n), respec-
tively, with a different number of UA groups. If we
assume that the load factor of each phase of the QS
ri= 0:5, then the results of the calculation of the deliv-
ery time are presented in Table 1.
Table 1 shows the calculation of the time of delivery
of voice between subscribers when changing the num-
ber of UA for the model M/M/1 when loading the
entire system 0.5. According to the table, the required
number of UA is established to cover the area and pro-
vide communication in the forest. Under this condition,
the voice delivery time does not exceed 100 ms; then,
according to Table 1, we obtain the maximum number
of UA groups—35 UA groups when the IEEE 802.11n
standard is used; 36 groups when using the IEEE
802.11ac standard. It is seen that the difference is insig-
nificant because the main delay time for voice transmis-
sion is the transmission time through the UA, which is
used in the IEEE 802.11p standard. We know that the
more UA groups, the more extensive the coverage.
Therefore, the results that are presented in Table 1 also
show the maximum coverage of the area, provided that
the voice delivery time is no more than 100 ms. In a
real situation, there is a dependence on the distance
between the target zones and the base station, in which
case we can determine the number of important UA
groups for deployment, but not more than 35 groups.
For example, the distance between base stations is
usually in a section of 3–5 km; if one needs to transmit
a voice (about 5 km), you need about 11 UA groups,
then you get a coverage area of
11  125:068, 89= 1:375:757, 79(m2).
According to the data in Table 1, we also get graphs
of the changes in the delay time, depending on the num-
ber of UA groups (Figure 17). As can be seen from the
Figure 17. The change in the delay time, depending on the number of UA groups. UA: unmanned aircraft.
Table 1. Delivery time depends on the number of unmanned
aircraft (UA) groups.
Number of UA groups Delivery time (ms)
IEEE 802.11n IEEE 802.11ac
2 9.65 9.38
10 30.99 30.67
20 57.65 57.33
30 84.32 84.00
35 97.65 97.33
36 100.32 100.00
37 102.97 102.67
Bold values highlight the maximum number of UA groups where delivery
time does not exceed 100 ms.
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graph, the voice transmission latency for the mobile
phones supported by either IEEE 802.11n or IEEE
802.11ac are not significantly different. However, if the
voice transmission data are transported across multiple
UA groups, the latency will naturally increase. Most of
this delay will depend on the number of head nodes
(head UA), through which packets are passed, and the
technology used to communicate between UAs.
Furthermore, the model using UA is considered
when changing the load factor of each phase of the QS.
Consequently, we obtain the average delivery time and,
accordingly, the number of UA groups depending on
the load intensity. According to the formulas (13), (14),
(16) and (17), the results of calculating the delivery
time and the number of UA groups are presented in
Table 2.
It is seen that the higher the number of UA groups,
the greater the delivery time between the two subscri-
bers. Under Table 2, which shows the dependence of
the number of UA groups, which can provide the
required quality of service (delaył 100ms), on the load
factor in the service system. As mentioned above, the
larger the UA group, the larger the coverage area.
Therefore, if the load factor reached 0.9, respectively, 5
UA groups can provide a transmission delay of less
than 100 ms; then the coverage area is reduced, and 5
UA groups can provide a coverage area of
(5  125:068, 89= 625:344, 45(m2)).
According to the data in Table 2, we also get graphs
of changes in the number of UA groups, depending on
the load factor; with the maximum delivery time may
not exceed 100 ms (Figure 18). Load factor increases
corresponding to the growth of requests sent to the
head nodes. This suggests that many subscribers requir-
ing a connection are not in the same UA group, but in
other groups on the link. The higher the load factor is,
the narrower the radius will be for guaranteed voice
transmission, for example, when loadfactor= 0:9, the
QoS (quality of service) of the voice transmission is
only guaranteed in the radius of 5 UA group.
Conclusion
The article reviewed the methods wilderness searches
for a person using beacon signals from a mobile phone
by using UAS for two situations: when the distance to
the source of emergency signals is known and when the
distance is unknown. We considered the simultaneous
use of UAs involved in the search mission to support
the voice communication among the search and rescue
team on the ground using Wi-Fi technology. The archi-
tecture of a network model for connecting mobile sub-
scribers was presented, which is organized on the basis
of a flying network, in which IEEE 802.11p technology
is used for UAs communication, and IEEE 802.11n/ac
technology for communication between UAs and
mobile phones. We also considered the impact of hand-
over on quality of service of calls, as UAs become
mobile base station. Quantitative and qualitative values
are obtained, which allowed us to use equipment more
efficiently, as well as minimize network latency. The
article analyzed the model of multiphase queuing sys-
tem type M/M/1 which are considered for UAs com-
munication, as well as for communication between
mobile phones and UAs. We calculated the voice trans-
mission delay and the number of UAs. The results
Table 2. Delivery time and the number of unmanned aircraft (UA) groups, depending on the load factor.
Load factor, r IEEE 802.11n IEEE 802.11ac
Delivery time (ms) Number of UA groups Delivery time (ms) Number of UA groups
0.1 98.57 65 98.54 65
0.2 99.23 58 99.19 58
0.3 98.17 50 98.13 50
0.4 98.98 43 98.93 43
0.5 97.44 35 97.38 35
0.6 98.47 28 98.39 28
0.7 95.73 20 95.64 20
0.8 96.93 13 96.79 13
0.9 87.20 5 86.91 5
Figure 18. The changes in the number of UA groups,
depending on the load factor. UA: unmanned aircraft.
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showed that the use of a two-tier architecture has
reduced number of UAs, at which permissible quality
of service of calls in the disaster zone can be guaranteed
and the maximum number of UAs can be achieved
while still guarantying the quality of the call. It also
means that the coverage of the area can be achieved
with this amount of UAs. As further research, an
experiment is planned to confirm the results.
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Abstract. Due to the growing throughput demands driven by inno-
vative media applications (e.g., streaming 360◦ video, augmented and
virtual reality), millimeter wave (mmWave) wireless access is considered
as a promising technological enabler for emerging mobile networks. One
of the critical uses for such systems is indoor public protection and dis-
aster relief (PPDR) applications which may greatly benefit from new
high bandwidth applications. In this paper, we evaluate the performance
of on-demand mmWave mesh systems in indoor environments with dy-
namic blockage conditions, 3GPP propagation model, mobile nodes, and
multi-connectivity operation. To evaluate the performance of the mesh
we have developed a system-level simulation framework based on a re-
alistic floor layout. Our numerical assessment has revealed that the use
of a multi-connectivity operation in indoor deployments allows for ef-
ficiently improving connectivity while slowly improving the associated
per-node throughput. The latter implies that mmWave systems in in-
door deployments operate in a blockage-rich environment which differs
from outdoor environments. Furthermore, the number of simultaneously
supported links at each node, required to improve the system perfor-
mance, can be greater than two imposing significant control overheads.
Keywords: Milliliter wave mesh · 5G· PPDR · Emergency response ·
Indoor environments
1 Introduction
Due to the growing capacity demands on the air interface driven by innova-
tive media applications, e.g., 360◦ HD streaming, augmented and virtual reality
(AR/VR), the millimeter wave (mmWave) wireless access is considered as a
promising technology for future mobile networks.
In addition to extraordinary promises, the mmWave systems bring new chal-
lenges to systems designers including high propagation losses, sensitivity to
blockage by obstacles, beamsteering functionality for highly directive transmis-
sion [1]. Particularly, the free space propagation loss at 60 GHz, is 28 decibels
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greater than that at 2.4 GHz [2]. For these reasons, mmWave links are highly
directional, and they use steerable antenna arrays with sufficient gain to compen-
sate for these extreme losses. Moreover, due to short wavelength (approximately,
5 mm. at 60 GHz), even small objects may block the mmWave link [3]. Finally,
the mmWave links are also highly affected by atmospheric and molecular ab-
sorption [4]. Altogether these three factors significantly affect the reliability of
mmWave communication.
In addition to conventional scenarios such as cellular systems, where 3GPP
is currently at the completion phase of New Radio standardization, the extreme
throughput makes mmWave communications technology appealing for many
other use cases. Mainly, the natural extension of the mmWave mobile access
is in wireless mesh networking. The mmWave meshes may extend the coverage
of mmWave access points by utilizing multi-hop links and simultaneously en-
hance the reliability of communications using multi-connectivity operation [5].
One of the critical use cases in this context is public protection and disaster re-
lief (PPDR) missions which may greatly benefit from using 360◦ HD streaming
and AR/VR applications enabled by bandwidth-rich mmWave communications
technology.
Performance of mmWave systems with multi-connectivity capabilities in the
outdoor environment has been thoroughly investigated. An upper bound for the
capacity of mmWave systems with multi-connectivity operation has been ob-
tained in [6]. This bound has been refined in [7, 8]. Recently, engineering studies
addressing multi-connectivity aspects of mmWave networks have started to ap-
pear [9, 10]. These studies reveal that multi-connectivity operation improves both
outage probability and system throughput exponentially. These results have been
extended to mmWave mesh deployments in the outdoor environment in [11–13],
where the multi-connectivity operation has also been shown to improve network
connectivity and throughput greatly.
Compared to the outdoor environment, indoor mmWave mesh deployments
brings additional challenges that are primarily caused by an extremely complex
propagation process. The use of the mmWave meshes in dynamic PPDR use
cases, such as fire suppression missions where the environment may dynamically
change, adds another level complexity. Notably, the blockage in such indoor
use cases is induced by the interior of the building (e.g., partitions, walls), and
dynamic moving objects (e.g., people, moving equipment). Taking into account
the potential mobility of nodes, indoor mmWave mesh deployments are expected
to be highly dynamic with constantly changing connectivity patterns between
mesh nodes. In these conditions, the multi-connectivity can be considered as one
of the vital options not only to maintain network connectivity at all times but
to improve throughput.
In this paper, we evaluate the performance of mmWave mesh systems in
a realistic indoor environment with the mobility of nodes, dynamic blockers,
3GPP propagation, and multi-connectivity operation. Particularly, we consider
the PPDR scenario as an illustrative use case and investigate network connec-
tivity and throughput characteristics. Our main conclusions are:
Title Suppressed Due to Excessive Length 3
Fig. 1. Nodes on the layout during the simulation 2D view.
– the use of multi-connectivity operation exponentially improves mmWave
mesh connectivity in indoor deployments, but its effect on per-node through-
put is linear implying that indoor systems operate in blockage-rich environ-
ments;
– to improve connectivity and throughput in dense indoor mmWave meshes
the number of simultaneously supported links is greater than two implying
significant control signaling overheads.
The rest of the paper is organized as follows. In Section 2 we introduce the
system model and its components. The system-level simulation framework and
data collection/analysis procedure are described in Section 3. We report our
results in Section 4. Conclusions are provided in the last section.
2 System model
In this section, we introduce our system model by first defining the scenario of
interest and briefly specifying its submodules including mobility, propagation,
beamforming, and dynamic blockage models. Finally, we introduce the connec-
tivity process and define metrics on interest.
Illustrative scenario. We consider a fire suppression mission as an illustrative
example for evaluation of the mmWave mesh network performance in a realistic
single-floor indoor deployment, see Fig. 1. Specifically, we consider a team of
firefighters operating on the floor of office building. The team utilizes assisting
media applications enabled by mmWave mesh. The application acquires the in-
formation streams from the firefighters’ on-body video cameras and transmits it
to the command center. The command center processes the video streams and
develops an optimal team operation strategy, providing digital assistance and
guidance to the firefighters. In this scenario, we assume that the telecommunica-
tion infrastructure inside the building is not working. The communication with
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the command center is provided using a relay node (access point) installed by
the rescue team near a window.
Nodes mobility model. To capture the mobility of nodes, we assume that
they move according to random direction movement model (RDM, [14]) since
it captures the essentials of random movement and still allows for analytical
tractability. According to this model, a node first randomly chooses the direction
of movement uniformly in (0, 2pi) and then moves in this direction at constant
speed vB for exponentially distributed time with parameter γ = 1/E[τ ], where τ
is the mean movement duration. The process is restarted at the stopping point.
If during the movement an obstacle is reached, the node chooses a new direction
of movement.
Propagation model. The received signal power at a mesh node is given by
PR(x) = PTGTGR − PL, (1)
where PT is the transmitter power, GT and GR are the antenna gains at the
transmitter and receiver sides, respectively, which depend on the antenna array
(these parameters can be obtained from the beamforming model introduced in
the next subsection), PL - path loss. Following 3GPP TR 38.901, the mmWave
path loss in dB for the line-of-sight (LoS) link is given by
PLInH−LOS = 32.4 + 17.3 lg(d3D) + 20 lg(fc), (2)
where fc is the centre frequency, d3D is the three-dimensional distance between
wireless interfaces of two communicating nodes.
For the non-LoS (NLoS) link the path loss defined as
PLInH−NLOS = max(PLInH−LOS , PL′InH−NLOS), (3)
where
PL′InH−NLOS = 38.3lg(d3D) + 17.3 + 24.9 lg(fc). (4)
Beamforming model. Following [15], we assume linear antenna arrays at both
the transmitter and receiver sides. Half-power beamwidth (HPBW) of the array,
α, is assumed to be proportional to the number of elements as [16]
α = 2|θm − θ3db|, (5)
where θ3db is the 3-dB point and θm is the array maximum. Note that θm =
arccos(−β/pi), where β is the array direction angle.
Assuming β = 0, we have θm = pi/2. The upper and lower 3-dB points are
θ±3db = arccos[−β ± 2.782/(Npi)], (6)
where N is the number of antenna elements.
For β = 0, the mean antenna gain over HPBW is computed as [16]
G =
1
θ+3db − θ−3db
∫ θ+
3db
θ−
3db
sin(Npi cos(θ)/2)
sin(pi cos(θ)/2)
dθ. (7)
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Dynamic Blockage Model. In this paper, we consider three types of block-
ages: (i) blockage by inherent indoor constructions, e.g., walls, furniture, (ii)
self-blockage, and (iii) dynamic blockage by environmental objects. The former
type of blockage is captured by the considered propagation model introduced
in the previous subsection. Self-blockage refers to special positioning on a node
such that it may no longer beamform its antenna towards the intended recipient.
We also assume a dynamic spatially-temporal blockage model. According to
this model, blockers appear at a randomly chosen position uniformly distributed
over the area of a floor according to homogeneous temporal Poisson process with
intensity λ. Each blocker is assumed to exist for an exponentially distributed
period of time with mean 1/µ. Observe that this stochastic process is inherent
of M/M/∞ type and the number of active blockers given by Poisson distribution
with the parameter λ/µ. Given the radius of the blocker rB , the fraction of a
floor covered by this type of blockers can be obtained using the integral geometry
as follows [17]
pC = (1− fC,1)λ/µ, pC,1 = 2piSB
2pi(SA + SB) + LALB
, (8)
where SA is the floor area, SB = pir
2
B is the blocker’s radius.
Connectivity and Metrics of Interest. To improve mmWave performance,
we assume that a single node supports 3GPP multi-connectivity option described
in Rel. 15 NR specification TS 37.340 [5]. According to it, UE simultaneously
supports multiple connections to adjacent systems and may dynamically switch
between them in case the current connection is lost. In our study, the num-
ber of simultaneously supported connections, known as the degree of multi-
connectivity, is assumed to be M . It should be noted that depending on the
node locations forming the mesh, the actual number of connections at any given
moment of time can be less than M .
In our study, we address connectivity and throughput performance metrics.
These are: (i) the fraction of time at least one node is disconnected from the mesh
network, (ii) the mean number of disconnected nodes at the arbitrary instant of
time and (iii) mean per-node throughput.
3 Simulation Framework
3.1 Simulator Design
For numerical evaluation of the mmWave mesh performance within the consid-
ered scenario, we developed a custom simulator based on the Stage simulator
code [18, 19].
The developed framework is based on discrete-event simulation (DES) tech-
niques. The simulation procedure comprises two phases: DES simulations and
data analysis. The developed DES framework implements the system model de-
scribed in Section 2. New arrival events are generated according to a spatial
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Poisson process where the positions are distributed uniformly within the area of
interest. When processing the arrival events, the session completion event and
the subsequent arrival event are scheduled.
The primary part of the simulator is a 3D model of an office floor, see Fig.2.
The 3D model of the floor allows for evaluation if there is a LoS between two
points on the coordinate plane. The DES simulation process starts with the
coordinate simulation of the nodes movements and dynamic blockages. For each
iteration, the simulator checks the LoS condition between all the nodes of the
mesh. When checking LoS condition, the antenna directivity diagram is also
taken into account. The results are stored in the SQL database.
The second phase utilizes results obtained during the first phase for evaluat-
ing parameters of interests. The second phase starts with the calculation of path
losses between all the nodes using the system model described in Section 2. If
the signal strength between two nodes (on the receiver side) is lower than the
established threshold, the simulator assumes that there is no direct connection
between these nodes. If there is a connection between two nodes, the simula-
tor calculates the throughput using Shannon–Hartley theorem for all pairs of
nodes in the mesh where direct connection is available. This part represents the
physical level of the network. In the next step, the simulator considers channels
between nodes, including medium access control. This level delivers a channel
topology graph. The third step represents addressing and routing within the
mesh topology delivered by the second step.
The developed framework is very flexible from the point of modification. The
modifications (e.g., implementation of different protocols or applications) can be
performed by applying modified SQL scripts to the coordinate simulation traces
stored in the SQL database, without launching new simulation.
Fig. 2. Three-dimensional view of mesh nodes in the simulated layout.
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3.2 Data Collection and Analysis
A simulation campaign has also been carried out to obtain the metrics of in-
terest by relying on the following procedure. For each considered set of input
parameters (simulation round), simulations were set to run for 1200 seconds of
the system time, with a 0.25 change of system time on each iteration of simu-
lation. The chosen duration of simulation round approximately corresponds to
the time required for checking the floor of considered size by rescue team (e.g.,
firefighters).
It is assumed that all of the involved processes (arrival, service, blockage) are
stationary; the steady-state always exists in our system. The starting point of
the steady-state period has been detected by utilizing the exponentially-weighted
moving average (EWMA) statistics with the weighting parameter set to 0.05 and
employing the procedure in [20].
The statistical data has been collected only during the steady-state period. To
remove residual correlations in the statistical data, we have used the batch means
strategy. Accordingly, the entire steady-state period duration has been divided
into 1000 data blocks. The metrics of interest computed for these periods became
inputs to the individual statistical samples. The final values for the metrics of
interest have been estimated by processing these samples. Due to the large size
of statistical samples associated with experiments, only the point estimates are
shown. The interval estimates computed for the selected input parameters do
not deviate by more than ±0.001 from the point estimates under the level of
significance set to α = 0.05 and thus are not plotted in the presented graphs.
4 Numerical Results
In this section, we report numerical results of mesh performance in indoor envi-
ronments. The default system parameters are reported in Table 1.
The indoor deployments of mmWave systems are characterized by much
greater complexity compared to widely considered outdoor scenarios. Thus, to
obtain intuition about the system under investigation we start our analysis as-
sessing the time-dependent behavior of connectivity and throughput processes
three randomly selected mesh nodes illustrated in Fig. 3. Observing the connec-
tivity process shown in Fig. 3(a), where 0 indicates connectivity periods and 1
implies the absence of an active connection, one may conclude that connectiv-
ity intervals are rather long compared to outages. Outage intervals are rather
short, but their frequency is relatively high. This behavior is a consequence of
the realistic indoor deployment and mobility model, where layout specifics and
dynamic blockage result in many short-lasting outage events.
The associated throughput obtained by nodes is illustrated in Fig. 3(b),
where the throughput averaging interval was set to 1 s. As one may observe, the
throughput may drastically deviate even during the connectivity intervals. For
some nodes, these deviations are rather smooth, but one may also observe many
drastic jumps in obtained throughput. Note that the mobility of nodes mainly
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Table 1. Simulation parameters.
Parameter Value
Operational frequency, fc 28 GHz
Antenna array 16× 16 el. (planar array)
Channel model 3GPP InH
Emitted power 1 W
Receiver Sensitivity -91 dBm
Fraction of floor covered by blockers, pC 0.15
Number of fire crew members {8, 10, 12, 14, 16}
Velocity of crew members 1 m/s
Mobility model of crew members Random direction movement model
Number of simultaneously supported links {2, 3, 4,∞}
Number of iterations per simulation round 4800
(a) Connectivity trace
(b) Throughput trace
Fig. 3. Time-dependent behavior of connectivity and throughput processes.
causes the smooth deviations while quick jumps are associated with blockage
events floor layout and dynamic blockage process.
Having observed the time-dependent behavior of the system, we now proceed
analyzing stationary state metrics. We start with the time fraction that at least
one node is disconnected from the network illustrated in Fig. 4 as a function
of the number of nodes in a mesh network and the number of simultaneously
supported links, M . Note that this metric can be considered as an integral mea-
sure of mesh network connectivity characterizing the fraction of time at least one
node does not have access to the gateway. As one may observe, when the number
of nodes increases, depending on the degree of multi-connectivity, the analyzed
metric is characterized by principally different behavior. For M = 2 and M = 3
the time fraction that at least one node is disconnected increases as the number of
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nodes in a mesh increases. The rationale behind this behavior is straightforward:
as the number of nodes increases the probability that at least one node finds it-
self in unfavorable position gets higher, and the degree of multi-connectivity is
insufficient to overcome this. However, as the degree of multi-connectivity in-
creases further, the effects of diversity start to dominate when the number of
nodes increases. Thus, we may conclude that the multi-connectivity operation of
mmWave systems may drastically increase mesh connectivity in indoor deploy-
ments. However, the number of simultaneously supported links might be rather
high, resulting in significant control overhead.
We are now in a position to quantitatively characterize the mesh network
connectivity in the stationary state. Fig. 5 shows the mean number of discon-
nected nodes as a function of the number of nodes in a mesh and the degree
of multi-connectivity. Similarly to Fig. 4 we may observe that the degree of
multi-connectivity of M = 2 and M = 3 does not allow for a network to scale
appropriately as the mean number of disconnected nodes starts to increase. How-
ever, increasing M further to 4 allows this metric to stay well below one node.
One may also notice that if we do not limit the number of simultaneously sup-
ported links, the mean number of nodes actually decreases as the number of
disconnected nodes in a mesh network increases.
Finally, in Fig. 6 we study the mean per-node throughput as a function of
the number of nodes in a mesh and the degree of multi-connectivity. As one
may observe, this metric exhibits qualitatively similar behavior for all values
of M . Comparing the mean throughput values corresponding to M = ∞ and
M = 2 one of the critical observations of the illustrated results is that the system
operates in blockage-limited conditional for realistic values of M . Indeed, the
gains of imposing no restrictions on the degree of multi-connectivity the per-node
Fig. 4. Time fraction that at least one node disconnected.
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Fig. 5. Mean number of disconnected nodes.
throughput is 3 − 4 times higher compared to M = 2. It is also important that
increasing the degree of multi-connectivity, the system approaches this regime
rather slowly, e.g., the mean per-node throughput obtained with M = 4 is still
approximately half of M = ∞. This behavior of principally different from that
reported for outdoor scenarios in, e.g., [8, 7], where both capacity and outage
probabilities improve exponentially with M .
5 Conclusion
Motivated by the need for on-demand high-throughput mesh networking for
indoor PPDR use cases, such as a fire suppression mission, in this paper, we
investigated the capabilities of mmWave technology for these types of applica-
tions. The developed model is based on system-level simulations of the realistic
indoor floor deployment of mesh system with nodes mobility, 3GPP indoor prop-
agation, dynamical blockages, and multi-connectivity operation. The metrics of
interest in this study are related to network connectivity and throughput.
The simulation campaign revealed that individual node connectivity in an
indoor environment is characterized by frequent short-lasting outage time inter-
vals and associated jumps in node throughput even in the presence of multi-
connectivity capabilities. Nevertheless, the multi-connectivity capability of end
systems may significantly improve the overall network connectivity properties
in terms of the fraction of time at least one node is disconnected and the mean
number of disconnected nodes. However, the associated increase in per-node
performance is less noticeable implying that indoor mmWave mesh deployments
mainly operate in a blockage-rich environment which is different from outdoor
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Fig. 6. Mean per-node throughput in a mesh network.
deployments, where multi-connectivity improves both connectivity and through-
put performance exponentially [8, 7].
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ABSTRACT The use of advanced AR/VR applications may benet the efciency of collaborative pub-
lic protection and disaster relief (PPDR) missions by providing better situational awareness and deeper
real-time immersion. The resultant bandwidth-hungry trafc calls for the use of capable millimeter-
wave (mmWave) radio technologies, which are however susceptible to link blockage phenomena. The latter
may signicantly reduce the network reliability and thus degrade the performance of PPDR applications.
Efcient mmWave-based mesh topologies need to, therefore, be constructed, which employ advanced
multi-connectivity mechanisms to improve the levels of connectivity. This work conceptualizes predictive
blockage avoidance by leveraging emerging articial intelligence (AI) capabilities. In particular, AI-aided
blockage prediction permits the mesh network to recongure itself by establishing alternative connections
proactively, thus reducing the chances of a harmful link interruption. An illustrative scenario related to a re
suppression mission is then addressed by demonstrating that the proposed approach dramatically improves
the connection reliability in dynamic mmWave-based deployments.
INDEX TERMS Mesh networks, millimeter wave communication, articial intelligence (AI), wireless
communication, public protection and disaster relief (PPDR).
I. INTRODUCTION
Wireless communication technologies are an essential
enabler in Public Protection and Disaster Relief (PPDR) sit-
uations [1], [2]. They were historically utilized to provide
sustainable voice communication services for public safety
agencies [3]. Today, the cutting-edge PPDR applications
include a variety of multimedia services [4] complemented
with articial intelligence (AI) capabilities [5]. This decisive
transformation promises advanced situational and contextual
awareness as well as enables event prediction and preven-
tion in critical missions. The use of AI in PPDR contexts
may lead to an upgrade of mission-critical communication to
mission-critical assistance.
For its efcient operation, AI-based technology requires
real-time information about both the problem and the
The associate editor coordinating the review of this manuscript and
approving it for publication was Derek Abbott .
context [6]. Computer vision systems and related video
analytics can be efciently employed to collect it. For
instance, video information about a specic PPDR event
may be obtained with on-body cameras of the rescue crew
members (police ofcers, reghters, ambulance doctors,
etc.) [7], video surveillance cameras deployed across the area
of the PPDR mission [8], or with the aid of robots (e.g.,
unmanned aerial and ground vehicles) [9], [10]. Since data
mining from the video stream requires relatively powerful
computation capabilities, it can be performed in a remote
processing center or in a distributed fashion via edge/fog
computing. Both approaches require high-throughput radio
access networks.
The emerging millimeter-wave (mmWave) technolo-
gies, such as IEEE 802.11ad/ay [11] and 3GPP New
Radio (NR) [12], [13], offer the throughputs on the level
demanded by trafc-hungry PPDR applications [14]. How-
ever, their utilization in PPDR scenarios is hampered by a
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number of challenges. First, there is uncertainty about the
existing communication infrastructure, which can be partially
or completely unavailable. Second, mmWave propagation
is sensitive to atmospheric, weather, and other conditions,
which may eventually cause severe link quality degradation.
These adverse effects may drastically reduce the reliability of
mmWave connectivity.
The PPDR applications are expected to operate in danger-
ous conditions, such as re, smoke, gas, or water vapor [9],
whichmay affect the propagation of the mmWave signal [15].
Furthermore, certain PPDR situations may inherently dete-
riorate the propagation conditions; for example, substances
applied by reghters may occlude the direct path between
the communicating nodes. The use of mmWavemesh topolo-
gies can provide diverse paths between a source and a destina-
tion, and thus partially address these challenges by enabling
proximate communication when the network infrastructure is
unavailable.
The problem of link blockage has been identied as one
of the most challenging for mmWave communications. Par-
ticularly, it affects connection reliability in both single-hop
and multi-hop topologies. In recent literature, this issue is
primarily tackled by employing reactive techniques along
with standardized capabilities, such as multi-connectivity
operation [16], when the association point is only changed
when the current links experience outage conditions as the
result of a blockage situation [17][20].
Hence, contemporary mmWave solutions rely on inher-
ently reactive techniques to mitigate dynamic link block-
age events [16], [20]. This approach may introduce harm-
ful delays in data transmission, thus hampering the use of
real-time PPDR applications, since it permits radio connec-
tions to become interrupted and then recover later. Alter-
natively, one may use proactive mechanisms by predicting
blockage situations and taking action in advance [21][23].
Possible measures may include altering the trajectory of
movement to avoid blockage or utilizing alternative data
routes, e.g., via peers that establish backup links. To ef-
ciently enable this functionality, one has to employ advanced
prediction techniques.
In this work, we analyze the use of AI methods to
enable uninterrupted mmWave mesh connectivity in PPDR
scenarios. Consequently, we contribute a novel approach
to mitigate dynamic link blockage in mmWave mesh sys-
tems. It utilizes AI-aided prediction of blockage situations
and helps establish alternative connections via peer relays
before the blockage has actually occurred. Numerical results
reported in what follows demonstrate the feasibility of our
proposal. Particularly, the outlined approach considerably
reduces the fraction of time when at least one node of
the mmWave mesh in question is disconnected from the
rest.
The remainder of this paper is organized as follows.
In Section II, we discuss the use of mmWave technologies
in PPDR situations. In Section III, we review the use of AI
in the context of mmWave mesh technologies for PPDR.
Our illustrative scenario is then studied in Section IV. The
conclusions are drawn in the last section.
II. MILLIMETER-WAVE TECHNOLOGIES FOR PPDR
In this section, we elaborate on the utilization of mmWave
systems in mission-aware PPDR scenarios. Particularly,
we discuss the technology aspects of mmWave communica-
tions and identify the key challenges of usingmmWave radios
for PPDR.
A. FEATURES OF MILLIMETER-WAVE COMMUNICATIONS
The recent standardization activities behind 5G NR and
WiGig systems are aiming to enable novel technology layout
for real-time heavy-trafc applications, such as ultra-high
denition video streaming [24], augmented and virtual real-
ity (AR/VR) broadcasting [25], and proximate gaming [26],
[27]. These solutions adequately address the bandwidth
demands by utilizing the more abundant mmWave spectrum,
primarily in 28, 60, and 73 GHz bands [28][30].
Radio propagation properties at mmWave frequencies are
fundamentally different as compared to microwave setups.
This is primarily due to the effects of link blockage, inherent
directionality, and complex multi-path propagation, where
various obstacles may occlude, reect, or scatter the narrower
mmWave beams [31]. The latter poses numerous challenges
related to communication reliability and service continuity
that need to be resolved comprehensively [17], [32]. The use
of mmWave communications in indoor environments further
complicates propagation because of multiple obstacles (e.g.,
walls, furniture, people) [33][35], which lead to more com-
plex and dynamic propagation. In addition to blockage caused
by other objects, there are self-blockages where a person
blocks own links [36], [37].
The use of mobile access points, such as cells-on-
wheels (CoWs, [38], [39]) and aerial access points (AAPs,
[40], [41]), may enhance the performance of mmWave access
technologies by maintaining line-of-sight (LoS) communi-
cations for users who are currently blocked or outside the
base station coverage. However, these solutions are featured
by relatively long deployment times and require additional
resources, such as maintenance expenses for an unmanned
aerial system. Hence, the use of such access points may not
be suitable in all contexts.
To alleviate the effects of blockage and improve the reli-
ability of mmWave connections, 3GPP has recently outlined
multi-connectivity features [16]. Accordingly, a device may
establish links to multiple access points (APs) in its proximity
and dynamically change the serving AP if the current link
experiences a blockage. Such an approach yields a dramatic
decrease in the outage probability levels [19]. In the absence
of network infrastructure, this concept can be enabled via
device-to-device (D2D) communications [42], [43]. Direct
connectivity between user devices allows for establishing
a mesh network topology [44], which expands the service
area of the mmWave APs. D2D-based mesh topologies natu-
rally offer multi-connectivity opportunities for the partnering
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FIGURE 1. mmWave-enabled PPDR operation with a heavy-traffic application.
devices. Multi-connectivity naturally improves the resilience
of a communications session to blockage because if a single
link is occluded, the device can reroute its trafc via other
connections.
In summary, it is known that link blockage may consid-
erably limit the performance of mmWave-based systems.
However, the situation can be notably improved with mobile
APs arranged in a mesh topology.
B. PUBLIC PROTECTION SCENARIOS
Unexpected natural or human-made disasters require the
safety agencies to always be prepared for PPDR situations
in uncertain environments. The goal of PPDR missions is
to reduce the risk to people's lives and property damage.
Generally, a PPDR situation can be regarded as a multi-agent
system comprising of intelligent entities, such as human res-
cuers and autonomous robots. Successful accomplishment
of a PPDR mission hinges upon (i) continuous situational
awareness, (ii) fast and reliable analysis of data and subse-
quent decision-making, and (iii) efcient coordination and
cooperation between the rescue team members to eliminate
task conicts and duplication.
Innovative assisting technologies are extensively utilized
to facilitate various PPDR missions. Computer vision sys-
tems have been proposed to obtain holistic information about
the problem and its context for improved situational aware-
ness [45]. These allow for monitoring the affected area in
order to detect victims, assess damage, and evaluate hazards.
The information analysis and decision-making processes can
then be supported by AI-based applications, which may
operate in a distributed or centralized manner [46]. Finally,
dedicated radio technologies enable the coordination and
cooperation inside the rescue team.
Previously, voice communications featured as the primary
service supported by the PPDR systems. These are now
expected to facilitate multiple additional applications that
integrate voice, data, video, and image transmission as part
of their multimedia capability to enable smooth coordina-
tion [47]. The latter requires more throughput and thus higher
frequency bands where sufcient spectrum is available.
Hence, mmWave communications technologies operating
over the rich amounts of bandwidth can presently be consid-
ered as the key enabler for the emerging multimedia-ready
PPDR applications.
C. APPLYING mmWave TECHNOLOGIES FOR PPDR
In addition to link throughput, there are further specic
requirements pertaining to contemporary PPDR communica-
tions technologies [47]. Notably, those need to provide unin-
terrupted services irrespective of the current availability of the
static network infrastructure. As long as cellular connectivity
remains operational, PPDR applications can also exploit it.
Alternatively, other means of communication have to be
deployed, e.g., in tunnels, inside buildings, or wherever the
network infrastructure has (partially) collapsed [48]. These
may rely on proximity-based D2Dmesh operation, see Fig. 1,
wherein the devices acting in close proximity (within the
reach of a short-range wireless radio) may initialize direct
links instead of utilizing network infrastructure. Therefore,
the load on the cellular network may decrease, the operation
without it might become possible, and better energy ef-
ciency can be achieved. Therefore, the use of proximity-based
direct communications is one of the promising solutions for
beyond-5G connectivity.
Mesh-based mmWave solutions are expected to be utilized
in collaborative PPDRmissions to ensure robust connectivity
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between the rescue team members and enable trafc-hungry
applications even when the cellular infrastructure is unavail-
able [49]. However, the use of advanced mmWave mesh
topologies introduces additional challenges that relate to
complex blockage dynamics [50]. Indeed, PPDR applications
are expected to operate in hazardous environments, which
may affect the propagation of mmWave beams. Furthermore,
the context of the PPDR mission itself may deteriorate the
radio conditions.
As a result, the mmWave mesh system reliability in PPDR
situations depends on the mission type as well as on mul-
tiple environmental factors. Based on that, it is essential
to not only provide high capacity during PPDR operation
but also to develop reliable connectivity mechanisms and
ensure resilience to various environmental conditions in
mmWave-based mesh systems.
III. AI-AIDED MILLIMETER-WAVE MESH SYSTEMS
In this section, we discuss the application of AI methods in
the context ofmmWavemesh operation.We beginwith a brief
introduction and then review the use of AI in self-organizing
mesh systems. Finally, we conceptualize AI-aided blockage
prediction for a mmWave PPDR mesh.
A. DIVERSITY OF AI METHODS
AI techniques have entirely changed human life, from home
appliances to automobiles, where every device or a piece of
machinery is using some sort of an AI method. Since the
beginning of AI evolution, researchers have introduced many
AI practices including knowledge representation, expert
systems, machine learning, neural networks, multi-agent sys-
tems, genetic algorithms, fuzzy logic, neuro-fuzzy, etc. How-
ever, based on the state-of-the-art achievements by machine
learning and neural networks-based methods, most of today's
AI techniques belong to either of the three major types:
supervised, unsupervised, or reinforcement learning [51].
The former addresses the problems relying on labeled
data (ground truth) or prior knowledge about the expected
output. Typically, these tools are used in the context of
classication and regression. In classication, the output is
acquired in the form of labels or discrete values, whereas in
regression, it is obtained as continuous values. Supervised
learning algorithms include neural networks, convolutional
neural networks, support vector machines, decision trees,
naive Bayes, and linear regression. These techniques are
widely applicable in many areas including object detection,
pattern recognition, speech analysis, human activity recogni-
tion, and bio-informatics [52][54].
Unsupervised learning methods deal with the problems
having unlabeled data, i.e., input with no corresponding out-
put [55]. These automatically establish various patterns in the
input data to learn its structure and make decisions based
on similar patterns. Most of the corresponding algorithms
are used for clustering, association rule learning, and data
compression/generation in autoencoders. The typical unsu-
pervised learning algorithms are K -means clustering and
principal component analysis. Unsupervised learning tools
are widely used for image segmentation, anomaly detection,
and association mining.
Reinforcement learning employs reverse dynamics, such
as reward and punishment to `` reinforce'' the knowledge
for learning [56]. Unlike classical approaches, reinforcement
learning exploits the concept of interacting with the envi-
ronment based on trial and error. In reinforcement learn-
ing, the problem can be solved by performing two types
of tasks, continuous and episodic. Continuous tasks per-
sist (like forex/stock trading), while episodic tasks have the
starting and ending points, which delimit an episode (like
playing a game to complete a mission and move to the next
level). The well-known algorithms of reinforcement learn-
ing are Q-Learning and State-Action-Reward-State-Action
(SARSA, [57]). The reinforcement learning algorithms are
widely utilized in robotics, web system conguration, adver-
tising, and gaming.
B. AI IN SELF-ORGANIZING NETWORKS
`` Brains exist because of the distribution of resources neces-
sary for survival and the hazards that threaten survival vary in
space and time'' [58]. This statement is equally applicable to
AI used in self-organizing networks since the very utilization
of AI aims at efcient management of resources and avoid-
ance of hazards. Here, the role of resources is featured by
connectivity and throughput, whereas blockage, interference,
and technological incompatibility between the nodes of a
mesh can be interpreted as hazards.
The three major sub-functional groups of AI for the emerg-
ing mesh networks are self-conguration, self-optimization,
and self-healing [59]. The former is required to enable net-
work association simplicity regardless of the employed radio
interface or device capabilities. During the conguration
stage, the network needs to invoke an authentication proce-
dure and set up the radio interfaces of its nodes, e.g., transmit
power, data, and control plane protocols. In the context of
self-conguration, the AI can be used for recognizing new
users, conguring wireless interfaces, predicting events when
the current network state changes, etc.
Mesh networks are highly dynamic systems; hence, their
management has to be adaptive, enabled by continuous
self-optimization. This includes monitoring of the network
state and subsequent adjustment of the network and inter-
face parameters to reach high efciency of resource utiliza-
tion. Self-optimization covers a number of aspects including
power efciency, mobility of users, quality of links, and traf-
c dynamics. It may be empowered by the AImethods, which
are utilized for the prediction of user mobility by choosing
reliable connections between the nodes of a mesh, predict-
ing link quality and trafc ow structure based on previous
experience, and tracing network users. Due to AI, the network
may reduce the risk of failures and wastage of resources. As a
result, the quality of user experience becomes higher. Hence,
self-optimization aims to enable low latency, high bandwidth,
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FIGURE 2. Multi-connectivity mmWave mesh setup of interest.
and better connectivity within a mesh network with higher
degrees of temporal and spatial variation in user demands.
Self-healing of a network is related to recovering its func-
tionality after failures.With respect to mesh systems, a failure
can be dened as a state of the network where communica-
tions between two or more nodes is interrupted. A signicant
proportion of such failures is caused by a lack of connectivity
between the devices. The AI methods used for self-healing
aim to mitigate the failure events and automatically recover
the network performance [59]. They may include but are
not limited to automatic failure detection and diagnostics,
reconguration of nodes in real-time (e.g., increased transmit
power to extend coverage of certain nodes), and rerouting.
In severe cases (e.g., an essential link is faulty), the original
network can split into two or more isolated parts.
C. USING AI FOR BLOCKAGE PREDICTION
Dissimilar static and dynamic objects (e.g., people, buildings,
vehicles) may cause link blockage inmmWavemesh systems,
which are thus characterized by a high degree of temporal
and spatial variability. The objects in question may not only
occlude the direct path but also block the reected paths by
disrupting communications between the nodes of a mesh for
prohibitive periods of time. As a result, the performance of
PPDR applications utilizing mmWave mesh capabilities may
degrade considerably.
Recent developments in AI techniques are capable of
anticipating the blockage situations in mmWave mesh net-
works. Particularly, AI-based algorithms may employ com-
puter vision and sensory data to acquire the indicators of an
imminent blockage. For example, AI-aided systems can pre-
dict link occlusions caused by people or static objects (such
as trees, buildings, and landscape) by utilizing the data about
(i) their trajectory and speed, (ii) trajectory and speed of the
mmWave mesh nodes, and (iii) location of static obstacles.
The blockage prediction systems are potentially able to
improve the sustainability of a mmWave mesh layout. If the
latter is made aware of a probable blockage, the loss of
the radio connectivity can be prevented by relocating the
nodes or resorting to D2D technologies, such as peer relay-
ing. Moreover, reliance upon blockage prediction mecha-
nisms potentially requires fewer resources as compared to
the use of assisting technologies, such as COWs and AAPs.
Hence, AI-enabled blockage prediction can become an attrac-
tive solution for improving communications reliability in
mmWave mesh systems.
IV. AN ILLUSTRATIVE SCENARIO
In this section, we consider a re suppression mission as an
illustrative example to assess the gains from the use of the
AI-aided blockage prediction in mmWave mesh systems.
A. FIRE SUPPRESSION MISSIONS
In the addressed scenario, we assume that a re spreads
dynamically in a particular area of interest, while the involved
reghters lack awareness about the spots of re across this
area, see Fig. 2.
To enhance the efciency of a re suppression mission,
the collaborating team members may employ AR-based
applications [60] and advanced sensory equipment, which
require high throughput and network availability to sup-
port effective teamwork. The team is also supplemented by
autonomous robots aiming to improve the probability of
mission success. The said devices utilize multiple cameras
and sensors to detect re and determine their appropriate
locations for serving as relay nodes for communicating with a
potentially blocked device (if such locations exist), and move
in the selected direction. The media-related equipment relies
on 3D HD 360 video streaming, which requires approxi-
mately 100 Mbit/s of bandwidth per user [61] for the upload
link (toward the processing server).
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Moreover, about 5 Mbit/s may be demanded by the
advanced sensory systems, including on-body health moni-
toring devices, sensitive smoke analysis sensors (for recog-
nizing which materials are burning), thermal sensors, etc.
Additionally, an AR-based assisting application may require
up to 15 Mbit/s, e.g., for building navigation, environmen-
tal awareness, and command center notications. In total,
the utilized applications call for about 120 Mbit/s of band-
width per one user. These demands are expected to be satis-
ed by a mmWave proximity-based mesh system. The latter
is maintained between all of the participants of the reght-
ing team. The information transfer between the remote nodes
and the gateway is multi-hop. To improve the reliability of
this network, each participant supports multi-connectivity of
M simultaneous links to its neighbors, referred to as the
`` degree of multi-connectivity''. Further, if/when all M links
are blocked, the network management layer may employ
robot-based relays to establish alternative data routes.
A characteristic feature of the considered scenario is
dynamic link blockage caused by water vapor from the re
extinguishing process. Recent AI methods may detect the re
by using video cameras, e.g., a video surveillance system
deployed in the area and wearable video cameras of the
reghting teammembers. Knowing the exact location of the
re, the considered system becomes more aware of the spots
where connectivity disruption chances are high. Using this
information, the mesh network can improve its reliability by
establishing an alternative connection proactively.
B. AI FOR DYNAMIC BLOCKAGE DETECTION
Accidents involving re directed the attention of researchers
to the development of new re detection systems [62].
Presently, these follow either of the two general approaches:
traditional and vision-based detection. Traditional re detec-
tion systems utilize sensors, which rely upon tempera-
ture measurements, particle sampling, smoke analysis, and
relative humidity sampling [63]. However, these sensors
are mostly applicable for indoor environments, and remain
unable to provide required details about the re (e.g., burning
degree, location, size). Vision-based systems utilize computer
vision techniques and can overcome the limitations of the
traditional systems [64], [65].
Recently, vision-based systems attracted signicant
research attention in the eld of early re detection due
to their efcient response. These systems are attractive due
to various advantages including (i) larger covered regions,
(ii) lower costs, (iii) detection of re without visiting the
scene, (iv) providing the re details such as location, burning
degree, and size. Due to these features, vision-based systems
may signicantly enhance the efciency of the traditional re
alarm applications.
The vision-based systems rely on static or adap-
tive (learned) methods for re recognition purposes. The
methods belonging to the rst category use color and shape
features for detecting the ame on an image (e.g., RGB,
HIS, YUV, YUC, and YCbCr models). The main drawback
of these methods is in their high false alarm rate [66].
Several tools based on motion features were developed to
cope with this issue. However, these solutions are limited to
shorter distances. Adaptive methods rely on convolutional
neural networks (CNNs) for efcient re detection [67].
The CNN-based approach enables re detection over longer
distances and with higher accuracy.
CNN is one of the essential types of neural networks
initially designed for 2D image data, but presently its vari-
ants can also handle 1D and 3D data. A CNN is typically
composed of convolutional, pooling, activation, and fully
connected layers that are stacked in a hierarchical way. The
convolutional and fully connected layers contain a num-
ber of kernels that are also known as neurons or trainable
parameters, while the pooling and activation layers are func-
tions without trainable parameters [68]. The parameters of
these layers are learned via backpropagation techniques over
numerous iterations to t a particular task.
The convolution is a linear operation, which convolves
a kernel over the entire image to extract the needed pat-
terns from it. The pooling layer of a CNN is responsible
for reducing the dimensionality of features. The success of
the CNNs is not only in the eld of object detection and
image classication, but also in more complex problems,
such as smoke and re scene analysis [69][71], image, and
video retrieval, medical image analysis, action, and activity
recognition [72], scene parsing, and movie analysis [73].
Over the past few years, CNN-basedmethods became popular
for feature extraction from videos as well as the image data.
Moreover, the feature extraction techniques conrmed that
the initial layers of a CNN may extract local image features,
while its deeper layers provide a global representation of the
image data.
In this paper, we focus on the CNNs that demonstrate
state-of-the-art performance in image classication and other
computer vision tasks. CNNs are deep learning frameworks
that are inspired by the mechanism of visual perception of
living creatures [74]. Their application in re detection sys-
tems will substantially improve the detection accuracy, which
will eventually minimize re damage while reducing the eco-
logical and social consequences. However, a major concern
related to CNN-based re detection systems is their imple-
mentation in the real-world surveillance networks due to the
high memory and computation requirements for inference.
We further advocate the use of proactive approaches to
avoid blockage situations in PPDR environments by assum-
ing that AI is utilized to detect re locations and provide
information about a potential blockage situation that may
occur in the future. When the re location is detected,
the multi-connectivity mmWave functionality is employed to
avoid link blockage. Two potential situations are considered.
If there are other connections available at a node whose link
is going to be occluded soon, the trafc is rerouted via these
alternative connections. If the node in question does not have
backup connections to other nodes, a robot (if there is one
available) is steered to establish a backup connection for the
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considered node. Otherwise, if the link quality is deteriorated
due to blockage, the subject node becomes disconnected from
the network. We assess these options below.
To this aim, we conduct a performance evaluation cam-
paign based on two datasets. The rst one comprises of a
relatively small number of 226 photos, where 119 are with
re and 107 are without [74]. The second one is more infor-
mative and corresponds to 31 videos captured in both indoor
and outdoor environments, where 14 videos contain re and
17 videos belong to the non-re class [70]. These sets were
selected specically with respect to two scenarios: (i) low-
quality connection (the rst set where the frames are deliv-
ered to the CNNwith low rate of around 2 FPS assuming poor
link quality), and (ii) high-throughput connection potentially
provided by the mmWave links (the second set where FPS
equals 25 for any resolution).
We further apply our pre-trained GoogleNet algorithm to
both sets and calculate the false alarm rate (FAR) as well
as the accuracy for both datasets under different resolution
constraints (from 640  480 to 4K quality). Our results
indicate that for the small and infrequent frame rate of the
rst dataset the accuracy is kept approximately at the level
of 89%, while the FAR value uctuates around 18% even
when utilizing the CNN.When the overall system is operating
with higher FPS and/or resolution, e.g., utilizing mmWave
connections, the accuracy reaches 98:5% and FAR drops to
near zero.
C. METHODOLOGY AND SIMULATOR DESCRIPTION
Our approach is based on a computationally efcient CNN
implementation inspired by GoogleNet architecture, with
its reasonable computational complexity and suitability for
the intended problem as compared to other computationally
expensive networks, such as AlexNet. It is utilized for re and
blockage detection, localization, and semantic understanding
of the scene of the re. This solution is based on a paradigm
that classies the input video frames into their respective
class, i.e., `` Fire'' and `` Non-Fire''.
For the classication of videos, we employ a pre-trained
GoogleNet architecture with further modications accord-
ing to our target problem. A simplied algorithm for re
detection utilized in the proposed solution is shown in Fig. 3.
There are several reasons behind preferring this option for the
detection of re in our illustrative use case. The rst one is in
its high performance during re detection. The second reason
is the small size of the model, which allows for deploying
the system on resource-constrained edge/fog devices. Finally,
the proposed solution outperforms other state-of-the-art CNN
models and re detection methods in terms of its FAR rate
and accuracy [70].
The proposed system includes two network overlays that
function cooperatively. The rst one utilizes mmWave radio
technology for enabling high throughput among the users,
which is required for the heavy trafc of media-centric appli-
cations. The second overlay relies upon a long-distance wire-
less technology (IEEE 802.11ah nicknamed Wi-Fi HaLow),
FIGURE 3. Simplified algorithm for efficient fire detection.
which provides reliable albeit low throughput connections
among all the nodes of a network [75]. These low throughput
connections carry signaling for managing the mmWave mesh
operation.
The proposed system operation comprises of continu-
ously repeating cycles as shown in Fig. 4. Repeating the
cycle allows for timely updates of the information about the
mmWave mesh status. The frequency of updates depends on
the operation dynamics as regulated by the command center.
Such dynamics includes the number and density of nodes in
the network, the intensity of blockage situations, etc. Scenar-
ios with higher levels of dynamics require a higher frequency
of updates. Every update cycle starts by determining the
current topology of the mmWave mesh.
FIGURE 4. System operation cycle.
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For this purpose, every node sends its coordinates
and mmWave link-state advertisements (LSAs) via the
long-range HaLow connections. Using LSAs, a processing
unit located in the command center acquires the current
mmWave mesh topology. At the same time, the command
center recognizes the re zones and updates their locations
by utilizing the available media and sensory information
obtained from the re suppression team members via the
mmWave mesh. At the next step, the system provides a
mapping of the re locations, the building plan, and the
mesh topology to predict the potential blockages as illustrated
in Fig. 5. Finally, using the information about the potential
blockages, the system estimates where to move the robot
relays for reducing the risk of disconnectingmesh nodes from
the gateway.
FIGURE 5. Blockage prediction scenario: top view.
For the numerical assessment, we employ our advanced
`` large-scale'' system-level simulator (SLS), which takes into
account all of the relevant details of the mmWave sys-
tem operation and has been thoroughly calibrated in our
past publications [20], [76][81]. This SLS tool is capable
of mimicking large-scale environments together with the
underlying wireless technologies, such as LTE, WiFi, and
mmWave-based RATs: IEEE 802.11ad and 3GPP NR.
The tool is based on a exible event-driven architecture,
which allows decreasing the computation time in the low-load
scenarios. For all the considered technologies, PHY and
MAC layers are implemented in detail, based on the appro-
priate IEEE and 3GPP specications, whereas the higher
layers are generally simplied to abstract away the trafc
models represented by analytical approximations. Regard-
ing the environment generation, our SLS tool supports 3D
geographical models, which take into account time- and
location-based interference, antenna congurations, and UE
mobility models.
With respect to mmWave communications, the SLS imple-
ments the propagation models specied by 3GPP in [82],
with dynamic blockage extensions from [80], [81] and fur-
ther advanced functions, such as multi-connectivity [16]. The
D2D andmulti-hop functionalities in mmWave bands are cur-
rently under specication by both IEEE and 3GPP for WiGig
and NR technologies (under IEEE 802.11ay and 5G NR
standards, respectively). Hence, to assess the performance of
multi-hop relaying solutions, we rely on the current work-in-
progress 3GPP documents (R1-1812199, R1-1812982, and
R1-1813418), along with the NR relaying capabilities dis-
cussed in TR 38.874  initially planned for Rel. 15 and now
continued with the focus on Rel. 16. An open-source version
of our SLS is made available at [83].
D. RELIABILITY ASSESSMENT OF AI-AIDED MESH
We consider an area of 100  100 m with 10 re crew
members, each equipped with mmWave-based radios for
communications and cameras for video streaming. The crew
is accompanied by K autonomous robots also supplied with
mmWave radios and cameras suitable for 4K video transmis-
sion. A mesh network is constructed between the reghting
crew members to enable uninterrupted video delivery to the
remote cloud. In order to capture the dynamics of the re
suppression process, we employ a spatially-temporal Poisson
process [84] that is built on three parameters: (i) the temporal
intensity of re locations, (ii) themean duration of evaporated
water after the re suppression, and (iii) the radius of the
evaporated water. As conrmed by the measurements in [85],
attenuation caused by water is sufcient to occlude the prop-
agation of mmWave signals.
To improve the system performance in dynamic
blockage-prone environments, devices carried by the crew
members implement multi-connectivity functionality; hence,
they establish multiple links to the neighboring nodes and
switch over to non-blocked connections whenever the cur-
rent link is disrupted. The considered mmWave technol-
ogy is IEEE 802.11ay operating in the 60 GHz band [11].
To approximate the coverage of a single mmWave radio,
we utilize the InH propagation model and 0:2 W of trans-
mit power [82]. Other system parameters are summarized
in Table 1. We specically note that as compared to
TABLE 1. Default system parameters.
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microwave technology, user devices greatly benet from
operating in the mmWave band. In particular, having 1616
linear antenna arrays leads to approximately 6:5 half-power
beamwidth (HBPW) at both the transmit and the receive ends.
Further, we evaluate and compare two representative sce-
narios. In the baseline setup, no re detection assistance is
provided, and the reghting crew members move randomly
across the area of interest at the speed of v in their search of a
re location for suppression. Note that the baseline scenario
includes the state-of-the-art blockage avoidance techniques,
such as multi-connectivity [86]  the devices are allowed to
support multiple links to improve network connectivity. In the
AI-aided scenario, re detection capabilities are used to guide
the reghters toward the actual re locations. To improve
the levels of connectivity, in addition to supporting multiple
simultaneous links, devicesmay rely on a eet of autonomous
robots moving in the environment with the speed of vR. The
AI algorithms not only allow to detect the locations of re but
also employ cameras for predicting the blockage situations.
If a blockage is expected to occur, the respective crew mem-
ber connects to an autonomous robot, whose aim is to support
additional relay links to maintain uninterrupted connectivity.
For the baseline and the AI-aided scenarios, we consider
the following performance metrics related to mmWave sys-
tem reliability in dynamic blockage environments: (i) frac-
tion of time when a randomly chosen node in the mesh
is disconnected, (ii) probability that a certain number of
nodes are disconnected at a randomly chosen instant of
time, (iii) intensity of node disconnections from the mesh,
and (iv) data rate at the access gateway. Note that these
parameters depend on the considered setup, e.g., the num-
ber of nodes, the degree of multi-connectivity, the use of
AI-based proactive blockage detection, and the number of
autonomous robots. A system-level performance assessment
is then conducted within our simulation environment that
integrates the main functionality of the mmWave system and
extends it to support the multi-connectivity operation. The
core of this modeler is based on a discrete-even simulation
framework. The statistics were collected via the method of
replications in the steady-state period. The beginning of this
period was determined with an exponentially-weighted mov-
ing average (EWMA) lter [87].
First, in Fig. 6 we study the fraction of time an arbitrarily
chosen node is disconnected from the network for both sce-
narios of interest as a function of the temporal intensity of
re locations. Analyzing these results, one may observe that
the spatial diversity made available via multi-connectivity
allows to drastically reduce the parameter under investiga-
tion over the entire range of considered intensities. However,
the use of AI for re detection and autonomous robot relaying
results in even more profound positive effects. Particularly,
the system with the multi-connectivity degree of 3 and no AI
support performs worse than the system with AI assistance
and M D 1. The use of multi-connectivity and AI together
allows to dramatically improve the performance by efciently
avoiding blockage even in extremely dynamic conditions
FIGURE 6. Fraction of disconnect time from a mesh.
where the re location intensity reaches signicant values of
0:4  0:5 events/s.
Another parameter of interest that characterizes the reli-
ability of a mesh is the number of disconnected nodes at
an arbitrarily chosen instant of time. Recall that this value
characterizes the ability of the network to support the ongoing
mission. Here, the more nodes are disconnected, the less
information is available for coordinating a mission, which
may eventually lead to additional nodes disconnecting from
the network. Fig. 7 illustrates this behavior for the degree of
multi-connectivity M D 3 and the temporal intensity of re
locations of 0:1 events/s as a function of the mean water vapor
duration in the suppressed re locations for both scenarios.
As one may observe, the effect of AI assistance is visible
across the entire considered range of the mean durations
of the suppressed re location. For M D 3 and K D 6,
FIGURE 7. Mean number of disconnected nodes.
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the mean number of disconnected nodes remains close to zero
for up to the duration of approximately 150 s. However, as the
mean duration increases, the system is no longer capable of
maintaining uninterrupted mesh connectivity even with the
autonomous robot relays, and the mean number of discon-
nected nodes increases.
We further characterize time-dependent performance  the
intensity of node disconnections from a mesh in Fig. 8 as
a function of the degree of multi-connectivity, M , the num-
ber of autonomous robot relays, K , and the mean water
vapor duration in suppressed re locations, 1= . As we learn,
the response of the system is qualitatively similar for both the
baseline and the AI-aided scenarios. An initial increase in the
intensity of node disconnections is explained by the fact that
the temporal intensity of node locations adds to the blockage
dynamics as moving reghters begin to experience link
interruptions more frequently. However, when the intensity
of dynamic blockers exceeds a certain value that generally
depends on the type of the scenario and the selected system
parameters, the intensity of node disconnections begins to
decrease. The reason is that in this regime the number of
static and dynamic blockers becomes so high that individual
blockage periods merge into the longer ones, thus forcing a
node to spend more time in the disconnected state, see Fig. 6.
FIGURE 8. Intensity of node disconnections from a mesh.
Finally, in Fig. 9 we assess the maximum aggregate data
rate of the mesh network at the access gateway for M D 3
and K D 3. Observe that an upper bound on the radio access
level data rate is provided by a zero intensity of re locations,
which results in approximately 5:4, 3:7, and 2:0 Gbps for
N D 50, N D 20, and N D 10, respectively. These
values can be used for choosing the appropriate mmWave
technology in the overlay. Particularly, the IEEE 802.11ad
solution theoretically provides up to 6 Gbps and may thus
support the re suppression crews of up to 50 persons. For
higher values of N , the emerging IEEE 802.11ay technology
can be preferred.
FIGURE 9. Data rate at the access gateway.
One may also notice that for all the values of N , the data
rate decreases as the temporal intensity of re locations
grows. The reason is that the time fraction when a node is
disconnected from the network rapidly increases, as shown
in Fig. 6, which reduces the number of nodes delivering their
trafc to the gateway. This process is characterized by an
avalanche-like trend, since a lower fraction of the delivered
data leads to fewer re locations detected, which, in its turn,
increases the fraction of disconnect time. Hence, for all the
values of N , the data rate drops to zero. In this regime,
the system no longer maintains its intended functionality,
and additional robot relays are needed for improved mesh
operation.
V. CONCLUSION
The contemporary PPDR requirements go far beyond conven-
tional voice services. The use of advanced applications like
AR/VR may drastically improve the efciency of collabora-
tive PPDR missions by providing real-time 3D information
about the environmental conditions. These new requirements
naturally call for the use of mmWave radio technologies that
offer extensive bandwidths at the air interface. To maintain
uninterrupted connectivity of mmWave-based mesh layouts
in challenging environments with both natural and arti-
cial obstacles, one has to rely upon advanced techniques
to intelligently predict the potential blockage situations and
effectively mitigate them in real-time.
In this work, we considered the use of AI-aided tech-
niques to improve the performance of the mmWave-based
mesh systems in the representative reghting scenar-
ios. We employed computer vision to detect the areas
with potential blockage situations and further predict the
chances of losing connectivity in dynamic self-organizing
mmWave deployments. In this case, either the user itself
or a remote control center may take preventive measures to
avoid potential node disconnects by, e.g., utilizing proximate
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robot-based relaying. Our numerical results indicate that the
proposed approach signicantly enhances the reliability of
the mmWave mesh operation by substantially reducing the
fraction of disconnect time.
The results of this study are relevant beyond the considered
re suppression scenarios. Particularly, AI-based solutions
can be utilized for predicting blockage situations in 5G NR
systems by improving link reliability and thus augmenting
session continuity.
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