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Abstract
We solve the Killing spinor equations of supersymmetric IIB backgrounds which
admit one supersymmetry and the Killing spinor has stability subgroup G2 in
Spin(9, 1)×U(1). We find that such backgrounds admit a time-like Killing vector
field and the geometric structure of the spacetime reduces from Spin(9, 1)× U(1)
to G2. We determine the type of G2 structure that the spacetime admits by
computing the covariant derivatives of the spacetime forms associated with the
Killing spinor bilinears.
We also solve the Killing spinor equations of backgrounds with two super-
symmetries and Spin(7) ⋉ R8-invariant spinors, and four supersymmetries with
SU(4)⋉R8- and with G2-invariant spinors. We show that the Killing spinor equa-
tions factorize in two sets, one involving the geometry and the five-form flux, and
the other the three-form flux and the scalars. In the Spin(7)⋉R8 and SU(4)⋉R8
cases, the spacetime admits a parallel null vector field and so the spacetime metric
can be locally described in terms of Penrose coordinates adapted to the associated
rotation free, null, geodesic congruence. The transverse space of the congruence is
a Spin(7) and a SU(4) holonomy manifold, respectively. In the G2 case, all the
fluxes vanish and the spacetime is the product of a three-dimensional Minkowski
space with a holonomy G2 manifold.
1 Introduction
In the last few years there has been some progress towards a systematic understanding
of supersymmetric solutions of IIB supergravity. The maximal supersymmetric solutions
of IIB supergravity have been classified in [1]. It has been found that they are locally
isometric to Minkowski space, AdS5 × S5 [2] and the maximal supersymmetric plane
wave [3]. More recently, it has been found that there are three types of supersymmetric
IIB backgrounds with one supersymmetry characterized by the stability subgroup of
the Killing spinor in Spin(9, 1)× U(1) [4]. These stability subgroups are Spin(7)⋉ R8,
SU(4)⋉R8 and G2. The Killing spinor equations of IIB supergravity have been solved for
the Spin(7)⋉R8- and SU(4)⋉R8-invariant Killing spinors [4] using a method proposed
in [5]. Some progress has also been made using the G-structures method [6].
The main aim of this paper is to solve the Killing spinor equations of IIB supergravity
for supersymmetric backgrounds that admit a G2-invariant Killing spinor. This result
together with those in [4] complete the task of solving the Killing spinor equations for IIB
backgrounds with one supersymmetry. To achieve this, we follow the steps suggested in
[5]. First, we describe the spinors in terms of forms, and we use the gauge symmetry of
the Killing spinor equations to bring the Killing spinor into a canonical or normal form.
Then the Killing spinor equations are solved by utilizing a basis in the space of spinors
given in [4], see also appendix A. It has been shown in [4] that the Spin(9, 1) × U(1)
gauge group of the IIB Killing spinor equations can be used to bring the G2-invariant
Killing spinor in the canonical form
ǫ = f(1 + e1234)− ig(e15 + e2345) , (1.1)
where f, g are real functions of the spacetime1.
The bosonic fields of IIB supergravity are the spacetime metric, two real scalars, the
axion σ and the dilaton φ, which are combined into a complex one-form field strength P ,
two three-form field strengths G1 and G2 which are combined to a complex three-form
field strength G, and a self-dual five-form field strength F . Substituting the spinor (1.1)
into the Killing spinor equations of IIB supergravity and expanding the result in the
spinor basis given in appendix A, we derive a linear system for the fluxes, geometry
and spacetime derivatives of the functions f, g which determine the Killing spinor. It
turns out that it is convenient to solve first this linear system for the complex field
strengths G and P . The remaining equations are conditions on the self-dual five-form
field strength F , the geometry as represented by the Levi-Civita connection Ω and the
spacetime derivatives of f, g. These equations are also solved to express F in terms of the
geometry. After this is achieved, there are some remaining equations which contain only
the Levi-Civita connection Ω and the spacetime derivatives of f, g. These equations are
interpreted as the restrictions on the geometry of the spacetime imposed by the Killing
spinor equations and describe the geometry of the spacetime of a background that admits
a G2-invariant Killing spinor.
1This spinor can be simplified somewhat using the spinor transformation ebΓ05 which for an appro-
priate choice of b one can set f2 = g2. However this choice does not lead to a substantial simplification
of the computation.
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We investigate the geometric conditions that arise from the Killing spinor equations
of IIB backgrounds with Killing spinor (1.1). In particular, we compute the spacetime
form bi-linears of the Killing spinor ǫ and ǫ˜ = C ∗ ǫ, where C is the charge conjugation
matrix. We find that the spacetime admits a timelike one-form, and two spacelike one-
forms appropriately twisted with L2, where L is the line bundle2 of the axion-dilaton
system of IIB supergravity. The spacetime also admits a G2-invariant three-form φ and
so a (geometric) G2-structure. We identify the type of the G2-structure of the spacetime
by computing the covariant derivative of the spacetime form spinor bilinears mentioned
above and we organize the geometric conditions in terms of G2 representations. It turns
out that the geometry is characterized by five conditions, three of which are conditions
on the three one-forms. The other two are restrictions on the G2-invariant three-form
φ. One of the conditions implies that the timelike one-form is associated to a Killing
vector field X . In addition one of the conditions on φ expresses the singlet of dφ in the
decomposition of Λ4(R7) = Λ4
1
(R7)⊕ Λ4
7
(R7)⊕ Λ4
27
(R7) under G2 in terms of derivatives
of the one-forms and so resembles the condition of a weak or nearly parallel G2-structure.
However, this G2-structure arises from a reduction of Spin(9, 1)×U(1) to G2 rather than
the ‘standard’ reduction of Spin(7) to G2 which has been investigated in [7], see also
[8, 9]. The other condition on φ implies that the seven-dimensional part of LXφ, in the
decomposition Λ3(R7) = Λ3
1
(R7)⊕Λ3
7
(R7)⊕Λ3
27
(R7) under G2, vanishes. The remaining
conditions impose restrictions on the commutators of the vector fields associated with
the one-forms.
Next we investigate backgrounds with N Killing spinors, N > 1. In particular, we
focus on supersymmetric backgrounds for which the Killing spinors are invariant under
some subgroup H ⊂ Spin(9, 1). In this case the Killing spinors can be written as
ǫr =
k∑
i=1
friηi , (1.2)
where fri are functions on the spacetime and ηi is a basis in the space of H-invariant
spinors. We analyze the Killing spinor equations and we demonstrate that they simplify
whenever the background admits the maximal number of H-invariant Killing spinors,
k = N . This is because the matrix of functions f is invertible and this can be used
to arrange such that only the derivative term of the supercovariant derivative depends
on f . We term these backgrounds as maximally supersymmetric H-backgrounds. In
IIB supergravity, we find that there is an additional simplifying feature. For any H ⊂
Spin(9, 1), there is a basis in the space of H-invariant spinors whose elements come in
complex conjugate pairs. This can be used to show that the Killing spinor equations
of IIB supergravity factorize for all maximally supersymmetric H-backgrounds. In
particular, the terms in the Killing spinor equations involving the complex fluxes P and
G separate from those that contain the fluxes F and the geometry.
As an application of the above results to maximally supersymmetric H-backgrounds,
we solve the Killing spinor equations of IIB backgrounds with two supersymmetries and
Spin(7) ⋉ R8-invariant spinors, and with four supersymmetries and SU(4) ⋉ R8- and
G2-invariant spinors. We find that in both the Spin(7)⋉ R
8 and SU(4)⋉ R8 cases, the
2If the spacetime admits a Spin(9, 1)c structure, L may not be well-defined but L
2 is.
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spacetime admits a parallel, null, vector field, X , and the holonomy of the Levi-Civita
connection is reduced either to Spin(7)⋉R8 or to SU(4)⋉R8, respectively. The spacetime
metric in both cases can be written as
ds2 = 2dv(du+ α(y, v) + βI(y, v)dy
I) + γIJ(y, v)dy
IdyJ (1.3)
by adapting Penrose coordinates [10] along the rotation free, null, geodesic congru-
ence generated by X = ∂
∂u
. The transverse space B of the null congruence, u, v =
constant spanned by the coordinates yI , is either a Spin(7) or Calabi-Yau eight-
dimensional manifolds, respectively. We also investigate the geometry of IIB backgrounds
with four supersymmetries and G2-invariant spinors. We find that the spacetime is the
product of the three-dimensional Minkowski and a G2 manifold B, i.e.
ds2 = ds2(R1,2) + ds2(B) . (1.4)
In addition, the Killing spinor equations imply that all the fluxes P,G, F vanish.
There are at most two Spin(7)⋉R8-invariant spinors in the complex Weyl represen-
tation of Spin(9, 1). So there are IIB backgrounds with either one or two Spin(7)⋉ R8-
invariant Killing spinors. The geometry of backgrounds with one supersymmetry has
been determined in [4]. In this paper, we have also solved the Killing spinor equations
for backgrounds with two supersymmetries. Thus we have completed the task of clas-
sifying the geometries of IIB supersymmetric backgrounds with Spin(7) ⋉ R8-invariant
Killing spinors.
This paper is organized as follows: In section two, we describe the Killing spinor
equations of IIB supergravity, give the conditions on the geometry for backgrounds with
one G2-invariant Killing spinor and determine the G2-structure that such backgrounds
admit. The linear system and its solution for backgrounds with one G2-invariant Killing
spinor is presented in appendix B. In section three, we investigate the properties of the
Killing spinor equations for backgrounds with extended supersymmetry and demonstrate
a factorization of the Killing spinor equations of IIB supergravity for certain backgrounds.
In section four, we determine the geometry of backgrounds with two Spin(7) ⋉ R8-
invariant Killing spinors, and in appendix C, we present the associated linear system
and its solution. In section five, we investigate the geometry of backgrounds with four
SU(4) ⋉ R8-invariant Killing spinors, and in appendix D, we give the associated linear
system and its solution. In section six, we determine the geometry of backgrounds with
four G2-invariant Killing spinors, and in appendix E, we present the associated linear
system and its solution. In section seven, we give our conclusions. In appendix A,
we summarize our spinor conventions and compute some spacetime form bilinears of
G2-invariant spinors.
2 Backgrounds with G2-invariant Killing spinors
2.1 Killing spinor equations and a linear system
As we have mentioned in the introduction, the bosonic fields of IIB supergravity are
the spacetime metric g, a complex one-form field strength, a complex three-form field
3
strengthG, and a self-dual five-form field strength F , FM1...M5 = − 15!ǫM1...M5N1...N5FN1...N5,
where ǫ01...9 = 1. The precise definition of the field strengths P,G and F is given in [2] and
we shall not repeat the formulae here. The Killing spinor equations of IIB supergravity
are the vanishing conditions of the gravitino and the supersymmetric partners of the
scalars supersymmetry transformations [11, 2] evaluated on the bosonic fields of the
theory3. These turn into equations for the supersymmetry parameter ǫ which we take
to be a commuting spinor. The Killing spinor equations of IIB supergravity can be
interpreted as a parallel transport equation for the supercovariant connection D
DMǫ = ∇˜Mǫ+ i
48
ΓN1...N4ǫFN1...N4M −
1
96
(ΓM
N1N2N3GN1N2N3 − 9ΓN1N2GMN1N2)(Cǫ)∗ = 0
(2.1)
and an algebraic equation
Aǫ = PMΓ
M(Cǫ)∗ +
1
24
GN1N2N3Γ
N1N2N3ǫ = 0 , (2.2)
where
∇˜M = DM + 1
4
ΩM,ABΓ
AB , DM = ∂M − i
2
QM
is the spin connection, ∇M = ∂M + 14ΩM,ABΓAB, twisted with U(1) connection QM ,
Q∗M = QM , ǫ is a (complex) Weyl spinor, Γ
0...9ǫ = −ǫ, and C is a charge conjugation
matrix4. (For our spinor conventions see appendix A.) For a superspace formulation of
IIB supergravity see [13].
The gauge group of the supercovariant derivative D is Spin(9, 1)×U(1). Under such
local transformations the fluxes rotate up to a local Lorentz rotation and an appropriate
U(1) gauge transformation of the connection Q. As we have mentioned in the introduc-
tion, the Killing spinor can be written up to a Spin(9, 1) gauge transformation as (1.1).
This spinor is G2-invariant and exhibits a SU(3) ⊂ G2 manifest invariance. This and the
choice of the basis in the space of spinors given in (A.8) make it convenient to decom-
pose the fluxes and geometry in SU(3) representations. For this, we split the spacetime
frame indices A = (+,−, 1, 1¯, p, p¯), p = 1, 2, 3. We then substitute the Killing spinor ǫ
(1.1) into the Killing spinor equations (2.1) and (2.2) and perform the gamma matrix
algebra such that these equations are expressed in the basis (A.8). Then we set every
component in this basis to zero. In this way, we derive a linear system for the fluxes,
spacetime geometry and spacetime derivatives of the functions f, g which determine the
Killing spinor ǫ. This computation is described in more detail in appendix B.
Next we solve the linear system. As we have mentioned in the introduction, we first
solve for the complex fluxes P and G. It turns out that not all components of these fluxes
are specified by the Killing spinor equations. After choosing the independent components
the linear system is solved for the remaining components of P and G in terms of F , Ω and
the derivatives of f, g in (1.1). Having done this, the rest of the equations of the linear
system become conditions for the components of F , the geometry represented by the
Levi-Civita connection Ω, the U(1) (real) connection Q and the spacetime derivatives of
3We use a mostly plus convention for the metric. To relate this to the conventions of [2], one takes
ΓA → iΓA and every time a index is lowered there is also an additional minus sign, see also [4].
4In the basis of gamma matrices chosen in [2], C = 1, and so it has been neglected, see however [12].
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the functions f, g. Since F , Q, Ω, f and g are real, one has to also consider the complex
conjugates of the equations for F , Q, Ω, f and g. It turns out that these equations
do not determine all components of F . After choosing the independent ones, the linear
system is solved for the remaining components of F in terms of the geometry Ω, Q and
the derivatives of f, g. Some equations remain. These involve the geometry Ω, Q and the
spacetime derivatives of f, g. We interpret these equations as conditions on the geometry
of spacetime of a background that admits a G2-invariant Killing spinor. The expressions
for the fluxes mentioned above are given in appendix B. The computation described
above is lengthy but routine and it is convenient to organize it in SU(3) representations.
In what follows, we shall investigate the conditions on the geometry in more detail.
2.2 Geometry
2.2.1 Geometric conditions
It is convenient to arrange the conditions on the geometry of the spacetime of back-
grounds with a G2-invariant Killing spinor in terms of SU(3) representations. The
geometric conditions that transform under the trivial representation of SU(3) are
g2Ω1¯,−1¯ − f 2Ω1¯,+1¯ = 0 (2.3)
2∂− log f + Ω−,−+ = 0 (2.4)
2f∂1f + f
2Ω1,−+ + g
2Ω−,−1 − f 2Ω−,+1 = 0 (2.5)
2g∂1g − g2Ω1,−+ − g2Ω+,−1 + f 2Ω+,+1 = 0 (2.6)
2f∂+f − 2g∂−g + g2Ω−,−+ + f 2Ω+,−+ = 0 (2.7)
2∂+ log g + Ω+,−+ = 0 (2.8)
g2Ω1¯,−1 − f 2Ω1¯,+1 + g2Ω−,11¯ − f 2Ω+,11¯ = 0 (2.9)
g2Ωr¯,−
r¯ − f 2Ωr¯,+r¯ + g2Ω−,rr − f 2Ω+,rr = 0 (2.10)
Ω−,+1¯ − Ω−,+1 − Ω+,−1¯ + Ω+,−1 = 0 (2.11)
g2Q− − f 2Q+ + 2fgΩ−,+1 − 2fgΩ+,−1 = 0 (2.12)
Ω1¯,r
r − Ω1,rr + ǫr¯1r¯2r¯3Ωr¯1,r¯2r¯3 + ǫr1r2r3Ωr1,r2r3
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+Ωr¯,1¯
r¯ − Ωr,1¯r − Ωr¯,1r¯ + Ωr,1r − g
2
2f 2
Ω−,−1¯ − g
2
2f 2
Ω−,−1
+
f 2
2g2
Ω+,+1¯ +
f 2
2g2
Ω+,+1 − Ω+,−1 + Ω−,+1 = 0 . (2.13)
The geometric conditions that transform under the fundamental representation of
SU(3) are
2f∂pf + f
2Ωp,−+ + g
2Ω−,−p − f 2Ω+,−p = 0 (2.14)
2g∂pg − g2Ωp,−+ − g2Ω+,−p + f 2Ω+,+p = 0 (2.15)
g2Ω1,−p − f 2Ω1,+p + g2Ωp,−1 − f 2Ωp,+1 = 0 (2.16)
g2Ωp,−1¯ − f 2Ωp,+1¯ + g2Ωp,−1 − f 2Ωp,+1 − g2Ω−,p1¯
−g2Ω−,p1 + f 2Ω+,p1¯ + f 2Ω+,p1 = 0 (2.17)
g2Ω1¯,−p − f 2Ω1¯,+p − g2Ωp,−1 + f 2Ωp,+1 + g2Ω−,p1¯
+g2Ω−,p1 − f 2Ω+,p1¯ − f 2Ω+,p1 = 0 (2.18)
Ω−,+p − Ω+,−p = 0 (2.19)
g2ǫr¯1r¯2pΩr¯1,−r¯2 − f 2ǫr¯1r¯2pΩr¯1,+r¯2 + 2g2Ωp,−1 − 2f 2Ωp,+1
−g2ǫr¯1r¯2pΩ−,r¯1r¯2 + f 2ǫr¯1r¯2pΩ+,r¯1r¯2 + 2g2Ω−,1p − 2f 2Ω+,1p = 0 (2.20)
The conditions that transforms under the fundamental representation and its conju-
gate of SU(3) are
− g2Ωq¯,−p + f 2Ωq¯,+p − g2Ωp,−q¯ + f 2Ωp,+q¯ = 0 , (2.21)
and the conditions that transform under the symmetric product of the fundamental
representation are
g2Ωp¯,−q¯ − f 2Ωp¯,+q¯ + g2Ωq¯,−p¯ − f 2Ωq¯,+p¯ = 0 , (2.22)
The above conditions on the geometry can be simplified by going to the gauge f = g.
In this gauge, the conditions (2.4), (2.7) and (2.8), imply that
Ω−,−+ = 0 . (2.23)
Consequently, ∂−f = 0. Some additional simplification also occurs because the depen-
dence of the conditions on f can be eliminated apart from the terms containing spacetime
derivatives. In what follows, we shall examine the geometric conditions without choosing
the gauge f = g.
The conditions on the geometry (2.3)-(2.22) have been described in terms of SU(3) ⊂
G2 representations. However, it should be possible to re-expressed them in terms of G2
representations. This is because as one may expect the existence of a G2-invariant spinor
reduces the structure group of spacetime from Spin(9, 1) × U(1) to G2. To make this
manifest, we shall examine the spacetime form bilinears that can be constructed from
the Killing spinor ǫ of the background.
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2.3 Spacetime forms from spinor bilinears
The Killing spinors of IIB supergravity are complex Weyl spinors. Because the charge
conjugation matrix C acts non-trivially on such spinors, one can construct for any com-
plex Weyl spinor ǫ another spinor ǫ˜ = C ∗ ǫ. If ǫ is a Killing spinor, ǫ˜ may not be
Killing but it is defined on the spacetime, see also [4]. It turns out that ǫ˜ is needed to
understand the geometric conditions which arise from the Killing spinor equations of IIB
supergravity. After some inconsequential rescaling with a numerical factor, the Killing
spinor can be written as
ǫ =
1√
2
[f(1 + e1234)− ig(e15 + e2345)] , (2.24)
and
ǫ˜ = C ∗ ǫ = 1√
2
[f(1 + e1234) + ig(e15 + e2345)] . (2.25)
It is then straightforward from the results in appendix A.2 to find that the one-forms
are
κ(ǫ, ǫ) = −f 2(−e0 + e5)− g2(e0 + e5) + 2ifge1
κ(ǫ, ǫ˜) = −f 2(−e0 + e5) + g2(e0 + e5)
κ(ǫ˜, ǫ˜) = −f 2(−e0 + e5)− g2(e0 + e5)− 2ifge1 (2.26)
the three-form is
ξ(ǫ˜, ǫ) = −2ifg[Re χˆ− e6 ∧ ωˆ − e0 ∧ e1 ∧ e5] (2.27)
and the five-forms are
τ(ǫ, ǫ) = −f 2(−e0 + e5) ∧ [Reχ− 1
2
ω ∧ ω]
+ g2(e0 + e5) ∧ [e1 ∧ Re χˆ+ 1
2
ωˆ ∧ ωˆ − ωˆ ∧ e1 ∧ e6 + e6 ∧ Im χˆ]
+ 2ifg[e0 ∧ e5 ∧ Re χˆ− e1 ∧ e6 ∧ Im χˆ
+
1
2
e1 ∧ ωˆ ∧ ωˆ + ωˆ ∧ e6 ∧ e0 ∧ e5] , (2.28)
τ(ǫ˜, ǫ) = −f 2(−e0 + e5) ∧ [Reχ− 1
2
ω ∧ ω]
− g2(e0 + e5) ∧ [e1 ∧ Re χˆ+ 1
2
ωˆ ∧ ωˆ − ωˆ ∧ e1 ∧ e6 + e6 ∧ Im χˆ] , (2.29)
and τ(ǫ˜, ǫ˜) can be derived from τ(ǫ, ǫ) after setting g → −g, where χˆ and ωˆ are given in
appendix A.2.
The spacetime form bilinears of the pairs (ǫ, ǫ) and (ǫ˜, ǫ˜) transform under the U(1)
subgroup of the Spin(9, 1) × U(1) gauge group of IIB supergravity. So, there are line
bundle valued forms on the spacetime. In fact, they carry equal but opposite charge.
As a consequence the form κ(ǫ, ǫ) ∧ κ(ǫ˜, ǫ˜) ∧ κ(ǫ, ǫ˜) is a well-defined three form on the
spacetime. These will be used later to investigate the conditions on the geometry of
spacetime.
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2.4 Analysis of the geometric conditions
To analyze the geometric conditions, we introduce a frame e+, e−, eα, eα¯ such that the
metric is written as
ds2 = 2(e+e− + δαβ¯e
αeβ¯) . (2.30)
It is convenient to what follows to suitably normalize the various forms that are associated
with the spinor bilinears. In particular we shall focus on the three one-forms (2.26) and
the three-form (2.27) which are used below to analyze the geometric conditions. First
observe that the one-form κ(ǫ, ǫ˜) is timelike and denote with X the associated vector5
κ = − 1√
2
κ(ǫ, ǫ˜), i.e.
X = f 2e+ − g2e− , (2.31)
where eA is the coframe of e
A, eAMe
M
B = δ
A
B. Then g(X,X) = −4f 2g2. Next we define
κˆ =
1
2i
√−g(X,X)(κ(ǫ, ǫ)− κ(ǫ˜, ǫ˜)) = e
1 (2.32)
and
κ′ = − 1
2
√
2
(κ(ǫ, ǫ) + κ(ǫ˜, ǫ˜)) = f 2e− + g2e+ . (2.33)
it is also convenient to define the null one forms λ = g2e+ and µ = f 2e−. As we have
mentioned, κ is timelike, while κˆ and κ′ are spacelike.
Observe that the three form ξ(ǫ, ǫ˜) is the sum of two terms. The first term can be
recognized as the standard G2-invariant three-form φ. The second term is proportional
to κ ∧ κˆ ∧ κ′. Because of this, we can separate the two parts and after an appropriate
normalization with the length of X , we write
φ = Reχˆ− e6 ∧ ωˆ . (2.34)
Since the spacetime admits a no-where vanishing G2-invariant three-form, it admits a
G2-structure.
The above geometric data impose some topological conditions on the spacetime.
Suppose that the spacetime M is smooth, it admits a G2-structure and the line bundle
L associated with the IIB scalar fields is trivial. This implies that f, g 6= 0 and that
κˆ, κ′ are well-defined one-forms on M . The forms κ, κˆ, κ′ do not vanish. As a result, the
tangent bundle TM decomposes as TM = I3 ⊕ F , where I3 is a trivial bundle of rank
three. In addition the vector bundle Λ3F admits a no-where vanishing section φ. If L
is not trivial, there are again topological restrictions like for example that the bundle
of three-forms of the spacetime, Λ3(M), admits for example two no-where vanishing
sections φ and κ ∧ κˆ ∧ κ′.
Next we turn to the geometric conditions implied by the Killing spinor equations.
Since the spacetime M admits a G2-structure, one expects that the conditions on the
5We have rescaled the one-form and changed the overall sign for convenience.
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geometry can be expressed as vanishing conditions on the covariant derivative with re-
spect to the Levi-Civita connection of the invariant forms κˆ, λ, µ and φ. This is an
adaptation of the results of Gray-Hervella for manifolds with a U(n)-structure [14] to
this case. However here there is an additional ingredient due to the fact that the spinors
ǫ, ǫ˜ are twisted with respect to the scalar field U(1) connection QM of the line bundle
L. As a result, the one-forms are also twisted. In particular κ(ǫ, ǫ), κ(ǫ˜, ǫ˜) are twisted
with L2 and its dual, respectively, but κ and φ are not. This implies that the covariant
derivative of the form should be taken with the U(1) twisted connection ∇˜ instead of
the Levi-Civita where appropriate. In particular observe that
∇˜Mκ(ǫ, ǫ) = ∇Mκ(ǫ, ǫ)− iQMκ(ǫ, ǫ)
∇˜Mκ(ǫ˜, ǫ˜) = ∇Mκ(ǫ˜, ǫ˜) + iQMκ(ǫ˜, ǫ˜) . (2.35)
These equations can be used to compute the (twisted) covariant derivatives of κˆ, λ and
µ.
As we have mentioned, we have expressed the geometric conditions in terms of SU(3)
representations. Since SU(3) ⊂ G2 and the spacetime admits a G2-structure, one ex-
pects that the various geometric conditions will combine and organize themselves in G2
representations. Indeed, we shall demonstrate that this is the case and in this way, we
provide an additional check on our results. First, the six conditions (2.3)-(2.8) , (2.14),
(2.15) (2.16), (2.21), (2.22), and
g2Ω1¯,−1 − f 2Ω1¯,+1 + g2Ω1,−1¯ − f 2Ω1,+1¯ = 0
g2(Ωp,−1¯ + Ω1¯,−p)− f 2(Ω1¯,+p + Ωp,+1¯) = 0 (2.36)
which are derived from the real part of (2.9) and the sum of (2.17) and (2.18), respectively,
imply that the vector field X associated with the one-form κ is Killing, i.e.
∇AκB +∇BκA = 0 . (2.37)
Next observe that
XB(∇˜AκˆB − ∇˜BκˆA) = 0 , A = 1¯, p (2.38)
implies (2.9) and (2.17). Next consider
XB∇CφBCA + 1
12
XB∇BφCDF ∗φCDFA = 0 , A = 1¯, p (2.39)
where ∗φ is the dual of φ with respect to the G2-invariant (volume) form dvol = e2∧ e3∧
e4 ∧ e6 ∧ e7 ∧ e8 ∧ e9. This condition implies (2.10) and (2.20). Similarly, (2.13) can be
written as
1
12
∗φABCD∇AφBCD + g
2
f 2
∇˜−κˆ− − f
2
g2
∇˜+κˆ+ = 0 (2.40)
The remaining equations can be written as
f 2∇˜+λA − g2∇˜−µA = 0 , A = 1¯, p . (2.41)
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To conclude the geometric content of the Killing spinor equations of IIB supergravity
for backgrounds with one G2-invariant Killing spinor is described by the equations (2.37),
(2.38), (2.39), (2.40) and (2.41).
The geometric interpretation of (2.37) is straightforward. In particular, one can adapt
coordinates with respect to X , X = ∂
∂t
, and write the metric as
ds2 = −4f 2g2(dt+ β)2 + ds2(9) (2.42)
where β is a one-form in the nine remaining directions independent of t and ds2(9) is
the metric in the space of orbits of X again independent of t. Using (2.37) and the
orthogonality of κ and κˆ, we can write the condition (2.38) as
LX κˆA = 0 , A = 1¯, p . (2.43)
However since κˆ is twisted with respect to L2, the Lie derivative LX has an additional
term involving the connection Q. Similarly, the condition (2.39) can be rewritten as
LXφABC ∗φABCD = 0 , D = 1¯, p . (2.44)
Clearly, this condition implies that the seven-dimensional part of LXφ, in the decompo-
sition of three forms Λ3(R7) = Λ3
1
(R7)⊕Λ3
7
(R7)⊕Λ3
27
(R7) in terms of G2 representations,
vanishes. The Lie derivative of φ along X may be interpreted as an infinitesimal defor-
mation of φ. Then (2.44) implies that this deformation is a deformation along the moduli
of a seven-dimensional submanifold since it vanishes along some diffeomorphism direc-
tions. The condition (2.40) implies that the singlet of dφ, in the decomposition of four
forms Λ4(R7) = Λ4
1
(R7)⊕Λ4
7
(R7)⊕Λ4
27
(R7) in terms of G2 representations, is expressed in
terms of derivatives of the one-form κˆ. The condition (2.40) resembles the weak or nearly
parallel G2-structure that one finds in the standard reduction of a Spin(7)-structure to
G2 [7]. Of course here, the reduction that takes place is from Spin(9, 1) × U(1) to G2
and there are far more G2 classes than those investigated for the standard case.
3 Backgrounds with extended supersymmetry
3.1 Invariant spinors and extended supersymmetry
A class of supersymmetric backgrounds are those for which the Killing spinors are in-
variant under a subgroup H of the gauge group G of the Killing spinor equations of
a supergravity theory. Typically H includes some of the Berger holonomy groups like
SU(n), G2 and Spin(7). Let ∆
H be the space of H-invariant spinors i.e. Hη = η for
every η ∈ ∆H . ∆H is a subspace of some representation ∆ of the gauge group G, and ∆
is the space of spinors of the supergravity theory. Next define the group Hˆ as the sub-
group of G which preserves the subspace ∆H but not necessarily the individual spinors
in ∆H , i.e. Hˆ∆H ⊂ ∆H . It turns out that H is a normal subgroup of Hˆ and Gˆ = Hˆ/H
is the factor group. Clearly Gˆ preserves the subspace ∆H , Gˆ∆H ⊂ ∆H .
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Let ηi, i = 1, . . . , k, be a basis in the space of H-invariant spinors, ∆
H . The Killing
spinors of a background with N supersymmetries and H-invariant Killing spinors6 can
be written as
ǫr =
k∑
i=1
friηi , r = 1, . . . , N , (3.1)
where fri are functions of the spacetime and r = 1, . . . , N , N ≤ k. For backgrounds
with exactly N supersymmetries the rank of the matrix f = (fri) of coefficients is N .
If a background admits N = k supersymmetries, then f = (fri) is invertible. We term
such backgrounds as maximally supersymmetric with H-invariant spinors or maximally
supersymmetric H-backgrounds for short.
The Killing spinor equations of maximally supersymmetric H-backgrounds exhibit
some simplification. To see this, suppose that the Killing spinor equations of a super-
gravity theory are a parallel transport equation of some supercovariant connection D and
a set of algebraic equations collectively denoted by A. In such case, the Killing spinor
equations can be written as
DMǫr =
N∑
i=1
(DMfriηi + friDMηi) = 0 ,
Aǫr =
N∑
i=1
friAηi = 0 . (3.2)
Since f = (fri) is invertible, these equations imply that
N∑
j=1
(f−1DMf)ijηj +DMηi = 0
Aηi = 0 . (3.3)
The simplification consists of eliminating the dependence of the DMηi term in the first
Killing spinor equation and of the second Killing spinor equation on the functions fri.
Observe that this simplification is not possible for backgrounds with H-invariant spinors
which are not maximally supersymmetric, i.e. N < k. This is because the matrix f = fri
cannot be inverted and so some dependence on the functions fri may remain. However
some simplification can still be made by an appropriate choice of the basis ηi.
Suppose that we apply the method of [5] to solve the parallel transport equation in
(3.3). In such a case apart from a set of vanishing conditions for the fluxes and geometry,
one finds that there is a parallel transport equation for the functions f of the type
(f−1∂Mf)ij + (CM)ij = 0 , (3.4)
where C is a connection constructed from the Levi-Civita connection of the spacetime
and the fluxes of the supergravity theory. The connection C can be thought of as the
6If N < k, the Killing spinors may exhibit a larger symmetry than H which in some cases is an
extension of H with a discrete group [15, 16].
restriction of the supercovariant connection of the supergravity theory on the subbundle
of the Killing spinors. It is well-known for such parallel transport equations that a
necessary and sufficient condition for the existence of a solution f is that the holonomy
of C to be the identity, hol(C) = 1. This in particular implies that the curvature
K = dC − C ∧ C should vanish, K = 0. For backgrounds with one supersymmetry
this is a ‘mild’ condition. However, it becomes rather restrictive for backgrounds with
extended supersymmetry. Assuming that hol(C) = 1, the solution of (3.4) can be written
as
f(x) = f0 P exp(−
∫
γ
C) , (3.5)
where f0 is a constant matrix and the integral is over a path γ from a fixed point in
spacetime to x. In fact one can choose f0 to be the identity matrix using the property of
(3.4) to be invariant under the transformation f → gf , where g is an invertible constant
N ×N matrix.
It remains to determine whether there is a gauge such that the matrix f can be taken
to be the identity matrix, f = 1, and so Killing spinors of a maximally supersymmetric
H-background can be chosen such that ǫi = ηi. It is well-known that this is always
the case for Riemannian backgrounds with parallel spinors but it is not apparent in the
context of supergravity because the holonomy and the gauge group of the supercovariant
connection can be different. To give a sufficient condition for the existence of the gauge
f = 1, let s be the Lie algebra that C takes values in. Typically s is a subalgebra of the
Lie algebra of the holonomy group of the supercovariant connection. It is clear that one
can choose the gauge f = 1, if this gauge can be reached with a gauge transformation
in G which preserves ∆H , i.e. with a Gˆ gauge transformation of the supercovariant
derivative. This implies that a sufficient condition for choosing the gauge f = 1 is that
s is a subalgebra of the Lie algebra gˆ of Gˆ.
3.2 Maximally supersymmetric H-backgrounds in IIB super-
gravity
The considerations of the previous section have a straightforward application in IIB
supergravity. In this case G = Spin(9, 1) × U(1). We shall consider three cases of
backgrounds with H-invariant spinors. These are Spin(7)⋉ R8, SU(4)⋉ R8 and G2. In
addition, we shall show that the terms which contain the F and G fluxes in the Killing
spinor equation of the supercovariant connection of any IIB maximally supersymmetric
H-background factorize, H ⊂ Spin(9, 1).
There are two Spin(7)⋉R8 invariant spinors in the (complex) Weyl representation of
Spin(9, 1). So there may exist backgrounds with Spin(7)⋉ R8-invariant Killing spinors
with either one or two supersymmetries. The Killing spinor equations of backgrounds
with one Spin(7) ⋉ R8-invariant Killing spinors have been solved in [4]. So it remains
to investigate the case with two Spin(7) ⋉ R8-invariant Killing spinors. These are the
maximally supersymmetric Spin(7)⋉ R8-backgrounds. One can choose the basis in the
space of Spin(7)⋉ R8-invariant spinors to be
η1 = (1 + e1234) , η2 = iη1 = i(1 + e1234) . (3.6)
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Substituting these into (3.3), we find after a straightforward computation using C ∗η1 =
η1 and C ∗ η2 = −η2 that
1
2
[(f−1DMf)11 + (f
−1DMf)22 + i(f
−1DMf)12 − i(f−1DMf)21]η1
+
1
4
ΩM,ABΓ
ABη1 +
i
48
ΓN1...N4η1FN1...N4M = 0
1
2
[(f−1DMf)11 − (f−1DMf)22 + i(f−1DMf)12 + i(f−1DMf)21]η1
− 1
96
(ΓM
N1N2N3GN1N2N3 − 9ΓN1N2GMN1N2)η1 = 0
PMΓ
Mη1 = 0
GN1N2N3Γ
N1N2N3η1 = 0 . (3.7)
The second condition can be further simplified using the last. In particular acting with
a gamma matrix on the last equation in (3.7) and using the resulting expression after
skew-symmetrization, we find that the second condition can be written as
[(f−1DMf)11 − (f−1DMf)22 + i(f−1DMf)12 + i(f−1DMf)21]η1
+
1
4
ΓN1N2GMN1N2η1 = 0 . (3.8)
This condition is a parallel transport type of equation for the spinor η1. It is surprising
that parts of the gravitino Killing spinor equation which contain the F and G fluxes
factorize. This is a profound simplification in the Killing spinor equations because the
main difficulty in the cases studied in [4] and in earlier sections is the mixing of these
two terms in the Killing spinor equations.
There are four SU(4) ⋉ R8-invariant spinors. Therefore, there are IIB backgrounds
with one, two, three and four SU(4) ⋉ R8-invariant Killing spinors. The Killing spinor
equations of backgrounds with one SU(4)⋉R8-invariant Killing spinor have been solved in
[4]. Here, we shall investigate the Killing spinor equations of maximally supersymmetric
SU(4)⋉ R8-backgrounds. A basis in the space of SU(4)⋉ R8-invariant spinors is
η1 = 1 + e1234 , η2 = i(1− e1234) ,
η3 = iη1 = i(1 + e1234) , η4 = iη2 = −(1− e1234) . (3.9)
Substituting these into (3.3) and using C ∗ η1 = η1, C ∗ η2 = η2, C ∗ η3 = −η3 and
C ∗ η4 = −η4, we find after some straightforward computation that
1
2
[(f−1DMf)11 + i(f
−1DMf)13 + (f
−1DMf)33 − i(f−1DMf)31]η1
+
1
2
[(f−1DMf)12 + i(f
−1DMf)14 + (f
−1DMf)34 − i(f−1DMf)32]η2
+
1
4
ΩM,ABΓ
ABη1 +
i
48
ΓN1...N4η1FN1...N4M = 0
1
2
[(f−1DMf)21 + i(f
−1DMf)23 + (f
−1DMf)43 − i(f−1DMf)41]η1
+
1
2
[(f−1DMf)22 + i(f
−1DMf)24 + (f
−1DMf)44 − i(f−1DMf)42]η2
+
1
4
ΩM,ABΓ
ABη2 +
i
48
ΓN1...N4η2FN1...N4M = 0
13
[(f−1DMf)11 + i(f
−1DMf)13 − (f−1DMf)33 + i(f−1DMf)31]η1
+[(f−1DMf)12 + i(f
−1DMf)14 − (f−1DMf)34 + i(f−1DMf)32]η2
+
1
4
ΓN1N2GMN1N2η1 = 0
[(f−1DMf)21 + i(f
−1DMf)23 − (f−1DMf)43 + i(f−1DMf)41]η1
+[(f−1DMf)22 + i(f
−1DMf)24 − (f−1DMf)44 + i(f−1DMf)42]η2
+
1
4
ΓN1N2GMN1N2η2 = 0
PMΓ
Mη1 = 0 , PMΓ
Mη2 = 0 ,
GN1N2N3Γ
N1N2N3η1 = 0 , GN1N2N3Γ
N1N2N3η2 = 0 . (3.10)
Again the parts of the gravitino Killing spinor equation which contain the F and G
fluxes of the maximally supersymmetric SU(4) ⋉ R8 backgrounds factorize. We shall
show that this is a generic property of maximally supersymmetric H-backgrounds in IIB
supergravity.
There are four G2-invariant spinors in the (complex) Weyl representation of Spin(, 1).
Therefore, there are IIB backgrounds with one, two, three and four G2-invariant Killing
spinors. The Killing spinor equations of backgrounds with oneG2-invariant Killing spinor
have been solved in section two and the appendices. Here, we shall investigate the Killing
spinor equations of maximally supersymmetric G2-backgrounds. A basis in the space of
G2-invariant spinors is
η1 = 1 + e1234 , η2 = e15 + e2345 ,
η3 = iη1 = i(1 + e1234) , η4 = iη2 = i(e15 + e2345) . (3.11)
Substituting these into (3.3) and using C ∗ η1 = η1, C ∗ η2 = η2, C ∗ η3 = −η3 and
C ∗ η4 = −η4, we find after some straightforward computation the same Killing spinor
equations as for the maximally supersymmetric SU(4)⋉R8-backgrounds (3.10) but now
η1 = 1 + e1234 and η2 = e15 + e2345.
It remains to show that the F and G terms of the Killing spinor equation associated
with the supercovariant derivative factorize for any IIB maximally supersymmetric H-
background, H ⊂ Spin(9, 1). It is clear from the special cases we have investigated
above that to show this, it is sufficient to show that there is a basis in ∆H of the type
(ηi, iηi, i = 1, . . . , k), where ηi are Majorana spinors. Let η ∈ ∆H . Then C ∗ η is also
in ∆H because C∗ commutes with the elements of Spin(9, 1) and so with the elements
H ⊂ Spin(9, 1). Since (C∗)2 = 1, a basis can be chosen in ∆H for which the basis
elements have eigenvalues either +1 or −1. If we denote with (ηi, i = 1, . . . , k) the basis
elements in ∆H with eigenvalue +1, then those with eigenvalue −1 are given by iηi,
where ηi are Majorana spinors. Using this, one can show the factorization of the Killing
spinor equation associated with the supercovariant derivative using arguments similar to
those we have demonstrated above for the three special cases.
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4 Maximally supersymmetric Spin(7)⋉R8-backgrounds
4.1 The conditions on the geometry
The conditions on the geometry of spacetime for maximally supersymmetric Spin(7)⋉R8
backgrounds derived in appendix C can be listed as
(f−1∂Af)11 − (f−1∂Af)22 = 0 , A = −,+, α, α¯
(f−1∂Af)12 + (f
−1∂Af)21 = 0 , A = −,+, α, α¯
(f−1∂+f)11 + (f
−1∂+f)22 + Ω+,−+ = 0 ,
(f−1∂+f)12 − (f−1∂+f)21 −Q+ = 0 ,
(f−1∂−f)11 + (f
−1∂−f)22 + Ω−,−+ = 0 ,
(f−1∂−f)12 − (f−1∂−f)21 −Q−
+
1
2
F−γ
γ
δ
δ +
1
6
F−α1α2α3α4ǫ
α1α2α3α4 = 0 ,
(f−1∂αf)11 + (f
−1∂αf)22 + Ωα,−+ = 0
(f−1∂αf)12 − (f−1∂αf)21 −Qα = 0 , (4.1)
and
Ω+,+α = 0 , Ω+,α
α = 0 ,
Ω+,α¯β¯ −
1
2
ǫα¯β¯
γδΩ+,γδ = 0 ,
Ω−,+α = 0 , Ω−,α
α = 0 ,
Ω−,αβ − 1
2
ǫαβ
γ¯δ¯Ω−,γ¯δ¯ = 0 ,
Ωα¯,+β = 0 , Ωα,+β = 0 ,
Ωα¯,β1β2 −
1
2
ǫβ1β2
γ¯1γ¯2Ωα¯,γ¯1γ¯2 = 0 ,
Ωα,β
β = 0 . (4.2)
Most of the above conditions have the interpretation of a parallel transport equation.
The conditions for the fluxes will be summarized at the end of the section.
4.2 The geometry of spacetime
To investigate the geometry of maximally supersymmetric Spin(7) ⋉ R8-backgrounds,
let us focus on the equations for the functions f in (4.1). It is straightforward to see
that these can be rewritten as
∂Af + fC = 0 , (4.3)
where C = 1
2
ΩA,−+τ0 + 12QˆAτ1, QˆA = QA for A = +, α, α¯ and
Qˆ− = Q− − 1
2
F−γ
γ
δ
δ − 1
6
F−α1α2α3α4ǫ
α1α2α3α4 , (4.4)
τ0 is the identity 2×2 matrix and τ1 is the 2×2 skew-symmetric matrix with (τ1)12 = −1.
Therefore, the connection C takes values in the abelian Lie algebra s = R ⊕ u(1). As
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we have mentioned in section three, the parallel transport equation (4.3) has a solution
iff the holonomy of the connection C is the identity. In particular the curvature of K
should vanish and this gives
ΩA,−+ = ∂Aa
QˆA = ∂Ab , (4.5)
for some functions a, b of spacetime. Solving the parallel transport equation to express
f in terms of a, b, one finds that
f(x) = f0e
− 1
2
[a(x)τ0+b(x)τ1] = e−
1
2
a(x)f0[cos(
1
2
b(x))τ0 − sin(1
2
b(x))τ1] , (4.6)
where f0 is a constant 2× 2 real matrix. As we have explained in section three, one can
use the invariance f → gf , g constant 2 × 2 matrix, to set f0 = 1. In such case, the
Killing spinors can be written7 as
ǫ1 = e
− 1
2
a(x)e
i
2
b(x)η1
ǫ2 = ie
− 1
2
a(x)e
i
2
b(x)η1 . (4.7)
It turns out that in this case, there is a gauge for which the functions f = 1. In
particular, the exponential factor can be gauged away with the gauge transformation
e−
1
2
a(x)Γ+− which is in the Spin(9, 1) gauge symmetry of the supercovariant connection
and the phase can also be gauged away with the U(1) gauge transformation e
i
2
b(x). The
result is that the Killing spinors are constant and are given in this gauge by ǫ1 = η1 and
ǫ2 = iη1.
In the gauge where the the Killing spinors are constant, it becomes apparent that
the holonomy of the Levi-Civita connection of backgrounds with maximal Spin(7) ⋉
R
8 supersymmetry is contained in Spin(7) ⋉ R8. This follows from the conditions in
(4.1) of the Killing spinor equations which in this gauge imply that ΩA,−+ = 0. In
addition the conditions in (4.2) imply that the non-vanishing components of the Levi-
Civita connection are ΩA,αβ, ΩA,αβ¯ with ΩA,δ
δ = 0 and ΩA,αβ =
1
2
ǫαβ
γ¯δ¯ΩA,γ¯δ¯, and ΩA,−α.
Clearly the Levi-Civita connection takes values in Lie algebra of Spin(7)⋉ R8.
The spacetime form spinor bilinears are a one-form κ = e− and a five-form τ .
From these, after an appropriate normalization, one can construct the familiar Spin(7)-
invariant form
ψ = iκτ = Reχ− 1
2
ω ∧ ω , (4.8)
where χ and ω are given in appendix A. To investigate the properties of the one-form κ,
it is convenient to work in the gauge where the Killing spinors are constant. Of course
the geometry of the spacetime does not depend on the specific gauge we use. It turns
out that the null vector field X = e+ associated with κ is parallel with respect to the
Levi-Civita connection ∇. In particular this implies that X is Killing, self-parallel and
7If one does not use f0 = 1 , then ǫ1 and ǫ2 in (4.7) are in addition multiplied by the constant matrix
f0.
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that the associated null geodesic congruence is rotation free. Because of this, we can
introduce Penrose coordinates [10], see also [17], and write the metric of the spacetime
as
ds2 = 2dv(du+ αdv + βIdy
I) + γIJdy
IdyJ , (4.9)
where X = e+ =
∂
∂u
and v is the Hamilton-Jacobi function of the null geodesics [18].
Since in addition X is Killing, then α = α(v, y), βI = βI(v, y) and γIJ = γIJ(v, y). In
this coordinate system, it is natural to introduce the frame
e− = dv , e+ = du+ αdv + βIdy
I , eα = eαIdy
I , eα¯ = eα¯Idy
I . (4.10)
The associated coframe is
e− =
∂
∂v
− α ∂
∂u
, e+ =
∂
∂u
, eα = e
I
α
∂
∂yI
− βα ∂
∂u
, eα¯ = e
I
α¯
∂
∂yI
− βα¯ ∂
∂u
, (4.11)
where eIαe
β
I = δ
β
α and βα = βIe
I
α, and similarly for e
I
α¯ and βα¯. The torsion free
condition for this frame implies that
Ω+,−α = 0 , Ω+,−α¯ = 0 , Ω+,αβ = 0 , Ω+,αβ¯ = 0 . (4.12)
The rest of the components of the connection can be computed from the frame in the
usual way.
The spacetime is the Lorentzian extension of an one-parameter family of manifolds
with holonomy Spin(7) equipped with a line bundle. To see this observe that the eight-
dimensional manifolds B given by u, v = const admit a metric with holonomy Spin(7).
The component αdv + βIdy
I of the metric can be thought of as the connection of a line
bundle over the family and u as the coordinate along the fibre direction. The component
Ωv,IJ of the connection restricts to a two-form on B which takes values in spin(7). In
this family one can compute the deformation of the Spin(7)-invariant form ψ to find
that all the components of ∇ψ vanish apart from
∇AψB1B2B3− = ΩA,−B ψB1B2B3B , A = −, α, α¯ , B1, B2, B3, B = α, α¯ . (4.13)
Conversely, one can solve all the geometric conditions arising from the Killing spinor
equations by (i) considering a spacetime with a metric as in (4.9) which in addition has
the property that the submanifold B given by u, v = const has holonomy Spin(7), and
(ii) requiring that Ω−,AB, A,B = α, α¯ takes values in spin(7). The latter condition gives
a restriction on the dependence of the metric of B on the deformation parameter v. In
particular, we have8
1
2
(dβ)AB + ∂veI[Ae
I
B] − 1
2
ψAB
CD(
1
2
(dβ)CD + ∂veI[Ce
I
D]) = 0 , A, B = α, α¯ . (4.14)
A solution of this is to take the frame eα to be independent of v and dβ to take values
in spin(7).
8Our form notation is ω = 1
k!ωi1...ikdx
i1 ∧ . . . ∧ dxik and (dω)i1...ik+1 = (k + 1)∂[i1ωi2...ik+1].
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4.3 Fluxes
It remains to give a geometric interpretation of the conditions on the fluxes, see ap-
pendix C. As we have already mentioned the Killing spinor equations imply that all the
components of G vanish apart from G−AB which takes values in spin(7). The only non-
vanishing component of P is P−. The conditions implied by the Killing spinor equations
on the flux F have been given in terms of SU(4) ⊂ Spin(7) representations in appendix
C. However it is expected that they should be re-expressed in terms of Spin(7)⋉R8 rep-
resentations. This is because, as we have seen in the previous section, the (geometric)
structure group of the spacetime of maximal supersymmetric Spin(7)⋉R8-backgrounds
reduces from Spin(9, 1)⋉R8 to Spin(7)⋉R8. In particular one find that in addition to
the self-duality condition of F
F−+ABC = 0 ,
F+AC1C2C3ψ
C1C2C3
B = 0
F 7−A1A2A3A4 = 0 , A = α, α¯ (4.15)
and
−Q− + 1
24
F−ABCDψ
ABCD = 0 , (4.16)
where F 7−A1A2A3A4 denotes the seven-dimensional irreducible representation of spin(7) in
the decomposition of Λ4(R8) = Λ4
1
(R8)⊕ Λ4
7
(R8)⊕ Λ4
27
(R8)⊕ Λ4
35
(R8).
5 Maximally supersymmetric SU(4)⋉R8-backgrounds
5.1 Conditions on the geometry
The conditions on the geometry of maximally supersymmetric SU(4)⋉R8-backgrounds
have been derived in appendix D and can be summarized as follows:
(f−1∂Af)11 = (f
−1∂Af)22 = (f
−1∂Af)33 = (f
−1∂Af)44 ,
(f−1∂Af)23 = (f
−1∂Af)32 = (f
−1∂Af)14 = (f
−1∂Af)41 = 0 ,
(f−1∂Af)12 = −(f−1∂Af)21 = (f−1∂Af)34 = −(f−1∂Af)43 ,
(f−1∂Af)13 = −(f−1∂Af)31 = (f−1∂Af)24 = −(f−1∂Af)42 ,
(f−1∂−f)11 = (f
−1∂−f)22 = (f
−1∂−f)33 = (f
−1∂−f)44 ,
(f−1∂Af)11 +
1
2
ΩA,−+ = 0 ,
2(f−1∂Af)13 −QA = 0
2i(f−1∂Af)21 − ΩA,ββ = 0 ,
(f−1∂−f)11 +
1
2
Ω−,−+ = 0 ,
(f−1∂−f)13 + (f
−1∂−f)24 +
1
2
F−γ
γ
β
β −Q− = 0 ,
i((f−1∂−f)21 + (f
−1∂−f)43)− Ω−,ββ = 0 ,
(f−1∂−f)13 − (f−1∂−f)24 + 1
12
(F−α1α2α3α4ǫ
α1α2α3α4
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+F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4) = 0 ,
(f−1∂−f)14 − (f−1∂−f)32 − i
12
(F−α1α2α3α4ǫ
α1α2α3α4
−F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4) = 0 ,
(f−1∂−f)21 − (f−1∂−f)43 + i(f−1∂−f)23 + i(f−1∂−f)41 + i
2
G−β
β = 0 ,
(f−1∂−f)ij + (f
−1∂−f)ji = 0 , (5.1)
where in the last equation i 6= j and i, j = 1, 2, 3, 4, A = +, α, α¯, and
Ωα1,α2α3 = 0 , Ωα¯,β1β2 = 0 , Ωα,+β¯ = 0 , Ω+,+α = 0 ,
Ω−,α1α2 = 0 , Ω−,+α = 0 , Ω+,β1β2 = 0 , Ωα1,+α2 = 0 . (5.2)
The above condition appear rather involved. However, most of them have the interpre-
tation of a parallel transport equation.
5.2 The geometry of spacetime
As in the case of Spin(7) ⋉ R8-invariant Killing spinors, the conditions (5.1) can be
written as a parallel transport equation
f−1∂Af + CA = 0 , (5.3)
where CA =
1
2
Ωˆ0At0 +
1
2
ΩˆrAIr +
1
2
Ω˜rAJr, for some choice of self-dual Ir and anti-self dual
Jr 4 × 4 matrices such that I2r = J2r = −1, I3 = I1I2, J3 = J1J2 and IrJs = JsIr and t0
is the identity 4× 4 matrix. In addition, we have
Ωˆ0A = ΩA,−+
Ωˆ1A = iΩA,β
β
Ωˆ2− =
1
12
(F−α1α2α3α4ǫ
α1α2α3α4 + F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4)
Ωˆ3− =
i
12
(F−α1α2α3α4ǫ
α1α2α3α4 − F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4)
Ω˜1A = −QˆA
Ω˜2− = −
i
4
(G−β
β + ∗G−β
β)
Ω˜3− =
1
4
(G−β
β − ∗G−ββ) (5.4)
the remaining components vanishing, and
QˆA = QA , A = +, α, α¯ , Qˆ− = Q− − 1
2
F−β
β
γ
γ . (5.5)
The connection C takes values in the Lie algebra s = so(4)⊕ R = su(2)⊕ su(2)⊕ R. A
necessary and sufficient condition for the parallel transport equation to have a solution
is that the holonomy of C should be the identity. This in particular implies that the
curvature K = dC − C ∧ C should vanish. However unlike the Spin(7) ⋉ R8 case,
s = so(4)⊕ R is not a subalgebra of spin(9, 1)⊕ u(1). This can be seen by identifying
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the generator of the U(1) rotations in so(4)⊕ R, which is I1, and observing that it does
not commute with all the generators of so(4)⊕ R.
The vanishing components Kˆ0 = 0, Kˆ1 = 0 and K˜1 = 0 of the curvature K = 0
imply that
∂[AΩB],−+ = 0
∂[AΩB],β
β = 0
∂[AQˆB] = 0 , (5.6)
which in turn can be solved as
ΩA,−+ = ∂Aa
QˆA = ∂Ab
iΩA,β
β = ∂Ac , (5.7)
for some real functions a, b, c. It turns out that one can find commuting gauge Spin(9, 1)×
U(1) transformations to set the above components of the C connection to zero. The
gauge transformations for setting ΩA,−+ = 0 and QˆA = 0 are as in the Spin(7) ⋉ R8
case. The transformation for setting ΩA,β
β = 0 is e−
1
2
cΓ16 . This can be verified by
an explicit computation. In particular, this implies that the Cartan subalgebra of
R ⊕ so(4) generated by {τ0, I1, J1} lies in gˆ ⊂ spin(9, 1) ⊕ u(1). After choosing the
gauge ΩA,−+ = QˆA = ΩA,ββ = 0, the remaining conditions of K = 0 imply that
∂AΩˆ
r
− = ∂AΩ˜
r
− = 0 , r = 2, 3 , A = α, α¯,+ . (5.8)
We shall return to these equations later.
The spacetime form Killing spinor bilinears are generated by an one-form κ = e−,
a two form ω and the standard holomorphic SU(4) invariant form χ. It turns out that
the null vector field X = e+ associated with κ is parallel. This implies that it is Killing,
self-parallel and the associated geodesic congruence is rotation free. So the spacetime
metric can be written locally in Penrose coordinates as in the Spin(7) ⋉ R8 case. In
particular, we have
ds2 = 2dv(du+ αdv + βIdy
I) + γIJdy
IdyJ , (5.9)
where X = ∂
∂u
, v is the Hamilton-Jacobi function of the null geodesic congruence and
α = α(v, y), βI = βI(v, y) and γIJ = γIJ(v, y). We introduce the frame
e− = dv , e+ = du+ αdv + βIdy
I , eα = eαIdy
I , eα¯ = eα¯Idy
I . (5.10)
The torsion free condition of the Levi-Civita connection in this frame reveals the addi-
tional conditions
Ω+,−α = 0 , Ω+,−α¯ = 0 , Ω+,αβ¯ = 0 . (5.11)
Next we compute the covariant derivatives of the two-form ω and the holomorphic
(4,0) form χ to find that they vanish apart from the components
∇AωB− = ΩA,−CωBC ,
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∇AχB1B2B3− = ΩA,−CχB1B2B3C , A = −, α, α¯ , B,B1, B2, B3 = α, α¯ .(5.12)
This in particular reveals that the submanifold of the spacetime given by v, u = const is
an eight-dimensional Calabi-Yau manifold. The spacetime is a one-parameter family of
Calabi-Yau manifolds equipped with a line bundle with fibre coordinate u and connec-
tion αdv + βIdy
I . Conversely, given an one-parameter family of Calabi-Yau manifolds
equipped with a line bundle, one can write a metric as in (5.9). The Killing spinor
equations impose some additional conditions on the way that the Calabi-Yau metrics
depend on the deformation parameter v. These conditions arise from the requirement
that Ω−,AB takes values in su(4) and can be written as
1
2
(dβ)αγ + ∂veI[αe
I
γ] = 0 , (dβ)αγ¯δ
αγ¯ − eIα∂veαI + eI α¯∂veα¯I = 0 . (5.13)
One solution of these conditions is to take the metric γ to be independent of v and dβ
to take values in su(4).
The conditions on fluxes of the background required by supersymmetry are already
written in SU(4) representations. So we shall not repeat the formulae. It remains to
write the conditions (5.8) in the frame (5.10). Indeed these can be written as
∂IF−α1α2α3α4ǫ
α1α2α3α4 = 0 , ∂IG−β
β = 0 ,
∂uF−α1α2α3α4ǫ
α1α2α3α4 = 0 , ∂uG−β
β = 0 , (5.14)
i.e. they depend only on the coordinate v.
5.3 Fluxes
Apart from the conditions on the fluxes that we have derived in (5.14), the Killing
spinor equations imply that all components of PA vanish apart from P− which remains
unconstrained. Similarly all the components of G vanish apart from G−αβ¯. The trace of
this component is constrained as in (5.14). The F-fluxes satisfy the conditions
F+αβ¯1β¯2β¯3 = 0 , F−+β1β2β3 = 0 ,
F−β1β2γ
γ = 0 , F+αβ¯γ
γ = 0
F−+αβ¯1β¯2 = 0 , F−α
α
β
β = 2Q− , (5.15)
in addition to (5.14) and to the self-duality condition. These conditions can be easily
derived from (D.19). In addition that last condition follows from the gauge QˆA = 0.
6 Maximally supersymmetric G2-backgrounds
6.1 Conditions on the geometry and fluxes
The solution of the linear system for maximally supersymmetric G2-backgrounds has
been given in appendix E. The conditions on the geometry of such backgrounds are
(f−1∂Mf)11 = (f
−1∂Mf)33 = −(f−1∂Mf)22 = −(f−1∂Mf)44 ,
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(f−1∂Mf)13 = −(f−1∂Mf)31 = (f−1∂Mf)24 = −(f−1∂Mf)42 ,
(f−1∂Mf)23 = (f
−1∂Mf)32 = (f
−1∂Mf)14 = (f
−1∂Mf)41 = 0 ,
(f−1∂Mf)12 = (f
−1∂Mf)34 = ΩM,+1¯ ,
(f−1∂Mf)21 = (f
−1∂Mf)43 = ΩM,1− ,
(f−1∂Mf)11 +
1
2
ΩM,−+ = 0 ,
2(f−1∂Mf)13 −QM = 0 , (6.1)
and
ΩM,1q − 1
2
ΩM,r¯1r¯2ǫ
r¯1r¯2
q = 0
ΩM,1¯q +
1
2
ΩM,r¯1r¯2ǫ
r¯1r¯2
q = 0
ΩM,+q = 0
ΩM,−q = 0
ΩM,q
q = 0
ΩM,11¯ = 0
ΩM,−1 − ΩM,−1¯ = 0
ΩM,+1 − ΩM,+1¯ = 0 (6.2)
for M = +,−, 1, 1¯, p, p¯. Moreover, it turns out that the fluxes P,G and F vanish.
6.2 The geometry of spacetime
As in the previous cases, we focus on the conditions involving the the functions f . It
is straightforward to see that these equations can be written as a parallel transport
equation
f−1∂Af + CA = 0 (6.3)
of a connection C, where
CA =
1
2
ΩA,−+t0 +
1
2
QAt1 + ΩA,+1t2 + ΩA,−1t3 . (6.4)
The connection C is real and the 4×4 matrices t0, t1, t2 and t3 are easily computed from
the conditions of the geometry listed in the previous section. The commutators of these
matrices are
[t1, t0] = [t1, t2] = [t1, t3] = 0 ,
[t0, t2] = 2t2 , [t0, t3] = −2t3 , [t2, t3] = −t0 . (6.5)
Therefore C is an s = R ⊕ sl(2,R) connection. As we have already mentioned, the
existence of a solution for (6.3) requires that the curvature K = dC−C ∧C vanishes. In
addition, one can choose a gauge using Spin(9, 1)×U(1) transformations such that f = 1.
To see this, first observe that the part of the solution along the central generator t1 can
be gauged away using a U(1) gauge transformation as in the Spin(7)⋉R8 and SU(4)⋉R8
investigated previously. The remaining SL(2,R) part of the solution can be gauged away
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with a SL(2,R) ⊂ Spin(9, 1) transformation. The Lie algebra sl(2,R) ⊂ spin(9, 1) is
spanned by the elements Γ05,Γ01,Γ15. Therefore in this case s ⊂ gˆ.
In the gauge that f = 1, the geometric conditions are very simple. All the components
of the Levi-Civita connection vanish apart from the traceless part of ΩM,pq¯, ΩM,1q, ΩM,r¯1r¯2
and ΩM,1¯q. In addition, the last three satisfy the conditions
ΩM,1q − 1
2
ΩM,r¯1r¯2ǫ
r¯1r¯2
q = 0
ΩM,1¯q + ΩM,1q = 0 . (6.6)
To interpret these conditions, it is helpful to find the spacetime forms constructed as
Killing spinor bilinears. In the gauge we have chosen above, the Killing spinors are
η1, η2, iη1, iη2. Therefore the linearly independent spacetime form bilinears are generated
by η1 and η2. A straightforward computation using the results of appendix A.2 reveals
that the spacetime forms are generated by three one-forms κ = e−, κˆ and κ′ = e+, and
the G2-invariant three-form φ given in (2.34). The second condition in (6.6) together
with ΩA,11¯ = 0, ΩM,+1 = 0 and ΩM,−1 = 0 imply that ΩA,1B + ΩA,1¯B = 0, i.e. the
connection vanishes along the e1 direction. The supersymmetry conditions also imply
that ΩA,+B = ΩA,−B = 0. From these conditions one concludes that the one-forms
e+, e−, e1 are parallel. In addition the first condition in (6.6) implies that the three-form
φ is parallel with respect to the Levi-Civita connection. These imply that the spacetime
is the product M = R1,2 × B, where R1,2 is the three-dimensional Minkowski space and
B is a manifold with holonomy G2 as may have been expected because the fluxes vanish.
7 Concluding Remarks
There are three classes of IIB supergravity backgrounds with one supersymmetry char-
acterized by the stability subgroup of the Killing spinor in Spin(9, 1)×U(1). These are
Spin(7) ⋉ R8, SU(4) ⋉ R8 and G2. The Killing spinor equations for the first two have
been solved in [4]. In this paper, we have solved the Killing spinor equations of IIB
supergravity for backgrounds with one G2-invariant Killing spinor. We have found that
such backgrounds admit a timelike Killing vector field, two spacelike one-forms twisted
with respect to line bundle of IIB scalar fields, and a G2-invariant three-form. As ex-
pected the spacetime admits a G2-structure which we have specified by computing the
covariant derivative of the above forms.
We have also investigated backgrounds with extended supersymmetry. In particu-
lar we focused on backgrounds that admit Killing spinors which are invariant under a
subgroup H of Spin(9, 1) × U(1). We have shown that in IIB supergravity the Killing
spinor equations of backgrounds with a maximal number ofH-invariant spinors factorize,
i.e. the P,G and F fluxes are separated in the Killing spinor equations. The resulting
equations are straightforward to solve. In particular, we have solved the Killing spinor
equations of backgrounds with two supersymmetries and Spin(7)⋉R8-invariant spinors,
and of backgrounds with four supersymmetries and SU(4)⋉R8- and G2-invariant spinors.
In both the Spin(7)⋉R8 and SU(4)⋉R8 cases, the spacetime metric can be written in
Penrose coordinates and the space transverse to the null geodesic congruence is either
23
a Spin(7) or a G2 manifold, respectively. In addition the holonomy of the Levi-Civita
connection in both cases is contained in Spin(7) ⋉ R8 and in SU(4) ⋉ R8, respectively.
In the G2 case, the spacetime is the product R
1,2 × B, where B is a G2 manifold.
It appears that in many cases of interest, i.e. the cases for which the spinors have
a non-trivial stability subgroup in Spin(9, 1) × U(1), the IIB Killing spinor equations
are tractable. In particular, one can easily solve the Killing spinor equations for any
background that exhibits maximal supersymmetry with H-invariant spinors for some
H ⊂ Spin(9, 1). These include backgrounds with eight and sixteen supersymmetries.
Another class of backgrounds are those that admit N H-invariant Killing spinors but N
is smaller than the number of H-invariant spinors in the (complex) Weyl representation
of Spin(9, 1). Many examples of such backgrounds are already known in the literature,
e.g. [19, 20, 21, 22, 23, 24, 25]. To illustrate this further , there are four SU(4) ⋉ R8-
invariant spinors in the Weyl representation of Spin(9, 1). So far the Killing spinor
equations have been solved for one such Killing spinor and for all four Killing spinor.
However, two more cases remain to be tackled, one with two and the other three Killing
spinors. For such backgrounds, the Killing spinor equations do not factorize. So it is
expected that these backgrounds will exhibit a more involved structure. Nevertheless,
the machinery is in place to investigate all supersymmetric backgrounds.
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Appendix A Spinors
A.1 Spinors from forms
It has been known for sometime that spinors can be described in terms of forms, see
e.g.[26, 27, 28]. In particular, the description of Spin(9, 1) spinors in terms of forms used
in the context of IIB supergravity can be found in [4]. Here for completeness, we shall
briefly summarize some of the key formulae. For a more detail account see [4].
Let U = R < e1, . . . , e5 > be a vector space spanned by e1, . . . , e5 orthonormal vectors.
The space of Dirac Spin(9, 1) spinors is ∆c = Λ
∗(U ⊗ C) . This decomposes into two
complex chiral representations according to the degree of the form ∆+c = Λ
even(U ⊗ C)
and ∆−c = Λ
odd(U ⊗C). These are the complex Weyl representations of Spin(9, 1). The
gamma matrices are represented on ∆c as
Γ0η = −e5 ∧ η + e5yη , Γ5η = e5 ∧ η + e5yη
Γiη = ei ∧ η + eiyη , i = 1, . . . , 4
Γ5+iη = iei ∧ η − ieiyη , (A.1)
where y is the adjoint of ∧ with respect to the auxiliary inner product <,>. The gamma
matrices have been chosen such that {Γi; i = 1, . . . , 9} are Hermitian and Γ0 is anti-
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Hermitian with respect to the (auxiliary) inner product
< zaea, w
beb >=
5∑
a=1
(za)∗wa , (A.2)
on U⊗C and then extended to ∆c, where (za)∗ is the standard complex conjugate9 of za.
The above gamma matrices satisfy the Clifford algebra relations ΓAΓB + ΓBΓA = 2ηAB
with respect to the Lorentzian inner product as expected. The Dirac inner product on
the space of spinors ∆c is D(η, θ) =< Γ0η, θ >.
The Pin(9, 1) (Majorana) invariant inner product is
B(η, θ) =< B(η∗), θ > , (A.3)
where B = Γ06789. Observe that B(η, θ) = −B(θ, η). It is well-known that Spin(9, 1)
admits two inequivalent Majorana-Weyl representations. The Majorana condition on
the complex Weyl representations is imposed by setting the Dirac conjugate spinor to be
equal to the Majorana conjugate one. Equivalently, one can impose the reality condition
using an anti-linear map which commutes with the generators of Spin(9, 1) and squares
to one. It turns out that it is convenient to chose as a reality condition
η = −Γ0B(η∗) , (A.4)
or equivalently
η∗ = Γ6789η . (A.5)
The map C = Γ6789 is also called charge conjugation matrix. The reality condition can
also be expressed as η = C ∗ η = C(η∗).
The spacetime forms associated with pair of spinors η, θ are
α(η, θ) =
1
k!
B(η,ΓA1...Akθ)e
A1 ∧ . . . ∧ eAk , k = 0, . . . , 9 . (A.6)
If both spinors are of the same chirality, then it is sufficient to compute the forms up to
degree k ≤ 5. This is because the forms with degrees k ≥ 6 are related to those with
degrees k ≤ 5 with a Hodge duality operation. The forms of middle dimension are either
self-dual or anti-self-dual.
To solve the Killing spinor equations, it is convenient to use an oscillator basis in the
space of spinors ∆c. For this write
Γα¯ =
1√
2
(Γα+ iΓα+5) , Γ± =
1√
2
(Γ5± Γ0) , Γα = 1√
2
(Γα− iΓα+5) . (A.7)
Observe that the Clifford algebra relations in the above basis are ΓAΓB +ΓBΓA = 2gAB,
where the non-vanishing components of the metric are gαβ¯ = δαβ¯ , g+− = 1. In addition,
we define ΓB = gBAΓA. The 1 spinor is a Clifford vacuum, Γα¯ 1 = Γ+ 1 = 0 and the
representation ∆c can be constructed by acting on 1 with the creation operators Γ
α¯,Γ+
or equivalently any spinor can be written as
η =
5∑
k=0
1
k!
φa¯1...a¯k Γ
a¯1...a¯k1 , a¯ = α¯,+ , (A.8)
i.e. Γa¯1...a¯k1, for k = 0, . . . , 5, is a basis in the space of (Dirac) spinors.
9In [5] we denote the standard complex of η with η¯ instead of η∗ that we use here.
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A.2 Spacetime form bilinears and G2-invariant spinors
The G2-invariant spinors are linear combinations of 1, e1234, e15 and e2345 spinors. Here
we compute the spacetime forms associated with all the pairs of the these spinors. In
particular, we have the one-forms
κ(e1234, 1) = e
0 − e5 ,
κ(1, e2345) = −e1 − ie6 , κ(e1234, e15) = −e1 + ie6 ,
κ(e2345, e15) = e
0 + e5 , (A.9)
the three-forms
ξ(e1234, 1) = i(e
0 − e5) ∧ ω ,
ξ(1, e15) = χˆ ,
ξ(1, e2345) = i(e
1 + ie6) ∧ ωˆ + (e1 + ie6) ∧ e0 ∧ e5 ,
ξ(e1234, e15) = −i(e1 − ie6) ∧ ωˆ + (e1 − ie6) ∧ e0 ∧ e5 ,
ξ(e1234, e2345) = χˆ
∗
ξ(e2345, e15) = i(e
0 + e5) ∧ ωˆ − i(e0 + e5) ∧ e1 ∧ e6 , (A.10)
and the five-forms
τ(1, 1) = (e0 − e5) ∧ χ ,
τ(e1234, e1234) = (e
0 − e5) ∧ χ∗ ,
τ(e1234, 1) = −1
2
(e0 − e5)ω ∧ ω ,
τ(1, e15) = −χˆ ∧ [e0 ∧ e5 + ie1 ∧ e6] ,
τ(1, e2345) = (e
1 + ie6) ∧ [1
2
ωˆ ∧ ωˆ − iωˆ ∧ e0 ∧ e5] ,
τ(e1234, e15) = (e
1 − ie6) ∧ [1
2
ωˆ ∧ ωˆ + iωˆ ∧ e0 ∧ e5] ,
τ(e1234, e2345) = χˆ
∗ ∧ [−e0 ∧ e5 + ie1 ∧ e6] ,
τ(e2345, e15) = (e
0 + e5) ∧ [−1
2
ωˆ ∧ ωˆ + ωˆ ∧ e1 ∧ e6] ,
τ(e15, e15) = (e
0 + e5) ∧ (−e1 + ie6) ∧ χˆ ,
τ(e2345, e2345) = −(e0 + e5) ∧ (e1 + ie6) ∧ χˆ∗ , (A.11)
where
ω = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 ,
χ = (e1 + ie6) ∧ (e2 + ie7) ∧ (e3 + ie8) ∧ (e4 + ie9) ,
ωˆ = e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 ,
χˆ = (e2 + ie7) ∧ (e3 + ie8) ∧ (e4 + ie9) . (A.12)
Observe that κ(θ, η) = κ(η, θ), ξ(θ, η) = −ξ(η, θ) and τ(θ, η) = τ(η, θ). We use the above
expressions to compute the spacetime form bi-linears of Killing spinors.
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B Backgrounds with a G2-invariant Killing spinor
B.1 Preliminaries
In this appendix, we give the details of the derivation of the conditions on the geometry
and fluxes imposed by the Killing spinor equations for backgrounds with one G2-invariant
Killing spinor. The conditions we derive on the geometry have already been summarized
and investigated in section two. The calculation is performed by decomposing the ge-
ometry and fluxes in SU(3) ⊂ G2 representations. Because of the self-duality condition
of the five-form flux F , no all components of F are independent. To determine the inde-
pendent components of F , we write the self-duality condition in SU(3) representations.
In particular, we find the following relations (up to complex conjugation):
F11¯p1p2p3 = F−+p1p2p3 ,
F11¯p1p2q¯ = −2gq¯[p1Fp2]−+rr − F−+p1p2q¯ ,
F1p1p2p3q¯ =
1
2
ǫp1p2p3ǫq¯
r1r2F−+1r1r2 ,
F1p1p2q¯1q¯2 = (gp2q¯1gp1q¯2 − gp1q¯1gp2q¯2)F−+1rr
+ gp2q¯1F−+1q¯2p1 + gp1q¯2F−+1q¯1p2 − gp1q¯1F−+1q¯2p2 − gp2q¯2F−+1q¯1p1 ,
F1pq¯1q¯2q¯3 =
1
2
ǫq¯1q¯2q¯3ǫp
r¯1r¯2F−+1r¯1r¯2 ,
Fp1p2p3q¯1q¯2 = −ǫp1p2p3ǫq¯1q¯2ℓF−+11¯ℓ , (B.1)
and
F+p1p2p3q¯ = −
1
2
ǫp1p2p3ǫq¯
r1r2F+11¯r1r2 ,
F+p1p2q¯1q¯2 = (gp1q¯1gp2q¯2 − gp2q¯1gp1q¯2)F+11¯rr
+ gp2q¯1F+11¯p1q¯2 + gp1q¯2F+11¯p2q¯1 − gp1q¯1F+11¯p2q¯2 − gp2q¯2F+11¯p1q¯1 ,
F+1p1p2p3 = 0 ,
F+1pr
r = 0 ,
F+1pq¯1q¯2 = gp[q¯1Fq¯2]+1r
r , (B.2)
and
F−p1p2p3q¯ =
1
2
ǫp1p2p3ǫq¯
r1r2F−11¯r1r2 ,
F−p1p2q¯1q¯2 = −(gp1q¯1gp2q¯2 − gp2q¯1gp1q¯2)F−11¯rr
− gp2q¯1F−11¯p1q¯2 − gp1q¯2F−11¯p2q¯1 + gp1q¯1F−11¯p2q¯2 + gp2q¯2F−11¯p1q¯1 ,
F−1p1p2q¯ = −gq¯[p1Fp2]−1rr ,
F−1q¯r
r = 0 ,
F−1q¯1q¯2q¯3 = 0 . (B.3)
The components F+1q¯1q¯2q¯3 and F−1p1p2p3 (and their complex conjugates) are not con-
strained by the duality. Our strategy is to simplify the linear system obtained from the
Killing spinor equations by first re-writing terms of the type F11¯p1p2p3, F11¯p1p2q¯, F1p1p2p3q¯,
F1p1p2q¯1q¯2, F1pq¯1q¯2q¯3 and Fp1p2p3q¯1q¯2, and their complex conjugates, which appear on the
left-hand-side of (B.1) in terms of F−+p1p2p3, F−+p1p2q¯, F−+1p1p2, F−+1pq¯ and F−+1q¯1q¯2 and
their complex conjugates. Similarly, we use the equations (B.2) and (B.3) to substitute
for the fluxes that appear in the left-hand-side into the linear system.
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B.2 The linear system
Setting ǫ = f(1 + e1234) + (ig/
√
2)Γ+(e1 + e234) into the Killing spinor equation (2.2),
where f and g are real functions, and using the basis in the space of spinor given in
appendix A, we obtain from the algebraic Killing spinor equations the following linear
system
f(Pp¯ +
1
4
G−+p¯ +
1
4
Gp¯q
q +
1
4
Gp¯11¯ − 1
4
ǫp¯
qrGqr1) +
ig
2
(Gp¯1− − 1
2
Gqr−ǫ
qr
p¯) = 0 , (B.4)
f(P1¯ +
1
4
G−+1¯ +
1
4
G1¯q
q +
1
2
G234) + ig(−P− + 1
4
G−p
p − 1
4
G−11¯) = 0 , (B.5)
f(Pp +
1
4
G−+p − 1
4
Gpq
q − 1
4
Gp11¯ − 1
4
ǫp
q¯r¯Gq¯r¯1¯) +
ig
2
(Gp1¯− − 1
2
Gq¯r¯−ǫ
q¯r¯
p) = 0 , (B.6)
f(P1 +
1
4
G−+1 − 1
4
G1p
p +
1
2
G2¯3¯4¯)− ig(P− +
1
4
G−p
p − 1
4
G−11¯) = 0 , (B.7)
f(P+ +
1
4
G+p
p +
1
4
G+11¯) + ig(P1 − 1
4
G1p
p − 1
4
G1+− +
1
2
G234) = 0 , (B.8)
f(P+ − 1
4
G+p
p − 1
4
G+11¯) + ig(P1¯ +
1
4
G1¯p
p − 1
4
G1¯+− +
1
2
G2¯3¯4¯) = 0 , (B.9)
f(G+p¯q¯ + ǫp¯q¯
rG+r1)− igGp¯q¯1 + 2ig(Pr + 1
4
Grs
s − 1
4
Gr11¯ −
1
4
Gr+−)ǫ
r
p¯q¯ = 0 , (B.10)
and
f(G+1¯p¯ − 1
2
ǫp¯
qrG+qr) + 2ig(−Pp¯ + 1
4
Gp¯q
q − 1
4
Gp¯11¯ +
1
4
Gp¯+− +
1
4
Gqr1¯ǫ
qr
p¯) = 0 . (B.11)
Next we turn into the Killing spinor equation associated with the supercovariant
derivative (2.1). In particular the linear equations associated with Dpǫ = 0 are
Dpf + f(
1
2
Ωp,q
q +
1
2
Ωp,11¯ +
1
2
Ωp,−+ + iFp−+q
q + iFp−+11¯
+
1
4
Gpq
q +
1
4
Gp11¯ +
1
4
G−+p) + ig(Ωp,1− + iFp1−q
q − 1
2
Gp1−) = 0 , (B.12)
f(Ωp,q¯1q¯2 − 2igp[q¯1Fq¯2]−+rr − 2igp[q¯1Fq¯2]−+11¯ + 2iFp−+q¯1q¯2 +
1
2
Gpq¯1q¯2 −
1
4
gp[q¯1Gq¯2]r
r
−1
4
gp[q¯1Gq¯2]11¯ −
1
4
gp[q¯1Gq¯2]−+ − Ωp,1rǫrq¯1q¯2 −
1
4
Gp1rǫ
r
q¯1q¯2)
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+ig(2iFpq¯1q¯21− +
1
2
gp[q¯1Gq¯2]1− + (Ωp,r− −
1
4
Gpr−)ǫ
r
q¯1q¯2) = 0 ,(B.13)
f(Ωp,1¯q¯ + iF−+1¯r
rgpq¯ + 2iFp−+1¯q¯ +
1
2
Gp1¯q¯ +
1
8
gpq¯G1¯r
r +
1
8
gpq¯G1¯−+
−1
2
Ωp,r1r2ǫ
r1r2
q¯ − 1
4
gpq¯G234) + ig(−Ωp,q¯− − iF−rr11¯gpq¯ + 2iFpq¯11¯−
+
1
2
Gpq¯− − 1
8
gpq¯G−r
r +
1
8
gpq¯G11¯−) = 0 , (B.14)
Dpf + f(−1
2
Ωp,q
q − 1
2
Ωp,11¯ +
1
2
Ωp,−+
−1
8
Gpq
q − 1
8
Gp11¯ +
1
8
G−+p + iF−+1¯q¯1q¯2ǫ
q¯1q¯2
p +
1
8
ǫp
q¯1q¯2G1¯q¯1q¯2)
+ig(−iF−11¯q¯1q¯2ǫq¯1q¯2p −
1
8
Gq¯1q¯2−ǫp
q¯1q¯2 + Ωp,1¯− − 1
4
Gp1¯−) = 0 , (B.15)
f(
1
2
Ωp,+q¯ +
i
2
gpq¯F+11¯r
r + iFp+q¯11¯ +
1
16
gpq¯G+r
r +
1
16
gpq¯G+11¯ − 1
4
G+pq¯)
+ig(
1
2
Ωp,q¯1 + iFpq¯+−1 +
i
2
F−+1r
rgpq¯ − 1
4
Gpq¯1
+
1
16
gpq¯G1r
r +
1
16
gpq¯G1+− − 1
4
Ωp,r1r2ǫ
r1r2
q¯ +
1
8
gpq¯G234) = 0 , (B.16)
f(
1
2
Ωp,+1¯ +
i
2
Fp+1¯q
q − 1
4
G+p1¯) +
i
2
Dpg +
ig
2
(−1
2
Ωp,11¯ +
1
2
Ωp,+− +
1
2
Ωp,q
q
−iF−+prr − iFp+−11¯ − 1
4
Gpq
q +
1
4
Gp11¯ − 1
4
Gp+−) = 0 , (B.17)
f(
i
2
ǫp
q¯1q¯2F+11¯q¯1q¯2 +
1
16
ǫp
q¯1q¯2Gq¯1q¯2+ +
1
2
Ωp,+1 − 1
8
G+p1) +
i
2
Dpg
+ig(
i
2
ǫp
q¯1q¯2F−+1q¯1q¯2 +
1
16
ǫp
q¯1q¯2Gq¯1q¯21 +
1
2
(−1
2
Ωp,r
r +
1
2
Ωp,11¯
+
1
2
Ωp,+− +
1
8
Gpq
q − 1
8
Gp11¯ −
1
8
Gp+−)) = 0 , (B.18)
and
f(iFp+1¯q¯1q¯2 +
1
4
gp[q¯1Gq¯2]1¯+ −
1
2
Ωp,+rǫ
r
q¯1q¯2 +
1
8
G+prǫ
r
q¯1q¯2)
+ig(
1
2
Ωp,q¯1q¯2 − iF−+pq¯1q¯2 − iF−+rr [q¯1gq¯2]p + iF−+11¯[q¯1gq¯2]p −
1
4
Gpq¯1q¯2
+
1
8
gp[q¯1Gq¯2]r
r − 1
8
gp[q¯1Gq¯2]11¯ +
1
8
gp[q¯1Gq¯2]+− − (
1
2
Ωp,r1¯ − 1
8
Gpr1¯)ǫ
r
q¯1q¯2) = 0 . (B.19)
The linear equations associated with D1ǫ = 0 are
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D1f + f(
1
2
Ω1,p
p +
1
2
Ω1,11¯ +
1
2
Ω1,−+ + iF1−+p
p
+
1
4
G1p
p +
1
4
G−+1) + ig(Ω1,1− − 2iF1234−) = 0 , (B.20)
f(Ω1,q¯1q¯2 + 2iF1−+q¯1q¯2 +
1
2
G1q¯1q¯2 − Ω1,1rǫrq¯1q¯2)
+ig(Ω1,r− − iF1r−ss − 1
2
G1r−)ǫ
r
q¯1q¯2 = 0 , (B.21)
f(Ω1,1¯q¯ − iF−+q¯rr + iF1−+1¯q¯ −
1
8
Gq¯r
r +
3
8
Gq¯11¯ −
1
8
Gq¯−+
−(1
2
Ω1,r1r2 +
1
8
G1r1r2)ǫ
r1r2
q¯)
+ig(−Ω1,q¯− + 1
4
G1q¯− − (iF1r1r21¯− +
1
8
Gr1r2−)ǫ
r1r2
q¯) = 0 , (B.22)
D1f + f(−1
2
Ω1,p
p − 1
2
Ω1,11¯ +
1
2
Ω1,−+ − 1
8
G1p
p +
1
8
G−+1
−2iF−+2¯3¯4¯ −
1
4
G2¯3¯4¯) + ig(Ω1,1¯− − iF11¯−qq −
1
8
G−p
p − 3
8
G11¯−) = 0 , (B.23)
f(
1
2
Ω1,+p¯ +
i
2
F1+p¯q
q − 1
4
G+1p¯)
+ig(
1
2
Ω1,p¯1 − (1
4
Ω1,r1r2 +
i
2
F1r1r2+− −
1
8
G1r1r2)ǫ
r1r2
p¯) = 0 , (B.24)
f(
1
2
Ω1,+1¯ +
i
2
F1+1¯q
q +
1
16
G+q
q − 3
16
G+11¯
+
i
2
D1g +
ig
2
(−1
2
Ω1,11¯ +
1
2
Ω1,+− +
1
2
Ω1,q
q
−1
8
G1q
q − 1
8
G1+− − 2iF−+234 − 1
4
G234) = 0 , (B.25)
f(iF1+2¯3¯4¯ +
1
2
Ω1,+1) +
i
2
D1g +
ig
2
(−1
2
Ω1,r
r +
1
2
Ω1,11¯
+
1
2
Ω1,+− − iF1+−qq + 1
4
G1q
q − 1
4
G1+−) = 0 , (B.26)
and
f(iF1+1¯q¯1q¯2 +
1
8
Gq¯1q¯2+ −
1
2
Ω1,+rǫ
r
q¯1q¯2 +
1
8
G+1rǫ
r
q¯1q¯2)
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+ig(
1
2
Ω1,q¯1q¯2 −
1
8
G1q¯1q¯2 − (
1
2
Ω1,r1¯ +
i
2
F−+rs
s
+
i
2
F1r1¯+− −
3
16
G1r1¯ +
1
16
Grs
s − 1
16
Gr+−)ǫ
r
q¯1q¯2) = 0 . (B.27)
The linear equations associated with Dp¯ǫ = 0 are
Dp¯f + f(
1
2
Ωp¯,q
q +
1
2
Ωp¯,11¯ +
1
2
Ωp¯,−+
+
1
8
(Gp¯q
q +Gp¯11¯ +Gp¯−+) + iF−+1q1q2ǫ
q1q2
p¯ +
1
8
ǫp¯
q1q2G1q1q2)
+ig(Ωp¯,1− − 1
4
Gp¯1− + iF−11¯q1q2ǫ
q1q2
p¯ − 1
8
ǫp¯
q1q2Gq1q2−) = 0 , (B.28)
f(Ωp¯,q¯1q¯2 +
1
4
G2¯3¯4¯ǫp¯q¯1q¯2 − (Ωp¯,1r
−iF−+1ssgrp¯ + 2iFp¯−+1r)ǫrq¯1q¯2 − (−
1
8
gp¯rG1s
s +
1
2
Gp¯1r +
1
8
gp¯rG1−+)ǫ
r
q¯1q¯2)
+ig(Ωp¯,r− + igrp¯F−s
s
11¯ + 2iFp¯r11¯− −
1
8
gp¯rG−s
s − 1
2
Gp¯r− +
1
8
gp¯rG11¯−)ǫ
r
q¯1q¯2 = 0 ,(B.29)
f(Ωp¯,1¯q¯ +
1
4
Gp¯1¯q¯ − (1
2
Ωp¯,r1r2 − iF−+ss[r1gr2]p¯ − iF−+11¯[r1gr2]p¯ + iFp¯−+r1r2)ǫr1r2 q¯
−(1
8
gp¯r1Gr2s
s +
1
8
gp¯r1Gr211¯ +
1
4
Gp¯r1r2 −
1
8
gp¯r1Gr2−+)ǫ
r1r2
q¯)
+ig(−Ωp¯,q¯− + 1
4
Gp¯q¯− − (iFp¯r1r21¯− +
1
4
gp¯r1Gr21¯−)ǫ
r1r2
q¯) = 0 , (B.30)
Dp¯f + f(−1
2
Ωp¯,q
q − 1
2
Ωp¯,11¯ +
1
2
Ωp¯,−+ − iFp¯−+qq
−iFp¯−+11¯ −
1
4
Gp¯q
q − 1
4
Gp¯11¯ +
1
4
Gp¯−+) + ig(Ωp¯,1¯− − iFp¯1¯−qq −
1
2
Gp¯1¯−) = 0 , (B.31)
f(
1
2
Ωp¯,+q¯ − 1
8
G+p¯q¯ − i
2
Fp¯+1r1r2ǫ
r1r2
q¯ − 1
8
G1r+ǫ
r
p¯q¯) + ig(
1
2
Ωp¯,q¯1 − 1
8
Gp¯q¯1
−(1
4
Ωp¯,r1r2 +
i
2
F−+s
s
[r1gr2]p¯ −
i
2
F−+11¯[r1gr2]p¯ −
i
2
F−+p¯r1r2 −
1
8
Gp¯r1r2 −
1
16
gp¯r1Gr2s
s
+
1
16
gp¯r1Gr211¯ +
1
16
gp¯r1Gr2+−)ǫ
r1r2
q¯) = 0 ,(B.32)
f(
1
2
Ωp¯,+1¯ −
1
8
G+p¯1¯ −
i
2
ǫp¯
q1q2F+11¯q1q2 +
1
16
Gq1q2+ǫ
q1q2
p¯)
+
i
2
Dp¯g +
ig
2
(−1
2
Ωp¯,11¯ +
1
2
Ωp¯,+− +
1
2
Ωp¯,q
q
−1
8
Gp¯q
q +
1
8
Gp¯11¯ − 1
8
Gp¯+− + iǫp¯
q1q2F−+1¯q1q2 +
1
8
ǫp¯
q1q2Gq1q21¯) = 0 , (B.33)
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f(
1
2
Ωp¯,+1 − i
2
Fp¯+1q
q +
1
4
Gp¯+1)
+
i
2
Dp¯g +
ig
2
(−1
2
Ωp¯,r
r +
1
2
Ωp¯,11¯ +
1
2
Ωp¯,+− + iF−+p¯r
r
+iFp¯+−11¯ +
1
4
Gp¯q
q − 1
4
Gp¯11¯ − 1
4
Gp¯+−) = 0 , (B.34)
and
f(−1
2
Ωp¯,+r − i
2
grp¯F+11¯q
q + iFp¯+r11¯
+
1
16
gp¯rG+s
s +
1
16
gp¯rG+11¯ −
1
4
Gp¯+r)ǫ
r
q¯1q¯2 + ig(
1
2
Ωp¯,q¯1q¯2
−1
8
G2¯3¯4¯ǫp¯q¯1q¯2 − (
1
2
Ωp¯,r1¯ + iFp¯r1¯+− − i
2
F−+1¯s
sgrp¯
−1
4
Gp¯r1¯ − 1
16
gp¯rG1¯s
s +
1
16
gp¯rG1¯+−)ǫ
r
q¯1q¯2) = 0 . (B.35)
The linear equations associated with D1¯ǫ = 0 are
D1¯f + f(
1
2
Ω1¯,p
p +
1
2
Ω1¯,11¯ +
1
2
Ω1¯,−+ +
1
8
(G1¯p
p +G1¯−+)− 2iF−+234 −
1
4
G234)
+ig(Ω1¯,1− + iF1¯1−q
q +
1
8
G−q
q − 3
8
G1¯1−) = 0 , (B.36)
f(Ω1¯,q¯1q¯2 +
1
4
G1¯q¯1q¯2 − 2(
1
2
Ω1¯,1r +
i
2
F−+rs
s
+
i
2
F1¯−+1r)ǫ
r
q¯1q¯2 − (
1
8
Grs
s − 3
8
Gr11¯ −
1
8
Gr−+)ǫ
r
q¯1q¯2)
+ig(2iF1¯q¯1q¯21− +
1
4
Gq¯1q¯2− + (Ω1¯,r− −
1
4
G1¯r−)ǫ
r
q¯1q¯2) = 0 , (B.37)
f(Ω1¯,1¯p¯ − (
1
2
Ω1¯,q1q2 + iF1¯−+q1q2 +
1
4
G1¯q1q2)ǫ
q1q2
p¯)
+ig(−Ω1¯,p¯− − iF1¯p¯−rr +
1
2
G1¯p¯−) = 0 , (B.38)
D1¯f + f(−1
2
Ω1¯,p
p − 1
2
Ω1¯,11¯ +
1
2
Ω1¯,−+ − iF1¯−+pp − 1
4
G1¯p
p +
1
4
G1¯−+)
+ig(−2iF1¯2¯3¯4¯− + Ω1¯,1¯−) = 0 , (B.39)
f(
1
2
Ω1¯,+p¯ − 1
8
G+1¯p¯ − ( i
2
F1¯+1q1q2 +
1
16
Gq1q2+)ǫ
q1q2
p¯)
32
+ig(
1
2
Ω1¯,p¯1 − i
2
F−+p¯r
r +
i
2
F1¯p¯+−1 − 3
16
Gp¯11¯ − 1
16
Gp¯r
r − 1
16
Gp¯+−
−(1
4
Ω1¯,r1r2 −
1
16
G1¯r1r2)ǫ
r1r2
p¯) = 0 , (B.40)
f(
1
2
Ω1¯,+1¯ + iF1¯+234) +
i
2
D1¯g +
ig
2
(−1
2
Ω1¯,11¯ +
1
2
Ω1¯,+− +
1
2
Ω1¯,q
q
+iF1¯+−q
q − 1
4
G1¯q
q − 1
4
G1¯+−) = 0 , (B.41)
f(
1
2
Ω1¯,+1 − i
2
F1¯+1p
p − 1
16
G+p
p +
3
16
G+11¯)
+
i
2
D1¯g + ig(−iF−+2¯3¯4¯ −
1
8
G2¯3¯4¯ +
1
2
(−1
2
Ω1¯,r
r +
1
2
Ω1¯,11¯
+
1
2
Ω1¯,+− +
1
8
G1¯q
q − 1
8
G1¯+−)) = 0 , (B.42)
and
− f(1
2
Ω1¯,+r − i
2
F1¯+rs
s +
1
4
G1¯+r)ǫ
r
q¯1q¯2
+ig(
1
2
Ω1¯,q¯1q¯2 + iF1¯q¯1q¯2+− −
1
4
G1¯q¯1q¯2 −
1
2
Ω1¯,r1¯ǫ
r
q¯1q¯2) = 0 . (B.43)
The linear equations associated with D−ǫ = 0 are
D−f + f(
1
2
Ω−,p
p +
1
2
Ω−,11¯ +
1
2
Ω−,−+ + iF−p
p
11¯
+
1
4
G−p
p +
1
4
G−11¯ + 2iF−1234) + igΩ−,1− = 0 , (B.44)
f(Ω−,q¯1q¯2 + 2iF−q¯1q¯211¯ +
1
2
G−q¯1q¯2
−(Ω−,1r − iF−1rss)ǫr q¯1q¯2 −
1
2
G−1rǫ
r
q¯1q¯2) + igΩ−,r−ǫ
r
q¯1q¯2 = 0 , (B.45)
f(Ω−,1¯p¯ + iF−1¯p¯q
q +
1
2
G−1¯p¯ − (1
2
Ω−,q1q2 − iF−q1q211¯)ǫq1q2 p¯
−1
4
G−q1q2ǫ
q1q2
p¯)− igΩ−,p¯− = 0 , (B.46)
D−f + f(−1
2
Ω−,p
p − 1
2
Ω−,11¯ +
1
2
Ω−,−+ + iF−p
p
11¯
−1
4
G−p
p − 1
4
G−11¯ + 2iF−1¯2¯3¯4¯) + igΩ−,1¯− = 0 , (B.47)
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f(
1
2
Ω−,+p¯ +
i
2
F−+p¯q
q +
i
2
F−+p¯11¯ − 1
16
Gp¯q
q − 1
16
Gp¯11¯ +
3
16
G−+p¯
− i
2
F−+1q1q2ǫ
q1q2
p¯ +
1
16
G1q1q2ǫ
q1q2
p¯) + ig(
1
2
Ω−,p¯1 − 1
8
G−p¯1
−(1
4
Ω−,r1r2 −
1
16
G−r1r2)ǫ
r1r2
p¯) = 0 , (B.48)
f(
1
2
Ω−,+1¯ +
i
2
F−+1¯q
q − 1
16
G1¯q
q +
3
16
G−+1¯ + iF−+234 −
1
8
G234)
+
i
2
D−g +
ig
2
(−1
2
Ω−,11¯ +
1
2
Ω−,+− +
1
2
Ω−,q
q − 1
8
G−q
q +
1
8
G−11¯) = 0 , (B.49)
f(iF−+2¯3¯4¯ −
1
8
G2¯3¯4¯ +
1
2
Ω−,+1 − i
2
F−+1r
r
+
1
16
G1r
r +
3
16
G−+1) +
i
2
D−g + ig(−1
4
Ω−,r
r +
1
4
Ω−,11¯
+
1
4
Ω−,+− +
1
16
G−q
q − 1
16
G−11¯) = 0 , (B.50)
and
f(iF−+1¯q¯1q¯2 −
1
8
G1¯q¯1q¯2 − (
1
2
Ω−,+r − i
2
F−+rs
s − i
2
F−+r11¯)ǫ
r
q¯1q¯2
−( 1
16
Grs
s +
1
16
Gr11¯ +
3
16
G−+r)ǫ
r
q¯1q¯2) + ig(
1
2
Ω−,q¯1q¯2
−1
8
G−q¯1q¯2 − (
1
2
Ω−,r1¯ −
1
8
G−r1¯)ǫ
r
q¯1q¯2) = 0 . (B.51)
The linear equations associated with D+ǫ = 0 are
D+f + f(
1
2
Ω+,p
p +
1
2
Ω+,11¯ +
1
2
Ω+,−+ +
1
8
G+p
p +
1
8
G+11¯)
+ig(Ω+,1− + iF+1−q
q − 1
8
G1q
q +
3
8
G+−1 − 2iF+234− + 1
4
G234) = 0 , (B.52)
f(Ω+,q¯1q¯2 +
1
4
G+q¯1q¯2 − Ω+,1rǫr q¯1q¯2 −
1
4
G+1rǫ
r
q¯1q¯2)
+ig(2iF+q¯1q¯21− −
1
4
Gq¯1q¯21 + (Ω+,r− − iF+r−ss
+iF+r11¯− −
3
8
G+r− +
1
8
Grs
s − 1
8
Gr11¯)ǫ
r
q¯1q¯2) = 0 , (B.53)
f(Ω+,1¯p¯ +
1
4
G+1¯p¯ − 1
2
Ω+,q1q2ǫ
q1q2
p¯ − 1
8
G+q1q2ǫ
q1q2
p¯)
34
+ig(−Ω+,p¯− − iF+p¯−rr + iF+p¯11¯− + 3
8
G+p¯−
+
1
8
Gp¯r
r − 1
8
Gp¯11¯ − (iF+r1r21¯− −
1
8
Gr1r21¯)ǫ
r1r2
q¯) = 0 , (B.54)
D+f + f(−1
2
Ω+,p
p − 1
2
Ω+,11¯ +
1
2
Ω+,−+ − 1
8
G+p
p − 1
8
G+11¯)
+ig(−2iF+2¯3¯4¯− + 1
4
G2¯3¯4¯ + Ω+,1¯− − iF+1¯−qq +
1
8
G1¯p
p − 3
8
G+1¯−) = 0 , (B.55)
f
2
Ω+,+p¯ + ig(
1
2
Ω+,p¯1 +
i
2
F+p¯1r
r − 1
4
G+p¯1
−(1
4
Ω+,r1r2 +
i
2
F+r1r211¯ −
1
8
G+r1r2)ǫ
r1r2
p¯) = 0 , (B.56)
f
2
Ω+,+1¯ +
i
2
D+g +
ig
2
(−1
2
Ω+,11¯ +
1
2
Ω+,+− +
1
2
Ω+,q
q
−iF+11¯qq − 1
4
G+q
q +
1
4
G+11¯ + 2iF+2341¯) = 0 , (B.57)
f
2
Ω+,+1 +
i
2
D+g + ig(iF+2¯3¯4¯1 +
1
2
(−1
2
Ω+,r
r +
1
2
Ω+,11¯
+
1
2
Ω+,+− − iF+11¯qq + 1
4
G+q
q − 1
4
G+11¯)) = 0 , (B.58)
and
− f
2
Ω+,+rǫ
r
q¯1q¯2 + ig(
1
2
Ω+,q¯1q¯2 − iF+q¯1q¯211¯ −
1
4
G+q¯1q¯2
−(1
2
Ω+,r1¯ − i
2
F+r1¯s
s − 1
4
G+r1¯)ǫ
r
q¯1q¯2) = 0 . (B.59)
All the above linear equations make the linear system associated with the Killing
spinor equations of IIB supergravity for backgrounds with one G2-invariant Killing
spinor. The task is to solve this linear system for the fluxes and to determine the
conditions on the spacetime geometry.
B.3 The solution to the linear system
To proceed, we shall obtain equations from which the G-flux has been eliminated, and
then simplify these further to obtain constraints on the geometry.
In particular, take (B.57)+(B.58) to obtain
1
2
f(Ω+,+1¯ + Ω+,+1) + iD+g + ig(−iF+11¯qq + iF+2341¯ + iF+2¯3¯4¯1 + 1
2
Ω+,+−) = 0 . (B.60)
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From the imaginary part of this equation, we find
∂+g +
1
2
gΩ+,+− = 0 . (B.61)
Similarly, take (B.44)+(B.47) to obtain
2D−f + f(Ω−,−+ + 2iF−11¯p
p + 2iF−1234 + 2iF−1¯2¯3¯4¯) + ig(Ω−,1¯− + Ω−,1−) = 0 . (B.62)
From the real part of this equation, we find
∂−f +
1
2
fΩ−,−+ = 0 . (B.63)
Next, take −ig[(B.49)+(B.50)]−f
2
[(B.52)+(B.55)] to obtain
gD−g−fD+f+ g
2
2
Ω−,+−− f
2
2
Ω+,−+− i
2
fg(Ω−,+1+Ω−,+1¯+Ω+,1−+Ω+,1¯−) = 0 . (B.64)
From the real part of this equation, we find
g∂−g − f∂+f + g
2
2
Ω−,+− − f
2
2
Ω+,−+ = 0 . (B.65)
Consider −2ig[(B.25)+(B.26)+1
2
(B.52)]+2f(B.58) to obtain
2gD1g + 2g
2(
1
2
Ω1,+− +
1
2
Ω+1− + iF−+1q
q − 2iF−+234) + f 2Ω+,+1
−ig∂+f + if∂+g + ifg(Ω1+1¯ + Ω1,+1 − Ω+,pp + Ω+,+−) = 0 . (B.66)
Also take the complex conjugate of −2ig[(B.41)+(B.42)+1
2
(B.55)]+2f(B.57) to ob-
tain
2gD¯1g + 2g
2(
1
2
Ω1,+− +
1
2
Ω+,1− − iF−+1qq + 2iF−+234) + f 2Ω+,+1
−if∂+g + ig∂+f − ifg(Ω1,+1¯ + Ω1,+1 − Ω+,qq + Ω+,+−) = 0 . (B.67)
Considering the sum of (B.66) and (B.67), we find
2g∂1g − g2(Ω1,−+ + Ω+,−1) + f 2Ω+,+1 = 0 . (B.68)
Take f [(B.20)+(B.23)-2(B.50)]+ig(B.44) to find
2fD1f + f
2(Ω1,−+ − Ω−,+1 + 2iF−+1pp − 4iF−+2¯3¯4¯)− g2Ω−,1−
−if∂−g + ig∂−f + ifg(Ω1,1− + Ω1,1¯− + Ω−,pp + Ω−,−+) = 0 . (B.69)
Next consider the complex conjugate of f [(B.36)+(B.39)-2(B.49)]+ig(B.47) to find
36
2fD¯1f + f
2(Ω1,−+ − Ω−,+1 − 2iF−+1pp + 4iF−+2¯3¯4¯)− g2Ω−,1−
+if∂−g − ig∂−f − ifg(Ω1,1− + Ω1,1¯− + Ω−,pp + Ω−,−+) = 0 . (B.70)
Take the sum of (B.69) and (B.70) to obtain
2f∂1f + f
2(Ω1,−+ − Ω−,+1)− g2Ω−,1− = 0 . (B.71)
Next take the sum (B.17)+(B.18), consider the dual of (B.53) and use this to eliminate
the Gpq
q dependence. Then take the dual of (B.59) to eliminate the remaining G-flux
terms to obtain
2gDpg + g
2(Ωp,+− + Ω+,p− + 2iF−+11¯p − 2iF−+pqq + 2iF−+1q¯1q¯2ǫq¯1q¯2p)
+f 2Ω+,+p − ifg(Ωp,+1¯ + Ωp+1 − Ω+1p − Ω+p1¯ + Ω+q¯1q¯2ǫq¯1q¯2p) = 0 . (B.72)
Also take the complex conjugate of −2ig[(B.33)+(B.34)-1
2
(B.54)]+2f(B.56) to get
2gD¯pg + g
2(Ωp,+− + Ω+,p− − 2iF−+1q¯1q¯2ǫq¯1q¯2p + 2iF−+pqq − 2iF−+11¯p)
+f 2Ω+,+p + ifg(Ωp,+1 + Ωp,+1¯ − Ω+,1p − Ω+,p1¯ + Ω+,q¯1q¯2ǫq¯1q¯2p) = 0 . (B.73)
Next taking the sum of (B.72) and (B.73), we find
2g∂pg + g
2(Ωp,+− + Ω+,p−) + f
2Ω+,+p = 0 . (B.74)
Consider also the sum (B.12)+(B.15). Use the dual of (B.51) to eliminate the Gpq
q
dependence and then use the dual of (B.45) to remove the remaining G-flux terms. This
leaves
2fDpf + f
2(Ωp,−+ − Ω−,+p + 2iF−+1¯q¯1q¯2ǫq¯1q¯2p + 2iF−+pqq + 2iF−+11¯p)
−g2Ω−,p− + ifg(Ωp,1− + Ωp,1¯− − Ω−,p1¯ − Ω−,1p + Ω−,q¯1q¯2ǫq¯1q¯2p) = 0 . (B.75)
Also take the complex conjugate of f [(B.28)+(B.31)-2(B.48)]-ig(B.46) to get
2fD¯pf + f
2(Ωp,−+ − Ω−,+p − 2iF−+pqq − 2iF−+p11¯ − 2iF−+1¯q¯1q¯2ǫq¯1q¯2p)
−g2Ω−,p− − ifg(Ωp,1¯− + Ωp,1− − Ω−,p1¯ − Ω−,1p + Ω−,q¯1q¯2ǫq¯1q¯2p) = 0 , (B.76)
Taking the sum of (B.75) and (B.76), we find
2f∂pf + f
2(Ωp,−+ − Ω−,+p)− g2Ω−,p− = 0 . (B.77)
Next consider the complex conjugate of f(B.41)- ig
2
(B.39) to get
f 2(
1
2
Ω1,+1 + iF+12¯3¯4¯) + g
2(−1
2
Ω1,−1 + iF−1234)
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− i
2
(f∂1g − g∂1f)− i
2
fg(−Ω1,qq + Ω1,+−) = 0 . (B.78)
Also take f(B.26)- ig
2
(B.20) to get
f 2(
1
2
Ω1,+1 − iF+12¯3¯4¯) + g2(−1
2
Ω1,−1 − iF−1234)
+
i
2
(f∂1g − g∂1f) + i
2
fg(−Ω1,qq + Ω1,+−) = 0 . (B.79)
Taking the sum of (B.78) and (B.79), we find
f 2Ω1,+1 − g2Ω1,−1 = 0 . (B.80)
Next take ig[(B.23)+(B.36)]-2f [(B.25)+(B.42)] to obtain
ig(∂1f + ∂1¯f)− if(∂1g + ∂1¯g)− g2(Ω1,1¯− + Ω1¯,1− − 2iF−11¯qq)
−f 2(Ω1,+1¯ + Ω1¯,+1 − 2iF+11¯qq) + ifg(Ω1¯,pp − Ω1,pp + Ω1,−+ + Ω1¯,−+) = 0 . (B.81)
From the real part of this expression we get
g2(Ω1,−1¯ + Ω1¯,−1)− f 2(Ω1,+1¯ + Ω1¯,+1) = 0 . (B.82)
Next take ig(B.12)-2f(B.18). By taking the duals of (B.21) and (B.27), one can
eliminate the G-flux dependence from this combination to obtain
i(g∂pf − f∂pg)− g2(Ωp,1− + Ω1,p− − 2iF−1pqq)
−f 2(Ωp,+1 + Ω1,+p + 2iF+11¯q¯1q¯2ǫq¯1q¯2p)
+ifg(Ωp,q
q + Ωp,−+ + Ω1,q¯1q¯2ǫ
q¯1q¯2
p − Ω1,1p − Ω1,p1¯) = 0 . (B.83)
Also take the complex conjugate of ig[(B.31)-(B.38)]-2f [(B.33)+(B.40)] to obtain
i(f∂pg − g∂pf)− g2(Ωp,1− + Ω1,p− + 2iF−1pqq)
−f 2(Ωp,+1 + Ω1,+p − 2iF+11¯q¯1q¯2ǫq¯1q¯2p)
−ifg(Ωp,qq + Ωp,−+ − Ω1,p1¯ − Ω1,1p + Ω1,q¯1q¯2ǫq¯1q¯2p) = 0 . (B.84)
Considering the sum of (B.83) and (B.84) we get
g2(Ωp,−1 + Ω1,−p)− f 2(Ωp,+1 + Ω1,+p) = 0 . (B.85)
Next take ig(B.15)-2f(B.17). By taking the dual of (B.37) and (B.43) one can remove
the G-flux dependence from this combination to obtain
i(g∂pf − f∂pg)− g2(Ωp,1¯− + Ω1¯,p− − 2iF−11¯q¯1q¯2ǫq¯1q¯2p)
−f 2(Ωp,+1¯ + Ω1¯,+p + 2iF+1¯pqq)
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+ifg(−Ωp,qq + Ωp,−+ − Ω1¯,1p − Ω1¯,p1¯ + Ω1¯q¯1q¯2ǫq¯1q¯2p) = 0 . (B.86)
Also take the complex conjugate of ig[(B.28)-(B.22)]-2f [(B.34)+(B.24)] to get
− i(g∂pf − f∂pg)− g2(Ωp,1¯− + Ω1¯,p− + 2iF−11¯q¯1q¯2ǫq¯1q¯2p)
−f 2(Ωp,+1¯ + Ω1¯,+p − 2iF+1¯pqq)
−ifg(−Ωp,qq + Ωp,−+ − Ω1¯,1p − Ω1¯,p1¯ + Ω1¯q¯1q¯2ǫq¯1q¯2p) = 0 . (B.87)
Taking the sum of (B.86) and (B.87), we find
g2(Ωp,−1¯ + Ω1¯,−p)− f 2(Ωp,+1¯ + Ω1¯,+p) = 0 . (B.88)
Next take f(B.19)+ ig
2
(B.13). Take the dual and then symmetrize over the two free
indices to obtain
f 2(−Ωp,+q − Ωq,+p + iF+1¯pq¯1q¯2ǫq¯1q¯2q + iF+1¯qq¯1q¯2ǫq¯1q¯2p)
−g2(Ωp,q− + Ωq,p− − iF−1pq¯1q¯2ǫq¯1q¯2q − iF−1qq¯1q¯2ǫq¯1q¯2p)
+ifg(−Ωp,q1¯ − Ωq,p1¯ − Ωp,1q − Ωq,1p + Ωpq¯1q¯2ǫq¯1q¯2q + Ωqq¯1q¯2ǫq¯1q¯2p) = 0 . (B.89)
Also take the complex conjugate of -ig(B.30)-2f(B.32) and symmetrize over the two
free indices to get
− g2(Ωp,q− + Ωq,p− + iF−1pq¯1q¯2ǫq¯1q¯2q + iF−1qq¯1q¯2ǫq¯1q¯2p)
+f 2(−Ωp,+q − Ωq,+p − iF+1¯pq¯1q¯2ǫq¯1q¯2q − iF+1¯qq¯1q¯2ǫq¯1q¯2p)
+ifg(Ωp,1q + Ωq,1p + Ωp,q1¯ + Ωq,p1¯ − Ωpq¯1q¯2ǫq¯1q¯2q − Ωqq¯1q¯2ǫq¯1q¯2p) = 0 . (B.90)
Taking the sum of (B.89) and (B.90), we find
g2(Ωp,−q + Ωq,−p)− f 2(Ωp,+q + Ωq,+p) = 0 . (B.91)
Next consider the combination ig(B.14)+2f(B.16). By comparing with the dual of
ig(B.29)+2f(B.35), the G-flux terms can be removed to obtain
g2(Ωp,q¯− + Ωq¯,p− + 2igpq¯F−11¯r
r − 4iF−11¯pq¯)
+f 2(Ωp,+q¯ + Ωq¯,+p + 2igpq¯F+11¯r
r − 4iF+11¯pq¯)
+ifg(Ωp,q¯1 + Ωp,1¯q¯ + Ωq¯,1p + Ωq¯,p1¯ − Ωp,r1r2ǫr1r2 q¯ − Ωq¯,r¯1r¯2ǫr¯1r¯2p) = 0 . (B.92)
Take the complex conjugate of (B.92), swap p, q and add the result to (B.92) to
obtain
f 2(Ωp,+q¯ + Ωq¯,+p)− g2(Ωp,−q¯ + Ωq¯,−p) = 0 . (B.93)
This completes the first phase of solving the linear system.
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B.4 Fluxes and the solution to the linear system
There are eleven types of G-flux terms with one free holomorphic index: G−+p, G−1p,
G−1¯p, G+1p, G+1¯p, G11¯p, Gpqq, G−q¯1q¯2ǫ
q¯1q¯2
p, G+q¯1q¯2ǫ
q¯1q¯2
p, G1q¯1q¯2ǫ
q¯1q¯2
p, and G1¯q¯1q¯2ǫ
q¯1q¯2
p.
These terms are constrained by sixteen equations (B.6), (B.10), (B.12), (B.15), (B.17),
(B.18), (B.21), (B.27), (B.37), (B.43), (B.45), (B.51), (B.53), (B.59) and also the dualized
antisymmetric parts of (B.30) and (B.32). Only ten of these types of G-flux terms
are constrained by these equations, one must remain arbitrary. There are also six G-
independent constraints.
It is straightforward, but tedious, to show that, taking G11¯p to be arbitrary, then
G−+p = 2g
2f−2Ω−,p− − if−1(gΩ−,q¯1q¯2ǫq¯1q¯2p + 2gΩp,1¯− − 2gΩ−,1p + 2gΩp,1− − 4iDpf)
− Pp − 2Ωp,−+ − 2iF−+pqq − 2iF−+11¯p − 2iF−+1¯q¯1q¯2ǫq¯1q¯2p , (B.94)
G−1p = igf
−1Ω−,p− − 1
2
g−1(2gΩp,1¯− + 2gΩp,1− − 4igF−11¯q¯1q¯2ǫq¯1q¯2p − 4iDpf
− 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − gΩ−,q¯1q¯2ǫq¯1q¯2p + 2gΩ−,1p − 4igF−1pqq)
− i
2
fg−1(− 6iF−+11¯p − 2iF−+1¯q¯1q¯2ǫq¯1q¯2p − 2iF−+pqq + Pp − 2Ωp,−+
− G11¯p + 2Ωq¯1,q¯21¯ǫq¯1q¯2p − 2Ωq¯,q¯p) , (B.95)
G−1¯p = −igf−1Ω−,p− −
1
2
g−1(−2gΩq¯1,q¯2−ǫq¯1q¯2p + 6gΩp,1¯− + 2gΩp,1− + 4igF−1¯pqq
− 8iDpf + gΩ−,q¯1q¯2ǫq¯1q¯2p − 2gΩ−,1p − 4gΩ1¯,p−)−
i
2
fg−1(−2iF−+11¯p − 6iF−+pqq
− 6iF−+1¯q¯1q¯2ǫq¯1q¯2p + 2Ωq¯1,q¯21¯ǫq¯1q¯2p − 4Ωp,−+ + 2Ωp,qq − 2Ωq¯,q¯p +G11¯p + Pp
− 4Ω1¯,1p + 2Ω1¯,q¯1q¯2ǫq¯1q¯2p + 2Ωp,11¯) , (B.96)
G+1p = ig
3f−3Ω−,p− − 1
2
gf−2(−8igF−1pqq + 2gΩp,1¯− − 4iDpf + 2gΩp,1− + 4gΩ1,p−
− 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − gΩ−,q¯1q¯2ǫq¯1q¯2p + 2gΩ−,1p − 4igF−11¯q¯1q¯2ǫq¯1q¯2p)
+
i
2
f−1(−4Dpg + 4gΩp,−+ + 2igF−+pqq + gG11¯p + gPp + 2gΩp,qq + 2gΩ1,q¯1q¯2ǫq¯1q¯2p
− 4gΩ1,1p − 2gΩp,11¯ + 6igF−+11¯p + 2igF−+1¯q¯1q¯2ǫq¯1q¯2p − 2gΩq¯1,q¯21¯ǫq¯1q¯2p + 2gΩq¯,q¯p)
− 2Ωp,+1 − 2iF+11¯q¯1q¯2ǫq¯1q¯2p , (B.97)
G+1¯p = −ig3f−3 − 1
2
gf−2(−4igF−11¯q¯1q¯2ǫq¯1q¯2p + 2gΩp,1− + 6gΩp,1¯− + gΩ−,q¯1q¯2ǫq¯1q¯2p
− 2gΩ−,1p − 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − 8iDpf) +
i
2
f−1(−4Dpg + 6gΩp,−+
+ gPp + 2igF−+11¯p + 6igF−+pq
q + 6igF−+1¯q¯1q¯2ǫ
q¯1q¯2
p − gG11¯p − 2gΩq¯1,q¯21¯ǫq¯1q¯2p
+ 2gΩq¯,
q¯
p − 4gΩp,qq)− 2iF+1¯pqq − 2Ωp,+1¯ , (B.98)
40
Gpq
q = 2if−1(−2igF−11¯q¯1q¯2ǫq¯1q¯2p + 2gΩp,1¯− − 2iDpf − gΩq¯1,q¯2−ǫq¯1q¯2p + 2igF−1¯pqq)
+ 4iF−+1¯q¯1q¯2ǫ
q¯1q¯2
p + 2Ωp,−+ − 2Ωp,11¯ + 4iF−+11¯p − 2Ωp,qq − 2Ωq¯1,q¯21¯ǫq¯1q¯2p
+ 2Ωq¯,
q¯
p , (B.99)
G−q¯1q¯2ǫ
q¯1q¯2
p = −2igf−1Ω−,p− − g−1(gΩ−,q¯1q¯2ǫq¯1q¯2p − 2gΩ−,1p + 2gΩp,1− + 2gΩp,1¯−
− 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − 4iDpf)− ifg−1(−6iF−+11¯p
− 2iF−+1¯q¯1q¯2ǫq¯1q¯2p − 2iF−+pqq + Pp − 2Ωp,−+ −G11¯p + 2Ωq¯1,q¯21¯ǫq¯1q¯2p
− 2Ωq¯,q¯p) , (B.100)
G+q¯1q¯2ǫ
q¯1q¯2
p = −2ig3f−3Ω−,p− − g2f−2(−2Ωp,1¯− + 2Ωp,1− + 2Ωq¯1,q¯2−ǫq¯1q¯2p − 4iF−1¯pqq
+ Ω−,q¯1q¯2ǫ
q¯1q¯2
p − 2Ω−,1p + 4iF−11¯q¯1q¯2ǫq¯1q¯2p)− if−1(−2gΩp,−+
− 2gΩq¯1,q¯21¯ǫq¯1q¯2p − 2igF−+pqq + 2igF−+1¯q¯1q¯2ǫq¯1q¯2p + 2igF−+11¯p + gPp
− gG11¯p + 2gΩq¯,q¯p + 4igF−+1q¯1q¯2ǫq¯1q¯2p − 4gΩp,qq + 4Dpg)
− 4Ωp,+1 − 4iF+11¯q¯1q¯2ǫq¯1q¯2p , (B.101)
G1q¯1q¯2ǫ
q¯1q¯2
p = −2g2f−2Ω−,p− − if−1(−8igF−1pqq + 2gΩp,1¯− − 4iDpf + 2gΩp,1−
+ 4gΩ1,p− − 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − gΩ−,q¯1q¯2ǫq¯1q¯2p + 2gΩ−,1p
− 4igF−11¯q¯1q¯2ǫq¯1q¯2p)− 2Ωp,−+ + 2Ωq¯1,q¯21¯ǫq¯1q¯2p − 2Ω1,q¯1q¯2ǫq¯1q¯2p − 2iF−+pqq
− 2iF−+1¯q¯1q¯2ǫq¯1q¯2p − 6iF−+11¯p + Pp −G11¯p − 2Ωq¯,q¯p + 4Ω1,1p
− 4iF−+1q¯1q¯2ǫq¯1q¯2p , (B.102)
G1¯q¯1q¯2ǫ
q¯1q¯2
p = −2g2f−2Ω−,p− + if−1(−4gΩ1¯,p− + gΩ−,q¯1q¯2ǫq¯1q¯2p − 2gΩ−,1p + 2gΩp,1−
+ 4igF−11¯q¯1q¯2ǫ
q¯1q¯2
p + 2gΩp,1¯− − 2gΩq¯1,q¯2−ǫq¯1q¯2p + 4igF−1¯pqq − 4iDpf)
+ 6iF−+pq
q + 2iF−+1¯q¯1q¯2ǫ
q¯1q¯2
p − 2Ω1¯,q¯1q¯2ǫq¯1q¯2p + 2iF−+11¯p + Pp
+ 2Ωp,−+ + 4Ω1¯,1p −G11¯p − 2Ωq¯1,q¯21¯ǫq¯1q¯2p + 2Ωq¯,q¯p . (B.103)
We also get with the G-independent constraints
− gf−1(gΩp,1− + gΩ1,p− − 2igF−1pqq − iDpf) + i(gΩp,qq + gΩp,−+ − gΩ1,p1¯ −Dpg
+gΩ1,q¯1q¯2ǫ
q¯1q¯2
p − gΩ1,1p) + f(−Ωp,+1 + Ω1,p+ − 2iF+11¯q¯1q¯2ǫq¯1q¯2p) = 0 , (B.104)
− 1
2
gf−1(−gΩq¯1,q¯2−ǫq¯1q¯2p + 2igF−1¯pqq + 2gΩp,1¯− − 2igF−11¯q¯1q¯2ǫq¯1q¯2p − 2iDpf)
− i
2
(−2Dpg − gΩq¯1,q¯21ǫq¯1q¯2p − 2igF−+1¯q¯1q¯2ǫq¯1q¯2p + 2gΩp,qq
−2igF−+1q¯1q¯2ǫq¯1q¯2p − 4igF−+11¯p − 2gΩq¯,q¯p + gΩq¯1,q¯21¯ǫq¯1q¯2p)
41
+f(−1
2
Ωq¯1,q¯2+ǫ
q¯1q¯2
p + iF+11¯q¯1q¯2ǫ
q¯1q¯2
p − iF+1pqq + Ωp,+1) = 0 , (B.105)
− gf−1(gΩ1¯,p− + gΩp,1¯− − 2igF−11¯q¯1q¯2ǫq¯1q¯2p − iDpf)
−i(gΩ1¯,p1¯ + gΩp,qq − gΩp,−+ − gΩ1¯,q¯1q¯2ǫq¯1q¯2p + gΩ1¯,1p +Dpg)
+f(−Ωp,+1¯ + Ω1¯,p+ − 2iF+1¯pqq) = 0 , (B.106)
− g2f−1Ω−,p− + i(−2iDpf + gΩp,1¯− + gΩp,1−
−gΩ−,1p + gΩ−,q¯1q¯2ǫq¯1q¯2p − gΩ−,p1¯)
+f(Ωp,−+ − Ω−,+p + 2iF−+1¯q¯1q¯2ǫq¯1q¯2p + 2iF−+pqq + 2iF−+11¯p) = 0 , (B.107)
− 2ig3f−2Ω−,p− − gf−1(2gΩp,1− + 2gΩp,1¯− + gΩ−,q¯1q¯2ǫq¯1q¯2p − 2gΩ−,1p − 4iDpf)
+2ig(Ωp,−+ + Ω+,p− + iF−+1¯q¯1q¯2ǫ
q¯1q¯2
p + iF−+1q¯1q¯2ǫ
q¯1q¯2
p + 2iF−+11¯p)
+f(Ω+,q¯1q¯2ǫ
q¯1q¯2
p − 2Ω+,1p) = 0 , (B.108)
− g4f−3Ω−,p− + i
2
g2f−2(2gΩp,1− + 2gΩp,1¯− + gΩ−,q¯1q¯2ǫ
q¯1q¯2
p − 2gΩ−,1p − 4iDpf)
+gf−1(igF−+1¯q¯1q¯2ǫ
q¯1q¯2
p + 2igF−+pq
q + 2gΩp,−+ − 2Dpg − igF−+1q¯1q¯2ǫq¯1q¯2p)
+
i
2
g(2Ωp,+1¯ + 2Ω+,1¯p + Ω+,q¯1q¯2ǫ
q¯1q¯2
p + 2Ωp,+1)− fΩ+,+p = 0.(B.109)
The conditions (B.104), (B.105), (B.106), (B.107), (B.108), (B.109) imply (B.72),
(B.75), (B.83) and (B.86).
There are also eleven types of G-flux terms with one free anti-holomorphic index:
G−+p¯, G−1p¯, G−1¯p¯, G+1p¯, G+1¯p¯, G11¯p¯, Gp¯qq, G−q1q2ǫ
q1q2
p¯, G+q1q2ǫ
q1q2
p¯, G1q1q2ǫ
q1q2
p¯, and
G1¯q1q2ǫ
q1q2
p¯. These terms are constrained by sixteen equations (B.4), (B.11), (B.22),
(B.24), (B.28), (B.31), (B.33), (B.34), (B.38), (B.40), (B.46), (B.48), (B.54), (B.56) and
also the dualized antisymmetric parts of (B.13) and (B.19). Only ten of these types of
G-flux terms are constrained by these equations, one must remain unfixed. There are
also six G-independent constraints.
It is straightforward, but tedious, to show that, taking G11¯p¯ to be arbitrary, then
G−+p¯ = 2g
2f−2Ω−,p¯− − if−1(2gΩp¯,1− + gΩ−,q1q2ǫq1q2 p¯ + 2gΩp¯,1¯− − 2gΩ−,1¯p¯ − 4iDp¯f)
− Pp¯ − 2Ωp¯,−+ − 2iF−+1q1q2ǫq1q2 p¯ + 2iF−+11¯p¯ + 2iF−+p¯qq , (B.110)
G−1p¯ = −igf−1Ω−,p¯− + 1
2
g−1(2gΩq1,q2−ǫ
q1q2
p¯ − 6gΩp¯,1− − 2gΩp¯,1¯− + 4igF−1p¯qq
+ 8iDp¯f + 4gΩ1,p¯− + 2gΩ−,1¯p¯ − gΩ−,q1q2ǫq1q2 p¯)
42
− i
2
fg−1(2iF−+11¯p¯ − 6iF−+1q1q2ǫq1q2 p¯ + 6iF−+p¯qq + Pp¯ + 2Ω1,q1q2ǫq1q2 p¯
− 2Ωp¯,qq − 4Ωp¯,−+ + 2Ωq1,q21ǫq1q2 p¯ −G11¯p¯ − 2Ωq,qp¯
− 2Ωp¯,11¯ − 4Ω1,1¯p¯) , (B.111)
G−1¯p¯ = −gf−1Ω−,p− + 1
2
g−1(−2gΩp¯,1¯− − 2gΩ−,1¯p¯ + 4igF−1p¯qq + gΩ−,q1q2ǫq1q2 p¯
− 2gΩp¯,1− + 2gΩq1,q2−ǫq1q2 p¯ − 4igF−11¯q1q2ǫq1q2 p¯ + 4iDp¯f − 4igF−1¯p¯qq)
− i
2
fg−1(−2iF−+1q1q2ǫq1q2 p¯ + 6iF−+11¯p¯ + 2iF−+p¯qq + Pp¯ +G11¯p¯
− 2Ωq,qp¯ − 2Ωp¯,−+ + 2Ωq1,q21ǫq1q2 p¯) , (B.112)
G+1p¯ = −ig3f−3Ω−,p¯− + 1
2
gf−2(−6gΩp¯,1− − 2gΩp¯,1¯− + 2gΩ−,1¯p¯ + 4igF−1p¯qq
− gΩ−,q1q2ǫq1q2 p¯ − 4igF−11¯q1q2ǫq1q2 p¯ + 8iDp¯f + 2gΩq1,q2−ǫq1q2 p¯)
+
i
2
f−1(−2igF−+11¯p¯ − 6igF−+p¯qq + gG11¯p¯ + 6igF−+1q1q2ǫq1q2 p¯ + gPp¯
+ 2gΩq,
q
p¯ + 6gΩp¯,−+ − 2gΩq1,q21ǫq1q2 p¯ − 4Dp¯g + 4gΩp¯,qq)
+ 2iF+1p¯q
q − 2Ωp¯,+1 , (B.113)
G+1¯p¯ = −g3f−3Ω−,p¯− + 1
2
gf−2(−2gΩp¯,1¯− − 2gΩ−,1¯p¯ + 4igF−1p¯qq + gΩ−,q1q2ǫq1q2 p¯
− 2gΩp¯,1− + 2gΩq1,q2−ǫq1q2 p¯ − 4igF−11¯q1q2ǫq1q2 p¯ + 4iDp¯f − 4gΩ1¯,p¯− − 8igF−1¯p¯qq)
+
i
2
f−1(2igF−+1q1q2ǫ
q1q2
p¯ − 2igF−+p¯qq − 6igF−+11¯p¯ + 2gΩq,qp¯ − 2gΩq1,q21ǫq1q2 p¯
− 4Dp¯g − 4gΩ1¯,1¯p¯ + 2gΩ1¯,q1q2ǫq1q2 p¯ + 2gΩp¯,11¯ − gG11¯p¯ + gPp¯ + 4gΩp¯,−+ − 2gΩp¯,qq)
− 2Ωp¯,+1¯ + 2iF+11¯q1q2ǫq1q2 p¯ , (B.114)
Gp¯q
q = 2if−1(−2gΩp¯,1− + gΩq1,q2−ǫq1q2 p¯ + 2iDp¯f + 2igF−1p¯qq − 2igF−11¯q1q2ǫq1q2 p¯)
− 2Ωp¯,−+ − 4iF−+1q1q2ǫq1q2 p¯ + 4iF−+11¯p¯ − 2Ωq,q p¯ + 2Ωq1,q21ǫq1q2 p¯
− 2Ωp¯,qq − 2Ωp¯,11¯ , (B.115)
G−q1q2ǫ
q1q2
p¯ = −2igf−1Ω−,p¯− + g−1(−2gΩp¯,1¯− + 2gΩ−,1¯p¯ + 4igF−1p¯qq − gΩ−,q1q2ǫq1q2 p¯
− 2gΩp¯,1− + 2gΩq1,q2−ǫq1q2 p¯ + 4iDp¯f)
− ifg−1(2iF−+p¯qq + Pp¯ − 2iF−+1q1q2ǫq1q2 p¯ +G11¯p¯ + 6iF−+11¯p¯
− 2Ωq,qp¯ − 2Ωp¯,−+ + 2Ωq1,q21ǫq1q2 p¯) , (B.116)
G+q1q2ǫ
q1q2
p¯ = −2ig3f−3Ω−,p¯− − g2f−2(2Ωp¯,1¯− − 2Ω−,1¯p¯ + 4iF−1p¯qq + Ω−,q1q2ǫq1q2 p¯
− 2Ωp¯,1− + 2Ωq1,q2−ǫq1q2 p¯ − 4iF−11¯q1q2ǫq1q2 p¯)
43
− if−1(gPp¯ − 2gΩp¯,−+ + 4Dp¯g + gG11¯p¯ + 2igF−+1q1q2ǫq1q2 p¯ + 2igF−+p¯qq
+ 2gΩq,
q
p¯ − 2gΩq1,q21ǫq1q2 p¯ − 2igF−+11¯p¯ + 4igF−+1¯q1q2ǫq1q2 p¯ + 4gΩp¯,qq)
− 4Ωp¯,+1¯ + 4iF+11¯q1q2ǫq1q2 p¯ , (B.117)
G1q1q2ǫ
q1q2
p¯ = −2g2f−2Ω−,p¯− − if−1(−2gΩp¯,1¯− + 2gΩ−,1¯p¯ + 4gΩ1,p¯− + 4igF−1p¯qq
− gΩ−,q1q2ǫq1q2 p¯ − 2gΩp¯,1− + 2gΩq1,q2−ǫq1q2 p¯ + 4igF−11¯q1q2ǫq1q2 p¯ + 4iDp¯f)
+ 2iF−+1q1q2ǫ
q1q2
p¯ + Pp¯ − 2Ω1,q1q2ǫq1q2 p¯ +G11¯p¯ − 2iF−+11¯p¯
+ 2Ωq,
q
p¯ + 2Ωp¯,−+ − 6iF−+p¯qq − 2Ωq1,q21ǫq1q2 p¯ + 4Ω1,1¯p¯ , (B.118)
G1¯q1q2ǫ
q1q2
p¯ = −2g2f−2Ω−,p¯− + if−1(−2gΩp¯,1¯− − 2gΩ−,1¯p¯ + 4igF−1p¯qq + gΩ−,q1q2ǫq1q2 p¯
− 2gΩp¯,1− + 2gΩq1,q2−ǫq1q2 p¯ − 4igF−11¯q1q2ǫq1q2 p¯ + 4iDp¯f − 4gΩ1¯,p¯− − 8igF−1¯p¯qq)
− 2Ωp¯,−+ − 2iF−+1q1q2ǫq1q2 p¯ + 4Ω1¯,1¯p¯ − 2Ω1¯,q1q2ǫq1q2 p¯ + 2iF−+p¯qq
− 2Ωq,qp¯ + 2Ωq1,q21ǫq1q2 p¯ + Pp¯ +G11¯p¯ + 6iF−+11¯p¯ − 4iF−+1¯q1q2ǫq1q2 p¯ . (B.119)
In addition, we have the G-independent constraints
1
2
gf−1(2igF−1¯p¯q
q + gΩ1¯,p¯− + gΩp¯,1¯− − iDp¯f)
+
i
2
(Dp¯g + gΩp¯,q
q + gΩ1¯,1¯p¯ − gΩ1¯,q1q2ǫq1q2 p¯ + gΩ1¯,p¯1 − gΩp¯,−+)
+f(−1
2
Ω1¯,p¯+ +
1
2
Ωp¯,+1¯ − iF+11¯q1q2ǫq1q2 p¯) = 0 , (B.120)
1
2
gf−1(−2gΩp¯,1− + gΩq1,q2−ǫq1q2 p¯ + 2iDp¯f + 2igF−1p¯qq − 2igF−11¯q1q2ǫq1q2 p¯)
+
i
2
(2igF−+1q1q2ǫ
q1q2
p¯ + 2gΩq,
q
p¯ + 2Dp¯g + 2igF−+1¯q1q2ǫ
q1q2
p¯
−4igF−+11¯p¯ + 2gΩp¯,qq + gΩq1,q21¯ǫq1q2 p¯ − gΩq1,q21ǫq1q2 p¯)
+f(iF+1¯p¯q
q − iF+11¯q1q2ǫq1q2 p¯ + Ωp¯,+1¯ −
1
2
Ωq1,q2+ǫ
q1q2
p¯) = 0 , (B.121)
1
2
gf−1(2igF−11¯q1q2ǫ
q1q2
p¯ + gΩp¯,1− − iDp¯f + gΩ1,p¯−)
+
i
2
(−gΩp¯,−+ + gΩ1,p¯1 + gΩ1,1¯p¯ − gΩ1,q1q2ǫq1q2 p¯ − gΩp¯,qq +Dp¯g)
+f(
1
2
Ωp¯,+1 − 1
2
Ω1,p¯+ − iF+1p¯qq) = 0 , (B.122)
1
2
g2f−1Ω−,p¯− − i
2
(−2iDp¯f + gΩp¯,1− − gΩ−,1¯p¯
+gΩ−,q1q2ǫ
q1q2
p¯ + gΩp¯,1¯− − gΩ−,p¯1)
44
+
i
2
f(−iΩ−,+p¯ + 2F−+p¯qq + 2F−+11¯p¯ + iΩp¯,−+ − 2F−+1q1q2ǫq1q2 p¯) = 0 , (B.123)
ig3f−2Ω−,p¯− +
1
2
gf−1(2gΩp¯,1− + 2gΩp¯,1¯− − 2gΩ−,1¯p¯ + gΩ−,q1q2ǫq1q2 p¯ − 4iDp¯f)
−g(−F−+1q1q2ǫq1q2 p¯ − F−+1¯q1q2ǫq1q2 p¯ + iΩp¯,−+ + iΩ+,p¯− + 2F−+11¯p¯)
+f(−1
2
Ω+,q1q2ǫ
q1q2
p¯ + Ω+,1¯p¯) = 0 , (B.124)
1
2
g4f−3Ω−,p¯− − i
4
g2f−2(2gΩp¯,1− + 2gΩp¯,1¯− − 2gΩ−,1¯p¯ + gΩ−,q1q2ǫq1q2 p¯ − 4iDp¯f)
+
i
2
gf−1(2gF−+p¯q
q − gF−+1q1q2ǫq1q2 p¯ + 2igΩp¯,−+ − 2iDp¯g + gF−+1¯q1q2ǫq1q2 p¯)
− i
4
g(2Ωp¯,+1¯ + Ω+,q1q2ǫ
q1q2
p¯ + 2Ωp¯,+1 + 2Ω+,1p¯) +
1
2
fΩ+,+p¯ = 0 .(B.125)
To proceed, we note that the constraints (B.104), (B.105), (B.106), (B.107), (B.108),
(B.109) and the complex conjugates of (B.120), (B.121), (B.122), (B.123), (B.124),
(B.125) give twelve constraints on the ten types of F -flux term with a single free holomor-
phic index (F−+11¯p, F−+pqq, F−1pqq, F−1¯pqq, F+1pqq, F+1¯pqq, F−+1q¯1q¯2ǫ
q¯1q¯2
p, F−+1¯q¯1q¯2ǫ
q¯1q¯2
p,
F−11¯q¯1q¯2ǫ
q¯1q¯2
p, and F+11¯q¯1q¯2ǫ
q¯1q¯2
p).
These equations do not fix these F -flux terms uniquely: five of the terms remain
arbitrary. So, taking F−+pqq, F+1pqq, F−+1q¯1q¯2ǫ
q¯1q¯2
p, F−+1¯q¯1q¯2ǫ
q¯1q¯2
p, F−11¯q¯1q¯2ǫ
q¯1q¯2
p and
F+11¯q¯1q¯2ǫ
q¯1q¯2
p to be arbitrary, one has
F−1pq
q = −g
4
f−1Ω−,p− − i
2
(Ω1,p− + Ωp,1−)− f
2
g−1(Ωp,q
q + Ω1,q¯1q¯2ǫ
q¯1q¯2
p − Ω1,p1¯ − Ω1,1p)
− i
2
f 2g−2(2iF+11¯q¯1q¯2ǫ
q¯1q¯2
p − Ω1,p+ + Ωp,+1)− f
3
4
g−3Ω+,+p , (B.126)
F−1¯pq
q =
g
2
f−1Ω−,p− + F−11¯q¯1q¯2ǫ
q¯1q¯2
p + i(−Ωp,1− + Ω−,1p − 1
2
Ω−,q¯1q¯2ǫ
q¯1q¯2
p
− 1
2
Ωq¯1,q¯2−ǫ
q¯1q¯2
p) +
f
2
g−1(−2Ω+,p− + 2Ωq¯,q¯p − 2Ωp,qq + Ωq¯1,q¯21ǫq¯1q¯2p
− Ωq¯1,q¯21¯ǫq¯1q¯2p)−
f 2
2
g−2(2F+1pq
q − 2F+11¯q¯1q¯2ǫq¯1q¯2p + i(2Ω+,1p + 2Ωp,+1
− Ω+,q¯1q¯2ǫq¯1q¯2p − Ωq¯1,q¯2+ǫq¯1q¯2p))−
f 3
2
g−3Ω+,+p , (B.127)
F+1¯pq
q =
g3
4
f−3Ω−,p− + f
−2g2(F−11¯q¯1q¯2ǫ
q¯1q¯2
p +
i
2
(Ωp,1¯− + Ω1¯,p−))
− g
2
f−1(Ωp,q
q − Ω1¯,q¯1q¯2ǫq¯1q¯2p + Ω1¯,p1¯ + Ω1¯,1p) +
i
2
(Ωp,+1¯ − Ω1¯,p+)
+
f
4
g−1Ω+,+p , (B.128)
45
F−+11¯p = −g
2
f−1(Ωp,1− − Ω−,p1¯ + Ωp,1¯− − Ω−,1p + Ω−,q¯1q¯2ǫq¯1q¯2p)
+
1
2
Qp − F−+pqq − F−+1¯q¯1q¯2ǫq¯1q¯2p , (B.129)
F−+1q¯1q¯2ǫ
q¯1q¯2
p = −g
2
f−1(2Ω−,p1¯ − Ω−,q¯1q¯2ǫq¯1q¯2p) + F−+1¯q¯1q¯2ǫq¯1q¯2p + 2F−+pqq
+
f
2
g−1(Ω+,q¯1q¯2ǫ
q¯1q¯2
p − 2Ω+,1p) . (B.130)
There are in addition seven F -independent geometric constraints:
Ω−,+p + Ω+,p− = 0 , (B.131)
∂pf =
g2
2
f−1Ω−,p− − f
2
(Ω+,p− + Ωp,−+) (B.132)
∂pg = −f
2
2
g−1Ω+,+p +
g
2
(Ωp,−+ − Ω+,p−) , (B.133)
g2(−Ω−,p1¯ − Ωp,1− + Ω−,1p − Ωp,1¯−)− f 2(Ωp,+1¯ + Ω+,1¯p + Ωp,+1 + Ω+,1p) = 0 , (B.134)
g2(Ω1,p− + Ωp,1−) + f
2(Ωp,+1 − Ω1,p+) = 0 , (B.135)
g2(2Ωp,1− + Ωq¯1,q¯2−ǫ
q¯1q¯2
p − 2Ω−,1p + Ω−,q¯1q¯2ǫq¯1q¯2p)
+f 2(2Ω+,1p − Ω+,q¯1q¯2ǫq¯1q¯2p − Ωq¯1,q¯2+ǫq¯1q¯2p + 2Ωp,+1) = 0 , (B.136)
g2(Ω1¯,p− + Ωp,1¯−) + f
2(Ωp,+1¯ − Ω1¯,p+) = 0 . (B.137)
Next, we shall investigate those equations constraining G and F flux terms with no
free holomorphic index p (or antiholomorphic index p¯). There are 24 such equations:
(B.5), (B.7), (B.8), (B.9), (B.20), (B.23), (B.25), (B.26), (B.36), (B.39), (B.41), (B.42),
(B.44), (B.47), (B.49), (B.50), (B.52), (B.55), (B.57), (B.58) together with the traces
of (B.14), (B.16), (B.29) and (B.35). There are ten such G-flux terms (G−+1, G−+1¯,
G1p
p, G1¯p
p, G−11¯, G+11¯, G234, G2¯3¯4¯, G+pp and G−pp) and ten such F -flux terms (F−+1pp,
F−+1¯p
p, F−11¯p
p, F+11¯p
p, F−1234, F−1¯2¯3¯4¯, F−+234, F−+2¯3¯4¯, F+12¯3¯4¯, F+1¯234). The G-flux terms
are fixed in terms of the F -flux terms and the geometry via
G−+1 = f
−1(−2iD−g + g(iP− + iΩ−,pp − iΩ−,11¯ + iΩ−,−+))
+ 2iF−+1p
p − 4iF−+2¯3¯4¯ − 2Ω−,+1 − P1 , (B.138)
46
G−+1¯ = f
−1(−2iD−g + g(iP− − iΩ−,pp + iΩ−,11¯ + iΩ−,−+))
− 2iF−+1¯pp − 4iF−+234 − 2Ω−,+1¯ − P1¯ , (B.139)
G1p
p = (2iD−g − 4D1f + g(−iP− − iΩ−,pp + iΩ−,11¯ − 8F−1234 − iΩ−,−+ − 4iΩ1,1−))
− 2Ω1,pp − 6iF−+1pp − 2Ω1,−+ + 4iF−+2¯3¯4¯ − 2Ω1,11¯ + 2Ω−,+1 + P1 , (B.140)
G1¯p
p = f−1(−2iD−g + 4D1¯f + g(8F−1¯2¯3¯4¯ + iP− − iΩ−,pp + iΩ−,11¯ + iΩ−,−+
+ 4iΩ1¯,1¯−))− 4iF−+234 − P1¯ − 6iF−+1¯pp − 2Ω1¯,pp − 2Ω1¯,11¯
+ 2Ω1¯,−+ − 2Ω−,+1¯ , (B.141)
G−11¯ = f
−1(4D−f + 4igΩ−,1¯−) + g
−1(4D−g + 2iD1f + g(8iF−1¯2¯3¯4¯ + 6iF−11¯p
p
− 4Ω−,pp − 2Ω1,1− + 4iF−1234 + P− + 2Ωp¯,p¯−)) + fg−1(iΩ1,−+ + iP1
+ 8F−+2¯3¯4¯ + iΩ1,11¯ + iΩ1,p
p − 4iΩ−,+1 − 4F−+1pp
− 2iΩp¯,p¯1 − iΩp¯1,p¯2p¯3ǫp¯1p¯2p¯3) , (B.142)
G+11¯ = −2ig2f−3(iD−f − gΩ−,1¯−)− igf−2(−4iD−g + 2D1f + g(−iΩ−,11¯
+ 2iΩ1,1− + 3iΩ−,−+ − 2iΩpp− + 4F−1234 − 4F−1¯2¯3¯4¯ − iΩ−,pp − 3iP−))
+ igf−1(−Ω1,−+ − P1 + 4iF−+2¯3¯4¯ − Ω1,11¯ + 4iF−+234 − Ω1,pp + 2Ω−,+1¯
+ 2Ωp,
p
1¯ + Ωp1,p2p3ǫ
p1p2p3 + 2Ω−,+1 − 4iF−+1pp) + ig−1(2iD+g + g(4F+1¯234
+ 2F+11¯p
p + iΩ+,p
p − 2iP+ − iΩ+,11¯ − iΩ+,−+)) + 2ifg−1Ω+,+1¯ , (B.143)
G234 = 2igf
−2(D−f + igΩ−,1¯−) + f
−1(−2iD−g + g(−4F−1¯2¯3¯4¯ − 2iΩ−,pp
+ 2iΩ−,−+ − 2iΩpp−))− Ωp1,p2p3ǫp1p2p3 − 2Ωp,p1¯
− 2Ω−,+1¯ − 4iF−+234 , (B.144)
G2¯3¯4¯ = −2igf−2(D−f + igΩ−,1¯−) + f−1(−2iD−g + g(4F−1¯2¯3¯4¯ + 4F−11¯pp
+ 2iΩ−,p
p − 2iΩp¯,p¯−))− 4iF−+2¯3¯4¯ − 2Ωp¯,p¯1
− Ωp¯1,p¯2p¯3ǫp¯1p¯2p¯3 − 2Ω−,+1 , (B.145)
G+p
p = −2ig2f−3(iD−f − gΩ−,1¯−)− igf−2(−4iD−g + 2D1f + g(−iΩ−,11¯
+ 2iΩ1,1− + 3iΩ−,−+ − 2iΩpp− + 4F−1234 − 4F−1¯2¯3¯4¯ − iΩ−,pp − 3iP−))
+ igf−1(−Ω1,−+ − P1 + 4iF−+2¯3¯4¯ − Ω1,11¯ + 4iF−+234 − Ω1,pp + 2Ω−,+1¯
+ 2Ωp,
p
1¯ + Ωp1,p2p3ǫ
p1p2p3 + 2Ω−,+1 − 4iF−+1pp)− ig−1(2iD+g + g(−iΩ+,11¯
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+ iΩ+,p
p + 4F+1¯234 − iΩ+,−+ + 2F+11¯pp + 2iP+))− 2ifg−1Ω+,+1¯ , (B.146)
G−p
p = −g−1(2iD1f + 4D−g + g(−2Ω−,pp − 2Ω−,−+ + 2Ω−,11¯ − 2Ω1,1−
+ 4iF−1234 + 2iF−11¯p
p + P− + 2Ωp¯,
p¯
−)) + fg
−1(iΩ1,−+ + iP1
+ 8F−+2¯3¯4¯ + iΩ1,11¯ + iΩ1,p
p − 4iΩ−,+1 − 4F−+1pp
− 2iΩp¯,p¯1 − iΩp¯1,p¯2p¯3ǫp¯1p¯2p¯3) . (B.147)
There are also fourteen G-independent constraints
iD+g + g(F+11¯p
p − i
2
Ω+,−+ + F+12¯3¯4¯ + F+1¯234) +
f
2
(Ω+,+1 + Ω+,+1¯) = 0 , (B.148)
2iD−f − g(Ω−,1− + Ω−,1¯−) + f(−2F−11¯pp − 2F−1234 + iΩ−,−+ − 2F−1¯2¯3¯4¯) = 0 ,(B.149)
D−g − g
2
Ω−,−+ + fg
−1(−D+f − ig
2
(Ω+,1− + Ω+,1¯−
+Ω−,+1 + Ω−,+1¯))− f
2
2
g−1Ω+,−+ = 0 , (B.150)
− iD+f + 2D1g + g(−Ω1,−+ + Ω+,1− + 2iF−+1pp − 4iF−+234)
+g−1(iD+g + g(iΩ1,1¯+ + iΩ1,1+ − iΩ+,−+ − iΩ+,pp)) + f 2g−1Ω+,+1 = 0 , (B.151)
−D+f − 2iD1¯g + g(−4F−+2¯3¯4¯ − 2F−+1¯pp − iΩ+,1¯− + iΩ1¯,−+)
+ifg−1(D+g + g(Ω1¯,1¯+ + Ω+,p
p − Ω+,−+ + Ω1¯,1+)) + f 2g−1Ω+,+1¯ = 0 , (B.152)
iD−f − gΩ−,1− + fg−1(−iD−g + 2D1f + g(iΩ1,1¯− + iΩ1,1− + iΩ−,pp
+iΩ−,−+)) + f
2g−1(2iF−+1p
p − 4iF−+2¯3¯4¯ + Ω1,−+ − Ω−,+1) = 0 , (B.153)
iD−f − gΩ−,1¯− + ifg−1(−D−g − 2iD1¯f + g(Ω1¯,1¯− + Ω−,−+ − Ω−,pp
+Ω1¯,1−))− if 2g−1(2F−+1¯pp + iΩ1¯,−+ + 4F−+234 − iΩ−,+1¯) = 0 , (B.154)
− i
2
D1¯f + g(
1
2
Ω1¯,1¯− − iF−1¯2¯3¯4¯) + i
2
fg−1(D1¯g + g(Ω1¯,p
p − Ω1¯,−+))
−f 2g−1(1
2
Ω1¯,1¯+ + iF+1¯234) = 0 , (B.155)
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− i
2
D1f + g(
1
2
Ω1,1− − F−1234) + i
2
fg−1(D1g − g(Ω1,pp + Ω1,−+))
−f 2g−1(1
2
Ω1,1+ + iF+12¯3¯4¯) = 0 , (B.156)
2D1¯f − 8iD−g + 2D1f + g(2iΩ1¯,1¯− − 2iΩpp− + 4F−11¯pp + 2iΩ1,1− + 4F−1¯2¯3¯4¯
−2iP− + 4iΩ−,−+ + 4F−1234 − 2iΩp¯,p¯−) + f(4iF−+1pp + P1¯ − 4Ω−,+1¯ + Ω1,11¯
+Ω1,−+ − 2Ωp,p1¯ − Ωp1,p2p3ǫp1p2p3 − Ωp¯1,p¯2p¯3ǫp¯1p¯2p¯3 − 8iF−+2¯3¯4¯ − 4Ω−,+1 + P1
+Ω1,p
p − Ω1¯,pp − Ω1¯,11¯ + Ω1¯,−+ − 8iF−+234 − 4iF−+1¯pp − 2Ωp¯,p¯1) = 0 , (B.157)
f 2P+ − g2P− = 0 , (B.158)
i
2
g2f−2(iD−f − gΩ−,1¯−) + i
4
g2f−1(−2iΩpp− + iΩ−,−+ + iΩ−,11¯
−4F−1¯2¯3¯4¯ + iP− − 3iΩ−,pp) + i
2
g(−Ωp1,p2p3ǫp1p2p3 − 2iF−+234 + Ωp,p1
−Ω−,+1¯ + 2iF−+2¯3¯4¯ − Ωp,p1¯ + Ω−,+1) +
i
4
fg−1(2iD+g + g(−iΩ+,11¯
+2iΩp,
p
+ − iP+ + iΩ+,pp − iΩ+,−+ + 4F+11¯pp + 4F+1¯234) + i
2
f 2g−1Ω+,+1¯ = 0 ,(B.159)
− i
2
g2f−1(iΩp
p
− − 2F−11¯pp + iΩp¯,p¯−)−
i
2
g(Ωp,
p
1¯ + Ωp¯,
p¯
1 + Ωp1,p2p3ǫ
p1p2p3
+Ωp¯1,p¯2p¯3ǫ
p¯1p¯2p¯3 − Ωp,p1 − Ωp¯,p¯1¯) + i
2
f(2F+11¯p
p + iΩp,
p
+ + iΩp¯,
p¯
+) = 0 , (B.160)
f−1(−D−g + 1
2
g(Ω−,11¯ − Ω−,pp + Ω−,−+ + P−)) + g−1(D+f + g(iΩ+,1¯−
−2F−+234 + 2F−+2¯3¯4¯ + iΩ−,+1¯)) + 1
1
fg−1(−Ω+,11¯ + Ω+,−+ − Ω+,pp − P+) = 0.(B.161)
There are ten real degrees of freedom in the F -flux terms which appear in (B.148)-
(B.161), but only eight of them are fixed by these equations. In particular, taking the
real parts of F−+234 and F+12¯3¯4¯ to be arbitrary we find that:
F−+1p
p = f−1(
1
2
∂−g + g(−1
4
Ω−,p
p +
1
4
Ω−,11¯ −
1
4
Ω−,−+)
+
1
2
Q1 − 1
4
fg−1(−Ω+,pp + Ω+,11¯ + 2Ω1,1+ + 2Ω1,1¯+)
+ (F−+234 + F−+2¯3¯4¯) , (B.162)
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F−11¯p
p = −1
4
gf−1(Ω−,1− + Ω−,1¯−) +
1
2
Q−
+
1
4
fg−1(Ω+,1− + Ω+,1¯− + Ω−,+1 + Ω−,+1¯ + 2Ω1,p
p − 2Ω1¯,pp)
+
1
4
f 3g−3(Ω+,+1 + Ω+,+1¯) + f
2g−2(F+12¯3¯4¯ + F+1¯234) , (B.163)
F+11¯p
p = −1
2
Q+ − 1
2
fg−1(Ω+,+1 + Ω+,+1¯)− (F+12¯3¯4¯ + F+1¯234) , (B.164)
F−1234 =
1
16
gf−1(Ω−,1¯− − 5Ω−,1−)− 1
16
fg−1(−2Ωp¯,p¯1¯ + 6Ω1,pp + 7Ω−,+1 − 3Ω−,+1¯
+ Ω+,1¯− − 2Ω1¯,pp + 2Ωp,p1 + 3Ω+,1− + 2Ωp¯,p¯1 − 2Ωp,p1¯ − 2Ωp1,p2p3ǫp1p2p3
+ 2Ωp¯1,p¯2p¯3ǫ
p¯1p¯2p¯3)− 1
16
f 3g−3(Ω+,+1 + 3Ω+,+1¯)
− 1
2
f 2g−2(F+12¯3¯4¯ + F+1¯234) , (B.165)
1
2
(F−+234 − F−+2¯3¯4¯) = −
1
8
gf−1(Ω−,p
p − Ω−,11¯)−
1
8
fg−1(Ω+,p
p + Ω+,11¯) ,(B.166)
1
2
(F+12¯3¯4¯ − F+1¯234) = − 1
16
g3f−3(Ω−,1¯− − Ω−,1−) + 1
16
f−1g(−2Ωp¯,p¯1¯ + 2Ωp,p1
+ 2Ωp¯,
p¯
1 − 2Ωp,p1¯ + 2Ωp¯1,p¯2p¯3ǫp¯1p¯2p¯3 − 2Ωp1,p2p3ǫp1p2p3
+ Ω+,1¯− − Ω+,1− + 3Ω−,+1 − 3Ω−,+1¯ − 2Ω1,pp − 2Ω1¯,pp)
+
3
16
fg−1(Ω+,+1¯ − Ω+,+1) , (B.167)
We also obtain the following constraints on the PM terms
f 2P+ − g2P− = 0 , (B.168)
P− =
i
4
gf−1(Ω−,1− + Ω−,1¯−) + g
−1(−2∂−g + g(Ω−,−+ + Ω−,pp − Ωp¯,p¯− + iQ−))
+
1
4
fg−1(−2iP1 − 2iP1¯ + 2Q1 + 2Q1¯ + 2iΩ1¯,11¯ + iΩ−,+1¯ − 5iΩ+,1¯− + 2iΩp¯,p¯1¯
+ 2iΩp,
p
1¯ + 3iΩ+,1− − 2iΩ1,11¯ + 2iΩp,p1 + 2iΩp¯,p¯1 + 9iΩ−,+1)
− f 2g−2(Ω1¯,1+ + Ω+,pp + Ω1,1¯+ + Ωp,p+)− i
4
f 3g−3(Ω+,+1 + Ω+,+1¯) , (B.169)
together with the geometric constraints
g2Ω1,1− − f 2Ω1,1+ = 0 , (B.170)
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f 2(Ω+,p
p + Ωp,
p
+)− g2(Ωpp− + Ω−,pp) = 0 , (B.171)
f 2(Ω1,1¯+ + Ω+,11¯)− g2(Ω1,1¯− + Ω−,11¯) = 0 , (B.172)
1
2
g2f−2(Ω−,1− + Ω−,1¯−) + Ωp,
p
1¯ + Ωp¯,
p¯
1 + Ωp1,p2p3ǫ
p1p2p3 + Ωp¯1,p¯2p¯3ǫ
p¯1p¯2p¯3
−Ωp,p1 − Ωp¯,p¯1¯ + Ω1¯,pp − Ω1,pp +
1
2
(Ω−,+1¯ + Ω−,+1 + Ω+,1− + Ω+,1¯−)
+
1
2
f 2g−2(Ω+,+1 + Ω+,+1¯) = 0 , (B.173)
∂+f = −1
2
gf−1(−2∂−g + gΩ−,−+)− 1
2
fΩ+,−+ , (B.174)
∂−f = −1
2
Ω−,−+f , (B.175)
∂1f =
1
2
g2f−1Ω−,1− +
1
2
f(Ω−,+1 − Ω1,−+) , (B.176)
∂+g =
1
2
Ω+,−+g , (B.177)
∂1g = −1
2
g(Ω+,1− − Ω1,−+)− 1
2
f 2g−1Ω+,+1 , (B.178)
f 2Q+ − g2Q− = 2fg(Ω+,1− + Ω−,+1) , (B.179)
This completes our analysis. The conditions on the geometry are summarized in
section two.
C Killing spinor equations for maximally supersym-
metric Spin(7)⋉ R8-backgrounds
C.1 A linear system
In this appendix, we give the details of the derivation of the conditions on the geometry
and the fluxes implied by the Killing spinor equations for maximally supersymmetric
Spin(7) ⋉ R8-backgrounds. These conditions have already been summarized in section
four. The linear system derived from the Killing spinor equations of IIB supergravity
associated with the maximally supersymmetric Spin(7)⋉ R8-backgrounds can be easily
derived using the results of [4], (3.7) and the properties of the spinors in appendix A. In
fact, one can easily derive the conditions below from the results of [4] without any further
computation. We can simplify this linear system by using the self-duality condition of
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the five-form field strength FM1...M5 = − 15!ǫM1...M5N1...N5FN1...N5 . This condition written
in SU(5) representations relates the components of F as
Fα1α2α3α4β¯ = −
1
6
ǫα1α2α3α4ǫβ¯
γ1γ2γ3F−+γ1γ2γ3 ,
Fα1α2α3β¯1β¯2 = −
1
2
ǫα1α2α3
γ¯1ǫβ¯1β¯2
γ2γ3F−+γ¯1γ2γ3 ,
F+α1α2α3α4 = 0 ,
F+α1α2α3β¯ = −
1
6
ǫβ¯
β1β2β3ǫα1α2α3
γ¯F+β1β2β3γ¯ ,
F+β¯1β¯2α1α2 = −
1
4
ǫβ¯1β¯2
δ1δ2ǫα1α2
γ¯1γ¯2F+γ¯1γ¯2δ1δ2 ,
F−α1α2α3α4 =
1
4!
ǫα1α2α3α4ǫ
β1β2β3β4F−β1β2β3β4 ,
F−α1α2α3β¯ =
1
6
ǫβ¯
β1β2β3ǫα1α2α3
γ¯F−β1β2β3γ¯ ,
F−β¯1β¯2α1α2 =
1
4
ǫβ¯1β¯2
δ1δ2ǫα1α2
γ¯1γ¯2F−γ¯1γ¯2δ1δ2 , (C.1)
where α, β, γ = 1, . . . , 5 and ǫ is the standard SU(5)-invariant (5,0)-form. The above
relations imply the following conditions
Fα1α2α3δ
δ = F−+α1α2α3 ,
Fα1α2β¯δ
δ = −F−+α1α2β¯ − 2gβ¯[α1Fα2]−+δδ ,
Fαβ
β
γ
γ = 2F−+αδ
δ ,
F+αβδ
δ = 0 ,
F+α1α2α3[β¯ǫγ¯]
α1α2α3 = 0 ,
F+α
α
β
β = 0 . (C.2)
As the self-duality conditions above and the case of backgrounds with one Spin(7)⋉
R
8-invariant spinor investigated in [4], the linear system is written after decomposing the
fluxes and geometry in SU(5) representation. We shall demonstrate that the solution
of the linear system can be rewritten in terms of Spin(7) ⋉ R8 representations as one
may have been expected because the structure group of the spacetime reduces from
Spin(9, 1)× U(1) to Spin(7)⋉ R8. The algebraic Killing spinor equations give
Pα¯ = 0 , G−+α¯ +Gα¯β
β +
1
3
ǫα¯
β1β2β3Gβ1β2β3 = 0 , (C.3)
Pα = 0 , G−+α −Gαββ + 1
3
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3 = 0 , (C.4)
P+ = 0 , G+α
α = 0 , (C.5)
and
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G+α¯β¯ −
1
2
ǫα¯β¯
γδG+γδ = 0 . (C.6)
Next we turn into the Killing spinor equation associated with the supercovariant
derivative (2.1). In particular the conditions arise from the Dα component of the super-
covariant derivative are
1
2
[(f−1Dαf)11 + (f
−1Dαf)22 + i(f
−1Dαf)12 − i(f−1Dαf)21] + 1
2
Ωα,β
β
+
1
2
Ωα,−+ + iFα−+β
β = 0 ,
(C.7)
(f−1Dαf)11 − (f−1Dαf)22 + i(f−1Dαf)12 + i(f−1Dαf)21
+
1
2
Gαβ
β +
1
2
Gα−+ = 0 , (C.8)
Ωα,β¯1β¯2 + 2iFα−+β¯1β¯2 − 2iδα[β¯1Fβ¯2]−+δδ −
1
2
Ωα,γ1γ2ǫ
γ1γ2
β¯1β¯2 = 0 ,
(C.9)
Gαβ¯1β¯2 −
1
2
Gαγ1γ2ǫ
γ1γ2
β¯1β¯2 = 0 , (C.10)
1
2
[(f−1Dαf)11 + (f
−1Dαf)22 + i(f
−1Dαf)12 − i(f−1Dαf)21]
−1
2
Ωα,β
β +
1
2
Ωα,−+ − i
3
ǫα
β¯1β¯2β¯3F−+β¯1β¯2β¯3 = 0 , (C.11)
(f−1Dαf)11 − (f−1Dαf)22 + i(f−1Dαf)12 + i(f−1Dαf)21
−1
2
Gαβ
β +
1
2
Gα−+ = 0 , (C.12)
Ωα,+β¯ + iFα+β¯γ
γ = 0 , (C.13)
Gα+β¯ = 0 , (C.14)
iFα+β¯1β¯2β¯3 +
1
2
Ωα,+γǫ
γ
β¯1β¯2β¯3
= 0 (C.15)
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and
Gα+γ = 0 . (C.16)
The conditions arise from the Dα¯ component of the supercovariant derivative are
1
2
[(f−1Dα¯f)11 + (f
−1Dα¯f)22 + i(f
−1Dα¯f)12 − i(f−1Dα¯f)21]
+
1
2
Ωα¯,β
β +
1
2
Ωα¯,−+ − i
3
ǫα¯
γ1γ2γ3F−+γ1γ2γ3 = 0 , (C.17)
(f−1Dα¯f)11 − (f−1Dα¯f)22 + i(f−1Dα¯f)12 + i(f−1Dα¯f)21
+
1
2
Gα¯β
β +
1
2
Gα¯−+ = 0 , (C.18)
Ωα¯,β¯1β¯2 − [
1
2
Ωα¯,γ1γ2 + iFα¯−+γ1γ2 + iδα¯[γ1Fγ2]−+δ
δ]ǫγ1γ2 β¯1β¯2 = 0 , (C.19)
Gα¯β¯1β¯2 −
1
2
Gα¯γ1γ2ǫ
γ1γ2
β¯1β¯2 = 0 , (C.20)
1
2
[(f−1Dα¯f)11 + (f
−1Dα¯f)22 + i(f
−1Dα¯f)12 − i(f−1Dα¯f)21]
−1
2
Ωα¯,γ
γ +
1
2
Ωα¯,−+ − iFα¯−+γγ = 0 , (C.21)
(f−1Dα¯f)11 − (f−1Dα¯f)22 + i(f−1Dα¯f)12 + i(f−1Dα¯f)21
−1
2
Gα¯γ
γ +
1
2
Gα¯−+ = 0 , (C.22)
Ωα¯,+β¯ −
i
3
Fα¯+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (C.23)
Gα¯+β¯ = 0 , (C.24)
and
Ωα¯,+γ − iFα¯+γδδ = 0 . (C.25)
Similarly, the conditions arise from the D− component of the supercovariant deriva-
tive are
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12
[(f−1D−f)11 + (f
−1D−f)22 + i(f
−1D−f)12 − i(f−1D−f)21]
+
1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ +
i
12
F−γ1γ2γ3γ4ǫ
γ1γ2γ3γ4 = 0 , (C.26)
(f−1D−f)11 − (f−1D−f)22 + i(f−1D−f)12 + i(f−1Dα¯f)21 + 1
2
G−γ
γ = 0 , (C.27)
Ω−,β¯1β¯2 + iF−β¯1β¯2γ
γ − [1
2
Ω−,γ1γ2 −
i
2
F−γ1γ2δ
δ]ǫγ1γ2 β¯1β¯2 = 0 , (C.28)
G−β¯1β¯2 −
1
2
G−γ1γ2ǫ
γ1γ2
β¯1β¯2 = 0 , (C.29)
1
2
[(f−1D−f)11 + (f
−1D−f)22 + i(f
−1D−f)12 − i(f−1D−f)21]
−1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ +
i
12
F−β¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0 , (C.30)
(f−1D−f)11 − (f−1D−f)22 + i(f−1D−f)12 + i(f−1Dα¯f)21 − 1
2
G−γ
γ = 0 , (C.31)
1
2
Ω−,+β¯ +
i
2
F−+β¯γ
γ − i
6
F−+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (C.32)
G−+β¯ = 0 , (C.33)
iF−+β¯1β¯2β¯3 + [
1
2
Ω−,+γ − i
2
F−+γδ
δ]ǫγ β¯1β¯2β¯3 = 0 , (C.34)
and
G−+γ = 0 . (C.35)
Finally, the conditions arise from the D+ component of the supercovariant derivative
are
1
2
[(f−1D+f)11 + (f
−1D+f)22 + i(f
−1D+f)12 − i(f−1D+f)21]
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+
1
2
Ω+,γ
γ +
1
2
Ω+,−+ = 0 , (C.36)
(f−1D+f)11 − (f−1D+f)22 + i(f−1D+f)12 + i(f−1Dα¯f)21 + 1
2
G+γ
γ = 0 , (C.37)
Ω+,β¯1β¯2 −
1
2
Ω+,γ1γ2ǫ
γ1γ2
β¯1β¯2
= 0 , (C.38)
1
2
[(f−1D+f)11 + (f
−1D+f)22 + i(f
−1D+f)12 − i(f−1D+f)21]
−1
2
Ω+,γ
γ +
1
2
Ω+,−+ = 0 , (C.39)
(f−1D+f)11 − (f−1D+f)22 + i(f−1D+f)12 + i(f−1Dα¯f)21 − 1
2
G+γ
γ = 0 , (C.40)
and
Ω+,+α = Ω+,+α¯ = 0 . (C.41)
The above equations are all the restrictions that the Killing spinor equations put on
the fluxes and geometry of maximally supersymmetric Spin(7) ⋉ R8-backgrounds. As
we shall see, the linear system can be easily solved to express some of the fluxes in terms
of the geometry of spacetime.
C.2 The solution of the linear system
The solution of the linear system given in the previous section is straightforward, so we
shall not elaborate. Since the linear system factorizes in equations for G,P and Ω, F we
shall solve the two sets of equations separately.
It is straightforward to observe that the equations for P,G imply that all the com-
ponents of P and G vanish apart from P− and G−αβ¯, G−αβ and G−α¯β¯ which in addition
satisfy the relations
G−α
α = 0 , G−α¯β¯ −
1
2
ǫα¯β¯
γδG−γδ . (C.42)
The component P− is unconstrained. The conditions on G imply that G−AB takes values
in the Lie algebra spin(7)⊗C. In addition to these conditions on the fluxes, the functions
that determine the spinors are constrained as
(f−1∂Af)11 − (f−1∂Af)22 = (f−1∂Af)12 + (f−1∂Af)21 = 0 , A = −,+, α, α¯ (C.43)
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To solve of remaining equations of the linear system we first consider the equations
derived from D+ component of the supercovariant connection. After some straightfor-
ward analysis, we find that these imply
Ω+,+α = 0 , Ω+,α
α = 0 ,
Ω+,α¯β¯ −
1
2
ǫα¯β¯
γδΩ+,γδ = 0
(f−1∂+f)11 + (f
−1∂+f)22 + Ω+,−+ = 0
(f−1∂+f)12 − (f−1∂+f)21 −Q+ = 0 . (C.44)
Next we turn to the conditions derived from D− component of the supercovariant con-
nection and after a similar analysis, we find that
Ω−,+α = 0 , Ω−,α
α = 0 ,
Ω−,αβ − 1
2
ǫαβ
γ¯δ¯Ω−,γ¯δ¯ = 0
F−+α¯δ
δ − 1
3
F−+γ1γ2γ3ǫ
γ1γ2γ3
α¯ = 0
F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4 − F−α1α2α3α4ǫα1α2α3α4 = 0 ,
F−α1α2δ
δ +
1
2
ǫα1α2
β¯1β¯2F−β¯1β¯2δ
δ = 0 ,
(f−1∂−f)11 + (f
−1∂−f)22 + Ω−,−+ = 0
(f−1∂−f)12 − (f−1∂−f)21 −Q− + 1
2
F−γ
γ
δ
δ +
1
6
F−α1α2α3α4ǫ
α1α2α3α4 = 0 . (C.45)
Similarly, we investigate the conditions that arise from the Dα and Dα¯ components of
the supercovariant derivative. We find that
Ωα¯,+β = 0 , Ωα,+β = 0
F+α¯β1β2β3 = 0 , F+αβ¯1β¯2β¯3 = 0 , F−+β1β2α¯ = 0 ,
Ωα¯,β1β2 −
1
2
ǫβ1β2
γ¯1γ¯2Ωα¯,γ¯1γ¯2 = 0
Fα¯β1β2β3β4 = 0 , F−+β1β2β3 = 0 , F+αβ¯δ
δ = 0 ,
Ωα,β
β = 0
(f−1∂αf)11 + (f
−1∂αf)22 + Ωα,−+ = 0
(f−1∂αf)12 − (f−1∂αf)21 −Qα = 0 . (C.46)
The conditions on the geometry and the fluxes are summarized in section four. In the
same section, the geometry of the spacetime of maximally supersymmetric Spin(7)⋉R8-
backgrounds is also investigated.
D Maximally supersymmetric SU(4)⋉R8-backgrounds
D.1 A linear system
In this appendix, we give the details of the derivation of the conditions on the geometry
and the fluxes implied by the Killing spinor equations for maximally supersymmetric
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SU(4) ⋉ R8-backgrounds. These conditions have already been summarized in section
five. The linear system can be easily derived using (3.10), the results of [4] and appendix
A. In particular, the algebraic part of the Killing spinor equations in (3.10) can be
rewritten as
PAΓ
A1 = 0, PAΓ
Ae1234 = 0 (D.1)
and
GA1A2A3Γ
A1A2A31 = 0, GA1A2A3Γ
A1A2A3e1234 = 0 . (D.2)
To investigate the rest of the Killing spinor equations, it is most convenient to define
the one-forms
X1 =
1
2
[(f−1Df)11 + (f
−1Df)33 + i(f
−1Df)13 − i(f−1Df)31] ,
X2 =
1
2
[(f−1Df)12 + (f
−1Df)34 + i(f
−1Df)14 − i(f−1Df)32] ,
X3 =
1
2
[(f−1Df)21 + (f
−1Df)43 + i(f
−1Df)23 − i(f−1Df)41] ,
X4 =
1
2
[(f−1Df)22 + (f
−1Df)44 + i(f
−1Df)24 − i(f−1Df)42] ,
X5 = (f−1Df)11 − (f−1Df)33 + i(f−1Df)13 + i(f−1Df)31 ,
X6 = (f−1Df)12 − (f−1Df)34 + i(f−1Df)14 + i(f−1Df)32 ,
X7 = (f−1Df)21 − (f−1Df)43 + i(f−1Df)23 + i(f−1Df)41 ,
X8 = (f−1Df)22 − (f−1Df)44 + i(f−1Df)24 + i(f−1Df)42 , (D.3)
which are constructed by taking the D derivative on the functions f .
The remaining equations of (3.10) can be rewritten as
1
2
(X1 −X4 + iX3 + iX2)M 1 + 1
2
(X1 +X4 + iX3 − iX2)M e1234
+
1
4
ΩMABΓ
AB e1234 +
i
48
ΓB1B2B3B4FMB1B2B3B4 e1234 = 0 ,
1
2
(X5 −X8 + iX7 + iX6)M 1 + 1
2
(X5 +X8 + iX7 − iX6)M e1234
+
1
4
GMABΓ
AB e1234 = 0 , (D.4)
and
1
2
(X1 −X4 − iX2 − iX3)M e1234 + 1
2
(X1 +X4 + iX2 − iX3)M 1
+
1
4
ΩMABΓ
AB 1 +
i
48
ΓB1B2B3B4FMB1B2B3B4 1 = 0 ,
1
2
(X5 −X8 − iX6 − iX7)M e1234 + 1
2
(X5 +X8 + iX6 − iX7) 1
+
1
4
GMABΓ
AB 1 = 0 . (D.5)
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Rewriting the equations in this way allows for an extremely simple comparison with
the Killing spinor equations evaluated on pure spinors, which have been already been
computed in [4]. However, one must be careful to include the X-terms which are not
present in the pure spinor case.
D.2 The solution of the linear system
The solution of the algebraic Killing spinor equations, (D.1), is
P+ = 0, Pα = 0, Pα¯ = 0 (D.6)
and P− is unconstrained. From (D.2), we also find that
G+α
α = 0 ,
G+αβ = 0 ,
G+α¯β¯ = 0 ,
Gα1α2α3 = 0 ,
Gα¯1α¯2α¯3 = 0 ,
G−+α −Gαββ = 0 ,
G−+α¯ +Gα¯β
β = 0 . (D.7)
Next consider the G dependent parts of (D.4) and (D.4). In particular, the α com-
ponents of these equations imply the conditions
(X5 −X8 + iX7 + iX6)α = 0 ,
Gα1α2α3 = 0 ,
(X5 +X8 + iX7 − iX6)α −Gαββ +G−+α = 0 ,
G+αβ = 0 ,
(X5 +X8 + iX6 − iX7)α +Gαββ +G−+α = 0 ,
Gαβ¯1β¯2 = 0 ,
(X5 −X8 − iX6 − iX7)α = 0 ,
G+αβ¯ = 0 . (D.8)
Similarly, for the α¯ components, we find
(X5 −X8 + iX7 + iX6)α¯ = 0 ,
Gα¯β1β2 = 0 ,
(X5 +X8 + iX7 − iX6)α¯ −Gα¯ββ +G−+α¯ = 0 ,
G+α¯β = 0 ,
(X5 +X8 + iX6 − iX7)α¯ +Gα¯ββ +G−+α¯ = 0 ,
Gα¯1α¯2α¯3 = 0 ,
(X5 −X8 − iX6 − iX7)α¯ = 0 ,
G+α¯1α¯2 = 0 . (D.9)
The − components, we find the conditions
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(X5 −X8 + iX7 + iX6)− = 0 ,
G−γ1γ2 = 0 ,
(X5 +X8 + iX7 − iX6)− −G−ββ = 0 ,
G−+γ = 0 ,
(X5 +X8 + iX6 − iX7)− +G−ββ = 0 ,
G−α¯1α¯2 = 0 ,
(X5 −X8 − iX6 − iX7)− = 0 ,
G−+γ¯ = 0 , (D.10)
and from the + components, we obtain
(X5 −X8 + iX7 + iX6)+ = 0 ,
G+α¯1α¯2 = 0 ,
(X5 +X8 + iX7 − iX6)+ −G+ββ = 0 ,
(X5 +X8 + iX6 − iX7)+ +G+ββ = 0 ,
G+α¯1α¯2 = 0 ,
(X5 −X8 − iX6 − iX7)+ = 0 . (D.11)
Combining these equations with (D.7), we see that all components of G vanish, except
for G−αβ¯ , the trace satisfies
G−β
β = 2i((f−1∂−f)21 − (f−1∂−f)43 + i(f−1∂−f)23 + i(f−1∂−f)41) , (D.12)
and the following conditions on f :
(f−1∂Af)11 = (f
−1∂Af)33 ,
(f−1∂Af)13 + (f
−1∂Af)31 = 0 ,
(f−1∂Af)12 = (f
−1∂Af)34 ,
(f−1∂Af)14 + (f
−1∂Af)32 = 0 ,
(f−1∂Af)21 = (f
−1∂Af)43 ,
(f−1∂Af)23 + (f
−1∂Af)41 = 0 ,
(f−1∂Af)22 = (f
−1∂Af)44 ,
(f−1∂Af)24 + (f
−1∂Af)42 = 0 , (D.13)
for A = +, α, α¯, and
(f−1∂−f)11 = (f
−1∂−f)33 ,
(f−1∂−f)13 + (f
−1∂−f)31 = 0 ,
(f−1∂−f)22 = (f
−1∂−f)44 ,
(f−1∂−f)24 + (f
−1∂−f)42 = 0 ,
(f−1∂−f)12 − (f−1∂−f)34 + (f−1∂−f)21 − (f−1∂−f)43 = 0 ,
(f−1∂−f)14 + (f
−1∂−f)41 + (f
−1∂−f)23 + (f
−1∂−f)32 = 0 . (D.14)
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We next consider the F -dependent parts of the Killing spinor equation. From α
component, we obtain
(X1 −X4 + iX3 + iX2)α = 0 ,
(X1 +X4 + iX3 − iX2)α − Ωα,ββ + Ωα,−+ = 0 ,
Ωα1,α2α3 = 0 ,
Ωα,+β = 0 ,
(X1 +X4 + iX2 − iX3)α + Ωα,ββ + Ωα,−+ + 2F−+αββ = 0 ,
Ωα,β¯1β¯2 + 2iF−+αβ¯1β¯2 − 2iγα[β¯1Fβ¯2]−+γγ = 0 ,
(X1 −X4 − iX2 − iX3)α − 2i
3
ǫα
β¯1β¯2β¯3F−+β¯1β¯2β¯3 = 0 ,
Ωα,+β¯ + iFα+β¯γ
γ = 0
Fα+β¯1β¯2β¯3 = 0 . (D.15)
Similarly, from the α¯ component, we find
(X1 −X4 + iX3 + iX2)α¯ − 2i
3
ǫα¯
β1β2β3F−+β1β2β3 = 0 ,
Ωα¯,β1β2 + 2iF−+α¯β1β2 + 2igα¯[β1Fβ2]−+γ
γ = 0 ,
(X1 +X4 + iX3 − iX2)α¯ − Ωα¯,ββ + Ωα¯,−+ − 2iF−+α¯ββ = 0 ,
Fα¯+β1β2β3 = 0 ,
Ωα¯,+β − iFα¯+βγγ = 0 ,
(X1 +X4 + iX2 − iX3)α¯ + Ωα¯,ββ + Ωα¯,−+ = 0 ,
Ωα¯1,α¯2α¯3 = 0 ,
(X1 −X4 − iX2 − iX3)α¯ = 0 ,
Ωα¯,+β¯ = 0 . (D.16)
Next from the − component, we obtain
(X1 −X4 + iX3 + iX2)− + i
6
F−α1α2α3α4ǫ
α1α2α3α4 = 0 ,
Ω−,β1β2 − iF−β1β2γγ = 0 ,
(X1 +X4 + iX3 − iX2)− − Ω−,ββ + Ω−,−+ + i
2
F−β
β
γ
γ = 0 ,
F−+β1β2β3 = 0 ,
Ω−,+α − iF−+αββ = 0 ,
(X1 +X4 + iX2 − iX3)− + Ω−,ββ + Ω−,−+ + i
2
F−β
β
γ
γ = 0 ,
Ω−,β¯1β¯2 + iF−β¯1β¯2γ
γ = 0 ,
(X1 −X4 − iX2 − iX3)− + i
6
F−β¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0 ,
Ω−,+α¯ + iF−+α¯γ
γ = 0 ,
F−+β¯1β¯2β¯3 = 0 , (D.17)
and from the + component, we find
(X1 −X4 + iX3 + iX2)+ = 0 ,
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Ω+,β1β2 = 0 ,
(X1 +X4 + iX3 − iX2)+ − Ω+,ββ + Ω+,−+ = 0 ,
Ω+,+α = 0 ,
Ω+,+α¯ = 0 ,
(X1 +X4 + iX2 − iX3)+ + Ω+,ββ + Ω+,−+ = 0 ,
Ω+,β¯1β¯2 = 0 ,
(X1 −X4 − iX2 − iX3)+ = 0 . (D.18)
Next we turn our attention to theX-independent parts of the Killing spinor equations
to obtain
F+αβ¯1β¯2β¯3 = 0 ,
F−+β1β2β3 = 0 ,
F−β1β2γ
γ = 0 ,
F+αβ¯γ
γ = 0 ,
F−+αβ¯1β¯2 = 0 , (D.19)
on the flux F , and
Ωα1,α2α3 = 0 ,
Ωα¯,β1β2 = 0 ,
Ωα,+β¯ = 0 ,
Ω−,α1α2 = 0 ,
Ω−,+α = 0 ,
Ω+,β1β2 = 0 ,
Ωα1,+α2 = 0 , (D.20)
on the geometry of spacetime.
Lastly, we consider the remaining equations, together with (D.13) and (D.13). From
the +, α and α¯ components, we find
(f−1∂Af)11 = (f
−1∂Af)22 = (f
−1∂Af)33 = (f
−1∂Af)44 ,
(f−1∂Af)23 = (f
−1∂Af)32 = (f
−1∂Af)24 = (f
−1∂Af)41 = 0 ,
(f−1∂Af)12 = −(f−1∂Af)21 = (f−1∂Af)34 = −(f−1∂Af)43 ,
(f−1∂Af)13 = −(f−1∂Af)31 = (f−1∂Af)24 = −(f−1∂Af)42 , (D.21)
and
(f−1∂Af)11 +
1
2
ΩA,−+ = 0
2(f−1∂Af)13 −QA = 0
2i(f−1∂Af)21 − ΩA,ββ = 0 (D.22)
for A = +, α, α¯. From the − component, we obtain
(f−1∂−f)11 = (f
−1∂−f)22 = (f
−1∂−f)33 = (f
−1∂−f)44 , (D.23)
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and
(f−1∂−f)ij + (f
−1∂−f)ji = 0 , (D.24)
for i, j = 1, 2, 3, 4 and i 6= j, together with the constraints
(f−1∂−f)11 +
1
2
Ω−,−+ = 0
(f−1∂−f)13 + (f
−1∂−f)24 −Q− + 1
2
F−γ
γ
β
β = 0 ,
i((f−1∂−f)21 + (f
−1∂−f)43)− Ω−,ββ = 0 , (D.25)
and
(f−1∂−f)13 − (f−1∂−f)24 + 1
12
(F−α1α2α3α4ǫ
α1α2α3α4
+F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4) = 0 ,
(f−1∂−f)14 − (f−1∂−f)32 − i
12
(F−α1α2α3α4ǫ
α1α2α3α4
−F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4) = 0 . (D.26)
The conditions on the geometry and fluxes derived in this appendix are summarized in
section five. In this section, the geometry of maximally supersymmetric SU(4) ⋉ R8
backgrounds is also investigated.
E Maximally supersymmetric G2-backgrounds
E.1 Simplifying the Linear System
As in the previous cases, in this appendix, we shall give the detail derivation of the
conditions for the fluxes and geometry for maximally supersymmetric G2-backgrounds.
A summary of these conditions has already appeared in section six. In order to find the
solution of the Killing spinor equations of the maximally supersymmetric G2 backgrounds
in the most efficient manner, it is convenient to deal with the Killing spinor equations
given in (3.10) in a particular order. First, from the algebraic Killing spinor equations
PAΓ
Aη1 = 0 , PAΓ
Aη2 = 0 , (E.1)
we find that
P = 0 , (E.2)
i.e. the P flux vanishes and the scalars are constant.
Next consider the algebraic Killing spinor equations involving G. In particular, from
GN1N2N3Γ
N1N2N3η1 = 0 , GN1N2N3Γ
N1N2N3η2 = 0 , (E.3)
we find
G−+p¯ +Gp¯q
q +G11¯p¯ − ǫp¯q1q2G1q1q2 = 0 ,
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G−+1¯ +G1¯q
q + 2G234 = 0
G−+p −Gpqq −G11¯p − ǫpq¯1q¯2G1¯q¯1q¯2 = 0 ,
G−+1 −G1qq + 2G2¯3¯4¯ = 0 ,
G+q
q +G+11¯ = 0 ,
G+p¯q¯ + ǫp¯q¯
rG+r1 = 0 ,
G+1¯p¯ −
1
2
ǫp¯
q1q2G+q1q2 = 0 ,
Gp¯1− − 1
2
ǫq1q2p¯ G−q1q2 = 0 ,
G−q
q −G−11¯ = 0 ,
Gp1¯− − 1
2
ǫp
q¯1q¯2G−q¯1q¯2 = 0 ,
G−+1 −G1qq + 2G234 = 0 ,
G−+1¯ +G1¯q
q + 2G2¯3¯4¯ = 0 ,
Gpq
q −Gp11¯ +G−+p = 0 ,
Gp¯q
q −Gp¯11¯ −G−+p¯ + ǫq1q2p¯ G1¯q1q2 = 0 . (E.4)
These complete the list of conditions on G required by the algebraic Killing spinor
equations.
Next consider the equations
X5Mη1 +X
6
Mη2 +
1
4
ΓN1N2GMN1N2η1 = 0 ,
X7Mη1 +X
8
Mη2 +
1
4
ΓN1N2GMN1N2η2 = 0 , (E.5)
where we have found it useful to use the notation given in (D.3). Contracting with ΓM
and using (E.3), we obtain
X5p = X
5
p¯ = 0 ,
X6p = X
6
p¯ = 0 ,
X7p = X
7
p¯ = 0 ,
X8p = X
8
p¯ = 0 , (E.6)
and
X51 = X
5
1¯ ,
X61 = X
6
1¯ ,
X71 = X
7
1¯ ,
X81 = X
8
1¯ . (E.7)
Hence, from (E.6), we must have
GpN1N2Γ
N1N2η1 = 0 ,
Gp¯N1N2Γ
N1N2η1 = 0 ,
GpN1N2Γ
N1N2η2 = 0 ,
Gp¯N1N2Γ
N1N2η2 = 0 , (E.8)
which imply the conditions
Gpq
q +Gp11¯ +G−+p = 0 ,
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Gp1− = 0 ,
Gpq¯1q¯2 − ǫq¯1q¯2rGp1r = 0 ,
G−pq = 0 ,
Gp1¯q¯ − 1
2
ǫq¯
r1r2Gpr1r2 = 0 ,
G−pq¯ = 0 ,
−Gpqq −Gp11¯ +G−+p = 0 ,
Gp1¯− = 0 ,
G+pq¯ = 0 ,
Gpq¯1 − 1
2
ǫq¯
r1r2Gpr1r2 = 0 ,
Gp+1¯ = 0 ,
−Gp11¯ −G−+p +Gpqq = 0 ,
Gp+1 = 0 ,
−Gpqq +Gp11¯ −G−+p = 0 ,
Gp+q = 0 ,
Gpq¯1q¯2 − ǫq¯1q¯2rGpr1¯ = 0 , (E.9)
and
Gp¯q
q +Gp¯11¯ +G−+p¯ = 0 ,
Gp¯1− = 0 ,
Gp¯q¯1q¯2 − ǫq¯1q¯2rGp¯1r = 0 ,
G−p¯q = 0 ,
Gp¯1¯q¯ −
1
2
ǫq¯
r1r2Gp¯r1r2 = 0 ,
G−p¯q¯ = 0 ,
−Gp¯qq −Gp¯11¯ +G−+p¯ = 0 ,
Gp¯1¯− = 0 ,
G+p¯q¯ = 0 ,
Gp¯q¯1 − 1
2
ǫq¯
r1r2Gp¯r1r2 = 0 ,
Gp¯+1¯ = 0 ,
−Gp¯11¯ −G−+p¯ +Gp¯qq = 0 ,
Gp¯+1 = 0 ,
−Gp¯qq +Gp¯11¯ −G−+p¯ = ,
Gp¯+q = 0 ,
Gp¯q¯1q¯2 − ǫq¯1q¯2rGp¯r1¯ = 0 . (E.10)
Then, taking (E.4) together with (E.9) and (E.10), it is straightforward to show that
all components of G are constrained to vanish, with the exception of G−+1, G−+1¯, G1pq¯,
G1¯pq¯, G234, G2¯3¯4¯ which are related via
G1pq¯ = gpq¯G234 ,
G1¯pq¯ = −gpq¯G234 ,
G234 = G2¯3¯4¯ ,
G−+1 = G234 ,
G−+1¯ = G234 . (E.11)
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These components also vanish. To see this take (E.7), which implies that
(G1N1N2 −G1¯N1N2)ΓN1N2η1 = 0 , (E.12)
which in turn gives
G1q
q = G1¯q
q , (E.13)
and hence all components of G vanish. Then, from the vanishing of X5, X6, X7 and X8,
it follows that f−1Df is constrained via
(f−1∂Mf)11 = (f
−1∂Mf)33 ,
(f−1∂Mf)22 = (f
−1∂Mf)44 ,
(f−1∂Mf)13 + (f
−1∂Mf)31 = 0 ,
(f−1∂Mf)24 + (f
−1∂Mf)42 = 0 ,
(f−1∂Mf)12 = (f
−1∂Mf)34 ,
(f−1∂Mf)14 + (f
−1∂Mf)32 = 0 ,
(f−1∂Mf)21 = (f
−1∂Mf)43 ,
(f−1∂Mf)23 + (f
−1∂Mf)41 = 0 . (E.14)
Next consider the portions of (3.10) which depend on the spin connection and the
flux F . It will turn out to be most convenient to consider first those components which
do not have any dependence on f , i.e. to exclude the 1, e1234, e51 and e5234 components.
Then from the + component, we obtain
Ω+,q¯1q¯2 − ǫq¯1q¯2rΩ+,1r = 0 ,
2iF−+1q¯1q¯2 + ǫq¯1q¯2
r(Ω+,r− − iF−+rss + iF−+11¯r) = 0 ,
−2iF−+1¯q1q2 + ǫq1q2 r¯(−Ω+,r¯− − iF−+r¯ss + iF−+11¯r¯) = 0 ,
Ω+,+p = Ω+,+p¯ = 0 ,
Ω+,p¯1 − iF+1p¯rr − ǫp¯q1q2(1
2
Ω+,q1q2 + iF+11¯q1q2) = 0 ,
−Ω+,p1¯ − iF+1¯prr + ǫpq¯1q¯2(1
2
Ω+,q¯1q¯2 − iF+11¯q¯1q¯2) = 0 . (E.15)
The − component implies that
− Ω−,1r + iF−1rss + 1
2
ǫr
q¯1q¯2(
1
2
Ω−,q¯1q¯2 + iF−11¯q¯1q¯2) = 0 ,
Ω−,1¯r¯ + iF−1¯r¯s
s + ǫr¯
q1q2(−1
2
Ω−,q1q2 + iF−11¯q1q2) = 0 ,
Ω−,−p = Ω−,−p¯ = 0 ,
Ω−,+p¯ + iF−+p¯q
q + iF−+11¯p¯ − iǫp¯q1q2F−+1q1q2 = 0 ,
Ω−,p¯1 − 1
2
ǫp¯
q1q2Ω−,q1q2 = 0 ,
−Ω−,+p + iF−+pss + iF−+11¯p + iǫpq¯1q¯2F−+1¯q¯1q¯2 = 0 ,
Ω−,p1¯ −
1
2
ǫp
q¯1q¯2Ω−,q¯1q¯2 = 0 . (E.16)
The 1 component implies that
Ω1,q¯1q¯2 − Ω1,1ℓǫℓq¯1q¯2 + 2iF−+1q¯1q¯2 = 0 ,
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Ω1,ℓ− − iF−1ℓss = 0 ,
Ω1,1¯p¯ − 1
2
Ω1q1q2ǫp¯
q1q2 − iF−+p¯qq + iF−+11¯p¯ = 0 ,
Ω1,p¯− + iF−11¯q1q2ǫ
q1q2
p¯ = 0 ,
Ω1,+p¯ − iF+1p¯qq = 0 ,
Ω1,p¯1 − 1
2
Ω1q1q2ǫ
q1q2
p¯ + iF−+1q1q2ǫ
q1q2
p¯ = 0 ,
Ω1,+p + iF+11¯q¯1q¯2ǫ
q¯1q¯2
p = 0 ,
Ω1,q¯1q¯2 − Ω1,r1¯ǫrq¯1q¯2 − iF−+rssǫrq¯1q¯2 − iF−+11¯rǫrq¯1q¯2 = 0 , (E.17)
and the 1¯ component implies that
− Ω1¯,1p − iF−+pss + iF−+11¯p +
1
2
Ω1¯,q¯1q¯2ǫ
q¯1q¯2
p = 0 ,
Ω1¯,p− − iF−11¯q¯1q¯2ǫq¯1q¯2p = 0 ,
−Ω1¯,p¯1¯ −
1
2
Ω1¯,q1q2ǫ
q1q2
p¯ − iF−+1¯q1q2ǫq1q2 p¯ = 0 ,
Ω1¯,p¯− + iF−1¯p¯s
s = 0 ,
Ω1¯,+p¯ − iF+11¯q1q2ǫq1q2 p¯ = 0
−Ω1¯,q1q2 + Ω1¯ℓ¯1ǫℓ¯q1q2 − iF−+ℓ¯ssǫℓ¯q1q2 − iF−+11¯ℓ¯ǫℓ¯q1q2 = 0 ,
Ω1¯,+p + iF+1¯ps
s = 0 ,
−Ω1¯,p1¯ + 1
2
Ω1¯,q¯1q¯2ǫ
q¯1q¯2
p − iF−+1¯q¯1q¯2ǫq¯1q¯2p = 0 . (E.18)
From the above equations, it is straightforward but tedious to show that
F−11¯q1q2 = F+11¯q1q2 = 0 ,
F−1pq
q = F+1p¯q
q = 0 ,
F−+pq
q = 0 ,
F−+1q1q2 = F−+1q¯1q¯2 = 0 ,
F−+11¯p = 0 . (E.19)
Now consider the p and p¯ components (again setting aside the 1, e1234, e51 and e5234
components for the moment). On using (E.19) there is some simplification. In particular,
from the p component, we find
Ωp,q¯1q¯2 + 2iF−+pq¯1q¯2 − Ωp,1ℓǫℓq¯1q¯2 = 0 ,
−2iF−1pq¯1q¯2 + Ωp,ℓ−ǫℓq¯1q¯2 = 0 ,
Ωp,1¯q¯ + iF−+1¯r
rgpq¯ − 2iF−+1¯pq¯ − 1
2
Ωp,r1r2ǫ
r1r2
q¯ = 0 ,
−Ωp,q¯− − iF−rr11¯gpq¯ + 2iF−11¯p1¯ = 0 ,
Ωp,+q¯ + iF+11¯r
rgpq¯ − iF−11¯pq¯ = 0 ,
Ωp,q¯1 − 2iF−+1pq¯ + iF−+1rrgpq¯ − 1
2
Ωp,r1r2ǫ
r1r2
q¯ = 0 ,
F+1¯pq¯1q¯2 −
1
2
Ωp,+rǫ
r
q¯1q¯2 = 0 ,
Ωp,q¯1q¯2 − 2iF−+pq¯1q¯2 − Ωp,r1¯ǫr q¯1q¯2 = 0 , (E.20)
and from the p¯ component, we obtain
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− Ωp¯,1q + iF−+1rrgp¯q + 2iF−+1p¯q + 1
2
Ωp¯,r¯1r¯2ǫ
r¯1r¯2
q = 0 ,
Ωp¯,q− + iF−r
r
11¯gp¯q + 2iF−11¯p¯q = 0 ,
Ωp¯,1¯ℓ¯ǫ
ℓ¯
q1q2 − Ωp¯,q1q2 − 2iF−+p¯q1q2 = 0 ,
−Ωp¯,ℓ¯−ǫℓ¯q1q2 + 2iF−1¯p¯q1q2 = 0 ,
Ωp¯,+ℓ¯ǫ
ℓ¯
q1q2 − 2iF+1p¯q1q2 = 0 ,
1
2
Ωp¯,ℓ¯1ǫ
ℓ¯
q1q2 −
1
2
Ωp¯,q1q2 + iF−+p¯q1q2 = 0 ,
−1
2
Ωp¯,+q − i
2
F+11¯r
rgp¯q − iF+11¯p¯q = 0 ,
1
2
Ωp¯,r¯1r¯2ǫ
r¯1r¯2
q − Ωp¯,q1¯ + 2iF−+1¯p¯q + iF−+1¯rrgp¯q = 0 . (E.21)
It is straightforward to show that (E.20) and (E.21) imply that all components of F
vanish, with the exception of F−+234, F+1¯234 and F−1234 and their complex conjugates,
together with those components related to these terms by the duality of F . These
components have yet to be constrained.
To proceed, note that the difference of the 1 and e1234, and the e51 and e5234 compo-
nents in the F -dependent portions of (3.10) does not contain any f−1Df dependence.
Consider these differences which arise in the 1 and 1¯ components of these equations.
From the 1 component, we find
Ω1,p
p + Ω1,11¯ + 2iF−+2¯3¯4¯ = 0 ,
Ω1,1− − Ω1,1¯− − 2iF−1234 = 0 ,
Ω1,+1¯ − Ω1,+1 + 2iF+12¯3¯4¯ = 0 ,
Ω1,p
p − Ω1,11¯ − 2iF−+234 = 0 , (E.22)
and from the 1¯ component, we obtain
Ω1¯,p
p + Ω1¯,11¯ − 2iF−+234 = 0 ,
Ω1¯,1− − Ω1¯,1¯− + 2iF−1¯2¯3¯4¯ = 0 ,
Ω1¯,+1¯ − Ω1¯,+1 − 2iF+1¯234 = 0 ,
Ω1¯,p
p − Ω1¯,11¯ + 2iF−+2¯3¯4¯ = 0 . (E.23)
These equations are sufficient to imply that F−+234, F+1¯234 and F−1234 vanish. Hence
the F -flux also vanishes. It is then straightforward to read off the constraints on the
spin connection obtained from the above reasoning, together with the remaining +, −,
p and p¯ components of the differences between the 1 and e1234, and the e51 and e5234
components. This exhausts all of the content of the f−1Df -independent part of the
Killing spinor equation. In particular, we find
ΩM,1q − 1
2
ΩM,r¯1r¯2ǫ
r¯1r¯2
q = 0 ,
ΩM,1¯q +
1
2
ΩM,r¯1r¯2ǫ
r¯1r¯2
q = 0 ,
ΩM,+q = 0 ,
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ΩM,−q = 0 ,
ΩM,q
q = 0 ,
ΩM,11¯ = 0 ,
ΩM,−1 − ΩM,−1¯ = 0 ,
ΩM,+1 − ΩM,+1¯ = 0 , (E.24)
for M = +,−, 1, 1¯, p, p¯. Lastly, we examine the 1 and e15 components of the Killing
spinor equation (3.10) in order to obtain the full set of constraints on f−1Df . We find
(f−1∂Mf)11 = (f
−1∂Mf)33 = −(f−1∂Mf)22 = −(f−1∂Mf)44 ,
(f−1∂Mf)13 = −(f−1∂Mf)31 = (f−1∂Mf)24 = −(f−1∂Mf)42 ,
(f−1∂Mf)23 = (f
−1∂Mf)32 = (f
−1∂Mf)14 = (f
−1∂Mf)41 = 0 , (E.25)
and
(f−1∂Mf)12 = (f
−1∂Mf)34 = ΩM,+1¯ ,
(f−1∂Mf)21 = (f
−1∂Mf)43 = ΩM,1− , (E.26)
and
(f−1∂Mf)11 +
1
2
ΩM,−+ = 0 ,
2(f−1∂Mf)13 −QM = 0 (E.27)
for M = +,−, 1, 1¯, p, p¯. The conditions on the fluxes and geometry are summarized in
section six. Despite the complexity of analyzing the Killing spinor equations, it turns
out that the spacetime in this case is a product of a three-dimensional Minkowski space
and a G2 holonomy manifold. This may have been expected because the Killing spinor
equations imply that the fluxes vanish.
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