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Abstract
In a quantum theory of gravity, fluctuations about the vacuummay be considered as Planck
scale virtual black holes appearing and annihilating in pairs. Incident fields scattering from
such fluctuations would lose quantum coherence.
In a recent paper Hawking & Ross obtained an estimate for the magnitude of this loss
in the case of a scalar field. Their calculation exploited the separability of the conformally
invariant scalar wave equation in the electrovac C metric background, which is justified as
a sufficiently good description of a virtual black hole pair in the limit considered.
In anticipation of extending this result, the Teukolsky equations for incident fields of
spin s = 0, 12 , 1, and 2 are separated on the vacuum C metric background, and solved
in the same limit. These equations are shown in addition to be valid on the electrovac C
metric background when restricted to s = 0, 12 , and 1. The angular solutions are found
to reduce to the spin-weighted spherical harmonics, and the radial solutions are found to
approach hypergeometrics close to the horizons.
By defining appropriate scattering boundary conditions, these solutions are then used
to estimate the transmission and reflection coefficients for an incident field of spin s. The
transmission coefficient is required in order to estimate the loss of quantum coherence of
an incident field through scattering off virtual black holes.
1 Introduction
The action for the gravitational field is not scale invariant, and so large fluctuations in the
metric over short length scales will not have a large action. Such fluctuations are therefore not
precluded since they are not damped in the path integral, and indeed even variations in topology
may occur since these would further increase the associated action by only an arbitrarily small
amount. Such considerations led Wheeler [1] to suggest that in a quantum theory of gravity,
spacetime should be expected to have a ‘foam-like’ structure on scales of the Planck length or
shorter, in which both the metric and the topology of the manifold may vary considerably. On
larger scales however, spacetime would appear smooth and continuous, reverting to the manifold
structure more conventionally associated with the treatment of classical general relativity.
Hawking [2] and Hawking, Page & Pope [3, 4] first interpreted this foam structure as made
from ‘quantum gravitational bubbles’ arising in three topological varieties: S2 × S2, CP 2, and
K3. These would be the ‘building blocks’ of spacetime, – not themselves solutions to any
field equations but rather occuring as quantum fluctuations. Their non-trivial topologies do
not allow complete foliation of the manifolds with a family of non-intersecting time surfaces,
and consequently Green functions defined on them are bound to exhibit certain acausal and
frequency mixing properties more commonly associated with those defined on the Euclidean
black hole metrics. The interpretation of these bubbles as virtual (or off-shell) black holes,
which materialise out of the vacuum and subsequently vanish again, would therefore appear
well justified.
Quantum field theories defined on manifolds with non-trivial topology are necessarily non-
unitary, the consequences of which include the loss of information and of quantum coherence. If
spacetime is indeed composed of Planck scale building blocks with non-trivial topologies, then
quantum fields propagating in it ought to suffer from these effects. Such a notion may na¨ıvely
appear to be somewhat at odds with observation! Theories relying on unitary evolution and
conserved quantum coherence have been demonstrated to high degrees of accuracy, and yet
the quantum bubbles picture would seem to advocate the loss of quantum coherence for fields
propagating in spacetime due to their unavoidable interaction with Planck scale fluctuations.
How may these apparent contradictions be reconciled?
Calculations in simple S2×S2 and CP 2 models [4] indicated that the non-trivial topologies
of the quantum bubbles induced additional singularities into the Green functions for particle
propagators. These tended to make large contributions to the S-matrix in the scalar case, but
only very small contributions in higher spin cases for energies low with respect to the Planck
scale. In a sense then, the reconciliation is complete since all observed elementary particles have
spin greater than zero. It is therefore hardly surprising that spacetime should appear smooth
and nearly flat at current observational energies, since the only available probes of its structure
are essentially blind to its short scale fluctuations.
Consideration of the pair creation of black holes led Hawking [5] to reconsider the original
interpretation of spacetime foam. Gibbons [6] had suggested that the pair creation of real
black holes in a background field could be described by the Ernst solution [7] and its dilaton
generalisations,– the Euclidean section of which has topology S2 × S2 − {point}. By analogy
with the pair creation of ordinary particles, this topology corresponds to a black hole loop in
a spacetime asymptotic to R4. However, S2 × S2 − {point} may also be considered as the
topological sum of the compact space S2 × S2 and the non-compact space R4, leading to a
reinterpretation of the S2 × S2 bubbles in the spacetime foam as closed loops of virtual black
holes. Thus, rather than a single off-shell black hole, the quantum bubbles are to be thought of
as virtual black holes appearing and annihilating in pairs. If this should occur, then it seems
plausible that incident particles could be absorbed and subsequently re-emitted – possibly as
different particles, and with loss of quantum coherence.
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Adopting the perspective that the compact S2 × S2 bubbles occur as quantum fluctuations
unaffected by incident low energy particles, a consistent scheme for estimating the scattering
amplitude and loss of coherence may be constructed [5]. This involves computing the Euclidean
Green function in an asymptotically Euclidean metric on S2×S2−{point}, analytically contin-
uing to the Lorentzian section at infinity, and integrating with the initial and final state wave
functions of the scattered field. Weighting the result according to the action of the Euclidean
metric gives the scattering amplitude, which should then be integrated over all asymptotically
Euclidean metrics. However this scheme is effectively intractable since neither the calculation of
the Green function in a general metric or the path integration over all such metrics is possible.
This problem can be at least partially circumvented by demonstrating the effects of coherence
loss in any one set of appropriate metrics, since other metrics within the path integral cannot
then restore it. This has been carried out for incident scalar fields by Hawking & Ross [8],
who exploited the separability of the scalar wave equation in the electrovac C metric for this
purpose.
The Euclidean electrovac C metric possesses a hypersurface orthogonal Killing vector, allow-
ing analytic continuation to a well-defined real Lorentzian metric in which scattering calculations
may be attempted. In a sense the use of the Lorentzian metric is nothing more than a mathe-
matical trick to compute scattering effects in the Euclidean section. The Lorentzian section of
the C metric contains a pair of black holes accelerating apart, pulled by cosmic strings extending
to infinity.
Hawking & Ross argued that, although the quantum bubble metric need not satisfy any field
equations, its Lorentzian section would have a structure like that of the C metric but without the
axial singularities. They further argued however that the C metric was a sufficiently good model
for the bubble metric in the scattering calculation since the singularities would not adversely
affect the results. Their calculation seemed to confirm that, at least semi-classically, quantum
coherence of the incident scalar field is lost.
In anticipation of extending this latter calculation, the purpose of this paper is to present,
in a useful form, the classical perturbation equations for incident fields of arbitrary spin (the
Teukolsky equations [9]) in the C metric. After briefly reviewing some properties of the C
metric, – in particular the ‘equal temperature condition’ and the ‘point-particle’ limit relevant
to virtual black hole calculations, – the full Teukolsky equations for arbitrary spin fields are
presented. The separability of these equations into one-dimensional ‘radial’ and ‘angular’ parts
is then guaranteed (for all fields in the vacuum case and some fields in the electrovac case)
due to the Petrov type D classification (Kamran & McLenaghan [10]), and this separation is
subsequently demonstrated. The resulting equations are then solved in the ‘point-particle’ limit
to yield an approximate angular solution together with an angular momentum quantisation
condition, and an approximate radial solution. Transmission and reflection coefficients are then
found for incident fields of a specific initial configuration, following Hawking & Ross.
2 Structure of the C Metric
The electrovac C metric ([11] and further references therein) is most commonly expressed in the
form
ds2 =
1
A2{x− y}2
{
−p(y)dt2 + dy
2
p(y)
− dx
2
p(x)
− p(x)dϕ2
}
. (2.1)
In this notation the ‘metric polynomial’ p(ξ) is a quartic which may be written as
p(ξ) = {1 + ηξ}{1− ξ2 − ζξ3} (2.2)
2
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Figure 1: The metric polynomial p(ξ), constrained with the ‘equal temperature condition’ (2.8).
where η and ζ are dimensionless positive constants constrained such that p(ξ) has four real
roots. This solution describes a pair of black holes of mass M and charge ±Q respectively,
accelerating away from each other. The parameters are related via
QA = ±
√
ηζ, (2.3)
and
MA =
1
2
{η + ζ}. (2.4)
The vacuum C metric solution may trivially be obtained from the above by restricting η ≡ 0.
The coordinates (t, y, x, ϕ) are suitably adapted to the timelike Killing vector ξa = Aδ a0 , the
spacelike Killing vector ζa = δ a3 , and the nondegenerate eigenvector η
a = δ a1 of R
(3)
ab . It is thus
clear from the form of equation (2.1) that the solution is static, time reversible, and axially
symmetric, although these coordinates cover only the neighbourhood of one black hole.
If the roots of the metric polynomial are labelled ξi which, for non-extreme solutions, must
satisfy ξ1 < ξ2 < ξ3 < ξ4, then equation (2.2) may be re-expressed as
p(ξ) = −ηζ{ξ − ξ1}{ξ − ξ2}{ξ − ξ3}{ξ − ξ4}. (2.5)
To ensure the correct signature the coordinates must be restricted such that x ∈ [ξ3, ξ4] and
y ∈ (−∞, x]. The roots then occur as shown in figure 1 where the point x = y = ξ3 is spatial
infinity, with null and timelike infinity along x = y 6= ξ3.
Potential conical singularities exist along the axes x = ξ3 and x = ξ4. Conventionally the
singularity between the black holes (along ξ4) is removed by insisting periodicity in the azimuthal
coordinate such that
∆ϕ =
4π
|p′(ξ4)| , (2.6)
which unavoidably produces a conical deficit along x = ξ3. In the C metric this is generally
interpreted as a cosmic string lying along the axis and terminating on the black hole. The
deficit can be removed by introducing an external gauge field [7] – the Ernst solution, but the
Lorentzian section of this metric is no longer asymptotically flat.
The Euclidian section of the C metric may be obtained in the conventional manner by setting
t = iτ in equation (2.1), where in addition the y coordinate must be restricted to the range
3
y ∈ [ξ2, ξ3] to ensure the metric is positive definite. Further potential conical singularities then
arise at y = ξ2 and y = ξ3 which must both be eliminated in order that the metric be regular.
This may be achieved [12] by requiring τ to be periodic, with
∆τ =
4π
p′(ξ3)
(2.7)
and by imposing an additional ‘equal temperature condition’ on p(ξ) such that
|p′(ξ2)| = |p′(ξ3)|. (2.8)
The latter condition (2.8), only realisable in the electrovac case, may be re-expressed as a
relation between the parameters η and ζ , or alternatively as equivalent to insisting the roots ξi
of p(ξ) satisfy
ξ2 − ξ1 = ξ4 − ξ3. (2.9)
With this regularity condition the topology of the Euclidean section becomes S2×S2−{point},
where the point removed is spatial infinity x = y = ξ3.
Of particular relevance to virtual black hole calculations is the ‘point-particle’ limit, in
which the black holes are small on scales set by the acceleration. Since an implicit relation
holds between η and ζ , there exists only one dimensionless parameter in the metric, and so
without loss of generality the ‘point-particle’ limit may be expressed as
ζ ≪ 1. (2.10)
In this limit deviations from spherical symmetry in the (x, ϕ) section become small, as can be
seen by making a coordinate transformation x→ cos θ so that p(x) = sin2 θ+O(ζ). This result
evidently has implications for the solution of any ‘angular’ equations for incident fields.
Equation (2.2) may be solved for the roots ξi which, under the assumption (2.10), can be
written as series in ζ to give
ξ1 = −1
ζ
− 2 + ζ +O(ζ2), (2.11)
ξ2 = −1
ζ
+ ζ +O(ζ2), (2.12)
ξ3 = −1 − 1
2
ζ +O(ζ2), (2.13)
ξ4 = 1− 1
2
ζ +O(ζ2). (2.14)
Clearly then, the acceleration horizon at y = ξ3 is largely unaffected by variations in the
parameter ζ if (2.10) holds, whereas the inner and outer black hole horizons y = ξ1 and ξ2
respectively are both highly sensitive. As ζ → 0 these roots → −∞ in unison which, together
with the identification of infinity at x = y, supports the definition of a radial coordinate r [11]
as
r−1 = A{x− y}. (2.15)
If the axis x = ξ3 is neglected all observers will intersect the acceleration horizon before reaching
infinity and, in the ‘point-particle’ limit, the causal structure approaches that shown in figure 2.
The surface gravity κ at the outer black hole horizon and the acceleration horizon, is given by
κ ≡ 2π
∆τ
=
p′(ξ3)
2
= 1− 2ζ +O(ζ2). (2.16)
4
J+ J+
J− J−
H+
br
H+
al
H+ar H
+
bl
H−
bl
H−ar H
−
al
H−
br
Figure 2: The causal structure of the electrovac C metric in the ‘point-particle’ limit, neglecting
the axis x = ξ3. The notation follows that of Hawking [5] and Hawking & Ross [8], where Hbl,
Hbr, Hal and Har are the left and right acceleration and outer black hole horizons respectively.
The future halves of each are denoted + and the past halves −. The heavy dashed lines are
curvature singularities at ‘r = 0’.
Quite apart from the additional conditions placed on the parameters to remove conical
singularities and render the Euclidean section regular, the C metric possesses a great deal of
intrinsic symmetry which may be suitably exploited in the analysis of incident perturbing fields.
In particular, the appropriately normalised null linear combinations of ξa and ηa are the repeated
principal null vectors of both the Weyl tensor Cabcd [11] and the Maxwell tensor Fab [13]. The
existence of these repeated null vectors implies the metric is of Petrov type D, and perturbing
fields may therefore be treated using the methods first developed by Teukolsky for the Kerr
solution.
3 Derivation of the Teukolsky Equation
The C metric and its associated electrovac generalisation are examples of algebraically special
spacetimes, – in particular they are of Petrov type {2, 2} or D which amounts to saying that
the Weyl spinor ΨABCD may be written as
ΨABCD = o(AoBιCιD) (3.1)
for a suitably chosen spin basis (o, ι). This is equivalent [13] to the existence of two real null
vector fields l and n, everywhere satisfying
lblcCabc[dle] = n
bncCabc[dne] = 0. (3.2)
l and n are the repeated principal null vectors of the Weyl tensor Cabcd which, for the electrovac
solution, coincide with those for the Maxwell tensor so that
laFa[blc] = n
aFa[bnc] = 0. (3.3)
5
For the type D solutions the principal null congruences defined respectively by l and n are
both geodesic and shear-free. These conditions are sufficient to guarantee, via the generalised
Goldberg-Sachs theorem [14], the existence of a canonical null tetrad (l, n,m,m) in which the
Newman-Penrose spin coefficients κ, σ, λ, and ν vanish identically, and in which the only non-
zero tetrad components of the Weyl and Ricci spinors are Ψ2 and Φ11 respectively. In the case
of vacuum solutions, Φ11 is also identically zero.
Assuming these results in a vacuum background, Teukolsky [9] combined the Newman-
Penrose form of the linearised Ricci and Bianchi identities in pairs to generate decoupled equa-
tions satisfied by the first order gravitational perturbations Ψ0 and Ψ4. By similarly combining
the Newman-Penrose form of the Maxwell identities he also found decoupled equations for the
tetrad components φ0 and φ2 of a test Maxwell field, and likewise for the tetrad components χ0
and χ1 of a test neutrino field. Introducing a parameter s as the spin-weight [15] of the field
components allows the homogeneous form of these equations to be combined and written as{
[D − (2s− 1)ǫ+ ǫ− 2s̺− ̺](∆− 2sγ + µ)
−[δ − (2s− 1)β + π − 2sτ − α](δ + π − 2sα)
− (2s− 1)(s− 1)Ψ2
}
Φs = 0 (3.4)
for s > 0, and {
[∆− (2s+ 1)γ − γ − 2sµ+ µ](D − 2sǫ− ̺)
−[δ − (2s+ 1)α− τ − 2sπ + β](δ − 2sβ − τ)
− (2s+ 1)(s+ 1)Ψ2
}
Φs = 0 (3.5)
for s < 0. The Φs’s are to be interpreted as the tetrad components of the appropriate field,
which are conventionally defined as Ψ4, φ2 and χ1 for spin-weights -2, -1, and -
1
2
, and Ψ0, φ0
and χ0 for spin-weights 2, 1, and
1
2
respectively.
The above results then also hold for type D electrovac solutions (where Φ11 6= 0) with
the exception of s = ±2, under the assumption that the spin 1 perturbations are not in the
background Maxwell field but in another gauge field.
In order to proceed, a choice of tetrad basis (l, n,m,m) for the C metric must be made. The
conventional reality condition on the basis vectors l and n requires that a different choice of
tetrad basis be made for the regions in which the metric polynomial p(y) is greater than or less
than zero. Dealing first with those regions in which p(y) > 0, a suitable choice is given by
la = [
√
p(y), 1/
√
p(y), 0, 0]
na = [−
√
p(y), 1/
√
p(y), 0, 0]
ma = [0, 0, i/
√
p(x),−
√
p(x)]


× 1√
2A{x− y} . (3.6)
This is the canonical symmetric tetrad, in terms of which the non-zero basis components of the
Weyl and Ricci spinors are
Ψ2 =
1
12
A2{x− y}2[p′′(x)− p′′(y)] (3.7)
and
Φ11 = −1
8
A2
(
{x− y}2[p′′(x) + p′′(y)]
−2{x− y}[p′(x)− p′(y)]
)
(3.8)
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respectively. The inherent symmetries of the chosen tetrad force the eight remaining non-zero
Newman-Penrose spin coefficients into two real and two complex pairs, so that
− ̺ = µ = 1√
2
A
√
p(y), (3.9)
−γ = ǫ = 1√
2p(y)
A
{
1
2
{x− y}p′(y) + p(y)
}
, (3.10)
τ = π =
i√
2
A
√
p(x), (3.11)
α = β =
i√
2p(x)
A
{
1
2
{x− y}p′(x)− p(x)
}
. (3.12)
Finally, the four directional derivative operators D, ∆, δ, and δ become
D =
1√
2
A{x− y}
(√
p(y)
∂
∂y
− ∂
∂t
)
, (3.13)
∆ =
1√
2
A{x− y}
(√
p(y)
∂
∂y
+
∂
∂t
)
, (3.14)
δ =
1√
2
A{x− y}
(
−i
√
p(x)
∂
∂x
+
∂
∂ϕ
)
, (3.15)
δ =
1√
2
A{x− y}
(
i
√
p(x)
∂
∂x
+
∂
∂ϕ
)
. (3.16)
Substituting the relations (3.7 - 3.16) into equation (3.4), under the assumption that Φs is
functionally dependent on all coordinates, results in a second order partial differential equation
for positive spin-weight fields. This may be combined with the result obtained from a similar
substitution into (3.5) and written as
A2
(
{x− y}2
[
1
2
∂y{p(y)∂y} − 1
2p(y)
{
∂t +
1
2
sp′(y)
}2
− 1
2
∂x{p(x)∂x} − 1
2p(x)
{
∂ϕ +
i
2
sp′(x)
}2
− 1
12
(2s2 + 1){p′′(x)− p′′(y)}
]
+ {x− y}(|s|+ 1)
{
p(y)∂y +
1
2
p′(y) + p(x)∂x +
1
2
p′(x)
}
− 1
2
(s2 + 3|s|+ 2){p(x)− p(y)}
)
Φs = 0 (3.17)
which is then valid for massless fields of spin-weight s = ±1
2
, ±1 and ±2.
For those regions of the C metric in which p(y) < 0, a suitable choice of tetrad may be
obtained from the original with a boost of −i under which the Newman-Penrose quantities Ψ2
and Φ11 remain unchanged, the non-zero spin coefficients transform as
µ˜ = iµ, ˜̺ = −i̺,
ǫ˜ = −iǫ, γ˜ = iγ,
τ˜ = −τ, π˜ = −π,
α˜ = −α, β˜ = −β,
(3.18)
and Φs acquires a phase factor
Φs → Φ˜s = (−i)sΦs. (3.19)
Substituting these new relations as before produces identical results to those for the p(y) > 0
regions, and so the Teukolsky equation (3.17) is valid throughout the C metric solution. Also,
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by setting s = 0, the expression reduces to the C metric form of the conformally invariant
massless scalar equation {
✷− 1
6
R
}
Φ0 = 0, (3.20)
and so the domain of definition may be extended to include null scalar fields. Equation (3.17)
may therefore be interpreted as describing massless fields of spin-weight s = 0, ±1
2
, ±1 and ±2
incident upon the vacuum C metric. In addition, it remains valid in the electrovac C metric
when restricted to massless test fields of spin-weight 0, ±1
2
and ±1.
The form of equation (3.17) again highlights the inherent symmetries of the chosen tetrad
which effectively produce terms in matched pairs – one in x and one in y. It is hardly surprising
therefore that, with a suitably chosen ansatz for Φs, the equation separates into two ordinary
differential equations in the coordinates x and y respectively. Indeed, the algebraically special
character of the C metric was suitably exploited in choosing an appropriate tetrad basis for
this exact purpose. This separation procedure has been shown to be possible, given a suitably
chosen basis, for all type D vacuum metrics by Kamran &McLenaghan [10], and will be explicitly
demonstrated for the C metric in the next section.
4 Separation of Variables
Having derived the expressions for arbitrary spin massless perturbations in type D vacuum
solutions, Teukolsky demonstrated [9] that for the Kerr metric the equations separated when
expressed in a Kinnersley [16] tetrad. In view of the validity of Teukolsky’s methods, Kamran
& McLenaghan conjectured that a similar separation could be performed for the entire class of
type D vacuum spacetimes. This was subsequently demonstrated for s = 0, ±1
2
, ±1 and ±2
in [10].
For the C metric, the nature of the conformal factor A{x− y} [17] and the ignorable coor-
dinates t and ϕ in the metric strongly suggest an ansatz of the form
Φs = [A{x− y}]|s|+1e−i(ωt−mϕ)Θs(x, y). (4.1)
Since ϕ is a periodic coordinate (2.6), m must be of the form
m = m0
|p′(ξ4)|
2
= m0
{
1 + 2ζ +O(ζ2)
}
(4.2)
where m0 is, without loss of generality, a positive integer.
For the s > 0 fields, acting with the first two operators in the Newman-Penrose form of the
Teukolsky equation (3.4) yields
{
∆− 2sγ + µ
}
Φs =
1√
2
[A{x− y}]s+2e−i(ωt−mϕ)Lys+Θs(x, y), (4.3)
and {
δ − 2sα+ π
}
Φs =
1√
2
[A{x− y}]s+2e−i(ωt−mϕ)Lxs+Θs(x, y), (4.4)
where the differential operators Lys+ and Lxs+ may be written as
Lys+ =
√
p(y)
∂
∂y
− 1√
p(y)
{
iω − 1
2
sp′(y)
}
, (4.5)
Lxs+ = i
√
p(x)
∂
∂x
+
i√
p(x)
{
m+
1
2
sp′(x)
}
. (4.6)
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Similarly for the s < 0 fields, acting on the same ansatz with the first two operators in equation
(3.5) gives {
D − 2sǫ− ̺
}
Φs =
1√
2
[A{x− y}]−s+2e−i(ωt−mϕ)Lys−Θs(x, y), (4.7)
and {
δ − 2sβ − τ
}
Φs =
1√
2
[A{x− y}]−s+2e−i(ωt−mϕ)Lxs−Θs(x, y), (4.8)
where now the operators Lys− and Lxs− take the form
Lys− =
√
p(y)
∂
∂y
+
1√
p(y)
{
iω − 1
2
sp′(y)
}
, (4.9)
Lxs− = −i
√
p(x)
∂
∂x
+
i√
p(x)
{
m+
1
2
sp′(x)
}
. (4.10)
These two sets of equations may obviously be combined into a single pair valid for s = 0, ±1
2
,
±1, and ±2 by defining
Lys def=
√
p(y)
∂
∂y
− |s|
s
1√
p(y)
{
iω − 1
2
sp′(y)
}
, (4.11)
and
Lxs def= i |s|
s
√
p(x)
∂
∂x
+
i√
p(y)
{
m+
1
2
sp′(x)
}
. (4.12)
The remaining operators in the Newman-Penrose form of the Teukolsky equations (3.4,
3.5) may be similarly expanded by allowing them to act on a coordinate-dependant function
Λs(t, y, x, ϕ) of the form
Λs(t, y, x, ϕ) = e
−i(ωt−mϕ) × Ωs(x, y). (4.13)
For the s > 0 case this leads to{
D − (2s− 1)ǫ+ ǫ− 2s̺− ̺
}
Λs =
e−i(ωt−mϕ)
{
1√
2
A{x− y}Dys+ +Kys+
}
Ωs(x, y), (4.14)
{
δ − (2s− 1)β + π − 2sτ − α
}
Λs =
e−i(ωt−mϕ)
{
1√
2
A{x− y}Dxs+ +Kxs+
}
Ωs(x, y), (4.15)
and for the s < 0 case{
∆− (2s+ 1)γ + γ − 2sµ− µ
}
Λs =
e−i(ωt−mϕ)
{
1√
2
A{x− y}Dys− +Kys−
}
Ωs(x, y), (4.16)
{
δ − (2s+ 1)α + τ − 2sπ − β
}
Λs =
e−i(ωt−mϕ)
{
1√
2
A{x− y}Dxs− +Kxs−
}
Ωs(x, y). (4.17)
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As for the L operators, the D’s and K’s may be combined into pairs defined for both positive
and negative s which may be written as
Dys def=
√
p(y)
∂
∂y
+
|s|
s
1√
p(y)
{
iω − 1
2
(
s− |s|
s
)
p′(y)
}
, (4.18)
Dxs def= −i |s|
s
√
p(x)
∂
∂x
+
i√
p(x)
{
m+
1
2
(
s− |s|
s
)
p′(x)
}
, (4.19)
and
Kys def= 1√
2
|s|
s
A
√
p(y)
{
s+
2|s|
s
}
, (4.20)
Kxs def= i√
2
A
√
p(x)
{
s+
2|s|
s
}
. (4.21)
It should be noted at this stage that each of the L’s, D’s and K’s are functions of only one
coordinate, – either x or y. If these results are combined appropriately then, given the form of
the ansatz (4.1), the Teukolsky equations (3.4) and (3.5) are seen to be wholly equivalent to
the single expression({
1√
2
A{x− y}Dys +Kys
}[
1√
2
[A{x− y}]|s|+2Lys
]
−
{
1√
2
A{x− y}Dxs +Kxs
}[
1√
2
[A{x− y}]|s|+2Lxs
]
− (2|s| − 1)(|s| − 1)[A{x− y}]|s|+1Ψ2
)
Θs(x, y) = 0. (4.22)
Considering the action of both Dys and Dxs on the term [A{x − y}]|s|+2 and the explicit form
of Ψ2 (3.7) this may be substantially simplified, becoming
(
{DysLys + 1
6
(2s2 − 3|s|+ 1)p′′(y)}
− {DxsLxs + 1
6
(2s2 − 3|s|+ 1)p′′(x)}
)
Θs(x, y) = 0 (4.23)
which is clearly separable under the assumption Θs(x, y) = φs(x)× ψs(y). By expanding the D
and L operators, the separated expression for the y-coordinate may be written as(
∂
∂y
{
p(y)
∂
∂y
}
+
1
p(y)
{
ω +
i
2
sp′(y)
}2
+
1
6
(2s2 + 1)p′′(y) + Γs
)
ψs(y) = 0 (4.24)
where Γs is a separation constant which will in general depend on the spin-weight s. Likewise
for the x-coordinate, the separated equation becomes(
∂
∂x
{
p(x)
∂
∂x
}
− 1
p(x)
{
m+
1
2
sp′(x)
}2
+
1
6
(2s2 + 1)p′′(x) + Γs
)
φs(x) = 0. (4.25)
The pair of separated equations (4.24) and (4.25) may be said to describe the y and x
components respectively of fields with all spin-weights considered incident on the vacuum C
metric. As before, they continue to hold in the electrovac C metric if restricted to massless test
fields of spin-weight s = 0, ±1
2
and ±1.
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The unification and subsequent separation of the equations describing incident fields of
a variety of spin-weights evidently represents an appreciable success for the Newman-Penrose
formalism. However the resulting expressions, when considered as a pair of second order ordinary
differential equations, are seen to possess five regular singular points – the four roots of p(ξ) and
∞ – and hence cannot be solved analytically. In order to furnish even an approximate solution,
the ‘point-particle’ limit must be exploited to suitably simplify both equations.
5 Solving the x Equation
Equation (4.25) for φs(x), together with suitable conditions of regularity at the boundaries
x = ξ3 and ξ4 represents a Sturm-Liouville eigenvalue problem for the separation constant Γs.
For fixed s and m the eigenvalues may be labelled by j, where it is assumed that
j = j0 + ζj1 +O(ζ2). (5.1)
Since the expression is self-adjoint, its eigenfunctions – labelled by s, m and j, – will be both
complete and orthogonal on the interval x ∈ [ξ3, ξ4], but the existence of five regular singular
points implies these solutions will not have a closed form in terms of known functions. However,
considerable analytic progress may be made by moving to the ‘point-particle’ limit after first
changing variables
x→ xˆ = 1
β
(
x− 1
2
{ξ3 + ξ4}
)
(5.2)
where
β
def
=
1
2
{ξ4 − ξ3}. (5.3)
The range of x is then mapped to xˆ ∈ [−1, 1], and the metric polynomial may be re-written as
p(xˆ) = −ηζβ4
{
(xˆ+ α)2 − 1
}{
xˆ2 − 1
}
(5.4)
with
α
def
=
1
β
{ξ3 − ξ1} . (5.5)
Having made this change, equation (4.25) becomes
(
1
β2
∂
∂xˆ
{
p(xˆ)
∂
∂xˆ
}
− 1
p(xˆ)
{
m+
1
2
sp′(xˆ)
}2
+
1
6
(2s2 + 1)p′′(xˆ) + Γs
)
sφjm(xˆ) = 0 (5.6)
where ′ denotes differentiation with respect to x, and ∂xˆ = β∂x.
In the limit ζ ≪ 1 the three polynomials p(xˆ), p′(xˆ) and p′′(xˆ) may be expressed as power
series in ζ
p(xˆ) = (1− xˆ2)
{
1 + 2xˆζ +O(ζ2)
}
, (5.7)
p′(xˆ) = −2
{
xˆ− (1− 3xˆ2)ζ +O(ζ2)
}
, (5.8)
p′′(xˆ) = −2
{
1 + 6xˆζ +O(ζ2)
}
. (5.9)
If it is further assumed that the eigenfunctions may also be written as a power series in ζ
sφjm = sφ
(0)
jm + sφ
(1)
jmζ +O(ζ2) (5.10)
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then (5.6) may be separated into a series of equations for these individual functions, the first of
which is (
∂
∂xˆ
{
(1− xˆ2) ∂
∂xˆ
}
− {m0 − sxˆ}
2
1− xˆ2 −
1
3
(2s2 + 1) + Γs
)
sφ
(0)
jm(xˆ) = 0. (5.11)
If the label j is defined via the equation
Γs = j(j + 1)− 1
3
(s2 − 1) (5.12)
then, with an additional change of variables xˆ→ − cos θ, this reduces to

 1
sin θ
∂
∂θ
{
sin θ
∂
∂θ
}
−
{
m0 + s cos θ
sin θ
}2
− s2 + j0(j0 + 1)


sφ
(0)
jm(θ) = 0. (5.13)
Since the zeroth order in ζ corresponds to a limit of spherical symmetry in the (θ, ϕ) section it
is hardly surprising that the solutions are related to the spin-weighted spherical harmonics [18]
sYjm(θ, ϕ) = sφ
(0)
jm(θ)× eimϕ. (5.14)
j0 must therefore be half-integer, satisfying j0 ≥ max(|m0|, |s|) – so in this limit j0 and m0
are the usual ‘total angular momentum’ and ‘angular momentum about the symmetry axis’
quantum numbers respectively.
Strictly this derivation has assumed the relation implicit between the parameters η and ζ of
the metric due to the imposed ‘equal temperature condition’ (2.8). In this sense the solutions
to (4.25), expressed in the ‘point-particle’ limit as
φs(x) = sφjm(θ) = e
−imϕ × sYjm(θ, ϕ) +O(ζ) (5.15)
describe the x component of massless test fields of spin-weight s = 0, ±1
2
and ±1 only, incident
on the electrovac C metric. This is the desired result for virtual black hole calculations, but
for the sake of completeness, to zeroth order in ζ the metric polynomial and its derivatives
are identical in the vacuum (η ≡ 0) case, and so (5.15) is in addition valid for all spin-weights
incident on the vacuum C metric.
6 Boundary Conditions on the y Equation.
The evolution of fields with spin-weight s described by equation (4.24) essentially defines a one-
dimensional scattering problem, upon which suitable asymptotic boundary conditions must be
imposed in order that the problem be well-defined. Following Hawking & Ross [8], initial data
for the incident fields may be defined on an ‘initial’ Cauchy surface suitably constructed from
the left acceleration and right black hole horizons. The scattering problem then becomes the
propagation of this data forward through the spacetime to a ‘future’ Cauchy surface constructed
from the future halves of the left and right black hole horizons and J +. The form of the initial
data on the acceleration and black hole horizons is nonetheless restricted by the behaviour of
the fields as the metric polynomial p(y) → 0, since it is in this limit that the horizons are
approached.
With the exception of fields incident along the axis x = ξ3 this problem may conveniently
be divided into two sections – propagation from H−al and H
−
br to H
+
ar and H
+
bl , followed by
propagation from H+ar and H
+
al to J +. The axially incident portion of the field is an exceptional
case since this is the unique component which reaches J + before intersecting the acceleration
12
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Figure 3: Penrose diagrams for the electrovac C metric showing the initial and future Cauchy
surfaces respectively, and the null coordinates u, v = t∓ y∗ in two ‘Rindler diamonds’.
horizon. However this contribution may consistently be disregarded as a set of measure zero
amongst the entirety of the incident field.
Further insight into the asymptotic behaviour of equation (4.24) may be gained by defining
a conventional ‘tortoise’ coordinate y∗ such that
dy∗ = − dy
p(y)
. (6.1)
Since p(ξi) = 0, the range y∗ ∈ (−∞,∞) covers only the region between two horizons, and
therefore a separate (t, y∗, x, ϕ) coordinate system is required for each ‘Rindler diamond’ in the
spacetime (figure 3). Attention will be focused on the first half of the scattering problem –
propagation through a single Rindler diamond from H−al and H
−
br to H
+
ar and H
+
bl . The second
half is subsequently found to be trivial.
Using the form of the metric polynomial given in equation (2.5) the coordinate y∗ may be
written as
y∗ =
1
ηζ
∫ dy
{y − ξ1}{y − ξ2}{y − ξ3}{y − ξ4}
= −γ1 ln |ξ1 − y|+ γ2 ln |ξ2 − y| − γ3 ln |ξ3 − y|+ γ4 ln |ξ4 − y| (6.2)
where the γi are constant positive functions of the four roots ξi. In the ‘point-particle’ limit,
they become
γi =
1
2
± ζ +O(ζ2), (6.3)
with a ‘−’ for i = 1 and 4 and a ‘+’ for i = 2 and 3. Clearly then, y∗ →∞ at the acceleration
and inner black hole horizons, and y∗ → −∞ at the outer black hole horizon.
Multiplying through by p(y) and further recognising ∂y∗ = −p(y)∂y allows equation (4.24)
to be re-written as the one-dimensional wave equation
(
∂2
∂y2∗
+
{
ω +
i
2
sp′(y)
}2
+ Veff
)
ψs(y) = 0 (6.4)
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where the effective potential is given by
Veff = p(y)
{
1
6
(2s2 + 1)p′′(y) + Γs
}
. (6.5)
Near the outer black hole horizon p(y)→ 0 and hence the effective potential becomes negligibly
small. In addition p′(y)→ −2κ where κ is the surface gravity of the horizon, and so the solution
approaches
ψs(y)|y→ξ2 ∼ e±i{ω−isκ}y∗ . (6.6)
Similarly, near the acceleration horizon p′(y)→ 2κ, and so the solution there approaches
ψs(y)|y→ξ3 ∼ e±i{ω+isκ}y∗ . (6.7)
It is clear that for some values of s 6= 0 the asymptotic limits of these solutions are unbounded
due to terms of the form e±sκy∗. Such singularities are of course not physical, but instead are
due to the fact that the terms ψs(y) are Newman-Penrose quantities, and hence projections of
some physical quantity onto a tetrad which is ill-defined at the horizons. They are therefore
gauge- or frame-dependent. This effect may be illustrated by re-expressing the tetrad in null
coordinates and subsequently applying a position dependent boost to demonstrate that certain
‘well behaved’ observers at the horizons will not witness such pathology in all of the field
quantities.
In ingoing coordinates (v, r, x, ϕ) defined via the relations
dv =
1
A
{dt+ dy∗} (6.8)
for the null coordinate, and
dr = − 1
A{x− y}2{p(y)dy∗ + dx} (6.9)
for the radial coordinate (2.15), the l and n tetrad components may be written as
la = [{x− y}Λ, {x− y}−1Λ−1, 0, 0] and na = [0,−{x− y}−1Λ−1, 0, 0] (6.10)
where
Λ = i
√
2/p(y). (6.11)
Both components remain singular at p(y) = 0, but by applying a boost Λ−1 they become [14]
la = [{x− y}, {x− y}−1Λ−2, 0, 0] and na = [0,−{x− y}−1, 0, 0] (6.12)
which are evidently ‘well behaved’ at the horizons.
The effect of this boost is to transform the Newman-Penrose quantities according to the
relation
ψins (y) = Λ
−sψs(y), (6.13)
for which the y equation becomes
(
∂
∂y
{
p(y)
∂
∂y
}
− sp′(y) ∂
∂y
+
1
p(y)
{ω2 + iωsp′(y)}
+
1
6
(2s2 − 3s+ 1)p′′(y) + Γs
)
ψins (y) = 0. (6.14)
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The asymptotic form of this equation may once again be obtained with multiplication through
by p(y) to yield
(
∂2
∂y2∗
+ sp′(y)
∂
∂y∗
+ {ω2 + iωsp′(y)}+ Vˆeff
)
ψins (y) = 0, (6.15)
the solutions to which are
ψins (y)
∣∣∣
y→ξ2
∼ e−iωy∗ or e{iω+2sκ}y∗ (6.16)
and
ψins (y)
∣∣∣
y→ξ3
∼ e−iωy∗ or e{iω−2sκ}y∗ . (6.17)
In outgoing coordinates (u, r, x, ϕ) where u is defined by
du =
1
A
{dt− dy∗}, (6.18)
the tetrad components l and n are rendered ‘well behaved’ at the horizons by applying a boost
of Λ, the effect of which is to transform the Newman-Penrose quantities according to
ψouts (y) = Λ
sψs(y). (6.19)
In this case the asymptotic form of the y equation is given by
(
∂2
∂y2∗
− sp′(y) ∂
∂y∗
+ {ω2 + iωsp′(y)}+ V˜eff
)
ψouts (y) = 0, (6.20)
such that
ψouts (y)
∣∣∣
y→ξ2
∼ eiωy∗ or e{−iω+2sκ}y∗ (6.21)
and
ψouts (y)
∣∣∣
y→ξ3
∼ eiωy∗ or e{−iω−2sκ}y∗ . (6.22)
The asymptotic behaviour of the field quantities expressed in both the symmetric tetrad and
the in- and outgoing tetrads clearly exhibit the peeling behaviour expected from the peeling
theorem of Newman & Penrose [19]. Ingoing observers ‘pick out’ the ingoing component of the
field to be ‘non-special’ – neither singular nor identically zero at the horizons [9], and likewise
the outgoing observers ‘pick out’ the outgoing components. The apparent pathology in some
field components is merely a result of some gauge choice, and choosing to work in any particular
gauge, with appropriately selected boundary conditions, cannot therefore affect the final results.
Care must nonetheless be exercised when attempting to define certain quantities since y
equations such as (4.24) describe the evolution of only a single spin-weight quantity ψs(y).
The failure of these equations to be self-adjoint in cases other than s = 0 is manifested as an
apparent lack of unitarity in the evolution of any one spin-weight component. However, for fields
with s 6= 0 there must also exist relations between the components of maximum spin-weight –
the Teukolsky-Starobinsky identities [20], and consequently the definitions of quantities such as
conserved currents must necessarily involve both spin-weight components of a field [21].
Having laid the groundwork, the definition of asymptotic boundary conditions for the desired
scattering problem may be achieved by analogy with a simple one-dimensional problem of
scattering in a potential well. Considering the initial hypersurfaces H−br and H
−
al, Hawking &
Ross argued [8] that the effects of scattering a field from H−br must be the image under left-right
interchange to the effects of scattering a field from H−al . Since the metric must be symmetric
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under this exchange, calculating the scattering of a field incident only from the past black hole
horizon is justified since the reflection and transmission coefficients would be identical had the
other choice been made instead.
With this in mind, an asymptotically-plane wave outgoing from H−br will propagate through
the right Rindler diamond and subsequently interact with some potential in the interior region.
The result of this interaction must then be an ingoing reflected component through H+bl and
an outgoing transmitted component across H+ar. These conditions may be written in symmetric
tetrad components as
ψs(y) = e
{iω+sκ}y∗ + CR(s)e
{−iω−sκ}y∗ (6.23)
at the black hole horizon (y∗ → −∞), and
ψs(y) = CT (s)e
{iω−sκ}y∗ (6.24)
at the acceleration horizon (y∗ →∞), where CR(s) and CT (s) are related to the reflection and
transmission coefficients respectively, which remain to be determined. For the degenerate case
of s = 0, the boundary conditions reduce to those chosen for the massless scalar field in Hawking
& Ross, although the ‘tortoise’ coordinate is there defined with opposite sign.
7 Solving the y Equation.
Having established physically consistent boundary conditions at the horizons, the remaining
problem of determining the reflection and transmission coefficients reduces to that of solving
(4.24) subject to the constraints (6.23) and (6.24). Since this expression possesses the same
regular singular points encountered in the x equation, attempting to find an analytic solution
will obviously necessitate recourse to the now familiar ‘point-particle’ limit.
Defining a new field fs(y) such that
ψs(y) = e
{iω−sκ}y∗fs(y) (7.1)
yields a slightly more pellucid form for this problem, in which (4.24) may be re-written as(
∂
∂y
{
p(y)
∂
∂y
}
− 2 {iω − sκ} ∂
∂y
+
1
6
(2s2 + 1)p′′(y) + Γs
+
1
p(y)
{
(iω − sκ)2 − (iω − 1
2
sp′(y))2
})
fs(y) = 0. (7.2)
The boundary conditions then become
fs(y) = e
2sκy∗ + CR(s)e
−2iωy∗ (7.3)
at the black hole horizon (y∗ → −∞), and
fs(y) = CT (s) (7.4)
at the acceleration horizon (y∗ →∞).
In moving to the ‘point-particle’ limit this equation is further simplified by changing coor-
dinates
y → yˆ = 1
β
(
y − 1
2
{ξ3 + ξ2}
)
(7.5)
where
β
def
=
1
2
{ξ3 − ξ2} = 1
2ζ
{1 + ζ +O(ζ2)}. (7.6)
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The range of y is then mapped to yˆ ∈ [−1, 1], and the symmetry imposed on the metric
polynomial allows it to be re-written as
p(yˆ) = −ηζβ4{yˆ2 − α2}{yˆ2 − 1} (7.7)
with
α
def
=
ξ4 − ξ1
ξ3 − ξ2 = 1 + 4ζ +O(ζ
2). (7.8)
With this change in place the three polynomial functions p(y), p′(y) and p′′(y) – where ′
denotes differentiation with respect to y – may be expressed as power series in ζ which are
respectively
p(yˆ) = − 1
16ζ2
(1− yˆ2)
{
(1− yˆ2) + 2(1 + 3yˆ2)ζ +O(ζ2)
}
, (7.9)
p′(yˆ) =
1
2ζ
yˆ
{
(1− yˆ2)− (1− 5yˆ2)ζ +O(ζ2)
}
, (7.10)
p′′(yˆ) =
{
(1− 3yˆ2) + 12yˆ2ζ +O(ζ2)
}
. (7.11)
If (yˆ2− 1) ∼ O(1) then only the first terms in these series need be retained. Substituting them
into (7.2) with the identification (5.12) for Γs, and further assuming ω ∼ O(1) gives(
∂
∂yˆ
{
(yˆ2 − 1)2 ∂
∂yˆ
}
+ 2
{
yˆ2 − [1 + 2j(j + 1)]
})
fs(yˆ) = 0 (7.12)
where ∂yˆ = β∂y. In this approximate equation j is used in favour of j0 since regarding j as
a half-integer would introduce degeneracies that are not present in the exact equation. The
solution may be expressed in the form
fs(yˆ) =
1
{yˆ2 − 1}j+1
{
A{yˆ + 1}2j+1 +B{yˆ − 1}2j+1
}
(7.13)
for arbitrary constants A and B. Clearly this function diverges at the boundaries yˆ = ±1, but
this is of little real concern since (7.12) is not valid near those points. A separate approximation
must therefore be used in the neighbourhoods of the boundaries, which may be obtained by
defining a new coordinate q where
yˆ = ±{1− 4ζq}. (7.14)
Dealing first with the neighbourhood of yˆ = −1, the leading order terms in equation (7.2)
become (
∂
∂q
{
q(q + 1)
∂
∂q
}
+ {iω − s} ∂
∂q
− iωs
q
− j(j + 1)
)
fs(q) = 0. (7.15)
Searching for a series solution of the form fs(q) =
∑
aλq
k+λ yields indicial roots k = +s and
−iω, and a general one-term recurrence relation of the form
an+1 = an
{
j(j + 1)− (k + n)(k + n + 1)
(k + n+ 1)[k + n+ iω − s+ 1]− iωs
}
. (7.16)
This may be identified as a 2F1 Gaussian hypergeometric series, convergent throughout the unit
disk |q| < 1 for the non-integer parameters considered here. The solution obeying the boundary
condition (7.3) is therefore
fs(q) = {4ζq}sF
(
{j + s+ 1}, {−j + s}; {iω + s+ 1};−q
)
+ CR(s){4ζq}−iωF
(
{j − iω + 1}, {−j − iω}; {−s− iω + 1};−q
)
. (7.17)
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Moving to the neighbourhood of yˆ = +1, the leading-order terms in equation (7.2) now give
(
∂
∂q
{
q(q + 1)
∂
∂q
}
− {iω − s} ∂
∂q
+
iωs
q + 1
− j(j + 1)
)
fs(q) = 0. (7.18)
Written in this form an attempted series solution generates a two-term recurrence relation
which is of little use. However, a one-term relation may be generated by instead considering
the coordinate q˜
def
= q + 1. In this case
(
∂
∂q˜
{
q˜(q˜ − 1) ∂
∂q˜
}
− {iω − s} ∂
∂q˜
+
iωs
q˜
− j(j + 1)
)
fs(q˜ − 1) = 0 (7.19)
which again gives indicial roots of k = +s and −iω, but with a general recurrence relation of
the form
an+1 = an
{
(k + n)(k + n+ 1)− j(j + 1)
(k + n+ 1)[k + n+ iω − s+ 1]− iωs
}
. (7.20)
Naturally this may also be identified as a 2F1 Gaussian hypergeometric series, and the general
solution for fs(q) may be expressed as
{q + 1}−sfs(q) = CF
(
{j + s+ 1}, {−j + s}; {iω + s+ 1}; q + 1
)
+D{q + 1}−s−iωF
(
{j − iω + 1}, {−j − iω}; {−s− iω + 1}; q + 1
)
(7.21)
for arbitrary constants C and D. If these are chosen respectively as
C = CT (s)× Γ(s− iω + 1)Γ(−s− iω)
Γ(−j − iω)Γ(j − iω + 1) (7.22)
D = CT (s)× Γ(s− iω + 1)Γ(s+ iω)
Γ(−j + s)Γ(j + s+ 1) , (7.23)
then (7.21) may be transformed (see for example [22]) to a solution of the form
fs(q) = CT (s){q + 1}sF
(
{j + s+ 1}, {−j + s}; {s− iω + 1};−q
)
(7.24)
which clearly satisfies the boundary condition (7.4).
At this stage it should be noted that equation (7.18) and its solution (7.24) will also be valid
for the entire region yˆ ∈ [1, α]. To zeroth order this solution therefore describes the form of the
incident field with the desired boundary condition on H+ar, restricted to zero onH
+
al , through the
top Rindler diamond bounded by J +. CT (s) is therefore related to the transmission coefficient
for the complete scattering problem from the previously defined initial Cauchy surface to the
future Cauchy surface.
8 Transmission and Reflection Coefficients
Although the definition of the Gaussian hypergeometric series ensures its convergence only
within the unit disk, there nonetheless exist transformation formulae for analytically continuing
to the region |q| > 1 [22]. The boundary neighbourhood solutions (7.17) and (7.24) may
therefore be analytically continued to large values of q and subsequently matched to the function
(7.13) which is valid in this ‘central’ region.
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In the interest of notational convenience, the following factors are defined:
U =
Γ(−s− iω + 1)Γ(2j + 1)
Γ(j − iω + 1)Γ(j − s+ 1) , (8.1)
V =
Γ(s+ iω + 1)Γ(j − iω + 1)Γ(j − s+ 1)
Γ(j + s+ 1)Γ(−s− iω + 1)Γ(j + iω + 1) , (8.2)
W =
Γ(s− iω + 1)Γ(−2j − 1)
Γ(−j − iω)Γ(−j + s) , (8.3)
X =
Γ(−s− iω + 1)Γ(−2j − 1)
Γ(−j − iω)Γ(−j − s) , (8.4)
Y =
Γ(s+ iω + 1)Γ(−j − iω)Γ(−j − s)
Γ(−j + s)Γ(−s− iω + 1)Γ(−j + iω) , (8.5)
Z =
Γ(s− iω + 1)Γ(2j + 1)
Γ(j − iω + 1)Γ(j + s+ 1) , (8.6)
where it is clear from their definitions that, amongst others, the following relations hold:
U(−s) = Z(s), W (−s) = X(s),
V ∗(−s) = V −1(s), Y ∗(−s) = Y −1(s). (8.7)
With the benefit of these definitions, the analytic continuation of fs(q) from the black hole
horizon may be written as
fs(q) = X
(
{4ζ}−iωCR(s) + {4ζ}sY
)
{q}−j−1
+ U
(
{4ζ}−iωCR(s) + {4ζ}sV
)
{q}j (8.8)
for q ≫ 1. Likewise the analytic continuation of fs(q) from the acceleration horizon becomes
fs(q) = WCT (s){q}−j−1 + ZCT (s){q}j. (8.9)
By substituting for the coordinate q defined near yˆ = ±1, equation (7.13) becomes
fs(q) ≈
(
{−1}−j−1 × 2j−1 × A× {ζq}j
)
+
(
{−1}j × 2−j−2 × B × {ζq}−j−1
)
(8.10)
by the black hole horizon, and
fs(q) ≈
(
{−1}−j−1 × 2−j−2 × A× {ζq}−j−1
)
+
(
{−1}j × 2j−1 × B × {ζq}j
)
(8.11)
by the acceleration horizon. Matching these results with the corresponding analytically contin-
ued expressions (8.8) and (8.9) requires for consistency the relations
U (CR(s) + {4ζ}sV ) = {2ζ}2j+1WCT (s) (8.12)
and
X (CR(s) + {4ζ}sY ) =
{
1
2ζ
}2j+1
ZCT (s) (8.13)
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where the phase factor {4ζ}−iω has been absorbed into CR(s). These may obviously be solved
for the two unknown factors. By further defining
α = {2ζ}2j+1 (8.14)
and
β =
UZ
WX
(8.15)
they may be written as
CR(s) =
α2βY − V
1− α2β × {4ζ}
s (8.16)
and
CT (s) = α
X
Z
Y − V
1− α2β × {4ζ}
s. (8.17)
Appropriate use of the Teukolsky-Starobinsky identities for the components of extreme spin-
weight allows the verification of current conservation, but this relative normalisation technique
may be bypassed by instead calculating CR(−s) and CT (−s) [23]. With application of the
relations (8.7) between the various factors under a replacement of s → −s, it is clear that, as
required for consistency,
ΓR + ΓT = 1 (8.18)
if
ΓR
def
= |CR(s)CR(−s)| (8.19)
and
ΓT
def
= ±|CT (s)CT (−s)| (8.20)
where the ‘+’ is necessary for bosonic fields, and the ‘−’ for fermionic fields. To leading order
in ζ this definition of the transmission coefficient reduces to
ΓT = ±α2|β| {2− Y/V − V/Y }+O(α4). (8.21)
Since s is a discrete parameter, the term Y/V may be written as
Y/V = ±sin{π(j − iω)}
sin{π(j + iω)}
def
= ± exp(iθ) (8.22)
where again the ‘+’ is required for bosonic fields and the ‘−’ for fermionic fields. Exploiting
this definition ΓT becomes, after a little algebra
ΓT = −2α2
{
Γ(−2j − 1)Γ(j + s+ 1)
Γ(−j + s)Γ(2j + 1)
}2 ∣∣∣∣∣Γ(j + iω + 1)Γ(−j + iω)
∣∣∣∣∣
2
(−1± cos θ) +O(α4). (8.23)
By assumption j = j0+O(ζ) where j0 is a non-negative half-integer, and hence j0 = l0+ |s|
for integer l0 ≥ 0. Thus, in a leading order calculation, the limit may be taken in which j − s
tends to a non-negative integer. The first term may be re-expressed as
{
Γ(−2j − 1)Γ(j + s+ 1)
Γ(−j + s)Γ(2j + 1)
}2
=
{
Γ(j + s+ 1)Γ(j − s+ 1)
Γ(2j + 1)Γ(2j + 2)
}2
×
[
sin{π(j − s)}
sin{π(2j + 1)}
]2
(8.24)
which in this limit becomes
1
4
{
(j + s)!(j − s)!
(2j)!(2j + 1)!
}2
(8.25)
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for all spins. The second term may be written as a finite product by recognising that
∣∣∣∣∣Γ(n+ iω + 1)Γ(−n+ iω)
∣∣∣∣∣
2
=


1
ω2
n∏
i=0
(i2 + n2)2 n integer,
n∏
i=1/2
(i2 + n2)2 n half-integer.
(8.26)
Finally, by expanding the definition of θ it is clear that cos θ → −1 for bosonic fields while
cos θ → +1 for fermionic fields, and so the transmission coefficient becomes
ΓT = {2ζ}4j+2
{
(j + s)!(j − s)!
(2j)!(2j + 1)!
}2
1
ω2
j0∏
i=0
(i2 + ω2)2 + · · · (8.27)
for integer s, and
ΓT = {2ζ}4j+2
{
(j + s)!(j − s)!
(2j)!(2j + 1)!
}2 j0∏
i=1/2
(i2 + ω2)2 + · · · (8.28)
for half-integer s, where ‘· · ·’ denotes terms of higher order in ζ .
Clearly the largest contribution will come from the j0 = |s| (l0 = 0) modes, for which the
expressions simplify to
ΓT =


{2ζ}2ω2 spin 0,
1
4
{2ζ}4(1/4 + ω2)2 spin 1/2,
1
36
{2ζ}6ω2(1 + ω2)2 spin 1.
(8.29)
This leading order approximation, valid for ω ≤ 1, may also be extended to spin 2 fields incident
on the vacuum C metric, although it would appear plausible to expect the overall power of ζ
in this approximation to remain 4s+ 2 when in addition these fields are considered incident on
the electrovac solution.
9 Discussion
In calculating an estimate of the affect of Planck size virtual black hole loops on coherence
loss in incident scalar fields, Hawking & Ross [8] exploited the separability of the conformally
invariant scalar wave equation in one particular metric – the electrovac C metric. The scattering
calculation is performed in the Lorentzian section , by considering the propagation of a field
from an initial Cauchy surface to a future Cauchy surface, suitably constructed from the left
and right black hole and acceleration horizons and J +. The total scattering problem is split
into two distinct sections: propagation through the right Rindler diamond to define reflection
and transmission coefficients, followed by propagation through the top Rindler diamond to J +
which is found to be trivial. The transmission factor CT (which, modulus an arbitrary phase
factor, may be identified with
√
ΓT |s=0) is necessary in calculating the Bogoliobov coefficients
for this scattering problem and hence in estimating the number density Nω of particles at J +.
This procedure has herein been repeated and extended to fields of spin 1
2
and 1 by finding and
separating the Teukolsky equations on the electrovac C metric. (As a byproduct the resulting
equations are in addition valid for fields of spin 0, 1
2
, 1, and 2 incident on the vacuum C metric).
It is shown that the angular parts of these solutions comprise a complete set of orthogonal
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polynomials sφjm(x)e
imϕ characterised by two real numbers j and m and a half-integer spin-
weight parameter s. In the ‘point-particle’ limit these functions reduce to the spin-weighted
spherical harmonics sYj0m0(θ, ϕ) with j0 and m0 half-integer.
A suitable generalisation of the radial boundary conditions considered in Hawking & Ross
is subsequently demonstrated to be appropriate despite the appearance of apparent pathologies
in the asymptotic behaviour of non-zero spin field quantities. These effects are shown to be
gauge sensitive rather than physical in nature. Fixing a gauge (or frame) necessitates careful
handling of frame independent quantities such as conserved currents, which na¨ıvely appear not
to be conserved since the radial equation is not self-adjoint.
In the chosen gauge the radial solutions approach 2F1 hypergeometric functions close to the
horizons, and these are matched to the solution in the interior region to fix the transmission and
reflection factors CT (s) and CR(s). The hypergeometric approximation is in addition shown to
be valid throughout the top Rindler diamond and so the two factors CT (s) and CR(s) determine
the complete scattering problem from the initial Cauchy surface to the future Cauchy surface.
By suitably defining the transmission and reflection coefficients such that they are invariant
under the transformation s→ −s, current conservation may be demonstrated, in that ΓR+ΓT =
1. The leading order contribution to the transmission coefficient is subsequently shown to behave
as ζ4s+2 for ω ≤ 1, where ζ is a small parameter. It is clear therefore that transmission is
suppressed for fields of higher spin.
Calculations for an incident scalar field indicated that a finite non-zero number of particles
should be detected at J +, implying loss of quantum coherence since each of these particles
may be thought of as one of a virtual pair whose partner has fallen into the black hole. Since
transmission is suppressed for higher spin fields this effect will be correspondingly reduced. A
full derivation of this result will be given in a subsequent paper.
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