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Introduzione 
 
 Il moltiplicatore analogico è un blocco su cui recentemente è stato posto numeroso 
interesse. Questo a causa di un suo possibile uso, oltre che in applicazioni tipiche, come il 
trattamento dei segnali a radiofrequenza, anche in applicazioni innovative come reti neurali 
o filtri FIR, in cui la crescente complessità computazionale e la contemporanea richiesta di 
integrazione e basso consumo di potenza ha portato alla ricerca di soluzioni alternative 
rispetto ai filtri digitali, non in grado di soddisfare entrambi i requisiti. Gli svantaggi della 
soluzione analogica, che spingono verso l’uso, dove possibile, di soluzioni digitali, sono la 
ridotta precisione, la presenza di offset, la ridotta immunità ai disturbi e la banda non 
sempre elevata. Gli sforzi della progettazione di moltiplicatori analogici sono mirati quindi 
a cercare di minimizzare l’entità di tali svantaggi, oltre che ad ottimizzare le prestazioni dei 
circuiti realizzati dal punto di vista dell’integrazione e del consumo di potenza. 
 Questo lavoro di tesi riguarda la progettazione di un divisore controllato di corrente 
da impiegare per la sintesi di moltiplicatori a transconduttanza in tecnologia CMOS. In 
particolare, l’obiettivo della tesi è stato valutare la possibilità di estendere alle alte 
frequenze il funzionamento di divisori controllati basati su un principio proposto 
recentemente. La progettazione è stata effettuata mediante la scelta di una opportuna 
topologia, il dimensionamento dei transistori e la verifica delle prestazioni del circuito 
dimensionato. Le ultime due fasi necessitano dell’ausilio di strumenti CAD: in questo 
lavoro di tesi è stato utilizzato il simulatore ELDO di Mentor Graphics. Il processo 
utilizzato è il BCD6s di ST Microelectronics, le cui caratteristiche saranno descritte nel 
seguito della trattazione. 
 Il blocco divisore di corrente (splitter) si basa sulla cascata di due coppie 
differenziali e necessita dell’applicazione di una opportuna procedura di dimensionamento 
per ottimizzarne la linearità rispetto alla corrente di ingresso. Tale procedura è stata 
sviluppata in ambiente Matlab. 
Poiché il dimensionamento effettuato secondo i risultati ottenuti dalla procedura contrasta 
con le specifiche di velocità richieste, è stato raggiunto un compromesso, mediante 
simulazioni parametriche, fra ampiezza di banda e linearità del circuito. 
 La trattazione è così strutturata: 
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• nel Capitolo 1 viene data una definizione del moltiplicatore analogico. 
Vengono quindi proposti due possibili criteri per classificare i moltiplicatori 
analogici, cioè in relazione alla polarità dei segnali di ingresso e al principio di 
funzionamento. Vengono inoltre descritti i diversi principi di funzionamento e 
presentati alcuni esempi di realizzazione topologica. Vengono quindi illustrate 
le principali applicazioni dei moltiplicatori analogici con alcuni esempi di 
realizzazioni circuitali. Infine vengono presentati i principali parametri per 
quantificare le prestazioni dei moltiplicatori. 
 
• Nel Capitolo 2 viene dapprima illustrato il principio di funzionamento del 
moltiplicatore e più in particolare del blocco splitter sviluppato in questo lavoro 
di tesi, quindi viene descritta la procedura sviluppata in ambiente Matlab per 
effettuare un opportuno dimensionamento di alcuni transistori del blocco 
splitter in modo da massimizzare l’intervallo di linearità dell’uscita del blocco 
splitter stesso relativamente ad un ingresso. Vengono quindi presentati i 
risultati ottenuti dalla procedura e introdotti alcuni vincoli che portano alla 
scelta di un dimensionamento diverso da quello ottimo dal punto di vista della 
linearità.    
 
• Nel Capitolo 3 viene illustrato il flusso di progetto che ha portato alla scelta 
della topologia del blocco splitter sulla base della specifica di velocità. Sulla 
topologia scelta è stato quindi effettuato uno studio approssimato per 
l’individuazione delle singolarità dominanti del circuito e quindi per 
individuare alcuni criteri di progetto. Comunque, data la complessità del 
dispositivo, la progettazione è stata svolta quasi interamente mediante l’ausilio 
del CAD. Sono state quindi spiegate alcune scelte topologiche ed è stato 
mostrato come effettuare una parziale compensazione degli effetti della 
temperatura e degli errori di processo.  
 
• Nel Capitolo 4 vengono quindi mostrati i risultati ottenuti dalla simulazione 
del blocco splitter mediante il simulatore elettrico ELDO, a partire dal 
dimensionamento. Le analisi effettuate sono state mirate alla valutazione delle 
prestazioni dello splitter dal punto di vista di velocità, stabilità, linearità, 
efficacia del controllo del modo comune (la configurazione utilizzata è di tipo 
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fully-differential). È stato quindi simulato l’impiego dello splitter all’interno di 
un moltiplicatore completo, ottenendo risultati relativamente alla caratteristica 
di trasferimento del moltiplicatore, alla sua linearità, all’entità del rumore e 
dell’offset. Il moltiplicatore è stato anche caratterizzato per due sue possibili 
applicazioni, come mixer e come rivelatore di fase. 
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Capitolo 1 
Architetture e applicazioni dei moltiplicatori 
analogici 
 
Paragrafo 1: architetture dei moltiplicatori analogici 
 
Introduzione 
 
Si definisce MOLTIPLICATORE ANALOGICO un dispositivo elettronico con due ingressi 
e una uscita, nel quale il segnale di uscita z è proporzionale, secondo una costante di 
moltiplicazione K, al prodotto di due segnali analogici (x, y) posti in ingresso: 
 
                                      z = Kxy.                           (1.1) 
 
La costante K viene chiamata guadagno. I segnali di ingresso e di uscita possono essere 
tensioni o correnti. I due segnali di ingresso possono variare su range diversi. 
 
                                                    
Fig.1.1a                                                     Fig.1.1b 
   
 In Fig.1.1a viene riportato il simbolo genericamente utilizzato per un moltiplicatore, in 
Fig.1.1b quello comunemente usato per i moltiplicatori integrati [1.1]. Mentre i 
moltiplicatori digitali eseguono operazioni su dati in forma numerica, i moltiplicatori 
analogici operano su segnali analogici tempo continui. 
 I circuiti che realizzano moltiplicatori analogici possono utilizzare transistori BJT o 
MOS; durante la trattazione saranno studiati prevalentemente circuiti a dispositivi MOS, 
sebbene i moltiplicatori realizzati a BJT abbiano raggiunto elevate prestazioni. Questo 
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perché la stretta relazione presente negli attuali sistemi elettronici fra funzioni analogiche e 
circuiti digitali ha spinto, mediante le tecnologie VLSI, alla realizzazione di blocchi 
analogici e digitali su uno stesso chip. Emerge quindi la convenienza dell’uso dello stesso 
processo tecnologico per la realizzazione di entrambi i tipi di blocchi. 
 Nell’ambito dei circuiti digitali la tecnologia CMOS è quella più diffusa, in quanto 
ha consentito di ottenere bassi livelli di consumo di potenza (con un conseguente maggiore 
grado di affidabilità a causa della minore temperatura raggiunta dal chip), bassi livelli di 
tensione di alimentazione ed una elevata capacità di integrazione. Anche la velocità 
raggiunta e le prestazioni in termini di robustezza e margini di rumore sono elevate. 
 Nella logica digitale bipolare, al contrario, il consumo di potenza per ogni porta è 
elevato e pone un limite al numero di porte che possono essere integrate su un singolo 
chip. Tuttavia un vantaggio di questa tecnologia è la capacità di erogare elevate correnti in 
uscita, proprietà che diventa molto importante per il pilotaggio di carichi capacitivi con 
capacità elevata, in quanto evita l’introduzione di stadi buffer in uscita necessari in 
tecnologia CMOS per ridurre l’entità del ritardo del segnale in uscita rispetto a quello di 
ingresso. I circuiti in tecnologia bipolare consentono inoltre di ottenere elevate velocità di 
commutazione. 
 La tecnologia BiCMOS consente di ottenere circuiti con prestazioni molto elevate 
(a livello di velocità, accuratezza, linearità, complessità, consumo di potenza), perché 
unisce i vantaggi di entrambe le tecnologie CMOS e bipolare, ma determina una notevole 
complicazione tecnologica e circuitale per realizzare integrati per alte prestazioni. È 
possibile realizzare integrati in BiCMOS mediante processi a basso costo, ma i bipolari 
realizzati hanno elevate resistenze serie sui terminali di collettore o di base ed una bassa 
efficienza di emettitore. 
 In conclusione, per poter integrare blocchi analogici e digitali su uno stesso chip, 
evitando complicazioni tecnologiche e circuitali, la tecnologia di cui indagare le possibilità 
nell’ambito dell’elaborazione analogica è la CMOS. Per questo negli ultimi anni sono stati 
sviluppati numerosi moltiplicatori in questa tecnologia, moltiplicatori che saranno il 
principale oggetto di studio di questa trattazione, sulla base dei seguenti criteri: 
 
• Range dei segnali d’ingresso e d’uscita 
• Area 
• Banda 
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• Consumo di potenza e tensione di alimentazione 
• Linearità 
• Accuratezza 
• Sensibilità alla temperatura e agli errori di processo 
• Effetto body 
• Rumore 
 
Classificazione dei moltiplicatori analogici 
 
È possibile classificare i moltiplicatori analogici secondo due criteri: 
- Polarità ammesse per gli ingressi 
- Principio di funzionamento. 
 
1. Sulla base del primo criterio, si opera una distinzione fra moltiplicatori: 
- A SINGOLO QUADRANTE, se x e y sono unipolari (possono assumere  
  valori o positivi o negativi) 
- A DUE QUADRANTI, se uno dei due ingressi può essere bipolare (può  
  assumere valori positivi o negativi) 
- A QUATTRO QUADRANTI, se entrambi gli ingressi possono essere  
  bipolari. 
 
Se il moltiplicatore non è a quattro quadranti viene specificato il range di variazione di 
ciascun segnale in ingresso, oppure vengono indicati i quadranti nei quali il circuito può 
funzionare. 
 
2. Sulla base del secondo criterio, è possibile distinguere fra moltiplicatori 
- LOGARITMICI 
- A DIVISIONE DI TEMPO 
- A TRANSCONDUTTANZA 
- BASATI SU NON LINEARITÀ  
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a.) Nel moltiplicatore LOGARITMICO viene sfruttata la relazione 
 
( ) ( )yxeyxyxyx loglog)log()log()log( +=⋅⇒+=⋅   (1.2). 
 
Il moltiplicatore può essere pertanto realizzato con due amplificatori logaritmici, un 
sommatore ed un elevatore a potenza [1.2]. 
 In un amplificatore logaritmico la tensione di uscita Vu è legata alla  tensione di 
ingresso Vi dalla relazione )ln(
L
i
Lu
V
VKV = , dove KL e VL sono opportune costanti; lo 
schema più semplice per realizzarlo utilizza un amplificatore operazionale e un diodo a 
giunzione, connessi come indicato in Fig.1.2. 
 
 
Fig.1.2 
 
Considerando Vd >> VT , dove TV è la tensione termica, si ha che la corrente che scorre nel 
diodo DI  è pari a: 
                 
T
d
V
V
SD eII
η
=             (1.3), 
 
avendo indicato con SI  la corrente inversa del diodo e con η il fattore di idealità del diodo. 
Supponendo valido il corto circuito virtuale, si ottiene: 
                                                                              
                  )ln(
ss
s
Tu
IR
VVV η−=       (1.4), 
 
In un amplificatore esponenziale si verifica la relazione )exp( EiEu KVVV = , dove VE e KE 
sono opportune costanti; lo schema più semplice per realizzarlo è quello di Fig.1.3. 
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Fig.1.3 
 
In questo caso 
 
            
T
S
V
V
SSDSU eIRIRV
η
−=−= ,                       (1.5) 
 
dove DI  è la corrente che scorre nel diodo. 
 Elaborando quindi i due segnali di ingresso mediante amplificatori logaritmici, 
sommando le uscite degli amplificatori e poi inviando la somma ad un amplificatore 
esponenziale si ottiene in uscita un segnale proporzionale al prodotto dei due segnali di 
ingresso. A causa della presenza degli amplificatori logaritmici, per i quali il segnale di 
ingresso può assumere solo una polarità, il moltiplicatore realizzato con questo principio è 
ad un quadrante. 
 
b.) I moltiplicatori A DIVISIONE DI TEMPO sfruttano il metodo della modulazione ad 
impulsi. 
Considerando la forma d’onda di Fig.1.4, con periodo T, il valore medio mV del segnale 
( )tv  risulta: 
 
( )
T
TVdttv
T
V
T
m
00
0
1
== ∫    (1.6). 
 
Rendendo quindi l’ampiezza dell’impulso 0V  proporzionale ad una variabile e la sua 
durata proporzionale ad un’altra variabile, il valor medio dell’impulso è proporzionale al 
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prodotto delle due variabili. Per ottenere ciò, è necessario effettuare quindi una duplice 
modulazione, di ampiezza e di duty-cycle, su una forma d’onda. 
 
 
Fig.1.4 
 
 Uno schema che esegue questa operazione è quello di Fig.1.5. 
Questo è costituito da un oscillatore (blocco O) che genera un’onda triangolare con periodo 
T, la quale viene confrontata con il segnale x; l’uscita del comparatore attiva un deviatore 
che rende il segnale s uguale a +y o –y. Il segnale s viene quindi inviato in ingresso ad un 
filtro passa basso. 
Nelle forme d’onda di Fig.1.6 si è supposto che l’onda triangolare abbia frequenza molto 
maggiore della massima componente frequenziale di x, in modo da considerare x costante 
nel periodo T. 
Il segnale u di uscita è pari a: 
 
                            
( )[ ]ττ −−⋅= Tyy
T
u
1
,           (1.7) 
 
dove 





−
U
x1
2
T
=          τ
. Quindi 
U
xy
u −= . 
Naturalmente x deve avere ampiezza minore del valore massimo dell’onda triangolare U. 
 
 
 
Fig.1.5 
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Fig.1.6 
           
In tale schema la presenza di rumore nel segnale x genera di solito errori rilevanti, quindi si 
preferisce adottare uno schema diverso, illustrato in Fig.1.7, in cui il segnale x viene 
sommato alla grandezza costante +E o –E a seconda del valore di uscita del comparatore e 
inviato ad un integratore, il cui scopo è quello di filtrare il rumore sovrapposto al segnale x. 
Questi moltiplicatori sono molto precisi, anche se con banda passante limitata. Sono inoltre 
costituiti da un numero elevato di blocchi e sono caratterizzati da: 
• ampia occupazione di area su chip  
• ridotta possibilità di integrazione 
• necessità di una elevata tensione di alimentazione e quindi notevole consumo 
di potenza. 
 
 
Fig.1.7 
 
c.) I moltiplicatori A TRANSCONDUTTANZA [1.3] si basano sull’uso di blocchi 
transconduttori, come quello di Fig.1.8, in cui la corrente di uscita i0  è legata alla tensione 
in ingresso v1 dalla relazione: 
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                         i0 = Gm1 v1,                   (1.8) 
 
dove Gm1 rappresenta la transconduttanza del blocco. 
 
 
Fig.1.8 
 
Gm1 può essere reso direttamente proporzionale alla corrente di polarizzazione del blocco 
Ibias1, cioè 
  
                           Gm1 = K Ibias1.                                                                      (1.9) 
 
Se inoltre la transconduttanza viene modulata aggiungendo un piccolo segnale i2 alla 
corrente
 
Ibias1, ottenuto da un segnale v2 secondo la relazione i2 = Gm2 v2, si ha: 
 
i0 = Gm1 v1 = K(Ibias1 + Gm2 v2)v1 = K Ibias1 v1+K Gm2 v2 v1.           (1.10) 
 
In questo modo si ottiene quindi un termine proporzionale al prodotto dei due segnali v1 e 
v2. 
 Per avere in uscita la cancellazione del primo termine, non voluto, si può utilizzare 
uno schema in cui la corrente di controllo è ottenuta da un transconduttore fully-
differential, e in cui i due ingressi   v1 e v2 sono differenziali. Tale schema è illustrato in 
Fig.1.9. 
 
Fig.1.9 
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In questo caso, indicando con i01 e i02 le correnti uscenti rispettivamente dai due 
transconduttori con transconduttanza Gm1, si ottiene: 
 
i01 = Gm1 v1 = K (Ibias1 + Gm2 v2) v1                       (1.11) 
 
i02 = Gm1 v1 = K (Ibias1 – Gm2 v2) v1                         (1.12) 
 
i0 =  i01 – i02 = 2 K Gm2 v1 v2                                   (1.13) 
 
 
Questo principio di funzionamento viene utilizzato soprattutto in circuiti a transistori 
bipolari, poiché la transconduttanza gm  in un BJT è pari a  
T
c
V
Igm = , dove cI rappresenta 
la corrente di polarizzazione del collettore e 
q
KTVT = è l’equivalente in volt della 
temperatura, a meno della costante di Boltzmann K  e del valore della carica elementare 
q . Risulta quindi facile realizzare blocchi transconduttori in cui la transconduttanza è 
direttamente proporzionale alla corrente di polarizzazione. Se si utilizzano transistori 
MOS, invece, i blocchi ottenuti spesso presentano scarsa linearità e un ridotto range per i 
segnali d’ingresso. Questi concetti saranno ampiamente illustrati nel seguito della 
trattazione. 
 Nonostante le difficoltà progettuali nel caso dell’uso della tecnologia CMOS, 
questo tipo di moltiplicatore consente di ottenere alcuni vantaggi, fra cui: 
 
• ridotta occupazione di area, mediante opportuna progettazione dei blocchi 
transconduttori; 
• ridotta tensione di alimentazione e ridotto consumo di potenza (sempre 
mediante opportuna progettazione); 
• possibilità di realizzare moltiplicatori a quattro quadranti. 
 
Si possono anche utilizzare schemi [1.4] che consentono di ottenere in uscita una corrente 
proporzionale al prodotto delle correnti in ingresso, ad esempio lo schema a blocchi di 
Fig.1.10. 
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Fig.1.10 
 
In questo caso  
( )
1
1
22
1
1
2
02 in
B
inB
in iI
iIi
gm
gmI +==    (1.14) 
 
( )
1
1
3
1
1
3
03 in
B
B
in iI
Ii
gm
gmI −=−=    (1.15) 
 
e, se 32 BB II = : 
 
1
21
0302
B
inin
out I
iiIII =+=     (1.16). 
 
 
d.) I moltiplicatori BASATI SU NON LINEARITÀ si fondano sull’idea di inviare la 
somma di due segnali in ingresso ad un sistema non lineare caratterizzato da una funzione 
di trasferimento polinomiale. In uscita al sistema sono presenti molti termini, fra cui uno 
proporzionale al prodotto dei due segnali in ingresso. Ad esempio, se la funzione di 
trasferimento di un dispositivo è quadratica: 
 
vout = a vin
2
 + b vin + c,   (1.17) 
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inviando in ingresso al sistema il segnale vin = v1 + v2 (v1 e v2 sono due segnali analogici) 
si ottiene in uscita 
 
vout = av1
2
 + av2
2
 +av1v2+bv1+bv2+c. (1.18) 
 
Si osserva la presenza di un termine proporzionale al prodotto dei due segnali e di altri 
termini indesiderati. 
 In molti moltiplicatori di questo tipo la non linearità di tipo quadratico viene 
sfruttata in modo diverso, sulla base della relazione: 
 
( ) ( ) 21221221 4 vvvvvv =−−+   (1.19). 
 
Il prodotto dei due segnali 1v  e 2v  in uscita viene quindi ottenuto eseguendo su di essi le 
operazioni indicate da tale relazione, mediante circuiti sommatori e quadratori. Questo 
metodo per effettuare la moltiplicazione viene definito “quarter square” [1.1]. 
 Per ridurre l’effetto delle non linearità, in particolare per non avere in uscita la 
componente continua e le armoniche pari, si può utilizzare una configurazione fully-
differential, il cui schema è illustrato in Fig.1.11. 
 
 
Fig.1.11 
 
Indicando con x e y i segnali in ingresso al sistema (le cui componenti continue sono 
rappresentate dalla lettera maiuscola) , il segnale di uscita è dato da: 
 
{[(X + x) + (Y + y)]2 + [(X – x) + (Y- y)]2} - {[(X – x) + (Y + y)]2 + [(X +x) + (Y – y)]2} = 8xy 
 
 Moltiplicatori che si fondano su questo principio possono essere realizzati 
sfruttando la caratteristica dei transistori MOS: 
Architetture e applicazioni dei moltiplicatori analogici 
 
 
16 
 
1. in zona triodo 
2. in saturazione 
 
Per una progettazione volta al basso consumo di potenza è consigliato l’uso di transistori in 
zona triodo [1.5]. Se i MOS lavorano in saturazione, infatti, per avere un basso consumo di 
potenza è necessario che i valori di VGS siano ridotti; questo porta tuttavia anche ad una 
riduzione del range d’ingresso. Utilizzando invece transistori in zona triodo è possibile 
mantenere la tensione VGS ad un livello sufficientemente elevato, per ottenere un ampio 
range d’ingresso, e contemporaneamente lavorare con un basso valore di VDS, e quindi con 
un basso consumo di potenza. 
Generalmente questo tipo di moltiplicatore ha una banda non maggiore di alcune decine di 
megahertz a causa della complessità del circuito. 
  Nelle architetture basate su questo principio che saranno in seguito descritte il 
funzionamento si fonda sulle equazioni paraboliche che descrivono il comportamento del 
MOS. 
Tali equazioni non tengono conto di effetti dovuti ad elevate correnti di drain, presenza di 
forti campi nell’ossido di gate o piccole lunghezze di canale, che determinano: 
 
- degradazione della mobilità degli elettroni nel canale; 
- saturazione della velocità degli elettroni. 
 
In presenza di questi fenomeni le equazioni del MOS sono caratterizzate da un grado 
polinomiale più alto e l’uso di circuiti progettati secondo le equazioni paraboliche 
determina la presenza di distorsioni nel segnale di uscita. Anche la presenza di mismatch 
sul valore di β o VT  dei transistori determina l’insorgere di distorsioni. La linearità ottenuta 
con questo tipo di moltiplicatori è quindi spesso molto ridotta. 
 Generalmente le configurazioni usate per implementare questo tipo di 
moltiplicatore sono fully-differential, per ottenere in uscita la cancellazione della 
componente continua e delle armoniche pari. Ad esempio, utilizzando lo schema di 
Fig.1.12, in uscita si ha [1.3]: 
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Fig.1.12 
 
[(X + x)(Y + y) + (X-x)(Y-y)]-[(X-x)(Y+y) +(X+x)(Y-y)] = 4xy,  (1.20) 
 
dove le lettere maiuscole rappresentano le componenti continue, le minuscole il segnale. 
 Tutti i moltiplicatori che utilizzano configurazioni fully-differential possono essere 
seguiti da uno stadio di conversione dell’uscita da fully-differential a single-ended (cioè 
riferita a massa). La progettazione di tale stadio è importante ma esula dallo scopo di 
questa trattazione. 
 Verranno ora descritte più dettagliatamente le architetture dei moltiplicatori basati 
su tre dei quattro diversi principi di funzionamento (l’architettura dei moltiplicatori a 
divisione di tempo è già stata illustrata). Inoltre saranno presentati alcuni esempi di 
realizzazione, anche se semplificati. 
 
 
Architetture di moltiplicatori a transconduttanza 
 
- a BJT 
 
Le architetture tipiche dei moltiplicatori a transconduttanza con transistori bipolari si 
fondano sulla relazione che lega la differenza fra le correnti di collettore e la tensione 
differenziale in ingresso in una coppia differenziale alimentata in corrente: tale relazione, 
per piccoli segnali, è quella tipica di un blocco transconduttivo. Facendo riferimento alla 
Fig.1.13 e trascurando le correnti di base si ha:  
 
Architetture e applicazioni dei moltiplicatori analogici 
 
 
18 
 
Fig.1.13 
 
 
T
BE
V
V
ESC eII
1
1 ≈  ,     (1.21) 
T
BE
V
V
ESC eII
2
2 ≈    (1.22) 
e   
T
d
V
V
C
C e
I
I
=
2
1
,     (1.23) 
 
dove 21 BEBEd VVV −=   e TV  è la tensione termica. 
 
Poiché 1
2
1
2
0
210 +≈⇒+≈
C
C
C
CC I
I
I
IIII , segue  
 





 +
+
=
T
d
V
VC
e
II
1
0
2    (1.24). 
 
 
 
Analogamente  
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




 −
+
=
T
d
V
VC
e
II
1
0
1     (1.25). 
 
Quindi 






=−
T
d
Cc V
VIII
2
tanh021    (1.26). 
Se Td VV << , si può utilizzare l’approssimazione 
 
T
d
T
d
V
V
V
V
22
tanh ≈     (1.27), 
quindi  






=−
T
d
Cc V
VIII
2021
    (1.28), 
dove gm
V
I
T
=
2
0
  rappresenta la transconduttanza per piccoli segnali dei due transistori. 
Se il generatore di corrente 0I  viene controllato tramite l’applicazione di un segnale 
SV così da variare il valore di corrente in modo proporzionale a SV stesso, l’uscita risulta 
proporzionale al prodotto dei due segnali dV e SV . 
 In particolare, un circuito che realizza un moltiplicatore a transconduttanza è la 
cella di Gilbert [1.6], mostrata in Fig.1.14. 
 
Fig.1.14 
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Si considera β3 = β4 = β5 = β6 = βA e β1 = β2 = βB. I due segnali di ingresso sono indicati 
con 1V  e 2V , il generatore di corrente di polarizzazione è indicato con EEI . 
Supponendo di poter trascurare le resistenze d’uscita dei transistori e del generatore di 
corrente e le correnti di base, si ha:
 
 






−
+
=
TV
V
c
C
e
II
1
1
1
3
   (1.29) 
 





 +
+
=
TV
V
c
C
e
II
1
1
1
4
      (1.30) 
 






+
=
TV
V
C
C
e
II
1
1
2
5
   (1.31) 
   






−
+
=
TV
V
C
C
e
II
1
1
2
6
   (1.32). 
Analogamente  





 −
+
=
TV
V
EE
C
e
II
2
1
1
          (1.33) 
e 






+
=
TV
V
EE
C
e
II
2
1
2
     (1.34) . 
Combinando queste relazioni, si ottiene  
 








+








+
=






−






−
TT V
V
V
V
EE
C
ee
II
21
11
3
,   (1.35) 
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







+








+
=












−
TT V
V
V
V
EE
C
ee
II
12
11
4
   (1.36) 
 








+








+
=












TT V
V
V
V
EE
C
ee
II
21
11
5
    (1.37) 








+








+
=






−






TT V
V
V
V
EE
C
ee
II
12
11
6
   (1.38) 
 
( ) 























=+−+=−≡
TT
EECCCCOUT V
V
V
VIIIIIIII
2
tanh
2
tanh 2146530201 . (1.39) 
 
Se 1V  e 2V  risultano piccole rispetto a TV , la funzione tangente iperbolica può essere 
approssimata da un segmento di retta e il circuito si comporta da moltiplicatore, fornendo 
in uscita il prodotto dei due segnali 1V  e 2V : 
 












≈
TT
EEOUT V
V
V
VII
22
21
.    (1.40) 
 
Se uno dei due segnali è grande rispetto a TV  si può usare una degenerazione di emettitore 
nella coppia differenziale inferiore come mostrato in Fig.1.15, aumentando così l’intervallo 
di linearità in uscita rispetto all’ingresso 2V . 
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Fig.1.15 
 
Questo metodo tuttavia non può essere implementato alle coppie 43QQ  e 65QQ , quindi se 
entrambi gli ingressi sono grandi rispetto a TV  si utilizza uno schema come quello di 
Fig.1.16. 
I due segnali vengono inviati ad un blocco non lineare con caratteristica ingresso-uscita 
iperbolica inversa che li predistorce in modo da compensare la caratteristica di 
trasferimento a tangente iperbolica. I circuiti di predistorsione hanno tuttavia lo svantaggio 
di aumentare il consumo di potenza e di diminuire la velocità del sistema. 
 
Fig.1.16 
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Un circuito che realizza questo blocco è, ad esempio, quello di Fig.1.17, dove 
1101 1 VKII +=  e 1102 1 VKII −=  tramite un convertitore tensione-corrente. 10I  è un termine 
costante, mentre 1K  è la transconduttanza del convertitore tensione corrente. La tensione 
V∆  è pari a: 
 





 −
−




 +
=∆
s
T
s
T I
VKI
V
I
VKI
VV 110110 11 lnln
= 







−
+
110
110
1
1ln
VKI
VKI
VT
.
 (1.41) 
 
 
Fig.1.17 
 
Considerando l’identità 






−
+
=
−
x
x
x
1
1ln
2
1tanh 1 , 
si ottiene 








=∆ −
10
111tanh2
I
VKVV T .  (1.42) 
 
Utilizzando questi blocchi per predistorcere i segnali di ingresso, in uscita al moltiplicatore 
si ottiene: 
















=
21 0
22
0
11
I
VK
I
VKII EEOUT ,   (1.43) 
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dove 
20I  e 2K  sono i parametri funzionali del blocco che predistorce 2V . Tale relazione è 
valida, purché 1I e 2I  siano positive, quindi 
 
1
0
1
1
0 11
K
I
V
K
I
<<−
    e     
2
0
2
2
0 22
K
I
V
K
I
<<−
. 
 
Poiché le correnti in uscita dal blocco che predistorce 2V  sono già proporzionali al segnale 
2V  stesso, queste possono essere inviate direttamente alle coppie di emettitori di 43QQ  e 
65QQ , eliminando la coppia in basso di Fig.1.16. 
 
La cella di Gilbert, opportunamente progettata, consente di ottenere: 
 
• elevata linearità 
• ampio range dei segnali d’ingresso 
• banda elevata. 
 
Il principale svantaggio di questa soluzione è invece rappresentato dall’elevato consumo di 
potenza, dato dalla presenza di transistori impilati, e dalla difficoltà ad utilizzare una 
ridotta tensione di alimentazione. 
  Lo schema della cella di Gilbert può essere implementato anche con transistori 
MOS, sebbene gm non sia proporzionale alla corrente di polarizzazione di drain. 
 
- a MOS 
 
È possibile implementare lo schema della cella di Gilbert sostituendo ai transistori BJT 
transistori MOS in sottosoglia [1.7]. Infatti in tali condizioni di polarizzazione, se la 
tensione DSV è maggiore di qualche TV  (dove TV  è l’equivalente in volt della temperatura), 
la relazione fra corrente di drain DI  e tensione GSV diventa esponenziale [1.8]: 
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    







−=
−−
T
DS
T
THGS
V
V
V
VV
TD eeVL
WCI 12 ξµ
,     (1.44)                      
 
dove C rappresenta la capacità della zona di svuotamento sotto il gate per unità di 
superficie e 
oxC
C
+= 1ξ , essendo oxC la capacità dell’ossido di gate per unità di superficie. 
Sfruttando questa relazione, analoga a quella che lega corrente di collettore a tensione fra 
base ed emettitore in un BJT, si può ottenere in uscita una espressione analoga a quella 
ottenuta per la cella di Gilbert a BJT. 
L’uso di transistori in sottosoglia permette un ridotto consumo di potenza, ma poiché le 
correnti sono molto basse, le velocità raggiunte dai circuiti che usano transistori in questa 
zona di funzionamento non sono elevate. Anche i range degli ingressi sono ridotti. 
 Per non utilizzare transistori in sottosoglia si può considerare lo schema [1.3] di 
Fig.1.14, sostituendo degli  nMOS ai BJT npn e considerando piccole 1V  rispetto a 
( )3TGS VV −  e ( )6TGS VV − . In queste condizioni si ottiene: 
 
1630201 )( VgmgmII −=− ,   (1.45) 
 
dove 13 cAIgm β=  e 26 cAIgm β= . 
Quindi 
 
)()( 2110201 ccA IIVII −=− β .  (1.46) 
 
Poiché )(
2 1
1 TGS
B
c VVI −= β , si ottiene  
 
)(2 221 VII Bcc β=−     (1.47) 
e 
 
210201 2 VVII BA ββ=− .   (1.48) 
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In questo modo la differenza delle correnti di uscita è proporzionale al prodotto dei due 
segnali differenziali in ingresso. In realtà per avere un corretto funzionamento di questo 
circuito sono necessari circuiti di linearizzazione che degradano le prestazioni del 
moltiplicatore stesso. Questa architettura, infatti, presenta una linearità ridotta, perché il 
suo principio di funzionamento sfrutta per due volte l’ipotesi di validità delle relazioni 
paraboliche del MOS. Inoltre la tensione di alimentazione richiesta in genere è maggiore e 
il livello di segnale in uscita è minore rispetto alla versione a BJT. 
 
Architetture di moltiplicatori basati su non linearità 
 
1. In zona triodo (o lineare) la relazione che lega la corrente di drain DI  in un transistore 
nMOS alle tensioni fra gate e source GSV  e fra drain e source DSV  è la seguente: 
 
( ) 





−−=
2
2
DS
DSTGSD
VVVVI β .   (1.49) 
 
Esistono diverse architetture di moltiplicatori che utilizzano questa caratteristica [1.3], cioè 
moltiplicatori che si basano: 
 
a. sul termine GSV DSV  
b. sul termine 2DSV  
 
a.) Il principio di funzionamento si basa sull’idea di controllare GSV  e DSV  di un 
transistore MOS in zona lineare con due segnali indipendenti, x e y. Dal punto di vista 
concettuale [1.3] ciò può essere effettuato utilizzando lo schema di Fig.1.18a, dove M1 
lavora in zona lineare, M2 in saturazione. 
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                                  Fig.1.18a                                                      Fig.1.18b 
 
Rendendo β2 >> β1 M2 si comporta come un source follower, e poiché VG2 è fissato, tale 
risulta anche VS2. In questo modo, attraverso il segnale x viene controllata VGS1, tramite il 
segnale y VDS1. Questo schema può essere implementato mediante il circuito di Fig.1.18b, 
in cui il segnale x controlla la tensione VGS1 e l’anello di reazione impone: 
 
yYVDS +=1 .   (1.50) 
 
In questo modo quindi il segnale y controlla VDS1. Questa configurazione tuttavia necessita 
di una opportuna progettazione dell’amplificatore A affinché il sistema non risulti 
instabile. 
 Per realizzare un moltiplicatore a partire da questo schema di funzionamento, si può 
utilizzare la configurazione [1.3] illustrata in Fig.1.19, in cui la tensione VDS dei due 
transistori è pari all’ampiezza del segnale y. In questo caso si ottiene: 
 
 
Fig.1.19 
 
yyVxXVVVVI TDSDSTGS )2()2( 1
1
11 −−+=−−= ββ  (1.51) 
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    yyVxXI T )2(2 −−−= β ,     (1.52) 
quindi  
       xyIII β2210 =−= .     (1.53) 
 
Il valore del β dei due transistori è stato considerato lo stesso.  Lo scopo dei due 
operazionali è mantenere i source dei due MOS virtualmente a massa. La banda di questo 
circuito è limitata dal prodotto guadagno-banda dell’operazionale; anche sulla minima 
tensione di alimentazione ci sono limitazioni dovute alla necessità di alimentare 
l’operazionale. Un’altra limitazione è sulla polarità del segnale y che deve essere positiva, 
rendendo il moltiplicatore di Fig.1.19 un moltiplicatore a due quadranti. 
Si può anche utilizzare lo schema di principio [1.3] di Fig.1.20. In questo caso, se M2 ed 
M3 si comportano come source follower, la tensione DSV  di M1 ed M4 è pari 
rispettivamente a 2GSVyY −+  e 2GSVyY −−  (se si può considerare 32 GSGS VV ≈ ). 
Quindi: 
))(
2
( 221 GSGST VyYVyYVxXI −+−+−−+= β ,  (1.54) 
 
))(
2
( 222 GSGST VyYVyYVxXI −−−−−−−= β ,  (1.55) 
e 
xyII β221 =− .      (1.56) 
 
 
Fig.1.20 
Capitolo 1 
 
29 
 
Utilizzando una configurazione [1.3] fully-differential, ad esempio quella di Fig.1.21, 
vengono migliorati la linearità e il PSRR del circuito, grazie alla cancellazione delle 
armoniche pari in uscita. 
 
 
Fig.1.21 
 
In questo caso: 
 
( ) ( ) ( ) ( ) .44321423102010 xyIIIIIIIIIII β=−+−=+−+=−=  (1.57) 
 
Questa configurazione presenta una buona linearità rispetto all’ingresso x, mentre rispetto 
all’ingresso y la linearità è scarsa. Consente di utilizzare una bassa tensione di 
alimentazione e ha buone prestazioni dal punto di vista del rumore [1.3]. 
 Naturalmente gli schemi esposti illustrano solamente il principio di funzionamento 
dei moltiplicatori; dal punto di vista implementativo sono possibili numerose soluzioni. 
Ad esempio una cella [1.9] che realizza il prodotto di due segnali V1 e V2 con questo 
metodo è illustrata in Fig.1.22, dove i quattro MOS lavorano in zona triodo ed hanno stesso 
valore di β. 
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Fig.1.22 
 
Rendendo VE = VF = Vs e considerando come uscita il segnale IE-IF, si ha che: 
 
( )( ) ( )( )STSSTsE VVVVVVVVVVI −−−+−−−= −−++ 1212 ββ  (1.58) 
 
( )( ) ( )( )STSSTsF VVVVVVVVVVI −−−+−−−= −++− 1212 ββ  (1.59) 
 
211212 VVVVVVII FE βββ =−=− −+ .    (1.60) 
 
Per non avere significative distorsioni in uscita i nodi A e B devono essere pilotati con 
sorgenti a bassa impedenza. Ciò può essere ottenuto ad esempio mediante la struttura di 
Fig.1.23, dove la resistenza vista dal nodo H è molto bassa, dell’ordine della decina di 
Ohm ( ( )BBAIN rgmgmR 0/1= ). 
 
 
Fig.1.23 
 
Il circuito si comporta come un source follower, quindi la tensione sul nodo H segue quella 
sul nodo G, punto al quale può essere applicata una tensione dall’esterno. Tale circuito può 
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essere usato anche per pilotare i nodi E ed F, perché grazie alla bassa impedenza presentata 
dal nodo H, rende VE = VF. Con questa cella è possibile anche implementare un prodotto 
del tipo 
 
K1V11V21 + K2V21V22 + …KnV1nV2n, 
 
utilizzando n celle con le uscite connesse ai nodi E ed F. Questa implementazione non 
utilizza amplificatori operazionali; consente di operare anche ad alte frequenze e con una 
bassa tensione di alimentazione. 
 
b.) I moltiplicatori che si basano sul termine 2DSV  utilizzano la non linearità quadratica fra 
ID e VDS di un transistore in zona triodo [1.3]. 
In particolare, sommando le correnti di drain 12II  di due MOS, la cui DSV  è controllata 
rispettivamente da un segnale  INV  e INV−  si ottiene [1.10]: 
 
( ) ( ) 2
2
1
11
2
2
2212 22 IN
DS
DSTGS
DS
DSTGS V
VVVVVVVVII βββ −=








−−+








−−=+ . (1.61) 
 
In questo modo si ottiene una relazione quadratica che può essere utilizzata per 
implementare il metodo quarter square. Facendo la differenza dei quadrati della somma e 
della differenza di due segnali si ottiene in uscita il loro prodotto.  
Quanto detto può essere implementato dal circuito fully-differential di Fig.1.24. I MOS Ms 
sono in saturazione, il loro gate è controllato da una combinazione lineare a coefficienti ±1 
dei segnali x e y, ed hanno β molto maggiore del β dei MOS in basso, in modo da operare 
come source follower. I MOS in basso lavorano in zona triodo, con la tensione VDS 
determinata dai due segnali x e y. 
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Fig.1.24 
 
In questo caso: 
( )201 yxI −−= β    (1.62) 
 
( )202 yxI +−= β    (1.63) 
 
xyII 40201 =− .   (1.64) 
 
I sommatori possono essere realizzati con circuiti attivi o passivi. La linearità di questa 
topologia è bassa, inoltre è necessario progettare opportunamente il circuito sommatore. 
 
2.  In saturazione la relazione che lega la corrente di drain DI  di un MOS alle tensioni 
GSV e DSV  è: 
 
( )2
2 TGSD
VVI −= β .   (1.65) 
 
Tale caratteristica può essere utilizzata per implementare moltiplicatori basati su una non 
linearità quadratica [1.3], in particolare: 
a.) usando 2GSV  mediante connessione a diodo 
b.) usando 2GSV  mediante iniezione del segnale nel gate e nel source 
c.) usando 2GSV  mediante il terminale di substrato 
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d.) usando 2GSV  mediante un sommatore di tensione. 
 
Per ottenere un moltiplicatore a partire da questo tipo di non linearità viene generalmente 
utilizzato il metodo quarter square in una configurazione fully-differential. 
 
a.) La connessione di un MOS a diodo determina una caratteristica del tipo: 
 
( )2
2 TDSD
VVI −= β    (1.66) 
 
fra corrente di drain DI  e tensione fra drain e source DSV .  
Collegando il drain di un transistore connesso a diodo al source di un source follower, il 
cui gate è pilotato dalla somma dei due segnali da moltiplicare, è possibile controllare la 
DSV  del transistore connesso a diodo, facendola dipendere dalla somma dei due segnali 
stessi, secondo lo stesso meccanismo illustrato per la tipologia 1 a. 
Utilizzando quindi il metodo quarter square nella configurazione fully-differential, si 
ottiene l’architettura del moltiplicatore [1.3] riportata in Fig.1.25; i source follower sono 
costituiti dai transistori Ms. 
 
 
Fig.1.25 
 
Questa configurazione non consente tuttavia di ottenere una elevata linearità; inoltre è 
necessario progettare opportunamente il circuito sommatore. 
 
b.) In questi moltiplicatori [1.3] i due segnali da moltiplicare vengono applicati 
rispettivamente sul gate e sul source del MOS in saturazione, per poterne sfruttare la non 
linearità quadratica. 
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Uno schema di principio è illustrato in Fig.1.26. 
 
 
Fig.1.26 
 
Si ottiene: 
 
( ) ( )2201 22 TT VyYxXVyYxXI −−−−+−+−+=
ββ
,  (1.67) 
 
( ) ( )2202 22 TT VyYxXVyYxXI −−−++−+−−=
ββ
,  (1.68) 
 
quindi 
 
                      xyIII β402010 =−= .      (1.69) 
 
Per applicare il segnale sul source sono possibili diverse soluzioni, ad esempio l’uso di in 
amplificatore operazionale, l’uso di un amplificatore differenziale, l’uso di source follower 
[1.3]. 
Si tratta dell’architettura di questo tipo di moltiplicatore più diffusa e più comunemente 
implementata.  
 
c.) È possibile utilizzare la non linearità quadratica anche applicando i due segnali da 
moltiplicare rispettivamente al terminale di gate ed al terminale di substrato di un 
transistore [1.3]. 
Infatti la tensione BSV  controlla la tensione di soglia TV  secondo la relazione: 
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||2||20 FBSFTT VVV φφγ −−+= ,   (1.70) 
 
dove 0TV  è il valore della tensione di soglia in assenza di effetto body, γ  è un parametro 
tecnologico e Fφ  rappresenta il potenziale di Fermi. 
In Fig.1.27 è illustrato un esempio [1.3] di architettura fully-differential che si basa su 
questo principio; la linearità che si ottiene tuttavia è ridotta. 
 
 
Fig.1.27 
 
Un esempio di circuito [1.11] che implementa questa tecnica è mostrato in Fig.1.28. 
Si osserva che  
21 SGSG VV =  
43 SGSG VV =  
4141 TPTPBSBS VVVV =⇒=  
3232 TPTPBSBS VVVV =⇒=  
 
(dove TPiV indica la tensione di soglia del transistore Mi), e:  
 
121 BSBSin VVV −=  
312 SGSGin VVV −=  
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Fig.1.28 
 
Si suppone che i transitori siano polarizzati in zona di saturazione, che sia valida la 
relazione parabolica: 
( )2
2 TPSG
p
D VVI −=
β
     (1.71) 
dove TPV  è la tensione di soglia per i transitori di tipo pMOS, e che tutti i MOS abbiano 
stesso pβ . 
Poiché ( ) ( )4321 iiiiiOUT −+−= , si ottiene ( )122 TPTPinpOUT VVVi −= β . 
Considerando l’uguaglianza: 
 
( )FBSFTPTP VVV φφγ 220 −++=   (1.72) 
 
e considerando piccoli valori di BSV  (ciò consente di effettuare l’approssimazione 
2
11 xx +=+ ) si ottiene  
F
BS
TPTP
VVV
φ
γ
22
0 +≈ . 
Quindi: 
 
21
22
inin
F
p
OUT VVi 







=
φ
γβ
.    (1.73) 
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Questo tipo di moltiplicatore utilizza una bassa tensione di alimentazione ed è molto 
semplice circuitalmente. Uno svantaggio è costituito dal ridotto range di linearità.  
 
d.) I moltiplicatori che utilizzano 2GSV  mediante un sommatore di tensione si basano su 
configurazioni in cui entrambi i segnali da moltiplicare vengono applicati, sommandoli, al 
terminale di gate di un MOS in saturazione. 
Lo schema di una possibile architettura fully-differential [1.3] è mostrato in Fig.1.29. 
 
 
Fig.1.29 
 
L’uso di operazionali per effettuare le operazioni di somma e differenza porta ad una 
limitazione per quanto riguarda la banda del moltiplicatore, data dal prodotto guadagno 
banda dell’operazionale. 
Uno schema di circuito sommatore che non usa amplificatori operazionali [1.12] è 
mostrato in Fig.1.30, ed è costituito da 2 stadi nMOS invertenti. 
Considerando solo il secondo stadio, se M1 e M2 sono in saturazione, si ha che: 
 
( ) TTGSGS VVV
L
W
L
W
V +−












= 1
2
1
2 .  (1.74)  
Poiché 
( )21
2
1 VV
L
W
L
W
VV DCSOS +












−= ,  (1.75) 
 
Architetture e applicazioni dei moltiplicatori analogici 
 
 
38 
dove 














−












+= 12
2
1
L
W
L
W
VVV TDDDCS ,  (1.76) 
 
 
mediante una configurazione fully-differential è possibile ottenere la cancellazione del 
termine DCSV  ed ottenere una tensione in uscita proporzionale alla somma delle due 
tensioni in ingresso. 
 
 
Fig.1.30 
 
La configurazione di Fig.1.29 presenta quindi l’inconveniente di dover progettare 
opportunamente il circuito sommatore, e ha prestazioni paragonabili a quella che sfrutta 
2
GSV  mediante connessione a diodo di un transistore, ad esempio la configurazione di 
Fig.1.25. 
 Un altro modo [1.13]  per sommare i due segnali può essere mediante il circuito 
semplificato di Fig.1.31, in cui si utilizzano due generatori di tensione flottanti di valore 
pari a Tx VV + , dove xV  rappresenta uno dei due segnali da moltiplicare e  TV  indica la 
tensione di soglia dei transistori. L’altro segnale di ingresso è costituito dalla differenza 
21 VVV −= . Poiché xTGS VVVV ++=1  e xTGS VVVV ++−=2 , la differenza delle correnti 
Capitolo 1 
 
39 
di drain dei due transistori è pari a: ( ) ( )[ ] xxxDD VVVVVVII ββ 22 2221 =−−+=− . Si è 
quindi ottenuto il prodotto dei due segnali di ingresso. 
 
 
Fig.1.31 
 
 Fra tutte le configurazioni presentate, quelle che consentono di ottenere le migliori 
prestazioni dal punto di vista della linearità e del consumo di potenza sono: 
 
• quella che utilizza transistori in zona triodo sfruttando il termine DSGSVV  
• quella che utilizza transistori in saturazione sfruttando il termine 2GSV  
mediante iniezione dei segnali nel gate e nel source. 
 
 Con opportune configurazioni circuitali è possibile ottenere moltiplicatori basati sul 
metodo quarter square che utilizzano celle (al posto di un solo transistore MOS) con una 
relazione ingresso-uscita  caratterizzata da una non linearità quadratica. 
Lo studio di questo tipo di circuiti è volto principalmente a risolvere i problemi del ridotto 
range d’ingresso al diminuire della tensione di alimentazione e della ridotta linearità dei 
moltiplicatori basati sulle equazioni paraboliche dei transistori MOS. Vengono ora 
presentate alcune di queste celle. 
 
1.) Il circuito [1.14] di Fig.1.32 consente di ottenere, considerando tutti i transistori in 
saturazione, 
 
B
IN
BOUT I
III
8
2
2
+=  .       (1.77) 
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Fig.1.32 
 
Infatti  
 
4321 gsgsgsgs VVVV +=+ ,  (1.78) 
quindi  
4
4
4
3
3
3
2
2
2
1
1
1
2222
ββββ
IVIVIVIV TTTT +++=+++  . (1.79) 
 
Poiché le tensioni di soglia 1TV = 4TV  e 32 TT VV = , in quanto 41 ss VV =  e 32 ss VV = , e 
considerando che 4321 ββββ === , si ottiene  
 
4321 IIII +=+ .  (1.80) 
 
Dato che BIII == 21 , si ha  
BIII 443 =+ .   (1.81) 
Elaborando questa espressione [1.14] si ottiene  
 
( )
OUT
B
B II
IIIII =−+=+
8
2
2
43
43 . (1.82) 
 
Poiché 4132 IIIII in +=++ , e 21 II = , si ha:  
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34 III in −= ,    (1.83) 
 
da cui segue la (1.77). 
Questo circuito elabora le correnti, invece che le tensioni. Consente di ottenere una buona 
linearità ed un’alta velocità. Tuttavia non è adatto ad operare a basse tensioni di 
alimentazione 
 
2.) Un altro circuito [1.15] che consente di ottenere di ottenere una caratteristica con una 
non linearità di tipo quadratico, come quella del MOS in saturazione, è illustrato in 
Fig.1.33, dove la tensione yV  è quella sul source di Mp1. Considerando tutti i transistori in 
saturazione: 
 
( )211 2 Txgd VVVI −−=
β
  (1.84) 
 
( )222 2 Txyd VVVI −−=
β
  (1.85) 
 
( )23 ||2 Tpsypd VVVI −−=
β
,  (1.86) 
 
dove TV  e TpV  rappresentano le tensioni di soglia rispettivamente per i MOS di tipo n e di 
tipo p. 
Poiché 
ysxygxgs VVVV ++= ,    (1.87) 
e 
32213 dddddB IIIIII +=+=+ ,  (1.88) 
si ottiene 
( )21 2 Tequivgsequivd VVI −=
β
,   (1.89) 
dove 
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2
11
−








+=
p
equiv βββ  
e 
2
2|| β
B
TpTequiv
IVV −= . 
 
 
Fig.1.33 
 
Con questa tipologia di circuito quadratore si ottiene un moltiplicatore con un ampio range 
per la  tensione differenziale in ingresso. 
 
Architetture di moltiplicatori logaritmici 
 
Lo schema a blocchi di un moltiplicatore logaritmico [1.2] è mostrato in Fig.1.34. I due 
segnali Vs1 e Vs2 sono inviati in ingresso a due amplificatori logaritmici, quindi i logaritmi 
sono sommati tramite uno stadio sommatore a guadagno unitario. La somma viene poi 
inviata in ingresso ad un amplificatore esponenziale; il segnale di uscita Vout  risulta 
proporzionale al prodotto dei due segnali in ingresso. 
Si tratta di un moltiplicatore ad un quadrante, in quanto i segnali di ingresso sono unipolari 
(positivi) per poter essere elaborati correttamente dall’amplificatore logaritmico. 
 L’amplificatore logaritmico, il cui schema di principio è mostrato in Fig.1.2, in 
realtà è implementato in modo più complesso, per eliminare la dipendenza del segnale di 
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uscita dal fattore di idealità e dalla corrente di saturazione inversa SI  del diodo. Questo 
perché il fattore di idealità dipende dalla corrente che scorre nel diodo, mentre SI  dipende 
dalla temperatura. 
 
 
Fig.1.34 
 
Uno schema che consente di eliminare tali problemi è illustrato in Fig.1.35. Utilizzando dei 
transistori bipolari con la base a massa o in configurazione a diodo è possibile eliminare la 
dipendenza dal fattore di idealità, che per il BJT è unitario. Utilizzando due transistori è 
poi possibile eliminare anche la dipendenza dalla corrente inversa di saturazione. 
 
 
Fig.1.35 
 
Infatti, considerando valido il cortocircuito virtuale e trascurando le correnti di base nei 
due transistori bipolari, si ha: 
T
BE
V
V
s
s
c eIR
Vi
1
1
1 ==   (1.90) 
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22
2 R
V
R
VVi RRc ≈
−
=          (1.91)              se VVR >>  
 
e 
12 BEBE VVV −= .  (1.92) 
 
Poiché 
s
c
TBE I
IVV ln= ,  (1.93) 
 
si ottiene 
1
212 lnlnln
C
C
T
s
C
T
s
C
T I
IV
I
IV
I
IVV =−=   (1.94) 
 
e 
R
s
Tout VR
VRV
R
RV
1
2
3
4 ln1 





+= .  (1.95) 
La variazione con la temperatura della tensione termica può essere compensata, entro un 
certo range, con una R3 di tipo PTC. Mediante opportuni partitori potenziometrici posti 
sull’ingresso invertente dei due operazionali è poi possibile compensare l’effetto delle 
correnti di polarizzazione e della tensione di offset. 
Anche per l’implementazione dell’amplificatore esponenziale si utilizza una soluzione 
analoga, mediante l’impiego di una coppia di transistori bipolari. 
 Si osserva quindi che l’implementazione di questo tipo di moltiplicatore richiede la 
presenza di transistori bipolari, quindi non è possibile utilizzare la tecnologia CMOS. La 
banda del moltiplicatore, inoltre, può essere limitata dal prodotto guadagno-banda degli 
operazionali. Si tratta infine di una soluzione abbastanza complessa, che richiede grande 
occupazione di area sul chip e in cui il consumo di potenza e le tensioni di alimentazione 
sono abbastanza elevati, a causa anche della presenza degli operazionali. 
Un vantaggio di questa soluzione è invece il range di ingresso, che è molto elevato, dalle 
decine di mV alle decine di Volt (quattro decadi), essendo limitato in basso dalla corrente 
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di polarizzazione degli operazionali, non più trascurabile rispetto alla corrente che scorre 
nei transistori, in alto dalla caduta sulla resistenza serie del diodo, non più trascurabile. 
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Paragrafo 2: applicazioni dei moltiplicatori 
 
Il moltiplicatore analogico viene utilizzato in molte applicazioni, e continua ancora oggi ad 
essere un blocco molto importante, nonostante il notevole sviluppo dei moltiplicatori 
digitali. Questo a causa della richiesta, soprattutto nei sistemi portatili, di una elevata 
capacità computazionale unita ad una basso consumo di potenza, vincolo imprescindibile 
per la portabilità. 
Molti algoritmi digitali di processamento dei segnali, fra cui quello della moltiplicazione, 
sono difficilmente eseguibili in tempo reale con tali vincoli di consumo di potenza. Un 
altro problema legato alla realizzazione di moltiplicatori digitali è l’occupazione di area 
elevata, fatto che rende impossibile l’integrazione di numerosi moltiplicatori in un singolo 
chip per la realizzazione di sistemi complessi come reti neurali o filtri FIR. Per quanto 
riguarda la velocità, infine, mediante soluzioni analogiche specializzate per ottenere una 
banda elevata è possibile avere prestazioni confrontabili o superiori  rispetto alle 
implementazioni digitali. 
Naturalmente il moltiplicatore digitale è più preciso, il suo comportamento è indipendente 
dalla temperatura, ha minori problematiche relative alla linearità e alla distorsione 
armonica, mentre il moltiplicatore analogico ha una caratteristica di trasferimento con un 
certo grado di non linearità, presenta un offset in continua in uscita, ed elabora segnali 
analogici, caratterizzati quindi anch’essi da possibili non linearità non volute. Le attuali 
soluzioni digitali inoltre sono veloci ed elaborano un numero elevato di bit al secondo. 
 I principali motivi, comunque, che spingono verso la ricerca di nuove soluzioni 
analogiche, sono: 
 
• la possibilità di ottenere soluzioni anche molto compatte (ad esempio mediante 
l’uso di moltiplicatori a transconduttanza o basati su non linearità): questo 
consente di integrare un grande numero di moltiplicatori su un unico chip; 
• la possibilità di ottenere soluzioni con un ridotto consumo di potenza: anche 
questo rende possibile l’integrazione di un grande numero di moltiplicatori su 
un unico chip. 
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In sistemi molto complessi, come filtri FIR (dove un’altra specifica di interesse è la 
velocità) e reti neurali il moltiplicatore analogico rappresenta spesso la soluzione ideale. 
Soprattutto le reti neurali possono essere implementate utilizzando moltiplicatori anche con 
ridotta precisione [1.16], per la possibilità di adattare i pesi in modo da compensare gli 
errori introdotti dal moltiplicatore stesso. 
 
Nell’ambito dell’elaborazione del segnale può essere utile in sistemi che trattano segnali 
analogici, in cui la conversione in digitale può presentarsi come una operazione onerosa, 
ad esempio in interfacce per la lettura dei sensori (per linearizzarne la risposta o ridurne la 
dipendenza dalla temperatura), in quanto la soluzione analogica si presenta semplice, ha 
ridotto ingombro e basso consumo di potenza.  
Nell’ambito delle telecomunicazioni rappresenta infine un elemento fondamentale per un 
elevato numero di applicazioni, come sarà chiarito nel seguito della trattazione, soprattutto 
per effettuare traslazioni di frequenza e modulazioni. Infatti non è possibile trattare in 
modo digitale i segnali a radiofrequenza, per l’eccessiva lentezza dei sistemi digitali 
rispetto alle velocità richieste da questo tipo di segnali.  
 Verranno quindi analizzate diverse applicazioni del moltiplicatore analogico, 
mediante schematizzazioni a blocchi dei sistemi, in alcuni casi facendo riferimento anche a 
possibili architetture. 
 
1. Misure 
 
- Misura del vero valore efficace 
 
Il valore efficace di un segnale periodico ( )tv  è definito [1.17] come la radice quadrata del 
valore medio dei quadrati dei valori assunti da ( )tv  in un periodo T: 
 
dttv
T
v
T
RMS )(1 0
2
∫⋅=                                              (1.96) 
 
Nel caso di segnali periodici con fattore di forma noto (onde sinusoidali, triangolari, 
rettangolari…) è possibile ricavarne il valore efficace a partire dal valore massimo o dal 
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valor medio del segnale raddrizzato. Si può quindi utilizzare un circuito raddrizzatore a 
diodi seguito da un filtro passa basso, per estrarre una tensione continua numericamente 
uguale al valore medio della forma d’onda raddrizzata, oppure un rivelatore di picco per 
estrarre una tensione continua il cui valore è pari al valore massimo del segnale periodico 
in ingresso. La tensione continua viene quindi valutata con uno strumento per misure in 
DC, come il multimetro. 
 Dovendo analizzare invece segnali periodici con fattore di forma non noto (ad 
esempio segnali molto distorti), è necessario, per valutare il valore efficace, partire dalla 
definizione (1.96). 
Esistono due classi di strumenti a vero valore efficace (TRMS): 
1. convertitori voltmetrici TRMS/DC con moltiplicatori analogici 
2. convertitori voltmetrici TRMS/DC di tipo termico. 
 
I secondi si basano sull’interpretazione fisica [1.17] del valore efficace di una grandezza 
periodica come valore numerico della stessa grandezza in regime continuo stazionario che 
in un periodo produce lo stesso effetto termico su una stessa resistenza. 
I primi invece utilizzano circuiti per effettuare sul segnale le operazioni matematiche 
indicate dalla definizione stessa di valore efficace, cioè: 
 
o elevamento al quadrato del segnale 
o determinazione del valore medio del segnale così ottenuto 
o estrazione della radice del risultato ottenuto al passo precedente. 
 
Per effettuare la prima e l’ultima operazione vengono generalmente utilizzati moltiplicatori 
analogici, come illustrato nello schema di Fig.1.36. 
 
 
Fig.1.36 
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Si osserva  che sull’ingresso invertente dell’ultimo operazionale, a causa della presenza 
della massa virtuale, la corrente è pari a:  
 
RMS
T
xx
x Vdttv
T
vV
R
V
R
vi ===⇒== ∫ )(
1
0
22
0
2
0
2
.  (1.97) 
 
Pertanto la tensione in uscita 0V  rappresenta il vero valore efficace del segnale xv  posto in 
ingresso al sistema.  
Questo schema presenta tuttavia delle limitazioni riguardo all’ampiezza del segnale di 
ingresso, in quanto per non avere distorsioni il valore di picco del segnale xv   non deve 
essere maggiore dell’escursione dinamica consentita dagli stadi amplificatori. Poiché in 
ingresso al filtro passa basso, poi, è presente il quadrato della grandezza in ingresso, questo 
implica limitazioni ancora più stringenti sull’ampiezza del segnale xv . Si preferisce quindi 
calcolare il valore efficace di una grandezza utilizzando un altro metodo, chiamato 
implicito, illustrato nello schema di Fig.1.37. 
 
 
Fig.1.37 
 
Viene dapprima determinato il valore assoluto dell’ingresso; tale segnale viene quindi 
inviato ad un blocco quadratore-divisore, che esegue il quadrato della grandezza xv  e 
divide il risultato per il segnale 0V  ottenuto dal filtro passa bassa che segue il blocco 
quadratore stesso. In questo modo si ha:  
 
RMSx
x VvAvgV
V
vAvgV ==⇒





= )( 20
0
2
0 .  (1.98) 
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Questo schema consente di aumentare l’escursione del segnale d’ingresso. Il blocco 
quadratore-divisore è un moltiplicatore a tre ingressi (x, y, z), la cui uscita è espressa dalla 
relazione 
z
xy
. 
 Lo schema di una possibile realizzazione, utilizzando amplificatori esponenziali e 
logaritmici è mostrato in Fig.1.38. Il blocco tC  è un modulo di condizionamento del 
segnale d’ingresso per adattarlo agli stadi successivi. L’uso di moltiplicatori logaritmici 
pone dei vincoli sulla polarità del segnale di ingresso. 
Negli schemi mostrati, inoltre, l’uso di amplificatori operazionali comporta un elevato 
consumo di potenza, una grande occupazione di area e una velocità limitata dal prodotto 
guadagno-banda degli operazionali stessi. Si tratta tuttavia di schemi di principio: le 
implementazioni possono essere molteplici, ottimizzate anche rispetto a consumo di 
potenza, area, velocità. 
 
 
Fig.1.38 
 
- Wattmetro 
 
Considerando una sorgente di segnale chiusa su un carico, e indicando con )(tv  la tensione 
ai capi del carico e )(ti  la corrente assorbita dal carico, si definisce [1.17] potenza 
istantanea )(tp  il prodotto 
 
)()()( titvtp ⋅=
  (1.99) 
 
e potenza media 0p  
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∫ ⋅=
1
0
1
0 )()(1
T
dttitv
T
p ,  (1.100) 
 
dove 1T  è il periodo della potenza istantanea. Se essa non è periodica, si deve considerare 
il limite per ∞→1T  . 
 Per realizzare un wattmetro, cioè uno strumento di misura della potenza media 
assorbita da un carico, si possono quindi implementare circuitalmente le operazioni che 
definiscono la potenza media stessa. Lo schema a blocchi di un wattmetro è illustrato in 
Fig.1.39. 
 
 
Fig.1.39 
 
Si osserva la presenza di un moltiplicatore a quattro quadranti con in cascata un filtro passa 
basso. 
L’uscita può essere misurata con uno strumento in corrente continua. I blocchi di 
condizionamento che precedono il moltiplicatore hanno due scopi: 
- convertire la grandezza di ingresso in quella accettata dal moltiplicatore 
(generalmente il  moltiplicatore richiede che i due ingressi siano dello stesso tipo, o 
tensioni o correnti) 
- adattare l’ampiezza dei segnali alla dinamica d’ingresso del moltiplicatore. 
 
Le prestazioni dello strumento in termini di precisione, sensibilità e banda dipendono 
essenzialmente dal tipo di moltiplicatore utilizzato. Generalmente alle frequenze di lavoro 
industriali si utilizza un moltiplicatore a divisione di tempo seguito da un filtro passa 
basso, secondo lo schema di Fig.1.40. 
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Fig.1.40 
 
Viene ripreso il principio di funzionamento di questo tipo di moltiplicatore, già illustrato 
nel Paragrafo 1. In ingresso al filtro passa basso viene inviata un’onda quadra di periodo 
costante Tg, e duty cycle e ampiezza determinante rispettivamente da ( )titi x=)(  e 
( )tvtv x=)( . Se Tg è molto minore del periodo di )(tv x  e )(ti  queste grandezze possono 
essere considerate costanti durante tale intervallo di tempo. Il modulatore della durata degli 
impulsi fissa il duty cycle dell’onda quadra tramite un comparatore, che confronta una 
forma d’onda triangolare )(tv g con la tensione )(tv y  proporzionale a )(ti , come illustrato 
in Fig.1.41. 
 
 
Fig.1.41 
 
Esprimendo la forma d’onda triangolare come  
t
T
v
tv
g
g
g
04)( =
          (1.101)      per 4
0 g
T
t ≤≤
, 
 
l’intervallo di tempo 2t  in cui )(tv y  è minore di )(tv g  in un periodo è pari a  
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La differenza fra l’intervallo di tempo t1 in cui  )(tv y è maggiore di )(tv g  e 2t  è invece 
uguale a: 
 
0
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g
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v
vT
tt =−
.   (1.103) 
Il modulatore dell’ampiezza dell’impulso fissa l’ampiezza dell’onda quadra tramite il 
segnale )(tv x  e genera un segnale mv  pari a  - )(tv x . L’onda quadra in uscita dal 
modulatore della durata degli impulsi pilota un interruttore che rende l’ingresso del filtro 
pari a xv  durante l’intervallo di tempo 1t , - xv  durante 2t . In uscita al filtro si ha una 
tensione pari al valore medio dell’onda quadra )(tvQ  che il filtro stesso riceve in  ingresso:  
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In questo modo si è ottenuto in uscita un segnale proporzionale alla potenza istantanea del 
dispositivo sotto misura. Il limite in frequenza di questo wattmetro generalmente è tra 200 
Hz e 20 kHz. 
 
2. Amplificatore a guadagno variabile (VGA) – Controllo 
Automatico del Guadagno - Companding 
 
 Dal punto di vista concettuale, l’uso di un moltiplicatore come amplificatore a 
guadagno variabile è semplice da ottenere: se le grandezze in ingresso e in uscita ad un 
moltiplicatore sono tensioni e se uno degli ingressi è mantenuto ad un potenziale costante, 
il moltiplicatore si comporta come un amplificatore di tensione con guadagno pari o 
proporzionale al valore del potenziale costante. Se quest’ultimo può essere variato 
mediante una grandezza di controllo, il guadagno dell’amplificatore è variabile. 
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 Questo dispositivo viene in genere utilizzato come primo blocco di un sistema di 
elaborazione dei segnali per controllare l’ampiezza dei segnali di ingresso in modo da 
massimizzare il rapporto segnale-rumore all’ingresso dello stadio successivo. Può essere 
inserito all’interno di un anello per il controllo automatico del guadagno, la cui funzione è 
quella di fissare il livello dei segnali di uscita ad un livello ottimale, sempre dal punto di 
vista del rapporto segnale-rumore. 
 I VGA possono essere realizzati, oltre che mediante moltiplicatori, con circuiti più 
semplici basati su due tecniche: 
- sfruttando la degenerazione di source dei transistori 
- utilizzando due coppie differenziali con carichi connessi a diodo. 
 
Entrambe tuttavia presentano delle limitazioni per quanto riguarda la risposta in frequenza 
e l’ampiezza dei segnali di ingresso. I moltiplicatori analogici invece consentono di 
realizzare VGA a larga banda e che elaborano correttamente anche grandi segnali. Queste 
caratteristiche tuttavia, spesso vengono ottenute mediante circuiti che trattano segnali in 
corrente, invece che in tensione. 
Il moltiplicatore viene allora utilizzato come OTA, cioè come blocco che converte la 
tensione in ingresso in una corrente ad essa proporzionale. I segnali in corrente sono quindi 
facilmente amplificabili mediante specchi di corrente. 
Uno schema [1.18] che illustra il funzionamento di questo tipo di VGA è mostrato in 
Fig.1.42. 
 
 
Fig.1.42 
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Facendo riferimento a tale schema, il guadagno complessivo in tensione può essere 
espresso come: 
 
[ ] LN
d
OUT RKKKgm
v
v
...21= ,  (1.104) 
 
dove JK è il guadagno in corrente del j-esimo stadio. Con questo metodo inoltre è possibile 
ottenere un controllo del guadagno con un duplice passo: 
- ampio, mediante gli specchi di corrente, i quali possono essere attivati 
oppure no   attraverso switch; 
- ridotto, attraverso il valore di transconduttanza dell’OTA, che può essere 
regolato  mediante un sistema di controllo del guadagno. 
 
Questo tipo di VGA può inoltre operare fino ad alte frequenze in quanto tutti i nodi interni 
sono a bassa impedenza; poiché inoltre i segnali sono costituiti da correnti, il range di 
variazione della tensione sui nodi interni è piccolo, quindi il sistema può essere pilotato 
con una bassa tensione di alimentazione. I transistori connessi a diodo, infine, fissano le 
tensioni di riposo ai nodi, quindi non è richiesto un circuito di controllo del modo comune 
del transconduttore fully-differential, che spesso riduce la banda del sistema e introduce 
problemi di stabilità. L’uso di un moltiplicatore come transconduttore deriva dalla 
possibilità di controllare grandi segnali e dal grande range lineare presentato. 
Uno schema di principio [1.18] di un moltiplicatore che può essere utilizzato per questo 
scopo è mostrato in Fig.1.43. 
 
 
Fig.1.43 
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xV e yV  sono i livelli di modo comune degli ingressi, xv  rappresenta  il segnale di ingresso 
e yv  il segnale  mediante cui è possibile controllare la transconduttanza 
                                          
d
OUT
v
igm =     (1.105) 
 
 (dove baOUT iii −= e xv2v d = ) del moltiplicatore. 
Questa infatti risulta proporzionale a yv . 
 Il companding è un’operazione che viene effettuata nell’ambito delle 
telecomunicazioni e del processamento dei segnali. Viene utilizzato per compensare gli 
effetti di un canale con un ridotto range: effettua una compressione del segnale trasmesso 
per adattarlo al range del canale ed una successiva espansione in ricezione. 
Può essere implementato mediante l’utilizzo di un amplificatore logaritmico, un 
amplificatore lineare a guadagno variabile e un amplificatore esponenziale. In questo modo 
si ottiene in uscita un segnale proporzionale a quello di un ingresso secondo un opportuno 
fattore di guadagno dato dall’amplificatore lineare. 
Si tratta di un sistema molto utilizzato nei sistemi audio e in schemi di riduzione del 
rumore. 
 
3. Filtri FIR - Filtri attivi programmabili 
 
 Negli ultimi anni sono stati sviluppati circuiti analogici per l’implementazione 
hardware di filtri FIR (Finite Impulse Response, a risposta impulsiva finita), 
tradizionalmente realizzati in modo digitale per il filtraggio numerico dei segnali. Questo 
perché la soluzione analogica si è mostrata più efficiente rispetto a quella digitale dal punto 
di vista del consumo di potenza, della velocità e dell’area occupata. 
I filtri FIR non necessitano di operazioni di tuning ed è possibile controllarne la risposta in 
frequenza (in ampiezza e in fase).  
La risposta del filtro può essere rappresentata dalla funzione: 
 
( ) ( ) ( )∑
−
=
−=
1
0
L
i
i ikxkwky ,  (1.106) 
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dove ( )ikx −  rappresenta il campione del segnale d’ingresso ( )tx  all’istante ik −  e L 
rappresenta l’ordine del filtro. 
L’implementazione analogica del filtri si basa quindi sulla presenza di blocchi di ritardo, 
moltiplicatori e sommatori. 
In particolare sono stati realizzati filtri FIR [1.19] [1.20] mediante l’impiego di inseguitori 
di tensione e interruttori CMOS per realizzare le linee di ritardo e di moltiplicatori a 
transconduttanza per calcolare i prodotti dei campioni del segnale per i pesi ( )kw i . Questo 
tipo di moltiplicatore consente infatti, mediante opportuna progettazione, di avere una 
ridotta occupazione di area e un basso consumo di potenza.  
I pesi ( )kw i , che determinano la risposta in frequenza del filtro (ad esempio la frequenza 
di taglio), possono essere inoltre variati mediante algoritmi adattivi. I filtri adattivi, come i 
filtri FIR, sono molto utilizzati nell’ambito delle telecomunicazioni e dell’elettronica 
biomedica. 
 I moltiplicatori analogici sono utilizzati [1.21] anche per realizzare filtri attivi con 
funzioni di trasferimento programmabili, cioè funzioni di cui è possibile fissare i 
coefficienti dei polinomi al numeratore e denominatore per ottenere la risposta in 
frequenza voluta. Ciò viene effettuato inserendo degli amplificatori a guadagno variabile 
(realizzati mediante moltiplicatori) in punti opportuni della catena del segnale. 
 
4. Quadratore 
 
 Dal punto di vista concettuale, il moltiplicatore analogico può essere utilizzato per 
ottenere il quadrato di una funzione, collegando il segnale di cui si vuole ottenere il 
quadrato ad entrambi gli ingressi del moltiplicatore. In questo modo si ottiene in uscita un 
segnale proporzionale al quadrato del segnale di ingresso. In realtà è possibile effettuare 
questo collegamento se i due ingressi necessitano della stessa tensione di bias: è necessaria 
quindi una opportuna progettazione del moltiplicatore per poterlo utilizzare come 
quadratore. 
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5. Divisore 
 
 Il moltiplicatore può essere utilizzato anche per effettuare la divisione di due 
segnali analogici [1.2], mediante lo schema di Fig.1.44. 
Il moltiplicatore è inserito nella catena di reazione di uno stadio invertente realizzato, in 
questo caso, con  un amplificatore operazionale. Inoltre i segnali y, cioè Vout, e V1 sono  
riferiti a massa. 
Ipotizzando che il cortocircuito virtuale sia valido, si ottiene: 
 
1
1
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1 0
R
V
R
V
R
V
R
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−=⇒=−− .  (1.107) 
 
 
Fig.1.44 
 
Poiché 
K
VVV OUTm 2= ,    (1.108) 
 
dove K è l’inverso del guadagno del moltiplicatore, si ottiene 
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2
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−=⇒−= . (1.109) 
 
In questo modo la tensione di uscita è proporzionale al rapporto dei due segnali in ingresso 
V1 e V2. 
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Ovviamente V2 deve essere diverso da zero e positivo per mantenere stabile l’anello di 
reazione. 
Coerentemente anche OUTV  deve essere positiva per lo stesso motivo, quindi V1  può 
assumere solo valori negativi o al più zero. Questo schema, utilizzando amplificatori 
operazionali, non è ottimizzato per quanto riguarda consumo di potenza, occupazione di 
area, velocità. 
 
6. Estrattore di radice 
 
Uno schema di circuito che utilizza il moltiplicatore per estrarre la radice quadrata di un 
segnale [1.2] è mostrato in Fig.1.45. 
 
 
Fig.1.45 
 
Il moltiplicatore è inserito nella catena di reazione di uno stadio invertente realizzato con 
un amplificatore operazionale; ad entrambi gli ingressi del moltiplicatore viene inviato il 
segnale d’uscita dell’operazionale (un segnale single-ended). In questo caso: 
 
K
VV OUTm
2
=       (1.110) 
 
dove K è l’inverso del guadagno del moltiplicatore. 
Ipotizzando la validità del cortocircuito virtuale, si ottiene: 
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In questo modo il segnale di uscita è proporzionale alla radice quadrata del segnale di 
ingresso. 
L’estrattore di radice richiede che il segnale di ingresso abbia polarità negativa, altrimenti 
si ha la saturazione negativa dell’amplificatore operazionale, al cui ingresso invertente 
giunge sempre una tensione di reazione positiva. Lo schema presentato naturalmente non è 
ottimizzato dal punto di vista di consumo di potenza, area, velocità.  
 
7. Phase detector (rivelatore di fase) 
 
Il moltiplicatore analogico può essere utilizzato come rivelatore di fase, cioè come 
dispositivo che fornisce in uscita una tensione continua proporzionale alla differenza di 
fase fra i due segnali periodici posti in ingresso. La relazione su cui si basa il 
funzionamento di questo dispositivo è (per segnali sinusoidali con stessa pulsazione 
angolare 0ω ): 
( ) ( ) ( )[ ]000 cos2cos2coscos γγωγωω ++=+⋅ t
VVtVtV oBAoBoA . (1.112) 
 
Moltiplicando i due segnali di cui si vuole conoscere lo sfasamento 0γ  e filtrando 
opportunamente l’uscita con un filtro passa basso, in modo da selezionare la componente 
continua, si ottiene un termine costante pari a 
2
BAVV
0cosγ . 
Affinché la tensione di uscita non dipenda dalle ampiezze AV  e BV dei segnali d’ingresso, 
tali segnali possono essere opportunamente condizionati prima dell’ingresso al rivelatore di 
fase, cioè squadrati, in modo da avere ampiezza costante all’interno di ogni semiperiodo. 
Il funzionamento del phase detector richiede, infatti, solo la periodicità dei segnali 
d’ingresso. 
Poiché la tensione di uscita non è proporzionale a 0γ , ma a 0cosγ (nullo per 20
piγ n= , 
con n dispari), il sistema opera generalmente nell’intorno di 
2
pi
, dove la curva può essere 
approssimata con una retta, e dove l’anticipo o il ritardo di fase può essere rilevato 
facilmente anche attraverso il segno positivo o negativo della tensione di uscita. 
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Si può realizzare un rivelatore di fase ad esempio utilizzando una cella di Gilbert in cui 
tutti i segnali d’ingresso sono grandi rispetto alla tensione termica TV  ed in cui quindi tutti 
i transistori del circuito si comportano come interruttori. 
Ad esempio [1.6] inviando in ingresso alla cella di Gilbert mostrata in Fig.1.46 due onde 
quadre sfasate di φ , in uscita si ottiene la forma d’onda mostrata in Fig.1.47. 
Il valore medio di questa onda quadra è pari a: 
 
( ) ( ) ( )210
2
0
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1
2
1 AAtdtVVmedio −−== ∫ pi
ω
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   (1.113) 
 
dove 1A  e 2A  sono le aree indicate in Fig.1.47. 
Quindi:  
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cioè la componente continua in uscita è proporzionale allo sfasamento fra i due ingressi. 
 
 
 
Fig.1.46 
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Fig.1.47 
 
Se uno dei due segnali in ingresso al rivelatore di fase ha ampiezza piccola rispetto alla 
tensione termica Tv , la componente continua dell’uscita dipende anche da tale ampiezza . 
Se questa non è costante, il rivelatore di fase viene fatto precedere da un 
amplificatore/limitatore che compensa tale variazione. 
 Il phase detector è un blocco utilizzato all’interno dei PLL (anelli ad aggancio di 
fase). 
Questi ultimi sono  sistemi reazionati la cui uscita è un segnale con una fase e frequenza 
pari a quelle del segnale d’ingresso [1.22]. Sono molto usati nei sistemi di 
telecomunicazioni come sintetizzatori di frequenza. 
 Il rivelatore di fase può essere anche impiegato all’interno del sistema in reazione 
utilizzato nei filtri Gm-C per stabilizzarne le singolarità rispetto a variazioni della 
temperatura, aging, errori di processo [1.23]. 
Un segnale con frequenza of   e fase note viene confrontato con lo stesso segnale fatto 
passare dalla cascata di due filtri passa basso. Se la singolarità dei due filtri sono a of , il 
segnale in uscita alla cascata dei filtri è sfasato di 90° rispetto all’ingresso, quindi il 
rivelatore di fase fornisce un’uscita nulla. In caso contrario, l’uscita del rivelatore di fase 
agisce come segnale di controllo per il filtro Gm-C, riportandolo ad avere frequenza di 
polo pari a of . 
 Il rivelatore di fase può essere utilizzato anche per effettuare misure di 
• distanza, 
• direttività 
• funzioni di trasferimento di reti passive o attive a quattro terminali 
• resistenza, induttanza, capacità 
• coefficiente di risonanza di bipoli 
• ritardo 
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Per utilizzare un moltiplicatore come rivelatore di fase è necessario che la sua struttura sia 
simmetrica, cioè il ritardo di fase da ciascuna delle due porte di ingresso alla porta di uscita 
deve essere lo stesso. La cella di Gilbert presenta questa caratteristica, tuttavia sono 
possibili anche altre soluzioni, che utilizzano moltiplicatori basati su non linearità. 
 
8. Amplificatore lock-in 
 
L’amplificatore lock-in [1.24] [1.25] è un voltmetro in AC specializzato che usa la 
demodulazione sincrona per estrarre un segnale con una frequenza e fase note da un 
ambiente anche estremamente rumoroso (rapporto rumore-segnale fino a 130 dB) e 
misurarne l’ampiezza. Rivela ampiezze fino ad alcuni nanovolt. È costituito da: 
 
• uno stadio d’ingresso, che amplifica il segnale per adattarlo alla dinamica 
d’ingresso del demodulatore; 
• il demodulatore (chiamato anche “phase-sensitive detector”, PSD), costituito 
da un moltiplicatore che effettua il prodotto del segnale d’ingresso per una 
sinusoide di riferimento con frequenza e fase φ0 note. 
      Solitamente il riferimento è generato tramite un PLL a partire da una forma 
d’onda    
      periodica fornita dall’esterno, ad esempio un’onda quadra. 
• Un filtro passa basso. 
 
Dalla relazione 
( ) ( ) ( )0000 2cos2cos2coscos ϕωϕϕωω ++=+ t
ABABtBtA oo   (1.115) 
 
segue che il prodotto fra un segnale sinusoidale in ingresso di ampiezza A con una 
sinusoide di riferimento di ampiezza B ha un termine in continua proporzionale al coseno 
dello sfasamento tra i due segnali e all’ampiezza A della componente del segnale 
d’ingresso a frequenza  f0 . Tale termine può essere selezionato filtrando il prodotto con un 
filtro passa basso con banda molto stretta. 
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La dipendenza dallo sfasamento può essere eliminata regolando la fase 0ϕ fino a quando il 
termine in continua assume il valore massimo: in questo caso i due segnali sono in fase e  
1cos 0 =ϕ . 
Questo metodo consente di effettuare misure anche su segnali estremamente rumorosi. 
Infatti il PSD e il filtro passa basso rivelano solo i segnali la cui frequenza è pari o molto 
prossima a quella di riferimento; le componenti di rumore a frequenze lontane rispetto a f0 
sono attenuate dal filtro passa basso, solo quelle a frequenze vicine a f0 vengono traslate, in 
seguito all’operazione di moltiplicazione, ad una frequenza molto bassa: la loro 
attenuazione dipende dalla banda e dal roll-off del filtro, comunque, se non sono presenti 
picchi di rumore all’interno della banda, la separazione del segnale dal rumore è molto 
buona. 
Anche le componenti del segnale a frequenza f0 , ma sfasate rispetto al riferimento, 
risultano molto attenuate. 
 Un altro metodo per eliminare la dipendenza da 0cosϕ  è quello di utilizzare un 
secondo PSD, che moltiplica il segnale per l’oscillazione di riferimento traslata di 90°. In 
questo modo l’uscita risulta proporzionale, oltre che all’ampiezza della componente del 
segnale a frequenza f0, anche a 0ϕsen . Elevando al quadrato i termini in continua ottenuti 
dai due PSD, sommandoli ed estraendo la radice quadrata della somma si elimina la 
dipendenza dallo sfasamento. Inoltre calcolando l’inverso della tangente del rapporto delle 
uscite rispettivamente dal secondo e dal primo PSD, è possibile determinare lo sfasamento 
fra il segnale e il riferimento. 
Per implementare il PSD si può utilizzare un moltiplicatore analogico oppure un 
moltiplicatore digitale, che moltiplica il segnale digitalizzato per una sinusoide di 
riferimento calcolata digitalmente. 
Il primo presenta alcuni svantaggi, fra cui: 
• la presenza di armoniche nel segnale di riferimento e di non linearità 
nell’operazione di moltiplicazione; 
• la presenza di offset in uscita: questo determina un errore nella lettura della 
componente continua;  
• la presenza di drift con la temperatura nell’ampiezza della forma d’onda di 
riferimento. 
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Anche il moltiplicatore digitale ha alcuni svantaggi, in particolare il fatto che la risoluzione 
sia limitata da quella del convertitore analogico-digitale. Soprattutto in presenza di ampi 
range dinamici per ottenere una elevata risoluzione è necessario utilizzare un convertitore 
con un numero elevato di bit. 
 L’amplificatore lock-in può essere utilizzato per misurare deboli componenti di 
distorsione in presenza di rumore o per misurare la distorsione di un sistema lineare 
indipendentemente dalla purezza spettrale della sorgente di eccitazione. 
Consente inoltre di effettuare misure di impedenza, ad esempio nei sensori di molecole 
inorganiche gassose, aumentando il rapporto segnale/rumore dell’intero sistema di misura. 
La capacità di ridurre il rumore si rivela utile inoltre nelle analisi ottiche dei campioni, ad 
esempio nella spettroscopia ad infrarossi [1.26]. 
Una applicazione importante è nell’interfaccia di lettura di sensori capacitivi differenziali. 
Ad esempio [1.27], nel caso dei sensori inerziali superficiali MEMS, questo amplificatore 
consente di rivelare tensioni dell’ordine del microvolt e riesce a ridurre notevolmente 
l’errore introdotto a bassa frequenza dalla presenza del rumore 1/f. Se il segnale da rivelare 
infatti è ad una frequenza molto bassa, dove il rumore 1/f ha densità spettrale di potenza 
elevata, tale segnale viene generalmente modulato ad una frequenza più elevata, dove il 
valore efficace del rumore è molto minore rispetto a quello del segnale; tale frequenza 
viene anche utilizzata come riferimento per il PSD. 
Uno schema di principio del funzionamento dell’amplificatore lock-in per questa 
applicazione è illustrato in Fig.1.48. 
 
 
Fig.1.48 
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L’elettrodo fisso di ciascuno dei due sensori è pilotato con due onde quadre in controfase 
ad alta frequenza (f0). Lo spostamento dell’elettrodo centrale, mobile, determina la 
modulazione della tensione presente su tale nodo ad una frequenza pari a quella delle due 
onde quadre in ingresso. 
In questo modo lo spettro del segnale in banda base  viene traslato intorno alla frequenza f0 
e viene separato dallo spettro a bassa frequenza dovuto al rumore 1/f, all’offset dei 
dispositivi elettronici, ad accoppiamenti con il substrato. Il segnale viene quindi 
moltiplicato per un’onda quadra a frequenza f0, così lo spettro del segnale viene convertito 
in banda base, mentre quello del segnale errore viene traslato a frequenza f0. Con un filtro 
passa basso è quindi possibile isolare il segnale, mentre la componente di errore a f0 viene 
fortemente attenuata.  
 
9. Modulazione-demodulazione – Amplificatore ad isolamento 
 
Il moltiplicatore analogico può essere utilizzato in molti circuiti che effettuano la 
modulazione e la demodulazione del segnale, anche con funzioni diverse, come sarà 
specificato nel seguito della trattazione. Una caratteristica importante per questo tipo di 
applicazione è la linearità dell’operazione di moltiplicazione, oltre  alla presenza di una 
banda adeguata all’applicazione e di un basso consumo di potenza e un’area ridotta se è 
richiesta la portabilità del sistema. 
Viene ora analizzata la funzione del moltiplicatore analogico in alcuni tipi di modulazione 
[1.22], sia analogica che digitale. 
 
• MODULAZIONI ANALOGICHE 
 
1. DI AMPIEZZA 
 
a.) AM (Amplitude Modulation): un segnale m(t) modulato in ampiezza assume la forma: 
 
( ) ( )[ ] ( )ttmmVtS AAM 00 cos1 ω+=    (1.116) 
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dove Am è l’indice di modulazione. Tale segnale può essere generato con un modulatore 
quadratico, cioè inviando il segnale ( ) ( )tmtVv IN += 00 cos ω  in ingresso ad un sistema non 
lineare con una non linearità di tipo quadratico 
( ) ( ) ( )tvatvatv ININU 221 += .    (1.117) 
 
Dallo sviluppo di ( )tvU  si ottengono varie componenti, fra cui: 
( ) ( ) ( )ttmVatVa 002001 cos2cos ωω + .  (1.118) 
Queste ultime possono essere selezionate con un filtro passa banda. 
Per realizzare questo tipo di modulatore è quindi possibile utilizzare un moltiplicatore 
basato su una non linearità quadratica. 
 
b.) DSB (Double Side Band): un segnale m(t) modulato DSB assume la forma: 
 
( ) ( ) ( )tftmVtSDSB 00 2cos pi= .   (1.119) 
 
Questo segnale viene generato con un MODULATORE BILANCIATO, cioè un circuito che 
fornisce in uscita un segnale modulato in ampiezza privo della componente portante, 
costituito cioè dal solo prodotto di modulazione. Questo modulatore può essere 
implementato mediante un moltiplicatore a quattro quadranti, generalmente a 
transconduttanza o basato su non linearità. 
  Il moltiplicatore viene utilizzato anche nel sistema di demodulazione DSB, 
all’interno del DEMODULATORE SINCRONO o COERENTE. 
Il segnale ( )tSDSB  viene moltiplicato per l’oscillazione ( )tf02cos2 pi , generata localmente, 
ottenendo: 
 
( ) ( ) ( ) ( ) ( )ttmVtmVttmV 000020 2coscos2 ωω += .  (1.120) 
 
Tramite un filtro passa basso con banda pari a quella di ( )tm  è quindi possibile ottenere 
tale segnale in uscita. 
 È importante che l’oscillazione generata localmente sia sincrona con la portante 
ricevuta: per questo si utilizzano blocchi di RECUPERO DELLA PORTANTE, all’interno 
dei quali il moltiplicatore può essere usato come quadratore. In tali circuiti, infatti, il 
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segnale  ( )tSDSB  viene elevato al quadrato e filtrato attraverso un filtro passa banda 
centrato sulla frequenza 2f0. Al termine di queste operazioni si ottiene il segnale: 
 
( ) ( ) ( )ttxtVm 00 2cos2cos ωω + ,  (1.121) 
 
dove mV  è l’ampiezza della portante a 02ω  e ( )tx  rappresenta il risultato del filtraggio di 
( )tm . 
Questo segnale viene inviato in ingresso ad un divisore di frequenza per due, poi ad un 
limitatore d’ampiezza, per togliere al segnale la modulazione d’ampiezza residua dovuta al 
termine ( )tx  ed avere in uscita una oscillazione a 0ω  con ampiezza costante. 
 
c.) QAM (Quadrature Amplitude Modulation): la modulazione in quadratura viene 
utilizzata per trasmettere due segnali distinti nella stessa banda e contemporaneamente. 
La forma del segnale modulato è: 
 
( ) ( ) ( ) ( ) ( )tsentmttmtS scQAM 00cos ωω −=   (1.122) 
 
dove ( )tmc  e ( )tms  sono i due segnali da trasmettere. 
Il segnale ( )tSQAM  può essere quindi generato mediante l’uso di due modulatori bilanciati. 
I segnali in uscita vengono poi sommati. 
 Anche in ricezione il segnale ( )tSQAM  dopo essere stato filtrato con un filtro passa 
banda centrato intorno alla frequenza f0 viene inviato in ingresso a due moltiplicatori, che 
effettuano il prodotto del segnale rispettivamente per ( )t0cos2 ω  e ( )tsen 02 ω− . In questo 
modo i segnali ( )tmc  e ( )tms  vengono riportati in banda base e quindi possono essere 
selezionati con un filtro passa basso. 
 
d.) SSB (Single Side Band): un segnale modulato in SSB può essere espresso come: 
 
( ) ( ) ( ) ( ) ( )tsentmttmtSSSB 00cos ωω
∨
−=     (1.123) 
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dove ( )tm∨  è la trasformata di Hilbert del segnale ( )tm . 
Il modulatore può essere costituito anche in questo caso da due moltiplicatori che 
effettuano i due prodotti indicati dalla relazione (1.123), seguiti da un sottrattore (è il 
principio di funzionamento del MODULATORE A SFASAMENTO). 
Dal punto di vista frequenziale il segnale modulato SSB può essere ottenuto dal segnale 
modulato DSB, togliendo ad esso una banda laterale.  Per questo motivo un altro tipo di 
modulatore (SSB DIRETTO) effettua il prodotto del segnale ( )tm  per l’oscillazione 
( )t0cos2 ω , seguito da un filtraggio passa banda in modo da selezionare solo una banda 
laterale del segnale modulato DSB così ottenuto. La demodulazione avviene tramite 
filtraggio passa banda intorno alla frequenza f0 , moltiplicazione per l’oscillazione 
( )t0cos2 ω  in modo da convertire il segnale in banda base e filtraggio passa basso. 
 
2. DI FREQUENZA 
 
a.) FM (Frequency Modulation): un segnale modulato in frequenza può essere espresso 
come: 
 
( ) ( ) 





+= ∫
∞−
θθpi dmKtfVtS
t
fFM 00 2cos   (1.124) 
 
dove  fK  è la sensibilità del modulatore. 
Nel caso in cui la massima deviazione di frequenza rispetto alla banda del segnale 
modulante sia piccola, il segnale può essere approssimato come: 
 
( ) ( ) ( ) ( )∫
∞−
−≈
t
fFM tsendmKVtVtS 0000 cos ωθθω .  (1.125) 
 
Nel modulatore quindi il segnale viene moltiplicato per fK e integrato; il risultato viene 
moltiplicato per ( )tsenV 00 ω  e sommato a ( )tV 00 cos ω . 
 
• MODULAZIONI DIGITALI 
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Nelle modulazioni in quadratura, come ad esempio la QAM (Quadrature Amplitude 
Modulation), il moltiplicatore può essere utilizzato per ottenere i due segnali in quadratura, 
effettuando una moltiplicazione del segnale rispettivamente per ( )t0cos ω  e ( )tsen 0ω . 
Nel demodulatore la moltiplicazione viene effettuata per riportare i segnali in banda base. 
Il moltiplicatore svolge una identica funzione nel modulatore e demodulatore PSK (Phase 
Shift Keying), la cui struttura è identica a quella rispettivamente del trasmettitore e del 
ricevitore QAM; è diversa solamente la mappatura bit-simbolo. 
 L’amplificatore ad isolamento [1.28] è un amplificatore che comprende una 
barriera di isolamento elettrico. 
L’isolamento elettrico (o galvanico) è utile in molte applicazioni, ad esempio: 
 
• per la misura di tensioni o correnti su circuiti ad alta tensione; 
•  per consentire l’interazione fra due circuiti che operano con alimentazioni 
separate.  
 
È inoltre importante nella strumentazione medica per motivi di sicurezza. 
 Il segnale da misurare viene elaborato, ad esempio, modulando con esso una 
portante; il segnale, tramite un trasformatore, viene quindi trasferito sul secondario, 
realizzando l’isolamento galvanico voluto. Il segnale così trasferito viene quindi 
demodulato. La modulazione può essere di frequenza o di duty-cycle. 
Il modulatore e il demodulatore possono utilizzare un moltiplicatore analogico. 
 Questi dispositivi sono disponibili in commercio come integrati. Un esempio [1.29] 
è l’AD202 di Analog Devices, il cui schema di funzionamento è illustrato in Fig.1.49. 
Utilizza un modulatore e un demodulatore ed ottiene l’isolamento tramite trasformatori. 
Naturalmente l’uso di trasformatori per ottenere l’isolamento limita la banda 
dell’amplificatore. 
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Fig.1.49 
 
10. Rivelatore coerente o sincrono  
 
Il rivelatore coerente, oltre che essere inserito in molti schemi di demodulatore (ad esempio 
quello per segnali modulati in DSB) ed essere presente all’interno del rivelatore di fase e 
dell’amplificatore lock-in, può essere utilizzato per altri scopi, ad esempio nelle interfacce 
di lettura per i sensori. 
Esso infatti effettua la moltiplicazione di una grandezza sinusoidale per una forma d’onda 
sinusoidale con stessa frequenza, consentendo di ottenere in uscita una componente 
continua (che può essere isolata mediante un filtro passa basso) e un termine a frequenza 
doppia. 
Per questo tipo di applicazione è importante che il moltiplicatore abbia un buon livello di 
linearità. 
 Considerando un impedenzimetro [1.23], un tipo di interfaccia per la lettura di 
sensori capacitivi, il cui schema è illustrato in Fig.1.50, si ha che: 
 
 
Fig.1.50 
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xsu RCVjV ω−= .  (1.126) 
 
Nel dominio del tempo si ha ( ) ( )tsenVRCtv SMxu 0ω= , se ( ) ( )tVtv SMs 0cos ω= . Per poter 
avere in uscita una tensione proporzionale al valore di xC  (capacità del sensore) si utilizza 
un rivelatore coerente, moltiplicando ( )tvu  per una tensione sinusoidale con stessa 
frequenza e fase di ( )tvu  stesso. In questo modo si ottiene una componente continua 
proporzionale a xC . 
 Anche nella tecnica di lettura a cancellazione dell’errore [1.23], utilizzata per 
sensori capacitivi differenziali, è presente un rivelatore coerente. Considerando lo schema 
di Fig.1.51, la corrente di cortocircuito ( )21 CCVjI succ −= ω  e cuccu ZIV = , dove 
21 CCZc += . 
 
 
Fig.1.51 
 
Tramite un rivelatore sincrono è possibile ottenere una componente continua proporzionale 
al segno di 21 CC − . Le due capacità possono variare se, a causa di una accelerazione, ad 
esempio, l’elettrodo centrale si sposta dalla posizione di equilibrio. 
 Considerando lo schema [1.23] di Fig.1.52, dove V0 è una tensione di 
polarizzazione e il blocco A è uno stadio di elevato guadagno con amplificazione A , 
staticamente la forza che agisce sul punto K è pari a: 
 
         
( )22210 cc VVKF −=       (1.127) 
 
dove 1cV  e 2cV  sono le tensioni ai capi rispettivamente dei condensatori  1C  e 2C  e 0K  è 
una opportuna costante. 
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Si ottiene: 
 
( ) ( )[ ] 0020200 4 VVKVVVVKF OUTOUTOUT −=+−−= .  (1.128) 
 
Si osserva quindi la proporzionalità della forza che agisce sull’elettrodo centrale a OUTV− . 
 
 
Fig.1.52 
 
Se nel sistema è presente una accelerazione la differenza 21 CC −  è diversa da zero, quindi 
in uscita viene prodotta una tensione diversa da zero. La presenza di una reazione negativa 
determina l’insorgere di una forza di intensità proporzionale al valore della tensione di 
uscita, ma con verso opposto, che riporta l’elettrodo in posizione centrale; se il guadagno 
d’anello è grande, l’elettrodo non si sposta da tale posizione. 
In questo modo si ottiene linearità fra la tensione di uscita e la forza che agisce sugli 
elettrodi e non ci sono problemi relativi allo spostamento meccanico dell’elettrodo 
centrale.  
 
11. Mixer 
 
Il mixer [1.30] è un sistema a tre porte con due porte d’ingresso ed una d’uscita; effettua 
una traslazione in frequenza moltiplicando i due segnali in entrata, generalmente forme 
d’onda sinusoidali. La traslazione si basa sulla relazione 
 
( ) ( )[ ]tttt 212121 coscos2
1
coscos ωωωωωω −++=⋅ .  (1.129) 
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È possibile quindi ottenere in uscita un segnale a frequenza pari alla somma o alla 
differenza della frequenza dei segnali d’ingresso. Nel primo caso il mixer si chiama up 
converter, nel secondo down converter. 
Le due frequenze dei segnali di ingresso vengono generalmente chiamate fRF (frequenza 
del segnale a radiofrequenza) e fOL (frequenza del segnale dell’oscillatore locale).  Queste 
definizioni derivano dal tipico uso del mixer all’interno dei sistemi di telecomunicazioni, 
come sarà chiarito nel seguito della trattazione. 
 Il mixer è un sistema non lineare ed in uscita produce anche altri segnali con 
frequenze che sono combinazioni lineari delle frequenze d’ingresso: per questo è 
necessario utilizzare, all’uscita del mixer, un filtro che selezioni la componente 
frequenziale di interesse. Per quanto riguarda le componenti alle frequenze fRF  e fOL , in 
uscita possono essere presenti entrambe (il mixer in questo caso si dice non bilanciato), 
può essere presente solo la componente a fOL   (il mixer è singolarmente bilanciato), oppure 
possono essere assenti entrambe (il mixer è doppiamente bilanciato). 
 Come già detto, viene generalmente utilizzato nei sistemi di telecomunicazione, sia 
nella catena di trasmissione che in quella di ricezione del segnale.  
In trasmissione il segnale viene modulato, convertito a radiofrequenza e amplificato con un 
amplificatore di potenza. Generalmente i trasmettitori effettuano una conversione diretta, 
cioè realizzano la modulazione e la conversione di frequenza in uno stesso circuito. In 
Fig.1.53  è illustrato un esempio [1.31] per un sistema di modulazione in quadratura; si 
osserva l’uso di due moltiplicatori per effettuare la modulazione e contemporaneamente la 
traslazione del segnale di ingresso (le cui componenti in fase e in quadratura sono indicate 
rispettivamente con I e Q)  ad una pulsazione ωc. 
 
 
Fig.1.53 
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La pulsazione ωc  è generata da un oscillatore locale. In questo tipo di trasmettitore, 
tuttavia, l’uscita dell’amplificatore di potenza ha lo spettro centrato intorno alla pulsazione 
ωc  generata dall’oscillatore locale; per questo tale segnale può costituire un termine di 
disturbo per l’oscillatore locale stesso.  
Una soluzione per risolvere questo problema è illustrata in Fig.1.54. Mediante l’uso di un 
mixer che effettua il prodotto di due sinusoidi a frequenza rispettivamente 1ω  e 2ω , il 
segnale all’uscita dell’amplificatore di potenza risulta centrato intorno a  21 ωω + . 
 
 
Fig.1.54 
 
Tale segnale non interferisce quindi con le pulsazioni 1ω  e 2ω generate dai due oscillatori 
locali. 
Un’altra soluzione è illustrata in Fig.1.55. 
 
 
Fig.1.55 
 
Consiste nel convertire i segnali d’ingresso a frequenza più alta in due (o anche più) passi 
in modo che il segnale all’uscita dell’amplificatore di potenza sia centrato intorno ad una 
frequenza diversa rispetto a quella generata dall’oscillatore locale. In questo caso gli 
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oscillatori generano segnali a pulsazione 1ω  e 2ω , mentre l’uscita del PA è centrata 
intorno a 21 ωω + . 
 Il mixer è presente anche nell’architettura del ricevitore, per traslare il segnale a 
radiofrequenza direttamente in banda base (ricevitore omodina), o ad una frequenza 
intermedia (ricevitore eterodina): è questo il caso [1.22] rappresentato dalla Fig.1.56. I due 
segnali in ingresso al mixer sono il segnale a radiofrequenza, a frequenza fRF, amplificato 
dall’LNA che precede il mixer, ed una oscillazione locale a frequenza fOL. In genere 
l’ampiezza del segnale proveniente dall’oscillatore locale è molto maggiore di quella del 
segnale a radiofrequenza. 
 
 
Fig.1.56 
 
In uscita vengono prodotti segnali a frequenze che sono combinazioni lineari di  fRF   e  fOL , 
fra cui  fRF - fOL= fIF   . È questa la componente (“a frequenza intermedia”) che viene 
generalmente selezionata in uscita tramite un filtro. Nel caso in cui  fRF   =  fOL  la 
conversione avviene direttamente in banda base. 
Esistono anche altre architetture di ricevitore, ad esempio  
 
• eterodina a doppia conversione, dove la conversione in frequenza avviene in 
due stadi, quindi adoperando due mixer; 
• a bassa frequenza intermedia (poche centinaia di KHz). 
        In questo caso si utilizzano mixer a reiezione dell’immagine [1.31], che 
impiegano due mixer ed il cui schema è illustrato in Fig.1.57. 
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Fig.1.57 
 
Nel seguito della trattazione verranno considerati solo mixer di tipo down conversion. 
L’effetto mixer può essere ottenuto:   
- mediante l’impiego di non linearità; 
- mediante l’uso di moltiplicatori (in questo caso si ottengono mixer con isolamento 
migliore). 
 
 Nel primo caso per effettuare il prodotto dei due segnali a fRF   e fOL si utilizza un 
sistema non lineare senza memoria, la cui caratteristica ingresso-uscita è pari a  
 
( ) ...332210 ++++= inininu vavavaatv    (1.130) 
 
Se inv  è costituito dalla somma dei due segnali a  fRF   e  fOL, in uscita si ottiene un termine 
a frequenza pari alla differenza 
 
fRF  - fOL. 
Ad esempio si può utilizzare la relazione che lega corrente di drain e tensione GSv in un 
MOS in saturazione applicando i segnali a  fRF   e  fOL  rispettivamente sul gate e sul source 
del transistore. 
Naturalmente la polarizzazione del transistore deve essere tale che le escursione dei segnali 
attorno al punto di polarizzazione non portino mai il transistore a lavorare fuori dalla zona 
di saturazione. 
Sul drain viene posto un filtro RLC che risuona alla frequenza  fRF  - fOL. 
Sono possibili altre soluzioni, ad esempio utilizzare la relazione non lineare che lega 
corrente di collettore e tensione VBE in un transistore bipolare. 
 Nel mixer a moltiplicatore per avere una traslazione di frequenza rigida del segnale 
a  fRF  , in modo che l’ampiezza del segnale di uscita non dipenda da quella dell’oscillazione 
a
  
fOL, si richiede  che l’operazione di moltiplicazione sia estremamente non lineare per il 
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segnale a fOL e lineare per il segnale a fRF  . Per ottenere questo risultato viene effettuato il 
prodotto del segnale a fRF   con un’onda quadra a frequenza fOL. Quest’ultimo segnale può 
essere sviluppato in serie di Fourier, ottenendo una componente continua e una somma 
infinita di sinusoidi a frequenze multiple della fondamentale fOL. In questo modo la 
moltiplicazione dà luogo a frequenze che sono combinazioni lineari del segnale a fRF  con le 
armoniche dello sviluppo in serie di Fourier.
 
Uno schema [1.30] di mixer a moltiplicatore singolarmente bilanciato è mostrato in 
Fig.1.58. 
                      
    Fig.1.58 
 
La corrente 0I  è costituita da una componente continua e da un termine a fRF  . Il segnale a 
onda quadra vOL(t) ha un’ampiezza tale da mandare alternativamente un transistore in zona 
di saturazione  l’altro in zona di interdizione, in modo che 0I  scorra solo in un ramo del 
circuito.
 
In questo modo la tensione di uscita è pari a : 
 
( ) ( )[ ] ( )tIRttV DOLIF 0cossgn ω−=   (1.131) 
 
Lo sviluppo in serie di Fourier della funzione ( )[ ]tOLωcossgn  è  
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( )tn
n
n
sen
OL
n
ω
pi
pi
cos*
2
22
1
∑
∞
=






   (1.132) 
 
Considerando il termine per n = 1 si ottiene che la componente del segnale di uscita a 
frequenza fIF  è pari a  
 
( ) ( )tRItv IFDRFMIF ωpi cos
2
=
   (1.133) 
 
Il mixer è singolarmente bilanciato a causa della componente continua BI  che viene 
moltiplicata per le armoniche dello sviluppo in serie di Fourier dell’onda quadra. 
Per ottenere un mixer a moltiplicatore doppiamente bilanciato (che consente di ottenere un 
basso livello di distorsione ed un elevato grado di isolamento) viene generalmente 
utilizzato lo schema  della cella di Gilbert [1.30], mostrato in Fig.1.59. 
Per questa applicazione la cella di Gilbert può essere vista come la cascata di due stadi: 
- uno stadio switching, costituito dai transistori 21QQ  e 43QQ , a cui è applicato il 
segnale dell’oscillatore locale; 
- uno stadio transconduttivo, costituito dai transistori 5Q  e 6Q , al cui ingresso è 
presente il segnale a radiofrequenza. 
 
 
   Fig.1.59 
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Il segnale vOL(t) viene applicato ai transistori dello stadio switching, ed è un grande segnale 
(molto maggiore rispetto alla tensione termica VT). Pertanto i transistori di ognuna delle 
due coppie sono alternativamente uno in conduzione, l’altro in interdizione. 
Facendo riferimento alla Fig.1.60, si ottiene: 
 
 
Fig.1.60 
 
( )






=−+−=−=
T
OL
SFCCCCO V
tvIIIIIIII
2
tanh432100 21 α ,  (1.134) 
dove ( ) ( )tvGtI RFMS =  e MG   è il guadagno transconduttivo dello stadio a radiofrequenza. 
Quindi: 
 
                                      
( ) ( )





=
T
OL
SFLIF V
tvIRtv
2
tanhα .    (1.135) 
 
Poiché ( )tvOL  ha ampiezza elevata e manda in conduzione i transistori alternativamente, il 
termine ( )





T
OL
V
tv
2
tanh  può essere approssimato con un’onda quadra con frequenza pari a 
quella  dell’oscillatore locale: 
                         
( ) ( )tn
n
nsen
V
tv
OL
nT
OL ω
pi
pi
cos
2
22
2
tanh
1
∑
∞
=






≈





.   (1.136) 
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In questo modo, se ( ) ( )tVtv RFRFMRF ωcos= , si ottiene: 
 
                        
( ) ...cos2 += tVGRtv IFRFMMFLIF ωpiα    (1.137) 
 
Per aumentare la linearità dello stadio transconduttivo (costituito essenzialmente da una 
coppia differenziale) si possono utilizzare due impedenze di degenerazione sugli emettitori 
dei transistori 5Q e 6Q  (generalmente induttori, per non avere cadute di tensione statiche e 
quindi per poter utilizzare basse tensioni di alimentazione). Il generatore di corrente 0I  è 
sostituito generalmente da un gruppo LC parallelo risonante alla radiofrequenza, per non 
avere caduta di tensione statica; anche le resistenze di carico sono sostituite  da induttori 
per non avere cadute di tensione statiche. 
Lo schema del mixer [1.30] con queste modifiche è mostrato in Fig.1.61. 
 
 
Fig.1.61 
 
Poiché tuttavia gli induttori occupano molta area su chip, si può utilizzare al posto dello 
stadio transconduttivo ora esaminato uno stadio transconduttore lineare, il cui schema di 
principio [1.30] è mostrato in Fig.1.62  e in cui la corrente sul carico LR  è proporzionale 
alla tensione d’ingresso SV . 
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Fig.1.62 
 
A radiofrequenza il cortocircuito virtuale non viene realizzato tramite amplificatori 
operazionali, il cui prodotto guadagno-banda è generalmente ridotto, ma mediante il 
circuito [1.30] di Fig.1.63, dove 21 SS VV = . 
 
 
Fig.1.63 
 
Lo schema di un mixer a cella di Gilbert con stadio transconduttivo lineare è mostrato in 
Fig.1.64, 
dove 
S
RF
in R
vi = . Tale circuito presenta molti transistori impilati, quindi per pilotare questo 
tipo di mixer serve una tensione di polarizzazione elevata. 
 
Capitolo 1 
 
83 
 
Fig.1.64 
 
 La moltiplicazione del segnale a radiofrequenza con un’onda quadra con frequenza 
fOL può anche essere effettuata con mixer passivi, dove i transistori sono utilizzati solo 
come interruttori. 
Un esempio [1.30] è illustrato in Fig.1.65, dove conducono alternativamente i transistori 
23MM  e 14MM . 
 
 
Fig.1.65 
 
I mixer passivi possono essere anche realizzati mediante l’impiego di diodi, tuttavia 
rispetto a mixer attivi (che usano i transistori come elementi amplificatori) richiedono un 
livello di potenza maggiore per l’oscillatore locale ed introducono una perdita di 
conversione che, se necessario, deve essere compensata tramite stadi amplificatori a valle. 
 L’architettura di mixer presentata si basa sul principio di funzionamento della cella 
di Gilbert. Esistono anche altre architetture di moltiplicatori che ne consentono l’impiego 
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come mixer, ad esempio quelle dei moltiplicatori basati su non linearità. È importante che 
tali architetture abbiano le seguenti caratteristiche: 
 
• elevata linearità per quanto riguarda l’ingresso a radiofrequenza 
• elevata banda (sufficiente sulla base dello standard di comunicazione) 
• buon isolamento fra le porte 
• basso consumo di potenza e ridotta tensione di alimentazione nelle applicazioni 
portabili 
• area ridotta, se è richiesta la portabilità del sistema 
• bassa cifra di rumore 
 
Esistono dei parametri che consentono di definire in modo chiaro le prestazioni di un 
mixer; saranno presentati nel seguito della trattazione. 
 
12. Controllo automatico della frequenza 
 
Un moltiplicatore analogico può essere inserito in un anello di controllo della frequenza 
della portante nella modulazione FM diretta. In questo tipo di modulazione il segnale 
modulante viene usato per variare il valore di un parametro circuitale da cui dipende la 
frequenza istantanea di oscillazione. La portante tuttavia è soggetta a deriva, per questo il 
modulatore viene inserito in un anello di controllo della frequenza. 
Rappresentando la deriva della portante con un termine ( )ωε , significativo solo a basse 
frequenze, il segnale modulato FM può essere scritto come: 
 
( ) ( )( ) 





++ ∫
t
f dmKtV
0
00 cos ττετω    (1.138) 
 
dove ( )τm  è il segnale modulante e 0ω  è la pulsazione nominale della portante. 
Nell’anello viene sommato al segnale ( )τm  un segnale che si ottiene: 
• traslando il segnale modulato (mediante un moltiplicatore) di una frequenza di 
riferimento fQ ottenuta da un oscillatore quarzato; 
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• confrontando la frequenza istantanea del segnale così ottenuto con un 
riferimento dato da fQ-f0; 
• filtrando mediante un filtro passa basso il risultato così ottenuto. 
 
In questo modo il termine  ( )ωε  viene diviso per un termine proporzionale al guadagno 
dell’anello di reazione e risulta quindi ridotto. 
 
13. Equalizzatore 
 
L’equalizzatore [1.33] è un sistema lineare utilizzato nei ricevitori per i sistemi di 
telecomunicazioni che usano modulazioni digitali. Evita l’interferenza intersimbolica che 
può originarsi a causa della presenza di un canale distorcente. Tale sistema produce in 
uscita una combinazione lineare dei campioni del segnale ricevuto secondo opportuni pesi, 
chiamati coefficienti di equalizzazione, scelti in funzione del canale di trasmissione, degli 
istanti di campionamento e del livello di rumore. 
Negli equalizzatori lineari viene effettuata una combinazione lineare dei campioni del 
segnale, negli equalizzatori a reazione a questa si aggiunge una combinazione lineare di 
simboli già decisi. 
Un modo per ottenere tali combinazioni lineari può essere mediante moltiplicatori 
analogici. 
Alcuni requisiti fondamentali dei moltiplicatori utilizzati per questa applicazione sono: 
 
• la linearità del segnale di uscita rispetto a quello di ingresso; 
• il ridotto consumo di potenza e la limitata occupazione di area, con la 
conseguente elevata capacità di integrazione: per realizzare un 
equalizzatore sono infatti necessari numerosi moltiplicatori, ed è 
importante la possibilità di integrarli su uno stesso chip; 
• una banda adeguata in relazione allo standard di comunicazione. 
 
14. Reti neurali 
 
Una rete neurale [1.34] è una struttura artificiale che cerca di imitare la struttura e le 
funzioni del sistema nervoso. È costituita da un insieme di nodi chiamati unità di 
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processamento o neuroni interconnessi tra loro in modo adattivo per processare 
l’informazione ricevuta in ingresso sulla base di modelli matematici o computazionali. 
L’elaborazione avviene in modo distribuito e parallelo all’interno della rete: ogni nodo 
svolge una operazione semplice, ma i nodi sono in grande numero e scambiano 
informazioni tra loro. Gli ultimi approcci di realizzazione di questo tipo di reti si basano 
sulla statistica e sul processamento dei segnali. 
I possibili usi sono: 
- approssimazione di funzioni; 
- classificazione, riconoscimento di sequenze; 
- processamento di dati (filtraggio, compressione…)  
 
per le seguenti applicazioni: 
 
• identificazione e controllo (di un veicolo, di un processo industriale) 
• riconoscimento di pattern in sistemi radar, o riconoscimento di oggetti 
• riconoscimento di sequenze 
• diagnosi mediche 
• applicazioni finanziarie 
• elaborazioni su database 
• videogiochi 
 
I nodi di una rete sono interconnessi in modo complesso ed interagiscono tra loro secondo 
un peso associato alla relativa interconnessione. Un nodo può essere schematizzato come 
in Fig.1.66. 
 
 
Fig.1.66 
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Esso ha un numero n di terminazioni d’ingresso ed una uscita. L’elaborazione svolta dal 
nodo è indicata dalla relazione: 
 






= ∑
=
n
i
ii xwFy
1
,   (1.139) 
 
dove F è una funzione non lineare, sigmoidale, che definisce il livello di attività del 
neurone. 
 La simulazione software di reti neurali spesso è molto lenta. Per ridurre il tempo di 
simulazione si possono utilizzare acceleratori hardware, in particolare in VLSI, in cui 
l’implementazione di strutture che processano l’informazione in parallelo è relativamente 
semplice, consentendo l’integrazione di reti anche molto complesse in un singolo chip. 
L’implementazione analogica è generalmente preferita, in quanto è più semplice e richiede 
una minore occupazione di area sul silicio: questa è una caratteristica fondamentale per 
l’implementazione di reti neurali complesse, con molte unità di processamento. L’impiego 
di moltiplicatori a transconduttanza o basati su non linearità consente inoltre di utilizzare 
basse tensioni di alimentazione e di avere un ridotto consumo di potenza. La soluzione 
analogica può essere tuttavia, a seconda delle implementazioni, più lenta rispetto a quella 
digitale, ed è meno robusta ad esempio a errori di processo. 
 Generalmente il prodotto dei segnali in ingresso per i relativi pesi è effettuato 
tramite moltiplicatori analogici a due quadranti; si tratta di una soluzione che rende la rete 
adattiva in quanto è possibile modificare i valori dei pesi in modo semplice, e riduce il 
consumo di potenza rispetto ad altre soluzioni, ad esempio l’uso di matrici di 
interconnessioni resistive [1.35]. 
Un esempio [1.35] di circuito moltiplicatore adatto a questo scopo è mostrato in Fig.1.67. 
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Fig.1.67 
 
Questo è costituito da una coppia differenziale la cui corrente di polarizzazione è 
programmabile tramite 4 bit, B0, B1, B2, B3, che attivano o meno un corrispondente ramo 
del circuito connesso ai source dei MOS della coppia. I rapporti 
L
W
 in ognuno di tali rami 
sono diversi per avere un ulteriore grado di programmabilità. Per piccoli segnali 
differenziali Vin in ingresso, la differenza 21 DD II − in uscita è proporzionale al prodotto 
della tensione differenziale in ingresso per la radice quadrata della corrente pesata di 
polarizzazione. Per ottenere pesi negativi è sufficiente invertire la polarità del segnale Vin. 
L’uso di segnali differenziali permette la cancellazione delle armoniche
 
pari del segnale di 
uscita e minimizza l’impatto del rumore di substrato o di alimentazione. 
Alternativamente il valore del peso può essere memorizzato dinamicamente in un 
condensatore. 
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Paragrafo 3: specifiche per i moltiplicatori integrati 
 
La  relazione fra ingresso e uscita in un moltiplicatore è influenzata da diverse cause 
d’errore (sia approssimazioni a livello progettuale, sia errori di processo) e può essere 
espressa mediante la seguente relazione [1.1], nell’ipotesi di segnali in tensione: 
 
( )( )( ) ( )yxOSOSYYOSXXAOUT VVfVVVVVKKV ,+++++= .  (1.140) 
 
Il fattore AK  rappresenta l’errore sul guadagno teorico del moltiplicatoreK , OSXV  e 
OSYV  sono le tensioni di offset associate a ciascuno dei due ingressi, OSV  è la tensione 
di offset in uscita, cioè la tensione presente in uscita quando entrambi gli ingressi sono 
nulli, ( )yx VVf ,  è una funzione delle due variabili  di ingresso nella quale compaiono 
termini di grado superiore al primo in una delle due variabili e viene chiamata errore di 
linearità. 
Un altro effetto dovuto alle non linearità è il feedthrough: questo quantifica l’entità del 
segnale sull’uscita quando uno dei due ingressi è annullato (nulled), cioè posto pari alla 
tensione di offset. Generalmente viene fornito il feedthrough per ciascuna porta in 
percentuale rispetto al fondo scala. 
La caratteristica reale ingresso-uscita di un moltiplicatore (considerando in ascissa una 
delle due grandezze di ingresso, mentre l’altra opera come parametro fissato), quindi, 
non passa per l’origine, non ha la pendenza teorica data dal guadagno, e non è una retta. 
Esistono moltiplicatori integrati che sono disponibili in commercio come componenti da 
essere utilizzati per diversi scopi. Alcuni esempi di questo tipo di moltiplicatori sono 
l’AD534 e  l’AD734 di Analog Devices [1.36]. 
 Tra le specifiche fornite per un moltiplicatore analogico occorre ricordare: 
 
• l’errore totale nell’operazione di moltiplicazione anche in funzione della 
temperatura e delle tensioni di alimentazione; valori tipici di dispositivi 
monolitici come l’AD734 sono 0.1%, 0.003%/°C, 0.01 %/V; 
• l’errore sul fattore di scala definito come l’errore relativo 
K
K A
, espresso in 
percentuale (0,1-0,25% per l’AD534); 
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• la reiezione della tensione di alimentazione; 
• l’entità del feedthrough su ciascuno dei due ingressi: si pone un ingresso 
nullo, l’altro con ampiezza nota; 
• l’entità della non linearità sui due ingressi; 
• la tensione di offset relativa ai due ingressi (valori tipici per l’AD734 sono 
decine di milliVolt); 
• la tensione di offset in uscita (un valore tipico per l’AD734 è 10 mV); 
• la banda per piccoli segnali; 
• lo slew rate; 
• la densità spettrale di rumore e il valore efficace del rumore termico; 
• il range di tensioni di uscita e di ingresso; 
• l’impedenza e la capacità di ingresso (valori tipici per l’AD734 sono 50 kΩ 
e 2 pF); 
• l’impedenza e la corrente di corto circuito in uscita; 
• la distorsione armonica totale THD. 
 
Parametri del moltiplicatore come mixer 
 
Il moltiplicatore nel suo uso come mixer è specificato [1.30] mediante opportuni 
parametri: 
 
• Guadagno di conversione 
• Punto di compressione a 1 dB 
• Punto di intercetta del terzo ordine 
• Cifra di rumore 
• Isolamento fra le porte. 
 
Nella definizione di questi parametri le porte di ingresso verranno denominate come 
porta a radiofrequenza e porta dell’oscillatore locale, quella di uscita verrà chiamata 
porta a frequenza intermedia. 
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 Il guadagno di conversione CG  è il rapporto fra la potenza della componente a 
frequenza intermedia dell’uscita ( IFP ) e la potenza disponibile sull’ingresso a 
radiofrequenza ( ARFP ): 
ARF
IF
C P
PG = .   (1.141) 
 
In alcuni casi è più utile definire un guadagno di conversione in tensione CVG . 
Questo è il rapporto fra il valore massimo della componente a frequenza intermedia 
dell’uscita e quello del segnale in ingresso alla porta a radiofrequenza. Fra guadagno di 
conversione e guadagno di conversione in tensione esiste la relazione: 
 
24 CVC GG = .   (1.142) 
 
 Il punto di compressione a 1 dB  (1dBCP) è il valore della potenza disponibile 
sull’ingresso a radiofrequenza in corrispondenza del quale il guadagno di conversione 
del mixer è inferiore di 1 dB rispetto al valore assunto per piccoli valori del segnale di 
ingresso a radiofrequenza.  
In Fig.1.68 è rappresentato l’andamento della potenza del segnale di uscita alla 
frequenza intermedia IFP , in funzione della potenza disponibile sull’ingresso a 
radiofrequenza ARFP . 
Si nota che per piccoli valori di ARFP  il guadagno di conversione è indipendente 
dall’ampiezza del segnale a radiofrequenza; al crescere di ARFP , invece, la caratteristica 
mostra una saturazione. 
Facendo riferimento al grafico di Fig.1.68, il punto di compressione può essere quindi 
determinato identificando l’ascissa per cui lo scostamento della caratteristica reale 
dall’andamento asintotico ottenuto prolungando la retta che si ottiene per piccoli segnali 
è 1 dB.  
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Fig.1.68 
 
Generalmente i valori di potenza sono espressi in dBm, mentre il guadagno di 
conversione è espresso in dB. Si ricorda che il valore di una generica potenza P  
espressa in dBm è pari a:  
 






=
mW
PPdBm 1
log10 .   (1.143) 
 
 Il punto di intercetta del terzo ordine (IP3) è un parametro molto utilizzato per 
quantificare la distorsione da intermodulazione del terzo ordine. Viene misurato 
inviando in ingresso alla porta a radiofrequenza due pulsazioni sinusoidali con stessa 
ampiezza e frequenze vicine f1 e f2. In ingresso alla porta dell’oscillatore locale viene 
inviata una sinusoide a frequenza fOL. 
 In uscita, a causa della caratteristica non lineare del mixer, in particolare alla sua 
non linearità del terzo ordine, sono presenti, oltre alle componenti a frequenza 
intermedia fOL-f1 e fOL-f2, anche componenti a frequenza fOL-(2f1-f2) e fOL-(2f2-f1), 
chiamate componenti da intermodulazione del terzo ordine. Questi termini crescono con 
il cubo dell’ampiezza della tensione sull’ingresso a radiofrequenza.  Per valutare il 
punto di intercetta del terzo ordine si costruisce un grafico della potenza del segnale di 
uscita rispettivamente alla frequenza intermedia e alle frequenze dovute 
all’intermodulazione del terzo ordine in funzione della potenza disponibile sull’ingresso 
a radiofrequenza. Vengono quindi prolungate asintoticamente le rette che definiscono le 
due caratteristiche per piccoli segnali in ingresso, come mostrato in Fig.1.69. 
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Fig.1.69 
 
Il punto di intersezione delle due rette definisce con la sua ascissa e la sua ordinata 
rispettivamente il punto di intercetta del terzo ordine in ingresso (iIP3) e in uscita 
(oIP3). 
 
La cifra di rumore NF è pari a: NF = 10 log(F), dove F è il fattore di rumore, definito 
come il rapporto fra il rapporto segnale-rumore sull’ingresso a radiofrequenza 
( RFinRFin NS −− / ) e il rapporto segnale-rumore sulla porta a frequenza intermedia 
( IFoutIFout NS −− / ). 
Quindi: 
 
noiseC
IFinout
IFout
CRFin
IFout
IFout
RFin
IFoutIFout
RFinRFin
G
N
N
GN
N
S
S
NS
NSF
−
−−
−
−
−
−
−
−−
−−
===
1
/
/
.  (1.144) 
 
L’espressione è stata ricavata considerando l’uguaglianza  
noiseC
IFinout
RFin G
NN
−
−−
−
= , dove 
IFinoutN −−  è la potenza di rumore in uscita a frequenza intermedia dovuta all’ingresso a 
radiofrequenza e noiseCG − è il guadagno di conversione per il rumore. 
Ipotizzando che il mixer non introduca rumore, cioè che IFoutN −  = IFinoutN −− , nella cifra 
di rumore è presente il rapporto dei guadagni di conversione per il rumore e per il 
segnale. 
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Il rumore generato dal mixer centrato intorno alla frequenza immagine, insieme a quello 
centrato intorno alla radiofrequenza, viene convertito alla frequenza intermedia, mentre 
la componente di segnale alla frequenza immagine viene reiettata da un filtro che 
precede il mixer. 
Per questo il rapporto fra i guadagni di conversione è pari a 3 dB; questo è anche il 
valore minimo assunto dalla cifra di rumore. 
Nel caso di conversione direttamente in banda base, invece, non è presente il problema 
della frequenza immagine e quindi la minima cifra di rumore è zero dB. 
Il mixer comunque è un dispositivo molto rumoroso, tipici valori di NF sono superiori 
ai 12 dB per mixer commerciali. 
 L’isolamento fra le porte viene generalmente definito mediante tre parametri: 
 
1. isolamento della porta dell’oscillatore locale rispetto alla porta a 
radiofrequenza RFOLI − : è il rapporto espresso in dB fra la potenza disponibile alla 
porta dell’oscillatore locale AOLP e  la potenza  dell’oscillatore locale che si 
ritrova sulla porta a radiofrequenza RFOLP − . 
 






=
−
−
RFOL
AOL
RFOL P
PI log10    (1.145) 
 
2. isolamento della porta a radiofrequenza  rispetto alla porta a frequenza 
intermedia IFRFI − : è il rapporto espresso in dB fra la potenza disponibile alla 
porta a radiofrequenza ARFP e la potenza a radiofrequenza che si ritrova sulla 
porta a frequenza intermedia IFRFP − . 
 






=
−
−
IFRF
ARF
IFRF P
PI log10    (1.146) 
 
3. isolamento della porta dell’oscillatore locale  rispetto alla porta a frequenza 
intermedia IFOLI − : è il rapporto espresso in dB fra la potenza disponibile alla 
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porta dell’oscillatore locale AOLP e la potenza dell’oscillatore locale che si ritrova 
sulla porta a frequenza intermedia IFOLP − . 
 






=
−
−
IFOL
AOL
IFOL P
PI log10 .   (1.147) 
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Capitolo 2 
Descrizione della topologia proposta 
 
Introduzione: 
 
 L’obiettivo di questo lavoro di tesi è stato progettare e valutare le prestazioni di 
un nuovo tipo di moltiplicatore a transconduttanza in tecnologia CMOS. 
Le due specifiche richieste a tale dispositivo sono: 
 
• linearità rispetto agli ingressi 
• velocità 
 
La progettazione si è concentrata solo su un blocco del sistema che costituisce il 
moltiplicatore, come sarà spiegato meglio in seguito, per effettuarne una ottimizzazione 
dal punto di vista della velocità. L’ottimizzazione, sempre dello stesso blocco (chiamato 
divisore di corrente) dal punto di vista della linearità è stata effettuata mediante un 
opportuno dimensionamento di alcuni transistori e della loro molteplicità, a partire dai 
risultati ottenuti da una procedura sviluppata in ambiente Matlab, ma tenendo conto 
anche della specifica di velocità. 
 In questo capitolo verrà illustrato il principio di funzionamento di questo nuovo 
tipo di moltiplicatore, individuandone i blocchi che lo costituiscono, e sarà descritta la 
procedura sviluppata in ambiente Matlab per ridurre le non linearità introdotte dal 
circuito. 
 Dall’analisi effettuata al Cap.1 è emerso che le architetture dei moltiplicatori più 
adatte per: 
 
- avere semplicità topologica e quindi ridotta occupazione di area (con 
conseguente maggiore capacità di integrazione), 
- richiedere un ridotto consumo di potenza ed una bassa tensione di 
alimentazione, 
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- effettuare una moltiplicazione a quattro quadranti, 
 
sono quelle a transconduttanza o basate su non linearità. 
Queste ultime, tuttavia, spesso sono caratterizzate da linearità ridotta, in quanto le 
relazioni su cui si basa il funzionamento del moltiplicatore sono valide solo per un 
intervallo ristretto di valori degli ingressi. Infatti il comportamento dei transistori MOS, 
soprattutto al diminuire delle dimensioni e quindi in presenza di canale corto, ha delle 
deviazioni anche rilevanti rispetto alle equazioni utilizzate nel Cap.1, come sarà 
descritto meglio in seguito. 
Il moltiplicatore a transconduttanza realizzato con transistori bipolari (cella di Gilbert) 
invece ha caratteristiche di linearità molto buone in quanto è facile predistorcere 
opportunamente gli ingressi per ottenere la proporzionalità fra la differenza delle 
correnti in uscita e il prodotto dei segnali in ingresso. 
Il principio di funzionamento di questo tipo di moltiplicatore può essere più facilmente 
compreso considerando la caratteristica approssimata, per piccoli segnali, che lega la 
differenza delle correnti in uscita e la tensione differenziale in ingresso xV  ad una 
coppia come quella illustrata in Fig.2.1. 
 
 
Fig.2.1 
 
Si ha [2.1]: 
 
xCC gmVII =− 21 ,   (2.1) 
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dove 21 VVVx −=  , 
TV
Igm
2
0
=  e TV  è l’equivalente in volt della temperatura. 
Nel moltiplicatore la corrente 0I  di polarizzazione viene resa proporzionale ad un altro 
segnale differenziale in tensione yV  mediante l’uso di una coppia differenziale, di cui 
0I  costituisce la corrente 1CI  in uno dei due rami di uscita e yV il segnale differenziale in 
ingresso. 
Si ha quindi, facendo riferimento a questa seconda coppia: 
 
22
'
1
10
0 yC
C
gmVI
II +==    (2.2) 
 
Il termine ' 10CI  rappresenta la corrente di polarizzazione della seconda coppia. 
Mediante una opportuna configurazione fully-differential è possibile eliminare la 
dipendenza dell’uscita dal termine in continua ed ottenere in uscita un segnale 
proporzionale al prodotto di xV  e yV . I calcoli svolti in modo più dettagliato sono 
riportati in Appendice A. 
 Considerando piccoli segnali, quindi, ciò che consente di effettuare il prodotto di 
due segnali è la proporzionalità del gm  con la corrente di polarizzazione di un 
transistore bipolare. Tale relazione non è invece valida in un transistore MOS in 
saturazione, in cui la dipendenza fra la corrente di polarizzazione 0I  e il gm  per piccoli 
segnali è di tipo quadratico: 
 
0Igm β= .     (2.3) 
 
Nonostante ciò, nel Cap.1 si è visto come sia possibile realizzare moltiplicatori a 
transconduttanza anche utilizzando transistori MOS. Infatti la non linearità di tipo 
quadratico fra  0I  e gm  è compensata da una non linearità  inversa fra 0I  e GSV : 
 
( )TGS VVI −= 20
β
,   (2.4) 
 
Capitolo 2 
 
 
99 
in modo da poter continuare ad utilizzare questa topologia per effettuare il prodotto di 
due segnali. 
La linearità del segnale di uscita tuttavia è molto ridotta: infatti per ottenere 
l’espressione di uscita è stata ipotizzata due volte la validità della relazione parabolica 
che lega la corrente di drain alla tensione GSV . Tale relazione, come già detto, ha un 
intervallo molto ristretto di validità, soprattutto per transistori piccoli  (lunghezze di 
canale inferiori a 1 mµ ). 
Si è quindi pensato di utilizzare un blocco in cui la relazione fra la transconduttanza 
equivalente del blocco e la corrente di polarizzazione dei transistori sia lineare (per 
piccoli segnali differenziali in ingresso). In particolare è stata adottata la configurazione 
di Fig.2.2, costituita essenzialmente dalla cascata di due coppie differenziali. 
In questo caso: 
 
( )12212 dd VVgmII −=−     (2.5) 
 
( ) dLddLdd VgmRIIRVV 12112 =−=−   (2.6) 
 
dove 21 VVVd −= , 2gm  è il gm  di M3 e M4, 1gm  è invece il gm  di M1 e M2. 
Quindi 
dL VgmgmRII 1212 =− .    (2.7) 
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Fig.2.2 
 
Se 022 Igm β=  e 011 Igm β= , si ottiene:  
 
dL VIRII ⋅⋅=− 02112 ββ .    (2.8) 
 
In questo modo la differenza delle correnti di uscita è proporzionale al prodotto di 0I  e 
dV . 
Rendendo 0I  proporzionale ad un altro segnale differenziale in tensione tramite un 
blocco transconduttore, si è così realizzato un moltiplicatore. 
Lo schema a blocchi del moltiplicatore completo è mostrato in Fig.2.3. 
 
 
Fig.2.3 
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I blocchi A e B, illustrati in Fig.2.3, hanno la seguente risposta: 
 
       xINVKIII =− 12 ,     (2.9) 
 
dove 1I  e 2I  sono le correnti di uscita, xV è la tensione differenziale in ingresso, K è un 
termine costante, INI  è una corrente d’ingresso. 
Sono realizzati tramite lo schema costituito dalla cascata di due coppie differenziali 
(quindi 0II IN =  e dx VV = ) e vengono definiti “splitter” o divisori di corrente, in quanto 
si possono vedere anche come blocchi che dividono la corrente INI  nelle due correnti 1I  
e 2I con proporzioni fissate da xV . 
Il blocco C genera due correnti AI  e BI  date da: 
 
2
y
CA
GmV
II +=  e  
2
y
CB
GmV
II −= ,  (2.10) 
 
dove Gm  è la transconduttanza del blocco. 
Il segnale di uscita, costituito dalla differenza delle correnti d’uscita, è pari a: 
 
( ) ( ) yxBAZZ VKGmVIIIIII =−−−=− 121212 .  (2.11) 
 
La caratteristica dei blocchi A e B può essere anche la seguente: 
 
           ( ) xKIN VIIKII 012 +=−     (2.12) 
 
dove 0KI  è un termine costante. Tale termine non compare infatti in uscita per la 
presenza di una configurazione fully-differential. 
È importante osservare, ai fini della progettazione dei circuiti con bassa tensione di 
alimentazione, che in questo schema il blocco C non è impilato sotto i blocchi A e B, 
come nella cella di Gilbert a bipolari, ma è genericamente connesso in cascata ad essi: 
questo consente di utilizzare facilmente basse tensioni di alimentazione. 
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 Lo schema di Fig.2.2 può essere studiato anche considerando grandi segnali in 
ingresso, per valutarne le limitazioni. In particolare vengono fatte le ipotesi che: 
 
- i transistori lavorino in saturazione; 
- i transistori all’interno di ogni coppia siano uguali; 
- si possa trascurare l’effetto delle DSV  sulle DI ; 
- i generatori di corrente siano ideali. 
 
In questo caso [2.1] si ottiene : 
 
2
2max
2
2max
20
12 2 





−=−
V
V
V
VIII xx                        (2.13) 
 
dove 122 ddx VVV −= , 





=
2
0
2max
2
β
IV  e 2β  è il β dei transistori della seconda coppia. 
 
Analogamente 
2
maxmax
0
21 2 





−=−
V
V
V
VIII dddd                                           (2.14) 
 
Dove 
1
0
max
2
β
IV =  e 1β  è il β dei transistori della prima coppia. 
Poiché ( )212 ddLx IIRV −= , sostituendo l’espressione di 2xV  nella relazione (2.13) e 
sviluppando i calcoli, si ottiene: 
 














−−⋅





−⋅=−
2
max
21
222
max
210
12 24
22
2 V
VVR
V
VVRIII ddLddL ββββ . (2.15) 
 
Da questa espressione emerge  la presenza di non linearità rispetto alla tensione 
differenziale in ingresso dV  e di non linearità dovute alla presenza di termini contenenti 
0I . Le distorsioni più rilevanti si hanno comunque rispetto all’ingresso dV . 
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È stato osservato [2.2] che restringendo il range di 12 II −  al 30% del valore di 0I , la 
distorsione armonica totale è inferiore allo 0,2%. 
Se 
1
023,0 β
IVd < , l’espressione (2.14) può essere approssimata come:  
               2
max
0
21 V
VIII ddd =− ,   (2.16) 
e quindi  
2
2
2
2 2122210
12
ββββ dLdL VRVRIII −=− .  (2.17) 
 
In questo caso si ha una dipendenza lineare della differenza delle correnti di uscita 
rispetto alla corrente 0I  ed è presente una non linearità rispetto alla tensione 
differenziale in ingresso dV  dovuta al termine 
2
dV  sotto radice. 
In letteratura [2.2] è stata presentata una soluzione per aumentare la linearità di questo 
circuito, che consiste nel predistorcere opportunamente il segnale dV  per compensare la 
non linearità introdotta dal sistema. Questa soluzione presuppone tuttavia la validità 
della relazione parabolica fra la corrente di drain e la tensione GSV  in un MOS in 
saturazione, relazione che, come già detto, ha validità in un intervallo ristretto di valori 
di GSV  a causa dei motivi che saranno ora esposti. 
 
Effetti di canale corto 
 
A causa di esigenze di: 
  
- maggiore integrazione 
- minore consumo di potenza  
- velocità 
 
i transistori in molti circuiti hanno lunghezza di canale inferiore a 1 mµ . 
In tali dispositivi si manifestano i seguenti effetti: 
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- degradazione della mobilità degli elettroni nel canale; 
- saturazione della velocità degli elettroni nel canale; 
- variazione della resistenza d’uscita 0r  con la tensione DSV . 
 
 Il primo effetto è dovuto alla presenza di un forte campo elettrico fra il gate e il 
canale (a causa di una elevata GSV ), che determina il movimento degli elettroni in una 
stretta regione vicina all’interfaccia con l’ossido. All’interfaccia sono presenti numerosi 
difetti: questo porta ad una maggiore probabilità di scattering degli elettroni e quindi ad 
una diminuzione della mobilità. Questo effetto è tipico dei processi moderni e si 
manifesta anche in transistori a canale lungo. 
La mobilità effµ può essere espressa [2.3] mediante una relazione empirica in questo 
modo: 
        ( )THGSeff VV −+= θ
µµ
1
0
,     (2.18) 
 
dove 0µ  è il valore di mobilità in presenza di campo elettrico non elevato, θ  è un 
parametro di fitting circa pari a 1
0
710
−
−
V
t x
 e THV  è la tensione di soglia. 
Questo fenomeno determina una prima causa di deviazione dalla legge parabolica. 
Infatti, tenendo conto di questo effetto, la caratteristica di un transistore nMOS in 
saturazione è data dalla relazione: 
 
( )[ ] ( )
200
12
1
THGS
THGS
x
D VVVV
C
L
WI −⋅
−+
⋅=
θ
µ
,   (2.19) 
 
dove oxC  rappresenta la capacità dell’ossido di gate per unità di superficie. 
Se ( ) 1<<− THGS VVθ , si può effettuare l’approssimazione x
x
−≈
+
1
1
1
, ottenendo: 
 
( ) ( )[ ]320021 THGSTHGSxD VVVVLWCI −−−≈ θµ .  (2.20) 
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Da questa relazione emerge la presenza di armoniche di ordine superiore nel segnale di 
uscita. 
 La saturazione della velocità degli elettroni si manifesta in presenza di un 
elevato campo elettrico diretto lungo il canale. In questo caso la relazione fra corrente di 
drain DI e tensione GSV  tende all’espressione: 
 
            ( )THGSxsatD VVWCvI −= 0 ,    (2.21) 
 
dove satv rappresenta il valore di saturazione della velocità. 
Se il campo elettrico laterale non è molto elevato, il transistore presenta una 
caratteristica compresa tra quella lineare e quella quadratica; inoltre all’aumento di GSV  
la corrente di drain  satura prima che avvenga il pinch-off, e quindi ad un valore 
inferiore rispetto a quello predetto dalle equazioni ideali. Una equazione che tiene conto 
della saturazione della velocità è: 
  
      
( )






+−
−
=
eff
sat
THGS
THGS
satxD LvVV
VV
vWCI
µ
2
2
0 ,   (2.22) 
 
dove effµ  è il valore dovuto alla degradazione della mobilità. 
Se L o satv  sono grandi, oppure se la tensione di overdrive ( )
eff
sat
THGS
LvVV
µ
2
<<−  e 
0µµ ≈eff , allora questa relazione si riconduce alla legge parabolica del MOS in 
saturazione. 
Sostituendo l’espressione di effµ  si ottiene: 
 
( )
( )





−





++
−
=
THGS
sat
THGSox
D
VV
Lv
VV
L
WCI
θµ
µ
2
1
2 0
2
0
.  (2.23) 
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Chiamando eff
sat Lv
θθµ =+
2
0
, questa espressione può essere riscritta come: 
 
            
( )
( )[ ]THGSeff
THGS
D VV
VVI
−+
−
⋅=
θ
β
12
2
.   (2.24) 
 
 Il terzo punto, ovvero la variazione della resistenza di uscita 0r  con la tensione  
DSV  deriva dal fatto che in seguito al raggiungimento del punto di pinch-off il tasso con 
cui si amplia la zona di svuotamento intorno al drain diminuisce: questo comporta un 
aumento dell’impedenza d’uscita. 
In dispositivi a canale corto, continuando ad aumentare la DSV , si produce un 
abbassamento della barriera indotto dalla tensione di drain, con conseguente aumento 
della corrente di drain e stabilizzazione dell’impedenza d’uscita del transistore intorno 
ad un valore costante. 
Per tensioni DSV  molto elevate, infine, gli effetti di ionizzazione da impatto nella 
regione del drain comportano un aumento elevato della corrente di drain e quindi una 
diminuzione del valore di  0r .   
La dipendenza dell’impedenza di uscita dalla tensione DSV  può portare a delle non 
linearità nei circuiti che impiegano transistori a canale corto. 
 Oltre a questi effetti, è importante ricordare anche la conduzione sottosoglia, 
cioè il fatto che il transistore conduce una debole corrente di canale anche se THGS VV < , 
ma THGS VV ≈  ( THV  rappresenta la tensione di soglia). 
In queste condizioni, la relazione fra corrente di drain DI  e tensioni GSV  e DSV  è data 
da: 
 








−=
−−
T
DS
T
THGS
V
V
V
VV
TD eeVL
WCI 12 ξµ
,                      (2.25) 
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dove C rappresenta la capacità della zona di svuotamento sotto il gate per unità di 
superficie, TV rappresenta la tensione termica, 
oxC
C
+= 1ξ , essendo oxC la capacità 
dell’ossido di gate per unità di superficie. Questa relazione è verificata anche se 
THGS VV > , ma mVVV THGS 70<− circa (condizione di debole inversione). Se DSV  è 
maggiore di qualche TV , nella relazione (2.25) può essere trascurato il termine dentro le 
parentesi e la corrente DI  risulta indipendente dalla tensione DSV . La dipendenza dalla 
GSV  risulta invece di tipo esponenziale. 
 
Principio di linearizzazione del circuito 
 
A causa di questi effetti il comportamento del circuito costituito dalla cascata delle due 
coppie differenziali si discosta da quello previsto e in particolare, anche per piccoli 
segnali, la relazione fra il prodotto dei gm  e la corrente di polarizzazione 0I  non è 
lineare. 
Considerando la derivata della curva ( )02 Igm , è possibile distinguere due regioni: 
 
• una regione a basse correnti, in cui la curva ha la derivata prima che 
aumenta e la concavità rivolta verso l’alto; 
• una regione ad alte correnti, in cui la curva ha la derivata prima che 
diminuisce e la concavità rivolta verso il basso. 
 
L’andamento della curva nelle due regioni è interpretabile rispettivamente con la 
transizione del transistore nella zona di funzionamento in debole inversione e con gli 
effetti di saturazione della velocità e degenerazione della mobilità che si manifestano 
per correnti elevate. 
È stata messa a punto una tecnica per la compensazione di queste non linearità, che 
consiste nel far lavorare la prima coppia in una regione ad elevata corrente, la seconda 
coppia nell’altra regione, in modo da cercare di bilanciare le due opposte tendenze. 
Per far lavorare le due coppie differenziali nelle due zone indicate una soluzione è 
aumentare la molteplicità dei transistori della seconda coppia di un fattore m.  In questo 
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modo, se la corrente 0I  di polarizzazione è la stessa per entrambe le coppie, i transistori 
della seconda coppia risultano polarizzati con una corrente m volte inferiore rispetto a 
quelli della prima coppia. Scegliendo opportunamente il valore di m è possibile quindi 
massimizzare l’intervallo di valori di 0I  per cui la relazione ( )02 Igm  è lineare. 
Questa tecnica di linearizzazione è stata ideata recentemente, è stata descritta in un altro 
trattato [2.4] ed è già stata utilizzata con successo in un precedente lavoro di tesi [2.5], 
dedicato alla progettazione di un moltiplicatore per basse frequenze, in cui le 
dimensioni dei transistori sono state mantenute elevate ( mL µ16= ). 
L’obiettivo dell’analisi effettuata è stato invece valutare (diminuendo le lunghezze dei 
transistori) le conseguenze degli effetti di canale corto su questa tecnica di 
linearizzazione e determinare gli effetti della linearizzazione per quanto riguarda la 
risposta in frequenza del circuito. 
  
Definizione dell’intervallo di linearità 
 
Per trovare il valore di m che massimizza l’intervallo di linearità della relazione fra il 
prodotto dei gm  dei transistori delle due coppie e la corrente 0I  (chiamata ( )02 Igm ) è 
stata implementata una procedura in ambiente Matlab. 
Dapprima è stato necessario stabilire come valutare l’intervallo di linearità. Si è scelto 
di considerare: 
  
• un intervallo di linearità aritmetico; 
• un intervallo di linearità geometrico. 
 
 La denominazione “aritmetico” deriva dal fatto che questo tipo di intervallo è 
definito come ampiezza di un intervallo di valori di corrente all’interno dei quali la 
differenza fra i valori assunti dalla curva e dalla tangente intorno ad un punto di riposo è 
inferiore ad un certo errore massimo. 
Questo intervallo viene poi normalizzato per il valore di corrente di riposo, in quanto 
ciò che interessa è il rapporto fra l’escursione che può avere il segnale in corrente (per 
mantenere un adeguato livello di linearità del sistema) rispetto al suo valore di riposo. 
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Questo parametro è grossolanamente proporzionale al rapporto segnale-rumore 
sull’ingresso in corrente del sistema, in quanto il segnale può essere rappresentato 
mediante l’escursione massima di corrente consentita, mentre il rumore è legato al 
valore di corrente di riposo. Infatti la densità spettrale di rumore di corrente in un 
transistore MOS (fissate le dimensioni del transistore) è proporzionale al valore della 
corrente di riposo se si considera il rumore flicker, è proporzionale alla radice quadrata 
della corrente di riposo se si considera il rumore termico. 
I passi per valutare l’intervallo di linearità aritmetico sono i seguenti: 
1. viene calcolata la tangente della curva ( )02 Igm  intorno ad un valore di 
corrente DQI  che rappresenta il punto di riposo; 
2. viene valutato il modulo della differenza del valore assunto rispettivamente 
dalla curva ( )02 Igm  e dalla tangente considerando valori di corrente 
crescenti e decrescenti in modo simmetrico di uno step fissato rispetto al 
punto di riposo. Poiché la procedura opera con vettori, come sarà descritto 
meglio in seguito, i  valori di corrente considerati sono rispettivamente gli 
elementi successivi e precedenti, rispetto all’elemento che costituisce la 
corrente di riposo, di un vettore di valori di corrente DI  (chiamato s_ID 
nella procedura).  
3. Viene calcolata la differenza fra il valore superiore e inferiore della 
corrente per cui il risultato ottenuto al passo precedente è inferiore ad un 
valore che rappresenta l’errore di linearità massimo consentito; 
4. l’intervallo ottenuto al punto precedente viene diviso per il valore della 
corrente di riposo e costituisce l’intervallo di linearità aritmetico. 
 
 L’intervallo di linearità geometrico viene valutato calcolando, come nel caso 
precedente, l’intervallo di valori di corrente all’interno dei quali la differenza fra il 
valore assunto dalla curva e dalla tangente intorno ad un punto di riposo, rapportata al 
valore della corrente di riposo stessa, è inferiore ad un certo errore massimo. 
I valori superiore ed inferiore dell’intervallo vengono però elaborati in modo diverso 
rispetto al caso precedente, in particolare vengono calcolati i rapporti fra il valore 
massimo di corrente e il valore di corrente di riposo, e fra quest’ultimo e il valore di 
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corrente minimo. Il minimo fra i due risultati ottenuti costituisce l’intervallo di linearità 
geometrico. 
 In questo caso i passi necessari per la determinazione del risultato sono più 
numerosi in quanto il calcolo dell’intervallo di valori di corrente sopra menzionato deve 
essere eseguito in due step distinti. In particolare non è possibile considerare valori di 
corrente simmetrici rispetto al punto di riposo per valutare l’intervallo in cui la 
differenza dei valori assunti dalla curva e dalla tangente è inferiore ad un certo 
massimo, in quanto tale intervallo risulterebbe sempre limitato dal valore superiore. 
Infatti, indicando con 2T l’ampiezza dell’intervallo simmetrico all’interno del quale 
l’errore di linearità si mantiene inferiore al massimo, si ha che i due valori da 
confrontare per determinarne il minimo sono: 
 
XTI
I
A
Q
Q
−
=
−
=
1
1
                e            X
I
TI
B
Q
Q +=
+
= 1 , 
 
dove QI  rappresenta la corrente di riposo. 
 Confrontando A e B, se 1≤=
QI
TX , si osserva che A è sempre maggiore di B, infatti: 
 
( )( ) 1111 2 <−=−+= XXX
A
B
.  (2.26) 
 
L’ipotesi effettuata è sempre verificata in quanto, essendo i valori di corrente positivi, 
ed essendo l’intervallo simmetrico rispetto al valore di corrente di riposo, al massimo 
QIT = . 
Per questo è preferibile determinare in due passi distinti i valori di corrente superiore e 
inferiore, effettuando spostamenti dal valore di corrente di riposo rispettivamente in 
senso crescente e decrescente, sempre con un passo fissato. Anche in questo caso tale 
operazione consiste nel considerare gli elementi di un vettore contenente i valori di 
corrente DI  successivi e precedenti rispetto all’elemento che costituisce la corrente di 
riposo. 
Capitolo 2 
 
 
111 
 Per entrambe le definizioni i valori di corrente inferiore e superiore da elaborare 
sono ottenuti valutando la differenza fra il valore della curva e il corrispondente valore 
sulla tangente (si tratta quindi di un errore di tipo lineare). Non sono state utilizzati altri 
criteri per la determinazione di tali correnti ad esempio: 
 
• valutare la derivata della differenza fra valore della curva e valore della 
tangente, 
• valutare l’integrale della differenza fra valore della curva e valore della 
tangente, 
• valutare il quadrato della differenza fra valore della curva e valore della 
tangente, 
 
in quanto:  
• la  derivata esalta molto il rumore e piccole variazioni che possono essere 
presenti a causa di errori numerici; 
• l’integrale non rivela la presenza di errori anche molto elevati, ma puntuali; 
• il quadrato esalta errori maggiori di 1 e riduce l’entità di errori minori di 1, 
quindi introduce un peso al valore dell’errore, peso che in questo caso non è 
giustificato utilizzare. 
 
Estrazione dei dati  
 
Prima di descrivere dettagliatamente la procedura Matlab utilizzata per l’ottimizzazione 
del valore di m, è opportuno indicare come sono stati ottenuti i dati su cui tale procedura 
opera. 
Il processo utilizzato è il BCD6s di STMicroelectronics, un processo bipolare-CMOS-
DMOS in cui i dispositivi CMOS hanno minima lunghezza di canale pari a 0.32 µm. Il 
processo è derivato per “shrinking” da una precedente versione (BCD6), con fattore di 
riduzione 0.92. In tutte le dimensioni riportate in seguito si deve quindi tenere conto del 
fatto che nello Schematic Editor 1 µm corrisponde su silicio a 0.92 µm. Nel seguito, per 
semplicità, verrà fatto riferimento alle dimensioni introdotte nello Schematic Editor. Si 
noti che il simulatore applica effettivamente lo “shrinking” attraverso un opportuno 
parametro. La tensione di alimentazione tipica dei circuiti è 3.3 V. 
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 Per quanto riguarda le dimensioni dei transistori, sono stati scelti tre valori di 
lunghezza L, cioè 16 µm, 1 µm e 500 nm. 
Questo perché l’obiettivo di questa analisi è effettuare una linearizzazione su un circuito 
in cui si manifestano effetti di canale corto, ed in cui quindi la lunghezza dei transistori 
è piccola, pari o inferiore ad 1 µm. L’uso di due soli valori di lunghezza chiaramente 
non consente di effettuare analisi accurate sulle conseguenze della diminuzione della 
lunghezza dei transistori; permette tuttavia di avere un’idea degli effetti di canale corto 
e della loro influenza sulla linearità del circuito.   
La presenza di dati raccolti anche da transistori con lunghezza maggiore (16 µm) 
consente poi di poter confrontare i risultati ottenuti da transistori a canale lungo con 
quelli ottenuti da transistori a canale corto.  
Il valore di W  è stato scelto pari al valore di L . 
 La procedura è stata applicata ai dati estratti dal circuito di Fig.2.4. 
 
Fig.2.4 
 
Si tratta di un semplice transistore nMOS connesso a diodo, pilotato con un generatore 
di corrente 0I in continua. Il tipo di analisi effettuata su questo circuito mediante il 
simulatore ELDO di Mentor Graphics, è una DC sweep sul generatore di corrente 0I  fra 
i valori 0 e 500 µA, con passo di 0.01 µA. Per ciascuno di tali valori sono stati quindi 
valutati il gm  del transistore e la sua tensione GSV . 
Il file di ingresso al programma Matlab è quindi costituito da tre colonne, di cui la prima 
contiene i valori di corrente del generatore 0I , la seconda e la terza rispettivamente i 
valori del gm  e della GSV  ottenuti in corrispondenza di tali valori di corrente. 
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 La scelta di questa configurazione, diversa dal circuito costituito dalle due 
coppie in cascata, ma più semplice da analizzare, comporta una certa diversità fra i 
risultati predetti dalla procedura Matlab ed il comportamento effettivo del circuito. 
Questo non è un problema in quanto comunque il valore ottimo di m viene determinato 
a partire da quello predetto dalla procedura Matlab con una serie successiva di 
simulazioni parametriche sul circuito completo, considerando quindi le opportune 
condizioni di polarizzazione e la presenza di eventuali altri vincoli da rispettare oltre a 
quello della linearità (ad esempio quello della velocità). 
 Inoltre per il transistore connesso a diodo 0=GDV , mentre per i transistori delle 
due coppie questo valore è diverso da zero, ma comunque è abbastanza costante. Infatti, 
considerando la prima coppia, costituita dai due transistori M1 e M2: 
 
• la tensione sul gate è circa costante in quanto fissata dai generatori 
d’ingresso. Questi erogano una tensione di modo comune ed una tensione 
differenziale che in genere può essere trascurata, in ampiezza, rispetto a 
quella di modo comune; 
• la tensione sul drain è fissata dal circuito di controllo del modo comune, 
necessario in presenza di circuiti fully-differential, come sarà chiarito nel 
Cap.3. Anche in questo caso piccole variazioni dovute al modo differenziale 
sono trascurabili. 
 
Per quanto riguarda invece i transistori della seconda coppia: 
 
• la tensione di gate è imposta dal circuito di controllo del modo comune, a 
meno di piccole variazioni dovute alla presenza del modo differenziale; 
• la tensione sul drain dipende dal carico connesso al drain stesso. 
 
 Altre due cause di inesattezza dei risultati ottenuti sono: 
 
• l’assenza di effetto body nel transistore connesso a diodo; 
• la presenza di elevate DSV nel transistore connesso a diodo, in quanto 
DSGS VV = . 
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Per quanto riguarda il primo punto è importante notare che nei transistori delle due 
coppie è presente l’effetto body, in quanto il body è connesso a massa mentre il 
potenziale di source varia in relazione al segnale di ingresso 0I . Mediante alcune 
simulazioni è stato tuttavia osservato che la variazione della tensione di soglia THV  a 
causa dell’effetto body ha effetti irrilevanti sull’andamento del prodotto dei gm  in 
funzione di 0I . 
Se  DSV  è elevata,  nella relazione  
 
( )
( )[ ]THGSeff
THGS
D VV
VVI
−+
−
⋅=
θ
β
12
2
   (2.27) 
 
non è possibile trascurare un ulteriore fattore moltiplicativo ( )DSVλ+1 , dove λ  è 
proporzionale all’inverso della lunghezza L del transistore. Questo fattore può 
determinare una parziale compensazione degli effetti di canale corto, e quindi 
determinare variazioni nella relazione che lega 2gm  a 0I . Mediante alcune simulazioni 
è stato osservato che anche la presenza di elevate DSV  nel transistore connesso a diodo 
non ha comunque effetti sulla caratteristica ( )02 Igm . 
 
La procedura Matlab 
 
La procedura Matlab agisce su due gradi di libertà, m e DQI , per effettuare una 
ottimizzazione dal punto di vista della linearità del circuito costituito dalla cascata delle 
due coppie differenziali. 
 
Riceve in ingresso: 
 
• la lunghezza L del transistore simulato, scelta fra i tre possibili valori 500 
nm, 1µm, 16 µm. Questa informazione consente al programma di caricare il 
file con i dati relativi al corrispondente dispositivo; 
• l’errore massimo di non linearità in percentuale; 
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• il criterio per determinare l’intervallo di linearità, aritmetico o geometrico; 
• l’insieme di valori di corrente di riposo DQI  definito tramite valore iniziale, 
finale e passo di variazione. 
 
Fornisce in uscita, per entrambi i criteri: 
 
• il grafico dell’andamento dell’intervallo di linearità in funzione di entrambe 
le variabili DQI  e m, sia in tre dimensioni che mediante curve di livello; 
• il grafico di m ottimo in funzione di DQI ; 
• il grafico della DQI  che massimizza l’intervallo di linearità in funzione di m. 
 
Consente inoltre di: 
 
• fissare un valore di m e visualizzare l’andamento dell’intervallo di linearità 
in funzione di DQI ; 
• fissare un valore di DQI  e visualizzare l’andamento dell’intervallo di 
linearità in funzione di m. 
 
La procedura consiste di un programma principale che richiama due sottoprogrammi, 
relativi rispettivamente al criterio aritmetico o geometrico, per la determinazione 
dell’intervallo di linearità. Il programma principale riceve le quattro grandezze prima 
elencate in ingresso e carica il file relativo alla lunghezza del dispositivo scelto. Il file è 
costituito, come già detto, da tre colonne; ognuna di queste viene assegnata dal 
programma ad una opportuna variabile. Viene anche creato un vettore con i valori di 
riposo della corrente DQI  che scorre nel transistore, chiamato IDQ_vett . 
 Il programma richiama quindi una funzione diversa in relazione al criterio 
scelto, fornendole in ingresso: 
 
• il vettore dei valori della corrente di riposo; 
• la lunghezza di tale vettore (chiamata numero_iterazioni); 
• l’errore di linearità (non in percentuale); 
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• i vettori contenenti i valori di 0I , GSV  e gm  ottenuti dal file, chiamati 
rispettivamente ID, VGS, gm. 
 
 Prima di descrivere in dettaglio le operazioni svolte dal programma, è 
importante far notare che la curva di interesse per il calcolo dell’intervallo di linearità 
(precedentemente denominata ( )02 Igm ) è quella costituita dal prodotto: 
 
( ) 





⋅
m
IgmIgmm DD ,    (2.28) 
 
dove DI  rappresenta genericamente la corrente che scorre nel transistore. Questo perché 
la procedura deve simulare il comportamento della cascata delle due coppie 
differenziali: poiché i transistori della seconda coppia hanno molteplicità pari ad m, la 
corrente che scorre in ciascuno di essi è costituita dal valore di corrente che scorre nei 
transistori della prima coppia (rappresentato da DI ) diviso per m.  Poiché inoltre i 
transistori della seconda coppia sono connessi in parallelo, è necessario moltiplicare per 
m il valore di gm ottenuto per un singolo transistore. Data quindi la necessità di 
conoscere il valore del gm anche per i valori di corrente divisi per m, e dato che tali 
valori non corrisponderanno in generale ai valori di correnti per cui sono state effettuate 
le simulazioni, è necessario interpolare i punti rappresentati dai valori di gm in funzione 
di 0I ottenuti, in modo da conoscere l’andamento ( )DIgm  per ogni valore di corrente DI  
. Poiché infine interessa controllare che la seconda coppia non risulti polarizzata in 
debole inversione, e quindi è necessario conoscere 





m
IV DGS , l’interpolazione deve 
essere effettuata anche sui valori di tensione GSV  in funzione della corrente DI . 
 Il tipo di interpolazione utilizzata è stata la spline. Questo perché 
l’interpolazione polinomiale fornisce risultati sufficientemente precisi solo in caso di 
approssimazione locale di funzioni regolari. Se l’interpolazione deve essere effettuata su 
un intervallo ampio il grado del polinomio interpolante dovrebbe essere scelto molto 
grande. Questo pone alcuni problemi, fra cui: 
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• la possibilità che il polinomio compia ampie escursioni fra una coppia di 
punti da interpolare; 
• la possibilità di avere errori elevati se i coefficienti del polinomio 
interpolante non sono rappresentati con un numero sufficientemente elevato 
di cifre significative; 
• la maggiore difficoltà ad elaborare con precisione i coefficienti dei 
polinomi; 
• il maggiore numero di equazioni lineari da risolvere e quindi la maggiore 
imprecisione delle soluzioni numeriche di queste equazioni. 
 
L’interpolazione spline, invece, approssima un insieme di punti utilizzando un 
polinomio di grado inferiore fra ogni coppia di punti adiacenti; il polinomio passa per i 
punti noti alle sue estremità. Generalmente il grado è il terzo, in quanto in questo modo 
si ottiene un buon compromesso fra flessibilità offerta dal polinomio e insensibilità agli 
errori dovuti alle imprecisioni numeriche. Inoltre questo tipo di interpolazione spline è 
ben definito su Matlab e permette di ottenere curve regolari, in cui le derivate prima e 
seconda sono continue. 
 Viene ora analizzato il programma Matlab più in dettaglio. 
Il programma riceve in ingresso le grandezze elencate precedentemente e le elabora in 
questo modo: 
 
1. effettua una interpolazione spline del vettore contenente i valori di gm  
in funzione del vettore dei valori di 0I . Questo serve per ottenere il 
valore della funzione ( )DIgm  in qualunque punto. 
Una analoga interpolazione spline viene anche effettuata per il vettore 
contenente i valori di GSV  in funzione del vettore dei valori di 0I . 
2. Viene costruito un vettore contenente un insieme di valori di corrente 
uniformemente distribuiti fra 0  ed il valore massimo (questi valori, 
chiamati  DI  nel seguito della trattazione, sono gli elementi di un vettore 
s_ID; in questo caso coincidono con i valori di 0I ). Vengono inoltre 
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costruiti i vettori VGS1 e VGS2 contenenti i valori restituiti dalla spline 
di GSV  in corrispondenza rispettivamente dei valori DI  e m
ID
.  
3. effettua un doppio ciclo annidato sui valori rispettivamente della corrente 
di riposo DQI  e di m; il valore di m massimo previsto è 50, ma è possibile 
che il programma esca dal ciclo relativo ad m se la tensione di overdrive 
THGS VV −  di una delle due coppie risulta minore di 50 mV; in questo 
caso i restanti valori del vettore contenente l’intervallo di linearità 
vengono posti uguali a zero, poiché per avere un corretto funzionamento 
del transistore è opportuno che la tensione di overdrive si mantenga al di 
sopra di questo valore. 
 
All’interno del doppio ciclo vengono eseguite le seguenti operazioni: 
 
a. vengono costruiti due vettori, con i valori restituiti dalla spline di gm  in 
corrispondenza rispettivamente dei valori DI  (gamma1) e dei valori m
ID
 
(gamma2). In questo modo si ottiene l’andamento approssimato del gm  
rispettivamente nella prima e nella seconda coppia, dove a causa della 
molteplicità m , la corrente che scorre nei transistori è divisa per m . 
b. Viene costruito un vettore con il prodotto riga per riga dei due vettori ottenuti al 
passo precedente, chiamato prodotto_gamma. 
      Tale prodotto viene anche moltiplicato per m  per tenere conto del fatto che, 
 come già detto, i transistori che iniettano corrente in ciascun ramo della coppia 
 di uscita sono m . 
c. Viene calcolata la tangente alla curva i cui valori sono forniti dal vettore 
ottenuto al punto b, intorno al punto di riposo DQI . La tangente viene stimata 
come retta di regressione su otto punti intorno a quello di riposo. 
d. Viene quindi calcolato l’intervallo di linearità, secondo i passi precedentemente 
descritti. L’intervallo di linearità può essere anche rappresentato dall’intero 
vettore s_ID. È  prevista una condizione d’arresto quando si raggiunge la fine 
del vettore. Al termine del ciclo viene costruito un vettore valutando il valore di 
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m  in corrispondenza del quale l’intervallo di linearità, in funzione di DQI , è 
massimo, e un vettore valutando il valore di DQI  in corrispondenza del quale 
l’intervallo di linearità in funzione di m  è massimo. 
  
Il sottoprogramma restituisce al programma principale: 
  
• il vettore in due dimensioni contenente i valori dell’intervallo di linearità 
in funzione di m  e di DQI , chiamato linearity1 o linearity2 in relazione 
al diverso criterio utilizzato; 
• il vettore contente il valore di m  ottimo in funzione di DQI , chiamato 
m_max_arit o m_max_geom, in relazione al diverso criterio utilizzato; 
• il vettore contenente il valore di DQI  che massimizza l’intervallo di 
linearità in funzione di m , chiamato IDQ_ottimo1 o IDQ_ottimo2, in 
relazione al diverso criterio utilizzato. 
 
 In Matlab l’insieme dei punti viene descritto tramite le coordinate inserite in due 
vettori che contengono rispettivamente le ascisse e le ordinate dei punti. 
Per effettuare una interpolazione spline di questo insieme di punti si utilizza la funzione 
“spline”, che riceve in ingresso i due vettori. Per ottenere il vettore dei valori della 
curva interpolata in corrispondenza di un vettore di valori di ascisse si utilizza la 
funzione “ppval”. 
 Come già accennato, la retta tangente ad un punto della curva viene 
approssimata in questo caso dalla retta di regressione su otto punti intorno a quello 
considerato. Questo perché la distanza fra due punti adiacenti è molto piccola (le ascisse 
sono equispaziate di Aµ01,0 ), quindi considerare due punti adiacenti per il calcolo della 
retta di regressione può portare ad errori anche di elevata entità. Con un numero più 
elevato di punti adiacenti, ma comunque piccolo (per approssimare la tangente in un 
punto), si ottiene invece un risultato più preciso. La retta di regressione viene 
determinata secondo il criterio dei minimi quadrati. 
La funzione “polyfit” determina la retta che approssima i punti descritti dai due vettori 
contenenti le coordinate nei due assi. Restituisce un vettore che contiene i coefficienti 
del polinomio in ordine decrescente delle potenze. Per determinare il valore 
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dell’ordinata di un punto della retta di ascissa nota si utilizza la funzione “polyval”, che 
riceve in ingresso i coefficienti del polinomio ed il valore dell’ascissa. 
 
Risultati ottenuti 
 
Vengono ora riportati i grafici ottenuti dalla procedura. 
Come massimo errore di non linearità è stato considerato il valore 1%. 
I valori di corrente di riposo DQI  sono stati fatti variare fra 10 µA e 100 µA, con passo 
di 10 µA. 
I primi grafici sono stati ottenuti considerando mL µ1= . Per quanto riguarda 
l’intervallo di linearità aritmetico è stato ottenuto il grafico tridimensionale mostrato in 
Fig.2.5, e sono state ricavate le curve di livello di Fig.2.6. 
 
0
10
20
30
40
50
0
50
100
0
0.5
1
1.5
2
mCorrente di riposo IDQ (uA)
 
Fig.2.5: intervallo di linearità aritmetico in funzione di DQI  e m per mL µ1=  
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Fig.2.6: curve di livello ottenute per mL µ1=  secondo il criterio aritmetico 
 
Da una analisi del grafico di m ottimo in funzione di DQI (Fig.2.7) si osserva che, al 
crescere del valore di DQI , m ottimo aumenta. La saturazione al valore di 50 deriva dal 
fatto che tale valore è stato posto come massimo (valori superiori hanno poco senso dal 
punto di vista di una progettazione con ridotta occupazione di area e pongono dei 
problemi per rispondere a specifiche di velocità, come sarà chiarito meglio in seguito). 
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Fig.2.7: m ottimo secondo il criterio aritmetico in funzione di DQI  per mL µ1=  
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Ad esempio, per AIDQ µ20=  si ottiene 28=ottimom . 
Il grafico di DQI  ottima in funzione di m (Fig.2.8) mostra che, per m compreso fra 13 e 
28 circa, DQI  ottima è pari a 20 µA; per m minore di 13 circa, tale valore è invece pari a 
10 µA. 
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Fig.2.8: DQI  ottimo secondo il criterio aritmetico in funzione di m per mL µ1=  
 
Per quantificare la variazione dell’intervallo di linearità sono stati  quindi analizzati i 
grafici: 
 
• dell’intervallo di linearità in funzione di DQI  per m fissato (nelle Fig.2.9, 
2.10, 2.11, sono riportati i grafici rispettivamente per m = 6, m = 10, m = 
20); 
• dell’intervallo di linearità in funzione di m, fissata DQI  (nelle Fig.2.12, 2.13, 
2.14 e 2.15 sono riportati i grafici rispettivamente per DQI =10 µA, 20 µA, 40 
µA e 100 µA). 
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Fig.2.9: intervallo di linearità aritmetico in funzione di DQI  per 6=m  e mL µ1=  
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Fig.2.10: intervallo di linearità aritmetico in funzione di DQI  per 10=m  e mL µ1=  
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Fig.2.11: intervallo di linearità aritmetico in funzione di DQI  per 20=m  e mL µ1=  
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Fig.2.12: intervallo di linearità aritmetico in funzione di m per AIDQ µ10=  e mL µ1=  
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Fig.2.13: intervallo di linearità aritmetico in funzione di m per AIDQ µ20= e mL µ1=  
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Fig.2.14: intervallo di linearità aritmetico in funzione di m per AIDQ µ40=  e mL µ1=  
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Fig.2.15: intervallo di linearità aritmetico in funzione di m per AIDQ µ100= e mL µ1=  
 
Osservando i primi due grafici (Fig.2.9 e 2.10), si nota che i valori più elevati 
dell’intervallo si hanno per AIDQ µ30<  circa. 
Per 20=m , invece, il massimo valore dell’intervallo si ha per AIDQ µ20=  circa. 
Analizzando il grafico di Fig.2.12 si osserva che per AIDQ µ10=  e 15>m  l’intervallo 
di linearità si annulla, in quanto la seconda coppia risulta polarizzata in debole 
inversione con mVVV TGS 50<−  e quindi la procedura pone il corrispondente 
intervallo di linearità pari a zero. 
Se invece AIDQ µ20=  (Fig.2.13) l’intervallo di linearità presenta un massimo locale 
per 18=m  circa, quindi una altro massimo (assoluto) in corrispondenza di 30=m , 
valore al di sopra del quale l’intervallo di linearità si annulla, sempre a causa 
dell’entrata in debole inversione della seconda coppia.  
Gli ultimi due grafici (Fig.2.14 e 2.15) mostrano invece che aumentare m fino a 45 circa 
porta ad un aumento dell’intervallo di linearità; si tratta di grafici ottenuti tuttavia con 
valori di DQI  più elevati (40 e 100 µA). 
 Risultati analoghi si ottengono considerando l’intervallo di linearità geometrico, 
ponendo gli altri ingressi uguali al caso precedente. In Fig.2.16 e 2.17 sono mostrati 
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rispettivamente l’andamento di m ottimo in funzione di DQI  e viceversa. In Fig.2.18 è 
mostrato invece il grafico tridimensionale. 
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Fig.2.16 m ottimo secondo il criterio geometrico in funzione di DQI  per mL µ1=  
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Fig.2.17: DQI  ottimo secondo il criterio geometrico in funzione di m per mL µ1=  
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Fig.2.18 intervallo di linearità geometrico in funzione di DQI  e m per mL µ1=  
 
 Gli stessi grafici sono stati ottenuti variando la lunghezza del dispositivo e 
ponendola pari  rispettivamente a 500nm e 16 µm. La Fig.2.19 mostra l’andamento di m 
ottimo in funzione di DQI  per nmL 500= .  Si osserva che aumentando DQI , m ottimo 
cresce molto rapidamente ed è già pari a 30 per  AIDQ µ20= . 
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Fig.2.19: m ottimo secondo il criterio aritmetico in funzione di DQI  per nmL 500=  
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 Questo probabilmente si verifica a causa degli effetti di canale corto, per i quali 
con un valore di corrente di riposo ancora relativamente piccolo, ma sufficientemente 
elevato, il gm della prima coppia risulta costante: per continuare ad avere invece la 
linearità della curva costituita dal prodotto dei gm in funzione della corrente di 
polarizzazione, ( )DIgm2 , la seconda coppia deve essere quindi polarizzata in debole 
inversione, dove il gm risulta proporzionale alla corrente di polarizzazione. Affinché ciò 
si verifichi è necessario quindi ridurre notevolmente la corrente che scorre nei 
transistori della seconda coppia rispetto a quella che scorre nei transistori della prima, 
ed è quindi necessario un m elevato. 
 Infatti, in presenza di effetti di canale corto come la saturazione della velocità, la 
relazione fra corrente di drain DI  e tensione GSV  può essere espressa dalla relazione 
(2.24). Il gm  dei transistori della prima coppia (chiamato 1gm ) è quindi dato da: 
 
( ) ( )[ ]
( ) ( )[ ]THGSeffTHGSeff
THGSeffTHGS
GS
D
VVVV
VVVV
V
Igm
−+−+
−+−
=
∂
∂
=
θθ
θβ
21
2
2 22
2
1 .  (2.29) 
 
Se 1>>− THGS VV , si può approssimare l’espressione considerando i soli termini 
quadratici, ottenendo: 
 
                                                     
eff
gm
θ
β
21
= .    (2.30) 
 
Il gm risulta quindi un valore costante, indipendente da DI . 
 In debole inversione, invece, trascurando l’effetto della DSV , si ottiene: 
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e quindi il gm  dei transistori della seconda coppia (chiamato 2gm ) è pari a: 
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T
D
V
Igm ξ=2 .    (2.32) 
 
Effettuando il prodotto delle due espressioni di gm  si ottiene la proporzionalità fra il 
prodotto dei gm  e la corrente di drain DI , ma in questo caso risulta inutile la presenza 
della prima coppia, dato che non interviene nel processo di linearizzazione della curva 
( )DIgm2 . 
La Fig.2.20 mostra invece l’andamento dell’intervallo di linearità in funzione di DQI  per 
6=m : si osserva, a parità di m e di DQI , che per nmL 500=  l’intervallo di linearità è 
minore rispetto a quello ottenuto per mL µ1=  (mostrato in Fig.2.9). 
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Fig.2.20: intervallo di linearità aritmetico in funzione di DQI  per 6=m  e nmL 500=  
 
 Per mL µ16=  il valore di DQI  ottima aumenta molto rapidamente all’aumentare 
del valore di m, e raggiunge il valore di 70 µA già per 20=m . 
 Bisogna considerare che l’obiettivo del progetto del moltiplicatore è, oltre che 
garantire una buona linearità del segnale di uscita rispetto agli ingressi, anche quello di 
effettuare una ottimizzazione del circuito dal punto di vista della velocità.  Per questo è 
importante che: 
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• i transistori abbiano lunghezze L  piccole; 
• il valore di m sia piccolo, per non aumentare eccessivamente la capacità fra 
gate e source dei transistori della seconda coppia. 
 
Sulla base di queste esigenze è stato scelto mL µ1= , in quanto questo consente di 
ottenere buoni intervalli di linearità con valori di m sufficientemente piccoli (intorno 
alla decina). 
Il valore nmL 500=  invece, come già detto, comporta all’aumentare della corrente di 
riposo e già per il valore di corrente minimo esaminato la necessità di avere m molto 
elevati, affinché la linearità del circuito si mantenga buona. 
Come valore di DQI  è stato scelto Aµ20 , in quanto questo consente di avere un buon 
intervallo di linearità anche con m non maggiore di 20. Quindi AI in µ40= . 
Non è stato scelto il valore Aµ10 , che consentirebbe di avere il massimo intervallo di 
linearità con un valore di  m  molto ridotto, perché in questo caso si avrebbe anche una 
minore velocità del circuito complessivo. Infatti, fissata la larghezza W dei transistori, 
un aumento di corrente che scorre nei transistori stessi determina un aumento della 
velocità del circuito complessivo (la spiegazione di questa affermazione può essere data 
facilmente nel caso di blocchi transconduttivi con pulsazioni di polo del tipo 
C
gm
, in 
quanto queste pulsazioni, se le dimensioni dei transistori sono fissate, dipendono dalla 
radice quadrata della corrente di drain dei transistori stessi). 
 Il valore Aµ20  consente quindi di aumentare la velocità del circuito e permette di 
ottenere valori di m ottimo non eccessivamente grandi. L’intervallo di linearità si 
mantiene comunque buono, pur non essendo massimo. 
È importante notare che dall’analisi dei grafici dell’intervallo di linearità in funzione di 
m e di DQI  è possibile ricavare un insieme di soluzioni che consentono di ottenere un 
buon compromesso per rispondere ad esigenze di velocità e di linearità: infatti esiste un 
intervallo intorno ai valori di m e di DQI  ottimi in cui la linearità continua a mantenersi 
molto buona; è possibile quindi scegliere un valore diverso da quello ottimo all’interno 
di questo intervallo per ottenere miglioramenti dal punto di vista della velocità. 
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  La scelta fatta quindi rappresenta una delle possibili soluzioni: essa consente di avere 
un’idea dei risultati raggiungibili con questa tecnologia relativamente a linearità e 
velocità, mediante una opportuna progettazione. 
Il valore di m viene comunque valutato sul circuito completo, per tenere conto anche dei 
suoi effetti sulla velocità del circuito: sicuramente viene escluso un valore maggiore di 
20 per esigenze di velocità (e anche di area).  
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Capitolo 3 
 Progetto del divisore di corrente 
 
Introduzione 
 
 L’obiettivo di questo capitolo è mostrare le fasi che hanno portato al progetto del 
divisore di corrente, la cui funzione all’interno del moltiplicatore è stata spiegata nel 
Cap.2, a partire dal circuito costituito dalla cascata delle due coppie differenziali. Il 
processo utilizzato, come già detto al Cap.2, è il BCD6s di STMicroelectronics, un 
processo bipolare-CMOS-DMOS. La tensione di alimentazione tipica dei circuiti è 3.3 
V. 
 La specifica richiesta al blocco splitter è di velocità. In particolare interessa 
valutare le prestazioni che è possibile ottenere con questa tecnologia riguardo alla 
velocità raggiungibile dal sistema, mediante opportuni accorgimenti a livello topologico 
e di dimensionamento dei transistori. Tale specifica viene valutata mediante il valore di 
banda a -3 dB della risposta del sistema ad un segnale su ciascun ingresso del blocco. 
 Per soddisfare questa richiesta, un primo passo consiste nella scelta della 
lunghezza L dei transistori delle coppie. Questo valore è stato scelto pari a 1 µm, 
secondo le motivazioni illustrate nel Cap.2.  
È importante ricordare che, per soddisfare a specifiche di velocità, le lunghezze dei 
transistori devono essere  piccole. Questo perché la frequenza di transizione Tf dei 
transistori, al di sopra della quale i transistori non amplificano, è inversamente 
proporzionale al quadrato della lunghezza L. Questa grandezza influenza inoltre la 
frequenza di polo negli specchi di corrente ed è legata alle singolarità degli stadi 
transconduttivi esprimibili come rapporto fra il valore della transconduttanza Gm  dello 
stadio (legata in genere al gm  dei transistori) e il valore di capacità C dello stadio.  
Il valore di L non deve essere tuttavia estremamente piccolo (inferiore al µm), come è 
stato osservato nel Cap.2, in quanto in tal caso gli effetti di canale corto sono notevoli.   
 Per soddisfare a specifiche di velocità, inoltre, il substrato dei transistori è stato 
connesso a massa. Questo fatto comporta la presenza di effetto body, con una 
conseguente dipendenza del comportamento del sistema dai parametri di processo e con 
la conseguente presenza di un generatore di rumore associato a questo effetto. Si ha 
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tuttavia una diminuzione del valore di capacità di transizione associato alla giunzione 
source-substrato. 
Infatti per collegare il substrato ad un potenziale diverso dalla massa ed avere 0=BSV  è 
necessario che i pozzetti di source e substrato si trovino in una well isolata connessa ai 
source stessi. Questo comporta la presenza di una grande capacità di transizione 
associata alla giunzione fra la well di tipo p e lo strato sepolto di tipo n+ che circonda la 
well stessa per isolarla dal substrato di tipo p. Tale capacità, se il sistema è sollecitato da 
un segnale in corrente INI , determina la presenza di un polo nella risposta in frequenza 
del circuito. 
In Fig.3.1 è mostrato lo schema utilizzato per il calcolo della resistenza vista dalla 
capacità di transizione associata ai transistori di una delle due coppie differenziali, se 
non è presente l’effetto body. 
 
 
Fig.3.1 
 
In questo caso la pulsazione di polo è pari a 
C
gm2
, dove gm  è la transconduttanza dei 
due transistori, supposti uguali. La seconda coppia introduce un polo a frequenza 
minore a causa della molteplicità m diversa da uno dei transistori. Infatti anche se il 
valore di gm  da considerare nell’espressione della pulsazione di polo è più grande 
rispetto al gm  dei transistori della prima coppia di un fattore m  (la corrente del 
generatore viene divisa per m, quindi il gm di ciascun transistore è inferiore rispetto a 
quello della prima coppia di 
m
1
, ma i transistori sono connessi in parallelo, quindi 
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questo valore di gm deve essere moltiplicato per m), la capacità C  aumenta di un fattore 
m circa, portando quindi ad una diminuzione della frequenza di polo. 
Collegando il substrato a massa, invece, il valore di tale capacità risulta minore, e quindi 
il polo ad essa associato si sposta a frequenze maggiori. 
  Nel seguito della trattazione i drain della seconda coppia saranno mantenuti ad 
un potenziale costante e il segnale di uscita sarà costituito dalla differenza delle correnti 
di drain di tale coppia, per non tenere conto di altri poli introdotti da un eventuale carico 
presente sull’uscita. La conversione da un segnale in corrente ad un segnale in tensione 
deve essere effettuata mediante circuiti che non limitino la banda del sistema. Ciò che 
interessa studiare, tuttavia, è l’insieme delle singolarità del divisore, indipendentemente 
dalle condizioni di carico. 
 Anche per quanto riguarda l’inserzione dei segnali di ingresso, si suppone che i 
generatori di tensione siano ideali, quindi si trascurano i poli legati alla presenza della 
resistenza interna dei generatori stessi. Si considera tuttavia il fatto che il segnale in 
corrente venga inviato alle coppie tramite specchi, per questo il generatore INI  per 
piccoli segnali è schematizzato, nel seguito della trattazione, con una resistenza 0r  in 
parallelo, la quale rappresenta la resistenza differenziale di uscita dello specchio. 
 Si ricorda infine che nel divisore, se si chiamano 1V   e 2V  le tensioni sui gate 
della prima coppia, i due segnali di ingresso sono dati da: 
 
• le tensioni a modo comune 
2
21 VVVC
+
=  e differenziale 21 VVVd −=  
applicate ai gate della prima coppia; 
• la corrente inI  di polarizzazione delle due coppie, costituita da un termine 
continuo INI  posto uguale a Aµ40  e un segnale ini  che può essere ad esso 
sovrapposto. 
 
 L’idea più semplice per realizzare uno splitter a partire dal circuito costituito 
dalla cascata delle due coppie differenziali può sembrare quella di utilizzare lo schema 
di Fig.3.2, cioè chiudere i drain della prima coppia su un carico resistivo. Tale 
soluzione, seppur apparentemente semplice, presenta tuttavia dei problemi per quanto 
riguarda il dimensionamento della resistenza R. Si deve tener conto infatti che, facendo 
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l’approssimazione di piccoli segnali differenziali dV  in ingresso, i gate della seconda 
coppia subiscono delle variazioni di tensione 
2
1 dVRgm±  intorno al valore di riposo 
2
IN
dd
RIV − . 
Il valore di R deve quindi essere grande in modo da impedire che i gate della seconda 
coppia siano polarizzati ad un valore di tensione troppo vicino a ddV . 
 
Fig.3.2 
 
 Considerando una tensione di alimentazione  di 3.3 V ed un valore di INI  tipico, 
cioè 40 Aµ , affinché i gate della seconda coppia siano polarizzati ad una tensione 
all’incirca a metà della dinamica della seconda coppia, ad esempio 1.65 V, R deve 
essere pari a 41,25 ΩK . 
Ai nodi A e B sono tuttavia associate le capacità parassite dbC  dei transistori della prima 
coppia e gsC  e gdC  di quelli della seconda coppia. Valori tipici di queste capacità sono 
inferiori ad 1 pF. Considerando quindi un valore di capacità parassita totale 
approssimativamente pari a C = 1pF, questa dà origine con la resistenza R ad un polo 
relativamente al modo differenziale di tensione in ingresso con frequenza di polo pari a 
MHz
RC
86,3
2
1
=
pi
: questo polo influenza inoltre anche la banda del sistema 
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considerando un segnale sull’ingresso in corrente. In questo calcolo si è trascurata la 
resistenza differenziale dr  dei transistori, in quanto si è supposto drR << . 
 Imponendo invece di avere una frequenza di polo di 1GHz si ottiene R = 160 Ω , 
ma a questo punto la tensione dei gate dei MOS della seconda coppia dista solo 3mV dal 
valore di alimentazione. 
Nella scelta del valore di R, quindi, si deve tenere conto di due esigenze: 
 
- garantire sufficiente dinamica al segnale di modo differenziale presente sui gate 
della seconda coppia; 
- avere una banda a -3dB dell’ordine del GHz. 
 
Non si riesce a trovare una soluzione che soddisfi entrambe le richieste. 
 Per questo motivo è necessario passare ad uno schema più complesso, in cui le 
tensioni di riposo di uscita della prima coppia sono indipendenti dalla resistenza vista 
dal segnale utile (segnale differenziale di uscita). Lo schema di principio è mostrato in 
Fig.3.3, nel quale la resistenza vista dal segnale, ovvero quella che determina la 
singolarità, è connessa a ponte (R). Nella figura, per semplicità, non è mostrata la 
connessione dei gate dei quattro transistori. I pMOS M3 ed M4 forniscono la necessaria 
corrente di polarizzazione alla prima coppia. 
 Per il corretto funzionamento del circuito è necessario tuttavia pilotare i pMOS 
ad anello chiuso, con un sistema di controllo del modo comune di uscita. 
 
Fig.3.3 
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Questo perché a causa della presenza di mismatch fra gli specchi di tipo n 
(schematizzati con il generatore inI ) e di tipo p (che pilotano M3 ed M4), la corrente che 
attraversa i pMOS è diversa da quella dei transistori della prima coppia.  
Il punto di lavoro si stabilirebbe quindi ad una tensione dei nodi di uscita della prima 
coppia per cui M1 ed M2 oppure M3 ed M4 sono in zona triodo. In questo modo la loro 
corrente diminuisce fino a bilanciare quella di valore minore, ma una coppia di 
transistori è uscita dalla zona di corretto funzionamento; inoltre si è annullato il range di 
variazione per il modo differenziale dei gate della seconda coppia in quanto, anche 
applicando un segnale differenziale in ingresso, uno dei due gate rimane saturo ad un 
valore al limite della dinamica. 
 È quindi necessario controllare il modo comune all’uscita della prima coppia 
differenziale rendendolo costante e pari ad un valore che garantisca una adeguata 
dinamica per la tensione differenziale in ingresso alla seconda coppia. Si utilizza un 
circuito che preleva la tensione sui nodi A e B, AV  e BV , ne calcola la semisomma 
(questa costituisce il modo comune), confronta questo valore con una tensione di 
riferimento refV  e fornisce in uscita il segnale errore che consente di modificare 
opportunamente AV  e BV  fino ad avere 2
BA
ref
VVV += . Tale circuito è quindi chiuso in 
un anello di reazione negativa. 
L’introduzione di questo blocco comporta l’insorgere di alcune problematiche da 
studiare, fra cui: 
 
• l’effetto caricante del circuito di CMFB sul resto del sistema; 
• la stabilità dell’anello di controllo del modo comune; 
• la banda relativa all’anello di controllo di modo comune, definita 
considerando come uscita la tensione del nodo di cui si vuole controllare il 
modo comune, e come ingresso una tensione a modo comune sull’ingresso 
in tensione oppure la componente del segnale in corrente che agisce a modo 
comune sui nodi A e B. Questa banda può fissare il limite al di sopra del 
quale l’intero blocco può non funzionare più correttamente a causa del 
malfunzionamento dell’anello di controllo del modo comune stesso.  
 
Capitolo 3 
 
 
139 
Si fa notare che in questo caso, poiché la corrente INI  è variabile, essa agisce sui nodi A 
e B sia a modo comune che in modo differenziale. L’analisi relativamente a questo 
ingresso è quindi spesso abbastanza complessa.  
 Nel seguito della trattazione si farà riferimento alla banda relativa all’anello di 
controllo del modo comune e alla banda relativamente ad un segnale differenziale di 
tensione in ingresso oppure ad un segnale sull’ingresso in corrente (in presenza di 
segnale differenziale di tensione in ingresso): queste ultime vengono intese come la 
banda del divisore considerando come uscita la differenza delle correnti di uscita dello 
splitter, e come ingresso rispettivamente un segnale differenziale in tensione oppure la 
componente del segnale in corrente che agisce a modo differenziale sui nodi A e B. 
Il circuito completo dello splitter può essere schematizzato come in Fig.3.4, dove il 
blocco CMFB (circuito di controllo del modo comune) può essere costituito dal circuito 
di Fig.3.5. Il funzionamento di tale circuito è spiegato in dettaglio in Appendice B. 
 Si osserva che con questa tipologia dello splitter il valore di R non è più legato, 
come nel circuito precedente, alla polarizzazione della seconda coppia in quanto la 
tensione di gate dei transistori M3 e M4 è fissata, a meno di piccole variazioni dovute al 
modo differenziale, dal circuito di controllo del modo comune. Continua invece ad 
influenzare la banda del sistema: infatti  i suoi terminali sono sugli unici due nodi ad 
alta impedenza del circuito (a parte quelli di ingresso e di uscita), quindi il suo valore 
contribuisce a determinare, con le capacità parassite associate a tali nodi, una pulsazione 
di polo che generalmente è alla più bassa frequenza considerando il modo differenziale 
di tensione in ingresso e che influenza anche il comportamento del sistema 
relativamente ad un segnale sull’ingresso in corrente (in presenza di modo differenziale 
di tensione in ingresso). 
Non influenza invece le pulsazioni di polo per l’anello di controllo del modo comune. 
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Fig.3.4 
 
 
 
Fig.3.5 
 
 La presenza del CMFB comporta sia una maggiore occupazione di area da parte 
del circuito complessivo rispetto al caso precedente, sia una riduzione della banda, 
specialmente se è necessario effettuare una compensazione.  
Lo studio della stabilità del sistema, soprattutto in presenza di ampi segnali, quando si 
manifestano effetti di non linearità, con conseguenti variazioni delle tensioni e correnti 
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di polarizzazione e delle frequenze di polo e zero durante il transitorio, non viene 
effettuato mediante valutazione dei margini di fase e di ampiezza (la cui validità è 
limitata ai piccoli segnali in ingresso), ma mediante simulazioni nel dominio del tempo 
del sistema ad anello chiuso.  
Se quindi l’anello di controllo del modo comune, simulato nel dominio del tempo, si 
presenta instabile, soprattutto ad alte frequenze, è necessario introdurre due capacità di 
compensazione  rispettivamente fra il nodo A e massa e fra il nodo B e massa. Tali 
capacità realizzano una compensazione a polo dominante con modifica della pulsazione 
a frequenza minore: esse infatti hanno un valore sufficientemente elevato (tipicamente 
10 - 20 pF) da modificare il polo a pulsazione inferiore (quello associato ai nodi ad alta 
impedenza A e B) spostandolo verso l’origine. Anche altri poli possono risultare spostati 
dalla presenza delle capacità, ma in genere questo metodo porta ad una stabilizzazione 
del circuito.  
 Si ha tuttavia una riduzione  della banda del guadagno d’anello del circuito 
reazionato; in questo caso a tale variazione di banda corrisponde una riduzione anche 
della banda del sistema reazionato. 
La banda del circuito di controllo del modo comune può quindi costituire il limite di 
corretto funzionamento dell’intero sistema. La presenza della capacità di 
compensazione inoltre influenza anche la banda del blocco splitter relativamente ad un 
segnale differenziale di tensione posto in ingresso, e relativamente ad un segnale posto 
sull’ingresso in corrente. 
 Una configurazione alternativa è illustrata in Fig.3.6. Il principio di 
funzionamento del circuito è identico a quello di Fig.3.4, ma in questo caso la tensione 
di modo comune 
2
BA VV +
 viene prelevata direttamente dal nodo K, se le due resistenze 
hanno uguale valore. In questo modo la capacità C di compensazione, che viene inserita 
fra il nodo K e massa se il circuito di controllo del modo comune non risulta stabile, 
limita solo la banda del guadagno d’anello del circuito di controllo del modo comune. 
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Fig.3.6 
 
 Anche in questo caso la capacità di compensazione limita fortemente la banda 
del circuito reazionato. In schemi convenzionali fully-differential, in cui il modo 
comune di uscita è influenzato (alterato) solo da componenti continue, ciò non è una 
effettiva limitazione, in quanto anche un anello di reazione relativamente lento riesce a 
contrastare i disturbi. In questo caso, invece, come già detto, il segnale utile, ed in 
particolare la corrente INI , agisce anche a modo comune. Tali effetti non devono però 
giungere alla coppia differenziale di uscita. È quindi necessario che il controllo del 
modo comune abbia una banda compatibile con quella del segnale INI . 
 Nel progetto del divisore, per evitare l’introduzione di una capacità di 
compensazione, è stata utilizzata una architettura del circuito di controllo del modo 
comune più semplice, con un numero inferiore di singolarità, che è risultata stabile. In 
questo modo è inoltre possibile spostare ad una frequenza più alta il polo dominante o i 
poli a più bassa frequenza del sistema. Tale architettura presenta anche il vantaggio di 
una minore occupazione di area. 
Per aumentare maggiormente la velocità del sistema reazionato, inoltre, è stato 
combinato il circuito di controllo del modo comune in reazione (feedback) con un 
circuito di controllo del modo comune che utilizza la tecnica del “feed forward” 
(CMFF). 
 Nel seguito della trattazione sarà dapprima presentato lo schema di 
funzionamento del circuito che effettua il controllo del modo comune in feedback, 
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evidenziando la presenza della reazione, quindi sarà illustrato come effettuare un 
controllo di tipo “feed forward” a partire dal circuito del CMFB. 
Successivamente verrà presentata l’architettura completa dello splitter. 
 
Architettura del circuito di CMFB 
 
Lo schema costituito dalla cascata delle due coppie differenziali e dal circuito di 
controllo del modo comune in reazione utilizzato è mostrato in Fig.3.7. Il controllo 
viene effettuato dai transistori M5 ed M6. In particolare se le tensioni ai nodi A e B 
variano a modo comune, anche il nodo K si porta al valore di tensione di A e B, perché a 
modo comune non scorre corrente nelle due resistenze R. Di conseguenza si modifica la 
tensione SGV  e la corrente di drain di M5 e M6: tale variazione determina una 
variazione del valore di corrente che entra nei nodi A e B, in modo da mantenerne il 
potenziale ad un valore costante. 
Si tratta quindi di un meccanismo di reazione negativa, per cui ad un aumento del 
potenziale dei nodi corrisponde un valore di corrente di drain di M5 ed M6 minore, e 
viceversa. 
Mediante simulazioni in transitorio è stata verificata la stabilità del sistema. 
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Fig.3.7 
 
Viene ora effettuato uno studio per determinare, sebbene in modo approssimato: 
 
• le singolarità relative al circuito di controllo del modo comune; 
• le singolarità del blocco splitter (considerando la catena di trattamento del 
segnale) relativamente ad un segnale differenziale sull’ingresso in tensione; 
• le singolarità del blocco splitter (considerando la catena di trattamento del 
segnale) relativamente ad un segnale sull’ingresso in corrente (in presenza 
di un segnale differenziale sull’ingresso in tensione). 
 
 Per studiare le singolarità relative al circuito di controllo del modo comune viene 
considerato il circuito semplificato di Fig.3.8. 
Il segnale a modo comune sui nodi A e B varia a causa di una componente a modo 
comune presente sull’ingresso in tensione oppure a causa di un segnale sull’ingresso in 
corrente che agisce a modo comune sui nodi A e B. A prescindere da quali sono questi 
effetti, nel circuito di Fig.3.8 è stato introdotto un generatore di corrente di disturbo dI  
che agisce a modo comune sui nodi A e B. Data la simmetria del circuito di Fig.3.7, ne 
è stata studiata solo una metà. Non è stata inoltre considerata la seconda coppia, che non 
interviene nel meccanismo di controllo. 
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Fig.3.8 
 
Per determinare le singolarità del circuito di Fig.3.8 (le quali danno un’idea delle 
singolarità per il circuito di controllo del modo comune), considerando come ingresso il 
segnale  dI  e come uscita la tensione al nodo H, si può procedere in due modi: 
 
• calcolando l’impedenza vista dal generatore dI , le cui singolarità coincidono 
con quelle del circuito di controllo del modo comune; 
• applicando il teorema di scomposizione, che consente anche di mostrare in 
modo analitico la presenza di una reazione. 
 
Per entrambi i metodi si considerano due capacità nel circuito di Fig.3.8, cioè la 
capacità 51 gsCC =  e la capacità 52 dbCC = . Si trascura la capacità 5dgC . 
 Viene dapprima considerato il primo metodo.  L’impedenza vista dal generatore 
dI  può essere vista come il parallelo dell’impedenza data dalla capacità 2C  e 
dell’impedenza calcolata mediante il circuito equivalente di Fig.3.9 come rapporto 
P
P
I
V
. 
 
Fig.3.9 
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Questo rapporto risulta pari a: 
 
( )






+
+
⋅=
5
1
1
5 1
11
gm
Cj
RCj
gmI
V
P
P
ω
ω
    (3.1). 
 
L’impedenza equivZ  vista dal generatore di corrente, dopo aver svolto alcuni passaggi 
matematici, risulta pari a: 
 
( )






−
+
+
+
⋅=
5
2
21
5
21
1
5 1
11
gm
CRC
gm
CCj
RCj
gm
Zequiv
ω
ω
ω
 (3.2). 
 
Il circuito semplificato che è stato studiato presenta quindi uno zero e due poli 
complessi coniugati alla pulsazione 
21
5
CRC
gm
. Per aumentare la banda del circuito di 
controllo del modo comune è quindi possibile agire aumentando 5gm  e diminuendo il 
valore di R. 
 Anche il secondo metodo, cioè l’applicazione del teorema di scomposizione 
[3.1], porta a risultati analoghi. Viene effettuato un taglio fra il nodo H e la massa, come 
indicato nel circuito di Fig.3.10.  
 
 
Fig.3.10 
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Poiché rispetto a tale taglio si ha 1=β  e γα = , la funzione di trasferimento fA  del 
sistema reazionato, considerando come ingresso la corrente dI  e come uscita la tensione 
al nodo H, può essere espressa come: 
 
A
Af β
γ
−
=
1
   (3.3). 
 
Si considera dapprima il circuito equivalente per il calcolo della funzione di taglio A. 
Questo è riportato in Fig.3.11. 
 
 
Fig.11 
 
Si ha 
1
1
CjRZp ω+= . 
Il valore di A in continua è pari a 55000 drgmAA −== β . 
Questa funzione di taglio presenta due zeri all’infinito e due poli alle frequenze: 
 
( )512
1
drRC +pi
 
e 
( )52 //2
1
drRCpi
, 
 
calcolati nell’ipotesi semplificativa di condensatori debolmente interagenti. 
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Per valutare i poli della funzione di trasferimento del sistema reazionato è necessario 
conoscere anche i poli della funzione di taglio γ . Questi sono alla stessa frequenza dei 
due poli della funzione A sopra indicati. 
In conclusione, la funzione di trasferimento del sistema reazionato ha due poli dati da 
quelli della funzione di taglio A, ma spostati dalla reazione. Come visto con il primo 
metodo, la reazione è tale da rendere i due poli complessi coniugati. 
 Vengono ora studiate le singolarità del sistema costituito dalla cascata delle due 
coppie e dal circuito di CMFB relativamente al modo differenziale di tensione in 
ingresso. In questo caso la grandezza di uscita è costituita dalla differenza delle correnti 
1I  e 2I . Si analizza il circuito semplificato di Fig.3.7, riportato per comodità in Fig.3.12. 
Si osserva, in questo caso, la presenza di un polo dominante, la cui frequenza è data da: 
 
TOTTOTCRpi2
1
, 
 
dove RrrRR ddTOT ≈= 51 ////  e 14451 gdgdgsdbdbTOT CCCCCC ++++= . 
 
 
Fig.3.12 
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A causa della 1gdC  è presente anche uno zero a parte reale positiva nella risposta del 
circuito. 
La pulsazione di zero è pari a: 
 
1
1
gdC
gm
. 
 
Per frequenze minori di quella della prima singolarità il guadagno differenziale dA , 
inteso come rapporto fra la variazione della corrente di uscita 12 iiiu −=  e variazione 
dell’ingresso differenziale in tensione dV , è pari a: 
 
( )51140 //// ddd rrRgmgmA −=   (3.4). 
 
Se 1drR <<  e 5drR <<  nel parallelo è possibile considerare solo R, ottenendo: 
 
RgmgmAd 140 −=    (3.5). 
 
Utilizzare valori di R piccoli quindi determina una riduzione del guadagno differenziale, 
ma una minore dipendenza dai parametri del transistore (si elimina la dipendenza dalle 
dr ). Inoltre consente di aumentare la frequenza del polo dominante e quindi la banda 
del sistema per il modo differenziale di tensione in ingresso. Per aumentare  0dA  si può 
aumentare 4gm  e 1gm : ciò consente anche di spostare a più alta frequenza lo zero. 
 Per quanto riguarda infine le singolarità del blocco splitter considerando un 
segnale sull’ingresso in corrente, in questo caso l’analisi si presenta più complessa. 
Sono infatti presenti, oltre al polo legato ai nodi ad alta impedenza, anche i poli a 
pulsazione angolare 
1
12
C
gm
 e 
2
32
C
gm
, dove 1gm  identifica la transconduttanza dei 
transistori della prima coppia, 3gm  quella dei transistori della seconda coppia, mentre 
1C e 2C  rappresentano le capacità fra source e substrato dei transistori rispettivamente 
della prima e della seconda coppia. Dall’espressione delle pulsazioni di polo si osserva 
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che affinché questi poli si spostino a più alta frequenza è importante avere grandi valori 
di corrente di riposo (fissate le dimensioni dei transistori delle due coppie). 
L’analisi complessiva è tuttavia complessa; lo studio del comportamento dello splitter 
rispetto a tale ingresso e la scelta del valore di corrente di riposo sono stati effettuati nel 
Cap.2.  
 Come già accennato, per rendere più efficace il circuito di controllo del modo 
comune, a partire dallo schema di Fig.3.7 è stato aggiunto un meccanismo di “feed 
forward”. 
Si è visto infatti che, ad alte frequenze, il disturbo che può alterare il modo comune è la 
corrente INI  che viene sottratta dai nodi di uscita. Poiché quindi il disturbo è noto, l’idea 
consiste nell’addizionarlo ai nodi di uscita, per cancellarlo. Tale meccanismo di 
controllo si ottiene modificando lo schema dello splitter come in Fig.3.13, cioè inviando 
direttamente la corrente INI , dimezzata in ampiezza, sui nodi A e B mediante specchi di 
corrente. 
 
 
Fig.3.13 
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 Si tratta di un meccanismo rapido, in teoria, in quanto la corrente di segnale non 
attraversa il circuito di CMFB; in realtà il circuito di CMFF comprende degli specchi, 
che introducono dei poli nella risposta del sistema. 
 Si noti che il CMFF agisce solo sugli errori dovuti ad  INI . Per gli altri, ovvero 
quelli in continua dovuti agli errori di processo, è sempre necessario ricorrere al CMFB. 
In ogni caso, per i citati ritardi e mismatch negli specchi, anche ad alte frequenze il 
CMFF non può portare ad una cancellazione completa del modo comune. Riducendo 
significativamente i disturbi, la sua presenza facilita comunque notevolmente il lavoro 
del CMFB proprio ad alte frequenze, dove quest’ultimo risulta meno efficace.   
 Per utilizzare questo meccanismo, tuttavia, è necessario inserire due generatori 
di corrente che prelevino dai due nodi il quantitativo di corrente BI . In assenza di tali 
generatori, i transistori M5 e M6 del circuito di CMFB non risulterebbero correttamente 
polarizzati, in particolare M5 ed M6 non sarebbero attraversati dalla corrente di riposo 
BI , in quanto questa verrebbe fornita ai transistori della prima coppia mediante gli 
specchi M8 – M10 e M11 – M12 - M13. Per polarizzare i transistori M5 ed M6 nello 
stesso punto di lavoro ottenuto in assenza del circuito di CMFF, si è scelto come valore 
di corrente BI  il quantitativo di corrente 2
INI
 di riposo. 
 Il circuito di CMFF non influenza la risposta del sistema per il modo 
differenziale di tensione in ingresso, almeno in prima approssimazione (può introdurre 
altre capacità sui nodi A e B). Per quanto riguarda invece la risposta ad un segnale 
inviato sull’ingresso in corrente, trascurando le capacità gdC  dei transistori degli 
specchi, il circuito di CMFF introduce due poli, oltre a quelli già presenti nel circuito di 
Fig.3.7. Questi sono a frequenze: 
 
10
10
2 C
gm
pi
                  e                      
11
11
2 C
gm
pi
, 
 
dove 78101010 ////// gsgsdbgs CCCCC =  e 12111111 //// gsdbgs CCCC = . Se 10gm  e 11gm  
sono opportunamente grandi, il circuito di CMFF risulta veloce. 
Anche i generatori di corrente BI  vengono realizzati mediante specchi, quindi anche ad 
essi è associato un polo. Si possono ripetere anche per questi le considerazioni ora fatte. 
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 Il sistema comprendente le due coppie differenziali e i circuiti di CMFB e CMFF 
è mostrato in Fig.3.14. 
 
 
 
Fig.3.14 
 
 
Compensazione degli effetti della temperatura e degli errori di 
processo 
 
I due resistori di resistenza R sono stati implementati mediante due transistori pMOS 
polarizzati in zona triodo. 
Si ricorda che, data la relazione che lega corrente di drain DI  a tensioni GSV  e DSV  in 
zona triodo (dove TV  indica la tensione di soglia): 
 
( )








−−=
2
2
DS
DSTGSD
VVVVI β ,  (3.6) 
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se DSV  è piccola in modo da poter trascurare il termine  2
2
DSV
 rispetto a ( ) DSTGS VVV − , 
il canale può essere considerato resistivo, con un valore di resistenza CR  dato da: 
 
( )TGSD
DS
C VVI
VR
−
== β
1
   (3.7). 
 
L’uso di transistori come resistori di carico presenta alcuni vantaggi, in particolare la 
possibilità di effettuare una compensazione, seppure parziale, dell’effetto della 
temperatura e degli errori di processo. 
La temperatura agisce principalmente sul valore del β, tramite la mobilità degli elettroni 
µ, e sul valore della tensione di soglia. La dipendenza dalla temperatura di queste due 
grandezze può essere espressa come: 
( ) ( ) 2
3
0
0
−






=
T
TTT ββ    (3.8) 
e 
 
 ( ) ( ) ( )00 TTTVTV TT −+= α ,  (3.9) 
 
dove T  è la temperatura di interesse, 0T  è una temperatura di riferimento, generalmente 
27°C e α < 0 per i transistori nMOS,  α > 0 per i pMOS. 
Considerando l’espressione (2.8) ottenuta al Cap.2 che lega la differenza delle correnti 
di drain della seconda coppia ( 12 II − ) alla tensione differenziale in ingresso e alla 
corrente 0I , e tenendo conto della struttura del circuito di Fig.3.14, si ha: 
 
dIN VIRII ⋅⋅=− 3112 2 ββ ,  (3.10) 
 
dove dV  in questo caso è pari a : 12 VVVd −= . 
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Si osserva che il coefficiente di proporzionalità fra queste grandezze è dato da 
312 ββR , dove il termine sotto radice ha le dimensioni del β e quindi può essere 
considerato come un β equivalente equivβ : 
 
     dINequiv VIRII ⋅⋅=− β212  (3.11).  
 
Poiché il valore di equivβ ha una dipendenza dalla temperatura, quest’ultima grandezza 
ha quindi effetto sul valore dell’uscita. Se tuttavia il resistore di carico è costituito da un 
transistore in zona triodo, l’espressione (3.11) assume la seguente forma: 
 
                                       ( )TGS
dINequiv
VV
VI
II
−
⋅⋅
=− β
β2
12 ,                   (3.12) 
 
dove le grandezze al denominatore si riferiscono a tale transistore. 
Si osserva quindi la compensazione, almeno al primo ordine, degli effetti dovuti alla 
dipendenza dalla temperatura del β. Rimane tuttavia la dipendenza dalla temperatura 
causata dalla presenza della tensione di soglia nell’espressione (3.12). Anche effetti 
dovuti ad errori di processo sul β vengono cancellati al primo ordine. 
  L’utilizzo di transistori nMOS come carico consente di effettuare una migliore 
compensazione rispetto ai pMOS, tuttavia nel circuito sotto esame risulta necessario 
l’uso di questi ultimi. Si consideri infatti lo schema di Fig.3.15, che rappresenta due 
transistori nMOS connessi in serie per formare il carico resistivo. Poiché la tensione di 
modo comune sui nodi A e B è generalmente compresa fra 1.5 V e 2.5 V (dato che la 
tensione di alimentazione è 3.3 V), anche ponendo i gate dei due transistori al valore più 
alto possibile, cioè il valore di alimentazione, a causa dell’effetto body i due transistori 
sono in condizione di sottosoglia. 
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Fig.3.15 
 
Infatti la presenza dell’effetto body modifica il valore della tensione di soglia, 
rendendolo compreso fra 1.2 V e 1.5 V (valori ottenuti mediante simulazioni). 
Considerando un valore medio di 1.35 V, poiché la tensione di gate dei transistori è di 
3.3 V, mentre la tensione del source di uno dei due (a seconda del verso della corrente 
che vi scorre) si trova al valore imposto dal circuito di controllo del modo comune (un 
valore medio è 2 V), la tensione GSV   non è maggiore del valore della soglia. 
Queste considerazioni portano alla scelta dei transistori di tipo pMOS: in tal caso, 
infatti, ponendo i gate dei transistori al minimo valore di tensione del circuito, cioè la 
massa, la tensione GSV  risulta in modulo maggiore del valore di soglia. 
 Nel circuito è stata prevista inoltre la possibilità di variare la tensione GSV  dei 
transistori di carico, in modo da ottenere una resistenza variabile e quindi da poter 
variare il guadagno dello splitter. In particolare, si utilizza il circuito di Fig.3.16, in cui, 
per semplicità, non sono riportati lo schema della seconda coppia e i circuiti di controllo 
del modo comune. Il transistore M14 è polarizzato in saturazione e la sua corrente di 
drain è fissata dal generatore bI . Di conseguenza, anche la sua tensione GSV  è fissata: 
questa risulta inoltre pari alla differenza di potenziale fra il nodo K, che corrisponde al 
source di uno dei due transistori di carico, e i gate dei due transistori M15 ed M16. La 
corrente bI  viene fornita tramite uno specchio di corrente. 
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Fig.3.16 
 
Nel seguito della trattazione, tale corrente assume lo stesso valore della corrente che 
viene sottratta a riposo dai nodi A e B per garantire il corretto funzionamento del 
circuito in presenza del controllo del modo comune in feed forward. Essa viene fornita 
tramite tre rami di uscita di uno stesso specchio di corrente. 
 Gli specchi di corrente utilizzati sono semplici, in quanto consentono di avere 
una maggiore dinamica per i segnali di ingresso e di uscita rispetto all’uso di topologie 
di tipo cascode e non limitano in modo notevole la banda del sistema, come è stato 
verificato mediante simulazioni. 
In Fig.3.17 è mostrato lo schema completo del circuito utilizzato per effettuare le 
simulazioni. I risultati ottenuti sono esposti nel Cap.4. 
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Fig.3.17 
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Capitolo 4  
Esempio di implementazione e risultati delle 
simulazioni 
 
In questo capitolo sarà presentata l’analisi svolta sul divisore di corrente, il cui schema 
topologico è stato illustrato nel Cap.3. Il circuito è stato dimensionato e simulato 
mediante il simulatore elettrico ELDO di Mentor Graphics. Il processo utilizzato, come 
già detto, è il BCD6s di STMicroelectronics. 
 
Dimensionamento 
 
La lunghezza L e la larghezza W di canale dei transistori delle due coppie sono stati 
posti pari a 1 µm, come già detto nei precedenti capitoli. 
Il valore di m è stato inizialmente posto pari a 10, un valore che garantisce sufficiente 
linearità al circuito, secondo lo studio effettuato al Cap.2, e che non aumenta 
eccessivamente la capacità gsC  dei transistori della seconda coppia. Il valore definitivo 
è stato scelto in seguito ad una serie di simulazioni AC, come sarà chiarito meglio in 
seguito. 
Nel seguito della trattazione si fa riferimento al circuito di Fig.4.1, che rappresenta lo 
schema del divisore di corrente. 
 Il dimensionamento degli altri transistori è stato effettuato sulla base dei seguenti 
criteri: 
 
• garantire che tutti i transistori (tranne M15 ed M16) lavorino in zona di 
saturazione; 
• garantire sufficiente dinamica per la tensione differenziale in ingresso alla 
seconda coppia; 
• garantire il corretto funzionamento degli specchi, cioè la polarizzazione dei 
transistori in saturazione e la presenza di un corretto rapporto di specchio e 
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di una tensione di uscita maggiore della tensione DSV di saturazione dei 
transistori; 
• garantire che i transistori M15 ed M16 lavorino in zona triodo. 
 
 
Fig.4.1 
 
Per rispondere alle specifiche di velocità la lunghezza L di tutti i transistori (esclusi 
quelli delle coppie e M14) è stata posta al valore minimo per la tecnologia, cioè 
nmL 350= . Si è inoltre tenuto conto delle espressioni approssimate dei poli del 
circuito ottenute al Cap.3, cercando di spostare tali poli ad alta frequenza, mantenendo 
comunque il corretto funzionamento e la corretta polarizzazione del circuito. 
Il valore di tensione a modo comune applicato sugli ingressi 1V  e 2V  è stato scelto pari 
a 2.6 V, in quanto questo garantisce la corretta polarizzazione dello specchio M10 – 
M7, della prima coppia e dei transistori M5 – M6, e consente di avere una dinamica 
abbastanza ampia su tale ingressi. Il valore di INI , come già detto precedentemente, è 
stato posto pari a Aµ40 . Nello schema di Fig.4.1 la corrente che viene prelevata dai 
nodi A e B per garantire la corretta polarizzazione dei transistori M5 ed M6 è la stessa 
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che regola la GSV  di M14 (e quindi la resistenza dei due transistori in triodo). Inoltre, 
per semplicità, il valore di bI  è stato posto pari al valore di riposo di INI . 
 Per quanto riguarda il dimensionamento dei transistori M15 ed M16 si deve 
tenere conto di tre necessità: 
 
• ottenere un valore di resistenza equivalente opportuno per rispondere alle 
specifiche di banda richieste; 
• garantire che i transistori lavorino in zona triodo (anche applicando una 
tensione differenziale ai nodi A e B); 
• garantire che la seconda coppia non saturi, in seguito all’applicazione di un 
segnale differenziale in ingresso. 
  
 Riguardo al primo punto, si è visto nel Cap.3 che dallo studio del circuito di 
Fig.3.2 emerge la presenza di un polo dominante la cui frequenza di polo è legata al 
valore di resistenza R e al valore delle capacità associate ai nodi A e B. Anche dal 
successivo studio effettuato sulla topologia del circuito scelta emerge la presenza di 
questo polo per quanto riguarda la risposta sia ad un segnale differenziale sull’ingresso 
in tensione, sia ad un segnale in corrente. È quindi importante ottenere un valore di R 
tale che la frequenza di polo corrispondente si sposti ad alte frequenze, ad esempio alla 
frequenza di 2 GHz. Un valore di R troppo piccolo non è conveniente dal punto di vista 
del rapporto segnale rumore. Stimando la capacità gsC  dei transistori della seconda 
coppia, che dà il maggior contributo al valore di capacità associata ai nodi A e B, pari a 
25 fF (infatti è noto dai parametri di processo che tale capacità è pari a 2/5 mfF µ ), il 
valore di resistenza per avere il polo corrispondente ad una frequenza di 2 GHz è pari a 
3 KΩ circa. Nel dimensionamento dei transistori di carico si è cercato quindi di ottenere 
un valore di resistenza equivalente approssimativamente pari a questo valore, 
polarizzando i transistori in zona triodo.  
 Per quanto riguarda il secondo e il terzo  punto, queste condizioni sono state 
garantite dopo aver effettuato il dimensionamento di tutti i transistori e dopo averne 
determinato il punto di riposo in assenza di segnale differenziale di tensione in ingresso. 
La massima tensione differenziale da applicare per mantenere il corretto funzionamento 
delle due coppie è stata stimata intorno a 600 mV. Tale valore infatti si deve mantenere 
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sufficientemente inferiore rispetto al valore di THGS VV −  di riposo dei transistori della 
prima coppia, affinché questa abbia una caratteristica lineare. In corrispondenza di tale 
valore di tensione differenziale è stata verificata l’entità del segnale differenziale 
all’ingresso della seconda coppia, confrontandolo con il valore di THGS VV −  dei 
transistori di questa coppia, per garantire che anch’essa lavori con un range di tensioni 
differenziali per cui la sua caratteristica è lineare. La tensione di overdrive dei transistori 
della seconda coppia, nell’ipotesi di validità delle relazioni paraboliche e considerando 
la molteplicità m diversa da uno dei transistori, a parità di corrente di polarizzazione 
delle due coppie, risulta inferiore di un fattore m  circa rispetto alla tensione di 
overdrive dei transistori della prima coppia. Anche la tensione differenziale in ingresso 
alla seconda coppia deve quindi essere opportunamente inferiore rispetto a quella in 
ingresso alla prima coppia. Il valore di tale tensione differenziale è influenzato dal 
valore di R, perché pari al prodotto dei valori di tale resistenza per la transconduttanza 
dei transistori della prima coppia per la tensione differenziale in ingresso: si deve quindi 
garantire che il prodotto dei primi due termini sia sufficientemente minore di uno. 
 Il dimensionamento è stato effettuato mediante una serie di simulazioni in 
continua in cui i valori di W ed L dei transistori sono stati variati opportunamente fino al 
raggiungimento di risultati soddisfacenti (ad esempio, se la GSV  di un transistore è 
troppo grande e la corrente è fissata, si aumenta W; naturalmente si deve anche tenere 
conto dell’interazione fra tutti i transistori). 
Si è quindi scelto: 
 
• per M14 nmL 700=  e mW µ4=  
• per M5 ed M6 nmL 350=  e mW µ4=  
• per i transistori degli specchi nmL 350=  e mW µ2=  
• per i transistori di carico M15 ed M16 nmL 350=  e mW µ5= . 
 
Con queste dimensioni si ottiene VVGS 023.120,19,18,17,10,9,8,7 = ; per tutti questi transistori 
inoltre è verificata l’ipotesi di saturazione (ad esempio 
mVVDS 3.9867 = , VVDS 048.19 = ). 
Per i transistori M11, M12, M13 invece VVSG 068.1= . 
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Le tensioni GSV dei transistori delle due coppie (considerando anche un valore di 
tensione differenziale in ingresso pari a 100 mV) sono pari rispettivamente a: 
VVGS 664.11 = , VVGS 564.12 = , VVGS 202.13 = , VVGS 224.14 = , mentre le tensioni 
DSV  sono pari a: VVDS 262.11 = , VVDS 283.12 = , VVDS 554.14,3 = . I transistori di 
carico, infine, sono polarizzati in zona triodo in quanto VVSG 264.116,15 = e 
mVVDS 2.1116,15 = . È stato ottenuto un valore di resistenza equivalente dei transistori 
M15 ed M16 pari a 4 KΩ, leggermente maggiore rispetto a quello stimato. Comunque, 
il valore di capacità associata ai nodi A e B è risultato pari a 18 fF, inferiore  rispetto al 
valore previsto, quindi la frequenza di polo corrispondente dovrebbe essere dell’ordine 
di grandezza richiesto.  
Il controllo del modo comune fissa le tensioni ai nodi A e B al valore 2.267V: questo 
valore è stato ottenuto annullando la tensione differenziale in ingresso. 
 In tutte le simulazioni di cui vengono ora presentati i risultati è stato considerato 
il valore del modo comune della tensione in ingresso pari a VVC 6.2= . Inoltre la 
differenza delle correnti di uscita è stata convertita in un segnale in tensione mediante 
l’uso di generatori comandati ideali, con valore di resistenza pari a 1Ω. In questo modo 
il valore di tensione è numericamente uguale al valore della differenza delle correnti di 
uscita. 
 
Analisi AC 
 
Dopo aver garantito la corretta polarizzazione del circuito sono state effettuate alcune 
simulazioni in AC per valutare la banda dello splitter per piccoli segnali rispetto 
all’ingresso in tensione e in corrente. 
In tali simulazioni i valori dei generatori in continua sono stati scelti pari a: 
 
• mVVd 100=  
• AII bIN µ40== . 
 
Nelle simulazioni è stato variato il valore di m, per scegliere quello che garantisse il 
migliore compromesso fra larghezza di banda e ampiezza dell’intervallo di linearità 
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(inteso come intervallo in cui si ha proporzionalità fra il prodotto dei gm delle due 
coppie, indicato con 2gm , e INI ). Per esigenze di velocità è stato scelto 6=m , più 
basso del valore 10=m  scelto inizialmente, ma ancora sufficientemente elevato in 
modo da garantire una buona linearità del circuito. 
 Vengono ora mostrati i risultati ottenuti da questo tipo di analisi con il valore di 
m scelto. Le analisi sono state effettuate da 1 Hz a 8 GHz; sono stati considerati 10 
punti per decade. In Fig.4.2 è riportata la risposta in frequenza rispetto all’ingresso in 
tensione dV . Da tale grafico emerge una banda a -3dB pari a GHz31.1 . 
In Fig.4.3 è invece riportata la risposta in frequenza rispetto all’ingresso in corrente INI . 
Si osserva una banda a -3dB pari a GHz14.1 . La velocità del sistema sulle porte in 
tensione e in corrente è quindi paragonabile e rispondente alle specifiche di velocità 
richieste. 
 Variando il valore di m sono stati ottenuti i risultati riportati nella Tabella 4.1 per 
quanto riguarda la banda rispetto all’ingresso in corrente: 
 
m Banda a -3 dB 
4 1.25 GHz 
6 1.14 GHz 
8 1.03 GHz 
10 858 MHz 
18 746 MHz 
 
Tabella 4.1: valore di banda a -3 dB rispetto all’ingresso in corrente al variare di m 
 
Diminuire m porterebbe ad un aumento di banda ma riduce l’intervallo di linearità 
(inteso come intervallo in cui si ha proporzionalità fra 2gm  e INI ). Le prestazioni per 
6=m  e 8=m  sono confrontabili: nel primo caso si ha minore occupazione di area e 
maggiore banda, nel secondo caso si ha un maggiore intervallo di linearità.  
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Fig.4.2: risposta in frequenza rispetto all’ingresso in tensione dV  
 
 
Fig.4.3: risposta in frequenza rispetto all’ingresso in corrente INI  
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Controllo del modo comune 
 
 È stato verificato il corretto funzionamento del circuito di controllo del modo 
comune:  
 
• dal punto di vista statico, cioè utilizzando valori di INI  di riposo diversi da 
Aµ40 ; 
• dal punto di vista dinamico, cioè mediante una analisi in AC in cui al valore 
di INI  di riposo ( Aµ40 ) viene sovrapposta una componente in AC con 
ampiezza pari a Aµ20 .  
 
In queste simulazioni è stata utilizzata una tensione mVVd 100= . 
 
 
Fig.4.4: andamento della tensione al nodo A al variare della corrente INI  di riposo 
 
 La Fig.4.4 mostra l’andamento della tensione al nodo A al variare del valore 
della corrente INI  di riposo. Questo risultato è stato ottenuto mediante una simulazione 
di tipo DC sweep sul generatore INI  da 0 a Aµ100  con passo di Aµ10 . In questo 
intervallo la variazione del valore di tensione sul nodo è dello 0.4%. 
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Fig.4.5: variazione di tensione sul nodo A, in dB, al variare della frequenza, 
considerando una variazione di corrente di Aµ20  
 
 La Fig.4.5 mostra l’andamento della variazione di tensione sul nodo A, in dB, al 
variare della frequenza, considerando una variazione di corrente di Aµ20 , ed 
effettuando una analisi AC da 0 a 10GHz, con 10 punti per decade. Si osserva che fino a 
frequenze dell’ordine del MHz la tensione sul nodo varia corrispondentemente di  
mV1 . Per frequenze più alte, la variazione del valore di tensione sul nodo è maggiore, e 
raggiunge un picco di mV6.5  in corrispondenza di una frequenza approssimativamente 
pari ad 1 GHz. Tale valore è stato reputato sufficientemente basso in virtù della capacità 
della seconda coppia di attenuare segnali a modo comune. 
 
Analisi di stabilità 
 
La stabilità del circuito di controllo del modo comune in reazione e dell’intero sistema è 
stata verificata mediante simulazioni in transitorio. Con questo tipo di analisi è possibile 
effettuare verifiche di stabilità inviando in ingresso al sistema stesso un opportuno 
segnale, ad esempio un’onda quadra con fronti molto ripidi e ampi, e osservando 
l’andamento del segnale di uscita, in particolare controllando l’eventuale comparsa di 
oscillazioni spurie, segno di una instabilità del circuito dovuta all’anello di reazione di 
controllo del modo comune. Con questo tipo di analisi si ottengono risultati più accurati 
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rispetto ad una valutazione dei margini di fase e di ampiezza della funzione guadagno 
d’anello, come già detto nel Cap.3, in quanto è possibile trattare correttamente anche 
grandi segnali. 
 La curva di Fig.4.6 in basso mostra l’andamento della differenza delle correnti di 
uscita inviando sull’ingresso in corrente un’onda quadra di ampiezza pari a Aµ40  
centrata intorno al valore di riposo Aµ40 , il cui andamento è mostrato nel grafico di 
Fig.4.6 in alto. Il periodo dell’onda quadra è di 1 ns, il duty-cycle è del 50%, la durata 
dei fronti in salita e in discesa è di 10ps. L’analisi TRAN è stata effettuata da 0 a 10ns 
con un passo di stampa di 0.1 ns. Con questa analisi è possibile verificare la stabilità del 
sistema in modo ragionevolmente affidabile. 
 Il grafico di Fig.4.7 in alto mostra invece l’andamento della differenza delle 
correnti in uscita inviando in ingresso al sistema una tensione differenziale di tipo onda 
quadra, variabile da 0 a 100 mV, con un periodo di 20 ns, duty-cycle del 50% e durata 
dei fronti di salita e discesa pari a 1ns (l’andamento della tensione su uno dei due 
ingressi è mostrato in Fig.4.7 in basso). L’analisi TRAN è stata effettuata da 0 a 100 ns 
con un passo di stampa pari a 0.1 ns. Anche da questo grafico è possibile verificare la 
stabilità del sistema. 
 Un ulteriore tipo di analisi utile per lo studio della stabilità del sistema è la 
NOISETRAN. Si tratta di una analisi in transitorio in cui oltre all’effetto dei generatori 
di segnale vengono anche considerati gli stimoli dovuti ai generatori di rumore dei 
dispositivi. Fornisce i risultati nel dominio del tempo.  
Un risultato ottenuto da questo tipo di analisi è mostrato in Fig.4.8, in cui vengono 
simulati uno spegnimento ed una accensione rapidi del sistema. Il circuito è stato 
stimolato con un’onda quadra sull’ingresso di alimentazione, di ampiezza pari a 3.3 V, 
con duty-cycle del 75% (il valore alto viene mantenuto per 600 ns; il periodo è 800 ns). 
È stata inoltre inserita una sollecitazione di tipo onda quadra anche sull’ingresso in 
corrente, di ampiezza pari a 40 µA e periodo 800 ns, il cui valore alto viene mantenuto 
per 700ns. Effettuando una analisi nel dominio del tempo da 0 a 1 µs, con passo di 
stampa di 50 ps, e considerando componenti frequenziali da 0 a 100 GHz, si ottiene il 
risultato mostrato in Fig.4.8, in cui è riportato l’andamento nel dominio del tempo della 
differenza delle correnti di uscita. Anche questo tipo di test avvalora l’ipotesi di stabilità 
del sistema. 
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Fig.4.6: andamento dell’onda quadra inviata sull’ingresso in corrente con periodo 1 ns e 
del corrispondente segnale di uscita convertito in tensione 
 
 
Fig.4.7: andamento del segnale di uscita convertito in tensione in risposta ad un’onda 
quadra con periodo 20 ns sull’ingresso in tensione e andamento della tensione su uno 
dei due ingressi 
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Fig.4.8: andamento del segnale di uscita convertito in tensione in risposta ad uno 
spegnimento e ad una accensione rapidi del sistema 
 
Analisi di linearità 
 
La linearità del blocco splitter rispetto ai due ingressi è stata valutata sia in continua che 
al variare della frequenza. Nel primo caso sono state effettuate delle analisi di tipo 
statico: 
 
• graficando l’andamento della differenza delle correnti di uscita in funzione 
della tensione differenziale dV , fissata INI , e valutando il range di tensioni 
dV  per cui tale andamento è lineare; 
• graficando l’andamento della differenza delle correnti di uscita in funzione 
della corrente di polarizzazione INI , fissata la tensione differenziale dV , e 
valutando il range di correnti  INI  per cui tale andamento è lineare. 
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 Per quanto riguarda la prima analisi, il blocco splitter è stato quindi studiato 
valutando l’entità della differenza delle correnti di uscita, rapportandola al valore di 
corrente INI  di riposo. Questa valutazione è stata effettuata in funzione della tensione 
differenziale in ingresso per diversi valori di corrente di riposo. 
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Fig.4.9: differenza delle correnti di uscita rapportata al valore di corrente di riposo in 
funzione di dV  per quattro valori di INI  di riposo 
 
Il grafico di Fig.4.9 mostra il rapporto fra la differenza delle correnti di uscita e il valore 
di corrente di riposo in funzione del valore della tensione differenziale dV , fatta variare 
da 100mV a 800 mV con passo di 100 mV. 
Le curve di colore diverso si riferiscono a quattro diversi valori della corrente di riposo, 
indicati nella legenda. Si osserva che tale rapporto aumenta all’aumentare del valore di 
corrente di riposo e della tensione differenziale in ingresso; l’andamento è lineare per un 
range ridotto di dV  se INI  è piccolo. Il valore AI IN µ40=  consente di ottenere un 
andamento lineare fino a mVVd 600=
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 L’andamento della differenza delle correnti di uscita in funzione della corrente 
di polarizzazione INI  per tre valori di dV  (50 mV, 100 mV e 150 mV) rispetto a cui il 
sistema è lineare, è riportato nella Fig.4.10. La corrente INI  è stata fatta variare da 10 
µA a 80 µA con passo di 10 µA.  
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Fig.4.10: andamento della differenza delle correnti di uscita in funzione della corrente 
di polarizzazione INI  per tre valori di dV  
 
Nei tre grafici sono state anche riportate le tangenti alle tre curve nei punti di ascissa 40 
µA (corrente di riposo dello splitter). Rispetto a tale punto si osserva una buona linearità 
delle tre curve per un intervallo di correnti complessivamente pari a 40 µA. 
L’escursione che è possibile effettuare in corrente mantenendo la linearità del sistema, 
rapportata al valore di corrente di riposo, è quindi molto elevata  
 Per ottenere informazioni sulla linearità del sistema al variare della frequenza è 
stata calcolata la distorsione armonica totale (THD) in uscita, sotto diverse condizioni, 
che saranno ora illustrate. Questa grandezza viene calcolata dal simulatore mediante 
l’analisi SST. Si tratta di una analisi a stato stazionario che consente di inviare in 
ingresso al sistema un segnale sinusoidale con frequenza nota e valutare le componenti 
Esempio di implementazione e risultati delle simulazioni 
 
 
172 
del segnale di uscita alle frequenze armoniche della fondamentale. Da queste 
informazioni è possibile quindi calcolare la THD; questa viene definita come: 
 
2
1
2
2
||
||
A
A
THD i
i∑
∞
=
= ,   (4.1) 
 
avendo indicato con iA  l’ampiezza dell’i-ma armonica del segnale. 
La presenza nel segnale di uscita di componenti frequenziali diverse dalla fondamentale 
deriva dalle non linearità del sistema. Questo tipo di analisi è stato svolto sia 
relativamente all’ingresso in tensione che rispetto a quello in corrente e fornisce quindi 
una indicazione della linearità del sistema rispetto a tali ingressi. 
 Sull’ingresso in tensione è stato inviato un segnale differenziale sinusoidale a 
frequenza 500 kHz; l’ampiezza di tale segnale è stata variata fra 50 mV e 500 mV, con 
passo di 50 mV. Queste simulazioni sono state eseguite per tre diversi valori di corrente 
INI  di riposo, cioè 10 µA, 40 µA e 70 µA. 
La THD è stata calcolata in un intervallo frequenziale da 0 a 30 MHz. I risultati ottenuti 
sono mostrati nel grafico di Fig.4.11, che rappresenta il valore di THD, espresso in 
percentuale, in funzione dell’ampiezza massima del segnale sinusoidale in ingresso, per 
i tre diversi valori di corrente di riposo. 
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Fig.4.11: THD rispetto ad un segnale sull’ingresso in tensione per tre valori di corrente 
INI  di riposo 
 
Si osserva che la THD aumenta al diminuire del valore di corrente di riposo e aumenta 
all’aumentare dell’ampiezza del segnale differenziale. Questo perché l’ampiezza del 
segnale differenziale in ingresso deve essere confrontata con il valore della tensione di 
overdrive THGS VV −  dei transistori della prima coppia: in particolare per limitare le non 
linearità l’ampiezza della tensione differenziale deve essere sufficientemente inferiore 
rispetto al valore di THGS VV − . Aumentando l’ampiezza del segnale differenziale, 
questa si avvicina al valore di tensione di overdrive, per questo la THD aumenta. 
La tensione di overdrive, inoltre, aumenta all’aumentare del valore di corrente di 
polarizzazione, per questo una corrente INI  maggiore determina una minore THD, a 
parità di tensione differenziale in ingresso. Per il valore di INI  scelto, si osserva che la 
THD si mantiene inferiore al 2% in tutto l’intervallo di tensioni esaminato. 
 Questo risultato non è in contraddizione con i risultati ottenuti dalla procedura 
sviluppata in ambiente Matlab: in quest’ultima infatti viene studiata la linearità solo 
dell’andamento di 2gm  in funzione di INI . Non è stata invece presa in considerazione la 
linearità dell’uscita rispetto al segnale differenziale dV , e si è visto nel Cap.2 che il 
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grado di non linearità rispetto a tale ingresso è abbastanza elevato, soprattutto in 
presenza di ampi valori di dV , per i quali non è possibile effettuare l’approssimazione di 
piccoli segnali. 
 Sono state effettuate simulazioni analoghe considerando un segnale sinusoidale a 
frequenza 500 kHz sull’ingresso in corrente. L’ampiezza massima di tale segnale è stata 
variata da 5 µA a 40 µA con passo di 5 µA. Queste simulazioni sono state effettuate per 
due diversi valori di tensione differenziale in ingresso, cioè 50 mV e 200 mV. La THD 
è stata calcolata in un intervallo frequenziale da 0 a 30 MHz. I risultati ottenuti sono 
riportati in Fig.4.12, che mostra l’andamento della THD in percentuale in funzione 
dell’ampiezza del segnale in corrente, al variare del valore della tensione differenziale 
in ingresso. 
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Fig.4.12: THD rispetto ad un segnale sull’ingresso in corrente per due valori di tensione 
differenziale dV  in ingresso  
 
Si osserva la saturazione delle curve per ampiezze di inI  elevate (superiori a 30 µA), in 
quanto per tali valori di corrente si ha la saturazione delle due coppie: questo fenomeno 
riduce l’entità della non linearità in quanto si ha una sinusoide in uscita da un solo ramo. 
Per tutti i valori esaminati dei due ingressi, la THD si mantiene inferiore al 5%. 
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Analisi dello splitter come rivelatore di fase 
 
Una applicazione dello splitter può essere il rivelatore di fase. Per questo è importante 
valutare l’errore introdotto dallo splitter sull’ampiezza della componente continua del 
segnale di uscita al variare della frequenza. 
Queste valutazioni sono state effettuate mediante simulazioni SST, inviando 
sull’ingresso in corrente una sinusoide con ampiezza pari a 10 µA e sull’ingresso in 
tensione una tensione differenziale sinusoidale con ampiezza pari a 100 mV. Le 
simulazioni sono state effettuate con due diverse relazioni di fase dei due segnali, 
rispettivamente 0° e 90°. È stata quindi valutata l’ampiezza della componente continua 
del segnale di uscita per varie frequenze nei due casi. 
I risultati ottenuti nel caso di sfasamento pari a 0° sono mostrati nel grafico di Fig.4.13 e 
in quello di Fig.4.14, che rappresenta un ingrandimento della curva di Fig.4.13 
nell’intervallo frequenziale in cui la risposta comincia a diminuire. I due grafici 
mostrano l’ampiezza della componente continua del segnale di uscita, normalizzata 
rispetto al suo valore massimo, in funzione della frequenza. 
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Fig.4.13: ampiezza della componente continua normalizzata rispetto al valore massimo 
in funzione della frequenza nel caso di sfasamento pari a 0° 
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Fig.4.14: ampiezza della componente continua normalizzata rispetto al valore massimo 
in funzione della frequenza nel caso di sfasamento pari a 0° 
 
Si osserva che l’ampiezza della componente continua scende ad un valore pari a 0.7 di 
quello massimo ad una frequenza compresa fra 800 e 900 MHz. Queste simulazioni 
sono state ripetute con una ampiezza della tensione differenziale pari a 1 V, ottenendo 
risultati pressoché identici. 
 I risultati ottenuti considerando uno sfasamento fra le due sinusoidi di 90°, 
rapportati a quelli ottenuti nel primo caso, sono riportati in Fig.4.15. Il grafico mostra il 
rapporto fra l’ampiezza della componente continua in uscita nel caso di sfasamento fra i 
segnali pari a 90°, e il valore massimo di ampiezza della componente continua in uscita 
nel caso di sfasamento fra i segnali pari a 0°. 
Tale rapporto, che dovrebbe essere pari a zero, sale invece fino a 0.15 per frequenze 
intorno a 500 MHz. 
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Fig.4.15: ampiezza della componente continua nel caso di sfasamento pari a 90° 
rapportata al valore massimo dell’ampiezza della componente continua nel caso di 
sfasamento pari a 0° in funzione della frequenza 
 
Simulazioni sul moltiplicatore 
 
Per ottenere risultati più vicini all’architettura finale sono state effettuate delle 
simulazioni sull’architettura completa del moltiplicatore. Due blocchi splitter sono stati 
connessi come mostrato in Fig.4.16, mediante l’uso di un blocco transconduttivo ideale. 
Questo fornisce, a partire dalla tensione differenziale yV  e dalla corrente INGRI  che 
riceve in ingresso, due correnti 1CI  e 2CI  in uscita date dalle relazioni: 
 
21
GmVyII INGRC +=    (4.2) 
 
e 
 
22
GmVyII INGRC −= .   (4.3) 
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Il valore di Gm  è stato per semplicità posto pari a 1 A/V. In questo modo il segnale 
differenziale di tensione in ingresso alla porta y corrisponde numericamente al doppio 
della variazione della corrente INI  degli splitter intorno al punto di riposo. La corrente di 
polarizzazione per i due blocchi splitter è costituita da una delle due correnti di uscita 
del blocco transconduttore. 
 
 
Fig.4.16 
 
La corrente bI degli splitter viene ad essi inviata tramite un opportuno ingresso, e 
continua ad essere numericamente uguale a INGRI . La tensione differenziale dV in 
ingresso ai due blocchi splitter viene chiamata xV . 
 Sull’architettura completa del moltiplicatore sono state quindi effettuate alcune 
analisi, che saranno ora illustrate. In particolare, è stata valutata l’entità dell’offset e del 
rumore sia sugli ingressi che in uscita. Il moltiplicatore non è stato progettato per 
minimizzare queste grandezze, anzi l’uso di transistori di piccole dimensioni è 
svantaggioso, in generale, da questo punto di vista. 
 
Caratteristica di trasferimento 
 
Mediante simulazioni di tipo DC sweep con una doppia scansione, sia sui valori 
dell’ingresso xV  che su quelli dell’ingresso yV , è stato ottenuto il grafico di Fig.4.17. 
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Fig.4.17: differenza delle correnti di uscita in funzione di xV  per vari valori di yV  
 
Questo mostra l’andamento della differenza delle correnti di uscita in funzione della 
tensione differenziale sull’ingresso xV , fatta variare da -800 mV a 800 mV con passo di 
10 mV, per i valori dell’ingresso yV  compresi fra -40 µV e 40 µV con passo di 10 µV 
(il valore di INGRI  è stato fissato pari a 40 µA). Si osserva la linearità del sistema 
all’interno di questo intervallo. 
 La Fig.4.18 mostra invece la caratteristica di trasferimento del sistema 
considerando la differenza delle correnti di uscita in funzione dell’ingresso yV  per vari 
valori dell’ingresso xV . La tensione yV  è stata fatta variare da -40 µV a 40 µV con 
passo di 10 µV; la tensione xV  è stata fatta variare da -800 mV a 800 mV con passo di 
100 mV. 
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Fig.4.18: differenza delle correnti di uscita in funzione di yV  per vari valori di xV  
 
Anche in questo caso si osserva la linearità del sistema all’interno di questo intervallo. 
Mediante i risultati ottenuti dalla procedura Matlab e l’uso di una architettura fully-
differential, quindi, si ottiene una linearità molto buona anche rispetto all’ingresso y. 
Inoltre il range di variazione della corrente di ingresso degli splitter intorno al valore di 
riposo è ampio (40 µA totale).  
 
Banda 
 
Mediante una analisi AC da 1 a 10 GHz, con 10 punti per decade, è stata valutata la 
banda del moltiplicatore rispetto all’ingresso xV  e all’ingresso yV . Nel primo caso è 
stata utilizzata una VVy µ10=  ed una xV  costituita da una componente continua pari a 
100 mV e una componente in AC di ampiezza pari a 1V. Si è ottenuto il grafico di 
Fig.4.19, che mostra l’andamento della differenza delle correnti in uscita (in dB) in 
funzione della frequenza. 
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Fig.4.19: risposta in frequenza del moltiplicatore rispetto alla tensione di ingresso xV   
 
Si osserva una banda a -3 dB di 1.11 GHz. 
 Lo stesso tipo di analisi è stato effettuato rispetto all’ingresso y, utilizzando 
mVVx 100=  e yV  costituita da una componente continua pari a 10 µV e una 
componente in AC di ampiezza pari a 1 V. In questo caso si è ottenuto il grafico di 
Fig.4.20, che mostra l’andamento della differenza delle correnti di uscita in dB in 
funzione della frequenza. 
 
 
Fig.4.20: risposta in frequenza rispetto alla tensione di ingresso yV   
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La banda a -3 dB del sistema rispetto a questo ingresso è di 1.05 GHz. 
 Sono state effettuate alcune simulazioni modificando il valore in continua di uno 
dei due ingressi o entrambi, ma il valore di banda a -3 dB non cambia in modo 
significativo: si riduce solo leggermente all’aumentare degli ingressi. 
Mediante un opportuno dimensionamento e opportune scelte topologiche è stato quindi 
possibile ottenere valori di banda a -3 dB dell’ordine del GHz. 
Naturalmente questi valori sono stati ottenuti considerando lo stadio transconduttivo 
ideale; in realtà anch’esso contribuisce, con le sue singolarità, a determinare la banda 
del moltiplicatore e quindi deve essere anch’esso progettato secondo opportune 
specifiche di velocità. 
  
Analisi di linearità 
 
Anche sull’architettura completa del moltiplicatore è stata effettuata una analisi di 
distorsione armonica, utile soprattutto per verificare le effettive prestazioni del sistema 
nei confronti del segnale di ingresso YV . Questo perché i risultati ottenuti dalle 
simulazioni sul blocco splitter non sono esaustivi, soprattutto per quanto riguarda il 
comportamento rispetto all’ingresso in corrente, per la presenza nel segnale di uscita 
anche della componente continua e delle armoniche pari. 
Infatti la caratteristica del blocco splitter è del tipo: 
 
( ) xKIN VIIKII 012 −=− ,                             (4.4) 
 
dove 0KI  è un termine in continua che deriva dal fatto che linearizzando la curva 
( )INIgm2 , la retta che si ottiene non passa per l’origine ma per un valore di corrente 
0KI . 
La componente continua e le armoniche pari vengono invece annullate con l’uso di una 
configurazione fully-differential come quella del moltiplicatore di Fig.4.16. 
 L’analisi SST è stata quindi svolta sia rispetto all’ingresso xV  che rispetto 
all’ingresso yV , considerando una frequenza fondamentale pari a 500 kHz e un 
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intervallo frequenziale di calcolo della THD da 0 a 30 MHz. Nel primo caso è stata 
calcolata la THD in uscita considerando una tensione xV  sinusoidale con ampiezza 
variabile da 50 mV a 600 mV con passo di 50 mV, per due diversi valori di yV  in 
continua, 10 µV e 40 µV. 
La corrente bINGR II =  è stata posta pari a 40 µA. I risultati ottenuti sono riportati in 
Fig.4.21. 
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Fig.4.21: THD rispetto ad un segnale sull’ingresso x, per due valori di yV  in continua 
 
Si osserva che la THD rimane al di sotto dell’1% per valori di xV  fino a 600 mV. 
Aumentando yV  la THD aumenta leggermente, a parità di xV ; il valore in 
corrispondenza di 600 mV è tuttavia inferiore. 
 Una analoga analisi è stata effettuata rispetto all’ingresso yV  considerando 
AII bINGR µ40==  e valutando la THD in uscita per ampiezze di yV variabili da 5 µV a 
40 µV con passo di 5 µV, considerando tre valori di xV  in continua, cioè 50 mV, 200 
mV e 800 mV. Il grafico di Fig.4.22 mostra i risultati ottenuti. 
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Si osserva che la linearità rispetto all’ingresso yV  è molto buona. La THD raggiunge lo 
0.05% per VVy µ40= e mVVx 800= . La concavità rivolta verso il basso delle curve è 
dovuta al fatto che aumentando il segnale yV  le due coppie saturano e quindi 
diminuisce il loro grado di non linearità perché si ha una sinusoide in uscita da un solo 
ramo. 
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Fig.4.22: THD rispetto all’ingresso y per tre valori di xV  in continua  
 
Questi risultati  mostrano l’aumento di linearità rispetto a quella del blocco splitter 
conseguente all’uso di una configurazione fully-differential. 
 
Analisi come rivelatore di fase 
 
Anche l’analisi volta ad una possibile applicazione del moltiplicatore come rivelatore di 
fase è stata ripetuta considerando l’architettura completa del moltiplicatore. Questo 
perché, facendo riferimento alla formula (4.4), l’architettura fully-differential consente 
di eliminare la componente continua in uscita dallo splitter per la presenza del termine 
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0KI , e quindi consente di valutare in modo più preciso gli effetti della moltiplicazione 
dei due segnali. 
In particolare sono stati considerati, come per lo splitter, due casi per i segnali 
d’ingresso: 
 
• due segnali sinusoidali con la stessa fase 
• due segnali sinusoidali sfasati di 90° 
 
Le ampiezza dei segnali sono state poste pari rispettivamente a mVVx 100= e 
VVy µ10= ; la frequenza fondamentale è 500 KHz. La Fig.4.23 mostra l’ampiezza 
della componente continua del segnale di uscita, normalizzata rispetto al suo valore 
massimo, in funzione della frequenza; la Fig.4.24 mostra un ingrandimento 
nell’intervallo di frequenze in cui la risposta comincia a diminuire. Questa raggiunge il 
70% del valore massimo in corrispondenza di 700 MHz circa. Entrambi i grafici si 
riferiscono ai due ingressi in fase.  
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Fig.4.23: andamento dell’ampiezza della componente continua normalizzata rispetto al 
suo valore massimo in funzione della frequenza nel caso di sfasamento pari a 0° 
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Fig.4.24: andamento dell’ampiezza della componente continua normalizzata rispetto al 
suo valore massimo in funzione della frequenza nel caso di sfasamento pari a 0° 
 
La Fig.4.25 mostra invece l’ampiezza della componente continua del segnale di uscita 
ottenuta nel caso di segnali sfasati di 90° normalizzata per il valore massimo della 
componente continua ottenuta nel caso in cui i due segnali siano in fase, in funzione 
della frequenza. Questo rapporto, che dovrebbe essere pari a zero, sale del 12% in 
corrispondenza di una frequenza pari a 500 MHz. Fino a tale frequenza il moltiplicatore 
può essere utilizzato in modo corretto come rivelatore di fase. 
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Fig.4.25: andamento dell’ampiezza della componente continua nel caso di sfasamento 
pari a 90° normalizzata rispetto al valore massimo dell’ampiezza della componente 
continua nel caso di sfasamento pari a 0° in funzione della frequenza  
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Analisi MonteCarlo 
 
L’analisi MonteCarlo consente di valutare l’entità degli errori di processo (e quindi ad 
esempio gli effetti del mismatch) sulle prestazioni del moltiplicatore, perché consente di 
ottenere informazioni statistiche derivate dalla stima della variabilità casuale dei 
componenti del circuito. 
Consiste in una serie di simulazioni in cui uno o più parametri dei modelli dei 
dispositivi sono variati in modo casuale secondo una certa distribuzione di probabilità. 
 Questa analisi è stata svolta sul moltiplicatore, considerando simulazioni di tipo 
DC sweep a due sorgenti, sui generatori delle tensioni xV  e yV . Per entrambi sono stati 
considerati solo due valori, rispettivamente -100 mV e 100 mV e -10 µV e 10 µV. Il 
numero di simulazioni MonteCarlo effettuate è stato 5000. 
 A causa della presenza di errori di processo e di mismatch, il valore (supposto 
per semplicità in tensione) in uscita ad un moltiplicatore  può essere espresso come: 
 
( )( )0000 )( yyxxOUT VVVVKKVV ++++= ,   (4.5) 
 
dove 0V  rappresenta l’offset in uscita, 0K  rappresenta l’errore sul guadagno, 0xV  
rappresenta l’offset sull’ingresso x, 0yV  rappresenta l’offset sull’ingresso y. Se interessa 
ricavare 0V , 0K , 0xV  e 0yV , queste grandezze possono essere determinate risolvendo un 
sistema di quattro equazioni in quattro incognite. Le quattro equazioni possono essere 
ottenute considerando valori di OUTV ottenuti per ogni esecuzione della simulazione 
MonteCarlo assegnando quattro valori indipendenti a xV  e yV . La risoluzione del 
sistema di equazioni è stata effettuata mediante una procedura in ambiente Matlab. Sono 
state quindi estratte le statistiche relative ai quattro parametri del moltiplicatore. 
Si è ottenuto: 
 
• un offset sull’ingresso x pari a 40 mV 
• un offset sull’ingresso y pari a 4 µV 
• un offset sull’uscita pari a 3 µA 
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• un errore sul valore di K nominale pari al 3%. 
 
L’entità dell’offset risulta quindi abbastanza elevata, soprattutto se rapportata al range 
di variazione dei due ingressi e dell’uscita. Questo è dovuto al fatto che lo splitter è 
costituito da transistori di piccole dimensioni, che quindi contribuiscono in modo 
significativo all’offset. 
 Una analisi relativa agli errori di processo è stata effettuata anche mediante la 
variazione dei corner di processo, valutando la variazione relativa del valore del K. Si 
sono infatti effettuate tre analisi DC, con mVVx 100=  e VVy µ10= , valutando 
l’entità della variazione delle correnti in uscita considerando corner di processo minimi, 
tipici e massimi. Il valore di K nelle condizioni tipiche è risultato pari a 0.78. È stata 
quindi  valutata la differenza fra il valore di K ottenuto effettuando le simulazioni 
considerando i corner rispettivamente massimi e minimi. Tale differenza è stata quindi 
divisa per il valore di K ottenuto nelle condizioni tipiche. Il risultato ottenuto è 0.15, 
pari al 15%. 
 La variabilità del K è stata infine valutata anche rispetto alla temperatura. In 
particolare si è ottenuto: 
 
( ) ( )
( ) %2827
070
=
°=
°=−°=
TK
TKTK
. 
 
La variabilità del K con la temperatura è quindi molto elevata, a causa della 
compensazione non efficace dovuta alla presenza di transistori di carico di tipo p. 
 
Analisi di rumore 
 
Sul moltiplicatore è stata anche effettuata una analisi di tipo ACNOISE. Il grafico di 
Fig.4.26 è stato ottenuto considerando sull’ingresso x un segnale pari a  mV100  in 
continua e 1 V in AC; si è inoltre considerato VVy µ10= . L’analisi AC è stata 
effettuata da 1 a 100 GHz, con 10 punti per decade. 
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Fig.4.26: densità spettrale di rumore in uscita considerando mVVx 100=  e 
VVY µ10=  
 
A 1 Hz la densità spettrale di rumore in uscita è pari a -157 dB (corrispondente a 14.12 
HznA / ). La densità spettrale del rumore termico è circa pari a -230 dB 
(corrispondente a 3.16 HzpA / ). 
 Analogamente all’offset, per il rumore è possibile scrivere il rumore in uscita 
noutv  come: 
 
nnXnyYnxnout vVKvVKvv ++= 00 ,   (4.6) 
 
dove nnv  rappresenta il rumore in uscita in assenza di segnale, nxv  rappresenta il 
rumore sull’ingresso x e nyv  rappresenta il rumore sull’ingresso y. 0XV  e 0YV  
rappresentano rispettivamente i valori di xV  e yV  in continua.  
Per esempio nell’applicazione del moltiplicatore come amplificatore a guadagno 
variabile con ingresso di segnale x e di controllo y, il rumore riportato sull’ingresso x 
risulta pari a: 
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Oltre al termine nxv  si ha quindi un secondo termine, che può essere trascurato 
considerando 00 YX VV <<  e il termine 
0Y
nn
KV
v
, che dipende in modo inversamente 
proporzionale dall’ampiezza del segnale YV in continua. 
 Le statistiche relative a nxv , nyv  e nnv  possono essere determinate mediante tre 
simulazioni di tipo ACNOISE, ipotizzando che le tre tensioni di rumore derivino da 
generatori di rumore indipendenti.  
Nella prima si pone xV  pari a zero in continua e pari a 1 V in AC e YV  pari ad un valore 
a metà range, ad esempio 20 µV in continua; nella seconda si scambiano i due ingressi, 
considerando come valore di xV  in continua 100 mV; nella terza si pongono entrambi 
gli ingressi pari a zero per valutare la densità spettrale di rumore in uscita in assenza di 
segnale 
nnv
S
. Le prime due simulazioni consentono invece di determinare la densità 
spettrale di rumore riportata rispettivamente sull’ingresso x ( nxivS ) e y ( nyivS ) in 
funzione della frequenza nelle condizioni di polarizzazione sopra indicate. Per ottenere 
la densità spettrale di rumore rispettivamente sull’ingresso x ( nxvS ) e y ( nyvS ), si 
sfruttano le relazioni: 
 
2
x
v
vv A
SSS nn
nxnxi
+=
,  (4.8) 
e 
 
2
y
v
vv A
SSS nn
nynyi
+=
   (4.9) 
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dove  xA  rappresenta la funzione di trasferimento fra l’ingresso x e l’uscita e yA  
rappresenta la funzione di trasferimento fra l’ingresso y e l’uscita.  
  La Fig.4.27 mostra l’andamento in dB della densità spettrale di rumore riportata 
sull’ingresso x (curva in alto) e in uscita (curva in basso) ottenuta dalla prima 
simulazione in funzione della frequenza. 
La Fig.4.28 mostra invece i risultati ottenuti dalla seconda simulazione: in particolare la 
curva in alto mostra l’andamento della densità spettrale di rumore riportata all’ingresso 
y, la curva in basso mostra la densità spettrale di rumore in uscita in funzione della 
frequenza. 
La Fig.4.29, infine, mostra l’andamento della densità spettrale di rumore in uscita 
quando entrambi gli ingressi sono posti uguali a zero; come già detto, da tale grafico, 
nota la frequenza di interesse, è possibile ricavare il valore di 
nnv
S
. 
Come esempio, a partire dai grafici ottenuti dalle tre simulazioni sono stati ricavate le 
densità spettrali di rumore sui due ingressi ( nxvS  e nyvS ) e in uscita in assenza di 
segnali di ingresso (
nnv
S ) per due valori di frequenza, cioè 1 Hz (valore per cui prevale 
il rumore flicker), e un valore di frequenza per cui si possa considerare il rumore come 
prevalentemente termico, ad esempio 100 MHz. Le risposte in frequenza relativamente 
ai due ingressi y e x nelle condizioni di polarizzazione sopra indicate sono riportate 
rispettivamente nelle Fig.4.30 e Fig.4.31. 
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Fig.4.27: densità spettrali di rumore in uscita e riportato sull’ingresso x, considerando 
0=xV  e VVY µ20=  
 
Sono stati ottenuti i risultati riportati nella Tabella 4.2. 
 
 Rumore Flicker (1 Hz) Rumore Termico 
nnv
S
 
2.51 x 10-16 HzA /2  
(corrispondente a 1.58x10-8 
HzA / ) 
2 x 10-23 HzA /2  
(corrispondente a 4.47x10-
12 HzA / ) 
nxv
S
 
7.51 x 10-10 HzV /2  
(corrispondente a 2.74x10-5 
HzV / ) 
1.2 x 10-13 HzV /2  
(corrispondente a 3.46x10-7 
HzV / ) 
nyv
S
 
2.99 x 10-17 HzA /2  
(corrispondente a 5.47x10-9 
HzA / ) 
1.68 x 10-20 HzA /2  
(corrispondente a 1.29x10-
10 HzA / ) 
 
Tabella 4.2: densità spettrali di rumore in uscita in assenza di segnale e rispettivamente 
sugli ingressi x e y 
 
Capitolo 4 
 
 
193 
 
Fig.4.28: densità spettrali di rumore in uscita e riportato sull’ingresso y, considerando le 
condizioni di polarizzazione 0=yV  e mVVx 100=  
 
 
Fig.4.29: densità spettrale di rumore in uscita considerando i due ingressi nulli 
 
 
Fig.4.30: risposta in frequenza rispetto all’ingresso y considerando le condizioni di 
polarizzazione 0=yV  e mVVx 100=  
Esempio di implementazione e risultati delle simulazioni 
 
 
194 
 
Fig.4.31: risposta in frequenza rispetto all’ingresso x considerando le condizioni di 
polarizzazione  0=xV  e VVY µ20=  
 
Analisi come mixer 
 
Sul moltiplicatore sono state effettuate alcune analisi preliminari volte a studiarne la 
possibilità di impiego come mixer. In particolare, è stato ricavato il valore dei parametri 
CP1dB e IP3, il cui significato è spiegato nel Cap.1. L’ingresso x viene considerato 
come ingresso a radiofrequenza, data la minore linearità del sistema rispetto a tale 
ingresso e quindi alla necessità di utilizzare solo piccoli segnali per ottenere una riposta 
sufficientemente lineare. Per valutare questi parametri, l’uscita è stata chiusa per 
semplicità su un carico resistivo a 50 Ω e convertita in un segnale in tensione idiffoutV , 
secondo lo schema di Fig.4.32. Si è considerata anche la resistenza interna delle 
sorgenti di ingresso, posta pari a 50 Ω.  
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Fig.4.32: schema utilizzato per la valutazione di CP1dB e IP3 
 
 Per determinare il punto di compressione a 1 dB è stata inviata sull’ingresso x 
una sinusoide di ampiezza 100 mV, alla frequenza di 490 MHz (una frequenza interna 
alla banda di corretto funzionamento del sistema); sull’ingresso y è stata invece inviata 
una sinusoide di ampiezza 10 µV, alla frequenza di 500 MHz. È stata quindi effettuata 
una analisi di tipo SST, considerando come frequenza fondamentale la differenza 500-
490 MHZ (frequenza intermedia). 
Si è quindi valutata l’ampiezza della componente del segnale di uscita (in tensione) a 
tale frequenza. L’analisi è stata ripetuta variando l’ampiezza della sinusoide inviata 
sull’ingresso x da 100 mV a 1 V con passo di 2mV. 
È stato quindi graficato l’andamento della potenza di uscita alla frequenza intermedia 
rispetto alla potenza disponibile a radiofrequenza, esprimendo entrambe le grandezze in 
dBm. Si è quindi tracciata la retta che prolunga asintoticamente il comportamento del 
sistema per piccoli segnali. 
Si osserva che i valori sulla curva tendono ad essere maggiori rispetto a quelli sulla 
retta, quindi il sistema anziché saturare sembra avere delle enfasi in uscita al crescere 
della potenza disponibile in ingresso. Il punto di compressione in questo caso è quindi 
stato calcolato traslando la retta in alto di 1 dB e valutando le coordinate del punto di 
intersezione. Queste fissano il punto di compressione a 1 dB. 
 Il grafico di Fig.4.33 mostra l’andamento della curva e della retta che ne 
prolunga asintoticamente il comportamento per piccoli segnali, considerando la potenza 
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in uscita a frequenza intermedia in funzione della potenza disponibile a radiofrequenza, 
esprimendo entrambe le grandezze in dBm. Il grafico di Fig.4.34 è identico a quello di 
Fig.4.33, ma la retta è stata traslata in alto di 1 dB. Il punto di intersezione si ha per 
dBmPAIN 5=  e dBmPOUT 65−= . Il punto di compressione in uscita risulta molto 
piccolo in quanto l’uscita è fortemente disadattata; utilizzare il valore di resistenza di 
carico che consente di ottenere l’adattamento, tuttavia, può portare ad ulteriori non 
linearità dovute all’entrata della coppia di uscita in zona triodo, dato il valore 
presumibilmente elevato di impedenza di uscita del moltiplicatore. 
 Il passo successivo è stato il calcolo dell’IP3. 
Per valutare questo parametro è necessario inviare sull’ingresso x la somma di due 
segnali a frequenze diverse, ma vicine. Tali frequenze sono state scelte pari a 489 MHz 
e 491 MHz. Il segnale sull’ingresso y ha invece una frequenza di 500 MHz. L’analisi 
svolta è stata una SST in cui, in corrispondenza di due piccoli valori di ampiezza dei 
segnali sull’ingresso x, cioè 10 mV e 20 mV, è stata valutata l’ampiezza della 
componente del segnale di uscita a frequenza intermedia (11 MHz) e a frequenza da 
intermodulazione del terzo ordine (13 MHz). L’ampiezza del segnale sull’ingresso y è 
stata posta pari a 10 µV. 
 Tracciando le rette che passano per le due coppie di punti ottenuti e valutando le 
coordinate del punto di intersezione, si determina il punto di intercetta del terzo ordine. 
Naturalmente gli assi su cui vengono tracciate le rette rappresentano la potenza delle 
componenti del segnale di uscita alle frequenze intermedia e da intermodulazione del 
terzo ordine, e la potenza disponibile a radiofrequenza. Entrambe le grandezze sono 
espresse in dBm. Il risultato ottenuto è mostrato nel grafico di Fig.4.35. Si ottiene un 
iIP3 pari a 18 dBm circa. 
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Fig.4.33: potenza in uscita a frequenza intermedia in funzione della potenza disponibile 
a radiofrequenza, e prolungamento asintotico del comportamento lineare ottenuto per 
piccole potenze in ingresso 
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Fig.4.34: potenza in uscita a frequenza intermedia in funzione della potenza disponibile 
a radiofrequenza, e prolungamento asintotico traslato in alto di 1 dB del comportamento 
lineare ottenuto per piccole potenze in ingresso 
Esempio di implementazione e risultati delle simulazioni 
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Fig.4.35: andamento asintotico della potenza delle componenti del segnale di uscita 
rispettivamente alle frequenze intermedia e da intermodulazione del terzo ordine in 
funzione della potenza disponibile a radiofrequenza 
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Conclusioni 
 
 In conclusione in questo lavoro di tesi è stato progettato il blocco splitter di un 
nuovo tipo di moltiplicatore a transconduttanza, secondo specifiche di velocità. Con la 
topologia scelta e il dimensionamento effettuato si è raggiunta una banda a -3 dB pari a 
1.31 GHz rispetto alla porta in tensione, pari a 1.14 GHz rispetto alla porta in corrente.  
Un problema molto importante che è stato affrontato è quello della stabilità del modo 
comune della tensione su due nodi interni al circuito (i drain della prima delle due 
coppie differenziali che costituiscono il nucleo del blocco splitter). È stato ideato un 
meccanismo di controllo che, seppur semplice circuitalmente, è risultato 
particolarmente efficace nel range di valori degli ingressi e frequenze di interesse. 
  Un problema rimasto aperto è la linearità abbastanza ridotta rispetto all’ingresso 
in tensione, in quanto la relazione su cui si basa il funzionamento dello splitter e quindi 
del moltiplicatore è valida solo per piccoli segnali differenziali in ingresso. La 
procedura di linearizzazione sviluppata porta invece a risultati molto buoni, come è 
stato possibile verificare dall’andamento della THD all’uscita del moltiplicatore in 
funzione dell’ampiezza del segnale yV , ovvero, per quanto riguarda lo splitter, 
dell’ingresso in corrente. 
Dal punto di vista delle scelte progettuali, è importante ricordare che la procedura 
Matlab fornisce un insieme di soluzioni che consentono di ottenere un buon 
compromesso per rispondere a specifiche di linearità e velocità. È possibile quindi 
utilizzare valori di m e della corrente di riposo delle due coppie diversi rispetto a quelli 
scelti, e valutarne gli effetti sul circuito completo dello splitter, per quanto riguarda 
velocità e linearità. Inoltre è possibile analizzare il comportamento del sistema 
riducendo ulteriormente le lunghezze dei transistori, cioè valutare se l’aumento di 
velocità dovuto alle lunghezze minori riesce a compensare la riduzione di velocità 
dovuta alla necessità di utilizzare m molto elevati per ottenere un buon intervallo di 
linearità. Anche questo tipo di analisi deve essere effettuato sul circuito completo dello 
splitter. 
 Per quanto riguarda l’analisi svolta sull’architettura completa del moltiplicatore, 
l’entità dell’offset, sia sugli ingressi che all’uscita del moltiplicatore stesso, è 
abbastanza rilevante, data la non ottimizzazione del circuito da questo punto di vista; 
anche la variabilità del guadagno K con la temperatura è non trascurabile, come già 
Conclusioni 
 
 
200 
spiegato nel Cap.4, a causa dell’uso di transistori di carico di tipo p per compensare la 
riduzione di mobilità delle coppie differenziali che invece sono di tipo n (tali coppie 
sono quelle che costituiscono il nucleo dello stadio splitter). Tuttavia lo scopo di questa 
tesi era valutare la possibilità di applicare la topologia proposta a circuiti per alte 
frequenze e pertanto le prestazioni in continua non sono state tenute in conto durante il 
progetto. Miglioramenti in tal senso si possono ottenere semplicemente aumentando le 
W di tutti i transistori, lasciando immutate le L.  
 L’applicazione di questo moltiplicatore come rivelatore di fase porta ad una 
limitazione della banda di corretto funzionamento intorno a 500 MHz circa. Per quanto 
riguarda invece l’applicazione come mixer, il valore di punto di compressione a 1 dB in 
ingresso ottenuto è molto elevato, rispetto al valore richiesto ad esempio dagli attuali 
standard per le comunicazioni wireless (-4 dBm), a causa dell’elevata linearità di questo 
circuito rispetto ai moltiplicatori generalmente utilizzati come mixer. 
Data la ridotta occupazione di area, questo moltiplicatore può essere utilizzato in 
applicazioni che richiedono una elevata integrazione, a condizione che la banda 
richiesta sia compatibile con quella raggiunta dal circuito. 
 Naturalmente i risultati ottenuti riguardano le prestazioni del solo stadio splitter: 
è necessario quindi progettare lo stadio transconduttivo secondo le stesse specifiche, in 
modo che le singolarità di questo blocco non riducano la banda del moltiplicatore 
complessivo ad un valore inferiore a quello ottenuto con lo stadio splitter. È necessario 
infine completare il progetto dello stadio splitter e portarlo al livello di layout. 
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Appendice A 
 Funzionamento della cella di Gilbert per piccoli 
segnali 
 
Un circuito che realizza un moltiplicatore a transconduttanza è la cella di Gilbert, 
mostrata in Fig.A.1. 
 
Fig.A.1 
 
Si considera β1 = β2 = β5 = β6 = βA e β3 = β4 = βB. 
Applicando un piccolo segnale differenziale sulle due porte Vx e Vy si ottiene: 
 



−=
+



=
22
22
40
2
30
1
y
e
y
e
VgmII
VgmII
 
 
dove 
TV
Igmgm
2
0
43 ==  ( TV  è l’equivalente in volt della temperatura). 
Quindi: 
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

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Sapendo che: 



+=
+=
2602
5101
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cc
III
III
 
e che: 
 

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si ottiene: 
 
2222
2222
2162
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xexe
xexe
VgmIVgmII
VgmIVgmII
−



++=
−



++=
 
 
Quindi xVgmgmII )( 160201 −=− , dato che 
T
e
V
Igmgm
2
1
21 == e 
T
e
V
Igmgm
2
2
65 == . 
 
Infine: 
 





 −
=−
T
y
T
x
V
VI
V
VII
22
0
0201 . 
 
In questo modo la differenza delle correnti in uscita è proporzionale al prodotto dei due 
segnali differenziali applicati in ingresso. 
 
 
 203 
Appendice B 
Prima versione del circuito per il controllo del 
modo comune 
 
Si consideri un circuito fully-differential. 
Dal punto di vista delle uscite, esso può essere schematizzato come mostrato in Fig.B.1 
[A.1]. 
 
 
Fig.B.1 
 
 Questa schematizzazione è valida per piccole variazioni delle due tensioni di 
uscita 1uV  e 2uV  dal valore di modo comune fissato refV . Le correnti 2,1uccI  
rappresentano le correnti di cortocircuito dei due rami di uscita. La relazione fra la 
variazione di 2,1uccI e la variazione delle due tensioni di uscita 2,1uV viene considerata 
lineare; la costante di proporzionalità è costituita da 2,01R , che rappresenta la resistenza 
vista da ciascuna delle due uscite. Si tratta di un circuito equivalente non solo per 
piccoli, ma anche per grandi segnali, infatti comprende il generatore di tensione refV . 
 Si ottiene: 
 





 +
+=
+
=
22
21
0
21 uccucc
ref
uu
CMO
IIRVVVV .                      (1) 
 
Nel caso del circuito costituito dalla cascata delle due coppie differenziali, il controllo 
del modo comune viene effettuato sulle tensioni di drain della prima coppia, come 
Appendice B  
204 
mostrato nello schema di Fig.B.2. Nell’espressione (1) compare la semisomma delle 
due correnti di cortocircuito, quindi componenti in tali correnti dovute al modo 
differenziale si cancellano. 
Dall’analisi del circuito di Fig.B.2, si ottiene che 
 
511 MMucc III −=  
 
e 
622 MMucc III −= , 
 
dove con MI  si sono indicate le correnti di drain dei transistori. 
 
 
Fig.B.2 
 
Trascurando le componenti di tali correnti dovute al modo differenziale, le due correnti 
di cortocircuito sono identiche, data la simmetria del circuito. Per ottenere quindi 
refCMO VV =  è importante che queste correnti siano nulle. Poiché 21 MM II =  e 65 MM II = , 
si considera nell’analisi che segue solo un ramo del circuito fully-differential. L’analisi 
è identica per l’altro ramo. 
 Si potrebbe pensare di ottenere 1MI  e 5MI  da una stessa corrente di 
polarizzazione biasI mediante degli specchi, secondo le relazioni: 
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biasM IKI 11 =  
 
biasM IKI 55 = , 
 
dove 51 KK = . 
In realtà, a causa di errori di matching nella realizzazione degli specchi e di errori nei 
modelli dei dispositivi, non si ottiene la perfetta uguaglianza delle due correnti  1MI  e  
5MI . 
La presenza di una corrente di cortocircuito ( εI ), anche se piccola, determina la 
saturazione delle uscite verso valori di tensione al limite della dinamica del circuito, a 
causa dell’elevato valore della resistenza di uscita. Per questo è necessario introdurre un 
circuito di controllo del modo comune. Questo utilizza la reazione negativa per ridurre 
l’entità dell’errore causato dalla presenza di una corrente di cortocircuito. Se ad esempio 
si pone: 
 
biasM IKI 11 =  
e 
 
( )refCMObiasM VVgmIKI −−= 55 , 
 
si ottiene: 
 
0
0
1 gmR
IRVV refCMO +
+=
ε
. 
 
In questo modo l’errore dovuto alla presenza di una corrente di cortocircuito εI  viene 
ridotto di un fattore 01 gmR+ ; se questo fattore è sufficientemente elevato, si riesce ad 
avere con buona approssimazione il valore di tensione del modo comune fissato. 
 Un circuito che consente di ottenere ( )refCMObiasM VVgmIKI −−= 55  è quello 
mostrato in Fig.B.3. 
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Fig.B.3 
 
Facendo riferimento a tale schema, si ottiene: 
 
( )
22
2221
22
urefbias
D
VVgmIKI −+=  
 
dove 22gm  è la transconduttanza del transistore M22. 
Si ottiene inoltre: 
 
( )
22
1231
23
urefbias
D
VVgmIKI −+= , 
 
dove 23gm  è la transconduttanza del transistore M23. La corrente del transistore M13 è 
la somma delle correnti di drain di M22 ed M23. Essa risulta quindi pari a: 
 
( )CMOrefbiasD VVgmIKI −+= 113 , 
 
avendo considerato per semplicità gmgmgm == 2322 . Specchiando quindi la corrente 
13DI  in modo che 513 DD II = , si ottiene il risultato voluto. Lo specchio può essere 
realizzato collegando il gate di M13 al gate del transistore M5. 
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Appendice C 
Programmi Matlab 
 
Programma principale 
 
% Questo programma determina l'andamento dell'intervallo di linearità, 
% inteso come "aritmetico" o "geometrico", in funzione di entrambe le 
% variabili IDQ ed m; visualizza m_max(IDQ) e IDQ_ottimo(m); consente di 
% poter visualizzare lin(IDQ), dato m, oppure lin(m), dato IDQ 
 
clear; 
 
% caricamento dei vettori: viene richiesta la lunghezza del dispositivo 
% simulato 
 
scelta_criterio = true; 
while scelta_criterio 
     
dispositivo = input('Inserisci la lunghezza L del dispositivo simulato (500n, 1u,16u): ','s'); 
nome_file_dati = strcat('dati', dispositivo, '.txt' ); 
file_dati = load(nome_file_dati); 
 
% ciascuna delle tre colonne del file viene assegnata ad una distinta 
% variabile; la corrente viene espressa in microAmpere 
 
gm = file_dati(:,2); 
ID_uA = file_dati(:,1) ; 
ID = ID_uA.*1e6; 
VGS = file_dati(:,3); 
 
% viene richiesto l'errore di non linearità in percentuale e l'insieme di 
% valori di corrente di riposo da considerare 
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err_percentuale = input ('Inserisci errore in percentuale di non linearità ' ); 
err = err_percentuale / 100; 
criterio = input ('Inserisci criterio: 1 = aritmetico, 2 = geometrico '); 
IDQ_iniz = input ('Inserisci Id iniziale: ' ); 
IDQ_finale = input ( 'Inserisci Id finale: '); 
IDQ_step = input ('Inserisci lo step di Id: '); 
 
% viene creato un vettore IDQ_vett contenente i valori della corrente di 
% riposo 
 
t = 0; 
IDQ_attuale = 0; 
while IDQ_attuale < IDQ_finale 
    t = t + 1; 
    IDQ_vett(t) = IDQ_iniz + (t - 1) * IDQ_step; 
    IDQ_attuale = IDQ_vett(t); 
end    
numero_iterazioni = length (IDQ_vett(:));    
 
% scelta del criterio aritmetico 
 
if criterio == 1  
[linearity1, m_max_arit, IDQ_ottimo1] = molt_intervallo_lineare_arit ( IDQ_vett, 
numero_iterazioni, err, gm, ID, VGS); 
 
% vengono costruiti i grafici dell'intervallo di linearità in funzione di 
% IDQ e di m, sia mediante curve di livello che mediante grafico 
% tridimensionale 
 
[X, Y] = meshgrid( [1 :1 : 50], [IDQ_iniz: IDQ_step : IDQ_finale]); 
contour (X, Y, linearity1); 
xlabel ('m'); 
ylabel ('Corrente di riposo IDQ (uA)'); 
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figure; 
mesh (X, Y, linearity1); 
xlabel ('m'); 
ylabel ('Corrente di riposo IDQ (uA)'); 
figure; 
 
% viene costruito il grafico di m ottimo in funzione della corrente di 
% riposo IDQ 
 
plot (IDQ_vett, m_max_arit); 
xlabel( 'Corrente di riposo IDQ (uA)'); 
ylabel ( 'm max aritmetico'); 
grid on; 
figure; 
 
% viene costruito il grafico della corrente di riposo IDQ ottima in 
% funzione di m 
 
plot( IDQ_ottimo1); 
xlabel ('m'); 
ylabel ('Corrente di riposo IDQ ottima (uA)'); 
grid on; 
figure; 
 
% ciclo per effettuare i grafici dell'intervallo di linearità in funzione 
% della corrente di riposo, fissato m, oppure dell'intervallo di linearità 
% in funzione di m, fissato il valore di corrente di riposo 
 
continua = true; 
 
while continua 
    prosegui_m = true; 
    prosegui_IDQ = true; 
Appendice C 
210 
    scelta = input( 'Scegli : 1 = grafico linearity(IDQ), dato m; 2 = grafico linearity(m), dato 
IDQ; ' );    
    if scelta == 1 
        while prosegui_m 
             
    m_attuale = input ('Inserisci il valore di m: '); 
    for i = 1 : length(linearity1 (:, m_attuale)) 
        lin(i) = linearity1 (i, m_attuale); 
    end 
    plot (IDQ_vett, lin); 
    xlabel (' Corrente di riposo IDQ (uA)'); 
    ylabel ( 'Intervallo linearità aritmetico  '); 
    hold on; 
    prosegui_m = input ('Continuare su questo grafico? 1 = si; 0 = no : '); 
        end 
        hold off; 
        figure; 
    end 
    if scelta == 2 
         
        while prosegui_IDQ 
        IDQ_scelta = input (' Inserisci il valore di IDQ (in uA) : '); 
        indice = 1; 
        for p = 1 : numero_iterazioni 
            if IDQ_vett(p) == IDQ_scelta 
              indice = p; 
            end 
        end 
        for n = 1 : length (linearity1 (indice, :)) 
            lin_m(n) = linearity1 (indice, n); 
        end 
        plot(lin_m); 
        xlabel (' m'); 
        ylabel ( 'Intervallo linearità aritmetico'); 
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        hold on; 
        prosegui_IDQ = input ('Continuare su questo grafico? 1 = si; 0 = no : '); 
        end 
        hold off; 
        figure; 
    end 
    continua = input ( 'Continuare? si = 1, no = 0' ); 
end 
 
end 
 
%scelta del criterio geometrico 
 
if criterio == 2 
[linearity2, m_max_geom, IDQ_ottimo2] = molt_intervallo_lineare_geom ( IDQ_vett, 
numero_iterazioni, err, gm, ID, VGS); 
 
% vengono costruiti i grafici dell'intervallo di linearità in funzione di 
% IDQ e di m, sia mediante curve di livello che mediante grafico 
% tridimensionale 
 
[X, Y] = meshgrid( [1 :1 : 50] , [IDQ_iniz: IDQ_step : IDQ_finale]); 
contour (X, Y, linearity2); 
xlabel ('m'); 
ylabel('Corrente di riposo IDQ (uA)'); 
figure; 
mesh (X, Y, linearity2); 
xlabel ('m'); 
ylabel('Corrente di riposo IDQ (uA)'); 
figure; 
 
% viene costruito il grafico di m ottimo in funzione della corrente di 
% riposo IDQ 
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plot (IDQ_vett, m_max_geom); 
xlabel( 'Corrente di riposo IDQ (uA)'); 
ylabel ( 'm max geometrico'); 
grid on; 
figure; 
 
% viene costruito il grafico della corrente di riposo IDQ ottima in 
% funzione di m 
 
plot( IDQ_ottimo2); 
xlabel ('m'); 
ylabel ('Corrente di riposo IDQ ottima (uA)'); 
grid on; 
figure; 
 
% ciclo per effettuare i grafici dell'intervallo di linearità in funzione 
% della corrente di riposo, fissato m, oppure dell'intervallo di linearità 
% in funzione di m, fissato il valore di corrente di riposo 
 
continua1 = true; 
 
while continua1 
    prosegui_m1 = true; 
    prosegui_IDQ1 = true; 
    scelta1 = input( 'Scegli : 1 = grafico linearity(IDQ), dato m; 2 = grafico linearity(m), 
dato IDQ; ' );    
    if scelta1 == 1 
        while prosegui_m1 
    m_attuale1 = input ('Inserisci il valore di m: '); 
    for i = 1 : length(linearity2 (:, m_attuale1)) 
        lin2(i) = linearity2 (i, m_attuale1); 
    end 
    plot (IDQ_vett, lin2); 
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    xlabel (' Corrente di riposo IDQ (uA)'); 
    ylabel ( 'intervallo linearità geometrico ') 
    hold on; 
    prosegui_m1 = input ('Continuare su questo grafico? 1 = si; 0 = no : '); 
        end 
        hold off; 
        figure; 
    end 
     
     if scelta1 == 2 
         
        while prosegui_IDQ1 
        IDQ_scelta1 = input (' Inserisci il valore di IDQ (in uA) : '); 
        indice1 = 1; 
        for p = 1 : numero_iterazioni 
            if IDQ_vett(p) == IDQ_scelta1 
              indice1 = p; 
            end 
        end 
        for n = 1 : length (linearity2 (indice1, :)) 
            lin_m1(n) = linearity2 (indice1, n); 
        end 
        plot(lin_m1); 
        xlabel (' m'); 
        ylabel ( 'Intervallo linearità geometrico'); 
        hold on; 
        prosegui_IDQ1 = input ('Continuare su questo grafico? 1 = si; 0 = no : '); 
        end 
        hold off; 
        figure; 
         
     end 
    continua1 = input ( 'Continuare? si = 1, no = 0' ); 
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end 
 
end   
 
scelta_criterio = input('Effettuare simulazioni utilizzando un altro criterio? 1 = si, 0 = no'); 
end 
 
Sottoprogramma per la determinazione dell’intervallo di linearità 
aritmetico 
 
function [linearity1, m_max_arit, IDQ_ottimo1] = molt_intervallo_lineare_arit (IDQ_vett, 
numero_iterazioni, err, gm, ID, VGS) 
 
% I valori di corrente vengono distribuiti uniformemente fra zero e il valore massimo  
 
ID_max = max(ID); 
numero_ID = length(ID); 
ID_step = ID_max/numero_ID; 
s_ID = linspace(0, ID_max, numero_ID); 
 
% Viene effettuata la spline del gm e di Vgs rispetto a Id 
 
s_gm = spline(ID, gm); 
s_VGS = spline(ID, VGS);  
 
% inizio del ciclo in cui per ogni IDQ viene calcolato  
% l'intervallo di linearità al variare di m 
 
for i = 1 : numero_iterazioni 
 
IDQ = IDQ_vett (i); 
j_index = round(IDQ/ID_step);  
sottosoglia = false; 
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VT = 0.700; 
m = 0; 
I_high1 (i, 1) = s_ID(j_index); 
I_low1(i, 1) = s_ID(j_index); 
 
% è prevista una condizione di controllo per evitare che i transistori della 
% seconda coppia lavorino in debole inversione 
 
while sottosoglia == false 
    m = m + 1; 
    VGS1 = ppval(s_VGS, s_ID); 
    VGS2 = ppval(s_VGS, s_ID ./ m); 
    VGS_coppia1 = VGS1(j_index); 
    VGS_coppia2 = VGS2(j_index); 
        if  (VGS_coppia1 - VT < 0.05) | (VGS_coppia2 - VT < 0.05) |(m > 50) 
            m = m - 1; 
            break; 
        end; 
         
% calcolo della tangente nel punto di riposo considerato (mediante polyfit 
% su otto punti intorno a quello considerato) 
 
gamma1 = ppval( s_gm, s_ID); 
gamma2 = ppval( s_gm, s_ID ./ m); 
prodotto_gamma = ppval(s_gm, s_ID) .* ppval(s_gm, s_ID ./ m) .* m; 
pcoeff = polyfit(s_ID(j_index - 4 : j_index + 4), prodotto_gamma(j_index - 4 : j_index + 
4), 1); 
 
% calcolo dell'intervallo di linearità (criterio aritmetico): 
 
LOOP_CONDITION1 = true; 
dI1 = 1; 
while (LOOP_CONDITION1 == true)  
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    retta11 = polyval( pcoeff, s_ID(j_index + dI1)); 
     retta12 = polyval( pcoeff, s_ID(j_index - dI1)); 
    relerrH1 = abs(prodotto_gamma(j_index + dI1) - retta11) / prodotto_gamma(j_index); 
    relerrL1 = abs(prodotto_gamma(j_index - dI1) - retta12) / prodotto_gamma(j_index); 
         
    if (relerrH1 > err) || (relerrL1 > err)|| (dI1 == j_index - 1) || ( dI1 + j_index == 
length(s_ID) ) 
        LOOP_CONDITION1= false;      
         
       if (relerrH1 > err) || (relerrL1 > err) 
            I_high1(i, m) = s_ID(j_index + dI1 - 1 ); 
        I_low1(i, m) = s_ID(j_index - dI1 + 1);   
        linearity1 (i, m) = (I_high1(i, m) - I_low1 (i, m)) / s_ID(j_index); 
        end 
        if (dI1 == (j_index - 1)) || ( dI1 + j_index == length(s_ID) ) 
            I_high1(i, m) = s_ID(j_index + dI1 ); 
        I_low1(i, m) = s_ID(j_index - dI1 );   
        linearity1 (i, m) = (I_high1(i, m) - I_low1 (i, m)) / s_ID(j_index); 
        end 
    end 
    dI1 = dI1 + 1; 
end % ( while LOOP_CONDITION1) 
 
end % (while sottosoglia) 
 
%se la condizione di debole inversione si verifica per m < 50, l'intervallo 
%di linearità per i restanti valori di m (fino a 50) viene posto pari a 
%zero 
 
lunghezza1 = length(linearity1 (i, : )); 
if lunghezza1 < 50 
    linearity1(i, lunghezza1 + 1 : 50) = 0; 
end 
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% algoritmo per trovare m ottimo secondo il criterio aritmetico 
 
m_max_arit(i) = 1; 
lin1 = linearity1(i, 1); 
for j = 1 : (length (linearity1 (i, :))- 1) 
    if linearity1(i, j + 1) > lin1 
        lin1 = linearity1( i, j + 1); 
        m_max_arit(i) = j + 1; 
    end 
end 
 
end %( for i = 1 : numero_iterazioni) 
 
%loop per trovare, al variare di m, IDQ che massimizza l'intervallo di 
%linearità 
 
for i = 1 : 50 
    linear = linearity1 (1, i); 
    IDQ_ottimo1 (i) = IDQ_vett(1); 
    for j = 1 : length(linearity1 (: , i)) - 1 
         if linearity1 (j + 1, i) > linear 
             linear = linearity1 (j + 1 , i); 
             IDQ_ottimo1 (i) = IDQ_vett(j + 1); 
         end 
    end 
end 
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Sottoprogramma per la determinazione dell’intervallo di linearità 
geometrico 
 
function [linearity2, m_max_geom, IDQ_ottimo2] = molt_intervallo_lineare_geom 
(IDQ_vett, numero_iterazioni, err, gm, ID, VGS) 
 
% I valori di corrente vengono distribuiti uniformemente fra zero e il 
% valore massimo  
 
ID_max = max(ID); 
numero_ID = length(ID); 
ID_step = ID_max/numero_ID; 
s_ID = linspace(0, ID_max, numero_ID); 
 
% Viene effettuata la spline del gm e di Vgs rispetto a Id 
 
s_gm = spline(ID, gm); 
s_VGS = spline(ID, VGS);  
 
% inizio del ciclo in cui per ogni IDQ viene calcolato  
% l'intervallo di linearità al variare di m 
 
for i = 1 : numero_iterazioni 
 
IDQ = IDQ_vett (i); 
j_index = round(IDQ/ID_step);  
sottosoglia = false; 
VT = 0.700; 
m = 0; 
I_high2 (i, 1) = s_ID(j_index); 
I_low2(i, 1) = s_ID(j_index); 
 
% è prevista una condizione di controllo per evitare che i transistori della 
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% seconda coppia lavorino in debole inversione 
 
while sottosoglia == false 
    m = m + 1; 
    VGS1 = ppval(s_VGS, s_ID); 
    VGS2 = ppval(s_VGS, s_ID ./ m); 
    VGS_coppia1 = VGS1(j_index); 
    VGS_coppia2 = VGS2(j_index); 
        if  (VGS_coppia1 - VT < 0.05) | (VGS_coppia2 - VT < 0.05) |(m > 50) 
            m = m - 1; 
            break; 
        end; 
         
% calcolo della tangente nel punto di riposo considerato (mediante polyfit 
% su otto punti intorno a quello considerato) 
 
gamma1 = ppval( s_gm, s_ID); 
gamma2 = ppval( s_gm, s_ID ./ m); 
prodotto_gamma = ppval(s_gm, s_ID) .* ppval(s_gm, s_ID ./ m) .* m; 
pcoeff = polyfit(s_ID(j_index - 4 : j_index + 4), prodotto_gamma(j_index - 4 : j_index + 
4), 1); 
 
%calcolo dell'intervallo di linearità ( criterio geometrico) 
 
LOOP_CONDITION21 = true; 
LOOP_CONDITION22 = true; 
dI21 = 1; 
dI22 = 1; 
 
while (LOOP_CONDITION21 == true)  
     
    retta21 = polyval( pcoeff, s_ID(j_index + dI21)); 
    relerrH2 = abs(prodotto_gamma(j_index + dI21) - retta21) / prodotto_gamma(j_index); 
Appendice C 
220 
     
    if (relerrH2 > err) || (dI21 == j_index - 1) || ( dI21 + j_index == length(s_ID) ) 
        LOOP_CONDITION21= false;      
         
       if (relerrH2 > err)  
            I_high2(i, m) = s_ID(j_index + dI21 - 1 ); 
        end 
        if (dI21 == (j_index - 1)) || ( dI21 + j_index == length(s_ID) ) 
            I_high2(i, m) = s_ID(j_index + dI21 ); 
        end 
    end 
    dI21 = dI21 + 1; 
end % ( while LOOP_CONDITION21) 
 
while (LOOP_CONDITION22 == true)  
     
    retta22 = polyval( pcoeff, s_ID(j_index - dI22)); 
    relerrL2 = abs(prodotto_gamma(j_index - dI22) - retta22) / prodotto_gamma(j_index); 
     
    if (relerrL2 > err) || (dI22 == j_index - 1) || ( dI22 + j_index == length(s_ID) ) 
        LOOP_CONDITION22= false;      
         
       if (relerrL2 > err)  
            I_low2(i, m) = s_ID(j_index - dI22 + 1 ); 
        end 
        if (dI22 == (j_index - 1)) || ( dI22 + j_index == length(s_ID) ) 
            I_low2(i, m) = s_ID(j_index - dI22 ); 
        end 
    end 
    dI22 = dI22 + 1; 
     
end % ( while LOOP_CONDITION22) 
 
linearity2 (i, m) = min ( I_high2(i, m) / IDQ, IDQ / I_low2(i, m)); 
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end % (while sottosoglia) 
 
%se la condizione di debole inversione si verifica per m < 50, l'intervallo 
%di linearità per i restanti valori di m (fino a 50) viene posto pari a 
%zero 
 
lunghezza2 = length(linearity2 (i, : )); 
if lunghezza2 < 50 
    linearity2(i, lunghezza2 + 1 : 50) = 0; 
end 
 
% algoritmo per trovare m ottimo secondo il criterio geometrico 
 
m_max_geom(i) = 1; 
lin2 = linearity2(i, 1); 
for j = 1 : (length (linearity2 (i, :))- 1) 
    if linearity2(i, j + 1) > lin2 
        lin2 = linearity2( i, j + 1); 
        m_max_geom(i) = j + 1; 
    end 
end 
 
end %( for i = 1 : numero_iterazioni) 
 
%loop per trovare, al variare di m, IDQ che massimizza l'intervallo di 
%linearità 
 
for i = 1 : 50 
    linear2 = linearity2 (1, i); 
    IDQ_ottimo2 (i) = IDQ_vett(1); 
    for j = 1 : length(linearity2 (: , i)) - 1 
         if linearity2 (j + 1, i) > linear2 
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             linear2 = linearity2 (j + 1 , i); 
             IDQ_ottimo2 (i) = IDQ_vett(j + 1); 
         end 
    end 
end 
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