Bounds are given for the empirical and expected Rademacher complexity of classes of linear transformations from a Hilbert space H to a finite dimensional space. The results imply generalization guarantees for graph regularization and multi-task subspace learning.
Introduction
Rademacher averages have been introduced to learning theory as an efficient complexity measure for function classes, motivated by tight, sample or distribution dependent generalization bounds ([10] , [2] ). Both the definition of Rademacher complexity and the generalization bounds extend easily from realvalued function classes to function classes with values in R m , as they are relevant to multi-task learning ([1], [12] ).
There has been an increasing interest in multi-task learning which has shown to be very effective in experiments ([7] , [1]), and there have been some general studies of its generalisation performance ([4] , [5] ). For a large collection of tasks there are usually more data available than for a single task and these data may be put to a coherent use by some constraint of 'relatedness'. A practically interesting case is linear multi-task learning, extending linear large margin classifiers to vector valued large-margin classifiers. Different types of constraints have been proposed: Evgeniou et al ([8], [9] ) propose graph regularization, where the vectors defining the classifiers of related tasks have to be near each other. They also show that their scheme can be implemented in the framework of kernel machines. Ando and Zhang [1] on the other hand require the classifiers to be members of a common low dimensional subspace. They also give generalization bounds using Rademacher complexity, but these bounds increase with the dimension of the input space. This paper gives dimension free bounds which apply to both approaches.
Multi-task Generalization and Rademacher Complexity
Suppose we have m classification tasks, represented by m independent random variables X l , Y l taking values in X × {−1, 1}, where X l models the random occurrence of input data in some input space X , and Y l models the corresponding binary output for learning task l ∈ {1, ..., m}. The draw of an iid sample for the l-th task is described by a sequence X l i , Y l i n i=1 of independent random variables, each identically distributed to X l , Y l . Write (X, Y) for the combined random variable taking values in X mn × {−1, 1} mn .
One now seeks a function f = f 1 , ..., f m : X → R m such that predicting Y l to be sgn f l is correct with high average probability. To this end one searches a function class F of functions f : X → R m for a member with a small average empirical error estimate. The choice of the function class F expresses the constraints of 'relatedness' which we want to impose. This procedure is justified by the following result. ([1], [12] ):
Let F be a class of functions f = f 1 , ..., f m : X → R m and fix δ > 0. Then with probability greater than 1 − δ we have for all
The first term on the right hand side is an empirical large-margin error estimate. Selecting a function class F means that we make a bet that we will be able to find within F a solution with a reasonably low value for this term. The other two terms bound the estimation error. The last term decays quickly with the product mn and depends only logarithmically on the confidence parameter δ and will not concern us very much. The remaining term is a complexity measure of the class F when acting on the data set X.
Definition 1. For l ∈ {1, ..., m} and i ∈ {1, ..., n} let σ l i be independent random variables, distributed uniformly in {−1, 1}. The empirical Rademacher complexity of a class F of functions f :
Theorem 1 above explains the value of bounds on this function, the principal subject of this paper. There is also a version of Theorem 1 involving the expectation E X R m n (F ) (X) with a slightly better final term. We have restricted ourselves to classification for definiteness. Substitution of our results in other generalization bounds using Rademacher complexities should make them applicable to multi-task regression.
