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Аннотация
В работе дано доказательство существование единственного гладкого реше-
ния задачи Навье-Стокса с периодическими краевыми условиями по простран-
ственным переменным.
Ключевые слова: Задача Навье – Стокса, метод Галёркина, периодические
краевые условия.
In this paper it is proof the existence and smoothness of unique solution of the
Navier Stokes equations with periodic boundary conditions in the spatial variables.
Key words:Navier-Stokes equations, method Galerkin, periodic boundary condi-
tions.
Введение
Задача описания динамики несжимаемой жидкости, в силу своей теоретической
и прикладной важности, привлекает внимание многих исследователей. Уравнения
Навье — Стокса описывают движение вязкой ньютоновской жидкости и являются
основой гидродинамики. Численные решения уравнений Навье — Стокса использу-
ются во многих практических приложениях и научных работах. В частности, ре-
шения уравнений Навье — Стокса часто включают в себя турбулентность, которая
остаётся одной из важнейших нерешённых проблем в физике.
Решению этой проблемы посвящено огромное множества работ. Глубокие резуль-
таты получены в работах О.А.Ладыженской[2-5], R. Temam[6,7]. Этой проблемой ин-
тересовались многие первоклассные математики, которым удавалось решить важные
математические проблемы, в том числе задачи газо-гидродинамики. Существенные
результаты получены в работах таких крупнейших математиков ХХ века, как А.Н.
Колмогоров[8], J. Leray[9,10],E. Hopf [11], J.-L. Lions [12-14],М.И.Вишик [15], В.А. Со-
лонников [16] и многих других.
1. Функциональные пространства и вспомогательные теоремы.
Мы будем пользоваться обычными пространствами Lp(Ω), (1 ≤ p ≤ ∞); рассмат-
риваемые функции будем считать вещественными.
Lp(Ω) - пространство функций, суммируемых с p-й степенью в Ω.
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|p dx
)1/p
,
при p =∞ ‖u‖L∞(Ω) = sup ess
x∈Ω
|u(x)|.
(вообще, через ‖u‖X мы будем обозначать норму u в банаховом пространстве X).
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Ck(Ω) - пространство k раз непрерывно дифференцируемых функций в Ω.
C∞(Ω)- пространство бесконечно непрерывно дифференцируемых функций в Ω.
Пространство Соболева Hm(Ω) порядка m в области Ω определяется следующим
образом:
Hm(Ω) =
{
u | Dαu ∈ L2(Ω) ∀α, |α| ≤ m} ,
Пространство Hm(Ω) снабжается нормой
‖u‖Hm(Ω) =

∑
|α|≤m
‖Dαu‖2L2(Ω)


1/2
. (1.1)
Теорема 1.[14]. Пространство Hm(Ω), снабженное нормой (1.1), является гильбер-
товым пространством со скалярным произведением
(u, v)Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
где uи vдва любых элемента из Hm(Ω).
Пусть D(Ω) = {ϕ | ϕ - бесконечно дифференцируемая функция с компактным
носителем в Ω },
D′(Ω) =пространство двойственное к D(Ω)=пространство распределений на Ω.
H10 (Ω)= замыкание D(Ω) в H
1(Ω)= подпространство функций (из H1(Ω)),
"равных нулю"на ∂Ω.
Если X- банахово пространство, то обозначим через Lp(0, T ; X) пространство
(классов) функций t → f(t) : ]0, T [ → X ; измеримых, принимающих значения из
X и таких, что (∫ T
0
‖f(t)‖pX dt
)1/p
= ‖f‖Lp(0T ;X) <∞;
при p =∞ ‖f‖L∞(0,T ;X) = sup ess
t∈]0,T [
‖f(t)‖X ;
нормированное пространство Lp(0, T ; X) является полным ( [20] ).
Обозначим через D′(0, T ; X) пространство распределений на ]0, T [ со значением
в X, определенное как в [21].
Если f ∈ D′(0, T ; X), то производная в смысле распределений определяется из
равенства
∂f
∂t
(ϕ) = −f(∂ϕ
∂t
) ∀ϕ ∈ D(]0, T [).
Рассмотрим пространство Hs(Ω), s ≥ 0, причем s может быть как целым, так и
нецелым ( [14], стр.56); положим по определению([14] стр.56)
Hs(Ω) = [Hm(Ω), H0(Ω)]θ , (1− θ)m = s, 0 < θ < 1, mцелое.
Введем условие ([14], стр. 48).
Условие 1. Граница ∂Ω области Ω ⊂ Rn есть бесконечно дифференцируемое мно-
гообразие размерности n−1; Ω ограничено и расположена локально по одну сторону
от ∂Ω (иными словами, рассматриваем Ω как многообразие с краем ∂Ω класса C∞).
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Сформулируем следующие теоремы :
Теорема 2.( [14] стр.62). Предположим, что Ω удовлетворяет условию 1. Тогда
для
s >
n
2
(Ω ⊂ Rn)
имеет место включение
Hs(Ω) ⊂ C(Ω),
причем оператор вложения непрерывен.
Теорема 3.([14], стр.58). Предположим, что Ω удовлетворяет условию 1.
Пусть µ - наибольшее целое число, такое, что
µ < s− 1
2
.
Тогда отображение
u →
{
∂ju
∂νj
| j = 0, 1, ..., µ
}
, где ν - внешняя нормаль.
D(Ω) → (D(∂Ω))m, продолжается по непрерывности до линейного непрерывного
отображения
u →
{
∂ju
∂νj
| j = 0, 1, ..., µ
}
, Hs(Ω)→
µ∏
j=0
Hs−j−
1/2(∂Ω),
Отображение u →
{
∂ju
∂νj
| j = 0, 1, ..., µ
}
сюръективно, и существует линейный
непрерывный оператор поднятия
µ∏
j=0
Hs−j−
1/2(∂Ω)→ Hs(Ω).
Условие µ < s− 1
2
не может быть ослаблено ([14], стр.60).
Пусть B0, B, B1- три банаховых пространства, причем
B0 ⊂ B ⊂ B1, Bi i = 0, 1, (1.2)
рефлексивны и вложение
B0 → B (1.3)
компактно.
Пусть
W =
{
v
∣∣v ∈ LP0(0, T ; B0), v′ = dv
dt
∈ LP1(0, T ;B1)
}
где T конечно и 1 < pi <∞, i = 0, 1. Снабдив Wнормой
‖v‖LP0 (0,T ;B0) + ‖v′‖LP1(0,T ;B1)
получим пространство Банаха. Очевидно, что W ⊂ LP0(0, T ;B).
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Теорема 4.[13]. ( о компактности) В условиях (1.2), (1.3) при 1 < pi <∞, i = 0, 1
вложение W в LP0(0, T ;B) компактно.
Теорема 5. [18]. Ограниченное в H1(Ω) множество компактно в L2(Ω).
Утверждение-1.[19]. Замкнутое подпространство рефлексивного пространства
рефлексивно.
2. Постановка задачи. Пусть Ω ⊂ R3 область в трехмерном пространстве и
QT = (0, T )×Ω, T > 0. В настоящей работе мы рассматриваем случай, когда область
Ω = {x = (x1, x2, x3) ∈ R3 : 0 < xi < l, i = 1, 2, 3}.
Введем обозначение: G(x, t)
∣∣∣xk=lxk=0 = G(x, t) |xk=l −G(x, t) |xk=0 и пространства
E(Ω) = {ϕ | ϕ - бесконечно дифференцируемая функция в Ω с периодическими гра-
ничными условиями ϕ(x) |xk=0 = ϕ(x) |xk=l k = 1, 2, 3}.
E′(Ω) =пространство двойственное к E(Ω).
Очевидно, что D(Ω) ⊂ E(Ω) ⊂ E′(Ω) ⊂ D′(Ω).
Обозначим через (u, v) скалярное произведение в L2(Ω), т.е.
(u, v) =
∫
Ω
u(x)v(x)dx;
аналогично будем обозначать скалярное произведение элементов
u ∈ E(Ω) и v ∈ E′(Ω).
Υ = {ϕ | ϕ ∈ E(Ω)3, divϕ = 0 , ∂ϕ
∂xk
∣∣∣xk=lxk=0 = 0},
H= замыкание Υв (L2(Ω))3,
V= замыкание Υв (H3/2(Ω))3.
V ′=пространство двойственное к V
D(QT ) = {ϕ | ϕ - бесконечно дифференцируемая функция с компактным
носителем в QT }
D′(QT ) =пространство двойственное к D(QT )=пространство распределений на QT .
Положим
u = ( u1, u2, u3 ),
∂u
∂t
= u′ = ( u′1, u
′
2, u
′
3 ) = (
∂u1
∂t
,
∂u2
∂t
,
∂u3
∂t
),
Diu = (Diu1, Diu2, Diu3 ) = (
∂u1
∂xi
,
∂u2
∂xi
,
∂u3
∂xi
), i = 1, 2, 3,
∆u = (∆u1, ∆ u2, ∆ u3 ).
Задача Навъе – Стокса состоит в нахождении неизвестных:
Вектора скорости u,
Скалярной функции – давления p,
в точках x ∈ Ω в момент времени t ∈ (0, T ), удовлетворяющих системе уравнений{
∂ui
∂t
+
∑3
j=1 uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∑3
j=1
∂2ui
∂x2j
+ fi (x, t) ∈ QT , i = 1, 2, 3;∑3
i=1
∂ui
∂xi
= 0, (x, t) ∈ QT .
(2.1)
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Здесь f = (f1, f2, f3) - внешные воздействия, ρ - плотность, γ - коэффициент вязко-
сти.Не уменьшая общности, можно взять ρ = 1,γ = 1.
К системе (2.1) добавляются начальные и граничные (мы по пространственным
переменнам задаём периодические краевые условия) условия:
u |t=0 = u0(x), x ∈ Ω; (2.2)
u |xk=0 = u |xk=l , (2.3)
∂u
∂xk
|xk=0 =
∂u
∂xk
|xk=l ,
p |xk=0 = p |xk=l , k = 1, 2, 3; 0 < t < T (2.4)
Чтобы однозначно определить давление p добавляем условие:∫
Ω
pdx = Q0, Q0 = const > 0. (2.5)
Решением задачи будем называть пару (u; p) = ( u1; u2; u3; p ).
3. Формулировка основной теоремы о существование решения задачи
(2.1)-(2.5).
Теорема 6. При любых u0(x) ∈ H и f ∈ L2(0, T ; V ′) сушествует единственное
решение u ∈ L2(0, T ; V ) ∩ L∞(0, T ;H), p ∈ D′(0, T ; E′(Ω)) задачи (2.1)-(2.5).
Прежде чем доказать теорему 6, приведем задачу (2.1)-(2.5) к эквивалентной за-
даче.
4. Приведение задачи (2.1)-(2.5) к эквивалентной задаче. Теперь опреде-
лим так называемое слабое решение задачи (2.1)-(2.5). Для этого нам понадобятся
следующие обозначения: положим для f, g из H
(f, g) =
3∑
i=1
∫
Ω
figidx, |f | = (f, f)
1/2.
Пространство (Hs(Ω))3 мы снабдим гильбертовым скалярным произведением
((u, v)) =
3∑
i=1
(ui, vi)Hs(Ω) (4.1)
Далее определим
V= замыкание Υ в (H3/2(Ω))3, ‖u‖V = ((u, u))
1/2.
Тогда
V ⊂ H, (4.2)
причем V плотно в H . Мы отождествляем H с его сопряженным: H ′ = H . Мы можем
также при «том же самом» отождествлении отождествить V ′ с надпространствами
H и, следовательно, пополнить (4.2) включением
V ⊂ H ⊂ V ′ .
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По утверждение-1 V рефлексивно.
Теперь положим
a(u, v) =
3∑
i,j=1
∫
Ω
∂uj
∂xi
∂vj
∂xi
dx, u, v ∈ V,
b(u, v, w) =
3∑
i,k=1
∫
Ω
uk(Dkui)widx
для тройки таких векторов u, v, w, для которых сходятся соответствующие интегра-
лы; в этой связи отметим такую лемму:
Лемма 1. Трилинейная форма u, v, w → b(u, v, w)непрерывна на V × V × V .
Доказательство. В самом деле, если u ∈ V , то ui ∈ H3/2(Ω),Djui ∈ H1/2(Ω)
и, следовательно, ui ∈ L∞(Ω), и
Djui ∈ Lq(Ω), где 1q = 12 − 3/2−13 = 13(согласно Петре[25]).
Заметив, что∣∣∫
Ω
uk(Dkvi)widx
∣∣ ≤ ‖uk‖L2(Ω) ‖Dkvi‖L3(Ω) ‖wi‖L∞(Ω)
заканчиваем доказательство.
Заметив, что div u = 0 и (2.3) эквивалентно включению u ∈ L2(0, T ;V )∩L∞(0, T ;H).
Следовательно, имея в виду теорему 3, задача свелась к отысканию такого
u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H), что
f ∈ L2(0, T ;V ′), (4.3)
u0(x) ∈ H, (4.4)
∂u
∂t
−∆u+
3∑
i=1
uiDiu = f − gradp, (4.5)
u(0) = u0(x) наΩ, (4.6)
p(t) |xk=0 = p(t) |xk=l , k = 1, 2, 3; 0 < t < T. (4.7)
Следует отметить, что можно дать два определения пространства V , которые a priori
в ровной мере естественны:
первое определение: V= замыкание Υв (H3/2(Ω))3
второе определение:
V = {u | u ∈ (H3/2(Ω))3, u
∣∣∣xk=lxk=0 = 0 , ∂u∂xk
∣∣∣xk=lxk=0 = 0 , (k = 1, 2, 3) , div u = 0}.
Эти определения эквивалентны . В самом деле обозначим на минуту пространство
из второго определения через V˜ . Ясно, что V ⊂ V˜ ; установим обратное включение.
Пусть L - непрерывная линейная форма на V˜ , равная нулю на V ; силу теоремы Хана
– Банаха L можно представить (не единственным образом) в виде
L(v) =
3∑
i=1
(Li, vi), (L1, L2, L3) ∈ V˜ ′.
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Так как L равна нулю на V , отсюда следует, что L равна нулю и на V ∩ (H10 (Ω))3,
то по теореме двойственности де Рама[22]
Li =
∂S
∂xi
, S ∈ E′(Ω).
Однако можно показать [23], что S ∈ L2(Ω). Покажем, что S
∣∣∣xk=lxk=0 = 0 , k = 1, 2, 3; .
Действительно
L(v) =
∑3
i=1(
∂S
∂xi
, vi) =
∫
∂Ω
S
(∑3
i=1 vini
)
ds− ∫
Ω
S · div vdx =
=
∫
∂Ω
S
(∑3
i=1 vini
)
ds = 0, ∀v ∈ V,
где n = (n1, n2, n3) внешний нормаль к Ω. В этих условиях
L(v) =
3∑
i=1
(
∂S
∂xi
, vi) =
∫
∂Ω
S
(
3∑
i=1
vini
)
ds−
∫
Ω
S · div vdx = 0, ∀v ∈ V˜
Откуда следует упомянутая эквивалентность определений.
Если мы возьмем ϕ ∈ Υ, то учитывая условия (4.7), получим
(grad p, ϕ) = 0 (в (D′(0, T ))3),
(4.5) приводит к равенству
(u′, ϕ) = −a(u, ϕ)− b(u, u, ϕ) + (f, ϕ). (4.8)
Без труда можно проверить, что
b(u, u, ϕ) = −b(u, ϕ, u)
Так что (4.8) эквивалентно
(u′, ϕ) = −a(u, ϕ) + b(u, ϕ, u) + (f, ϕ). (4.9)
Теперь мы можем формулировать задачу по другому.
Пусть заданы
f ∈ L2(0, T ;V ′), (4.10)
u0(x) ∈ H. (4.11)
Ищется такое u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H), что
(u′, v) + a(u, v) + b(u, u, v) = (f, v) ∀v ∈ V (4.12)
u(0) = u0(x) наΩ. (4.13)
З а м е ч а н и е 1. Докажем эквивалентность двух приведенных выше формулировок.
Если u- решение задачи (4.3)-(4.7), то (4.9) выполнено для всех ϕ ∈ Υ, откуда
(4.10)-(4.13) следует с помощью предельного перехода в V ; таким образом u- является
решением задачи (4.10)-(4.13).
Обратно, пусть u- решение уравнения (4.12). Тогда, если мы положим
∂u
∂t
−∆u+
3∑
i=1
uiDiu− f(t) = S,
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то S будет принадлежать (D′(0, T ;E ′(Ω)))3 и
(S, ϕ) = 0 в (D′(0, T ))3 ∀ϕ ∈ Υ.
Отсюда следует, что S имеет вид
S = −grad p, p ∈ D′(0, T, E ′(Ω)),
и p удовлетворяет условию (4.7) .
В дальнейшим мы будем иметь дело с пространством V , и будем пользоваться
следующими леммами:
Лемма 2. При u, v ∈ V имеем
b(u, u, v) = −b(u, v, u).
Д о к а з а т е л ь с т в о очевидно.
Лемма 3. При u ∈ V линейная форма v → b(u, u, v) непрерывна на V ;
b(u, u, v) = (g(u), v), g(u) ∈ V ′ (4.14)
причем
‖g(u)‖V ′ ≤ c1 ‖u‖2(L3(Ω))3 (4.15)
Д о к а з а т е л ь с т в о. Ясно, что
|b(u, u, v)| = |−b(u, v, u)| ≤ c2 ‖u‖2(L3(Ω))3
3∑
i,j=1
‖Divj‖L3(Ω) ,
откуда ввиду леммы 1 следует (4.15).
Лемма 4. Пусть u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H). Тогда
u ∈ L4(0, T ; (L3(Ω))3). (4.16)
Д о к а з а т е л ь с т в о. Пусть u = {ui}. Имеем
ui ∈ L2(0, T ;H3/2(Ω)) ∩ L∞(0, T ;L2(Ω)). (4.17)
Очевидно, что H3/2(Ω) ⊂ H1(Ω). Согласно теореме Соболева, H1(Ω) ⊂ L6(Ω), и из
(4.17) следует что
ui ∈ L2(0, T ;L6(Ω)) ∩ L∞(0, T ;L2(Ω)).
В силу неравенства Гёльдера
‖ui(t)‖L3(Ω) ≤ ‖ui(t)‖
1
2
L6(Ω) ‖ui(t)‖
1
2
L2(Ω) ≤ c ‖ui(t)‖
1
2
L6(Ω)
откуда ui ∈ L4(0, T ;L3(Ω))
т.е. приходим к (4.16).
Лемма 5. Вложение V → H компактно.
Д о к а з а т е л ь с т в о очевидно, поскольку V ⊂ (H1(Ω))3, и в силу теоремы 5
вложение V → H компактно.
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Следствие 1. Спектральная задача ( в обозначениях (4.1))
((w, v)) = λ(w, v) ∀v ∈ V
допускает последовательность ненулевых решений wj, отвечающих последователь-
ности собственных значений λj:
((wj, v)) = λj(wj, v) ∀v ∈ V, λj > 0. (4.18)
Заметим, что вектора (1
/√
l3, 0, 0), (0, 1
/√
l3, 0), (0, 0, 1
/√
l3) являются собствен-
ными векторами, отвечающие собственному значению λ = 1. Обозначим их через
w1, w2, w3 соответственно.
Мы используем функции wj в качестве «специального базиса» в методе – Галёр-
кина в следующем пункте.
Введем обозначение
a(u, v) = (Au, v), A ∈ F (V,V′ ). (4.19)
Теорема 7. Для любого решения задачи (4.10)-(4.13) имеет место включение
u′ ∈ L2(0, T ;V ′) (4.20)
Д о к а з а т е л ь с т в о. Действительно, используя ( 4.14) и (4.19), мы выведем
из (4.12), что
u′ = −Au − g(u) + f. (4.21)
Согласно (4.15) и (4.16) g(u) ∈ L2(0, T ;V ′); так как Au ∈ L2(0, T ;V ′),
f ∈ L2(0, T ;V ′) то из (4.21) следует (4.20).
5. Доказательство существование решения задачи (2.1)-(2.5).
5.1. Приближенное решение. Воспользуемся базисом w1, w2, . . . , wm, . . . ,
введенном посредством ( 4.18).
Определим приближенное решение um(t) порядка m следующим образом:
um(t) ∈ [w1, . . . , wm] , um(t) =
m∑
j=1
gjm(t)wj,
(u′m(t), wj) + a(um(t), wj) + b(um(t), um(t), wj) = (f(t), wj), 1 ≤ j ≤ m, (5.1)
um(0) = u0m, um(0) ∈ [w1, . . . , wm] , u0m → u0 вH. (5.2)
Эта система дифференциальных уравнений (относительно gjm(t)) позволяет опре-
делить um(t) в интервале [0, tm]; ниже покажем, что можно взять tm = T .
5.2. Априорная оценка (I). Представим приближенное решение um(t) виде суммы
um(t) = um1(t) + um2(t), где um1(t) =
∑3
j=1 gjm(t)wj , um2(t) =
∑m
j=4 gjm(t)wj.
Сперва оценим функцию um1(t). Умножим (5.1) на gim(t), i = 1, 2, 3; и просум-
мируем по i. Легко проверить, что a(um(t), wi) = 0, b(um(t), um(t), wi) = 0 учитывая
эти получим:
1
2
d
dt
|um1(t)|2 = (f(t), um1(t)).
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откуда
d
dt
|um1(t)|2 ≤ c ‖f(t)‖V ′ |um1(t)| ≤ c1 ‖f(t)‖2V ′ + c2 |um1(t)|2
интегрируя по t получим
|um1(t)|2 ≤ |um1(0)|2 + c1
∫ t
0
‖f(σ)‖2V ′ dσ + c2
∫ t
0
|um1(σ)|2 dσ
следовательно
|um1(t)|2 ≤ c3 exp(c2T )
Теперь оценим приближенное решение um(t). Умножим (5.1) на gjm(t) и просум-
мируем по j; так как
(см.лемму 2) b(um, um, um) = 0, то получим:
1
2
d
dt
|um(t)|2 + a(um2(t), um2(t)) = (f(t), um1(t) + um2(t)).
Положим ‖v‖ =√a(v, v) (норма в [w4, . . . , wm]) . Откуда
1
2
d
dt
|um(t)|2 + ‖um2(t)‖2 ≤ c4 ‖f(t)‖V ′ |um1(t)|+ c5 ‖f(t)‖V ′ ‖um2(t)‖ ≤
≤ 1
2
‖um2(t)‖2 + c6 |um1(t)|2 + c7 ‖f(t)‖2V ′
откуда
|um(t)|2 +
∫ t
0
‖um2(σ)‖2 dσ ≤ |u0m|2 + 2c6
∫ t
0
|um1(σ)|2 dσ + 2c7
∫ t
0
‖f(σ)‖2V ′ dσ ≤
≤ c8 + |u0|2 + 2c7
∫ T
0
‖f(σ)‖2V ′ dσ.
Используя (5.2), получим tm = T и что
um2 ограничены в L
2(0, T ;V ) ∩ L∞(0, T ;H).
Cледовательно
um ограничены в L
2(0, T ;V ) ∩ L∞(0, T ;H), (5.3)
поскольку
‖um‖2V = |um|2 + ‖um2‖2 .
5.3. Априорная оценка (II). Теперь покажем, что
u′m ограничены в L
2(0, T ;V ′). (5.4)
Пусть Pm- проектор H → [w1, . . . , wm], так что
Pmh =
m∑
i=1
(h, wi)wi. (5.5)
В обозначениях ( 5.14) и (4.19) мы введем из (5.1), что
u′m = −Pm(g(um))− PmAum + Pmf (5.6)
10
Однако ‖Pm‖F (V,V ) ≤ 1 (по нашему выбору wj); тогда из соображения двойствен-
ности (поскольку P ∗m = Pm):
‖Pm‖F(V ′,V ′) ≤ 1.
Из (4.15), (4.16) и (5.3) следует , что g(um) ограничены в L
2(0, T ;V
′
), и, следова-
тельно, Pm(g(um)) ограничены в L
2(0, T ;V
′
).
Далее, так как Aum ограничены в L
2(0, T ;V
′
), то (5.4) следует из (5.6).
5.4. Предельный переход (III). Воспользуемся теоремой о компактности 4,
полагая
B0 = V, p0 = 2,
B1 = V
′, p1 = 2,
B = H.
Тогда из последовательности umможно выделить такую подпоследовательность
uµ, что
uµ → u слабо в L2(0, T ;V ), (5.7)
uµ → u *-слабо в L∞(0, T ;H),
uµ → u сильно в L2(0, T ;H) и почти всюду вQT , (5.8)
u′µ → u′ слабо в L2(0, T ;V
′
). (5.9)
Из (5.7), (5.9) следует, что uµ(0)→ u(0) слабо в V ′ и что u(0) = u0.
Согласно лемме 4, uµiuµj ограничены в L
2(0, T ;L
3
2 (Ω)), и, следовательно, можно
считать, что
uµiuµj → χij слабо в L2(0, T ;L 32 (Ω)). (5.10)
Однако по (5.8) мы имеем:
χij = uiuj (5.11)
(чтобы это установить можно использовать лемму 1.3 (см.[13] стр.25) или заметить,
что uµiuµj → uiuj в D′(QT ); действительно,∫
QT
uµiuµjϕdxdt→
∫
QT
uiujϕdxdt ∀ϕ ∈ D(QT ),
поскольку uµi → ui слабо в L2(QT ),uµjϕ→ ujϕ сильно в L2(QT ) ) .
Из (5.10), (5.11) следует, что
b(uµ, uµ, wj)→ b(u, u, wj) слабо в L2(0, T ).
В самом деле, если ψ ∈ L2(0, T ), то
∫ T
0
b(uµ, uµ, wj)ψdt = −
∫ T
0
b(uµ, wj, uµ)ψdt,
и можно перейти к пределу, используя (5.10).
Между тем
(u′µ, wj)→ (u′, wj), скажем в D′(0, T ),
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и таким образом, равенство (5.1) (при m = µ) в пределе дает равенство
(u′, wj) + a(u, wj) + b(u, u, wj) = (f, wj),
выполненное для всех j. Отсюда вытекает справедливость (4.12) ∀v ∈ V .
6. Теоремы о гладкости.
Теорема 8. Решения задачи (4.10)-(4.13) после быть может, исправления на мно-
жестве меры нуль, будет непрерывна как функция [0, T ]→ H ; при этом u(t)→ u0 в
H , когда t→ 0.
Д о к а з а т е л ь с т в о. Это следует из включения u ∈ L2(0, T ;V ), (4.20) и по
теореме-3.
Теорема 9. Предположим, что
f, f ′ ∈ L2(0, T ;V ′), f(0) ∈ (L2(Ω))3, u0 ∈ V ∩ (H2(Ω))3
.
Тогда для решения задачи (4.10)-(4.13), доставляемого теоремой 6, выполнено вклю-
чение
u′ ∈ L2(0, T ;V ) ∩ L∞(0, T ;H). (6.1)
Д о к а з а т е л ь с т в о. Мы отправляемся от um- решения (5.1), (5.2), где wj-
базис в V ∩ (H2(Ω))3 и u0m выбрано таким образом, что u0m → u0 в V ∩ (H2(Ω))3.
Из (5.1) мы введем, что
|u′m(0)|2 = (f(0), u′m(0))− a(u0m, u′m(0))− b(u0m, u0m, u′m(0)),
откуда
|u′m(0)|2 ≤ ‖f(0)‖(L2(Ω))3 |u′m(0)|+ c |u′m(0)| ,
поскольку
|b(u0m, u0m, u′m(0))| ≤ c1 ‖u0m‖(L4(Ω))3
3∑
i,j=1
‖Di(u0m)j‖L4(Ω) |u′m(0)| ,
и последовательность Di(u0m)j ограничена в H
1(Ω), а следовательно, в L4(Ω).
Продифференцируем (5.1) по t:
(u′′m(t), wj) + a(u
′
m(t), wj) + b(um(t), u
′
m(t), wj) + b(u
′
m(t), um(t), wj) = (f
′(t), wj). (6.2)
Умножим (6.2) на g′jm(t) и просуммируем по j. Заметив, что
b(um(t), u
′
m(t), u
′
m(t)) = 0,
получим:
1
2
d
dt
|u′m(t)|2 + ‖u′m2(t)‖2 = (f ′(t), u′m(t))− b(u′m(t), um(t), u′m(t))
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Имеем
|b(u′m(t), um(t), u′m(t))| = |b(u′m(t), u′m(t), um(t))| ≤
≤ c2 ‖u′m2(t)‖ |u′m(t)| ‖um(t)‖(L∞(Ω))3 ≤ 12 ‖u′m2(t)‖2 + c3 |u′m(t)|2 ‖um(t)‖2(L∞(Ω))3
Положим
ϕm(t) = ‖um(t)‖2(L∞(Ω))3 .
Имеем
d
dt
|u′m(t)|2 + ‖u′m2(t)‖2 ≤ c4 ‖f ′(t)‖V ′ |u′m1(t)|+ c5 ‖f ′(t)‖V ′ ‖u′m2(t)‖+ c3ϕm(t) |u′m(t)|2 ,
(6.3)
d
dt
|u′m(t)|2 + ‖u′m2(t)‖2 ≤ c6 ‖f ′(t)‖2V ′ + ‖u′m2(t)‖2 + (1 + c3ϕm(t)) |u′m(t)|2 ,
d
dt
|u′m(t)|2 ≤ c6 ‖f ′(t)‖2V ′ + (1 + c3ϕm(t)) |u′m(t)|2 .
Отсюда, в частности, следует, что
|u′m(t)|2 ≤ |u′m(0)|2 + c6
∫ t
0
‖f ′(σ)‖2V ′ dσ +
∫ t
0
(1 + c3ϕm(σ)) |u′m(σ)|2 dσ ≤
≤ c7 +
∫ t
0
(1 + c3ϕm(σ)) |u′m(σ)|2 dσ.
Следовательно,
|u′m(t)|2 ≤ c8 exp
(
c3
∫ t
0
ϕm(σ)dσ
)
. (6.4)
Так как um ограничены в L
2(0, T ;V ) ∩ L∞(0, T ;H), то они ограничены и в
L2(0, T ; (L∞(Ω))3), так что∫ t
0
ϕm(σ)dσ ≤ ‖um‖2L2(0,T ;(L∞(Ω))3) ≤ const.
Неравенство (6.4) показывает, что
u′m ограничены в L
∞(0, T ;H). (6.5)
Тогда из (6.3) следует, что
u′m2 ограничены в L
2(0, T ;V ).
Cледовательно
u′m ограничены в L
2(0, T ;V ), (6.6)
поскольку
‖u′m‖2V = |u′m|2 + ‖u′m2‖2 .
Как мы знаем, um → u (слабо в L2(0, T ;V )) и (6.1) следует из (6.5) и (6.6).
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Следствие 2. Для любого решения задачи (4.10)-(4.13) имеет место включение
u′′ ∈ L2(0, T ;V ′) (6.7)
Д о к а з а т е л ь с т в о. Продифференцируем (4.12) по t:
(u′′(t), v) + a(u′(t), v) + b(u(t), u′(t), v) + b(u′(t), u(t), v) = (f ′(t), v).∀v ∈ V (6.8)
используя обозначение
a(u′, v) = (Au′, v),
b(u(t), u′(t), v) = (g1(u), v),
b(u′(t), u(t), v) = (g2(u), v).
мы выведем из (6.8), что
u′′ = f ′ −Au′ − g1(u)− g2(u). (6.9)
Поскольку
|b(u′, u, v)| = |−b(u′, v, u)| ≤ c1 ‖u′‖(L3(Ω))3 ‖u‖(L3(Ω))3
∑3
i,j=1 ‖Divj‖L3(Ω) ,
|b(u, u′, v)| = |−b(u, v, u′)| ≤ c2 ‖u′‖(L3(Ω))3 ‖u‖(L3(Ω))3
∑3
i,j=1 ‖Divj‖L3(Ω) .
Откуда
‖g1(u)‖2V ′ ≤ c3 ‖u′‖2(L3(Ω))3 ‖u‖2(L3(Ω))3 ≤ c3(‖u′‖4(L3(Ω))3 + ‖u‖4(L3(Ω))3),
‖g2(u)‖2V ′ ≤ c4 ‖u′‖2(L3(Ω))3 ‖u‖2(L3(Ω))3 ≤ c4(‖u′‖4(L3(Ω))3 + ‖u‖4(L3(Ω))3).
Согласно (4.16) g1(u) ∈ L2(0, T ;V ′), g2(u) ∈ L2(0, T ;V ′);
так как Au′ ∈ L2(0, T ;V ′), f ′ ∈ L2(0, T ;V ′) то из (6.9) следует (6.7).
Следствие-3. u′ после быть может, исправления на множестве меры нуль, будет
непрерывна как функция [0, T ]→ V .
Д о к а з а т е л ь с т в о. Это следует из включения u′ ∈ L2(0, T ;V ), (6.7) и по
теореме-3.
Теорема 10. Пусть s ≥ 2, s целое число, и выполнены условие
f, f ′ ∈ L2(0, T ;V ′), f(0) ∈ (Hs−2(Ω))3, u0 ∈ V ∩ (Hs(Ω))3, f ∈ L∞(0, T ; (Hs−2(Ω))3).
Тогда u ∈ L∞(0, T ;V ∩ (Hs(Ω))3) .
Д о к а з а т е л ь с т в о. Пусть s = 2,
a(u(t), v) = (f(t), v) − (u′(t), v)− b(u(t), u(t), v)
и
|b(u(t), u(t), v)| ≤ c ‖u(t)‖(L∞(Ω))3
(
3∑
i,j=1
‖Diuj(t)‖L2(Ω)
)
|v| ,
а поскольку u ∈ L∞(0, T ;V ), то
b(u(t), u(t), v) = (g(t), v), g ∈ L∞(0, T ; (L2(Ω))3).
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Так как u′ ∈ L∞(0, T ;H), то имеем:
a(u(t), v) = (F (t), v), F ∈ L∞(0, T ; (L2(Ω))3), коль скоро f ∈ L∞(0, T ; (L2(Ω))3).
Отсюда применением теоремы Катабриги [24] получаем
u ∈ L∞(0, T ;V ∩ (H2(Ω))3).
Аналогично, рекуррентным образом будем вести доказательство при s = 3,
|b(u(t), u(t), v)| ≤ c ‖u(t)‖(C(Ω))3
(
3∑
i,j=1
‖Diuj(t)‖L2(Ω)
)
|v| ,
а поскольку u ∈ L∞(0, T ;V ∩ (H2(Ω))3), то
b(u(t), u(t), v) = (g(t), v), g ∈ L∞(0, T ; (H1(Ω))3).
Так как u′ ∈ L∞(0, T ;H ∩ (H1(Ω))3), то имеем:
a(u(t), v) = (F (t), v), F ∈ L∞(0, T ; (H1(Ω))3), коль скоро f ∈ L∞(0, T ; (H1(Ω))3).
Отсюда применением теоремы Катабриги [24] получаем
u ∈ L∞(0, T ;V ∩ (H3(Ω))3).
Аналогично ведется доказательство при s > 3.
7. Доказательство единственности решения задачи (4.10)-(4.13). Пусть
u и u∗- два решения задачи (4.10)-(4.13), и пусть w = u− u∗. Тогда
(w′, v) + a(w, v) + b(w, u, v) + b(u, w, v)− b(w,w, v) = 0
∀v ∈ V (так какV ⊂ (L2(Ω))3). (7.1)
Поскольку ввиду (4.20) нам известно, что w′ ∈ L2(0, T ;V ′), то в (7.1) мы можем
положить v = w(t) и проинтегрировать по t; получим:
1
2
|w(t)|2 + ∫ t
0
a(w,w)dσ+
+
∫ t
0
[b(w, u, w) + b(u, w, w)− b(w,w, w)]dσ = 0. (7.2)
Однако b(u, w, w) = 0, b(w,w, w) = 0 и (7.2) примет вид
1
2
|w(t)|2 +
∫ t
0
‖w(σ)‖2 dσ = −
∫ t
0
b(w, u, w)dσ. (7.3)
где ‖w‖ =√a(w,w). Отсюда∣∣∣∫ t0 b(w, u, w)dσ∣∣∣ = ∣∣∣∫ t0 b(w,w, u)dσ∣∣∣ ≤
≤ c1
∫ t
0
‖w(σ)‖ |w(σ)| ‖u(σ)‖(L∞(Ω))3 dσ ≤
≤ ∫ t
0
‖w(σ)‖2 dσ + c2
∫ t
0
|w(σ)|2 ‖u(σ)‖2(L∞(Ω))3 dσ.
Из (7.3) следует, что
|w(t)|2 ≤ 2c2
∫ t
0
|w(σ)|2 ‖u(σ)‖2(L∞(Ω))3 dσ,
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откуда w = 0.
8. Существование классического решения задачи (2.1)-(2.5).
Пусть выполнены условие теоремы 10 при s = 4. Тогда по теореме 2
f(t) ∈ (C(Ω))3, u0(x) = (u01(x), u02(x), u03(x)) , u0i ∈ C2(Ω). Если f ∈ (C(QT ))3, то по
теореме 10 и следствие 3
u(x, t) = ( u1(x, t), u2(x, t), u3(x, t) ), ui ∈ C1[0, T ]× C2(Ω).
Из (4.5)
gradp = f − ∂u
∂t
+∆u−
3∑
i=1
uiDiu (8.1)
следует, что gradp ∈ (C(QT ))3, откуда p ∈ C[0, T ]× C1(Ω).
Систему (8.1) перепишем в следующем виде

∂p
∂x1
=
∑3
j=1
∂2u1
∂x2j
+ f1(x, t) − ∂u1∂t −
∑3
j=1 uj
∂u1
∂xj
, (x, t) ∈ QT ,
∂p
∂x2
=
∑3
j=1
∂2u2
∂x2j
+ f2(x, t) − ∂u2∂t −
∑3
j=1 uj
∂u2
∂xj
,
∂p
∂x3
=
∑3
j=1
∂2u3
∂x2j
+ f3(x, t) − ∂u3∂t −
∑3
j=1 uj
∂u3
∂xj
.
(8.2)
Из первого уравнения системы (8.2), учитывая условие (2.3)-(2.4), получим
f1(x, t)
∣∣∣xk=lxk=0 = −∂2u1∂x2k
∣∣∣xk=lxk=0 , k = 2, 3; ∀ t ∈ [0, T ]. (8.3)
Отсюда следует, что [
f1(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0 = 0, ∀x1 ∈ [0, l];[
f1(x, t)
∣∣x3=l
x3=0
] ∣∣x1=l
x1=0
= 0, ∀x2 ∈ [0, l];[
f1(x, t)
∣∣x2=l
x2=0
] ∣∣x1=l
x1=0
= 0, ∀x3 ∈ [0, l];
Также из (8.3) при t = 0 имеем
f1(x, 0)
∣∣∣xk=lxk=0 = −∂2u01∂x2k
∣∣∣xk=lxk=0 , k = 2, 3.
Аналогично из второго и третьего равенств системы (8.2) получим соответственно
f2(x, 0)
∣∣∣xk=lxk=0 = −∂2u02∂x2k
∣∣∣xk=lxk=0 , k = 1, 3;
[
f2(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0
= 0, ∀x1 ∈ [0, l];[
f2(x, t)
∣∣x1=l
x1=0
] ∣∣x3=l
x3=0
= 0, ∀x2 ∈ [0, l];[
f2(x, t)
∣∣x1=l
x1=0
] ∣∣x2=l
x2=0 = 0, ∀x3 ∈ [0, l];
f3(x, 0)
∣∣∣xk=lxk=0 = −∂2u03∂x2k
∣∣∣xk=lxk=0 , k = 1, 2.
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[
f3(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0 = 0, ∀x1 ∈ [0, l];[
f3(x, t)
∣∣x1=l
x1=0
] ∣∣x3=l
x3=0
= 0, ∀x2 ∈ [0, l];[
f3(x, t)
∣∣x1=l
x1=0
] ∣∣x2=l
x2=0
= 0, ∀x3 ∈ [0, l];
Мы получили условие на функцию f(x, t) = ( f1(x, t), f2(x, t), f3(x, t) ) и условие
согласования на границе ∂Ω области Ω при t = 0 этой функции с функцией u0(x) =
(u01(x), u02(x), u03(x)) , x ∈ Ω.
В итоге мы доказали следующую теорему.
Теорема 11. Пусть выполняется условие теоремы 10 при s = 4 и если
f ∈ (C(QT ))3 и выполняются условии:
f1(x, 0)
∣∣∣xk=lxk=0 = −∂2u01∂x2k
∣∣∣xk=lxk=0 , k = 2, 3;
f2(x, 0)
∣∣∣xk=lxk=0 = −∂2u02∂x2k
∣∣∣xk=lxk=0 , k = 1, 3; (8.4)
f3(x, 0)
∣∣∣xk=lxk=0 = −∂2u03∂x2k
∣∣∣xk=lxk=0 , k = 1, 2;[
f1(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0 = 0, ∀x1 ∈ [0, l]; ∀t ∈ [0, T ];[
f1(x, t)
∣∣x3=l
x3=0
] ∣∣x1=l
x1=0 = 0, ∀x2 ∈ [0, l];[
f1(x, t)
∣∣x2=l
x2=0
] ∣∣x1=l
x1=0
= 0, ∀x3 ∈ [0, l];[
f2(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0 = 0, ∀x1 ∈ [0, l];[
f2(x, t)
∣∣x1=l
x1=0
] ∣∣x3=l
x3=0
= 0, ∀x2 ∈ [0, l];[
f2(x, t)
∣∣x1=l
x1=0
] ∣∣x2=l
x2=0
= 0, ∀x3 ∈ [0, l];[
f3(x, t)
∣∣x2=l
x2=0
] ∣∣x3=l
x3=0
= 0, ∀x1 ∈ [0, l];[
f3(x, t)
∣∣x1=l
x1=0
] ∣∣x3=l
x3=0 = 0, ∀x2 ∈ [0, l];[
f3(x, t)
∣∣x1=l
x1=0
] ∣∣x2=l
x2=0 = 0, ∀x3 ∈ [0, l],
тогда существует единственное классическое решение задачи (2.1)-(2.5).
Единственность классического решения задачи (2.1)-(2.5) следует из единствен-
ности слабого решения задачи (2.1)-(2.5).
Из теоремы 11 следует, что если f ∈ (C∞(QT ))3, u0 ∈ (C∞(Ω))3 и выполняется
условие (8.4) то u ∈ (C∞(QT ))3, p ∈ C∞(QT ).
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