We show two Conductance-like theorems for mixing time of non-reversible non-lazy walks. These bounds involve a measure of expansion which expresses how well ergodic flow is distributed among vertices, which while conceptually similar to Blocking Conductance apply to non-lazy non-reversible Markov chains as well. As an application we derive two canonical path theorems for mixing time of non-reversible Markov chains in terms of edge and vertex congestion. The first result is related to the traditional canonical path mixing result but holds for general walks with small holding probability. The second theorem holds for all finite Markov chains, even non-reversible walks with no holding probability, hence not requiring the traditional but artificial assumption of strong aperiodicity. The path theorems are then used to show that a form of a known bound on mixing time of random walks on undirected Cayley graphs in fact applies to all finite directed Cayley graphs.
Introduction
Beginning with work of Jerrum and Sinclair [5] , the notion of conductance has been key to studying the complexity of many randomized algorithms. Subsequent improvements have greatly extended and sharpened these early results, including their application to non-reversible walks [8, 4] , the Average Conductance idea of improved mixing when small sets have higher conductance [7] , the Blocking Conductance argument of faster mixing if the ergodic flow of a lazy reversible walk is not heavily concentrated on a few vertices [6] , the Evolving set proof that Average Conductance applies to lazy non-reversible walks and bounds relative pointwise distance as well [10] , and the Modified Conductance method of bounding mixing time of a non-lazy non-reversible walk [9] .
We extend these last two results by giving them something of a Blocking Conductance flavor in that our new results also measure the degree to which ergodic flow is not heavily concentrated on a small set of vertices. In the Blocking Conductance case this is done by blocking a small set of vertices and checking whether this blocks much of the ergodic flow, whereas in our approach we count ergodic flow only up to some η-fraction of the vertex size and check whether this restricts flow substantially. We give two results, one when there is a non-zero holding probability at every vertex, and one when there may be no holding probability.
As an application we present two canonical path theorems which apply to general (non-reversible non-lazy) Markov chains. These can be used to do away with the assumption of strong aperiodicity or reversibility required for most canonical path analysis. These are artificial constraints, as algorithms are almost never implemented with a large holding probability, and as a non-reversible (i.e. directed) walk can converge faster than a reversible walk.
Roughly speaking, our result says that the Poincaré approach to bounding mixing times used by Sinclair [11] , Diaconis and Stroock [3] and Diaconis and Saloff-Coste [2] applies even in the general setting, if the maximum path length is replaced by a notion of maximum vertex congestion. Average path length and average vertex-congestion are equal (see equation (4. 3)), and so if every vertex has roughly the same number of paths passing through it then our result may be better, whereas when paths are distributed non-uniformly then Poincaré bounds are better. It is usually easier to keep path length small than to smooth out vertex-congestion, but when looking at a non-reversible walk it may be worth the extra effort to attempt this so that the artificial assumption of a large holding probability can be dropped. An interesting feature of one of our bounds is that for a general Markov chain P it suffices to consider odd length paths with edges alternating between P and its reversal P * . In the reversible case this reduces to the odd path length requirement of Diaconis and Stroock [3] .
As an application of sorts, we show that known complexity results for the (non-lazy) simple random walk on an undirected graph with self-loops apply just as well to the simple random walk on an Eulerian directed graph (i.e. strongly connected with in-degree=out-degree at each vertex) with selfloops. Other methods of which we are aware result in the loss of a factor of max-degree d. A more interesting problem is to study random walks on Cayley graphs, that is random walks on groups, for which we show that bounds of Babai [1] and Diaconis and Saloff-Coste [2] in the case of a lazy walk or a walk with a symmetric set of generators can be extended to the non-lazy non-symmetric case.
Our paper proceeds as follows. We review our results in detail in Section 2. In Section 3 we prove the mixing results when ergodic flow is spread over many vertices. Then in Section 4 canonical paths are used to bound mixing time in terms of notions of edge and vertex-congestion.
Main Results
Consider a finite ergodic Markov kernel P (i.e. transition probability matrix) on state space V with stationary distribution π. The walk has minimal holding probability α if ∀v ∈ V : P(v, v) ≥ α, is called lazy if α ≥ 1/2, and is reversible if P * = P where the time-reversal P * (x, y) = π(y)P(y,x) π(x)
. The ergodic flow from A ⊂ V to B ⊂ V is Q(A, B) = x∈A,y∈B π(x)P(x, y). The L 2 or chi-square distance between distributions σ and π is
The mixing time τ (ǫ) = min{n : ∀x ∈ V, k x n −1 2,π ≤ ǫ} for density k x n (y) = P n (x, y) is the worst-case time for L 2 distance to drop to ǫ.
Jerrum and Sinclair [5] showed that mixing time of a lazy reversible walk can be bounded in terms of the conductanceΦ = min A⊂VΦ (A) whereΦ(A) =
For our extension of this we count ergodic flow only up to some η-fraction of the vertex size and check whether this restricts flow substantially.
Walks with non-trivial holding probability
When there is a non-trivial holding probability then we work with a restriction of conductance:
If the holding probability is α and η ≥ 1 − α then Q η (A) = Q(A, A c ), and so in particular for a lazy walk Q 1/2 (A) = Q(A, A c ) agrees with the standard notion of ergodic flow andΦ 1/2 (A) =Φ(A) is the normal notion of conductance. More generally, if ergodic flow is well distributed among vertices then it may be thatΦ η (A) ≈Φ(A) even for fairly small η. In such a situation our first result can lead to a substantially improved mixing bound: Theorem 2.2. Consider a finite ergodic Markov chain with minimal holding probability α.
In contrast, previous bounds were comparable to τ (ǫ) ≤ 4/ǫ 2 4π * 2 dr rαΦ 1 (r) 2 , a factor 1/αη times worse, albeit with normal conductance instead of η-conductance. A natural example where ergodic flow is well spread out would be a canonical path argument in which the canonical paths are well distributed over the vertices. In this case the ergodic flow induced by the paths is not heavily concentrated at any point, and so we may have a substantial improvement over the conductance method of [5] using canonical paths. In order to state our results we need notions of edge and vertex congestion: Definition 2.3. Given a finite ergodic Markov chain P, let E ⊂ V × V be a subset of (directed) edges and for every x, y ∈ V , x = y, define a path from x to y along edges of E. The edge-congestion is given by
while the vertex congestion is
At first glance ρ v is rather involved. However, the second sum is so that a vertex is not counted in both γ xy and γ yx , which agrees with the intuition that in an undirected graph each undirected path should be counted only once. To simplify this note that v ∈ γ vx ∩ γ xv for all x ∈ V , and so
Also, in an undirected graph if γ yx is just γ xy traversed in reverse then
The standard approach to bounding mixing in terms of canonical paths is through a Poincaré inequality [3, 11, 2] and leads to the bound
It will be seen thatΦ ρv/ρe ≥ 1/ρ e , and from this derive our first path bound:
Theorem 2.4. Consider a finite, ergodic Markov chain with minimal holding probability α. If ǫ ≤ 1 then
Remark 2.5. The maximum can be dropped, or the bounds can be written in terms of ρ v or ρ e only, by the simplifications ρ v ≤ ρ e (1 − α) and ρ e ≤ ρv P 0 (E) . In particular, max
Example 2.6. Given an Eulerian directed graph (i.e. strongly connected with in-degree=out-degree at each vertex) with n vertices, max-degree d, and self-loops at every vertex, then consider the max-degree walk with transitions P(x, y) =
is an edge), and
d . To apply canonical paths, for every x, y ∈ V let γ x,y be the shortest path from x to y. Even if every path passes through vertex v and edge e, then ρ v ≤
This shows that mixing time of a simple random walk on any Eulerian graph is no more than a small constant factor slower than a walk on a cycle with (d− 2) edges from i → i+ 1, one edge from i → i− 1, and one self-loop. We are not aware of alternate proofs which are not d log n times weaker.
A more interesting problem is walks on Cayley graphs, that is, random walks on groups.
Example 2.7. Consider a group G with (non-symmetric) generating set S. The Cayley graph has edge set (g, gs) for all g ∈ G, s ∈ S. If p is a probability distribution on S then consider the walk P(g, gs) = p(s). Babai [1] showed a mixing bound for the lazy walk on Cayley graphs with symmetric generating set. Diaconis and Saloff-Coste [2] showed the same bound in the non-lazy symmetric case and lazy non-symmetric case. We now extend this to the non-symmetric case with small holding probability.
To each g ∈ G write g = s 1 s 2 · · · s k as a product of generators. Let ∆ = max |g| be the length of the longest such representation, and N (g, s) denote the number of times generator s appears in the representation of g. Then the argument of [2] is easily extended to show that there are canonical paths such that
(If the generating set is symmetric then ρ v < ∆+1 2 .) The interested reader can find details given as Lemma 4.3 in the Appendix to this paper. It follows that
This is (up to a small constant) the same bound as Babai, and Diaconis and Saloff-Coste showed in weaker settings. A result of Fill [4] that spectral gap λ PP * ≥ 2αλ P , can be used to extend their bounds to a non-lazy non-reversible bound, but with the weaker p(id) min s∈S p(s) in the denominator.
General Markov chains
Our second result is similar to the first, but for walks with no holding probability. In this case we must work with the Modified Conductance of [9] . The intuition behind this is as follows. Previous proofs working with conductance showed mixing by showing that if the walk is currently concentrated in some set A, then after a single step it will have spread to a region A ′ ⊃ A with say π(A ′ ) ≥ π(A)(1+Φ(A)/4). However, if the walk is periodic then conductance may be high but the walk may have simply shifted to a set A ′ of the same size as A. Hence, instead we require measurement of the probability of expanding from set A into the worst set of size π(A c ), not just into A c itself. To extend this concept as in the theorem above we go a step further, and truncate the flow at some η fraction of each vertex, as follows:
The η-modified conductance profile is given by
To gain some intuition into this definition, note that
that is, Ψ η (A) is the minimal η-ergodic flow from A into a set of size π(A c ). We again have a mixing bound similar to the first:
This generalizes Theorem 2.2 (up to a constant factor) because if η ≤ min{α, 1/2} then it reduces to Theorem 2.2 but with max{Q η (A, A c ), Q η (A c , A)} in the new bound instead of min{Q η (A, A c ), Q η (A c , A)}.
As before, it will be possible to show a canonical path theorem. To motivate our result note that Diaconis and Saloff-Coste [2, 9] (see also [3] ) show that for reversible walks with paths of odd length, including paths from a vertex x to y = x, that
Another approach is to use a result of Fill or Mihail [8, 4] and bound the spectral gap λ PP * of PP * , by taking canonical paths along edges of walk PP * , i.e. paths of even length with edges drawn alternately from P and then P * . However, often the minimal transition probability of PP * is the square of that of P (i.e. min PP * (x, y) = min P(x, y) 2 ), which is undesirable. Our result will combine aspects of these two approaches; we require paths of odd length, but the edges are drawn alternately from P and then P * . In the reversible case P = P * , and this reduces to requiring odd length paths.
Let us now state our main result for the no holding probability case:
Theorem 2.10. Consider a finite Markov chain P, let E ⊂ V × V be a subset of edges, and E * = {(y, x) : (x, y) ∈ E} denote the reversed edges. For every x, y ∈ V define an odd length path γ xy from x to y alternating between edges of E and E * . Then,
+ log 1 ǫ where P 0 (E) = min (x,y)∈E min{P(x, y), P * (y, x)}, δ 0 = min A,B⊂V {|π(A) − π(B)| : π(A) = π(B)}, the vertex-congestion isρ
a∈ odd γxy π(x)π(y) , and a ∈ odd γ xy if 'a' is an odd distance from initial vertex x (i.e. path enters 'a' along an edge of E).
The correct lead coefficient is probably 16, not 192. The following cycle shows that both the requirement of odd length paths and that of alternating between E and E * are necessary.
Example 2.11. Consider again the max-degree random walk on an Eulerian directed graph (V, E), but this time without the self-loop assumption. If the graph is connected under paths γ * xy of odd length alternating between edges of E and E * = {(x, y) : (y, x) ∈ E} then without loss it may be assumed that it passes through each vertex at most twice. Henceρ v ≤ 1 π 0 = n (half size because v ∈ γ xy ∩ γ yx ) and P 0 (E) = 1/d, and it follows that
This time the mixing time of a walk on an Eulerian graph connected under our special odd paths is no more than a constant factor slower than the oriented walk on an odd cycle with (d − 1) edges from i → i + 1 and one edge from i → i − 1.. Again, we are not aware of any bounds not d log n times weaker. Note the odd length was required as the oriented walk just described do not mix on a cycle of even length, whereas alternating between E and E * was required as otherwise the walk with all edges from i → i + 1 would incorrectly be shown to converge
We can now complete our discussion of walks on Cayley graphs. and so
For a reversible walk this matches (up to a constant factor) the bound of Diaconis and SaloffCoste. Fill [4] and Mihail's [8] method could be used to extend their result to the general case, but with min ss ′ ∈SS * p(s)p * (s ′ ) = (min s∈S p(s)) 2 in the denominator and even length alternating paths. We have shown the potential squaring to be extraneous.
Proofs of results on η-conductance and η-modified conductance
The proofs of our two Conductance-like bounds on mixing times will be shown by use of the Evolving set methodology [10, 9] :
We work with a bound of [9] , which is slightly sharper than that of [10] .
Theorem 3.2. The mixing time of a finite irreducible Markov chain is at worst
is convex where for f : [0, 1] → R + the f -congestion profile C f is any function satisfying
Evaluating C f (A) is primarily an optimization problem subject to whatever assumptions are given in the problem to be solved. A few helpful relations to note are that π(A u ) is a decreasing function of u and
To show Theorem 2.2, the improved mixing bound for a walk with small holding probability when ergodic flow is well spread out, it suffices that the following hold: Lemma 3.3. If A ⊂ V and η ≤ min{α, 1/2} for minimal holding probability α then
Proof. First consider the conditions of the lemma.
is f is concave and µ is a probability measure, and so if f (a) = a(1 − a)
By concavity f ′ is non-increasing, and so
Hence h is maximized when y = x and these are minimized, so
Putting together these various facts we have that
The final line applied the relation
Next, we desire a result for walks with no holding probability. When η ≤ α the result will be somewhat more restrictive than our earlier result, which is why we have chosen to approach this in two stages, previously with a holding probability required and now without one. Theorem 2.9 follows from the following lemma:
As before, consider the conditions of the lemma.
y(1−y) with domain x, y ∈ (0, 1) is convex in x, because
≥ 0, and so by Jensen's inequality applied to the concave function −g,
Hence,
.
The second inequality used Jensen, while the final inequality used the relations
. This simplifies to give the lemma.
Proofs of results on Canonical paths
We now show our mixing bounds in terms of quantities involving canonical paths.
First, for the case with small holding probability we require a lower bound on an appropriate choice of η-conductance.
Lemma 4.1. Given cycle-free paths {γ xy } between each x, y ∈ V , x = y, theñ
Proof. For each pair of vertices x ∈ A, y ∈ A c , x = y, transport flow of π(x)π(y) along the path γ xy ⊂ E from x to y, for a total of π(A)π(A c ) from
A similar argument lower bounds Q ρv/ρe (A c , A).
It is then not hard to show our first canonical path result:
Proof of Theorem 2.4. Remove any cycles in the paths. This can only decrease ρ v and ρ e , and hence improve our mixing bound. From Corollary 3.3 and Lemma 4.1, we know that if ρ v /ρ e ≤ α then 1 − C √
The convexity condition of Theorem 3.2 is satisfied by this lower bound and this gives the first result.
Also, since Q ρv/ρe (A, A c ) > 0 was shown using only edges of E, there exists x ∈ A, y ∈ A c : Q(A, y) ≥ Q(x, y) ≥ P 0 (E)π(y). Hence, Q min{α,P 0 (E)} (A) ≥ min{α, P 0 (E)}π 0 . A similar argument shows Q min{α,P 0 (E)} (A c ) ≥ min{α, P 0 (E)}π 0 , and so by Corollary 3.3,
The convexity condition of Theorem 3.2 is easily verified for this lower bound and so
which integrates to give a slightly improved version of the second bound in the theorem. Finish with the simplification max ρv α , ρ e ≤ ρv min{α,P 0 (E)} discussed in Remark 2.5.
It may seem somewhat odd that congestion of vertices replaced the path length that appeared in the Poincaré mixing bounds. However, note that if we define
to be the average vertex congestion over the entire space V , and ℓ ave =
to be the average path length, then
Now, consider the canonical path theorem without holding probabilities.
Proof of Theorem 2.10.
2π(A) . To bound π(D), consider x ∈ A and y ∈ V \ B. Write path γ xy as
2ρv and so φ P 0 (E) (A) ≥ In order to study walks on Cayley graphs we argued that a result of [2] generalizes easily. Details can be found below.
Lemma 4.3. Consider group G with (non-symmetric) generating set S, and to each g ∈ G write g = s 1 s 2 · · · s k as a product of generators. Let ∆ = max |g| be the length of the longest such representation, and N (g, s) denote the number of times generator s appears in the representation of g. If p is a probability distribution on S then the random walk with transitions P(g, gs) = p(s) has canonical paths such that ρ v < ∆, ρ e < max If the generating set is symmetric then ρ v < ∆+1 2 . Proof. Given x, y ∈ G let g = x −1 y = s 1 s 2 · · · s k and path γ x,y be given by x → xs 1 → · · · → xg = y. 
