ABSTRACT
INTRODUCTION
In this paper we are presenting three algorithms for the purpose of the Voice activity detection in EEG collected brain stem speech evoked potentials. In our experiment [7, 8, 9 ] EEG Eelectrode recordings are made from brain stem in response to complex, speech-like, sound stimuli. There is increasing interest in recording auditory brainstem responses to speech stimuli (speech ABR) as there is evidence that they are useful in the diagnosis of central auditory processing disorders [7] . However, the frequency content of natural speech is neither concentrated in frequency or in time, the recording of speech ABR of sufficient quality may require tens of minutes [6] . Even with a synthetic consonant-vowel stimulus, a recording time of several minutes was required [8] . Speech ABR is believed to originate in neural activity that is phase-locked to the envelope or harmonics of the stimulus. As a result, the recorded responses are remarkably speech-like. In fact, speech ABR is quite intelligible if played back as a sound [9] . As a result, methods used for Voice Activity Detection (VAD) can be useful for the detection of speech ABR. Once the response is detected, then other noise suppression algorithms could in principle be applied to improve the signal-to-noise ratio (SNR).
We implemented three algorithms for the purpose of the VAD for our experiment of brain stem speech evoked potentials: (a) Linear-interpolation zero-crossing rate algorithm [5] explained in the section 2 A, specifically for our application. (b) A new proposed VAD algorithm that is based on a binary weighting of the spectral components of the signal under test [1] . This algorithm, explained in the section 2 B, is based on the property that vowels have distinctive spectral peaks. These are likely to remain higher than their surroundings even after severe corruption. Therefore, by developing a method of detecting the spectral peaks of vowel sounds in corrupted signal voice activity can be detected as well even in low signal-to-noise ratio (SNR) conditions. (c) Two more statistical algorithms [10] are also implemented, based on a statistical approach that has become the standard for detecting harmonic components in a related evoked response, the auditory steady-state response (ASSR).
We provided the results in the sections of 3 and 4. Finally we found the peak valley detection based SNRPVD algorithm perorming better than the remaining two.
ALGORITHMS
A. Zero Crossing Rate usage for the purpose of Voice activity detection [5] First, in this paper we have implemented the Voice activity detection for the collected EEG brain stem speech evoked potentials using the "linear interpolation Zero crossing rate algorithm". In this algorithm the shape of the signal is very close to the straight line near the zero crossing. Near the zero crossing the samples are described as points in straight line defined by the angular parameter a, and a linear parameter b. The two consecutive samples on the X-axis can be expressed as
The parameters a and b can be expressed in terms of the samples.
The raising zero crossing must be in between two consecutive samples which must satisfy the condition.
Sample displacement for interpolation parameter d, is defined when interpolated sample n+d is given by
By making the interpolated value equal to zero we can calculate the desired instant n+d of the zero crossing.
The displacement d is given by
d is a fractional number as of the equation 3, which is the zero crossing instant in sample numbers n+d. The samples x n and x n+1 are trailing and leading samples from the zero cross instant.
B. Peak valley detection algorithm for the Voice activity detection: Signal to Noise ratio Peak valley detection ratio[1]
This method uses spectral peaks of vowel sounds to detect Voice activity in this particular experiment of EEG collected brain stem speech evoked potentials. Using this method we reduce the problem of detecting the voice activity to the problem of detecting the presence of vowels. In this the assumption is that the vowel sounds are nearly unique to speech. Why is this vowel sound detection is the reason that consonant sounds are always accompanied by vowel sounds and their duration is short so presence of vowel sounds can be directly related to the presence of speech. Vowel sounds are having distinctive spectral peaks of energy at specific spectral bands. Even though there is severe noise corruption the peaks remain higher than their surroundings. We assume that the positions of major spectral peaks are the most important factor in recognizing the vowel sounds rather than the relative sizes of peaks or the shapes in spectral valleys, which are vulnerable to noise. Using this concept we propose the Signal to noise Ratio peak valley difference (SNRPVD) which calculates the similarity between the peak signature vector S of a registered vowel sound and the spectrum X of the input signal. In this by using one conventional existing peak valley detection formula [1] and applying it on several of our data sets and for our application we have concluded and modified the formula to this following formula.
S Vector:
The peak signature vector S contains the peak position information for a vowel sound. It is a binary vector designed by us for this type of data collection. We already know that the locations of the places where these vowel sounds peaks occur i.e.> for example at 400 Hz, 500 Hz, 700 Hz, 800 Hz, 1000 Hz. So after we locate which frequencies of vowel peaks we need to select then we have to use the following formula for the detection of the locations of the frequencies in the given vector size of 1024 and for the frequency sampling rate of 3202 Hz. Then put "1" in those calculated locations and put zeros in the remaining locations which gives the "S" vector for that particular data set. Then we can apply the above SNRPVD formula for the voice activity detection. There are several ways to design this S vector depending on the application and the data collection.
S vector frequency location calculation formula.
Frequency location = [(Sampling Frequency / Number of Samples) (frequency for which we need to find the location)] + 2.
RESULTS
In this section the results of the three algorithms are presented in the form of bar graphs which are useful for the analysis of the performance of the three algorithms. In this we observed the SNRPVD [1] algorithm is far better than the ZCR [5, 9] and Statistical analysis algorithm [10] . The results are discussed in the discussion section, which are given in the tabular form Table 1 . We have 10 different subjects for analysis but we have presented here graphical results of one subject for example purposes for all the three algorithms in Fig 1,2,3 ,4. 
DISCUSSIONS
The results are given in the Tabular form Table 1 for all the three algorithms under evaluation. In this we have taken into consideration the EEG pure noise data which we have collected during the data collection. The ZCR [5, 8] and SNRPVD [1] values as reference for evaluation which are 120 and 1.8596 respectively for this EEG noise data. On these for precise evaluation purpose we have taken some additional percentage of 5% more on these values which are 126 and 1.95258 respectively to form as a threshold. So this is the 100% surety reference threshold from the ZCR SNR (+10 to -40) [8] and SNRPVD [1] . So for the statistical analysis purposes we will take as low p-value as possible for the reference threshold value to make it as close as possible for the 100% surety. In our case we have taken 0.01 is the threshold p-value we have taken. Form this we have 1% error i.e. 99% surety. For ZCR [8] and SNRPVD [1] values of all 10 subjects if the values are more than the taken threshold then it is considered as voice detection. For statistical analysis algorithm if it is less than the given threshold then it is considered as the voice detection. So in this case we started the experiment as adding the noise from 10 db to -40 db and also 1000db to the EEG pure noise signal and then adding this noised signal to the original data signal and then we did put into application this ZCR and SNRPVD and also statistical algorithmic procedures. 
CONCLUSION AND FURTHER RESEARCH
After As of the observed results from the table I it is clear that we can do better in the case of Signal to Noise Ratio Peak Valley Detection (SNRPVD) algorithm than Zero Cross Rating and Statistical analysis algorithms. As a further research part we are implementing few more VAD algorithms existing and about to compare them with our SNRPVD technique for further verification of its better performance over them, and would like to standardize it & then to apply in real time applications.
