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a b s t r a c t
We describe an infinite familyMn,k, with n ≥ 4 and 1 ≤ k ≤ n− 2,
of minimal non-orientable matroids of rank n on a set with 2n
elements. For k = 1, n − 2, Mn,k is isomorphic to the Bland–Las
Vergnas matroidMn. For every 2 ≤ k ≤ n− 3 a newminimal non-
orientable matroid is obtained. All proper minors of the matroids
Mn,k are representable over Q.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The notion of orientability for matroids was introduced independently by Bland, Las Vergnas [1]
and by Folkman and Lawrence [2]. In the original paper by Bland and Las Vergnas the authors
consider the problem of characterizing those matroids which are orientable proving, in particular,
that orientable matroids cannot be characterized in terms of a finite number of excluded minors.
Matroids and oriented matroids can be regarded as affine varieties over the prime fields Z2 and Z3
abstracting the Grassmann variety defined by the Grassmann–Plücker polynomials (see e.g. [3]). This
point of view was explored in order to obtain an algebraic characterization of orientable matroids by
Dress and Wenzel in [4]. Such an algebraic characterization is provided by Bokowski and Guedes de
Oliveira in [5]. However, testing orientability, even for rank 3 matroids, is NP-complete as proved by
Richter-Gebert in [6].
Examples of minimal non-orientable matroids play a relevant role in further understanding
orientability of matroids.
Infinite families of minimal non-orientable matroids of rank 3, have been described by Ziegler [7]
and more recently by Flórez and Forge [8].
Concerning ranks higher than 3, apart from a few sporadic examples, we only know one example,
the Bland–Las Vergnas matroids Mn [1], of an infinite family describing one minimal non-orientable
matroid for every rank n ≥ 4. In this paper we generalize this family to a family Mn,k of minimal
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non-orientable matroids of rank n on a 2n-element set. For k = 1, n − 2, Mn,k is isomorphic to the
Bland–Las Vergnas matroid Mn. For every 2 ≤ k ≤ n − 3 a new minimal non-orientable matroid is
obtained. All proper minors of the matroidsMn,k are representable over Q.
It should be pointed out that our proof is based on a constructive description of the matroidsMn,k
(Lemmas 1 and 2 and Definition 3). We can, actually with the same construction, obtain other infinite
families of non-orientable matroids on a 2n-element set and rank n (see the Final Remark).
2. The matroidsMn,k
Definition 1. Let E = {v1, . . . , vn, v′1, . . . , v′n} be a set with 2n elements. For every n ≥ 3 and every
1 ≤ k ≤ n− 2 define Cn,k as the family of subsets of E whose elements are:
(i) the 4-subsets of E: Ri,j = {vi, vj, v′i , v′j}, for every 1 ≤ i < j ≤ n.
(ii) the n-subsets of E: C1, . . . , Cn and V = {v1, . . . , vn} of E, where for i = 1, . . . , n − k,
Ci := {v1, . . . , vi−1, v′i , vi+1, . . . , vn−k, v′n−k+1, . . . , v′n} and for i = n − k + 1, . . . , n, Ci ={v′1, . . . , v′n−k, v′n−k+1, . . . , v′i−1, vi, v′i+1, . . . , v′n}.
(iii) all the (n + 1)-subsets of E not containing one of the 4-subsets described in (i) or one of the
n-subsets described in (ii).
Theorem. Let E = {v1, . . . , vn, v′1, . . . , v′n} be a set with 2n elements, n ≥ 3.
(1) For every 1 ≤ k ≤ n− 2 the family Cn,k of Definition 1 is the family of circuits of a matroid, Mn,k, of
rank n over E.
(2) For every n ≥ 4 and 1 ≤ k ≤ n− 2 the matroid Mn,k defined in (1) has the following two properties:
(i)Mn,k is not orientable.
(ii) Every proper minor of Mn,k is representable over Q and therefore orientable.
Remark 1. From the intersection structure of the n-subsets ofCn,k one easily concludes that for every
1 ≤ k < k′ ≤ n−3 the matroidsMn,k andMn,k′ of the theorem are not isomorphic. The matroidsMn,1
andMn,n−2 are both isomorphic to the matroidMn of Bland and Las Vergnas [1] (we point out that in
the description ofMn in page 331 of [3] there is a circuit – namely {e′1, . . . , e′n} – missing).
Our proof of the above theorem is based on a geometric description of thematroidMn,k as a single-
element extension of the matroid of an n-cross-polytope of Rn followed by the contraction of the
new element (Lemma 1, Lemma 2, Definition 3). For each k the single-element extension of the cross-
polytope leading to thematroidMn,k is obtained from a representable affine extension by pushing the
new point onto a hyperplane.
The operation of pushing an element onto a hyperplane has been introduced in the context of
oriented matroids by Fukuda and Tamura [9] as a local deformation preserving orientability (see
e.g [3]). Here we use the less restrictive non-oriented version of this operation defined in the next
definition and Lemma 1.
Definition 2. LetM = M(E) be a simple (without loops or coloops) matroid of rank n over a set E. We
say that a hyperplane H and an element e 6∈ H are in general position in M if the next condition (GP) is
satisfied:
(GP) For every hyperline L of M contained in H the set L ∪ e is a hyperplane of M .
For every pair (H, e) of a hyperplane and an element in general position in M we denote by
G(= G(H, e)) the family of hyperplanes of M contained in H ∪ e and byX(= X(H, e)) the family of
circuits of rank n ofM containing a basis ofH∪e. Denoting, as usual, byH(= H(M)) andC(= C(M)),
the family of respectively hyperplanes and circuits ofM we have:
G := {G ∈ H : G ⊆ (H ∪ e)} and
X := {C ∈ C : |C | = n+ 1 and |C ∩ (H ∪ e)| = n}.
Lemma 1. Let M = M(E) be a simple matroid of rank n over a set E.
(1) For every pair (H, e) of a hyperplane and an element of M in general position in M, the familyHH,e of
subsets of E defined by:
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HH,e := H \ G ∪ {H ∪ e}
is the family of hyperplanes of a matroid, MH,e = MH,e(E), of rank n over E. Moreover,
(2) The family of circuits of MH,e is given by:
CH,e := C \X ∪ {C ∩ (H ∪ e) : C ∈ X}.
The matroid MH,e thus defined is called the matroid obtained from M by pushing the element e onto the
hyperplane H.
Proof. (1) Verifying that HH,e is the family of hyperplanes of a matroid is a routine checking of the
axioms for hyperplanes of a matroid: (i) H1,H2 ∈ HH,e and H1 ⊆ H2 H⇒ H1 = H2 and (ii) If
H1,H2 ∈ HH,e are two distinct hyperplanes of HH,e then for every x 6∈ H1 ∪ H2 there is H3 ∈ HH,e
such that (H1 ∩ H2) ∪ x ⊆ H3.
(i) Let H1,H2 ∈ HH,e, with H1 ⊆ H2. From the definition of a pair hyperplane/element in general
position, no hyperplane of H \ G is contained in H ∪ e, therefore either H1 = H2 = H ∪ e or
H1,H2 ∈ H \ G. In this case they are both hyperplanes ofM implying that H1 = H2.
(ii) Consider two distinct hyperplanes H1,H2 ∈ HH,e and x 6∈ H1 ∪ H2. If H1,H2 ∈ H \ G, since by
hypothesisH satisfies (ii), there is a hyperplane H3 ∈ H satisfying (ii). If H3 ∈ H \ G then H3 ∈ HH,e
satisfies (ii), if H3 ∈ G then H3 ⊂ H ∪ e and, in this case, H ′3 = H ∪ e ∈ HH,e satisfies (ii). Next we
consider the case: H1 ∈ H \ G and H2 = H ∪ e separating the cases e 6∈ H1 and e ∈ H1.
If e 6∈ H1 then H1 ∩ (H ∪ e) = H1 ∩ H is a subset of some hyperline L ofM contained in H . Since H
and e are in general position inM and x 6= ewe conclude thatH3 := clM(L∪x) is a hyperplane ofH \G
satisfying (ii). When e ∈ H1, the intersection H1 ∩H is a subset of some flat F of rank (n− 3) ofM and
the fact that H and e are in general position inM and x 6∈ H ∪ e implies that H3 := clM(F ∪ {e, x}) is a
hyperplane ofH \ G satisfying (ii).
We leave the proof of (2) to the reader. 
Notation. In what follows when we work in Rn, (e1, . . . , en) denotes the canonical basis, 0 denotes
the zero vector and 1 the vector 1 = ∑ni=1 ei = (1, . . . , 1) of Rn. Given a set E ⊂ Rn we denote by
Aff (E) the matroid of the affine dependencies of E over R and by aff (E) the affine space spanned by
E. We recall that every matroid representable over R is orientable, in particular affine matroids over
R are orientable.
We use [n] to denote the set {1, . . . , n}.
Lemma 2 (The Matroids Sn and Nk). For every n ≥ 3 and 1 ≤ k ≤ n− 2, let Vk = {v1, . . . , vn} and
V ′k = {v′1, . . . , v′n} be the subsets of Rn defined by:
vi = ei +
n∑
j=n−k+1
ej for i = 1, . . . , n− k and
vi = 1− ei for i = n− k+ 1, . . . , n
v′i = 1− vi for i = 1, . . . , n.
Consider E := Vk∪V ′k and let Sn and Nk denote the matroids of affine dependencies over R of E and E ∪0,
respectively.
Sn := Aff (E) and Nk := Aff (E ∪ 0).
(1) The families of circuits and hyperplanes of Sn are given by:
C(Sn) = {Rij = {vi, v′i, vj, v′j} : 1 ≤ i < j ≤ n}
H(Sn) = {H(i) = E \ {vi, v′i} : i ∈ [n]} ∪ {H(α, β) : α ⊆ [n− k], β ⊆ [k]}
where for every α ⊆ [n − k] and β ⊆ [k], H(α, β) ⊆ E is defined by: H(α, β) := {vi : i ∈ α} ∪ {v′i :
i ∈ [n− k] \ α} ∪ {vn−k+i : i ∈ β} ∪ {v′n−k+i : i ∈ [k] \ β}.
(2) The affine span, aff (H), of a hyperplane of Sn contains 0 if and only if H is one of the following
hyperplanes, C1, . . . , Cn, defined by:
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Ci := H([n − k] \ {i},∅) = {v1, . . . , vi−1, v′i, vi+1, . . . , vn−k, v′n−k+1, . . . , v′n}, for i ∈ [n − k], and
Cn−k+i := H(∅, {i}), for i ∈ [k], i.e. Cn−k+i := {v′1, . . . , v′n−k, v′n−k+1, . . . , v′n−k+i−1, vn−k+i, v′n−k+i+1,
. . . , v′n}.
(3) The family of circuits of Nk is defined by:
C(Nk) = C(Sn) ∪ {Ci ∪ 0, i ∈ [n]} ∪ {X ∪ 0 : X ⊂ E, |X | = n+ 1, X does not contain neither a circuit
of Sn nor one of the subsets C1, . . . , Cn defined in 2)}.
(4) (Vk, 0) is a pair hyperplane/element in general position in Nk.
Proof. (1) The families C(Sn) andH(Sn) defined in (1) are the families of circuits and hyperplanes of
the matroid of the cross-polytope with vertices E = Vk ∪ V ′k. Note that the n points of Vk are affinely
independent and that the set E is centrally symmetric with respect to the point c = ( 12 , . . . , 12 ) of
Rn. The point c does not lie in the affine hyperplane, aff (Vk), spanned by Vk since aff (Vk) = {x ∈
Rn : hk·x = k(n− k− 1)+ 1}, where hk :=∑n−ki=1 ei + (n− k− 1)∑ni=n−k+1 ei.
(2) From (1) we know the family of hyperplanes of Sn. Now we study which of these subsets contain
0 in its affine span.
Recall that given an affinely independent subset, P = {p1, . . . , pn} of Rn, letting A denote the n× n
matrix whose ith row is pi, one has:
0 ∈ aff (P)⇐⇒ dim(ker(A)) = 1⇐⇒ det(A) = 0.
Moreover, the affine hyperplane, aff (P), is defined by:
aff (P) = {x ∈ Rn : x.h = 0} with h ∈ Ker(A) \ 0.
Let H(α, β) be a hyperplane of Rn with α ⊂ [n − k] and β ⊂ [k]. Denote by A(α, β) the n × n
matrix whose rows correspond to the points of H(α, β): for j = 1, . . . , n− k, the jth row of A(α, β),
is vj if j ∈ α and v′j if j ∈ [n− k] \ α. For j = n− k+ 1, . . . , n, the (n− k+ i)th row is vn−k+i if i ∈ β
and v′n−k+i if i ∈ [k] \ β .
In order to determine those (α, β) ⊆ [n− k] × [k] for which det(A(α, β)) = 0 first observe that,
after a convenient reordering of the first n− k rows and columns of A(α, β) followed by a convenient
reordering of the last k rows and columns, we obtain the matrix A(i1, i2) represented below, where
i1 := |α| ( 0 ≤ i1 ≤ n − k) and i2 := |β| ( 0 ≤ i2 ≤ k). The diagonal blocks of A(i1, i2) are square
matrices of type Is = (δij), the identity matrix of order s, or of type Js the square matrix of order s
defined by Js = (1− δij). The remaining blocks are either matrices of 0′s or 1′s as indicated.
A(i1, i2) =

Ii1 | 0 | 1− − − − − − −
1 | Jn−k−i1 | 0− − − − − − −
1 | Ji2 | 1− − − − − − −
0 | 0 | Ik−i2
 .
(A) det(A(i1, i2)) 6= 0 for 1 ≤ i1 ≤ n− k− 1 and 1 ≤ i2 ≤ k− 1:
Subtracting the first row v1 from the next i1− 1 rows, the row v′i1+1 from the next n− k− i1− 1 rows
and the row vn−k+1 from the next i2−1 rows we conclude that a vector h is in Ker A(i1, i2) if and only
if the following two conditions are satisfied:
(i) h = (a, . . . , a︸ ︷︷ ︸
i1
, a′, . . . , a′︸ ︷︷ ︸
n−k−i1
, b . . . , b︸ ︷︷ ︸
i2
, 0, . . . , 0︸ ︷︷ ︸
k−i2
) a, a′, b ∈ R
(ii)
{v1·h = 0
vi1+1·h = 0
vn−k+1·h = 0
⇐⇒
[1 0 i2
i1 n− k− i1 − 1 0
i1 n− k− i1 i2 − 1
][a
a′
b
]
=
[0
0
0
]
.
LetB(i1, i2)denote the 3×3matrix of condition (ii).Wehavedet(B(i1, i2)) = (i2−1)(n−k−1)+i1 > 0,
since we are considering i1, i2 ≥ 1. This implies that for 1 ≤ i1 ≤ n − k − 1 and 1 ≤ i2 ≤ k − 1 we
must have Ker (A(i1, i2)) = {0} and therefore det(A(i1, i2)) 6= 0.
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(B) Studying in the same way det(A(i1, i2)) in the cases i1 ∈ {0, n − k} and i2 ∈ {0, k}, we conclude
that: (B1) For i1 ∈ {0, n − k}, det(Ker (A(i1, i2))) = 0 iff i1 = 0 and i2 = 1. (B2) For i2 ∈ {0, k},
det(Ker (A(i1, i2))) = 0 iff i1 = n− k− 1 and i2 = 0..
(A), (B1) and (B2) imply that 0 ∈ aff (H(α, β)) if and only if either α = ∅ and β = {i} ⊂ [k] or
α = [n− k] \ {i} and β = ∅.
In order to complete the proof of (2) the reader must still verify that 0 6∈ aff (E \ {vi, v′i}).
(3) Is a direct consequence of (1) and (2): the circuits of Nk that do not contain the element 0 are
defined in (1). From (2) we conclude that the bases of Nk that contain 0 are the (n+1)-subsets of E∪0
of the form X ∪ {0} with X ⊂ E such that |X | = n and X does not contain neither a circuit of Sn nor
X = Ci for some i ∈ [n]. This observation clearly implies (3).
(4) By (2) Vk is a hyperplane of Nk, Vk ∪ 0 is a basis of Nk and Vk \ vi ∪ 0 is a hyperplane of Nk.
Therefore, by definition, the pair (Vk, 0) is a pair hyperplane/element in general position in Nk. 
Definition 3. The matroids N ′k andMn,k.
Consider the matroid Nk of Lemma 2, i.e. the matroid of affine dependencies over R of the subset
of points E ∪ 0 = Vk ∪ V ′k ∪ 0 of Rn defined in Lemma 2. By Lemma 2.(4) the pair (Vk, 0) is a pair
hyperplane/element in general position in Nk and by Lemma 1, we can consider:
N ′k := the matroid obtained from Nk by pushing the element 0 into the hyperplane Vk. Then we define
Mn,k as the matroid obtained from N ′k by contracting the element 0, i.e.
Mn,k := N ′k/0.
Note that both Nk and N ′k are matroids of rank n + 1 over a (2n + 1)-element set E ∪ O =
V ∪ V ′ ∪O = {v1, . . . , vn} ∪ {v′1, . . . , v′n} ∪O and thatMn,k is a matroid of rank n over the 2n-element
set E = V ∪ V ′ = {v1, . . . , vn} ∪ {v′1, . . . , v′n}.
The set of points Vk ∪ Vk ∪ 0 ⊂ Rn of Lemma 2 with the natural correspondence vi −→ vi,
v′i −→ v′i and O −→ 0 is a representation of Nk over R, actually also over Q.
The next lemma gives the explicit description, in terms of circuits, of the matroid Mn,k and of its
dualM∗n,k.
Note that the first statement of this lemma actually proves the first statement of themain theorem.
The isomorphism betweenMn,k and its dual, defined in the second statement of the lemma, will allow
significant reductions in the proof of the second part of the main theorem.
Lemma 3. For every n ≥ 3 and every 1 ≤ k ≤ n − 2 let Mn,k be the matroid over the 2n-element set
E = V ∪ V ′ = {v1, . . . , vn} ∪ {v′1, . . . , v′n} defined above.
Then:
(1) The family of circuits of Mn,k is the family Cn,k of Definition 1.
(2) The involution pi : E −→ E defined by pi(vi) = v′i and pi(v′i) = vi is an isomorphism between Mn,k
and its dual M∗n,k.
Proof. First note that by definition of contraction the families of circuits and hyperplanes of the
matroids N ′k andMn,k = N ′k/0 are related by:
(i) C(Mn,k) = Min{X \ 0 : X ∈ C(N ′k)} and
(ii) H(Mn,k) = {H \ 0 : H ∈ H(N ′k) and 0 ∈ H}.
(1) N ′k is, by definition, the matroid obtained from Nk by pushing the element 0 onto the hyperplane
Vk = V . Using Lemma 1.(2) we can describe the family of circuits of the matroid N ′k in terms of the
family of circuits of the matroid Nk. We have:
C(N ′k) = C(Nk) \ {X ∈ C(Nk) : |X | = n+ 2, and V ∪ 0 ⊂ X} ∪ {V ∪ 0}.
The family of circuits of C(Nk) is explicitly described in Lemma 2.(3) and therefore (i) is equivalent to
the equality C(Mn,k) = Cn,k, proving (1).
(2) On the other hand from Lemma 1.(1) and 2.(2) we have the following description of the
hyperplanes of N ′k containing the element 0:
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A subset H ⊂ E ∪ 0 is a hyperplane of N ′k with 0 ∈ H if and only if H satisfies one of the following
conditions (*) or (**):
(∗) H = Ci ∪ 0, for some i ∈ [n] or H = V ∪ 0.
(**) H = L ∪ 0 for some hyperline L of Nk not contained in one of the sets C1, . . . , Cn, V .
Now a hyperline L of Nk satisfying condition (∗∗)may be of two types:
Type (1) L contains a pair {vi, v′i}, for some i ∈ [n]. In this case L = E \ {vj, v′j , vk, v′k} for some
j, k ∈ [n] \ i.
Type (2) L does not contain a pair {vi, v′i}. In this case L = {vi}i∈I ∪ {v′j}j∈J with I, J disjoint subsets of[n] such that |I ∪ J| = n− 1 and L 6⊂ C1, . . . , Cn, V .
Therefore (using (ii)) the family of hyperplanes ofMn,k is given by:
H(Mn,k) = {C1, . . . , Cn, V } ∪ {L satisfying (∗∗) of type (1)}
∪ {L satisfying (∗∗) of type (2)}
The circuits ofM∗n,k (cocircuits ofMn,k) are the complements of the hyperplanes ofMn,k, therefore
we have:
C∗n,k = {E \ C1, . . . , E \ Cn, E \ V } ∪ {Rj,k = {vj, v′j , vk, v′k} : 1 ≤ j < k ≤ n}
∪ {D ⊆ E : |D| = n+ 1 and D does not contain one of the subsets
E \ C1, . . . , E \ Cn, E \ V or Rj,k, 1 ≤ j < k ≤ n}.
It follows that the involution pi : E −→ E defined in the lemma satisfies the following condition:
X ∈ Cn,k ⇐⇒ pi(X) ∈ C∗n,k. Therefore pi is an isomorphism betweenMn,k and its dualM∗n,k. 
Remark 2. (1) The reader may easily verify that for n = 3 and k = 1 the matroidM3,1 whose family
of circuits is C3,1 is representable over R (even over Q) and therefore orientable.
(2) In order to conclude the proof of the main theorem we must prove that, for n ≥ 4, the matroids
Mn,k with 1 ≤ k ≤ n−2 are not orientable.We recall from [1] that in all these cases (n ≥ 4) given two
circuits Ri,j and Ri,k ofMn,k the unique circuit contained in (Ri,j ∪ Ri,k) \ vi or in (Ri,j ∪ Ri,k) \ v′i is Rj,k.
One can easily verify that this property implies that given an orientationM of Mn,k we may assume
without loss of generality (if necessary reversing signs on a subset) thatM contains as signed circuits
all signed sets Rij = (R+ij , R−ij )with R+ij = {vi, v′i}, R−ij = {vj, v′j}, 1 ≤ i < j ≤ n.
Proof of the theorem. (1) We proved in Lemma 3 that, for every n ≥ 3 and 1 ≤ k ≤ n − 2, Cn,k is
the family of circuits of the matroidMn,k of Definition 3.
(2)-(i) We prove, by contradiction, thatMn,k is not orientable for n ≥ 4.
Assume thatMn.k is orientable. Consider an orientationM ofMn,k. By Remark 2.(2) wemay assume
w.l.o.g. thatM contains the signed circuits Rij = (R+ij , R−ij ) with R+ij = {vi, v′i}, R−ij = {vj, v′j}. Recall
that the involution pi : E −→ E defined in Lemma 3.(2) is an isomorphism betweenMn,k and its dual.
Orthogonality between the signatures of circuits and cocircuits of an oriented matroid then implies:
(a) The cocircuitspi(Ci) = E\Ci, i = 1, . . . , n and V ′ = pi(V )must be positive cocircuits ofM, because
their signature must be orthogonal to the signed circuits Rij.
(b) It is impossible to sign the circuit C1 = {v′1, v2, . . . , vn−k, v′n−k+1, . . . , v′n} orthogonally to the
signed positive cocircuits pi(Ci), i = 1, . . . , n and V ′(= pi(V )).
To prove this claim, assume that such a signing (C+1 , C
−
1 ) of C1 does exist.Without loss of generality
we may also assume that v′1 ∈ C+1 . Then, orthogonality with the positive cocircuits pi(Ci) for i =
2, . . . , n − k, implies that {v2, . . . , vn−k} ⊆ C−1 . Next, orthogonality with the positive cocircuits
pi(Ci) for i = n − k + 1, . . . , n, implies that {v′n−k+1, . . . , v′n} ⊆ C+1 . Therefore we would have
C+1 ⊆ V ′(= pi(V )) and C−1 ∩ V ′ = ∅. This signature is not orthogonal to the positive cocircuit V ′+
leading to the contradiction.
(2)-(ii) Every minor of the matroid Mn,k is representable over Q.
First recall that representability over a field is hereditary for minors implying that we only have to
prove that for every e ∈ E = V ∪ V ′, Mn,k \ e and Mn,k/e are representable over Q. By Lemma 3.(2)
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Mn,k and its dualM∗n,k are isomorphic, therefore we only have to prove that,Mn,k \ e is representable
over Q, for every e ∈ E. We consider separately the cases (A) e = vi ∈ V and (B) e = v′i ∈ V ′.
(A) Mn,k \ vi is representable over Q, for every vi ∈ V .
Let Nk = Aff (Vk∪V ′k∪0) be thematroid defined in Lemma 2. Note that Vk∪V ′k∪0 are points ofQn.
By definitionMn,k = N ′k/0, withN ′k being thematroid obtained fromNk by pushing the element 0 onto
the hyperplane Vk. The families of circuits of Nk/0 and N ′k/0 (considered as matroids over V ∪ V ′ ∪ O)
are related by:
(∗) C(Nk/0) = C(Mn,k) \ {V } ∪ {V ∪ v′j : v′j ∈ V ′}.
By definition of deletion, from (∗), we conclude that the minor Nk/0 \ vi (representable over Q) is
isomorphic toMn,k \ vi, proving A).
(B) Mn,k \ v′i is representable over Q, for every v′i ∈ V ′.
In this case we prove that Mn,k \ v′i is isomorphic to a matroid Aff (E ∪ pi)/pi \ v′i where E =
Vk ∪ V ′k ⊆ Qn is the set of points defined in Lemma 2 and pi is a point in Qn conveniently chosen.
Note that by symmetry ofMn,k we only have to consider the cases i = 1 and i = n.
(B1)Mn,k \ v′1 is representable over Q.
First note that, by definition of deletion, the family Cn,k \ v′1 of circuits ofMn,k \ v′1 is given by:
Cn,k \ v′1 := {Ri,j : 2 ≤ i < j ≤ n} ∪ {C2, . . . , Cn−k, V } ∪ {X ⊆ E \ v′1 : |X | =
n+ 1 and X does not contain a subset Rij or a subset Ci, i = 2, . . . , n− k or V }.
LetVk∪V ′k be the set of points ofQn defined in Lemma2. Consider also thematroid Sn := Aff (Vk∪V ′k)
whose family of hyperplanes is described in Lemma 2.(1). Observe that if there is a point p1 ∈ Qn
satisfying the next condition (b1) :
(b1) p1 is in the affine span, aff (H), of a hyperplane of Sn if and only if H is one of the hyperplanes
C2, . . . , Cn−k or V .
Then letting N1k be the matroid of affine dependencies of Vk ∪ V ′k ∪ p1, i.e. N1k := Aff (Vk ∪ V ′k ∪ p1),
the minor N1k /p1 \ v′1 of N1k is representable over Q and isomorphic toMn,k \ v′1.
Therefore in order to prove (B1)weonly have to establish the existence of a pointp1 ∈ Qn satisfying
condition (b1).
Consider the affine subspace of Rn defined by F := ∩n−ki=2 aff (Ci) ∩ aff (Vk). By the definition of Vk
and Ci from Lemma 2 it is not hard to verify that we have:
(∗) F := {x ∈ Rn : ei.x = 0, i = 2, . . . , n − k and hk·x = k(n − k − 1) + 1}, where
hk :=∑n−ki=1 ei + (n− k− 1)∑ni=n−k+1 ei.
From (∗)we conclude that F is an affine subspace ofRn of dimension k ≥ 1,moreover, F∩{0, 1}n =
{v1}. In particular, F ∩ (Vk ∪ V ′k) = {v1}, implying that the affine span, aff (H), of a hyperplane H of
Sn, H 6∈ {C2, . . . , Cn−k, Vk} is either parallel to F or does intersect F in a affine subspace of dimension
k− 1.
Denote by H1, . . . ,Hm the affine hyperplanes spanned by hyperplanes of Sn which intersect F . It is
clear from (∗) that F has an affine basis of rational points, therefore it is possible to choose a rational
point p1 ∈ F ∩Q n lying in none of the hyperplanes H1, . . . ,Hm, i.e. p1 ∈ (F ∩Qn) \ (∪mi=1 Hm). Clearly
such a point p1 satisfies condition (b1), proving (B1).
(B2)Mn,k \ v′n is representable over Q.
The proof of this case is similar to the previous one. In this case:
Cn,k \ v′n := {Ri,j : 2 ≤ i < j ≤ n} ∪ {Cn, V } ∪ {X ⊆ E \ v′1 : |X | = n + 1 and X
does not contain a subset Rij or one of the sets Cn or V }.
Then we consider the matroid Nnk := Aff (Vk ∪ V ′k ∪ pn), where Vk ∪ V ′k is the subset of points ofQn
defined in Lemma 2 and pn is a point chosen in Qn that satisfies the following condition:
(b2) pn is in the affine span, aff (H), of a hyperplane of Sn if and only if H is one of the hyperplanes
Cn or V .
To prove the existence of such a point pn we consider the affine subspace F := aff (Cn) ∩ aff (Vk).
We have:
(∗∗) F := {x ∈ Rn : en·x = 0, and hk·x = k(n − k − 1) + 1}, where hk := ∑n−ki=1 ei + (n − k −
1)
∑n
i=n−k+1 ei.
It is clear that in this case dim(F) = n − 2 > 1 and also that F ∩ {0, 1}n = {vn}. The existence of
pn follows by arguing as in the previous case. 
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Final Remark. The matroids Mn,k were obtained as a sequence of operations starting with a
particular affine single-element extension Aff (E ∪ p) of the matroid of the cross-polytope. We can
obtain other infinite families of non-orientable matroids of rank n on a set of 2n elements, applying
the same sequence of operations to a different starting extension of the cross-polytope.
The interesting question is whether this sequence of operations does always lead to a non-
orientable matroid. More precisely:
Let Aff (E) be the oriented matroid of the n-cross-polytope (n ≥ 4). Consider an affine (more generally
an oriented) extension M = M(E ∪ p) of Aff (E) with the new element p lying on n facets of Aff (E).
Assume that (H, p) is a pair hyperplane/element in general position in M . Is the matroid MH,p, obtained
from M by pushing p onto H always non-orientable? Is the contraction MH,p/p always non-orientable?
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