We investigate how the metric entropy of C(X)-valued operators influences the entropy behaviour of special operators, such as integral or matrix operators. Various applications are given, to the eigenvalue distributions of operators and to the metric entropy of convex hulls of precompact sets in Banach spaces, for example. In particular, we provide metric entropy conditions on operators sufficient to ensure that the operators are in certain Schatten classes.
For a (bounded linear) operator T: E Fbetween two Banach spaces E and F, the nth dyadic entropy number en(T) of T is defined by en(T) := en(T(BE)), where Be is the closed unit ball in E.
Our study of C(X)-valued operators, where (X, d) is a compact metric space, is motivated to a considerable extent by the universality of the Banach space C[a, b] of continuous functions on the closed, bounded interval [a, b] . Indeed, as is pointed out in [6] , Chapter This explains why we study the asymptotic behaviour of entropy numbers of operators T: E C(X) with values in the space C(X) of continuous functions over a compact metric space. We shall see how the geometry of the Banach space E, the entropy numbers en(X) of the underlying compact metric space Xand the smoothness ofthe operator T 
This reduction will be crucial in the present section. When Z E', the dual of a Banach space E, the element K E C(X, E)
can be used to generate operators TK" E C(X) by the rule
where (., .) denotes the duality pairing between E and E'. These operators are linear and bounded, and Moreover, it is easy to see that (2.8) Since lim6_,O+WE,(K, 6)=0 it follows that TK is compact, for all K C(X, E').
On the other hand, any compact operator T: E C(X) can be generated by an 'abstract kernel' K E C(X, E') in the sense of (2.7) if we put K(s) := T'6s, s X, (2.9) where 6sis the Dirac functional on C(X): (f, 5s) =f(s) for s X, fE C(X). 
is a metric isomorphism from tC(E, C(X) onto C(X, E') as well as a metric isomorphism from the subclass Eip(E, C(X)) of tC(E, C(X)) onto the subclass Ca(X, E') of C(X, E'), for 0 < c < 1. tq ( Y, ) T As a consequence ofthe last example we obtain an improvement ofthe main theorem in [10] , which is set in a Hilbert space context. [6, p. 27]). The case studied in [10] corresponds to cr > 1/2. In fact, since in a Hilbert space setting entropy ideals coincide with approximation ideals (see [2] and [6, p. 120]), which in turn are related to nuclear operators (see, for example, [13, p. 66 , Proposition I.d. 12]), we see that when a > 1/2, T is nuclear. This is the result in [10] .
Finally, we turn to the eigenvalue distributions of integral operators generated by Hille-Tamarkin kernels satisfying certain entropy conditions. THEOrEM 2.8 Let <p < cz, let (X, #) be a finite measure space, suppose that K" X x X---C is a # x #-measurable kernel satisfying the sup n + log-' (n + 1)en (T) < cxz.
nEN
As an immediate consequence of Theorem 3.1 we recover the main result in [3] . We thus have a precompact metric space (X, d) with sup n 'en (X) < .
Define T" gl(X) E by Tt S fn for n-fn E X;
here denotes an element of the canonical unit vector basis in I(X). Then the dyadic entropy numbers of T and S coincide: e,(T) e,(S).
Moreover, given any s, E X with s t, so that s m-fm and n-f,,, The next result can be reduced to the previous corollary by using B-spline techniques. , 1) ) to E. Then the dyadic entropy numbers ofT satisfy sup nl-1/P+S-ten(T) < oo. We shall not give the details of the proof as the result is contained in the following Proposition, for which we provide a direct proof using B-spline techniques. Proof We need some basic facts about spline functions (see [1, 8, 12] and also [9, Chap. 2] Here I is the natural embedding, which is compact, and So is bounded; note that S is compact, and so it makes sense to discuss the eigenvalues of S. The principle of related operators [16] shows that the non-zero eigenvalues of S coincide with those of the operator T which has the In(S)[ In(V)l <_ n 1.
Remark The eigenvalue estimate is optimal. This may be seen by considering operators constructed in a similar fashion to the corresponding ones in [3] .
ENTROPY OF CONVEX HULLS IN BANACH SPACES OF TYPE p
In the final section we show how the rate of decay of entropy numbers e,(X) of a precompact subset X of a Banach space E of type p influences the rate of decay of the dyadic entropy numbers e,,(co(X)) of the (symmetric) absolutely convex hull co(X) of X. We obtain optimal results which complement work of [5] and refine a Hilbert space theorem of [7] . PROPOSITION 4.1 Let E be a Banach space of type p > 1, and let X be a precompact subset of E such that supnlog-7(n + 1)en(X)< cz (4.1) for some cr > 0 and "7 > O. Then the dyadic entropy numbers e,(co(X)) of the absolutely convex hull of X satisfy supnl-/P+log-'(n+ 1)en(co(X)) < cx. This means that T /::ip(gl (X), E). Since E is a Banach space of type p and e,(co(X))<_ e,(T), the desired estimate (4.2) follows immediately from Theorem 3.1.
We observe that this result is optimal. To see this, let 1 < p < 2, let (fn) be the canonical basis for gp and take X= {n logT(n + 1)fn: n N} c gp.
Then sup n log -7 (n + 1)en (X) < cxz, and just as in [3] we have en(co(X)) . .n-(1-1/P)-log'r(n d-1), n E N.
Remark Proposition 4.1 provides a refinement of the Hilbert space result ofDudley [7] . This is what Dudley proved, for Hilbert spaces.
