Abstract. The solvability of forward-backward stochastic di erential equations (FBSDE, for short) has been studied extensively in recent years. To guarantee the existence and uniqueness of adapted solutions, many di erent conditions, some are quite restrictive, have been imposed. In this paper we propose a new notion: the approximate solvability of FBSDEs, based on the method of optimal control introduced in our primary work 15]. The approximate solvability of a class of FBSDEs is shown under mild conditions; and a general scheme for constructing approximate adapted solutions is proposed.
1 is a d-dimensional standard Brownian motion. Note that an initial value is speci ed for the component X, whereas a terminal value is speci ed for the component Y . It is conceivable that the second equation will have to \evolve" in the opposite time direction as opposed to that of the rst one. Therefore the equation (1.1) has been called a forward-backward stochastic di erential equation (FBSDE for short). Our purpose is to nd a solution (X; Y; Z) that is adapted to the (forward) ltration fF t g generated by the Brownian motion W. We should note that it is the extra process Z that makes nding such an adapted solution possible.
The study of FBSDEs of this kind can be traced back to early 1970's, mainly in the context of stochastic control (see, e.g., 3], 2]). The recent development was ignited by the seminal work of Pardoux & Peng 16] on the backward stochastic di erential equations (BSDE for short). Since the rst paper on FBSDEs by Antonelli 7] ). However, compared to the pure forward or pure backward SDEs, all the existing works require conditions on the coe cients that are restrictive and nonstandard in di erent ways, at times they are quite painful to verify. In fact, as a (stochastic) two-point boundary value problem, the theory seems to welcome methods that o er simpler ways of accessing the adapted solution.
In this paper, we shall revisit a method proposed in our earlier work on the subject ( 15] ): the method of optimal control; and introduce a new notion of approximate solvability for FBSDEs, by which we mean that for any " > 0, there exist fF t g-adapted processes X, Y , and Z, such that (1.1) is satis ed except that the last condition is replaced by the following:
(1:2) EjY (T) ? g(X(T))j < ": Such a notion is particularly useful in applications where the terminal condition in (1.1) is the main concern and some other approximations (e.g., numerical simulations) are involved, because then (1.2) becomes a practical way of saying \Y (T) = g(X(T))" if " is small enough. Our purpose is to use the equivalent relation between the solvability of an FBSDE and a stochastic control problem to construct approximate solutions of FBSDE (1.1) by choosing appropriate initial states and control processes. In the case when the coe cients b, and h are independent of Z, we do this by attacking again the \nodal set" of the value function to the control problem as we did in 15], but in a general higher dimensional setting. We prove the non-emptiness of the nodal set under standard conditions assuming neither the non-degeneracy of the forward di usion, nor the monotonicity conditions on the coe cients, hence considerably extend the result of 15] .
A topic related to the approximate solvability is the numerical feasibility. We note that besides the techniques of constructing nearly optimal controls that will be naturally involved in a numerical scheme, the di culty also lies in nding the correct initial state. In an ideal situation, one can nd a manifold (or \nodal surface") on which the value function vanishes, and choose initial values from there (see 15], 14]). However, in the general case when is allowed to be degenerate, nding such a nodal set explicitly seems to be quite remote. We shall show in this paper how to overcome this di culty. In x5 we essentially construct an approximate nodal surface; and in x6 we give a more general scheme. This paper is organized as follows. In Section 2, we introduce the optimal control problem associated with our FBSDE (1.1). In Section 3 the approximate solvability is carefully discussed. An equivalence relation between the approximate solvability and the non-emptiness of the nodal set of the value function is established. In Section 4 we introduce an approximation for the value function. Section 5 is devoted to the synthetic analysis of a special class of FBSDEs. Finally in Section 6 we propose a general scheme of constructing approximate solution with the help of the approximate value functions.
x2. Formulation of the Optimal Control Problem
Throughout this paper we assume that ( ; F;P;fF t g t 0 ) is a complete ltered probability space on which is de ned a d-dimensional standard Brownian motion W = fW(t) : t 2 0; T]g. We further assume that the ltration fF t g t 0 is generated by W, augmented by all the P-null sets in F, and thus satis es the \usual hypotheses" ( 19] ). We denote j j and h ; i the usual Euclidean norm and inner product in l R n , respectively. Also, let l R m d be the Euclidean space consists of all (m d)-matrices with the inner product hA;B i = tr AB T ; 8A;B 2 l R m d ; 3 whose induced norm is denoted by j j. Next 
Let us consider the following controlled stochastic system: for s 2 0; T),
dX(t) = b(t; X(t); Y (t); Z(t))dt + (t; X(t); Y (t); Z(t))dW(t); dY (t) = h(t; X(t); Y (t); Z(t))dt + Z(t)dW(t); t 2 s; T];
X(s) = x; Y (s) = y;
Here (X; Y ) is the state process, Z 2 Z 0; T] = L 2 F (0; T; l R m d ) is the control process, s 2 0; T) is the initial time, and (x; y) 2 l R n l R m is the initial state.
We shall make use of the following assumption throughout the paper.
(H1) Functions b(t; x; y; z), (t; x; y; z), h(t; x; y; z) and g(x) are continuous and there exists a constant L > 0, such that for ' = b; ; h; g, it holds that (2:2)
j'(t;x;y;z) ? '(t; x; y; z)j L(jx ? xj + jy ? yj + jz ? zj); j'(t;0;0;0)j; j (t; x; y; 0)j L; 8t 2 0; T]; x; x 2 l R n ; y; y 2 l R m ; z; z 2 l R m d :
Clearly, under (H1), for any initial datum (s; x; y) 2 0; T) l R n l R m and control Z 2 Z s; T], SDE (2.1) admits a unique strong solution (X; Y ) (X s;x;y;Z ; Y s;x;y;Z ). We de ne the cost functional jf(x;y) ? f(x; y)j jy ? yj + jg(x) ? g(x)j; 8(x;y) 2 l R n l R m :
Therefore, assumption (H1) would imply that f is uniformly Lipschitz in (x; y) as well.
The following is the optimal control problem associated with FBSDE (1.1).
Problem (OC) s . For any given (s; x; y) 2 0; T) l R n l R m , minimize (2.3) subject to (2.1) over Z( ) 2 Z s; T].
We de ne the value function of Problem (OC) s as follows:
(2:6) We shall be particularly interested in the case when s = 0, which is directly related to the (approximate) solvability of FBSDE (1.1). Thus, we set (2:7)
V (x; y) = V (0; x; y); (x; y) 2 l R n l R m :
Finally, we denote the nodal set of function V : l R n l R m ! l R by (2:8) N(V ) =f(x; y) 2 l R n l R m V (x; y) = 0g:
In 15] we proved that FBSDE (1. Here, Condition (N) amounts to saying that the nodal set of V is non-empty, while Condition (E) is a problem of existence of optimal controls. Since this paper deals only with the approximate solvability, the problem of existence of optimal control will be naturally relaxed to nding the nearly optimal controls; and the main technical di culty will therefore lie in the treatment of Condition (N). We note that in 15] only a very special one-dimensional case was discussed, this paper can thus be regarded as a continuation of 15] as well.
x3. Approximate Solvability
The precise de nition of the approximate solvability of an FBSDE is the following.
De nition 3.1. For given x 2 l R n , (1.1) is said to be approximately solvable if for any " > 0, there exists a triple (X " ; Y " ; Z " ) 2 M 0; T], such that (1.1) is satis ed except the last condition, which is replaced by the following:
We call (X " ; Y " ; Z " ) an approximate adapted solution of (1.1) with accuracy ".
It is clear that for a given x 2 l R n , if (1.1) is solvable, then it is approximately solvable.
On the other hand, for an FBSDE, even if all the coe cients are all uniformly Lipschitz continuous, we still cannot guarantee its approximate solvability. Here is a simple example, adopted from 20]. The following result establishes the relationship between the approximate solvability of FBSDE (1.1) and the value function of associated control problem. we see that if (3.1) holds, so does (3.5). Conversely, (3.6) implies
Consequently, we have Next, we shall relate the approximate solvability to Condition (N). To this end, let us introduce the following supplementary assumption.
Since (3.4) implies the approximately solvability of (1.1), for every " 2 (0; 1], we may let (X " ; Y " ; Z " ) 2 M 0; T] be the approximate adapted solution of (1.1) with accuracy ". Some standard arguments using Itô's formula, Gronwall's inequality, and condition (3.8) will yield the following estimate Here and in what follows, the constant C > 0 will be a generic one, depending only on L and T, and may change from line to line. By (3.10) and (3.1), we obtain (3:11) EjY " (T)j Ejg(X " (T))j + EjY " (T) ? g(X " (T))j C(1 + jxj) + " C(1 + jxj):
Next, let hxi = p 1 + jxj 2 . It is not hard to check that both Dhxi and D 2 hxi are uniformly bounded, thus applying Itô's formula to h Y " (t) i, and note (3.8) and (3.10), we have
Now note that jyj h y i 1 + jyj, we have by Gronwall's inequality and (3.11) that
In particular, (3.13) leads to the boundedness of the set fjY " (0)jg ">0 . Thus, along a sequence we have Y " k (0) ! y, as k ! 1. The Condition (N) will now follow easily from the continuity of V (x; ) and the following equalities:
Finally, if (3.9) holds, then redoing (3.11) and (3.12), we see that (3.13) can be replaced by E h Y " (t) i C, 8t 2 0; T], " 2 (0; 1]. Thus the same conclusion holds.
x4. Approximation of the Value Function
In this section we introduce an approximation of the value function V (s; x; y). This approximation will play an important role in our future discussion: it removes the degeneracy of the forward di usion, and restricts the controls to a compact set.
To begin with, let us present some basic properties of the value function V of Problem (OC) s . We note that these properties are slightly weaker than the standard ones because of the non-compactness of the control domain, but will be su cient for our purpose. In particular, V ( ; ) (de ned by (2.7)) is continuous in (x; y) 2 l R n l R m .
Proof. The proof of (4.1) follows directly from the following inequalities: 0 V (s; x; y) J(s; x; y; 0) C(1 + jxj + jyj); 8(s;x;y) 2 0; T] l R n l R m :
The proof of (4.2) is standard, by using (H1) and (2. The following inclusions are obvious. (ii) For > 0 and " 0, e V ;" (s; x; y) is the unique viscosity solution of (4.11), and for ; " > 0, e V ;" (s; x; y) is the unique strong solution of (4.11).
(iii) For > 0 and " 0, V ;" (s; x; y) is a viscosity super solution of (4.11), V ;0 (s; x; y) is the unique viscosity solution of (4.11) (with " = 0).
The following result gives the continuous dependence of the approximate value functions on the parameters and ". A family of functions ' " : l R n ! l R is said to be semi-concave uniformly in " if there exists a constant C > 0, independent of ", such that ' " (x) ? Cjxj 2 is concave for all ".
We will need a further assumption. 
x5. A Class of Approximately Solvable FBSDEs
In this section we consider the following FBSDE:
dX(t) = b(t; X(t); Y (t))dt + (t; X(t); Y (t))dW(t); dY (t) = h(t; X(t); Y (t))dt + Z(t)dW(t); t 2 0; T]; X(0) = x; Y (T) = g(X(T)):
It is worth noting that the solvability of this seemingly simple class of FBSDEs has not yet been completely understood. Our example in x3 shows that an FBSDE of this kind might not even be approximately solvable. But on the other hand, in our previous works 15] and 14] we did prove the solvability of (5.1), under the condition that the coe cient is non-degenerate (i.e., the matrix T is uniformly positive de nite). Unfortunately, the methods we used there seem to fail when is allowed to be degenerate.
The main result of this section is the following theorem.
Theorem 5.1. Let b, , h be continuous, independent of Z, C 2 in variables x and y with bounded rst and second order partial derivatives; and (5:2) jb(t;x;0)j + j (t; x; 0)j + jh(t;x;0)j L; 8(t;x) 2 0; T] l R n :
Further, let g be bounded in C 2+ (l R n ) for some 2 (0; 1). Then (1.1) is approximately solvable.
We note that under the assumption of Theorem 5.1, (H1) and (H3) hold. To prove Theorem 5.1, we need the following result. Proof. We note that under our conditions, the following hold:
0 ( T )(s; x; y) C(1 + jyj 2 )I; j( x i T )(s; x; y)j + j( y k T )(s; x; y)j C(1 + jyj); 1 i n; 1 k m; jb(s;x;y)j L(1 + jyj); ? h h(s; x; y); y i L(1 + jyj 2 ): Thus, it is standard (cf. e.g., 13]) that for any " > 0, there exists a unique classical solution " to (5.3) with " , " x i and " x i x j all being bounded (with the bounds depending on " > 0). Next, we prove (5.4). To this end, we x an " 2 (0; 1] and denote xx ] + hb;w ;" x i + "C: The above is true for all "; > 0 such that j " x (s; x) (s; x; " (s; x))j 1 , which is always possible for any xed ", and > 0 su ciently small. Then we obtain 
x6. Construction of Approximate Adapted Solutions
In this section we turn our attention to the general scheme of constructing the approximate adapted solutions. We note that in Corollary 4.5, such a scheme was actually outlined, provided that one is able to start from the right initial position (x; y) 2 N(V ) (or equivalently, V (0; x; y) = 0). A scheme based on such an assumption, however, is not practical, because we usually do not have a way to access the value function V directly, because of the possible degeneracy of the forward di usion coe cient and the non-compactness of the admissible control set Z 0; T]; which in turn makes starting from the nodal set practically di cult. In a special case as presented in x5, we were able to approximate the nodal set N(V ) without using the information of V , and showed that the correct initial position could be chosen as y " = " (0; x), where " is the classical solution of (5.3). But unfortunately the applicability of such a method still seems to be very limited, because it involves some other subtleties such as, among others, the estimate (5.4) .
In what follows we propose a scheme for general approximately solvable FBSDEs, which will overcome the di culty mentioned above. The main idea is to try to start from some initial state that is \close" to the nodal set N(V ) in a certain sense. We note that the unique strong solution, e V ;" , to the HJB equation (4.11) , is the value function of a regularized control problem with the state equation being (4.8) which is non-degenerate and with compact control set, thus many standard methods can be applied to study its analytical and numerical properties, on which our scheme will rely.
For notational convenience, in this section we assume that all the processes involved are one dimensional (i.e., n = m = d = 1). However, one should be able to extend the scheme to general higher dimensional cases without substantial di culties. Furthermore, throughout this section we assume that (H4) Let g 2 C 2 . There exists a constant L > 0, such that for all (t; x; y; z) 2 0; T] l R 3 , it holds that (6:1) ( jb(t;x;y;z)j + j (t; x; y; z)j + jh(t;x;y;z)j L(1 + jxj); jg 0 (x)j + jg 00 (x)j L:
We rst give a lemma that will be useful in our discussion. Lemma 6.1. Let (H1) and (H4) hold. Then there exists a constant C > 0, depending only on L and T, such that for all ; " 0, and (s; x; y) 2 0; T] l R 2 , it holds that (6:2) e V ;" (s; x; y) f(x; y) ? C(1 + jxj 2 ); where f(x; y) is de ned by (2.4).
Proof. First, it is not hard to check that the function f is twice continuously di erentiable, such that for all (x; y) 2 l R 2 , the following hold: Our scheme for nding the approximate adapted solution of (1.1) starting from X(0) = x can now be described as follows: for any integer k, we want to nd fy (k) g Q x (1) and fZ (k) g Z 0; T] such that here and below C x > 0 will denote generic constant depending only on L, T and x. To be more precise, we propose the following steps for each xed k.
Step 1. Choose 0 < < 1 k and 0 < " < 4 , such that inf y2l R e V ;" (0; x; y) = min y2Q x (1) e V ;" (0; x; y) < 1 k :
Step 2. For the given and ", choose y (k) 2 Q x (1) such that e V ;" (0; x; y (k) ) < min y2Q x (1) e V ;" (0; x; y) + 1 k :
Step 3. For the given , ", and y (k) , nd Z (k) 2 Z 0; T], such that J(0; x; y (k) ; Z (k) ) = Ef(X (k) (T); Y (k) (T)) e V ;" (0; x; y (k) ) + C x k ;
where (X (k) ; Y (k) ) is the solution to (2.1) with Y (k) (0) = y (k) and Z = Z (k) ; and C x is a constant depending only on L, T and x.
It is obvious that a combination of the above three steps will serve our purpose (6.8). We would like to remark here that in the whole procedure we do not use the exact knowledge about the nodal set N(V ), nor do we have to solve any degenerate parabolic PDEs, which are the two most formidable parts in this problem. Now that the Step 1 is a consequence of Lemma 6.2 and Step 2 is a standard (nonlinear) minimizing problem, we only brie y discuss Step 3. Note that e V ;" is the value function of a regularized control problem, by standard methods of constructing "-optimal strategies using information of value functions (e.g., Krylov 12 The last technical point is that (6.9) is only true if we use the state equation (4.8), which is di erent from (2.1), the original control problem that leads to the approximate solution that we need. However, if we denote (X (k) ; Y (k) ) to be the solutions to (2.1) with Y (k) (0) = y (k) and the feedback control Z (k) (t) = (k) (X (k) (t); Y (k) (t)), then a simple calculation shows that thanks to (6.9), where C is some constant depending only on L, T and the Lipschitz constant of (k) . But on the other hand, in light of Lemma 5.1 of 12], the Lipschitz constant of (k) can be shown to depend only on the bounds of the coe cients of the system (2.1) (i.e., b, h, , and b (z) z) and their derivatives. Therefore using assumptions (H1) and (H4), and noting that sup t jZ (k) (t)j supj (k) j 1 , we see that, for xed , C is no more than C(1 + jxj+1= ) where C is some constant depending only on L. Consequently, note the requirement we posed on " and in Step 1, we have 
