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VMઐ༻Ծ૝ϝϞϦͱͷ࿈ܞʹΑΔ
VMϚΠάϨʔγϣϯͷߴ଎Խ
ଜԬ ༟ೋ1 ദ໦ ਸ޿1 ޫདྷ ݈Ұ1
֓ཁɿۙ೥ɼେ༰ྔϝϞϦΛ࣋ͭԾ૝ϚγϯʢVMʣ͕ఏڙ͞ΕΔΑ͏ʹͳ͖͍ͬͯͯΔɽVM͸ϗετͷ
ϝϯςφϯε౳ͷࡍʹϚΠάϨʔγϣϯ͞ΕΔ͕ɼେ༰ྔϝϞϦΛ࣋ͭ VMͷҠૹઌͱͯ͠े෼ͳۭ͖ϝ
ϞϦΛ࣋ͭϗετΛ֬อ͓ͯ͘͠ͷ͸ίετ໘Ͱͷෛ୲͕େ͖͍ɼͦ͜ͰɼҠૹઌϗετͷԾ૝ϝϞϦΛ
׆༻ͯ͠ϚΠάϨʔγϣϯΛߦ͏͜ͱ͕ߟ͑ΒΕΔ͕ɼैདྷͷԾ૝ϝϞϦ͸ϚΠάϨʔγϣϯͱͷ૬ੑ͕
ѱ͘ɼϚΠάϨʔγϣϯੑೳ͕େ෯ʹ௿Լ͢ΔɽຊߘͰ͸ɼVMઐ༻ͷԾ૝ϝϞϦͱ࿈ܞ͢Δ͜ͱʹΑΓ
VMϚΠάϨʔγϣϯͷߴ଎ԽΛ࣮ݱ͢ΔγεςϜ VMemDirectΛఏҊ͢ΔɽVMemDirect͸Ҡૹઌϗε
τͷ NVMe্ʹ VMઐ༻εϫοϓྖҬΛ࡞੒͠ɼΞΫηε͢Δ͜ͱ͕༧ଌ͞ΕΔϝϞϦσʔλΛ෺ཧϝϞ
ϦʹɼͦΕҎ֎ͷϝϞϦσʔλΛ VMઐ༻εϫοϓྖҬʹ௚઀సૹ͢ΔɽϚΠάϨʔγϣϯޙ͸ VMઐ༻
ͷԾ૝ϝϞϦΛ༻͍ͯ෺ཧϝϞϦͱ VMઐ༻εϫοϓྖҬͷؒͰϖʔδϯάΛߦ͏ɽզʑ͸ VMemDirect
Λ KVMʹ࣮૷͠ɼϚΠάϨʔγϣϯੑೳ͓ΑͼϚΠάϨʔγϣϯޙͷ VMͷੑೳΛଌఆͨ͠ɽ
1. ͸͡Ίʹ
IaaS ܕΫϥ΢υͰ͸େ༰ྔϝϞϦΛ࣋ͭԾ૝Ϛγϯ
ʢVMʣ͕ఏڙ͞ΕΔΑ͏ʹͳ͓ͬͯΓɼϏοάσʔλͷղ
ੳ౳ʹར༻͞Ε͍ͯΔɽVM͕Քಇ͍ͯ͠ΔϗετΛϝϯ
ςφϯε͢Δࡍʹ͸ɼVMΛఀࢭͤͣ͞ʹผͷϗετʹϚ
ΠάϨʔγϣϯ͢Δ͜ͱͰ VMͷ࣮ߦΛܧଓ͢Δ͜ͱ͕Ͱ
͖ΔɽϚΠάϨʔγϣϯͰ͸ɼҠૹઌϗετʹωοτϫʔ
Ϋܦ༝Ͱ VMͷϝϞϦͳͲͷঢ়ଶΛసૹ͠ɼҠૹઌϗετ
Ͱ VMΛ࠶։͢ΔɽϚΠάϨʔγϣϯதʹ VMͷϝϞϦ
ͷ಺༰͕ߋ৽͞ΕΔͱ౰֘ϝϞϦͷσʔλΛҠૹઌϗετ
ʹ࠶ૹ͢Δɽ͜ͷΑ͏ʹɼϚΠάϨʔγϣϯΛߦ͏ʹ͸ɼ
Ҡૹઌϗετʹ VMͷϝϞϦΛ֨ೲ͢Δ͜ͱͷͰ͖Δۭ͖
ϝϞϦ͕ඞཁͱͳΔɽେ༰ྔϝϞϦΛ࣋ͭ VMͷ৔߹ɼҠ
ૹઌͱͯ͠े෼ͳۭ͖ϝϞϦΛ࣋ͭϗετΛ֬อ͠ଓ͚Δ
͜ͱ͸ίετ໘Ͱେ͖ͳෛ୲ͱͳΔɽ
ͦ͜ͰɼҠૹઌϗετͰԾ૝ϝϞϦΛ༻͍Δ͜ͱʹΑΓɼ
ϚΠάϨʔγϣϯΛߦ͏͜ͱ͕ߟ͑ΒΕΔɽԾ૝ϝϞϦΛ
༻͍ΔͱɼVM͕σΟεΫ্ʹଘࡏ͢ΔϝϞϦσʔλΛඞ
ཁͱͨ࣌͠ʹ͸ɼ౰֘σʔλΛ෺ཧϝϞϦ্ʹసૹʢϖʔ
δΠϯʣ͠ ɼ୅ΘΓʹɼ෺ཧϝϞϦ্ͷෆཁͳϝϞϦσʔλ
ΛσΟεΫʹసૹʢϖʔδΞ΢τʣ͢Δ͜ͱ͕Ͱ͖Δɽ͠
͔͠ɼैདྷͷԾ૝ϝϞϦ͸ϚΠάϨʔγϣϯͱͷ૬ੑ͕ѱ
1 ۝भ޻ۀେֶ
Kyushu Institute of Technology
͘ɼϚΠάϨʔγϣϯͷੑೳ͕௿Լ͢ΔɽϚΠάϨʔγϣ
ϯதʹେྔͷϖʔδϯά͕ൃੜ͢ΔͨΊͰ͋Δɽ·ͨɼϚ
ΠάϨʔγϣϯޙʹ VM͕ඞཁͱ͢ΔϝϞϦσʔλ͕ϖʔ
δΞ΢τ͞Ε͍ͯΔ͜ͱ΋ଟ͘ɼVMͷੑೳ͕େ෯ʹ௿Լ
͢Δɽ
͜ͷΑ͏ͳ໰୊ʹରͯ͠ɼVMͷϝϞϦΛ෼ׂͯ͠ෳ਺
ͷখ͞ͳϗετʹసૹ͢Δ෼ׂϚΠάϨʔγϣϯ [1] [2]͕
ఏҊ͞Ε͍ͯΔɽ෼ׂϚΠάϨʔγϣϯͰ͸ɼVMຊମͱ
ΞΫηε͞ΕΔ͜ͱ͕༧ଌ͞ΕΔϝϞϦσʔλΛϝΠϯ
ϗετʹసૹ͠ɼϝΠϯϗετʹೖΓ͖Βͳ͍ϝϞϦσʔ
λ͸αϒϗετʹసૹ͢ΔɽϚΠάϨʔγϣϯதʹϖʔδ
ϯά͕ൃੜ͠ͳ͍ͨΊɼϚΠάϨʔγϣϯੑೳΛ޲্ͤ͞
Δ͜ͱ͕Ͱ͖Δɽ·ͨɼVM͕ඞཁͱ͢ΔϝϞϦσʔλͷ
ଟ͘͸ϝΠϯϗετʹసૹ͞ΕΔͨΊɼϚΠάϨʔγϣϯ
௚ޙͷੑೳ΋վળ͞ΕΔɽ͔͠͠ɼϗετؒͰͷϦϞʔτ
ϖʔδϯάͷੑೳΛ޲্ͤ͞Δʹ͸ߴՁͳߴ଎ωοτϫʔ
Ϋ͕ඞཁʹͳΔɽ·ͨɼωοτϫʔΫ΍αϒϗετʹো֐
͕ൃੜ͢Δͱ VMͷ࣮ߦΛܧଓͰ͖ͳ͘ͳΔɽ
ຊߘͰ͸ɼVMઐ༻ͷԾ૝ϝϞϦΛ༻ҙͯ͠෼ׂϚΠά
Ϩʔγϣϯͷٕज़Λద༻͢Δ͜ͱʹΑΓɼVMϚΠάϨʔ
γϣϯͷߴ଎ԽΛ࣮ݱ͢ΔγεςϜVMemDirectΛఏҊ͢
ΔɽVMemDirectͰ͸҆Ձʹͳ͖͍ͬͯͯΔߴ଎ͳNVMe
্ʹ VMઐ༻ͷεϫοϓྖҬΛ࡞੒͠ɼԾ૝ϝϞϦͱ VM
ϚΠάϨʔγϣϯΛີʹ࿈ܞͤ͞ΔɽϝϞϦσʔλΛ෺ཧ
ϝϞϦ·ͨ͸ NVMeʹ௚઀సૹ͢Δ͜ͱʹΑΓɼϚΠά
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ϨʔγϣϯதʹϖʔδϯάΛൃੜͤ͞ͳ͍Α͏ʹͯ͠ੑೳ
௿ԼΛ๷͙͜ͱ͕Ͱ͖Δɽ·ͨɼVM͕ඞཁͱ͢ΔϝϞϦ
σʔλΛ༧ଌͯ͠෺ཧϝϞϦʹసૹ͢Δ͜ͱʹΑΓɼϚΠ
άϨʔγϣϯޙͷੑೳ΋޲্ͤ͞Δ͜ͱ͕Ͱ͖Δɽ
VMemDirectΛ KVMʹ࣮૷͠ɼVMઐ༻ͷԾ૝ϝϞϦ
Λ༻͍ͨϚΠάϨʔγϣϯΛ࣮ݱͨ͠ɽVMઐ༻εϫοϓ
ྖҬ͸εύʔεϑΝΠϧΛ༻͍ͯ࡞੒͠ɼσΟεΫ༰ྔΛ
ޮ཰Α͘ར༻͢ΔɽҠૹݩϗετͰϝϞϦΞΫηεཤྺʹ
ج͍ͮͯϝϞϦ֨ೲઌΛܾఆ͠ɼ࠶ૹ࣌΋ಉ֨͡ೲઌʹϝ
ϞϦσʔλΛ௚઀సૹ͢ΔɽϚΠάϨʔγϣϯޙ͸ Linux
ͷ userfaultfdػߏΛར༻ͯ͠ϖʔδϯάΛߦ͏ɽ࣮ݧʹ
ΑΓɼVMemDirect͸ैདྷͷԾ૝ϝϞϦΛ࢖༻ͨ͠৔߹Α
Γ΋ɼϚΠάϨʔγϣϯ࣌ؒͱμ΢ϯλΠϜΛେ෯ʹ୹ॖ
Ͱ͖Δ͜ͱ͕֬ೝͰ͖ͨɽ
ҎԼɼ2ষͰ͸ैདྷͷԾ૝ϝϞϦΛ༻͍ͨϚΠάϨʔγϣ
ϯͱ෼ׂϚΠάϨʔγϣϯͷ໰୊఺ʹ͍ͭͯड़΂Δɽ3ষ
Ͱ͸ VMઐ༻ͷԾ૝ϝϞϦͱ࿈ܞ͢Δ͜ͱʹΑΓ VMϚ
ΠάϨʔγϣϯͷߴ଎ԽΛ࣮ݱ͢Δ VMemDirectʹ͍ͭ
ͯड़΂ɼ4ষͰͦͷγεςϜͷ࣮૷ʹ͍ͭͯड़΂Δɽ5ষ
Ͱ͸ VMemDirectΛ༻͍ͯߦ࣮ͬͨݧʹ͍ͭͯड़΂Δɽ6
ষͰؔ࿈ݚڀʹ͍ͭͯ৮Εɼ7ষͰຊߘΛ·ͱΊΔɽ
2. େ༰ྔϝϞϦΛ࣋ͭ VM ͷϚΠάϨʔ
γϣϯ
VMΛఏڙ͢Δ IaaSܕΫϥ΢υͷීٴʹ൐͍ɼେ༰ྔͷ
ϝϞϦΛ࣋ͭ VM͕ఏڙ͞ΕΔΑ͏ʹͳ͖͍ͬͯͯΔɽྫ
ͱͯ͠ɼAmazon EC2Ͱ͸ 4TBͷϝϞϦΛ࣋ͭ VM͕ఏ
ڙ͞Ε͍ͯΔɽϚΠάϨʔγϣϯΛߦ͏ͨΊʹ͸ɼҠૹઌ
ϗετʹ VMͷϝϞϦΑΓ΋େ͖ͳۭ͖ϝϞϦ͕ඞཁͱͳ
Δɽ͔͠͠େ༰ྔϝϞϦΛ࣋ͭ VMͰ͸ɼϚΠάϨʔγϣ
ϯͷͨΊͷे෼ͳۭ͖ϝϞϦΛ࣋ͭϗετΛҠૹઌͱͯ͠
֬อ͠ଓ͚Δ͜ͱ͸ɼίετ໘Ͱେ͖ͳෛ୲ͱͳΔɽϚΠ
άϨʔγϣϯ͕ߦ͑ͳ͍৔߹ʹ͸ɼϗετͷϝϯςφϯε
ͷࡍʹ VMΛఀࢭͤ͞ͳ͚Ε͹ͳΒͳ͘ͳΔɽ
2.1 Ծ૝ϝϞϦΛ༻͍ͨϚΠάϨʔγϣϯ
Ҡૹઌϗετʹे෼ͳۭ͖ϝϞϦ͕ͳ͍৔߹Ͱ΋ɼਤ 1
ͷΑ͏ʹҠૹઌϗετͷԾ૝ϝϞϦΛ༻͍Δ͜ͱͰɼVM
ϚΠάϨʔγϣϯΛߦ͏͜ͱ͕ՄೳͰ͋ΔɽԾ૝ϝϞϦΛ
༻͍Δ͜ͱͰ VMͷϝϞϦͷҰ෦͕σΟεΫ্ͷεϫοϓ
ྖҬʹಁաతʹ֨ೲ͞ΕɼϚΠάϨʔγϣϯʹඞཁͳϝϞ
ϦྔΛ֬อ͢Δ͜ͱ͕Ͱ͖ΔɽVM͕εϫοϓྖҬͷϝϞ
ϦσʔλΛඞཁͱͨ࣌͠͸ɼͦͷϝϞϦσʔλΛ෺ཧϝϞ
Ϧ্ʹసૹͯ͠ϖʔδΠϯΛߦ͏ɽ୅ΘΓʹɼ෺ཧϝϞϦ
্ͷϝϞϦσʔλΛεϫοϓྖҬʹసૹͯ͠ϖʔδΞ΢τ
Λߦ͏ɽσΟεΫͷಡΈॻ͖͸ϝϞϦͱൺ΂ͯ௿଎Ͱ͋Δ
ͨΊɼϖʔδϯάͷൃੜʹΑΓ VMͷੑೳ͸௿Լ͢Δ͕ɼ
࠷ۙͷߴ଎ͳ NVMeΛ༻͍Δ͜ͱʹΑΓɼϖʔδϯάͷ
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ਤ 1 Ծ૝ϝϞϦΛ༻͍ͨϚΠάϨʔγϣϯ
ΦʔόϔουΛ࡟ݮ͢Δ͜ͱ͕Ͱ͖Δɽ
͔͠͠ɼैདྷͷԾ૝ϝϞϦ͸ VMϚΠάϨʔγϣϯͱͷ
૬ੑ͕ѱ͍ɽϚΠάϨʔγϣϯͰ͸·ͣ VMͷϝϞϦશମ
Λసૹ͢Δ͕ɼҠૹઌϗετͷ෺ཧϝϞϦʹۭ͖͕ͳ͘ͳ
ΔͱɼͦΕҎޙ͸෺ཧϝϞϦ͔ΒεϫοϓྖҬ΁ͷϖʔδ
Ξ΢τ͕ൃੜ͢Δɽ͜ΕʹΑΓେྔͷϖʔδΞ΢τ͕ൃੜ
͠ɼϚΠάϨʔγϣϯ࣌ؒͷ૿Ճ΍ߴෛՙͷݪҼͱͳΔɽ
·ͨɼVMͷϝϞϦͷ࠶ૹ࣌ʹ΋ϖʔδϯά͕ൃੜ͢Δɽ
࠶ૹʹΑΓ্ॻ͖͞ΕΔϝϞϦ͕Ҡૹઌϗετͷεϫοϓ
ྖҬʹଘࡏ͢Δ৔߹ɼ෺ཧϝϞϦ্ʹͦͷϝϞϦΛϖʔδ
Πϯ͔ͯ͠Βߋ৽͢Δඞཁ͕͋Δɽಉ࣌ʹϖʔδΞ΢τ΋
ඞཁͱͳΔɽେ༰ྔϝϞϦΛ࣋ͭ VMͰ͸࠷ॳͷ VMશ
ମͷϝϞϦసૹʹ͕͔͔࣌ؒΓɼͦͷؒʹߋ৽͞ΕΔϝϞ
Ϧྔ΋૿େ͢ΔͨΊɼ͜ ͷϖʔδϯάͷӨڹ΋େ͖͘ͳΔɽ
ϚΠάϨʔγϣϯͷ࠷ऴஈ֊ͷ VMఀࢭ࣌ʹ࠶ૹʹΑ
Δϖʔδϯά͕ଟൃ͢ΔͱɼVMͷμ΢ϯλΠϜΛ૿େ͞
ͤΔɽ·ͨɼKVMͷΑ͏ʹԾ૝Խιϑτ΢ΣΞͷϝϞϦ
͕ VMͷϝϞϦͱಉ͡Ծ૝ϝϞϦػߏͰ؅ཧ͞Ε͍ͯΔ৔
߹ɼͦͷϝϞϦ͸ϚΠάϨʔγϣϯதʹϖʔδΞ΢τ͞Ε
ΔՄೳੑ͕ߴ͍ɽԾ૝Խιϑτ΢ΣΞͷϝϞϦͷେ෦෼͸
VMͷϝϞϦసૹதʹ͸ར༻͞Εͳ͍ͨΊͰ͋Δɽͦͷͨ
ΊɼϚΠάϨʔγϣϯͷ࠷ऴஈ֊ͰԾ૝σόΠεͷ෮ݩΛ
ߦ͏ࡍʹϖʔδΠϯ͕සൃ͢ΔɽϚΠάϨʔγϣϯޙ͸ɼ
සൟʹߋ৽͞ΕΔϝϞϦσʔλ͸࠶ૹʹΑΓ෺ཧϝϞϦ্
ʹ͋Δ͜ͱ͕ଟ͍͕ɼಡΈࠐΈͷΈ͕සൟʹߦΘΕΔϝϞ
Ϧσʔλ͸࠶ૹ͞Εͳ͍ͨΊεϫοϓྖҬʹ͋ΔՄೳੑ͕
ߴ͍ɽͦͷͨΊɼVM࠶։ޙʹେྔͷϖʔδϯά͕ൃੜ͢
ΔՄೳੑ͕͋Δɽ͕ͨͬͯ͠ɼैདྷͷԾ૝ϝϞϦΛ༻͍ͯ
ϚΠάϨʔγϣϯΛߦ͏ͱɼϖʔδϯάʹΑΓੑೳ͕େ෯
ʹ௿Լ͢Δɽ
2.2 ෼ׂϚΠάϨʔγϣϯ
෼ׂϚΠάϨʔγϣϯ [1] [2]͸ɼਤ 2ͷΑ͏ʹVMͷϝ
ϞϦΛ෼ׂͯ͠ෳ਺ͷখ͞ͳϗετʹసૹ͢Δɽ͜ΕʹΑ
Γɼे෼ͳۭ͖ϝϞϦΛ࣋ͭେ͖ͳϗετ͕ͳͯ͘΋ϚΠ
άϨʔγϣϯΛߦ͏͜ͱ͕Ͱ͖ΔɽϚΠάϨʔγϣϯ࣌ʹ
͸ɼCPU΍σόΠεͷঢ়ଶͳͲ VMͷ֩ͱͳΔ৘ใΛҠ
ૹઌϝΠϯϗετʹసૹ͢Δɽ·ͨɼࠓޙͷΞΫηε͕༧
ଌ͞ΕΔϝϞϦσʔλ͸ՄೳͳݶΓϝΠϯϗετʹసૹ͢
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ਤ 2 ෼ׂϚΠάϨʔγϣϯ
ΔɽϝΠϯϗετʹೖΓ͖Βͳ͔ͬͨ࢒ΓͷϝϞϦσʔλ
͸αϒϗετʹసૹ͢ΔɽϚΠάϨʔγϣϯޙ͸ϝΠϯϗ
ετ্ͰVMΛՔಇͤ͞ΔɽϚΠάϨʔγϣϯޙʹVM͕
αϒϗετ্ʹଘࡏ͢ΔϝϞϦσʔλΛඞཁͱͨ࣌͠͸ɼ
αϒϗετ͔ΒϝΠϯϗετʹͦͷϝϞϦσʔλΛϖʔδ
Πϯ͠ɼಉ࣌ʹϝΠϯϗετ্ͷࠓޙΞΫηε͞Εͳ͍͜
ͱ͕༧ଌ͞ΕΔϝϞϦσʔλΛαϒϗετʹϖʔδΞ΢τ
͢Δɽ
෼ׂϚΠάϨʔγϣϯͰ͸ϚΠάϨʔγϣϯதʹϖʔδ
ϯά͕ൃੜ͠ͳ͍ͨΊɼϚΠάϨʔγϣϯੑೳͷ௿ԼΛ཈
͑Δ͜ͱ͕Ͱ͖Δɽ·ͨɼVM͕ඞཁͱ͢ΔϝϞϦ͸ϝΠ
ϯϗετʹసૹ͞ΕΔͨΊɼϚΠάϨʔγϣϯޙͷϖʔδ
ϯάස౓΋཈͑ΒΕΔɽ͔͠͠ɼϦϞʔτϖʔδϯάͷࡍ
ʹωοτϫʔΫసૹΛߦ͏Φʔόϔου͕େ͖͘ɼੑೳΛ
޲্ͤ͞ΔͨΊʹ͸ߴՁͳߴ଎ωοτϫʔΫ͕ඞཁͱͳ
Δɽ·ͨɼϦϞʔτϖʔδϯάʹΑΓωοτϫʔΫଳҬΛ
ফඅ͠ɼαʔϏεͷ࣮ߦ΁ͷӨڹ΋ٴͿɽωοτϫʔΫ΍
αϒϗετʹো֐͕ൃੜͨ͠৔߹͸ VMͷ࣮ߦΛܧଓͰ͖
ͳ͘ͳΔͱ͍͏໰୊΋͋Δɽ
3. VMemDirect
ຊߘͰ͸ɼVMઐ༻ͷԾ૝ϝϞϦΛ༻ҙͯ͠෼ׂϚΠά
Ϩʔγϣϯͷٕज़Λద༻͢Δ͜ͱʹΑΓɼVMϚΠάϨʔ
γϣϯͷߴ଎ԽΛ࣮ݱ͢ΔγεςϜ VMemDirectΛఏҊ
͢ΔɽVMemDirectͰ͸Ҡૹઌϗετͷ NVMe্ʹ VM
ઐ༻ͷεϫοϓྖҬΛ࡞੒͠ɼԾ૝ϝϞϦͱϚΠάϨʔ
γϣϯΛີʹ࿈ܞͤ͞Δɽ࠷ۙͷ NVMe͸ߴ଎͔ͭ҆Ձ
ʹͳ͖͓ͬͯͯΓɼߴՁͳߴ଎ωοτϫʔΫͱαϒϗετ
Λ༻ҙ͢ΔΑΓ΋ίετΛԼ͛Δ͜ͱ͕Ͱ͖Δɽ·ͨɼϚ
ΠάϨʔγϣϯޙͷ VMͷ࣮ߦ͸ωοτϫʔΫ΍पғͷϗ
ετͷো֐ͷӨڹΛड͚ͳ͍ɽ
3.1 ௚઀ϝϞϦసૹ
VMemDirect͸ VMͷϝϞϦΛҠૹઌϗετʹసૹ͢
ΔࡍʹɼैདྷͷԾ૝ϝϞϦͷϖʔδϯάʹ೚ͤΔͷͰ͸ͳ
͘ɼ෺ཧϝϞϦ·ͨ͸ NVMe্ͷ VMઐ༻εϫοϓྖҬ
ͷ͍ͣΕ͔ʹϝϞϦσʔλΛ௚઀సૹ͢ΔɽҠૹݩϗετ
Ͱ͸ϚΠάϨʔγϣϯΛ։࢝͢ΔࡍʹϝϞϦσʔλͷ֨ೲ
ઌΛܾఆ͠ɼϝϞϦΛ࠶ૹ͢Δࡍ΋ಉ֨͡ೲઌʹసૹ͢Δɽ
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ਤ 3 VMemDirect ʹΑΔϚΠάϨʔγϣϯ
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ਤ 4 VM ઐ༻ͷԾ૝ϝϞϦ
͜ΕʹΑΓɼਤ 3ͷΑ͏ʹϚΠάϨʔγϣϯதʹϖʔδϯ
ά͕ൃੜ͠ͳ͍Α͏ʹ͢Δ͜ͱ͕Ͱ͖Δɽ෺ཧϝϞϦ্ͷ
σʔλ͸ϖʔδΞ΢τ͞ΕΔ͜ͱ͸ͳ͘ɼεϫοϓྖҬʹ
͋ΔϝϞϦσʔλ͸ϖʔδΠϯ͞ΕΔ͜ͱ͸ͳ͍ɽϝϞϦ
ͷ࠶ૹ࣌ʹ͸ɼ෺ཧϝϞϦ·ͨ͸εϫοϓྖҬͷσʔλΛ
௚઀্ॻ͖͢Δ͜ͱͰߋ৽͢Δɽ
ϝϞϦσʔλͷ֨ೲઌ͸ VMͷϝϞϦΞΫηεཤྺʹج
͍ܾͮͯఆ͢ΔɽVM͕ΞΫηε͢Δ͜ͱ͕༧ଌ͞ΕΔϝ
ϞϦσʔλ͸෺ཧϝϞϦʹసૹ͠ɼͦΕҎ֎ͷ෺ཧϝϞϦ
ʹೖΓ͖Βͳ͍ϝϞϦσʔλ͸εϫοϓྖҬʹసૹ͢Δɽ
͜ΕʹΑΓɼߋ৽ʹΑͬͯ࠶ૹ͞ΕΔϝϞϦσʔλ͸Ҡૹ
ઌϗετͷ෺ཧϝϞϦ্ʹ֨ೲ͞ΕΔՄೳੑ͕ߴ͘ͳΓɼ
࠶ૹ࣌ʹ NVMe্ͷεϫοϓྖҬʹॻ͖ࠐΉ͜ͱʹΑΔ
ΦʔόϔουΛ࡟ݮ͢Δ͜ͱ͕Ͱ͖ΔɽϚΠάϨʔγϣϯ
ޙ͸සൟʹߋ৽͞ΕΔϝϞϦσʔλ͚ͩͰͳ͘සൟʹಡΈ
ࠐΈ͕ߦΘΕΔϝϞϦσʔλ΋෺ཧϝϞϦʹ֨ೲ͞Ε͍ͯ
ΔՄೳੑ͕ߴ͍ͨΊɼVM࠶։ޙͷϖʔδϯάͷൃੜΛ཈
੍͢Δ͜ͱ͕Ͱ͖Δɽ
3.2 VMઐ༻ͷԾ૝ϝϞϦ
VMemDirectͰ͸Ծ૝Խιϑτ΢ΣΞ͕ VM͝ͱʹԾ
૝ϝϞϦΛఏڙ͢Δɽ͜ͷԾ૝ϝϞϦ͸ VMͷϝϞϦ͚ͩ
Λϖʔδϯάͷର৅ͱ͢ΔͨΊɼԾ૝Խιϑτ΢ΣΞͷϝ
ϞϦ͕ϖʔδΞ΢τ͞Εͯ͠·͏͜ͱʹΑΔੑೳ௿ԼΛ๷
͙͜ͱ͕Ͱ͖ΔɽͦͷͨΊʹɼVM୯ҐͰ VMͷϝϞϦͱ
ಉ͡αΠζͷεϫοϓྖҬΛ NVMe্ʹ࡞੒͢Δɽਤ 4
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ͷΑ͏ʹɼVMͷϝϞϦͷ֤ྖҬ͸εϫοϓྖҬͷϒϩο
Ϋʹ 1ର 1ʹରԠ͚ͮΒΕΔɽVMͷϝϞϦσʔλ͕෺ཧ
ϝϞϦ্ʹͳ͍৔߹͚ͩεϫοϓྖҬͷରԠ͢ΔϒϩοΫ
ʹσʔλ͕֨ೲ͞ΕɼͦΕҎ֎ͷϒϩοΫ͸࣮σʔλΛ࣋
ͨͳ͍ɽ
VM͕෺ཧϝϞϦ্ʹଘࡏ͠ͳ͍ϝϞϦྖҬʹΞΫηε
͢ΔͱɼԾ૝Խιϑτ΢ΣΞ͕ͦΕΛݕग़ͯ͠ϖʔδϯά
Λߦ͏ɽ·ͣɼεϫοϓྖҬͷରԠ͢ΔϒϩοΫΛಡΈࠐ
ΈɼVMͷରԠ͢ΔϝϞϦϖʔδʹͦͷσʔλΛॻ͖ࠐΉ
͜ͱͰϖʔδΠϯΛߦ͏ɽಉ࣌ʹɼεϫοϓྖҬͷରԠ͢
ΔϒϩοΫ͸ແޮʹ͢Δɽ࣍ʹɼVMͷϝϞϦΞΫηεཤ
ྺʹج͍ͮͯɼࠓޙΞΫηε͞Εͳ͍͜ͱ͕༧ଌ͞ΕΔϝ
ϞϦྖҬΛબͿɽͦͷϝϞϦσʔλΛεϫοϓྖҬʹॻ͖
ࠐΈɼVMͷϝϞϦྖҬΛղ์͢Δ͜ͱʹΑΓϖʔδΞ΢
τΛߦ͏ɽ
4. ࣮૷
VMemDirect Λ QEMU-KVM 2.4.1 ͓Αͼ Linux 4.11
ʹ࣮૷ͨ͠ɽ
4.1 VMઐ༻εϫοϓϑΝΠϧ
VMemDirectͰ͸ɼVMઐ༻εϫοϓྖҬΛਤ 5ͷΑ͏
ʹɼVMͷϝϞϦͱಉ͡αΠζΛ࣋ͭεύʔεϑΝΠϧͱ
ݺ͹ΕΔಛघͳϑΝΠϧͱͯ͠࡞੒͢ΔɽεύʔεϑΝΠ
ϧ͸ϗʔϧͱݺ͹ΕΔ࣮σʔλΛ࣋ͨͳ͍ϒϩοΫΛ࣋ͭ
͜ͱ͕Ͱ͖ΔɽۭͷϒϩοΫͰ͋Δ͜ͱΛද͢ϝλσʔλ
ΛσΟεΫʹॻ͖ࠐΉ͜ͱͰɼϗʔϧͷྖҬʹ͍ͭͯ͸࣮
ࡍͷσΟεΫ༰ྔΛফඅ͠ͳ͍ϑΝΠϧΛ࡞੒͢Δ͜ͱ
͕Ͱ͖ΔɽVMͷϝϞϦྖҬͱεύʔεϑΝΠϧͷϒϩο
ΫΛ 1 ର 1 ʹରԠ͚ͮͯ؅ཧ͠ɼVM ͷϝϞϦσʔλ͸
෺ཧϝϞϦͱεύʔεϑΝΠϧͷ͍ͣΕ͔ʹ͚ͩอ࣋͢
ΔɽVMͷϝϞϦྖҬ͕෺ཧϝϞϦ্ʹଘࡏ͢Δ৔߹ʹ͸
ରԠ͢ΔεύʔεϑΝΠϧͷϒϩοΫΛϗʔϧʹ͢Δ͜
ͱͰσΟεΫͷ࢖༻ྔΛ࡟ݮ͢Δɽ·ͨɼϖʔδΠϯ࣌ʹ
εύʔεϑΝΠϧ͔ΒϝϞϦσʔλΛऔಘͨ͠ޙɼͦͷϒ
ϩοΫΛεύʔεϑΝΠϧ͔Β࡟আͯ͠ϗʔϧʹ͢Δ͜ͱ
ͰσΟεΫ༰ྔΛޮ཰Α͘࢖༻͢Δɽ
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ਤ 5 VM ઐ༻εϫοϓϑΝΠϧ
VMemDirect͸εϫοϓϑΝΠϧͷಡΈॻ͖ͷࡍʹϖʔ
δΩϟογϡ͕࡞ΒΕͳ͍Α͏ʹɼμΠϨΫτ I/OΛ༻͍
ͯεϫοϓϑΝΠϧʹΞΫηε͢Δɽ෺ཧϝϞϦͷۭ͖ϝ
ϞϦͷେ෦෼͸ VMͷϝϞϦσʔλΛ֨ೲ͢ΔͨΊʹ࢖Θ
ΕΔͨΊɼϖʔδΩϟογϡ͕࡞ΒΕΔͱैདྷͷ OSͷԾ
૝ϝϞϦʹΑͬͯ VMͷϝϞϦ͕ϖʔδΞ΢τ͞ΕΔՄೳ
ੑ͕͋ΔͨΊͰ͋Δɽ·ͨɼσΟεΫଳҬΛ࠷େݶʹ׆༻
͢ΔͨΊʹɼεϫοϓϑΝΠϧͷಡΈॻ͖͸͋Δఔ౓େ͖
ͳαΠζ୯ҐͰߦ͏ɽ4KBͷϝϞϦϖʔδ୯ҐͰ͸େ෯
ʹੑೳ͕௿Լ͢ΔͨΊɼݱࡏͷ࣮૷Ͱ͸ 256ϖʔδͷνϟ
ϯΫ୯Ґͱ͍ͯ͠Δɽ
4.2 ௚઀ϝϞϦసૹ
ϚΠάϨʔγϣϯΛ։࢝͢ΔࡍʹɼVMemDirectͰ͸ϝ
ϞϦΞΫηεཤྺʹج͍ͮͯ VMͷϝϞϦσʔλͷ֨ೲઌ
Λܾఆ͢ΔɽϝϞϦͷ࠶ૹ࣌ʹಉҰͷ֨ೲઌʹసૹ͞ΕΔ
Α͏ʹ͢ΔͨΊʹɼҠૹݩϗετͰ͸ VMͷϝϞϦϖʔδ
ຖʹ֨ೲઌΛ؅ཧ͢ΔɽͦͷͨΊʹ֨ೲઌϏοτϚοϓΛ
࡞੒͠ɼҠૹઌͷ෺ཧϝϞϦʹసૹ͢Δ৔߹͸ 0ΛɼVM
ઐ༻εϫοϓϑΝΠϧʹసૹ͢Δ৔߹͸ 1Ληοτ͢Δɽ
ϝϞϦసૹ࣌͸֨ೲઌϏοτϚοϓΛࢀরͯ֨͠ೲઌͷ৘
ใΛϝϞϦσʔλͷ෇Ճ৘ใͱͯ͠ૹ৴͢ΔɽҠૹઌͰϝ
ϞϦσʔλΛड৴͢Δͱ෇Ճ৘ใʹैͬͯ෺ཧϝϞϦ·ͨ
͸ VMઐ༻εϫοϓϑΝΠϧͷରԠ͢ΔΦϑηοτʹ௚઀
֨ೲ͢ΔɽϝϞϦసૹதʹ VMͷϝϞϦ͕ߋ৽͞Εͨ৔
߹͸ɼ֨ೲઌϏοτϚοϓΛࢀরͯ͠ಉҰͷ֨ೲઌʹసૹ
͠ɼ෺ཧϝϞϦ·ͨ͸ VMઐ༻εϫοϓϑΝΠϧΛ௚઀্
ॻ͖͢Δ͜ͱͰߋ৽͢Δɽ·ͨɼVMͷϝϞϦΞΫηεཤ
ྺͷ৘ใ΋ૹ৴͠ɼҠૹઌͰϝϞϦΞΫηεཤྺΛҾ͖ܧ
͙͜ͱ͕Ͱ͖ΔΑ͏ʹ͢Δɽ
VMemDirect͸VMͷϝϞϦσʔλΛͰ͖Δ͚ͩνϟϯ
Ϋ୯ҐͰ VMઐ༻εϫοϓϑΝΠϧʹॻ͖ࠐΉɽͦͷͨΊ
ʹɼҠૹઌϗετͰ͸ड৴ͨ͠ϖʔδ୯ҐͷϝϞϦσʔλ
ΛҰ࣌తʹ෺ཧϝϞϦʹอଘ͢ΔɽVMͷ࠷ॳͷϝϞϦస
ૹͷؒ͸ϝϞϦσʔλ͕ॱ൪ʹड৴Ͱ͖ΔͨΊɼνϟϯΫ
αΠζ෼ͷϝϞϦσʔλΛड৴ͨ͠ΒεϫοϓϑΝΠϧ΁
ͷҰׅॻ͖ࠐΈΛߦ͏ɽϝϞϦ࠶ૹ࣌ʹ͸ߋ৽͞Εͨϖʔ
δ͚͕ͩసૹ͞ΕΔͨΊɼϖʔδ୯ҐͰͷॻ͖ࠐΈΛߦ͏ɽ
4.3 VMઐ༻ϖʔδϯά
VMemDirectͰͷϖʔδϯά͸ Linuxͷ userfaultfdػ
ߏΛ༻͍ͯߦ͏ɽϚΠάϨʔγϣϯ׬ྃ࣌ʹQEMU-KVM
͕ VMͷϖʔδΛ userfaultfdػߏʹొ࿥͢Δɽਤ 6ͷΑ
͏ʹ VM͕෺ཧϝϞϦʹଘࡏ͠ͳ͍ϖʔδ΁ΞΫηε͢
ΔͱϖʔδϑΥʔϧτ͕ൃੜ͠ɼQEMU-KVMʹΠϕϯ
τ͕௨஌͞ΕΔɽ࣍ʹɼϖʔδϑΥʔϧτ͕ൃੜͨ͠ VM
ͷϝϞϦΞυϨεʹରԠ͢ΔϒϩοΫΛ VMઐ༻εϫο
ϓϑΝΠϧ͔ΒಡΈࠐΉɽͦͷϝϞϦσʔλΛ userfaultfd
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ਤ 6 VMemDirect ͷϖʔδϯάػߏ
ػߏΛ༻͍ͯ QEMU-KVMͷରԠ͢ΔϝϞϦϖʔδʹॻ
͖ࠐΉɽ͜ͷϝϞϦσʔλΛ VMઐ༻εϫοϓϑΝΠϧ
͔Β࡟আͯ͠ϗʔϧʹ͢Δ͜ͱͰϖʔδΠϯॲཧ͕׬ྃ͢
Δɽಉ࣌ʹɼϝϞϦΞΫηεཤྺʹج͍ͮͯࠓޙ࢖ΘΕΔ
Մೳੑ͕௿͍ͱ༧ଌ͞ΕΔ VMͷϝϞϦΛ෺ཧϝϞϦ͔Β
બ୒͢ΔɽVMઐ༻εϫοϓϑΝΠϧͷରԠ͢ΔϒϩοΫ
ʹબ୒ͨ͠σʔλΛॻ͖ࠐΈɼVMͷϝϞϦϖʔδͷϚο
ϐϯάΛ࡟আ͢Δ͜ͱͰϖʔδΞ΢τΛߦ͏ɽϝϞϦσʔ
λͷऔಘͱϚοϐϯάͷ࡟আΛΞτϛοΫʹߦ͏ͨΊʹɼ
S-memV [1] [2]Ͱ։ൃ͞Εͨ userfaultfdͷ֦ுΛ༻͍ͨɽ
ϖʔδΞ΢τ͢ΔϖʔδΛબ୒͢Δ࣌ʹ෺ཧϝϞϦ্ʹ
͋ΔϖʔδΛબ୒Ͱ͖ΔΑ͏ʹ͢ΔͨΊɼҠૹݩϗετͱ
ಉ༷ʹϏοτϚοϓΛ࡞੒ͯ͠ϝϞϦσʔλͷ֨ೲઌͷ؅
ཧΛߦ͏ɽϚΠάϨʔγϣϯதͷϝϞϦड৴࣌ʹ֨ೲઌ͕
෺ཧϝϞϦͷ৔߹ʹ͸ϏοτϚοϓʹ 0ΛɼεϫοϓϑΝ
Πϧͷ৔߹ʹ͸ 1Ληοτ͢ΔɽϖʔδΠϯ͕ൃੜ͢Δͱ
ͦͷϖʔδʹରԠ͢ΔϏοτΛ 0ʹɼϖʔδΞ΢τ͕ൃੜ
͢ΔͱͦͷϖʔδʹରԠ͢ΔϏοτΛ 1ʹߋ৽͢Δɽ
4.4 ϝϞϦΞΫηεཤྺ
VMemDirectͰ͸ VMͷϝϞϦΞΫηεཤྺΛ؅ཧ͢
ΔͨΊʹɼVM ͷ֦ுϖʔδςʔϒϧʢEPTʣΛͨͲΔ
͜ͱͰ֤ϖʔδͷϝϞϦΞΫηεʹؔ͢Δ৘ใΛऔಘ͢
ΔɽS-memVͰ։ൃ͞ΕͨػߏΛ༻͍ͯɼఆظతʹ Linux
Χʔωϧ಺ͷ KVMʹରͯ͠ ioctlγεςϜίʔϧΛൃߦ
͠ɼϝϞϦΞΫηεཤྺΛߋ৽͢Δɽ͜ͷ࣌ɼVMͷϝϞ
ϦαΠζʹԠͨ͡ϏοτϚοϓΛ֬อ͠ɼioctlͷҾ਺ͱ͠
ͯ KVMʹ౉͢ɽKVM͸ VMͷ͢΂ͯͷϖʔδʹରͯ͠
EPTΛͨͲΓɼϖʔδςʔϒϧΤϯτϦʢPTEʣΛऔಘ
͢Δɽϖʔδ΁ͷΞΫηε͕͋Δͱ PTEͷΞΫηεϏο
τ͕ 1ʹηοτ͞ΕΔͨΊɼ౉͞ΕͨϏοτϚοϓͷରԠ
͢ΔϏοτʹΞΫηεϏοτͷ஋Ληοτ͢Δɽ࣍ͷظؒ
ͷΞΫηεΛه࿥Ͱ͖ΔΑ͏ʹ͢ΔͨΊʹɼPTEͷΞΫ
ηεϏοτ͸ 0ʹΫϦΞ͢Δɽ
ϝϞϦΞΫηεཤྺ͸ LRUۙࣅΞϧΰϦζϜͰ͋ΔΤʔ
δϯάΞϧΰϦζϜΛ༻͍ͯ࡞੒͢Δɽਤ 7ͷΑ͏ʹ֤
ϖʔδʹ 8ϏοτΛׂΓ౰ͯͯϝϞϦΞΫηεཤྺΛ؅ཧ
͠ɼ8Ϗοτͷ࠷্ҐϏοτʹ PTE͔Βऔಘͨ͠ΞΫηε
ϏοτΛه࿥͢Δɽ·ͨɼఆظతʹϝϞϦΞΫηεཤྺΛ
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ਤ 7 ΤʔδϯάΞϧΰϦζϜΛ༻͍ͨϝϞϦΞΫηεཤྺͷ؅ཧ
ӈʹ 1Ϗοτγϑτ͠ɼ࠶ͼ࠷্ҐϏοτʹΞΫηεϏο
τΛه࿥͢Δɽ͜ΕʹΑΓ࠷ۙΞΫηε͞Εͨϖʔδ΄Ͳ
ϝϞϦΞΫηεཤྺͷ஋͕େ͖͘ͳΔͨΊɼࠓޙ࢖ΘΕΔ
Մೳੑͷߴ͍ϖʔδΛ༧ଌ͢Δ͜ͱ͕ՄೳͱͳΔɽ
VMemDirectͰ͸ϚΠάϨʔγϣϯ։࢝࣌ʹϝϞϦΞΫ
ηεཤྺΛ༻͍ͯ VMͷϝϞϦσʔλΛνϟϯΫ୯Ґʹ෼
ׂ͢Δɽ֨ೲઌΛܾఆ͢Δ࣌ʹͦΕͧΕͷνϟϯΫʹؚ·
ΕΔϖʔδͷதͰϝϞϦΞΫηεཤྺͷ஋͕࠷େͷ΋ͷΛ
୳͠ɼͦͷ஋͕େ͖͍νϟϯΫ͔ΒॱʹҠૹઌͷ෺ཧϝϞ
ϦʹׂΓ౰ͯΔɽνϟϯΫ಺ͷϖʔδͷ࠷େͷϝϞϦΞΫ
ηεཤྺΛ༻͍Δͷ͸ɼ࠷΋࠷ۙΞΫηε͞ΕͨϖʔδΛ
ॏࢹ͢ΔͨΊͰ͋Δɽ
5. ࣮ݧ
VMemDirectͷ༗༻ੑΛࣔͨ͢ΊʹɼϚΠάϨʔγϣϯ
ੑೳͱϚΠάϨʔγϣϯޙͷ VMͷੑೳΛௐ΂Δ࣮ݧΛ
ߦͬͨɽൺֱͱͯ͠Ҡૹઌϗετʹे෼ͳϝϞϦ͕͋Δ
৔߹ͱैདྷͷԾ૝ϝϞϦΛ༻͍ͨ৔߹ʹ͍ͭͯ΋ௐ΂ͨɽ
Ծ૝ϝϞϦ͕༻͍ΔεϫοϓྖҬͱͯ͠ Samsung NVMe
SSD 960 EVOΛ࢖༻ͨ͠ɽҠૹݩϗετͱҠૹઌϗετ
ʹ͸ɼIntel Xeon E3-1226 v3ͷ CPUɼ16GBͷϝϞϦΛ
౥ࡌͨ͠ϚγϯΛ 2୆༻͍ɼ10ΪΨϏοτΠʔαωοτͰ
઀ଓͨ͠ɽԾ૝ϝϞϦΛ༻͍Δ৔߹ʹ͸Ҡૹઌϗετͷۭ
͖ϝϞϦ͕ 1GBʹͳΔΑ͏ʹௐ੔ͨ͠ɽϗετ OSʹ͸
Linux 4.11Λ༻͍ɼԾ૝Խιϑτ΢ΣΞʹ͸QEMU-KVM
2.4.1 Λ࢖༻ͨ͠ɽVM ʹ͸Ծ૝ CPU Λ 1 ͭɼϝϞϦ͸
2GBׂΓ౰ͯͨɽϖʔδ಺ͷσʔλ͕͢΂ͯ 0ͷ࣌ͷ࠷
దԽ͸ແޮʹ͠ɼVMͷϝϞϦશମ͕࢖ΘΕ͍ͯΔঢ়ଶʹ
ͨ͠ɽ
5.1 ϚΠάϨʔγϣϯੑೳ
VMemDirectͷϚΠάϨʔγϣϯੑೳΛௐ΂ΔͨΊʹɼϚ
ΠάϨʔγϣϯ࣌ؒͱμ΢ϯλΠϜΛଌఆͨ͠ɽVMemDi-
rectͰ͸ɼVMઐ༻εϫοϓྖҬʹϖʔδ୯ҐͰΞΫηε
͢Δ৔߹ͱνϟϯΫ୯ҐͰΞΫηε͢Δ৔߹ʹ͍ͭͯଌఆ
ͨ͠ɽνϟϯΫαΠζ͸ 1MBʢ256ϖʔδʣͱͨ͠ɽϚΠ
άϨʔγϣϯ࣌ؒ͸ਤ 8ͷΑ͏ʹͳΓɼϝϞϦ͕े෼ʹ͋
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ਤ 9 μ΢ϯλΠϜ
Δ৔߹ͱൺֱͯ͠ɼैདྷͷԾ૝ϝϞϦΛ༻͍ͨ৔߹͸ 2.3
ഒʹ૿Ճͨ͠ɽҰํɼVMemDirectʹ͓͍ͯϖʔδ୯ҐͰ
VMઐ༻εϫοϓϑΝΠϧʹΞΫηεͨ͠৔߹͸ϝϞϦ͕
े෼ʹ͋Δ৔߹ͷ 4.3ഒͷϚΠάϨʔγϣϯ࣌ؒͱͳͬͨɽ
VMemDirectͷੑೳ͕ैདྷͷԾ૝ϝϞϦΑΓ௿Լ͍ͯ͠Δ
ͷ͸ɼϖʔδ୯ҐͰͷΞΫηεͰ͸ NVMeͷੑೳΛ׆͔
͍ͤͯͳ͍͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼVMemDirectͰ͸μ
ΠϨΫτ I/OΛ༻͍ͯϝϞϦσʔλͷॻ͖ࠐΈΛಉظతʹ
ߦ͍ͬͯΔͷʹର͠ɼैདྷͷԾ૝ϝϞϦͰ͸ϖʔδΞ΢τ
ॲཧΛඇಉظʹߦ͍͑ͯΔͨΊͩͱߟ͑ΒΕΔɽ͜Εʹର
͠ɼVMemDirectʹ͓͍ͯνϟϯΫ୯ҐͰVMઐ༻εϫο
ϓྖҬʹΞΫηεͨ͠৔߹͸ɼϝϞϦ͕े෼ʹ͋Δ৔߹Α
ΓϚΠάϨʔγϣϯ͕࣌ؒ 9ϛϦඵͷ૿ՃͱͳΓɼ΄΅ಉ
ఔ౓ͷੑೳͱͳͬͨɽ
μ΢ϯλΠϜ͸ਤ 9ͷΑ͏ʹͳΓɼϝϞϦ͕े෼ʹ͋Δ
৔߹ͱൺ΂ͯɼै དྷͷԾ૝ϝϞϦΛ༻͍ͨ৔߹͸ 6.3ഒʹ૿
Ճͨ͠ɽ͜Ε͸Ծ૝σόΠεͷ෮ݩ͕ओͳݪҼͰ͋ΓɼϚΠ
άϨʔγϣϯதʹϖʔδΞ΢τ͞ΕͨԾ૝Խιϑτ΢ΣΞ
ͷϝϞϦΛϖʔδΠϯ͍ͯ͠ΔͨΊͰ͋ΔɽVMemDirect
ʹ͓͍ͯϖʔδ୯ҐͰ VMઐ༻εϫοϓྖҬʹΞΫηε͠
ͨ৔߹͸ɼϝϞϦ͕े෼ʹ͋Δ৔߹ͱൺ΂ͯμ΢ϯλΠϜ
͕ 46%ݮগ͠ɼνϟϯΫ୯ҐͰΞΫηεͨ͠৔߹͸ 9%ݮ
গͨ͠ɽVMemDirectͰ͸ VMઐ༻ͷԾ૝ϝϞϦΛఏڙ
͢Δ͜ͱͰԾ૝Խιϑτ΢ΣΞͷϝϞϦ͕ϖʔδΞ΢τ͞
ΕΔ͜ͱΛ๷͙͜ͱ͕Ͱ͖ͨͨΊɼμ΢ϯλΠϜ͕૿Ճ͠
ͳ͔ͬͨͱߟ͑ΒΕΔɽٯʹμ΢ϯλΠϜ͕ݮগ͍ͯ͠Δ
ͷ͸ɼQEMU-KVMʹΑΔμ΢ϯλΠϜͷݟੵ΋Γ͕ਖ਼֬
ʹߦ͑ͳ͘ͳͬͨͨΊͰ͋ΔɽQEMU-KVM͸࢒Γͷϝ
ϞϦΛ 0.3ඵͰసૹͰ͖Δͱ൑அͨ࣌͠ʹ VMΛఀࢭͤ͞
Δɽݟੵ΋Γ࣌ʹ VMઐ༻εϫοϓྖҬ΁సૹͨ͠ϝϞϦ
σʔλ͕ଟ͔ͬͨ৔߹ʹͦΕΛجʹݟੵ΋ΓΛߦ͏ͱɼ࣮
ࡍʹ͸෺ཧϝϞϦʹసૹ͞ΕΔϝϞϦσʔλ͕ଟ͔ͬͨ৔
߹ʹݟੵ΋ΓΑΓ΋ૣ͘సૹ͕׬ྃ͢Δɽ
5.2 εϫοϓྖҬͷੑೳͷӨڹ
Ծ૝ϝϞϦ͕༻͍ΔεϫοϓྖҬͱͯ͠ɼHDDɼSSDɼ
NVMeΛ࢖༻ͨ͠৔߹ͷϚΠάϨʔγϣϯੑೳΛௐ΂ͨɽ
VMemDirect͸ϝϞϦΛνϟϯΫ୯ҐͰ෼ׂͨ͠৔߹ʹͭ
͍ͯଌఆͨ͠ɽHDDʹ͸WD5000AAKXɼSSDʹ͸Cru-
cial MX300Λ SATA 3Ͱ઀ଓͯ͠࢖༻ͨ͠ɽ࣮ݧ݁ՌΛ
ਤ 10ͱਤ 11ʹࣔ͢ɽϚΠάϨʔγϣϯ࣌ؒ͸ैདྷͷԾ૝
ϝϞϦͱൺֱͯ͠ VMemDirectͰ͸ͦΕͧΕ 79%ɼ20%ɼ
56%୹ॖ͢Δ͜ͱ͕Ͱ͖ͨɽHDDΛ༻͍ͨ৔߹ɼϖʔδ
ϯάʹΑΔΦʔόϔουͷӨڹ͕େ͖͘ɼVMemDirectʹ
ΑΔϖʔδϯά཈੍ͷޮՌ͕େ͖͘ݱΕͨɽSSDΛ༻͍
ͨ৔߹ʹ͋·Γੑೳ͕վળͰ͖ͳ͍ݪҼ͸ௐࠪதͰ͋Δɽ
μ΢ϯλΠϜ͸ैདྷͷԾ૝ϝϞϦͱൺ΂ͯͦΕͧΕ 95%ɼ
87%ɼ86%୹ॖ͢Δ͜ͱ͕Ͱ͖ͨɽVMemDirectʹ͓͍ͯɼ
ΑΓߴ଎ͳεϫοϓྖҬΛ༻͍ͨ΄͏͕μ΢ϯλΠϜ͕
௕͘ͳͬͨͷ͸ɼ஗͍εϫοϓྖҬΛ༻͍ͨ৔߹ͷ΄͏͕
QEMU-KVMʹΑΔݟੵ΋Γ͕ΑΓෆਖ਼֬ʹͳͬͨͨΊ
ͱߟ͑ΒΕΔɽैདྷͷԾ૝ϝϞϦʹ͓͍ͯɼNVMeΛ༻͍
ͨ΄͏͕ SSDΛ༻͍ͨ৔߹ΑΓμ΢ϯλΠϜ͕௕͍ݪҼ
͸ௐࠪதͰ͋Δɽ
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ਤ 12 ϚΠάϨʔγϣϯޙͷ memcached ͷੑೳ
5.3 ϚΠάϨʔγϣϯޙͷVMͷੑೳ
ϖʔδϯάͷੑೳΛௐ΂ΔͨΊʹɼϚΠάϨʔγϣϯ
ޙʹ VM಺Ͱ memcached [12]Λಈ࡞ͤ͞ɼmemaslapϕ
ϯνϚʔΫΛ༻͍ͯଌఆΛߦͬͨɽmemslapͷ setͱ get
ͷൺ཰Λ 0.6 ର 0.4 ʹઃఆ͠ɼmemcached ͕֬อ͢Δϝ
ϞϦྔΛ 1GBͱͨ͠ɽ࣮ݧ݁ՌΛਤ 12ʹࣔ͢ɽैདྷͷ
Ծ૝ϝϞϦͰ͸ memaslap։͔࢝Β 30ඵޙ·Ͱ͸ߴ͍ੑ
ೳΛอ͕ͬͨɼ35ඵޙʹੑೳ͕ٸܹʹѱԽͨ͠ɽ͜Ε͸
memcachedʹ֨ೲ͞Εͨσʔλ͕෺ཧϝϞϦͷۭ͖༰ྔ
Λ௒͑ɼϖʔδϯά͕සൃ͢ΔΑ͏ʹͳͬͨͨΊͰ͋Δɽ
ҰํɼVMemDirect͸ैདྷͷԾ૝ϝϞϦΛ༻͍ͨ৔߹ͷ
ੑೳ͕མͪࠐΉલͱൺ΂ͯɼฏۉͰ 52%ͷੑೳͱͳͬͨɽ
͜Ε͸VMemDirect͕ userfaulfdػߏΛ༻͍ͯϓϩηεϨ
ϕϧͰϖʔδϯάΛߦͳ͍ͬͯΔͨΊͩͱߟ͑ΒΕΔɽ·
ͨɼ࣮૷্ͷ໰୊ʹΑΓVMemDirect͸ϖʔδϯά͕සൃ
࢝͠ΊͨͱࢥΘΕΔ 60ඵޙʹఀࢭ͠ɼ࣮ߦΛܧଓͰ͖ͳ
͘ͳͬͨɽ
6. ؔ࿈ݚڀ
vMotion͸εϫοϓྖҬΛҠૹઌͱڞ༗͢Δ͔Ͳ͏͔Ͱ
ҟͳΔϚΠάϨʔγϣϯख๏Λ༻͍Δ [6]ɽUnshared-Swap
vMotion͸ҠૹઌͰҟͳΔεϫοϓྖҬΛ༻ҙ͠ɼϚΠά
Ϩʔγϣϯ࣌ʹ͸εϫοϓྖҬʹ֨ೲ͞Ε͍ͯΔϝϞϦ
σʔλ΋Ҡૹઌʹసૹ͢ΔɽҰํɼShared-Swap vMotion
͸εϫοϓϑΝΠϧΛωοτϫʔΫ্ͷڞ༗ετϨʔδ
ʹ֨ೲ͠ɼϚΠάϨʔγϣϯ࣌ʹ͸εϫοϓྖҬͷϝϞϦ
σʔλ͸సૹ͠ͳ͍ɽϚΠάϨʔγϣϯதͷϖʔδϯάͷ
ͨΊʹҠૹઌͰ͸Ұ࣌తͳεϫοϓྖҬΛ༻ҙ͠ɼϚΠά
Ϩʔγϣϯޙʹ̍ͭͷεϫοϓྖҬʹ౷߹͢Δɽޙऀͷख
๏Ͱ͸ϚΠάϨʔγϣϯΛߴ଎Խ͢Δ͜ͱ͕Ͱ͖Δ͕ɼৗ
ʹωοτϫʔΫӽ͠ͷϖʔδϯά͕ඞཁͱͳΔɽ
Agile ϥΠϒϚΠάϨʔγϣϯ [5]Ͱ͸ɼcgroup͝ͱʹ
εϫοϓϑΝΠϧΛ࡞੒͢ΔΧʔωϧύον [4]Λ༻͍ͯɼ
Shared-Swap vMotionͱಉ༷ʹ VM͝ͱͷεϫοϓྖҬ
ΛωοτϫʔΫ্ʹ഑ஔ͢ΔɽͦͷεϫοϓྖҬΛ༻͍ͯɼ
ΞΫηε͞Ε͍ͯΔϝϞϦྖҬͰ͋ΔϫʔΩϯάηοτҎ
֎͸ৗʹϖʔδΞ΢τ͞Εͨঢ়ଶʹ͢ΔɽϚΠάϨʔγϣ
ϯ࣌ʹ͸εϫοϓྖҬͷϝϞϦσʔλ͸సૹͤͣɼϫʔΩ
ϯάηοτϝϞϦͱ CPUͳͲͷঢ়ଶͷΈΛసૹ͢ΔɽϚ
ΠάϨʔγϣϯޙʹεϫοϓྖҬΛͦͷ··༻͍Δ͜ͱ
ʹΑΓϚΠάϨʔγϣϯੑೳΛ޲্ͤ͞Δ͜ͱ͕Ͱ͖Δɽ
͔͠͠ɼωοτϫʔΫͷεϫοϓྖҬʹϫʔΩϯάηοτ
Ҏ֎ͷϝϞϦσʔλΛ͢΂ͯ֨ೲ͢ΔͨΊɼϖʔδϯάͷ
Φʔόϔου͕૿େ͢Δɽ
FlashVM [7]͸ SSDΛϖʔδϯάʹར༻͢ΔԾ૝ϝϞϦ
Ͱ͋ΔɽFlashVM͸σΟεΫଳҬΛ༗ޮ׆༻͢ΔͨΊʹɼ
HDDͷ৔߹ΑΓ΋ଟ͘ͷϖʔδΛ·ͱΊͯϖʔδΞ΢τ
͢ΔɽSSDͷϥϯμϜಡΈࠐΈ͕ߴ଎Ͱ͋Δ͜ͱΛར༻͠
ͯɼΑΓ༗༻ͳϖʔδΛϓϦϑΣονͯ͠ϖʔδϑΥʔϧ
τΛݮΒ͢ɽ·ͨɼϖʔδΞ΢τ͞ΕͨϖʔδͷσʔλΛ
ॻ͖ग़͢ϨʔτΛ͖Ίࡉ͔͘ௐ੔͢Δ͜ͱͰϖʔδϑΥʔ
ϧτͷ஗ԆΛݮΒ͢ɽ
VSwapper [8]͸Ծ૝ϝϞϦΛ༻͍ͨ VMͷੑೳΛվળ
͢Δɽ͜ͷ࿦จͰ͸σΟεΫ͔ΒσʔλΛಡΈࠐΜͩϖʔ
δ͕ͦͷ··ϖʔδΞ΢τ͞ΕͨΓɼϖʔδΞ΢τ͞Εͨ
ϖʔδશମΛॻ͖׵͑ͨΓ͢Δ৔߹ʹԾ૝ϝϞϦͷੑೳ
͕௿Լ͢Δ͜ͱ͕ࣔ͞Ε͍ͯΔɽVSwapperͰ͸σΟεΫ
I/OΛ؂ࢹͯ͠ɼมߋ͞Ε͍ͯͳ͍ϖʔδ͸ϖʔδΞ΢τ
࣌ʹεϫοϓྖҬʹॻ͖ࠐ·ͳ͍Α͏ʹ͢Δɽ·ͨɼϖʔ
δΞ΢τ͞Εͨϖʔδ΁ͷॻ͖ࠐΈΛόοϑΝʹҰ࣌อଘ
͠ɼϖʔδશମʹॻ͖ࠐ·Εͨ৔߹ʹ͸εϫοϓྖҬ͔Β
ಡΈࠐ·ͳ͍Α͏ʹ͢Δɽ͜ͷΑ͏ͳ࠷దԽʹΑΓ࠷େͰ
10ഒͷੑೳ޲্Λୡ੒͍ͯ͠Δɽ͜ͷख๏͸VMemDirect
ͰϚΠάϨʔγϣϯͨ͠ޙͷ VMʹ΋ద༻͢Δ͜ͱ͕Ͱ
͖Δɽ
ExpEtherΛ༻͍ͯΠʔαωοτܦ༝Ͱ SSDΛ઀ଓ͠ɼ
εϫοϓྖҬͱͯ͠༻͍ΔγεςϜ͕ఏҊ͞Ε͍ͯΔ [9]ɽ
ExpEtherʹΑΓɼίϯϐϡʔλͷ಺෦όεͷPCI-Express
ʢPCIeʣΛΠʔαωοτͰԆ௕͠ɼίϯϐϡʔλͷ෺ཧత
ͳ഑ஔʹറΒΕͣ SSDΛ֦ுՄೳͱͳΔɽϩʔΧϧϝϞϦ
ͱΠʔαωοτ্ͷ SSDؒͰ DMAΛ༻͍ͯߴ଎ͳσʔ
λ௨৴Λߦ͍ɼOSʹΑΔϖʔδϯάΛ༻͍Δ͜ͱͰίϯ
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ϐϡʔλͷϝϞϦ֦ு͕ՄೳͱͳΔɽ
HPBD [10]͸ɼInfinibandΛ༻͍Δߴੑೳͳωοτϫʔ
ΫϒϩοΫσόΠεͰ͋ΔɽHPBDΛεϫοϓྖҬͱ͠
ͯ༻͍ͯϦϞʔτϖʔδϯάΛߦ͏͜ͱͰɼϓϩηε͕
RDMAܦ༝ͰϦϞʔταʔόͷϝϞϦΛߴ଎͔ͭಁաత
ʹར༻͢Δ͜ͱ͕Ͱ͖ΔɽInfiniswap [11]΋ RDMAΛ༻
͍ͨϦϞʔτϖʔδϯάγεςϜͰ͋ΔɽHPBDͱ͸ҧ
͍ɼRAMσΟεΫΛ༻͍ͣʹϦϞʔτϝϞϦΛఏڙ͢Δ
͜ͱͰ CPUෛՙΛ௿Լ͍ͤͯ͞Δɽ·ͨɼಈతʹϦϞʔ
τϝϞϦΛ؅ཧ͠ɼϦϞʔτϝϞϦʹॻ͖ࠐΜͩσʔλΛ
ඇಉظʹσΟεΫʹ΋ॻ͖ࠐΉ͜ͱͰ଱ো֐ੑΛ޲্ͤ͞
͍ͯΔɽ
7. ·ͱΊ
ຊߘͰ͸ɼVM ઐ༻ͷԾ૝ϝϞϦͱ࿈ܞ͢Δ͜ͱʹ
ΑΓ VM ϚΠάϨʔγϣϯͷߴ଎ԽΛ࣮ݱ͢Δγες
Ϝ VMemDirectΛఏҊͨ͠ɽVMemDirect͸ NVMe্ʹ
VMઐ༻εϫοϓྖҬΛ࡞੒͠ɼVM͕ΞΫηε͢Δ͜ͱ
͕༧ଌ͞ΕΔϝϞϦσʔλΛҠૹઌϗετͷ෺ཧϝϞϦ
ʹɼͦΕҎ֎Λ VMઐ༻εϫοϓྖҬʹ௚઀సૹ͢ΔɽϚ
ΠάϨʔγϣϯޙ͸ VMઐ༻ͷԾ૝ϝϞϦΛ༻͍ͯ෺ཧϝ
ϞϦͱ VMઐ༻εϫοϓྖҬͷؒͰϖʔδϯάΛߦ͏ɽ࣮
ݧ݁ՌΑΓɼϚΠάϨʔγϣϯͷੑೳ௿ԼΛ཈͑ΒΕΔ͜
ͱΛ֬ೝͨ͠ɽ
ࠓޙͷ՝୊͸ɼ༷ʑͳΞϓϦέʔγϣϯΛಈ࡞ͤͨ͞
ࡍͷϚΠάϨʔγϣϯੑೳͱϚΠάϨʔγϣϯޙͷΞϓ
ϦέʔγϣϯੑೳΛௐ΂Δ͜ͱͰ͋Δɽ·ͨɼS-memV
[1] [2]ͷ෼ׂϚΠάϨʔγϣϯ͓ΑͼϦϞʔτϖʔδϯά
ͱੑೳΛൺֱ͢Δ͜ͱͰɼNVMeͱߴ଎ωοτϫʔΫΛ༻
͍Δ͜ͱʹΑΔར֐ಘࣦΛ໌Β͔ʹ͍ͨ͠ɽݱࡏͷ࣮૷Ͱ
͸QEMU-KVM͕ VMͷϖʔδϯάΛߦ͍ͬͯΔ͕ɼOS
ϨϕϧͰ VM୯ҐͷϖʔδϯάΛߦ͏͜ͱͰੑೳ͕վળͰ
͖Δͱߟ͑ΒΕΔɽ͞Βʹɼ५୔ͳ෺ཧϝϞϦΛ࣋ͬͨϗ
ετ΁ͷ౷߹ϚΠάϨʔγϣϯ [3]Λޮ཰Α͘ߦ͑ΔΑ͏
ʹ͢Δ͜ͱ΋ܭը͍ͯ͠Δɽ
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