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CLASSIFICATION OF FINITE POTENT ENDOMORPHISMS
FERNANDO PABLOS ROMO
Abstract. The aim of this work is to offer a family of invariants that allows us
to classify finite potent endomorphisms on arbitrary vector spaces, generalizing
the classification of endomorphisms on finite-dimensional vector spaces. As a
particular case we classify nilpotent endomorphisms on infinite-dimensional
vector spaces.
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1. Introduction
The classification of mathematical objects is a classical problem: try to deter-
mine the structure of a quotient set up to some equivalence. The classification of
endomorphisms on finite-dimensional vector spaces, the group of automorphisms
acting by conjugation, from Jordan bases is well-known.
In this work we generalize this classification to finite potent endomorphisms on
arbitrary vector spaces (this notion was introduced by J. Tate as a tool for his
elegant definition of Abstract Residues -[5]-): that is, if ϕ and φ are finite potent
endomorphisms on a k-vector space V , we give conditions for the existence of an
automorphism τ ∈ Autk(V ) such that φ = τϕτ−1. As a particular case, we classify
nilpotent endomorphisms on arbitrary infinite-dimensional vector spaces. As far as
we know, this result is not stated explicitly in the literature.
If XfpV is the subset of Endk(V ) consisting of all the finite potent endomorphisms
of V , we also provide a explicit description of the quotient set XfpV
/
Autk(V ) for
countable dimensional vector spaces.
The paper is organized as follows. In section 2 we briefly recall the basic defini-
tions of this work: the definition of finite potent endomorphisms with the decom-
position of the vector space given by M. Argerami, F. Szechtman and R. Tifenbach
in [1]; Tate’s definition of the trace of a finite potent endomorphism -[5]-; and the
definition of the determinant for these objects recently offered by D. Herna´ndez
Serrano and the author in [3]. Moreover, in this section we describe the well-known
theory of the classification of endomorphisms on finite-dimensional vector spaces.
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Section 3 is devoted to giving the main results of this work. Indeed, we offer
invariants to classify nilpotent endomorphism on arbitrary vector spaces (Theorem
3.10). As an example we offer the explicit description of the quotient set obtained
from the classification of nilpotent endomorphisms on a countable dimensional vec-
tor space (Example 1). Using this classification of nilpotent endomorphisms, we
offer invariants to solve the proposed problem: the classification of finite potent en-
domorphisms on arbitrary vector spaces (Theorem 3.18). Finally, we characterize
the quotient set of finite potent endomorphisms for countable dimensional vector
spaces (Example 2), and we show that the determinant and the trace of a finite
potent operator are invariant under the classification offered.
2. Preliminaries
This section is added for the sake of completeness.
2.A. Basic Definitions. Let k be an arbitrary field, and let V be a k-vector space.
Let us now consider an endomorphism ϕ of V . We say that ϕ is “finite potent”
if ϕnV is finite dimensional for some n. This definition was introduced by J. Tate
in [5] as a basic tool for his elegant definition of Abstract Residues.
In 2007 M. Argerami, F. Szechtman and R. Tifenbach showed in [1] that an
endomorphism ϕ is finite potent if and only if V admits a ϕ-invariant decompo-
sition V = Uϕ ⊕Wϕ such that ϕ|Uϕ is nilpotent, Wϕ is finite dimensional, and
ϕ|Wϕ : Wϕ
∼
−→Wϕ is an isomorphism.
Indeed, if k[x] is the algebra of polynomials in the variable x with coefficients in
k, we may view V as an k[x]-module via ϕ, and the explicit definition of the above
ϕ-invariant subspaces of V is:
• Uϕ = {v ∈ V such that xmv = 0 for some m }.
• Wϕ = {v ∈ V such that p(x)v = 0 for some p(x) ∈ k[x] relative prime to x}.
Note that if the annihilator polynomial of ϕ is xm · p(x) with (x, p(x)) = 1, then
Uϕ = Kerϕ
m and Wϕ = Ker p(ϕ).
Hence, this decomposition is unique. In this paper we shall call this decomposi-
tion the ϕ-invariant AST-decomposition of V .
For a finite potent endomorphism ϕ, a trace trV (ϕ) ∈ k may be defined as
trV (ϕ) = trW (ϕ|Wϕ )
This trace has the following properties:
(1) If V is finite dimensional, then trV (ϕ) is the ordinary trace.
(2) If W is a subspace of V such that ϕW ⊂W then
trV (ϕ) = trW (ϕ) + trV/W (ϕ) .
(3) If ϕ is nilpotent, then trV (ϕ) = 0.
For details readers are referred to [5].
With the previous notation, and using this AST-decomposition of V , recently D.
Herna´ndez Serrano and the author have offered in [3] a definition of a determinant
for finite potent endomorphisms as follows:
detkV (1 + ϕ) := det
k
Wϕ(1 + ϕ|Wϕ ) .
This definition generalizes the one given by A. Grothendieck for operators of
finite rank in [2], and satisfies the following properties:
• If V is finite dimensional, then detkV (1 + ϕ) is the ordinary determinant.
• If W is a subspace of V such that ϕW ⊂W , then:
detkV (1 + ϕ) = det
k
W (1 + ϕ) · det
k
V/W (1 + ϕ) .
• If ϕ is nilpotent, then detkV (1 + ϕ) = 1.
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2.B. Classification of Endomorphisms on Finite-Dimensional Vector Spa-
ces. Let E be a finite-dimensional vector space over a field k, and let T ∈ Endk(E)
be an endomorphism of E. We have that T induces a structure of k[x]-module from
the action
k[x]× E −→ E
[p(x), e] 7−→ p(T )e .
We shall write ET to denote the vector space E with this k[x]-module structure.
It is known that two endomorphisms T, T˜ ∈ Endk(E) are equivalent, i. e. there
exists an automorphism τ ∈ Autk(V ) such that T = τT˜ τ
−1 if and only if the
k[x]-modules ET and ET˜ are isomorphic.
Let aT (x) = p1(x)
n1 · · · · · pr(x)nr be the annihilator polynomial of T , where
pi(x) are irreducible polynomials on k[x]. The decomposition of k-vector spaces
E = Ker p1(T )
n1 ⊕ · · · ⊕Ker pr(T )
nr ,
where the subspaces Ker pi(T )
ni ⊂ E are invariant by T , is compatible with the
respective k[x]-module structures.
Indeed, the classification of endomorphisms on finite-dimensional vector spaces
is reduced to studying the k[x]-module structure of Ker p(T )n, p(x) being an ir-
reducible polynomial on k[x]. This structure is determined by a decomposition of
k[x]-modules:
Ker p(T )n ≃
[
k[x]
/
p(x)n
]νn(E,p(T )) ⊕ · · · ⊕ [k[x]/p(x)]ν1(E,p(T )) ,
where νn(E, p(T )) 6= 0 and
νi(E, p(T )) = dimK
(
Ker p(T )i
/
[Ker p(T )i−1 + p(T )Ker p(T )i+1]
)
,
with K = k[x]
/
p(x).
Again writing the annihilator polynomial of T as aT (x) = p1(x)
n1 · · · · · pr(x)nr ,
the invariant factors {νi(E, pj(T ))}1≤j≤r ; 1≤i≤nj determine the k[x]-module struc-
ture of ET and, therefore, they classify the endomorphism T .
Furthermore, if Kj = k[x]
/
pj(x), then pj(x) is a polynomial of degree dj =
dimkKj.
The well-known theory of classification of endomorphisms on finite-dimensional
vector spaces shows that there exist families of vectors {eijh }1≤h≤νi(E,pj(T )) with
eijh ∈ Ker pj(T )
i
eijh /∈ Ker pj(T )
i−1 + pj(T )Ker pj(T )
i+1 ,
for all 1 ≤ j ≤ r and 1 ≤ i ≤ nj, such that if we set
< eijh >T=
⊕
0≤s≤i−1
< pj(T )
s[eijh ], pj(T )
s[T (eijh )], . . . , pj(T )
s[T dj−1(eijh )] > ,
E =
⊕
1 ≤ j ≤ r
1 ≤ i ≤ nj
1 ≤ h ≤ νi(E, pj(T ))
< eijh >T .
Indeed, the family of vectors
(2.1)
⋃
1 ≤ j ≤ r
1 ≤ i ≤ nj
{eijh }1≤h≤νi(E,pj(T ))
generates a Jordan basis of E for T .
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3. Classification of finite potent endomorphisms
Let V be an arbitrary k-vector space, and let Endk(V ) be the k-vector space of
endomorphisms of V . Let us consider the subset XfpV ⊂ Endk(V ) consisting of all
the finite potent endomorphisms of V (note that XfpV is not a vector subspace of
Endk(V ) because, in general, the sum of two finite potent endomorphisms is not
finite potent).
We have an action of the group of automorphisms of V , Autk(V ), on X
fp
V by
conjugation:
G×XfpV −→ X
fp
V
(τ, ϕ) 7−→ τϕτ−1 .
This section is devoted to offering the main result of this work: the characteri-
zation of the quotient set XfpV
/
Autk(V ).
Henceforth, if f ∈ Endk(V ) and H is a k-subspace of V invariant by f , to
simplify we shall again write f : H −→ H and f : V/H −→ V/H to refer to the
induced linear operators.
3.A. Classification of nilpotent endomorphisms. Let V again be an arbitrary
vector space over a ground field k, and let B = {vi}i∈I be a basis of V . It is known
that dim(V ) = #B is independent of the basis chosen, #B being the cardinal of
the set B.
Let XNV be the subset of X
fp
V consisting of all nilpotent endomorphisms of V ,
that is:
XNV = {f ∈ Endk(V ) such that f
n = 0 for a certain n ∈ N } .
It is clear that the group of automorphisms of V , Autk(V ), acts on X
N
V by
conjugation. We shall characterize the quotient set XNV
/
Autk(V ).
To start, we shall construct a Jordan Basis of V for a nilpotent endomorphism.
Let us consider f ∈ XNV of order n (f
n = 0 and fn−1 6= 0). We have a sequence
of k-subspaces of V :
{0} $ Ker f $ Ker f2 $ · · · $ Ker fn−1 $ Ker fn = V .
Let Hfn be a supplementary subspace of Ker f
n−1 on V , i. e.
Ker fn−1 ⊕Hfn = V .
Note that the dimension of Hfn , dimH
f
n , is independent of the choice made
because
Hfn ≃ V/Ker f
n−1 .
Lemma 3.1. With the previous notation, we have that:
(1) f(Hfn) ∩H
f
n = {0} ⊂ V .
(2) f(Hfn) ∩Ker f
n−2 = {0} ⊂ Ker fn−1.
Proof. (1) Since f(Hfn) ⊂ Ker f
n−1 and Hfn ∩ Ker f
n−1 = {0}, the first asser-
tion is deduced.
(2) Let us consider v ∈ f(Hfn) ∩Ker f
n−2.
If v = f(h), with h ∈ Hfn , since v ∈ Ker f
n−2, then fn−1(h) = 0.
Thus, h ∈ Ker fn−1 ∩Hfn = {0}, and we conclude that v = 0.

Hence, we can now consider a k-subspace of V , Hfn−1, such that
Ker fn−1 = Ker fn−2 ⊕ f(Hfn)⊕H
f
n−1 .
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Since V = Ker fn and f(Ker fn−1) ⊆ Ker fn−2, it is clear that
Ker fn−1 = [Ker fn−2 + f(Ker fn)]⊕Hfn−1 .
Similarly to Lemma 3.4, we can prove that:
Lemma 3.2. If 1 ≤ i < n, one has that:
f j−i(Hfj ) ∩ [f
j−i+1(Hfj+1) + · · ·+ f
n−i(Hfn) + Ker f
i−1] = {0} ∈ Ker f i ,
for all i+ 1 ≤ j < n.
Then, recurrently, we can fix k-vector subspaces of V , {Hfr }1≤r≤n, such that:
(3.1) Ker f i = Ker f i−1 ⊕ fn−i(Hfn)⊕ · · · ⊕ f(H
f
i+1)⊕H
f
i ,
for every 1 ≤ i < n.
As above, bearing in mind that
Ker f i−1 ⊕ fn−i(Hfn)⊕ · · · ⊕ f(H
f
i+1) = Ker f
i−1 + f(Ker f i+1) ,
one has that
Ker f i = [Ker f i−1 + f(Ker f i+1)]⊕Hfi .
If we now set
Wϕn = V
/
Ker fn−1
Wϕn−1 = Ker f
n−1
/
[Ker fn−2 + f(Ker fn)]
...
Wϕi = Ker f
i
/
[Ker f i−1 + f(Ker f i+1)]
...
Wϕ2 = Ker f
2
/
[Ker f + f(Ker f3)]
Wϕ1 = Ker f
/
f(Ker f2) ,
by construction the dimension of the k-subspace Hfi is independent of the choices
made for all 1 ≤ i ≤ n, and
dimHfi = dimW
ϕ
i .
Accordingly, we can assign to each f ∈ XNV a family of cardinals {µi(V, f)}1≤i≤n
where µi(V, f) = dimW
ϕ
i .
Remark 3.3. If f ∈ XNV , with f
n = 0 and fn−1 6= 0, one has that µn(V, f) 6= 0.
We should emphasize that there is no relationship of order between the invariants
{µi(V, f)}.
Thus, if V is a k-vector space of countable dimension with a basis {e1, e2, . . . ,
en, . . . }, and we consider f, g ∈∈ X
N
V defined by:
f(vi) =
{
v3 if i = 1, 2
0 if i ≥ 3
,
g(vj) =


0 if j = 1, 2
vj+1 if j ≥ 3 odd
0 if j ≥ 4 even
,
then f2 = g2 = 0, and one has that:
• Hf2 =< e1 >, f(H
f
2 ) =< e3 >, and H
f
1 =< e1 − e2, e4, e5, ... >;
• µ1(V, f)) = ℵ0, and µ2(V, f)) = 1;
• Hg2 =< e2j+1 >j≥1, f(H
g
2 ) =< e2j >j≥2, and H
g
1 =< e1, e2 >;
• µ1(V, 2)) = 2, and µ2(V, f)) = ℵ0;
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ℵ0 being the cardinal of the set of all natural numbers.
Henceforth, for indexing bases, Sµi(V,f) will be a set such that #Sµi(V,f) =
µi(V, f), with Sµi(V,f) ∩Sµj(V,f) = ∅ for i 6= j. In particular, if µi(V, f) is a natural
number N , then Sµi(V,f) = {i1, i2, . . . , iN}. Note that
#
[ ⋃
1≤i≤n
(Sµi(V,f) ⊔
i). . . ⊔ Sµi(V,f))
]
= dim(V ) .
Proposition 3.4. If 1 ≤ i ≤ n and {vsi}si∈Sµi(V,f) is a basis of H
f
i , then:
(1) {f r(vsi)}si∈Sµi(V,f) is a basis of f
r(Hfi ) for all 1 ≤ r < i.
(2) ⋃
si ∈ Sµi(V,f)
1 ≤ i ≤ n
{vsi , ϕ(vsi), . . . , ϕ
i−1(vsi)}
is a Jordan basis of V for ϕ.
Proof. (1) We only have to show that {f r(vsi)}si∈Sµi(V,f) is a system of linearity-
independent vectors.
If J ⊂ Sµi(V,f), and
∑
j∈J λjf
r(ej) = 0, since f
r is linear one has that
f r[
∑
j∈J
λj(ej)] = 0 .
Thus,
∑
j∈J λj(ej) ∈ Ker f
r ∩ Hfi = {0} with r < i, and we conclude
that λj = 0 for every j ∈ J .
(2) The existence of bases of V with the required structure is a direct con-
sequence of the decomposition of V obtained recurrently from expressions
(3.1).

Remark 3.5. Recall from [4] that for every φ ∈ End(V ) possessing an annihilat-
ing polynomial of an arbitrary infinite-dimensional vector space V there exists a
Jordan basis of V associated with φ. We should note that the above construction
of Jordan bases for nilpotent endomorphisms is compatible with the results of [4].
However, from the proof of the existence of Jordan bases given in [4] a Classification
Theorem for these endomorphisms is not obtained, because from the statements of
this paper it is not possible to deduce that the dimensions of the vector subspaces
that determine a Jordan basis are independent of the choices made.
We shall use the existence of Jordan bases for nilpotent elements to characterize
the quotient set XNV
/
Autk(V ).
Note that a Jordan basis of V for a nilpotent endomorphism of order n, ϕ, is
determined by a family of vectors
(3.2) {vs1}s1∈Sµ1(V,f) ∪ · · · ∪ {vsn}sn∈Sµn(V,f) ,
{vsi}si∈Sµi(V,f) being a basis of H
f
i .
Let τ be an automorphism of V .
Lemma 3.6. If v ∈ V , then
f s(v) = 0⇐⇒ f¯ s(τ(v)) = 0
with f¯ = τfτ−1.
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Proof. One has that:
f¯ s(τ(v))⇐⇒ τ [f s(v)] = 0⇐⇒ f s(v) = 0 .

Corollary 3.7. If f¯ = τfτ−1, then
• τ [Ker f r] = Ker f¯ r for all r ≥ 1.
• τ [Ker f i−1 + f Ker f i+1] = Ker f¯ i−1 + f¯ Ker f¯ i+1 for all i ≥ 1.
Proposition 3.8. If f¯ = τfτ−1, then µi(V, f) = µi(V, f¯) for all 1 ≤ i ≤ n.
Proof. Bearing in mind Corollary 3.7 one has that
0 // Ker f i−1 + f(Ker f i+1) //
∼τ

Ker f i
∼ τ

0 // Ker f¯ i−1 + f(Ker f¯ i+1) // Ker f¯ i
and, hence, for all 1 ≤ i ≤ n, τ induces an isomorphism of k-vector spaces
Ker f i
/
[Ker f i−1 + f(Ker f i+1)] ≃ Ker f¯ i
/
[Ker f¯ i−1 + f(Ker f¯ i+1)] ,
from where the statement can be deduced. 
Remark 3.9. Let f be a nilpotent endomorphism of order n, and let {vs1}s1∈Sµ1(V,f)∪
· · · ∪ {vsn}sn∈Sµn(V,f) be a family of vector spaces determining a Jordan basis of V
for f .
If f¯ = τfτ−1, one has that
f¯ s[τ(vsi )] = τ [f
s(vsi )]
for all 1 ≤ i ≤ n and s ≥ 1, and we have that
{τ(vs1 )}s1∈Sµ1(V,f) ∪ · · · ∪ {τ(vsn)}sn∈Sµn(V,f)
determines a Jordan basis of V for f¯ .
Theorem 3.10 (Classification Theorem). Let f, g ∈ XNV be two nilpotent endomor-
phisms of order n. Thus, f ∼ g (mod. Autk(V )) if and only if µi(V, f) = µi(V, g)
for all 1 ≤ i ≤ n.
Proof. =⇒) If [f ] = [g] ∈ XNV
/
Autk(V ), there exists τ ∈ Autk(V ) such that
g = τfτ−1, and it follows from Proposition 3.8 that µi(V, f) = µi(V, g) for all
1 ≤ i ≤ n.
⇐=) If µi(V, f) = µi(V, g) for all 1 ≤ i ≤ n, let us consider two families of vectors
{vs1}s1∈Sµ1(V,f) ∪ · · · ∪ {vsn}sn∈Sµn(V,f) and {ws1}s1∈Sµ1(V,g) ∪ · · · ∪ {wsn}sn∈Sµn(V,g)
determining Jordan bases of V for f and g respectively.
Let τ ∈ Autk(V ) be the automorphism defined by
τ [f r(vsi)] = g
r(wsi ) ,
for all si ∈ Sµi(V,f), 1 ≤ i ≤ n and 0 ≤ r < i.
By construction, one has that
(τfτ−1)[gr(wsi )] = (τf)[f
r(vsi )] = τ [f
r+1(vsi)] = g
r+1(wsi) .
Accordingly, τfτ−1 = g and [f ] = [g] ∈ XNV
/
Autk(V ). 
Example 1. Let V be a k-vector space of countable dimension. If Y = {0}∪N∪{ℵ0},
ℵ0 being the cardinal of the set of all natural numbers, one has that
XNV
/
Autk(V ) =
⋃
n∈N
[
∏
n
′
Y ] ,
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where∏
n
′
Y = {(y1, . . . , yn) with yi ∈ Y , yn 6= 0 , and yj = ℵ0 for at least one j} .
Remark 3.11. If E is a finite-dimensional k vector space, and f ∈ Endk(E) is
nilpotent of order n with invariants {µi(V, f)}1≤i≤n, we should note that µi(V, f) =
νi(V, f) for all i (see Subsection 2.B), and, hence, the structure of E as a k[x]-module
induced by f is:
Ef ≃
(
k[x]/x
)µ1(V,f) ⊕ · · · ⊕ (k[x]/xi)µi(V,f) ⊕ · · · ⊕ (k[x]/xn)µn(V,f) .
3.B. Invariants for finite potent endomorphisms. Let V be an arbitrary k-
vector space, and let ϕ be a finite potent endomorphism of V . Let us consider the
AST-decomposition of V induced by ϕ, that is: V = Uϕ ⊕Wϕ such that ϕ|Uϕ is
nilpotent, Wϕ is finite dimensional, and ϕ|Wϕ : Wϕ
∼
−→Wϕ is an isomorphism.
Let τ ∈ Autk(V ) again be an automorphism of V .
Lemma 3.12. If ϕ¯ = τϕτ−1, and V = Uϕ¯ ⊕Wϕ¯ is the AST-decomposition of V
induced by ϕ¯, then τ [Uϕ] = Uϕ¯ and τ [Wϕ] =Wϕ¯.
Proof. Since,
Uϕ = {v ∈ V such that x
mv = 0 for some m }
and
Wϕ = {v ∈ V such that f(x)v = 0 for some f(x) ∈ k[x] relative prime to x} ,
bearing in mind that
p(ϕ¯)(τv) = 0⇐⇒ [τp(ϕ)τ−1](τv) = 0⇐⇒ τ [p(ϕ)(v)] = 0⇐⇒ [p(ϕ)(v)] = 0
for all v ∈ V , the claim is deduced. 
Corollary 3.13. If ϕ¯ = τϕτ−1, then:
• τ [ϕ|Uϕ ]τ
−1 = ϕ¯|Uϕ¯ .
• τ [ϕ|Wϕ ]τ
−1 = ϕ¯|Wϕ¯ .
With similar arguments to Lemma 3.6 and Corollary 3.7 one has that
Lemma 3.14. If ϕ¯ = τϕτ−1, then
• τ [Ker (ϕ|Uϕ )
r] = Ker (ϕ¯|Uϕ¯ )
r ⊂ Uϕ¯ for all r ≥ 1.
• τ [(ϕ|Uϕ )Ker (ϕ|Uϕ )
i] = (ϕ¯|Uϕ¯ )Ker (ϕ¯|Uϕ¯ )
i ⊂ Uϕ¯ for all i ≥ 1.
And, analogously, one can see that
Lemma 3.15. If ϕ¯ = τϕτ−1, and p(x) ∈ k[x], then
• τ [Ker p(ϕ|Wϕ )
r] = Ker p(ϕ¯|Wϕ¯ )
r ⊂Wϕ¯ for all r ≥ 1.
• τ [(ϕ|Wϕ )Ker p(ϕ|Wϕ )
i] = p(ϕ¯|Wϕ¯ )Ker (ϕ¯|Wϕ¯ )
i ⊂Wϕ¯ for all i ≥ 1.
If ϕ|Uϕ is a nilpotent endomorphism of order n of Vϕ, and
aϕ|Wϕ
(x) = p1(x)
n1 · · · · · pr(x)
nr
is the annihilator polynomial of ϕ|Wϕ , let us consider the invariant factors that
classify ϕ|Uϕ ∈ X
N
Uϕ
and ϕ|Wϕ ∈ Endk(Wϕ):
• {µi(Uϕ, ϕ|Uϕ )}1≤i≤n (see Subsection 3.A);
• {νs(Wϕ, pj(ϕ|Wϕ ))}1≤j≤r ;1≤s≤nj (see Subsection 2.B).
It is clear that
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Lemma 3.16. Keeping the previous notation, if ϕ|Uϕ is a nilpotent endomorphism
of order n of Uϕ, and aϕ|Wϕ
(x) is the annihilator polynomial of ϕ|Wϕ , then
(1) ϕ¯|Uϕ¯ is also a nilpotent endomorphism of order n of Uϕ¯ ;
(2) aϕ|Wϕ
(x) = aϕ¯|Wϕ¯
(x).
Proposition 3.17. If ϕ is a finite potent endomorphism of V , and ϕ¯ = τϕτ−1,
one has that:
• {µi(Uϕ, ϕ|Uϕ )} = {µi(Uϕ¯, ϕ¯|Uϕ¯ )} for all 1 ≤ i ≤ n;
• {νs(Wϕ, pj(ϕ|Wϕ ))} = {νs(Wϕ¯, pj(ϕ¯|Wϕ¯ ))} for all 1 ≤ j ≤ r ; 1 ≤ s ≤ nj.
Proof. Similarly to Proposition 3.8, the claim is a direct consequence of the state-
ments of Lemma 3.14 and Lemma 3.15 because if ψ is a finite potent endomorphism
with
aψ|Wψ
(x) = p1(x)
n1 · · · · · pr(x)
nr ,
then
{µi(Uψ, ψ|Uψ )} = #
(
Ker(ψ|Uψ )
i
/
[Ker(ψ|Uψ )
i−1 + ψ(Ker(ψ|Uψ )
i+1)]
)
and {νs(Wψ , pj(ψ|Wψ ))} =
dimKj (Ker pj(ψ|Wψ )
s
/
[Ker pj(ψ|Wψ )
s−1 + pj(ψ|Wψ )Ker pj(ψ|Wψ )
s+1]
)
,
where Kj = k[x]/pj(x). 
Theorem 3.18 (Classification Theorem). Let ϕ, φ ∈ XfpV be two finite potent
endomorphisms of an arbitrary k-vector space V . Thus, ϕ ∼ φ (mod. Autk(V )) if
and only if
• {µi(Uϕ, ϕ|Uϕ )} = {µi(Uφ, φ|Uφ )} for all 1 ≤ i ≤ n;
• {νs(Wϕ, pj(ϕ|Wϕ ))} = {νs(Wφ, pj(φ|Wφ ))} for all 1 ≤ j ≤ r ; 1 ≤ s ≤ nj.
Proof. =⇒) If [ϕ] = [φ] ∈ XfpV
/
Autk(V ), there exists τ ∈ Autk(V ) such that
φ = τϕτ−1, and hence ϕ|Uϕ and φ|Uφ have the same order of nilpotency, and
aϕ|Wϕ
(x) = aφ|Wφ
(x).
Accordingly, it follows from Proposition 3.17 that
• {µi(Uϕ, ϕ|Uϕ )} = {µi(Uφ, φ|Uφ )} for all 1 ≤ i ≤ n;
• {νs(Wϕ, pj(ϕ|Wϕ ))} = {νs(Wφ, pj(φ|Wφ ))} for all 1 ≤ j ≤ r ; 1 ≤ s ≤ nj .
⇐=) Let us now assume that the invariant factors of ϕ and φ referred to in the
statement are equal. Let us consider families of vectors:
⋃
1≤i≤n{usi}si∈Sµi(Uϕ,ϕ|Uϕ )
determining a Jordan basis of Uϕ for ϕ|Uϕ ;
⋃
1≤i≤n{vsi}si∈Sµi(Uφ,φ|Uφ
)
determining
a Jordan basis of Uφ for φ|Uφ ;
⋃
1≤j≤r ; 1≤s≤nj
{wsjh }1≤h≤νs(Wϕ,pj(ϕ|Wϕ ))
generating
a Jordan basis ofWϕ for ϕ|Wϕ ; and
⋃
1≤j≤r ; 1≤s≤nj
{esjh }1≤h≤νs(Wφ,pj(φ|Wφ ))
genera-
ting a Jordan basis of Wφ for φ|Wφ -see (2.1) and (3.2)-.
Thus, we can construct isomorphisms τ1 : Uϕ −→ Uφ and τ2 : Wϕ −→ Wφ from
the following assignations:
τ1[ϕ
a(usi)] = φ
a(vsi )
τ2[p
b
j(ϕ)[(ϕ
c(wsjh )]] = pj(φ)
b(φc(esjh )]
for all 1 ≤ i ≤ n; si ∈ Sµi(Uϕ,ϕ|Uϕ )
; 0 ≤ a ≤ i − 1; 1 ≤ j ≤ r; 1 ≤ s ≤ nj ;
1 ≤ h ≤ νs(Wφ, pj(φ|Wφ )); 0 ≤ b ≤ s− 1 and 0 ≤ c ≤ dj − 1.
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Moreover, since V = Uϕ ⊕Wϕ and V = Uφ ⊕Wφ, there exists a unique auto-
morphism τ ∈ Autk(V ) such that τ|Uϕ = τ1 and τ|Wϕ = τ2. Thus, an easy check
shows that φ = τϕτ−1, and, therefore, [ϕ] = [φ] ∈ XfpV
/
Autk(V ). 
Remark 3.19. If V and V˜ are two k-vector spaces, and ψ : V −→ V˜ is an isomor-
phism, it follows from the above statements that the induced map
ψ∗ : X
fp
V
/
Autk(V ) −→ X
fp
V˜
/
Autk(V˜ )
[ϕ] 7−→ [ψϕψ−1]
is bijective.
Example 2. Let V be a k-vector space of countable dimension. For each finite
potent endomorphism ϕ ∈ XfpV , since Wϕ is a finite-dimensional vector space, one
has that V and Uϕ are isomorphic as k-vector spaces.
For each n ∈ N, let En be a k-vector space with dimk(En) = n. If we consider
the quotient sets Xn = Endk(En)
/
Autk(En), Theorem 3.18 shows that
XfpV
/
Autk(V ) = X
N
V
/
Autk(V )×
[ ⋃
n∈N
Xn
]
,
XNV
/
Autk(V ) being the set characterized in Example 1.
3.B.1. Trace and Determinant of Finite Potent Endomorphisms. Given an arbi-
trary k-vector space V , for each finite potent endomorphism ϕ on V , and from the
AST-decomposition V = Uϕ ⊕Wϕ, it is possible to define a trace trV (ϕ) and a
determinant detkV (1 + ϕ) (Subsection 2.A).
If τ ∈ Autk(V ), it is known that:
detkV (1 + τϕτ
−1) = detkV (1 + ϕ) ([3], Lemma 3.13) .
Thus, considering the map
δ : XfpV −→ k
ϕ 7−→ detkV (1 + ϕ)
the commutative diagram
XfpV
δ //
pi

k
XfpV
/
Autk(V )
δ˜
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
makes sense with δ˜([ϕ]) = detkV (1 + ϕ), pi being the quotient map.
On the other hand, if cϕ|Wϕ
(x) is the characteristic polynomial of the endomor-
phism ϕ|Wϕ ∈ Endk(Wϕ), it is clear that
(3.3) cϕ|Wϕ
(x) = cφ|Wφ
(x) ,
for all endomorphisms ϕ ∼ φ (mod. Autk(V )).
Since cϕ|Wϕ
(x) = xm − trV (ϕ)xm−1 + . . . , with m = dim(Wϕ), from (3.3) we
deduce that
trV (ϕ) = trV (φ) ,
for all ϕ, φ ∈ XfpV such that [ϕ] = [φ] ∈ X
fp
V
/
Autk(V ).
Then, writing
γ : XfpV −→ k
ϕ 7−→ trV (ϕ) ,
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one has the following commutative diagram
XfpV
γ
//
pi

k
XfpV
/
Autk(V )
γ˜
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
with γ˜([ϕ]) = trV (ϕ).
Remark 3.20 (Final Consideration). We have shown that the determinant and
the trace of a finite potent operator are invariant under the classification offered.
It should be note that this invariance also holds for all the coefficients of the
characteristic polynomial cϕ|Wϕ
(x). Thus, it makes sense to define objects from
these coefficients, and to explore their properties, to attempt to obtain new intrin-
sic reciprocity laws using similar arguments to the proofs of the Residue Theorem
-[5]- or the Reciprocity Law for the Segal-Wilson pairing -[3]-.
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