In this study, we introduce a distribution network design problem that determines the locations and capacities of the relief distribution points in the last mile network, while considering demand-and network-related uncertainties in the post-disaster environment. The problem addresses the critical concerns of relief organizations in designing last mile networks, which are providing accessible and equitable service to beneficiaries. We focus on two types of supply allocation policies and propose a hybrid version considering their different implications on equity and accessibility. Then, we develop a two-stage stochastic programming model that incorporates the hybrid allocation policy and achieves high levels of accessibility and equity simultaneously. We devise a branch-and-cut algorithm based on Benders decomposition to solve large problem instances in reasonable times and conduct a numerical study to demonstrate the computational effectiveness of the solution method. We also illustrate the application of our model on a case study developed based on the real-world data from the 2011 Van earthquake in Turkey.
1. Introduction A severe earthquake hit the Van province of Turkey in October 23, 2011, damaging most of the residential units in the city and leaving thousands of people in immediate need of basic relief supplies (such as shelter, food and clothing). The earthquake also damaged the local airport and infrastructure (IFRC, 2012) . Despite the immediate response of the local relief organizations and a large amount of donations collected, there were challenges in meeting the needs. According to local news and agency reports (see Avcı, 2011; Ziflioglu, 2011) , a systematic aid delivery system could not be established in the area and there was an uneven distribution of relief supplies among the population. Moreover, it was reported that some people could not access aid as they had to walk long distances to reach the relief distribution points. As also observed during other disaster relief operations (e.g., 2005 Pakistan earthquake, 2010 Haiti earthquake), organizations may face serious logistical challenges in the "last mile"; such challenges include: i) the unpredictable and chaotic environment, ii) the high stakes associated with quick demand satisfaction, iii) the damaged transportation infrastructure, and iv) the scarcity of resources (Kovacs and Spens, 2007; Balcik et al., 2008) . Given these challenges, it is critical for relief organizations to establish last mile networks that would allow the affected people to access relief supplies in an effective and equitable way.
An example of a last mile network is illustrated in Figure 1 . As shown in the figure, relief supplies arriving at a Local Distribution Center (LDC) are sent to Points of Distribution (PODs), where beneficiaries are delivered relief supplies. LDCs are large warehouses which store and distribute supplies to the PODs. Depending on the situation, each POD can serve one or several demand locations (such as neighborhoods, villages, camps) scattered over the affected area. In last mile networks, it is typical that people in the affected regions travel (or walk) to the PODs to receive relief supplies. In some cases, vehicles might transport supplies from PODs to beneficiaries. In both situations, it is crucial to consider the factors that can affect access to aid.
Last mile relief networks are usually set up temporarily based on the initial assessments of the relief organizations about the post-disaster conditions and needs. However, available information at this stage are usually (2007)) rough and incomplete. Therefore, in order to immediately start delivering the relief supplies to the affected areas, the relief organizations need to determine the locations and capacities of the PODs under significant uncertainty. Given that last mile relief network design decisions can significantly affect the performance of disaster response (in terms of response time, accessibility, equity, etc.), it is important to develop decision making models that effectively incorporate the uncertain aspects of the post-disaster environment.
In this paper, we study the Stochastic Last Mile Relief Network Design Problem (SLMRND), which determines the locations and capacities of PODs to be located in the last mile network, assigns demand locations to the PODs, and allocates available supplies among the PODs while considering the uncertainty in post-disaster relief demands and transportation network conditions. We consider a single LDC, whose location is fixed and known. SLMRND incorporates the important characteristics of the last mile environment which, to the best of our knowledge, have not been considered in a stochastic setting before. Specifically, we characterize (i) accessibility and (ii) equity in the context of last mile relief network design, and develop metrics to incorporate these critical concerns into optimization models.
Ensuring a high level of accessibility in the last mile network is an important goal while locating PODs. As stressed by the Sphere Standards (Sphere Project, 2011) , "distribution points should be established where they are safe and most convenient for the recipients, not based on logistic convenience for the [distributing] agency." Locating the last mile facilities solely based on pre-disaster network travel times may not ensure accessibility. Indeed, post-disaster network conditions and characteristics (such as damaged roads and topographical barriers) can strongly affect accessibility. Moreover, demographical (such as gender and age) and socio-economical (such as vehicle ownership) characteristics of the affected population groups must be taken into account, as these factors can have a significant impact on the mobility of the people, and hence on their access to relief supplies. Another critical consideration in last mile relief network design is ensuring equity. As also highlighted by the Sphere Standards (Sphere Project, 2011) , "[humanitarian services] must be provided according to the principles of equity and impartiality, ensuring equal access according to need without any discrimination." The locations and capacities of PODs in the last mile network can significantly affect the ease of access to the relief supplies by different population groups as well as the amount of supplies allocated to each population group.
In this paper, we characterize the concepts of accessibility and equity in the context of last mile relief network design, and develop performance metrics to incorporate these important concerns into models. We focus on two supply allocation policies to equitably distribute the available relief supplies among the selected PODs and show that there can be significant differences between the performance of these policies in terms of accessibility and equity. Considering their different benefits we propose a hybrid allocation policy and develop a two-stage stochastic programming model that incorporates this hybrid policy and can achieve high levels of equity and accessibility simultaneously. In our stochastic optimization model, we capture the uncertainty in post-disaster demands and transportation network conditions through a finite set of scenarios. We also construct a case study based on the real-world data from the 2011 Van earthquake in Turkey and perform numerical analysis to illustrate the performance of the model. Since solving the proposed stochastic programming model is computationally challenging for the large instances of SLMRND, we develop an effective branch-and-cut algorithm based on Benders decomposition. We conduct a comprehensive numerical study that demonstrates the computational effectiveness of the solution method.
The rest of the paper is organized as follows. We review the relevant literature in Section 2. Section 3 describes the problem in detail. Section 4 presents the mathematical programming model and discusses its analytical characteristics. The solution method follows in Section 5. Section 6 presents a case study and an extensive numerical analysis. Finally, we discuss future research and conclude the paper in Section 7.
2. Literature Review In this section, we review the relevant literature on post-disaster network design problems (Section 2.1) and stochastic programming algorithms (Section 2.2).
Post-disaster Network Design in Humanitarian Relief
Most studies related to post-disaster humanitarian operations focus on last mile distribution problems addressing vehicle routing and/or supply allocation decisions (e.g., Barbarosoglu and Arda, 2004; Tzeng et al., 2007; Balcik et al., 2008; Huang et al., 2012) . Only a few studies address the problem of designing last mile networks. Horner and Downs (2008) consider locating distribution points in a hurricane region for providing relief supplies after the disaster. The authors present an integer programming model that determines the locations of PODs, the assignments of PODs to LDCs, and the assignments of the demand locations to PODs while minimizing the total cost of distributing the relief goods. They test the model on real-world data and stress the consideration of socio-economic factors (i.e., household income levels) in locating distribution points. The model presented in Horner and Downs (2008) is extended by Horner and Downs (2010) and Widener and Horner (2011) . Horner and Downs (2010) include the decisions on the amount of goods delivered from the LDCs to the PODs, while Widener and Horner (2011) consider multiple types of distribution points, where each type of facility can offer different relief goods and services. Horner and Widener (2011) consider a capacitated p-median model to locate post-hurricane facilities and simulate the model in an uncertain environment to investigate the effects of link failures on the location decisions. Some studies consider location and transportation decisions simultaneously in a post-disaster setting (e.g., Yi and Ozdamar, 2007; Rath and Gutjahr, 2011; Afshar and Haghani, 2012; Lin et al., 2012; Tricoire et al., 2012) . The majority of these studies involving post-disaster network design decisions either assume a deterministic setting and/or do not incorporate accessibility and equity.
A multitude of factors affecting accessibility in the last mile have been discussed in the literature. For instance, IFRC (2013) and OCHA (2013) discuss the effects of damaged transportation infrastructure on accessibility during relief efforts after the floods in Ghana and Sudan, respectively. Stephenson (1993) describes the challenging effects of topographic factors on Ethiopian drought/famine relief in 1984-1985. There are also studies (e.g., Morrow, 1999; Kovacs and Tatham, 2009; Zakour and Harrell, 2004 ) that stress the importance of demographical/socio-economic factors (such as race, age, gender, income level, being in a female-headed household with young children) on access to aid. The literature lacks studies that present metrics/objectives which incorporate such accessibility-related factors in designing last mile relief networks.
Equity has been considered as an important issue in the humanitarian logistics literature (e.g., Tzeng et al., 2007; Balcik et al., 2008; Vitoriano et al., 2011) . A common approach for modeling equity is to focus on the worst value of a performance metric of interest (such as the maximum distance between facilities and users in the p-center model), and optimize or bound the worst value through the objective function or the constraints, respectively. Some studies analyze the tradeoffs between using equity-and efficiency-related objectives in different disaster/emergency contexts (e.g., Felder and Brinkmann, 2002; Campbell et al., 2008; Huang et al., 2012) ; specifically, they evaluate the impact of improving equity on various efficiency metrics (such as the total distance or cost). Although equity is considered as an important criterion in locating facilities in other settings (such as locating public facilities including fire/ambulance stations and libraries (e.g., Mulligan, 1991; Marsh and Schilling, 1994; Noyan, 2010) ), equity in last mile relief network design has not been studied in detail.
This paper contributes to the humanitarian relief literature by characterizing the concepts of accessibility and equity within the context of last mile distribution network design, developing performance metrics, and presenting a mathematical model that incorporates accessibility and equity while capturing the uncertain aspects of the post-disaster environment.
Stochastic Programming
Algorithms Stochastic programming models are generally known to be computationally challenging, which can partially be attributed to the potentially large number of scenariodependent variables and constraints. Various decomposition-based solution methods have been proposed for two-stage stochastic programs. The (continuous) L-shaped method proposed by Van Slyke and Wets (1969) is a widely applied Benders decomposition approach to solve two-stage stochastic linear programming problems with the expected second-stage objective functions for the case of a finite probability space. This decomposition method and its variants (e.g., Ahmed, 2006; Noyan, 2012) are based on the duality theory of linear programming, and therefore cannot be applied to the two-stage linear problems with integer variables in the second-stage.
Introducing integer variables into stochastic programs brings further complications; see Birge and Louveaux (1997), Klein Haneveld and van der Vlerk (1999) , and for a detailed discussion on solving stochastic integer programming models. To deal with stochastic programs with integer variables in both stages, Laporte and Louveaux (1993) propose the integer L-shaped algorithm, which is based on Benders decomposition. It utilizes a branch-and-cut scheme in the master problem and requires pure binary first-stage decision variables. Sen and Higle (2005) and Yuan and Sen (2009) consider a special case of this setting with binary variables in the first-stage and mixed-binary variables in the second-stage. The authors develop disjunctive decomposition-based branch-and-cut algorithms, which are in general computationally very effective (e.g., Ntaimo and Sen, 2008) . However, they assume that the recourse matrix 1 of the second-stage problem is deterministic. In contrast, in our models all the second-stage parameters (including the recourse matrix, cost coefficients, and right-hand sides) can be random; specifically, the recourse matrix is scenario-dependent due to the stochastic coverage sets and total demands at the POD level. In addition, the integer L-shaped method appears to be more easy to implement than the disjunctive decomposition-based branch-and-cut algorithms. One of the key contributions of this paper is developing a computationally effective solution algorithm that exploits the special structure of the proposed two-stage stochastic programming model. In particular, we implement an enhanced version of the classical integer L-shaped method (Laporte and Louveaux, 1993) by employing state-of-the-art computational features, such as the lazy constraint callback of IBM ILOG CPLEX, which proves useful to remove the burden of implementing a full-fledged branch-and-cut algorithm procedure (Rubin, 2011) . As emphasized in Sen and Bulbul (2014) , the lazy constraint callback feature has been rarely used in the Operations Research literature. To the best of our knowledge, devising such an enhanced integer L-shaped method is a first in the literature.
3. Problem Description Given a network that involves a set of demand locations, a set of candidate PODs and a single LDC (as in Figure 1 ), SLMRND determines i) the locations and capacities of the PODs, ii) the amounts of supplies to be delivered from the LDC to PODs, and iii) the assignments of the demand points to the PODs, while considering equity and accessibility issues and incorporating demand-and transportation network-related uncertainties. We describe the characteristics of SLMRND in the following subsections.
Network Structure and Facilities
The number and type of facilities in last mile networks may depend on various factors, such as the size of the relief organization or the scale of the operations. However, typically there are one or a few LDCs, each serving a fixed area through several PODs. For instance, after the Van earthquake, relief supplies were first accepted by a reception center close to the airport, and then shipped to the facilities in the last mile. Similarly, SLMRND assumes a single LDC, whose location is pre-determined, and focuses on determining the locations and capacities of the PODs. While the candidate PODs (such as schools, sports halls, or prefabricated structures) can exist anywhere on the network, we assume, without loss of generality, that the candidate POD set is a subset of the demand location set.
In SLMRND, each demand location is served by a single POD. Single sourcing is common in practice as it allows to register beneficiaries and track whether the aid reaches those intended effectively. We assume an upper limit on the number of PODs, which can be determined based on available budget and human resources. The capacity of each POD depends on the demand assignments, which will be determined in the model endogenously. However, we impose a maximum capacity limit for each POD to prevent oversized facilities.
Demand and Transportation Network Uncertainties
Although people may need different types of supplies (e.g., tents, blankets, food) after a disaster, relief organizations usually bundle different supplies into standard kits/pallets. Therefore, we consider a single type of relief item in SLMRND. The exact needs of the affected population are not immediately known and can only be estimated roughly at the time of designing the last mile relief network. In SLMRND, we represent demand uncertainty by a finite set of scenarios. In the Van earthquake case study (Section 6), we describe an approach to construct the demand scenarios using the available real-world data including population, earthquake strength, and distance to the epicenter.
As in the Van earthquake, disasters can damage the transportation network and reduce the capacity of some links (e.g., roads and bridges). There is usually a high level of uncertainty in the transportation network while making the post-disaster network design decisions. In SLMRND, the randomness in post-disaster link capacities is also characterized through a finite set of scenarios.
Performance Metrics
In this section, we characterize accessibility and equity, and develop performance metrics to incorporate these important concerns into the models for SLMRND.
Accessibility
In this study, we define accessibility as the ease of access to the PODs/relief supplies. To develop accessibility metrics, we focus on the two echelons of the last mile relief network separately; specifically, we consider: i) accessibility of the PODs from the LDC, and ii) accessibility of the PODs from the demand locations (see Figure 1 ). Vehicles carry supplies from the LDC to PODs in the first echelon, and people at demand locations travel/walk to PODs to receive supplies in the second echelon.
The concept of accessibility in a post-disaster setting is closely related to the response time. However, characterizing and measuring accessibility solely based on travel distances or pre-disaster travel times is not sufficient in the last mile network. For instance, in the Van earthquake relief, considering the possibility of damaged infrastructure (i.e., flooded and damaged roads) would have been essential. In addition, since the Van earthquake hit an underdeveloped region, it would also have been important to consider socially-disadvantaged populations (e.g., individuals with low mobility such as elderly, disabled, women with small children) while characterizing and measuring accessibility. In general, we classify the factors that may affect accessibility as: i) the physical factors (e.g., geographical, topographical, infrastructural) that affect post-disaster transportation times, and ii) the demographical/socio-economical factors (e.g., age, gender, economical status) that affect the mobility of individuals. Consequently, we assume that accessibility along the first echelon of the last mile network is affected only by the physical factors, while accessibility in the second echelon is affected both by physical factors and demographical/socio-economical factors. Quantifying the effects of the latter on accessibility can especially be challenging. In this study, we develop an approach that computes an accessibility score for each link by adjusting the post-disaster travel times based on the proportion of population with low mobility at the demand nodes (see Section 6 for details).
The main accessibility metric we consider in modeling SLMRND is the expected total accessibility (ETA), which is the sum of the expected total accessibility of the PODs from the LDC and the expected total accessibility of the PODs from the demand locations.
Equity
We consider two types of equity in designing the last mile relief network: i) equitable accessibility and ii) equitable supply allocation.
We measure equitable accessibility in terms of the minimum accessibility of the PODs under each scenario, where the minimum is calculated over demand locations. In our model, we ensure equitable accessibility to the PODs from the demand locations by defining a coverage set for each demand location. The coverage set includes the candidate PODs that satisfy a minimum threshold requirement in terms of the accessibility scores associated with the links. In this way, each demand location is served by a POD that satisfies the minimum accessibility requirement.
SLMRND considers equitable supply allocation at the POD level. Equitable allocation of supplies among demand points is ignored at this point, since the relief personnel at the PODs usually make decisions regarding the final delivery amounts once the relief operations start. Therefore, while setting up the last mile relief network, it is sufficient to distribute supplies among PODs in a balanced way considering the capacity limitations. To measure and model equity in supply allocation, we compute the maximum proportion of unsatisfied demand (MPUD) under each scenario, where the maximum is calculated across the PODs.
3.4 Supply Allocation Policies Different policies can be considered for allocating supplies equitably among the PODs while designing the last mile relief network. One of the common policies for dividing scarce supplies among recipients equitably is proportional allocation (e.g., Balcik et al., 2008; McCoy and Lee, 2014) . Similarly, we consider a strict proportional allocation policy (called the PD Policy) to determine the delivery amounts to PODs; that is, the available supply at the LDC is divided among the PODs in proportion to the total demand assigned to the PODs under each scenario. We also consider an alternative allocation policy (called the TD Policy), which relaxes the proportional allocation requirement but ensures that the shortage amount at each POD does not exceed a specified proportion of the corresponding total demand under each scenario; setting the proportion parameters equal for all PODs ensures equitable allocation (similar to Noyan, 2010) .
Both policies are used to control the shortage amounts at the POD level. Under each scenario, the PD policy enforces an equal proportion of unsatisfied demand (PUD) at each POD, whereas the TD policy introduces an upper bound on the MPUD. It can be analytically shown (see Section 4.2) that the model that incorporates the PD Policy performs better than the one under the TD Policy in terms of the equity metric MPUD. However, enforcing the proportional allocation can significantly compromise from the accessibility metric ETA. In this respect, we consider a relaxed PD policy, which aims at limiting the deviations from the strict PD policy. However, under the relaxed PD policy the proportions of unsatisfied demand at individual PODs can differ, and consequently, MPUD can be undesirably higher compared to the PD policy. To avoid such situations, we additionally impose the TD policy, which limits the MPUD value and performs better than the PD policy in terms of ETA. Thus, considering the strengths of the PD and the TD policies, we design a hybrid allocation policy that can balance the tradeoff between equity and accessibility. The resulting model, presented in Section 4.1, involves this hybrid allocation policy and can achieve high levels of accessibility and equity simultaneously. We also note that two special cases of the proposed model correspond to the models enforcing the PD policy and the TD policy.
SLMRND Modeling and Analysis
In this section, we present our modeling approach for SLMRND. In Section 4.1, we develop a stochastic programming model incorporating the hybrid allocation policy. In Section 4.2, we analyze the characteristics of the proposed model; in particular, we present the two special cases and discuss the implications of the alternative supply allocation policies on accessibility and equity metrics.
Stochastic Optimization Model
We consider a network where each node represents a settlement in the affected region, and denote the set of nodes by I. Additionally, we denote the set of candidate PODs in the network by J and assume that J ⊆ I. The coverage sets are defined by enforcing a minimum threshold requirement on each accessibility score; we denote the common threshold value by τ . We capture the inherent uncertainty in the network through a finite set of scenarios denoted by S. Each scenario represents the joint realization of the demands at the nodes, and of the accessibility scores associated with the links of the network. Consequently, coverage sets are also scenario-dependent. We provide a list of the scenario-dependent parameters below:
demand at node i under scenario s, i ∈ I, s ∈ S, ν s 0j : score for accessibility to candidate POD j from the LDC under scenario s, j ∈ J, s ∈ S, ν s ij : score for accessibility to candidate POD j from demand node i under scenario s, i ∈ I j ∈ J, s ∈ S, N s i = {j ∈ J | ν s ij ≥ τ }: set of candidate PODs that can cover demand node i under scenario s, i ∈ I, s ∈ S, M s j = {i ∈ I | ν s ij ≥ τ }: set of demand nodes that can be covered by the candidate POD j under scenario s, j ∈ J, s ∈ S.
As J ⊆ I, a sufficiently large number (V ) is assigned to ν s jj so that the inequalities ν s jj = V > max i∈J ν s ji > τ hold, which in turn implies that j ∈ N s j for all j ∈ J, s ∈ S. In addition, we define the following deterministic parameters: κ denotes the maximum number of PODs to be opened (κ ≤ |J|), Θ denotes the amount of total available supplies, and K j represents the upper bound on the capacity of POD j. In practical settings, it is realistic to assume that the values of the parameters K j are sufficiently large to allow a POD located at a demand node to serve at least its own location under any scenario. Therefore, in the rest of the paper, we make the assumption that
As discussed before, last mile relief networks must be set up quickly before the uncertainties related to the post-disaster conditions are resolved. Therefore, a two-stage stochastic programming framework is suitable for the structure of SLMRND. In our two-stage modeling framework, the decisions on the locations and capacities of the PODs are made at the first stage before uncertainties in demands and accessibility scores are resolved. The decisions related to the allocation of supplies to the PODs, as well as the assignments of the demand points to the PODs are made at the second stage given the predetermined first-stage decision variables and the observed uncertain parameters. The following notation is used for the decision variables.
First-stage decision variables:
y j = 1 if a POD is located at node j ∈ J, and y j = 0 otherwise, R j : the capacity allocated to POD j ∈ J (i.e., an upper bound on the amount of supplies that can be delivered to POD j).
Second-stage decision variables:
x s ij = 1 if demand node i ∈ I is served by POD j ∈ N s i under scenario s ∈ S, and x s ij = 0 otherwise, r s j : the amount of supplies delivered to the POD j ∈ J under scenario s ∈ S. As discussed in Section 3, SLMRND focuses on establishing accessible networks where the population groups are served equitably. In modeling SLMRND, we consider an approach that incorporates equitable supply allocation policies into the model through the constraints, and focuses on an efficiency-related objective function featuring the total accessibility. Furthermore, equitable accessibility is ensured by assigning each demand point to a POD in its coverage set defined based on the minimum accessibility requirement. Thus, we enforce a lower bound (denoted by τ ) on the minimum accessibility score over demand points (as an alternative to the "maximin" approach, which would maximize the minimum accessibility score). We note that the threshold parameter τ can be used to balance the tradeoff between the equity (in terms of the worst accessibility score) and efficiency (in terms of the total accessibility).
To impose the hybrid allocation policy, we first express the total demand assigned to POD j ∈ J under scenario s ∈ S (in terms of the assignment decisions) as follows:
Then, the corresponding proportional total demand is obtained by
where θ s denotes the total amount of delivery under scenario s; it is calculated as θ s = min(Θ, i∈I d s i ) . We next present the two-stage stochastic programming model of SLMRND under the hybrid supply allocation policy (referred to as Model Hybrid). The formulation of the associated first-stage problem is given by
subject to:
Hereν 0j denotes the expected accessibility from the LDC to POD j; these expected values can be estimated by
In addition, ξ denotes the random data and Q(y, R, ξ) is the objective function of the second-stage problem for a given set of first-stage decisions. For ξ s = (d s , ν s ), which represents the realization of the random data under scenario s ∈ S, the second-stage problem is formulated as follows:
The objective function (3) maximizes the expected total accessibility (ETA). We estimate the expected accessibility of the PODs from the demand locations by the sample averaging, i.e.,
Constraint (4) ensures that the number of facilities is not larger than the specified limit, whereas constraint (5) imposes a maximum capacity limit for each POD to prevent oversized facilities. By constraint (9), the amount of supplies delivered to an open POD does not exceed the capacity of the POD. Constraint (10) ensures that the total amount of delivery is equal to the total available supplies, unless the total demand is less than this value. In addition, constraint (9) together with constraint (5) implies that there has to be a POD located at node j if there is any delivery to that node (i.e., if r s j > 0 for at least one scenario). Constraints (11), (12) and (14) guarantee the connectivity of the network in a such a way that each demand node is assigned to a single open POD. Moreover, constraint (13) ensures that a POD located at a demand node serves its own location; this constraint is generally satisfied automatically due to the large values of ν s jj in the objective function (8). However, under extremely restrictive capacity limits, removing constraint (13) might result in serving some demand nodes from other PODs. The set of constraints (15)- (16) guarantees that the shortage amount at each POD is below a predetermined proportion ρ of the total demand faced by the POD. Using a common proportion parameter ρ for all PODs ensures equitable allocation of supplies. Moreover, constraint (15) enforces a relaxed PD policy by allowing the variables β to take positive values. Penalizing such values of the variables β in (8) allows us to distribute supplies among PODs in proportion to their total demands as much as possible without enforcing the strict PD policy and compromising from ETA. For a sufficiently small value of the ǫ parameter, Model Hybrid attains the same level of ETA as the model under only the TD policy. By changing the value of the penalty parameter ǫ, the balance between the accessibility (in terms of ETA) and equity (in terms of MPUD) can be controlled. The rest of the constraints enforce non-negativity and binary restrictions.
It is easy to see that if Model Hybrid is feasible then the following relation holds:
Decision makers can use this relation to specify a reasonable value for ρ based on the values of available supplies and the scenario demands. Moreover, if Model Hybrid is feasible then there exists an optimal solution with
The relation (19) and the following result about the optimal number of selected PODs allow us to exploit the special structure of the proposed model and develop an effective solution algorithm.
Proposition 4.1 At any optimal solution of Model Hybrid we have
This proposition can easily be proved under the assumption given in (1). The rationale behind the proof can be briefly explained as follows. From any feasible solution with j∈J y j < κ we can always construct another feasible solution, which satisfies j∈J y j = κ and has a higher objective function value becauseν 0j ≥ 0 and ν s jj > max i∈J ν s ij for all j ∈ J. We can solve the proposed two-stage stochastic programming model using a decomposition-based algorithm (see Section 5) or directly using a standard mixed-integer programming solver. For the latter option, we formulate it as a large-scale mixed-integer linear program (MILP), which is referred to as the deterministic equivalent formulation (DEF) and presented in Appendix A.
Model Analysis
In this section, we provide some observations and results to highlight the significance of the proposed model under the hybrid allocation policy. In particular, we investigate the implications of the alternative supply allocation policies on the performance metrics of interest. We commence by presenting the two relevant special cases (the models under the PD policy and the TD policy) of the Model Hybrid.
Special case under the PD policy (referred to as Model PD). We set β j = 0 for all j ∈ J, and consequently, constraint (15) becomes
In this case, we can easily prove that constraint (20) holds with equality at any feasible solution of Model Hybrid, which ensures the strict proportional distribution (due to the constraint (10)). It is important to note that setting β j = 0 for all j ∈ J is not equivalent to setting ǫ to a very large constant (ideally, ∞); in the latter approach the β j variables can still take positive values (when there is no feasible solution satisfying (20) with equality due to the restrictive capacity limits).
Special case under the TD policy (referred to as Model TD). We set ǫ = 0, or trivially, drop the decision variables PD The hybrid model and its two special cases would provide the same solutions in rare cases when the relief supplies in the last mile network are ample compared to the total demand (i.e., TD s j = PD s j , j ∈ J, s ∈ S). Additionally, we observe that the values of the parameters K j have significant importance in the performance of these alternative allocation policies. We first consider the trivial case where the parameters K j are sufficiently large to make the related POD capacity constraints redundant.
Observation 4.1 Suppose that the parameters K j are sufficiently large to make the related capacity constraints redundant, that is, assume that r s j ≤ K j , j ∈ J, s ∈ S holds for any second-stage feasible solution. Then, all three policies lead to the same optimal objective value, and moreover, Model Hybrid and Model PD are equivalent.
The rationale behind Observation 4.1 can be explained as follows. Suppose that we solve Model TD and obtain an optimal policy. Given the optimal assignment variables x, we can easily modify the variables r and R (based on (2) and (19), respectively,) to construct an alternate optimal solution at which the proportional distribution is ensured. Observe that the first-stage objective function does not involve the modified variables r and R, and the optimal y-and x-decisions do not need to be altered because there are no upper bounds on the POD capacities. Therefore, we can always construct an alternate optimal solution of Model TD with r s j = PD s j , j ∈ J, s ∈ S, which is also an optimal solution of Model PD.
According to Observation 4.1, the hybrid policy does not provide an additional benefit under the trivial case. We next discuss the significance of the hybrid model for the nontrivial (and more realistic) case where the parameters K j can have an effect on the optimal last mile relief network design decisions. To this end, we first provide the following interesting result related to the performance of the alternative allocation policies in terms of the equity metric of interest.
Proposition 4.2 The random MPUD associated with a feasible solution of Model PD is stochastically dominated by the random MPUD associated with any feasible solution of Model TD in the first order 2 . In other words, the random MPUD associated with a feasible solution of Model PD is stochastically smaller.
Proof. Consider a feasible solution of Model PD and letĴ denote the set of selected PODs, i.e.,Ĵ = {j ∈ J : y j = 1}. We focus on the PUD at each selected POD, since the PUD associated with the unselected PODs is trivially 0 with certainty. Based on (2), for any feasible solution of Model PD we can calculate the corresponding PUD at POD j ∈Ĵ under scenario s (denoted byρ s j ) as follows:
Note that we have . Then, the assertion follows trivially from the fact that the smallest value of MPUD under each scenario is attained at any feasible solution of Model PD (see (21) and (22)).
Proposition 4.2 shows that the PD policy leads to the best performance in terms of MPUD. In fact, the PUD associated with a feasible solution of Model PD is the same for all the open PODs under each scenario, and the constraint (16) becomes redundant for any reasonable value of ρ (i.e., ρ ≥ ρ * ). Moreover, even setting ρ = ρ * in Model TD would not be sufficient to guarantee the proportional distribution of supplies, since forcing the maximum proportion value to be less than or equal to ρ * is not sufficient to ensure an equal PUD value at each POD. However, imposing such a restrictive proportional distribution policy might lead to a significant reduction in ETA. This tradeoff becomes even more important when the capacity restrictions of PODs are more severe. In this respect, one can impose the relaxed version of the PD policy, which aims at minimizing the deviations from the strict PD policy (by minimizing the values of the non-negative variables β s j ). However, in this relaxation-based approach, the PUD values at individual PODs can differ, and consequently, MPUD can be undesirably higher compared to Model PD (as also shown in Figure 5b and 6b in Section 6.2 for larger values of ρ). Therefore, enforcing the TD policy in addition to the relaxed PD policy is essential for improving equity in terms of MPUD. As a result, the proposed model involving the hybrid policy can achieve high levels of accessibility and equity simultaneously.
The Integer L-Shaped Method
We develop a decomposition-based branch-and-cut algorithm to solve our two-stage stochastic mixed-integer programming model. As discussed in Section 2, several generic decomposition-based algorithms have been developed to solve such models. However, if possible, adapting a solution method that exploits the special structure of the problem would be preferable to develop a computationally effective algorithm. Along these lines, we utilize the integer L-shaped method, which is specifically suitable for stochastic programming programs with pure binary decision variables in the first-stage and mixedinteger variables in the second-stage; and furthermore, the method allows all the second-stage parameters to be random. Even though our proposed model originally involves mixed-binary decision variables in the first-stage, we can reformulate it so that the integer L-shaped method is applicable. We implement an enhanced version of the classical integer L-shaped method by employing state-of-the-art computational features, such as the lazy constraint callback of IBM ILOG CPLEX and a parallelization of the Benders subproblems via the Boost C++ Libraries. To the best of our knowledge, devising such an enhanced integer L-shaped method is a first in the literature. Moreover, we use multi-cuts instead of single-cuts while approximating the expected second-stage objective function value. Below, we explain our Benders decomposition based branch-and-cut algorithm in detail.
According to (19), we can retrieve the optimal values of the variables R j from the given optimal second-stage variables. In this spirit, we can delete the variables R j from the first-stage problem and replace R j by K j y j in the second-stage problem to guarantee the satisfaction of the capacity constraints (5) and (9). Following this approach, with some abuse of notation, we denote the objective function of the second-stage problem under scenario s by Q(y, ξ s ) instead of Q(y, R, ξ s ) while describing the algorithm. In other words, we drop the variables R j and focus on the equivalent formulation of the proposed model which involves only the pure binary variables y j in the first-stage.
Here we describe our solution algorithm considering a general representation of the second-stage problem:
At a given iteration of the multi-cut integer L-shaped algorithm, the following relaxed master problem (RMP) is considered:
We obtain this RMP from three types of relaxations of the two-stage model: the integrality restrictions on the variables y j are relaxed, the feasibility requirements of the second-stage problems are relaxed, and the exact calculation of the second-stage objective values is relaxed. In the formulation of the RMP, t 1 and t 2 designate the number of feasibility and optimality cuts generated so far, respectively. The so-called feasibility cuts (26) are used to represent the conditions for the feasibility of the second-stage problems. The auxiliary variables ϑ s , s ∈ S, together with the optimality cuts (27), denote appropriate approximations of Q(y, ξ s ), s ∈ S. Note that relaxing the integrality restrictions on the variables forms the basis of a branch-and-cut algorithm, whereas relaxing the exact calculation of Q(y, ξ s ), s ∈ S, via a polyhedral representation is the key step of a Benders decomposition-based L-shaped method. We next derive the particular forms of the Benders (feasibility and optimality) cuts that are valid for our model.
Proposition 5.1 Let y j = 1, j ∈ H l , and y j = 0, j / ∈ H l be the l-th first-stage feasible solution which leads to an infeasible second-stage problem. Then, the following feasibility cut is valid:
Proof. As j∈J y j = κ at any first-stage feasible solution (Proposition 4.1), we have |H l | = κ. This clearly shows that j∈H l y j ≤ κ for any binary vector y, and the equality holds only for the l-th feasible solution. Thus, (29) 
In this setting, the optimality cuts (single-cuts) proposed in Laporte and Louveaux (1993) are valid for our model, but fortunately, we derive stronger and multi-cut versions of those optimality cuts by exploiting the special structure of the proposed mathematical programming formulation.
Proposition 5.2 Let y j = 1, j ∈ H l , y j = 0, j / ∈ H l , be the l-th first-stage feasible solution, and ̺ s l the corresponding optimal objective function value of the second-stage problem for scenario s ∈ S. Then, the following set of optimality cuts is valid:
Proof. As mentioned in the previous proof, κ − j∈H l y j ≥ 0 for any first-stage feasible binary vector y, and it takes the value 0 only for the l-th feasible solution. In the latter case, the right-hand side reduces to ̺ s l , and as desired, (31) cuts the l-th first-stage feasible solution if ϑ s > ̺ s l for at least one scenario s ∈ S. For any other first-stage feasible solution, we have |H l | < κ and the term κ − j∈H l y j takes a positive integer value, say ε (i.e., ε ≥ 1). Then, the right-hand side becomes εU
Thus, in this case the optimality cuts (31) are redundant.
It is easy to show that any feasibility cut that is valid for the two-stage model with the continuous relaxation of the second-stage problem is also valid for the original model involving integers in the second-stage. Furthermore, any continuous L-shaped optimality cut associated with scenario s provides an upper bound on Q(y, ξ s ). These two observations (Laporte and Louveaux, 1993 ) allow us to use both the feasibility cuts and the optimality cuts, which are originally derived for the continuous L-shaped method, in order to obtain stronger formulations of the RMP. Utilizing the representation in (23), the continuous feasibility cuts are given by
and the continuous optimality cuts are in the form of
Here π ls denotes an optimal solution of the dual problem of the continuous relaxation of the second-stage problem under scenario s given the l-th first-stage feasible solution, while υ ls denotes an extreme ray of the corresponding dual feasible region. For a detailed discussion on the continuous L-shaped method, we refer the reader to Birge and Louveaux (1997) . Keep in mind that these cuts themselves are not sufficient to guarantee the convergence to an optimal solution, therefore they must be accompanied by both (29) and (31). However, we observed that incorporating these cuts significantly improves the performance of the algorithm.
Note that we can easily aggregate the optimality cuts of the form (31) (similarly, (33)), which we refer to as multi-cuts, and obtain their single-cut versions. In particular, we obtain single-cuts by using the weighted sum of multi-cuts where the weights are the corresponding probabilities. The multi-cut approach avoids the loss of the information associated with each realization of the second-stage problem, and it is generally expected to improve the approximations and reduce the number of iterations with respect to the single-cut method. However, in the classical implementation of the Benders decomposition with multi-cuts, the size of the relaxed master problem may cause computational difficulties, since we add a large number of optimality cuts at once. Fortunately, this only drawback is addressed by the lazy constraint callback feature in our enhanced implementation, and we drop the single-cut versions completely out of consideration in our study.
Computing Upper Bounds on the Second-Stage Objective Values
The upper bounds U s , s ∈ S, featured in the optimality cuts (31) have a significant impact on the computational performance of the algorithm. The smaller valid upper bound values obviously lead to stronger formulations of the RMP, and consequently, a fast discovery of an optimal solution. We initialize the algorithm by computing an appropriate upper bound on the optimal second-stage objective value for each scenario. To this end, we opt for solving the following problem under each scenario s ∈ S:
It is easy to see that InitP s provides a valid upper bound, i.e., its optimal objective function value is bigger than or equal to the right-hand side of (30) because we consider a relaxed version of the second-stage problem by ignoring the constraints related to the equitable supply allocation. Furthermore, in order to enhance the computational performance, we update these bounds during the course of the algorithm according to the upper bounding scheme presented in Laporte and Louveaux (1993) . Specifically, we determine the new bounds for any finite value t ≥ 1 as follows: 
We update the current upper bounds if they are larger than the corresponding values in (34).
Implementation of the Algorithm Using the Lazy Constraint Callback
In the classical Benders decomposition approach, the RMP is solved to optimality and then the feasibility and optimality cuts associated with the current optimal solution are added to the RMP before it is re-optimized. This iterative process is repeated until the optimality gap is smaller than a prespecified tolerance level. Following this mainstream implementation of the Benders decomposition, the original integer L-shaped method first aims to maintain the feasibility of the second-stage problems, then creates branches based on a fractional variable in the optimal solution of the RMP. Finally, at a candidate incumbent (best available feasible) solution it focuses on the correctness of the approximation of the expected second-stage objective value. The primary drawback of this classical implementation is that a new search tree must be constructed every time the RMP is solved, and such a scheme may result in re-evaluating the same nodes over and over again. Alternatively, we have followed a recent approach, described by Rubin (2011) , that allows us to execute the entire algorithm on a single search tree by utilizing the lazy constraint callback feature of CPLEX (IBM ILOG CPLEX, 2013) . In contrast to the classical integer L-shaped algorithm, whenever a candidate incumbent solution is identified in the search tree, the associated missing Benders cuts are appended to the RMP as lazy constraints. With this labeling the solver is informed that most of such generated constraints are not expected to be active at the optimal solution. In fact, the solver enforces the generated Benders cuts as it deems necessary. Therefore, the number of cuts appended during the course of the algorithm will not cause significant deterioration in the computational performance of the algorithm. The only major drawback of this approach is the incompatibility of the control callbacks (in our case the lazy constraint callback) and the dynamic search feature of CPLEX.
In our implementation, the lazy constraint callback routine is invoked whenever the branch-and-cut algorithm finds a candidate incumbent solution in the search tree. The callback routine either identifies a missing feasibility or optimality cut violated by the candidate incumbent solution and introduces it as a lazy constraint or certifies the candidate solution as the new incumbent. This scheme, in fact, ensures that no integer solution is evaluated multiple times during the course of the algorithm. Recall that the RMP involves only the first-stage decision variables, and it does not guarantee the feasibility of the second-stage problems. To ensure the existence of feasible second-stage solutions, we need to identify a missing feasibility cut for each candidate incumbent solution. To save computational effort in checking the feasibility of the second-stage problems, we carry out a 3-phase procedure described in Algorithm 1. If, given the candidate solution, second-stage infeasibility for a scenario is encountered at one of the phases, we generate the corresponding feasibility cuts of types (29) and (32) 3 . Note that it is sufficient to generate the feasibility cut (32) for the first infeasible scenario encountered.
Moreover, solving the continuous relaxations in Phase 2 is not an additional computational burden, as it would eventually be necessary for generating the continuous optimality cuts when all the second-stage problems are feasible. When the infeasibility is detected in Phase 1 or CPLEX encounters an infeasible problem using its probing algorithms in Phase 2, we solve the infeasible second-stage problem with the presolve feature disabled in order to obtain a corresponding extreme ray featured in (32). In case all the second-stage problems turn out to be feasible, we check whether there is any missing optimality cut, and if necessary generate the corresponding optimality cuts to correctly approximate the expected second-stage objective value associated with the candidate first-stage solution. To this end, we solve all the second-stage problems to optimality, and for any second-stage problem with an optimal objective value smaller than the current optimal value of ϑ s we append the optimality cuts (31) and (33). At every candidate solution that leads to second-stage feasibility, we also solve the problem (34) to obtain the new upper bounds U s , s ∈ S. Once all of the appended lazy constraints are satisfied in the RMP, the candidate solution is considered as incumbent. The branch-and-cut algorithm continues until the incumbent is proved to be optimal. The pseudocode of our finite exact algorithm is presented in Algorithm 2. Add the corresponding optimality cuts of the form (31) and (33) Add the corresponding feasibility cuts of the form (29) and (32) 
Parallel Computing
Throughout our implementation, we employ parallel computing techniques to enhance the computational performance of the algorithm. To this end, we benefit from two parallelization strategies. The first strategy is to distribute independent operations (such as solving the second-stage problems and the initialization problems) among the available threads in order to exploit the advantages of our decomposition approach. The second strategy is to use the built-in parallel programming features of CPLEX to solve a single problem. In particular, these techniques involve the evaluation of the nodes in the branch-and-cut tree of a mixed-integer program in parallel, or the optimization of linear programs using concurrent optimizers (IBM ILOG CPLEX, 2013) . In order to implement the first and the second strategy, we use the Boost C++ Libraries and adjust the threads parameter of CPLEX, respectively.
In our implementation, we set the number of threads in a way that at most 8 threads can be used at the same time. In order to accelerate the discovery of feasible solutions in the branch-and-cut tree of the RMP, we allocate 2 threads to CPLEX (line 5 of Algorithm 2). Additionally, we switch the parallel mode option of CPLEX to opportunistic, which reduces the synchronization times of the threads at the expense of non-deterministic solution times. In contrast to the RMP, the initialization problems and the second-stage problems are not computationally demanding; therefore, we disable the parallelization features of CPLEX while solving these problems. Instead, we follow the first strategy and distribute these problems among the multiple threads to reduce the computational burden of solving |S| problems. Note that we can solve up to 8 initialization problems concurrently (line 1 of Algorithm 2) as the branch-and-cut has not been initiated yet. However, once the branchand-cut begins, the number of second-stage problems that can be solved concurrently (line 10 of Algorithm 2) is limited to 4. We also allow CPLEX to use 4 threads while solving the problem (34) (line 9 of Algorithm 2).
6. Computational Study To test our model and algorithm, we construct a case study based on real-world data from the 2011 Van earthquake. In Section 6.1, we explain the data generation process, and in Section 6.2 we present computational results to illustrate the significance of the proposed model. In Section 6.3, we provide results for evaluating the performance of the solution algorithm.
6.1 Data Set Generation. A severe earthquake hit eastern Turkey near the urban center of Van province in October 23, 2011. Thousands of residential units collapsed or were severely damaged, some of which collapsed after the aftershock on November 9, 2011. More than 600 people were dead, 2500 were injured, and about 600,000 people were affected by these two earthquakes (IFRC, 2012) . The response of relief organizations and the donor community was prompt to meet the urgent needs of the affected people; nevertheless, mostly due to coordination-related problems, some people could not access to sufficient aid. The Van earthquake relief case indicates the importance of establishing a systematic aid delivery system for ensuring a successful disaster response. Below, we summarize the steps followed to collect and process the real-world data obtained for the affected region.
I. Data collection: network and population The network contains a single LDC and the 94 settlements affected by the earthquake in the main district of Van. The coordinates of the nodes and the travel times are obtained from a free online mapping service (Google maps). The population and demographic data for each settlement (such as the elderly, children, disabled, and female proportions) are obtained from the national address-based population registration system (Turkish Statistical Institute (TUIK), 2012).
II. Clustering the settlements.
To test the performance of the proposed algorithm on a variety of instances, we create new networks with 30 and 60 nodes by clustering the demand nodes of the original 94-node network. For clustering, we use a p-median model which minimizes the total demand-weighted travel times. The population and demographic data related to each cluster are aggregated and assigned to the cluster centroid. As an example, the clusters and cluster centroids for the 30-node network are depicted in Figure 2 . Although our solution algorithm can solve the 94-node instances with 50, 100 and 200 scenarios in reasonable times (see Section 6.3), we use the solutions of the smaller network with 30 nodes and 50 scenarios in Section 6.2 for illustrative purposes. In general, clustering would also be useful when the networks in consideration are too large to be solved efficiently. If the demand nodes are reasonably close to each other (e.g., in dense/urban networks), the information loss due to clustering would be small. For instance, the affected region after the Van earthquake is moderately dense, and the maximum travel time from an original demand node to the centroid of the corresponding cluster is 29 minutes for the 30-node network. Otherwise (e.g., in dispersed/rural networks), the cluster centroids may not represent all demand nodes with sufficient accuracy; in that case the decision makers may consider locating multiple centroids in large clusters or use a p-center model to better control the clustering bias. III. Estimating the base demand. We estimate the number of affected people in each cluster based on the damage intensity levels of the clusters. The damage intensity levels are estimated using a formula that expresses the intensity in terms of the distance to the fault line and the surface wave magnitude of the earthquake (Erdik and Eren, 1983) ; see Appendix B.1 for the formula. In our case study, we consider three damage intensity levels ("destructive", "damaging", and "very strong or strong") around the epicenter of the earthquake (see Figure 7 in Appendix B.1). Based on these damage intensity levels, we estimate the percentage of total households affected by the earthquake at three possible damage states: "No damage (ND)"; "Slight and medium damage (MD)"; "Heavy damage and collapse (HD)" (see Appendix B.1 for the estimated percentages). We assume that the proportion of affected population in each cluster is equal to the percentage of affected households, and estimate the base demand for supplies as a weighted combination of the affected populations at different damage states. The weights associated with the damage states ND, MD, and HD are specified as 0, 0.5, and 1, respectively.
IV. Estimating the base accessibility scores. The following steps are applied to calculate the base values of the accessibility scores in each test network.
1. We obtain the travel times between each pair of nodes from Google Maps, which considers the physical characteristics (such as the type and the grade level) of the roads (Barth, 2009 ).
2. Some areas of the affected region are close to the Lake of Van, which poses flooding risks on some roads. We estimate a risk score for each link based on its distance from the lake (see Appendix B.2 for details). Accordingly, these risk scores are higher for the links in more risky areas.
3. To incorporate the demographic characteristics in the calculation of the scores for the accessibility to PODs from the demand locations, we assign a mobility score to each demand node (higher scores correspond to lower mobility). The mobility score of a demand node is calculated as the weighted sum of the proportions (with respect to the total population in the entire area) of disabled people, elderly, and women with children at that node, where the weights are specified as 0.5, 0.3, and 0.2, respectively.
4. We use the reciprocal of the product of the travel time, risk score, and mobility score to calculate the scores for the accessibility to PODs from the demand locations. On the other hand, we ignore the mobility score for the accessibility to PODs from the LDC. If preferred, one can use a different type of decreasing function to obtain the accessibility scores.
V. Generating demand and accessibility scenarios. Given the base values for demands and accessibility scores, we generate the realizations of the random demand and accessibility parameters to construct a set of scenarios that represent the post-disaster relief network conditions. While generating these realizations, it is crucial to consider the dependency structure in the relief network; the demand and the damage in the network infrastructure would be higher for regions closer to the epicenter of the earthquake. To account for this, as in III., we consider three damage intensity levels. Then, we obtain the realizations under each scenario by multiplying the base values of the demands and accessibility scores by randomly generated deviation factors; this random generation scheme depends on the damage intensity levels (see Appendix B.3 for details).
VI. Other input parameters. We explain how we set the values of the input parameters τ , κ, Θ, K j , and ρ. We specify the value of τ based on the number of demand nodes that are difficult to be covered (i.e., the demand nodes with small |N s i |). More specifically, τ is set by limiting the number of demand points whose coverage set includes less than a certain number of candidate PODs. For this, we consider the worst (smallest) possible values of the realizations of the accessibility scores (denoted byv ij ) and set the value of τ based on the following condition:
For our 30-node case study network, we set γ 1 = 0.05 and γ 2 = 0.15, and observe that the above condition is satisfied for τ ∈ [0, 0.04]. From these possible values, we select 0.01, 0.02, and 0.03 as low, medium, and high accessibility thresholds. We note that τ < 0.01 is too small to enforce an acceptable level of accessibility, whereas τ > 0.03 in general leads to infeasibility due to the capacity limitations. In practice, the parameter κ can be set by the decision makers based on the available resources (i.e., budget, personnel, etc.). The parameter κ is selected as 6, 9, and 12, for the networks with 30, 60, and 94 nodes, respectively. The amount of available supplies Θ is set at 90% of the expected total demand, which is calculated by multiplying the base values of the demand by the expectations of the specified uniform distributions (e.g., by (0.75 + 1.3)/2 for the nodes in areas with "destructive" intensity level). To investigate the impact of the capacity upper bounds, we consider different levels as K j = cd j in our analysis, where c takes values in the range [1.3, 4.75] andd j denotes the estimated base value of the demand at node j. We note that the specified K j parameters satisfy the condition in (1), since the largest possible realization of demand at node j is 1.3d j according to our demand scenario generation scheme. Finally, to investigate the impact of the parameter ρ on the accessibility and equity metrics, we consider different values from the range [0.215, 1]; the value 0.215 corresponds to ρ * in (18).
6.2 Computational Results: Performance of the Hybrid Model As discussed in Section 4.2, alternative allocation policies have different implications on equity and accessibility metrics. In this section, we aim to provide quantitative insights about the related tradeoff between the accessibility and equity metrics, and perform a numerical analysis to illustrate the comparative performance of the hybrid model and its two special cases. In addition to these three models featuring different equitable supply allocation policies, we also consider a benchmark model (referred to as Model Base) which ignores the equity in supply allocation and only focuses on the accessibility.
Equity performance. To evaluate the performance of the models in terms of equity in supply distribution, in addition to the MPUD, we consider the average proportion of unsatisfied demand across PODs (APUD). We construct the empirical cumulative distribution functions (CDFs) of the random APUD and MPUD; Figure 3 shows the corresponding CDFs for a particular problem instance of each model. The solution of the hybrid model for this problem instance is partly shown in Figure 9 in Appendix C; in particular, we illustrate the opened PODs and the assignments of the demand points to the PODs under two representative scenarios.
In accordance with Proposition 4.2, Figure 3a illustrates that Model PD always performs better than all other models in terms of MPUD. Observe that the CDFs of APUD and MPUD are the same for Model PD (follows from (21)). According to Figure 3b , Model PD also performs generally better in terms of APUD (even though there does not exist a stochastic dominance relation in terms of APUD). Additionally, we observe that Model Hybrid performs generally better than Model TD in terms of both PUD metrics. More interestingly, the performance gap between Model Hybrid and Model PD is smaller in terms of APUD compared to MPUD. Accesibility performance. Table 1 presents the values of accessibility metrics attained by each model under different parameter settings. Recall that SLMRND maximizes the ETA (i.e., metric (I + II) in the table), where the metric (I) denotes the expected total accessibility of the PODs from the LDC and the metric (II) represents the expected total accessibility of the PODs from the demand locations. In these instances, we set ρ = 0.3 while we vary the values of the parameters τ and c. Since Model TD and Model Hybrid achieve the same level of accessibility by design, only the results of the latter model are presented in the table.
According to the results in Table 1 , Model PD can significantly compromise from accessibility, whereas the performance of Model Hybrid in terms of accessibility is very similar to that of Model Base. The average relative decrease in ETA by Model PD with respect to Model Hybrid is 4.2%, and it is even larger (12.3%) for the expected total accessibility of the PODs from the demand locations (i.e., metric II). On the other hand, the average relative decrease in ETA by Model Hybrid with respect to Model Base is only 1.1%. We can also see from Table 1 that the tradeoff between accessibility and equity in supply distribution for Model PD and Model Hybrid becomes more significant for small values of c. For instance, for c = 1.5 and τ = 0.02, the average relative differences between Model PD and Model Hybrid are 25.3% and 42.6% in terms of the metrics I+II and II, respectively. Similarly, for c = 1.3 and τ = 0.01, Model Hybrid performs 4.8% and 22.9% better than Model PD on average. These results are expected because less accessible PODs often have to be selected in the presence of strong capacity limitations. The restrictive PD policy can even lead to infeasible formulations. The results are also consistent with Observation 4.1 in Section 4, which analytically shows that Model PD and Model Hybrid attain the same objective function value for sufficiently large K j values. Finally, as observed from Table 1 , for a fixed value of the capacity parameter c, the ETA associated with a given model decreases as τ increases; this highlights the role of τ in balancing the tradeoff between equity and efficiency in accessibility (as discussed in Section 4.1).
Effects of ρ on accessibility and equity. We also study the effects of the parameter ρ on the accessibility and the PUD metrics. Recall that ρ represents an upper bound on the unsatisfied demand ratio for each POD and scenario. Figure 4a presents the ETA associated with the alternative models for different values of ρ, and Figure  4b shows the relative decrease in ETA with respect to Model Base. To evaluate the models in terms of the PUD, we present the maximum (over the scenarios) and the expected APUD and MPUD values for different ρ values in Figures 5 and 6 , respectively.
According to Figures 4a and 4b , the relative difference between Model Hybrid (and Model TD) and Model Base in terms of ETA decreases and converges to zero with increasing ρ, as expected. Similarly, as the parameter ρ increases, the performance of Model Hybrid (and Model TD) becomes closer to that of Model Base and moves away from that of Model PD in terms of equity. According to Figure 5 , when ρ equals ρ * = 0.215, Model Hybrid (and Model TD) leads to the same values of the maximum MPUD and APUD as Model PD. As ρ increases, the maximum MPUD and APUD provided by Model TD and Model Hybrid initially move away from those provided by Model PD. As we continue to increase ρ, the maximum MPUD and APUD associated with Model Hybrid eventually stabilize, while the values of these metrics for Model TD continue to increase (as expected, perfectly linear with slope 1 for the maximum MPUD), and get close to those of Model Base. This is because Model Hybrid always gets as close as possible to the solution of Model PD in terms of the supply distribution, while Model TD gives less importance to equity as ρ increases. Indeed, when ρ is sufficiently large, Model TD becomes Model Base and Model Hybrid corresponds to a special case which involves only the relaxed PD policy. According to Figure 6 , the trends in the relative performances of models with respect to the expected APUD and MPUD are similar to those in terms of the maximum APUD and MPUD. However, as seen from Figure  6 , even if we set ρ = ρ * , the expected APUD and MPUD provided by Model TD and Model Hybrid do not reach the 10% level provided by Model PD. This follows from the fact that setting ρ = ρ * in Model TD and
Model Hybrid is not sufficient to ensure the proportional distribution of supplies, as discussed in Section 4.2. In summary, the numerical results in this section confirms the competitive performance of the Model Hybrid both in terms of the accessibility and equity. Moreover, we show that the values of input parameters (including upper bounds on the POD capacities, accessibility threshold, and minimum shortage ratio) can significantly affect both the model performance and the tradeoff between the accessibility and equity metrics. 6.3 Computational Results: Performance of the Proposed Algorithm In order to assess the effectiveness of the proposed integer L-shaped algorithm, we conduct a computational study on instances with |I| = 30, 60, 94, and |S| = 50, 100, 200, 500. For each choice of |I|, we determine a set of low, medium, and high values for the τ and c parameters, following the scheme presented in Section 6.1. To avoid easy-to-solve cases, we neglect the combinations of parameters that involve the high values of c with the low and medium values of τ , and the low values of c with the high values of τ .
We benchmark our algorithm against the state-of-the-art mixed-integer solver CPLEX. All the MILP formulations were solved by IBM ILOG CPLEX 12.5.0.1 using the absolute and relative optimality gaps of 10 −6 and 10 −4 as the stopping criteria, respectively. The IntLS algorithm was implemented in C++ using the Concert Edition. We use a maximum of 8 concurrent threads and set a time limit of 7200 seconds. It is well-known that solving the large-scaled DEFs using a standard mixed-integer programming solver is generally hard for large problem instances. In our experiment, CPLEX could not provide optimal solutions within the prescribed time limit for most of the large problem instances. For such cases, we record both the best upper bound on the optimal objective value (retrieved from CPLEX and denoted by Obf) and the best available objective value within the time limit (denoted by Obf * ). Then, we calculate an upper bound on the relative optimality gap as follows: The results related to the computational performances of IntLS and CPLEX are presented in Table 2 ; all the results are averaged over three instances. In particular, this table presents the elapsed solution times, the UBROG values that are larger than 1%, and the relative reduction in the elapsed solution times by IntLS with respect to CPLEX. We observe that CPLEX could not even provide any feasible solution for a large number of the instances. For these instances, we use the best available lower bound on the optimal objective value to calculate an upper bound on the optimality gap; these upper bounds turn out to be extremely high when the number of demand points and scenarios is large. In contrast to CPLEX, IntLS obtained an optimal solution for the majority of the instances in significantly shorter times. As seen in Table 2 , the relative reduction in solution times by IntLS can reach up to 99.7%. These improvements in solution times generally grow with the increasing numbers of demand points and scenarios. For very difficult instances, such as the ones with |I| = 60 and |S| = 200, the relative reduction in solution times appears to be relatively small; however, this is mainly due to the fact that the maximum time limit is kept fixed independent of the complexity of the instances. The results also indicate that the computational performance is significantly affected by the parameter τ , regardless of the solution algorithm used. This is because the higher values of τ result in smaller coverage sets, and consequently, smaller feasible regions. We also observe that the effect of τ typically becomes more evident with the increasing number of demand points and scenarios.
In summary, the computational study illustrates that the performance of IntLS is significantly better compared to that of CPLEX and we can solve the proposed model for a reasonably large numbers of nodes and scenarios.
Conclusion
In this study, we introduce the stochastic last mile distribution network design problem, which determines the locations and capacities of PODs while considering the demand-and network-related uncertainties in the post-disaster environment. We characterize the concepts of accessibility and equity in the context of last mile distribution network design and provide performance metrics to incorporate these concerns into mathematical programming models. We develop a two-stage stochastic programming model that can achieve high levels of accessibility and equity simultaneously. Finally, we devise a Benders decomposition-based branch-and-cut algorithm to solve large problem instances. Computational experiments illustrate the value of the proposed model and show that the algorithm can attain optimal solutions in significantly shorter times compared to CPLEX.
There are several areas that future work can focus on. One avenue of extension to this work is to also consider the decisions on the numbers and locations of LDCs. If some LDCs with pre-positioned supplies already exist in the network, then these supplies might also have to be moved to new LDCs in order to improve accessibility. As part of our ongoing research, we are addressing the design of such multi-echelon last mile networks, where logistical costs associated with supply reallocation are also important. Future work can also focus on developing risk-averse versions of the proposed model. 
B.2 Flood Risk
In this section, we explain how we determine the flooding risk scores for each link. These scores decrease as the distance from the lake increases. In our study, we specify two distance thresholds (R 1 and R 2 ) to consider three risk areas: high-risk, medium-risk, and low-risk (as illustrated in Figure 8 ). To calculate the shortest distance of each node to the lake, we identify several reference points that define the contours of the Lake of Van. Then comparing these distances with the threshold values R 1 and R 2 , we determine the corresponding risk area for each node. The distance between any two points is calculated using Vincenty's algorithm. Then, the risk scores for each link are determined based on the risk areas where its endpoints are located. Depending on the positions of the endpoints, we distinguish six types of links. We associate a different risk score for each type of link as follows.
(i)-(iii) The highest risk score, denoted by H, is assigned to the links whose endpoints are both located in the high-risk area (e.g., the link AB in Figure 8 ). Similarly, risk scores M and L are assigned to the links with both endpoints in the medium-risk and low-risk areas, respectively.
(iv) For the links with one endpoint in the middle-risk area and the other endpoint in the high-risk area (e.g., the link BC in Figure 8 ), a value MH in the range (M , H) is assigned as a risk score.
(v) For the links with one endpoint in the low-risk area and the other endpoint in the high-risk area (e.g., the link BE in Figure 8 ), a value LH in the range (L, H) is assigned as a risk score.
(vi) For the links with one endpoint in the low-risk area and the other endpoint in the medium-risk area, a value LM in the range (L, M ) is assigned as a risk score.
In our case study, the threshold values R 1 and R 2 are assumed to be 10 and 20 kilometers, respectively. The risk parameters H, M , and L are chosen as 3, 2, and 1, respectively, while the values of MH, LH, and LM are chosen as the mid-points of the ranges specified above.
B.3 Scenario Generation
Given the epicenter of the earthquake and the network distances, we specify three damage intensity levels (and so three damage areas) as in Appendix B.1. Then, we generate the realizations of the demands and accessibility scores for each scenario, as explained next.
Generating realizations of demands for a single scenario. The demands randomly deviate from their estimated base values. The realization of the demand at a node is obtained by multiplying its estimated base value by a deviation factor. These factors are sampled from uniform distributions on the intervals [0.75, 1.30], [0.75, 1.20], and [0.75, 1.10] for the nodes in the areas with "destructive", "damaging", and "very strong or strong" intensity levels, respectively. We independently sample a separate factor for each node.
Generating realizations of accessibility metrics for a single scenario. Given the base values for accessibility metrics, we obtain the realizations for a particular link by multiplying its estimated base value by a deviation factor, which is generated randomly considering the damage intensity levels of the areas that the link spans over. We sample a different factor for each link.
For a link that lies entirely in a single damage area (e.g., CA in Figure 7 ), the deviation factor is sampled from a uniform distribution, whose parameters are speficied as .0] for areas with "destructive", "damaging", and "very strong or strong" intensity levels, respectively. For a link spanning multiple areas (e.g., AB in Figure 7) , we obtain the deviation factor by sampling from a uniform distribution on [l, u] , where l and u are the weighted combinations of l 1 , l 2 , l 3 and u 1 , u 2 , u 3 , respectively. The weights are assigned based on the proportions of the link length in the three areas. In our implementation, where we consider the straight line representation (as shown in Figure 7 ), the cosine formula is used to calculate the weights associated with each link. For instance, the deviation factor associated with link EF in Figure 7 is sampled from a uniform distribution on the interval [l, u] = [ xl 1 + yl 2 + zl 3 x + y + z , xu 1 + yu 2 + zu 3 x + y + z ].
B.4 Online Files
The data set related to the case study is available online 4 in the file titled "OnlineAppendix.xls". The file includes the list of 94 settlements in the main district of Van, the travel times between all settlements, the demographic information used to calculate the mobility scores associated with each demand point, mobility scores, risk scores for all links, and cluster assignments. It also provides the affected populations, the base demands, and the accessibility parameters for each test network.
Appendix C. Example Solution We illustrate an example solution of the hybrid model in Figure 9 . As the assignments of the demand points to the PODs are scenario-dependent, the figure presents the assignment decisions for two representative scenarios. In particular, Scenario B assumes higher demand levels than Scenario A. According to the results, the achieved total accessibility is similar for both scenarios, while the MPUD values are 0.9% and 26.8% under Scenario A and Scenario B, respectively. Maps are created using GPSVisualizer.com, a server that uses Google Maps to produce its outputs.
