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Obstacle detection is an important component for many autonomous vehicle
navigation systems. Several methods for obstacle detection have been proposed
using various active sensors such as radar, sonar and laser range finders. Vision
based techniques have the advantage of low cost and provide a large amount
of information about the environment around an intelligent vehicle. This paper
deals with the development of an accurate and efficient vision based obstacle
detection method which relies on a wavelet analysis. The development system
will be integrated on the Cybercar platform which is a road vehicle with fully
automated driving capabilities [1].
1 Stereo vision configuration
The video acquisition system adopted on the Cybercar is the Bumblebee stereo
vision system from Point Grey Research. It contains two pre-calibrated digital
CCD cameras in an epipolar configuration. This configuration is usually achieved
in practice by rectifying the stereo images based on intrinsic and extrinsic pa-
rameters of the cameras [2]. The epipolar geometry constraint reduces the corre-
spondence problem from two dimensions to one, by involving that corresponding
pairs of image elements always occur on homologous epipolar lines. In this case,
the disparity d is calculated as the horizontal displacement between the refer-
ence pixel in the left image and the candidate pixel in the right image. Given two
corresponding pixels pl = (xl, yl) and pr = (xr, yr) in the left and right images,
respectively, the disparity is given by d = xl − xr. The depth information can
then be calculated by triangulation:
Z =
b · f
d
,
where b is the length of the baseline and f is the focal length.
2 Disparity map estimation
Stereovision is the process of obtaining the depth information of a scene from
a pair of left and right views. It involves finding corresponding pixels in both
images, leading to the so-called disparity map. Many matching approaches have
been proposed including feature-based and area-based approaches. The feature-
based approach provides accurate information and has a low computational cost.
However, the resulting depth information is sparse and an interpolation step is
required to estimate depth across surfaces in the scene. Area based methods on
the other hand produce dense disparity maps, which is mandatory in the obstacle
detection, but often fail at depth discontinuities and in textureless areas. Another
difficulty for area based methods arises from lighting variations between both
images, which may occur in outdoor environment and can largely degrade the
performance of the depth recovery.
In this paper, we propose a new dense disparity field estimation approach
that avoids many of the limitations mentioned above. To deal with illumination
variations often encountered in practice, we develop a spatially varying multi-
plicative model that accounts for brightness changes between both images in the
stereo pair. The stereo matching problem based on this model is then formulated
as a constrained optimization problem in which an appropriate objective func-
tion is minimized under convex constraints. These constraints arise from prior
knowledge and rely on various properties of the field to be estimated. In disparity
estimation, one would like to smooth isotropically inside homogeneous regions
and preserve discontinuities around object edges [3]. This can be achieved with
the help of a suitable regularization constraint. In this work, we investigate a
regularization constraint based on image transformed coefficients. Since wavelets
provide a simple characterization of a wide variety of function smoothness spaces,
the regularization constraint is defined as a (semi-)norm in an appropriate image
space, that can efficiently model signals with sharp discontinuities.
The resulting multi-constrained optimization problem is solved via an effi-
cient block iterative algorithm which allows to combine both wavelet and spatial
domain constraints [4]. In addition, this algorithm is well suited for an imple-
mentation on parallel processors which helps in reducing the computational time.
3 Obstacle detection based on disparity image analysis
The ability to detect obstacles and the degree of danger is essential for vehicle
navigation. The technique used in this paper for obstacle detection takes ad-
vantage of the reliability of the 3D information obtained from the preliminary
disparity estimation stage. To reduce the computational cost, we propose to ex-
tract and reduce the estimation to a part of the image which corresponds to
the road surface. Furthermore, based on the observation that most obstacles are
vertical and that the road is mostly horizontal, we develop a directional wavelet
transform to capture efficiently these geometrical structures characterized by the
horizontal and vertical directions.
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