Abstract. We study approximation in the unit interval by rational numbers whose numerators are selected randomly with certain probabilities. Previous work showed that an analogue of Khintchine's Theorem holds in a similar random model and raised the question of when the monotonicity assumption can be removed. Informally speaking, we show that if the probabilities in our model decay sufficiently fast as the denominator increases, then a Khintchine-like statement holds without a monotonicity assumption. Although our rate of decay of probabilities is unlikely to be optimal, it is known that such a result would not hold if the probabilities did not decay at all.
Introduction
Suppose P = (P n ) ∞ n=1 is a sequence of subsets P n ⊆ [n] := {1, . . . , n}. For a function ψ : N → [0, 1/2], let (1) W P (ψ) = x ∈ [0, 1] : x − a n < ψ(n) n for infinitely many n ∈ N, a ∈ P n . This is the set of real numbers which are "ψ-approximable" by fractions whose numerators have been restricted by P . One can see many results of metric Diophantine approximation as statements about the sets W P (ψ) for different choices of P and ψ. For example, when P n = [n] for all n, we have Khintchine's Theorem ( [11] , 1924), which states that if ψ is non-increasing, then (2) λ(W P (ψ)) = 0 if
Here and throughout, λ denotes the Lebesgue measure on R. One of the most important problems in metric Diophantine approximation, the Duffin-Schaeffer conjecture ( [6] , 1941), concerns the setting where P n = {a ∈ [n] : (a, n) = 1} for all n, where (m, n) denotes the greatest common divisor of m, n ∈ N. It states that for any ψ we have (3) λ(W P (ψ)) = 0 if ∞ n=1 ϕ(n)ψ(n) n that is monotonic [13, Corollary 1.3] . Furthermore, the monotonicity assumption cannot be removed if the growth of f (n) satisfies f (n)/(n(log log n) −1 ) → ∞ as n → ∞ [13, Theorem 1.8] . A randomized version of the Duffin-Schaeffer conjecture-where f is the Euler totient function ϕ-is still open. Specifically, with f = ϕ, does (3) almost surely hold for all ψ? In general, the question of which sequences f admit the removal of a monotonicity assumption on ψ, is still open [13, Question 1.7] .
In this note we study a random model for which we are able to establish a Khintchinelike result without a monotonicity assumption. Instead of the randomization introduced in [13] (discussed above) we randomize P = (P n ) ∞ n=1 in the following way. Fix a sequence {p n } ∞ n=1 of probabilities, 0 p n 1, and for each a ∈ [n], decide with probability p n whether a is included in P n . Our main result is the following. Theorem 1.1. If there exists an ε > 0 such that p n ≪ (log n) −ε , then for any ψ : N → [0, 1/2], we almost surely have
where P is randomized as described just above the theorem).
Remark (On notation). For two functions f, g : N → R 0 , we use f ≪ g to denote that there is a constant C > 0 such that f (n) Cg(n) for all sufficiently large n. Unless otherwise noted, the implied constant is absolute.
Remark (Comparison with randomization from [13] ). The operative difference between our randomization and the one in [13] is that, here, the events that different a's from [n] are contained in P n are totally independent, whereas in the other model they are not. The effect of this independence is to make certain calculations (particularly variance bounds) easier. Yet the two random models are related in a natural way. In the present work, the expected cardinality of P n is np n , so for the sake of comparison one may think of np n as playing the role of f (n). Theorem 1.1 is reminiscent of some of the results that preceded the KoukoulopoulosMaynard proof of the Duffin-Schaeffer conjecture. Namely, in [1, 2, 4, 9 ] the DuffinSchaeffer conjecture was proved under certain "extra divergence" and "slow divergence" assumptions on the sum in (3) . The most recent of these was [1] , where Aistleitner et al. proved the conjecture with the assumption that there is some ε > 0 for which ϕ(n)ψ(n) n(log n) ε diverges. Relatedly, the first author showed that Khintchine's Theorem holds without the monotonicity assumption if one assumes that there exists some ε > 0 for which ψ(n) (log n) ε diverges [10] . The proof of Theorem 1.1 relies in part on a "partial reduction" method from [10] , to be explained in due course.
We hasten to point out that all of the results in the previous paragraph are subsumed by the Duffin-Schaeffer conjecture itself. However, none of the random results and conjectures seem to be. In particular, Theorem 1.1 can be viewed as partial progress toward a randomized version of the Duffin-Schaeffer conjecture, analogous to the progress toward the classical Duffin-Schaeffer conjecture that the results in the previous paragraph represented. With our randomization, the analogue of the Duffin-Schaeffer conjecture would come from setting p n = ϕ(n)/n for each n in the statement of Theorem 1.1. With this analogy in mind, it is believable that a statement like Theorem 1.1, with p n ≪ (log n) −ε replaced by p n ≪ (log log n) −ε (now with ε 1), is also true, and is perhaps a natural "next step" in our present efforts (short of pursuing the full analogue of Duffin-Schaeffer) . This would parallel a recent "extra divergence" breakthrough of Aistleitner (appearing on the arXiv [3] but not intended for publication because it was subsumed by [12] ), where the extra divergence assumption from [1] is relaxed to there existing ε > 0 for which ϕ(n)ψ(n) n(log log n) ε diverges.
Strategy of the proof
Let us hereby fix ε ∈ (0, 1) and p n (n ∈ N) as in the statement of Theorem 1.1. (It is easy to see that no generality is lost in making this stronger assumption on ε.) Now let P be chosen as in the theorem. Note that for any ψ : N → [0, 1/2] we can write
where
The convergence parts of the results in the previous section are all easy applications of the Borel-Cantelli lemma to the "limsup" set W P (ψ). The divergence parts require more work. One common strategy is to first establish some form of independence among the sets E P n and then use the following lemma to show that λ W P (ψ) is positive. (Getting full measure usually requires another ingredient, to be discussed.)
. Let (X, λ) be a finite measure space, and E n a sequence of measurable subsets of X such that λ(E n ) diverges. Then
Rather than apply this lemma to the sets E P n , we work with certain subsets of E P n , which we presently describe. Instead of considering all of P , we restrict attention to the elements a ∈ P n such that (a, n) ≤ (log n) ε/2 . (This is the "partial reduction" which we shortly mentioned in the previous section.) Set the notation
where S = (S n ) n∈N . The sets E S n were introduced in [10] , where they were shown to be of comparable size and to have better independence properties than the analogous nonreduced sets with a ∈ [n]. Let Q = (Q n ) n∈N , where Q n = P n ∩ S n , and define E Q n in the obvious way. Throughout most of this paper, we will work directly with the sets E Q n instead of E P n . When the right-hand side of (4) is positive, one says that the sets E n are quasiindependent on average (QIA), and Lemma 2.1 implies that the corresponding "limsup" set has positive measure. In many situations one can upgrade this to full measure by applying the appropriate "zero-one law" (see for instance the zero-one laws of Cassels [5] and Gallagher [7] ). But no such zero-one law has been proved in our random setting. To get around this, we seek to apply Lemma 2.1 with E n = E Q n ∩ J, where J is some arbitrarily fixed subinterval of [0, 1]. We will show that almost surely the right-hand side of (4) is bounded below by an absolute constant times the length of J. Then the Lebesgue density theorem together with Lemma 2.1 will imply that lim sup E Q n has full measure in the unit interval, hence so does its superset W P (ψ).
The content of the rest of this paper is as follows. We estimate the expected value and variance of the pairwise overlap λ E Q m ∩ E Q n ∩ J (on average) in Section 4 and 5 respectively. Section 3 is for showing that these estimates are small and can be compared with the measures of approximation sets λ E Q n ∩ J . The application of Chebyshev's inequality then implies QIA, almost surely, in Section 6. In the same section the proofs of both divergence and convergence part of the theorem are provided.
Measures of approximation sets
The result of Lemma 3.1 below is used in Lemma 3.2 , which, in turn, later is needed to prove QIA, almost surely.
The next lemma, which is adapted from [10, Lemma 2 and Corollary 3], shows that we have neither lost too many elements nor too much measure by restricting attention to partially reduced fractions.
Lemma 3.1. For any fixed arc J ⊂ R/Z we have
with universal implied constants, where S n and E S n are defined by (5) and (6) respectively for fixed ε ∈ (0, 1).
Remark (On notation). We denote by |S| the cardinality of a finite set S.
Proof. Let us consider S (1)
n := {a ∈ [n] : (a, n) = 1}. Then, from [13, Lemma 5.2] we get that there is some n 0 (J) such that (7) |S
and that the union is disjoint. Therefore,
From (7), each summand has a lower bound
as long as n/d ≥ n 0 (J). In particular, if n(log n)
where the last step is achieved in [10, Lemma 2] . This proves the lemma.
In the following lemma we show that the sum of interest in the statement of Theorem 1.1 is almost surely a lower bound for the sum of measures of approximation sets for infinitely many partial sums. Lemma 3.2 (Almost sure measure of approximation sets). Assume we are in the divergence case of Theorem 1.1. Then there exists an absolute constant C > 0 and an increasing integer sequence {N t } ∞ t=1 such that for any fixed arc J ⊂ R/Z it is almost surely the case that
holds for all but finitely many t.
Proof. Note that
Recall that any element of S n has a probability p n of being selected for a membership in Q n . Therefore, E(|Q n ∩ nJ|) = p n |S n ∩ nJ|, and
Hence,
by Lemma 3.1. On the other hand, for a variance we have
Now, since all selections for Q n , n = 1, 2, . . . occur independently, we have
Thus Chebyshev's inequality implies
be an increasing integer sequence which is sparse enough that
Then, by the Borel-Cantelli lemma, we almost surely have
for all but finitely many t. Combining this with (8) proves the lemma.
Expected overlaps of approximation sets
It is worth noting that the results from Section 3 hold for any subinterval J ⊂ [0, 1]. By contrast, the results in this and the next section are stated with a randomized interval J. That is, we randomly choose P as before, and also independently randomly choose J, so that our probability space is extended. To avoid confusion, we will use the notation P, E and σ 2 to denote the probability measure, expectation and variance, respectively, in the extended space. We use P, E, σ 2 for the space of P 's. 
Proof. First, observe that
so let us bound this last expectation.
Note that for any m = n, E n has probability p m p n of being selected. Therefore, by linearity of expectation, we have
On the other hand, if m = n, then we have
The first of the three summand after the last inequality above comprises the elementary bounds on measures of intervals whose centers do not coincide (see [8, Page 39] ); the last summand accounts for the intervals whose centers do coincide (see [8, Page 176] and [10, Page 7] ). Remembering that p m ≪ (log m)
Putting this into (10), we have
The lemma is proved by combining this with (9).
Variance calculations
As in Section 4, we continue to view the subinterval J ⊂ [0, 1] as a random object. 
Proof. Beginning with a definition, we have
The above summations take place over all possible 1 k, ℓ, m, n N. Let us split the task up over the following indexing subsets:
where, of course, the intention is to consider these with the appropriate permutations as well. The advantage is that the sums over A and B are relatively easy to handle. Indeed, notice that whenever (k, ℓ, m, n) belongs to A, the random variables λ E Q k ∩ E Q ℓ ∩ J and λ E Q m ∩ E Q n ∩ J are independent, hence the expectation of their product is the product of their expectations. That is, the sum over A in (12) cancels the sum over A in (13) . Now consider the sums in (12) and (13) over B. We claim that for any (k, ℓ, k, n) such that ℓ = n, we have
To see that, we partition a phase space according to the different states E Q k ∩ J can occupy, of which there are finitely many. Let us label those states {s 1 , . . . , s d }. Notice that given any of these states, the random variables λ E
CauchySchwarz
0.
The lemma is proved, noticing that the sums in (12) and (13) over C give exactly the right-hand side of (11).
Lemma 5.2. Let M ∈ N and let J ∈ {J 1 , . . . , J M } be chosen randomly uniformly as in Lemma 4.1. Then, for m = n,
Proof. Let m < n. We have
Now we only have to treat the first term in the last inequality above.
We lose no generality in assuming ψ takes values in [0, 1/4] . The effect of this extra assumption is to ensure that no interval from E S n can intersect more than one interval from E S m . To see it, note that any two intervals of E 
Hence, we have
Let q k (k = 1, . . . , b) denote the number of intervals of E S n which intersect I k . Each of these intersections has measure bounded above by δ := 2 min
. Note then that
Note that we must have q k
Putting this into (15), a routine inspection reveals that
Together with (14) this proves the lemma.
Proof of Theorem 1.1
We have been working toward the following lemma, which states that we may apply Lemma 2.1 in a way described in Section 2. 
for infinitely many N.
Proof. Let us begin by supposing that J is chosen randomly uniformly from {J 1 , . . . , J M } as in the lemmas of Sections 4 and 5. Combining Lemmas 5.1 and 5.2, we have
where the last line is obtained by using (9) and Lemma 4.1. Given that the last expression increases to ∞ as N increases, we are guaranteed by Chebyshev's inequality and the Borel-Cantelli lemma that for any c > 0 and sufficiently sparse sequence of N's, we P-almost surely have
for infinitely many N from said sequence. (In particular, we should take a sufficiently sparse subsequence of the sequence {N t } appearing in Lemma 3.2 for the last bound in the next line to hold.) Taking c ≪ λ(J) the latter is bounded by
Now, by Fubini's theorem we may conclude that P-almost surely these estimates hold for every J ∈ {J 1 , . . . , J M }, as required.
We are now ready to state the proof of Theorem 1.1. Also, by independence,
which also converges, say, to σ 2 > 0. By Chebyshev's inequality, for any c > 1,
Choose c > 1 large enough, so that the right-hand side is < 1/2 for all large N. Now we see that for all large N
Therefore, we almost surely have that for infinitely many N p n ψ(n).
From the facts that the right-most sum in (16) converges and the left-most sum increases with N, we conclude that, almost surely,
converges. Thus, by the BorelCantelli lemma, λ W P (ψ) = 0 and the proof is complete.
