As device structures get smaller quantum mechanical effects predominate. About twenty years ago it was shown that it was possible to redesign devices so that they could still carry out the samefunctions. Recently it has been shown that the processing speed of computers based on quantum mechanics is indeed far superior to their classical counterparts for some important applications. This paper introduces quantum mechanics and shows how this can be used for computation.
How small can transistors get?
When solid-state transistors were first invented in 1947, they were a few centimeters wide. Since then the sizes of transistors have been shrinking steadily. As devices get smaller, quantum effects become more and more significant. In present day transistors, quantum mechanical effects are already important, these have to be estimated and upper bounded so as not to let them affect the working of devices. Soon it will be necessary to harness them. Will it still be possible to design working circuits? A similar question arose in aerodynamics a few decades ago -as airplanes approached the speed of sound there were all kinds of resonant effects, and it was not clear whether airplanes would ever be able to fly faster than the speed of sound. The answer in both transistors and airplanes is that it is indeed possible to transcend the indicated limits; however, the principles of design in the new regime are very very different.
The laws of the microcosm
Quantum computation is the design of computers in the regime of quantum mechanical phenomena. An N = 2" state quantum system is implemented as n two state quantum systems. Each two state quantum system is referred to as a qubit. For those with an engineering background, the structure of quantum mechanics is most easily grasped as an extension of classical probabilistic processes. The rules themselves are relatively simple, it is the consequences of those that are mind-boggling, and about which Niels Bohr is said to have remarked, "If after thinking of it for some time, it does not make you dizzy, you have not grasped quantum mechanics."
In order to describe the behavior of a classical probabilistic system, we need to specify probabilities of each state. Quantum mechanical systems have a deeper structure, and as a result, in addition to having a certain probability of being in each state, they also have a phase associated with each state. This leads to wavelike interference. The result of any quantum mechanical phenomena can be calculated by the following rules: (i) Amplitudes: Just as the complete description of a probabilistic system requires the probability of each state, the complete description of a quantum mechanical system is given by specifying the amplitude of each state, which, in general, is a complex number. The amplitude of each state can be written as a magnitude portion and a phase portion. The specification of amplitudes in all of the states is called an amplitude vector (v) or a superposition. (ii) Probability: The absolute square of the magnitude of the amplitude of a state gives the probability of the system being in that state. (iii) Time-evolution (Tji(t + 1) = U&(t)) : Just like the evolution of a probabilistic system is described by premultiplying the probability vector by a state transition matrix, the evolution of the quantum system is obtained by premultiplying the amplitude vector by the state transition matrix ( U) .
(iv) State transition matrix (U) has to be unitary: In order to conserve probabilities, the classical state transition matrix must follow the constraints that each matrix element must be non-negative and the sum of the matrix elements in each row should be unity. The equivalent constraints the quantum mechanical state transition matrix must follow are that the various columns must be orthonormal, i.e. the dot product of any two distinct column vectors must be zero and the sums of the squares of the magnitudes of the entries in each column vector must be unity (see sections 3 and 5 for examples of state transition matrices).
(v) Measurement & Collapse The four rules described above lead to the wave-behavior of particles at the microscopic level. The other characteristic of quantum mechanics that leads to most of its puzzling effects isthe collapse of the wavefunction. Whenever any component of the wavefunction is observed, the rest of the wavefunction readjusts itself instantaneously so as to be consistent with the observation. One of the best known consequences of this is the EPR paradox that was presented in 1935 by Einstein, Podolsky and Rosen. In principle, it is possible to deduce much of the structure of quantum mechanics, such as the uncertainty principle, just from these rules. Figure 1 -A quantum system is described by its amplitude vector, its evolution is obtained by premultiplying this by a un&zr~ matrix. This is analogous to classical probabilistic systems which are described by a probability vector and whose evolution is obtained by premultiplying this vector by a Markov state transition matrix.
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Basic Devices
Basic building blocks of digital circuits are usually the NAND and the NOR gates. It is easily seen that these are not unitary, e.g. we can think of the NAND gate as the following 2 input, 2 output gate which sends (A, B) to (A, E). If we encode the 4 states as 00, 01, 10, 11 respectively, the transformation matrix corresponding to the NAND gate is: This is not unitary since the first two columns are not orthogonal and thus it cannot be realized quantum mechanically. So is there no way of synthesizing boolean functions? Any Boolean function can indeed be synthesized quantum mechanically but this has to be done carefully with primitives that are unitary. The following is a set of three such primitives:
A r\_ ii NOT 01 Each of these primitives can be implemented quantum mechanically (for a nice description of implementation in terms of atoms and photons see [ 1 I).
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It is possible to synthesize NAND and NOR gates from these primitives and thus any function, f(x), that can be evaluated classically can be evaluated quantum mechanically. For example the following figure shows the actual design of a full adder in terms of the gates mentioned above. 
Algorithms
The previous section mentioned that any function that can be evaluated classically can equally well be evaluated quantum mechanically with comparable hardware, e.g., the adder of figure 2. Equivalently, any calculation that can be done classically can be done quantum mechanically with comparable hardware. This was of interest as it showed that solid state devices would still work when they got down to atomic scales (although with very different designs). Then, in 1994 Peter Shor showed that a quantum mechanical algorithm could solve a problem no known classical algorithm could. The problems of efficiently finding the factors of large numbers has been studied for several decades, yet no efficient classical algorithms have been found -it is not known whether or not such an algorithm exists. The problem is vitally important in cryptography since the security of well known codes, such as RSA, is based on the diffic,ulty of this problem. If someone were to find an efficient algorithm for factorization, RSA would become insecure. Shor's insight was to recall the observation that the factorization problem can be converted into one of estimating the periodicity of a sequence, something that quantum systems are very good at.
has a periodicity of p ; from the value of p. the factors of N can be deduced.
(7' module IO), (72 modulo 10) . . . . (7' modulo 10) . . . . has a periodicity of 4. From this, the factors of 10 can be deduced. Peter Shor's discovery generated a lot of excitement in the field. It raised hopes that this would soon be followed by efficient quantum mechanical algorithms for other important problems. However the next significant quantum mechanical algorithm had to wait until 1996 when I discovered the quantum search algorithm.
Two more quantum mechanical gates
In order to develop powerful quantum algorithms such as that for search and factorization, two further operations are needed -the Walsh-Hadamard (WH) transformation and the selective inversion operation (figure 4). Both of these operations are carried out on the qubits in a quantum computer. 
W-H tran@omation -A basic operation in quantum
computing is that of a "fair coin flip" performed on a single qubit whose states are 0 and 1. This operation is A qubit in the state 0 is transformed into a superposition in the two states: ( ) $5 . Similarly a qubit in the state 1 is transformed into ($, ---+) , i.e., the magnitude of the amplitude in each state is r but the phase Jz of the amplitude in the state 1 is inverted. Note that the two columns are orthonormal and so the matrices are unitary and can be implemented quantum mechanically. The phase does not have an analog in classical probabilistic algorithms. It comes about in quantum mechanics since the amplitudes are in general complex. This results in interference of different possibilities as in wave mechanics; this is what distinguishes quantum mechanical systems from classical probabilistic systems.
When the states are described by n qubits (the system has N = 2" possible states), we can perform the transformation M on each qubit independently in sequence. The state transition matrix representing this operation will be of dimension 2" x 2". If the initial state had all n qubits in the 0 state, the resultant configuration will have an identical amplitude in each of the 2" states. This is a way of creating a superposition with the same amplitude in all 2n states. In case when the starting state is another one of the 2' states, i.e. a state described by an n bit binary string with some OS and some 1s. The result of performing the transformation M on each qubit will be a superposition of states described by all possible n bit binary strings with amplitude of each state having an equal magnitude and sign either + or -. This transformation is the WH transformation. It is one of the features that makes quantum mechanical algorithms more powerful than classical algorithms. Either this or a closely related transform called the Fourier Transform, forms the basis for most significant quantum mechanical algorithms.
Selective inversion -The other transformation that we need is the selective inversion operation. The transformation matrix describing this for a 4-state system is of 10 0 0 the form: 0100 1 1 00-10'
i.e. phases of certain states are 00 0 1 inverted. Unlike the WH transformation and other state transition matrices, the probability in each state stays the same since the square of the absolute value of the amplitude in each state stays the same. The application of this phase rotation transform which inverts the amplitude in the jth state will be represented as Ij . When interpreted in terms of qubits, this selective inversion requires a conditional phase shift -this is the most difficult to implement. It is responsible for much of the power and mystery of quantum computing. A circuit that accomplishes this is shown in figure 5 . Keep in mind that it does not need prior knowledge as to which values of x make the function f(x) non-zero. All that is needed is to be able to evaluatef(x) for any given n Note that in general, as mentioned in section 2, the amplitudes can be complex quantities; however, in this paper, we will only need real amplitudes -with either positive and negative signs. 
Quantum search
In the exhaustive search problem, a function f(x), x = 1,2.. . N , is given which is known to be nonzero at a single (unknown) value of x , say t (t for target) -the goal is to find t . If there was no other information about f(x) and one were using a classical computer, it is easy to see that on the average it would take about z function evaluations to solve this problem successfully. However, quantum mechanical systems can explore multiple states simultaneously and there is no clear lower bound on how fast this could be done. It was shown in 1994, by using subtle arguments about unitary transforms, that it could not be done in fewer than 0( fi) steps -subsequently in 1996, I invented an algorithm that took precisely O(A) steps. This problem occurs in two types of contexts -first, where the function f(x) depends on data in memory (this is the database search problem); second, where there is an algorithmic formula known to compute f(x) for any given x , yet there is no known way to invert f(x) (e.g. solution of NP-complete problems.) The circuits of section 3, such as the adder, operate by setting the input to a well defined state and using a sequence of digital gates (NOT, CONTR.NOT and CONTR.CONTR.NOT) to evaluate a Boolean function. In contrast, the quantum search algorithm starts by setting the system to a superposition of N states corresponding to the N points in the domain to be searched.
It can then simultaneously examine all N points, one of which is the desired one. However, if it is programmed to immediately print out the point examined, it will only print out the right one with a probability of f since only one of the N points examined is the desired point. It will thus need N such experiments before getting a single observation of the state corresponding to the desired point. Instead, by carrying out a set of quantum mechanical operations, it is possible to amplify the amplitude, and hence the probability, in the desired state at the expense of other states. After this it will indeed print out the desired point with a high probability.
In order to carry out this amplification, we need an inversion about average operation. The average is defined as the sum of the amplitudes in all states, divided by the number of states. This operation can be shown to be a unitary operation and may be synthesized as a composite of the following three elementary operations that were discussed in section 5: Wl,W . Here W is the W-H transform operation and lo the operation that selectively inverts the amplitude in one of the N = 2n states in which all qubits are 0. The inversion about average leaves amplitudes whose value is equal to that of the average, unchanged; it increases (decreases) the other amplitudes so that they are as much below (above) the average as they were initially above (below) the average. In the quantum search algorithm, the system is first placed in the state with all n qubits in the 0 state, i.e., with all qubits in the 0 state. A W-H transformation operation then creates a superposition with an amplitude of 1 in each of the N states (note that the amplitudes fi have to be -!-since the sum of the squares of the amplitudes, i.e. the probabilities, in all N states should be unity. After that, as shown in figure 7 , the amplitude in the state with f(x) = 1 is inverted by the circuit of figure 5 by the circuit of figure 5. This is followed by an inversion about average operation. This process is successively repeated. The amplitude in the desired state increases by approximately 2 in each repetition and fi in approximately O(a) repetitions, the amplitude gets entirely concentrated in the desired state. 
Practical Realizations
Quantum mechanical systems are very delicate and have to be designed so as to be isolated from the environment. This is because, as mentioned in section 2, whenever any portion of a quantum system is observed, the rest of the system collapses in a way so as to make it consistent with the observation. The problem this creates is that, any time a quantum mechanical system interacts with the environment (i.e. any macroscopic system), it gets perturbed in the same way as if someone had deliberately tried to observe the system. This affects the computation in unpredictable ways.
It is difficult to isolate a large system, since the environment contains a lot of background noise, such as stray dust particles or stray photons. In order to accomplish the necessary isolation, the system usually has to be designed to be very tiny.
The other requirement that any quantum computing system must fulfil is that different qubits be able to interact in a well-controlled way. This is somewhat contradictory to the isolation requirement, because if various portions of the system interact strongly with one another, they are likely to interact strongly with the environment too. Three techniques through which elementary quantum computing operations have been demonstrated are: (i) Single photons interacting through non-linear media.
(ii) Ions in a cryogenic trap -different ions are coupled through acousto-optic effects. (iii) Nh4R (nuclear magnetic resonance.) NMR is the most advanced of the three techniques and a simple version of the search algorithm has recently been implemented through NMR in organic molecules in liquids.
There are several other possibilities that experimental physicists are presently investigating. These include various structures in solids. The obvious advantage is that it is easier to build microscopic structures in solids (witness the remarkable progress in integrated circuits.) The disadvantage is that isolation from the environment is harder to achieve in solids. Considerable progress has recently been made in this direction, especially in various spin-systems in solids. However, a demonstration of a controlled two-qubit operation in a solid, is still awaited.
Error correction Any feasible computing technology must have a mechanism for error correction. In classical computing this is readily achieved by means of redundancy. For example if we assume uncorrelated errors, then the probability of making an error can be reduced exponentially by carrying out a basic operation multiple times and then examining whether there are more l's or O's in the calculated results. The same principle cannot be used in quantum computation since by a fundamental result of quantum mechanics, called the no-cloning theorem, it is not possible to create multiple copies of a qubit which is in the same superposition of 0 and 1 states. Furthermore, by the uncertainty principle, it is not possible to precisely examine a qubit without affecting it. As a result, it was generally believed until recently that quantum error correction was not possible and would prove to be a fundamental obstacle in quantum computation.
All that changed in 1996 when Peter Shor showed that it was indeed possible to do quantum computation in a fault-tolerant way provided the error-rate of a quantum mechanical gate is less than about 10e4. This is achieved by ingeniously encoding the data and results in a way that small errors can be corrected within the framework of quantum computation (the rules mentioned in section 2.) The problem is that a precision of 1o-4 seems prohibitively demanding right now. However, one must remember that less than 50 years ago, even Von Neumann's ideas regarding fault-tolerant classical computation seemed extremely demanding.
Future prospects
There are two main challenges to building a quantum computer -the physics and the computer science.
The computer science challenge is to find significant applications that will make the task of designing and building a quantum computer worthwhile. So far there are two main ideas that have led to efficient quantum mechanical algorithms -the first is periodicity estimation which leads to a factorization algorithm, the second is amplitude amplification that leads to quantum search and a host of related algorithms. As physicists have discovered in the last 70 years, there are a variety of quantum mechanical phenomena that lead to puzzling and even paradoxical results. Most of these still remain to be investigated from a quantum computing perspective. It is possible that one of these might lead to an algorithm that could solve NP-complete problems. Such a solution would greatly increase the interest in building a quantum computer.
