Abstract-We study K-user M -hop Gaussian relay networks with Km nodes in the m-th layer, where M is even and K = K1 = KM +1. We observe that the time-varying nature of wireless channels (fading) can be exploited to mitigate the inter-user interference. The proposed block Markov encoding and relaying scheme exploits such channel variations and works for any isotropically distributed channels including Rayleigh fading. We show a general achievable degrees of freedom (DoF) region of this class of Gaussian relay networks, which coincides with the cut-set outer bound if M/Kmin is an integer, where Kmin = minm {Km }. Therefore, we completely characterize the DoF region for the case where M/Kmin is an integer.
I. INTRODUCTION
Characterizing the capacity of wireless relay networks is one of the important problems in network information theory. However, the capacity is not fully characterized even for the simplest setting of one source-destination (S-D) pair with a single relay [1] . To overcome such difficulty, simplified wireless network models have been developed in [2] - [4] , which provide intuition towards an approximate capacity characterization for general wireless relay networks [5] .
Unlike single-source networks, the capacity or approximate capacity characterization of multi-source networks seems to be very challenging since the transmission of other sessions acts as the inter-user interference. Due to the interference, the extension from the single-source results [2] - [5] is not straightforward. The key issue is how to mitigate the interference effectively. Recently, there have been a series of successful works on multi-source problems in [6] , [7] and the references therein. It was proved in [6] that the Han-Kobayashi scheme indeed achieves the capacity of the two-user Gaussian interference channel within one bit/s/Hz. The capacity of the K-user Gaussian interference channel has been characterized in [7] as K 2 log(P ) + o(log(P )) if the channel coefficients are time-varying and drawn from a continuous distribution, where P denotes the signal to noise ratio (SNR). To show the degrees of freedom (DoF) or capacity pre-log term of K/2, the interference alignment scheme was used, which minimizes the overall interference space by aligning multiple interfering signals from unintended sources at each destination. Another interference alignment technique called ergodic interference alignment has been proposed in [8] showing that half of the interference-free ergodic capacity is achievable at any SNR. Similar concept has been also applied for the finite-field case in [8] , [9] .
In the case of multihop networks, not only can the interference be aligned, but also it can be cancelled or partially cancelled. The work [10] has shown that partial interference cancellation using amplify-and-forward relaying achieves the capacity of two-user two-hop Gaussian networks within a constant bit gap for a certain regime. Also, if there are a large number of relays, the interference can be completely removed so that the optimal DoF of K is achievable for K-user two-hop Gaussian networks [11] .
In this paper, we observe that the time-varying nature of wireless channels can be exploited to cancel the interference for Gaussian relay networks. As a simple example, consider a two-user two-hop Gaussian network with
for odd t and
is the m-th hop channel matrix at time t. Note that if odd and even time are used separately, each S-D pair can only achieve 1/2 DoF since there is no path between the first S-D pair for even t and the second S-D pair for odd t. On the other hand, if the relays amplify-and-forward their signals with one symbol delay, then the interference can be completely cancelled since
becomes the identity matrix. Hence all S-D pairs can achieve one DoF simultaneously. We generalize this idea to K-user M -hop Gaussian relay networks, which works for any isotropically distributed channels including Rayleigh fading. Specifically, we study the K-user M -hop Gaussian relay network with K m nodes in the m-th layer, where
and M is even. For this class of networks, we completely characterize the DoF region if M/K min is an integer, where K min = min m {K m }. This result improves our previous result showing that total K DoF is achievable if M is even and M = K = K m for all m [11] . Similar technique has been proposed in [12] for linear finite-field relay networks.
II. SYSTEM MODEL
We will use A, a, and A to denote a matrix, vector, and set, respectively. The notations used in the paper are summarized in Table I .
A. Gaussian Relay Networks
We study a K-user M -hop Gaussian relay network in which M is even. The network consists of M + 1 layers with K m nodes in the m-th layer and the nodes in the first layer and the last layer are the sources and the destinations, respectively. 
where h ji,m [t] is the complex channel from node (i, m) to node (j, m + 1) at time t and z j,m [t] is the noise at node (j, m + 1) at time t. The noise terms z j,m [t]'s are independent and identically distributed (i.i.d.) complex Gaussian with zeromean and unit-variance. We assume every node has the same power constraint P . Define
T . Then the input-output relation of the m-th hop can be represented as
where H m [t] is the channel matrix of the m-th hop whose (j, i)-th element is given by
T . In this paper, we consider time-varying channels such that h ji,m [t]'s are i.i.d. drawn from a continuous distribution. We assume that channel matrices are isotropically distributed [13] 
(QH) for any unitary matrix Q. The channel state information is assumed to be available at all nodes. That is, each node knows
Remark 1: The considered class of channel distributions
B. Definition of DoF Region
Let W i be the message of source i uniformly distributed over {1, 2, · · · , 2 nRi }, where n is the block length and R i is the rate of the i-th S-D pair. A rate tuple (R 1 , · · · , R K ) is said to be achievable if there exists a sequence of (2 nR1 , · · · , 2 nRK ; n) codes with P (n) e,i → 0 as n → ∞ for all i ∈ {1, · · · , K}, where P (n) e,i = Pr(Ŵ i = W i ) is the probability of error at destination i. The capacity region C is the closure of all achievable rate tuples. In the same manner 
Cardinality of A for the K-user interference channel [7] , we define the DoF region as
III. DOF REGION FOR K-USER K-HOP NETWORKS
In this section, we consider the K-user K-hop Gaussian relay network when K is even and K m = K for all m.
A. Opportunistic Interference Cancellation
As shown in the Introduction, the interference-free communication is possible for all S-D pairs if messages are transmitted at time
becomes a diagonal matrix. For this, we first partition the entire channel space of each hop into subspaces based on the singular value decomposition (SVD) and then pair a series of subspaces over K hops.
Here, the diagonal elements of Σ H are ordered from the greatest to the least and the first row of U H is real and non-negative [13] . In this paper, we use the following unordered SVD. Define
where
Here, Θ is set as I K or diag(e jθ1 , · · · , e jθK ) with equal probability, where diag(e jθ1 , · · · , e jθK ) is chosen such that the first row of V H diag(e jθ1 , · · · , e jθK ) is real and non-negative. The permutation matrix Q P is set among K! possible permutations with equal probability.
Let H ⊆ C K×K be the supporting set of H m [t], which is the same for all m and t. Let S be the set of all (U, Σ, V) spanned by the unordered SVD, that is S {(U, Σ, V)|(U, Σ, V) = S(H), H ∈ H}. Then the following two lemmas hold. (2) ) since channel matrices are isotopically distributed, we can derive that H (2) ∈ H. Because (V, Σ (2) , U) is one of the possible instances of S(H (2) ), we finally obtain that (V, Σ (2) , U) ∈ S. Therefore, Lemma 1 holds.
Lemma
, U) for all m, n, t 1 , t 2 , and (U, Σ
(1) , V) ∈ S. Proof: For a diagonal matrix D with real elements, defineQ P (D) as the permutation matrix such that the diagonal elements ofQ P (D)DQ T P (D) are ordered from the greatest to the least. For a unitary matrix Q, defineΘ(Q) = diag(e jθ1 , · · · , e jθK ) such that the first row of QΘ(Q) is real and nonnegative. Let U
where J(Σ H ) denotes the Jacobian of the ordered SVD of
. Here, (a) holds from the definition of S and the facts that the first row of U ′ is real and nonnegative and the diagonal elements of Σ ′ are ordered from the greatest to the least, (b) holds since 
, U) ∈ S, which is the result of Lemma 1. In conclusion, Lemma 2 holds.
2) Channel space partitioning: Let us partition channel spaces of each hop. Define
}, where δ > 0 is the quantization interval and Q ∈ Z + is related to the number of quantization points, i.e., card(Q δ ) = (2Q + 1)
as the set of all Q ∈ Q S that are closer to Q δ than any other point in
Proof: We get
where (a) holds by setting
whose Jacobian is one, and (b) holds since
, which is the result of Lemma 2.
/ ∈ S and for this case, both probability density functions are zero. In conclusion, Lemma 3 holds.
3) Block Markov encoding and relaying: Divide a block into B + K − 1 sub-blocks having length n B for each subblock, where n B = n B+K−1 . Since block Markov encoding and relaying are applied over K hops, the number of effective sub-blocks is equal to B. Thus, the overall rate is given by B B+K−1 R k . As n → ∞, the fractional rate loss 1 − B B+K−1 will be negligible because we can make both n B and B large enough. Hence we omit the sub-block index in describing the proposed scheme.
For m ∈ {1, · · · , K}, define
, and V δ ∈ Q δ , the sources transmit their messages using
, and V δ ∈ Q δ , the nodes in the mth layer amplify and forward their received signals that were received during
B. Achievable DoF Region
In this subsection, we derive the achievable DoF region of the proposed scheme. We use the short notation
since it is the same for all m and t (Lemma 3).
Lemma 4 (Csiszár and Körner):
The probability that
. Proof: We refer to Lemma 2.12 in [14] for the proof. Theorem 1: Consider the Gaussian relay network in which M = K is even and
is achievable.
, which is the result of Lemma 3, the nodes at the m-th layer are able to amplify and forward
For the proposed scheme, messages are transmitted through a series of particular time indices t 1 to t K such that 
denotes the accumulated noise due to AF relaying 1 
is the signal-to-noise-and-interference ratio of destination i. Hence, assuming that each source uses the Gaussian codebook, an achievable rate of the i-th S-D pair is lower bounded by
with an arbitrarily small probability of decoding error, i.e., P E 2,i → 0 as n B → ∞. By setting δ = n
, and ǫ = n −1/3 B , we get δ → 0, ǫ → 0, δQ → ∞, and
→ 0 as n B increases. The first condition guarantees an arbitrarily small quantization error, the second condition guarantees an arbitrarily small rate loss due to the randomness of channel realizations, the third condition is needed to use almost all channel instances for transmission, and the fourth condition guarantees an arbitrarily small probability of encoding and relaying error. Since ∆ m converges to the all-zero matrix as δ → 0, we get
, where we use
Hence, we finally derive (8) is achievable with probability approaching one. Let γ m = (log P ) −1 that guarantees
≤ P with probability one as P increases. Since channel coefficients are i.i.d. drawn 1 In this paper,
from a continuous distribution, the corresponding singular values are non-zero with probability one. Therefore, d i = lim P →∞ R i / log P = 1 is achievable for all i, which completes the proof.
IV. DOF REGION FOR GENERAL NETWORKS
In this section, we characterize the DoF region for general Gaussian networks when M is even.
Theorem 2: Consider the Gaussian relay network in which M is even. Let K Σ denote the maximum positive integer such that K Σ ≤ K min and M/K Σ is an integer. Then the set of all
is achievable. Proof: The DoF region given by (9) and (10) We can also choose K Σ relay nodes in each layer, so that the resulting reduced network becomes the K Σ -user M -hop network with K Σ nodes in each layer. Then, by applying the proposed scheme M/K Σ times to this reduced network, one DoF is achievable for each of the corresponding K Σ S-D pairs, where we use the result of Theorem 1. Hence, each corner point is achievable by this manner. Note that any point on the dominant face can be achieved by time sharing between corner points. In conclusion, Theorem 2 holds.
Corollary 1: Consider the Gaussian relay network in which M is even. If M/K min is an integer, then the DoF region D is the set of all (d 1 , · · · , d K ) such that
Proof: The achievability is straightforward from Theorem 2. The converse can be shown from a simple cut-set outer bound. Let us first consider the cut dividing source i and the rest of nodes. Then the rate of the i-th S-D pair is upper bounded by R i ≤ E log(1 + [H 
