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RAMANUJAN CONGRUENCES FOR A CLASS OF ETA
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JONAH SINICK
Abstract. We consider a class of generating functions analogous to the generating
function of the partition function and establish a bound on the primes ℓ for which
their coefficients c(n) obey congruences of the form c(ℓn + a) ≡ 0 (mod ℓ). We ap-
ply this result to obtain a complete characterization of the congruences of the same
form that the sequences cN (n) satisfy, where cN (n) is defined by
∑
∞
n=0 cN (n)q
n =∏
∞
n=1
1
(1−qn)(1−qNn) for N > 1. This last result answers a question of H.-C. Chan.
1. Introduction
Some of Ramanujan’s most influential results are his congruences for the partition
function p(n) (mod 5), (mod 7) and (mod 11). For n ≥ 1, the function p(n) is defined
to be the number of ways of writing n as a sum of positive integers in non-increasing
order. By convention, one sets p(0) = 1 and p(n) = 0 for n < 0. Ramanujan discovered
that for any n ∈ Z, we have 
p(5n+ 4) ≡ 0 (mod 5)
p(7n+ 5) ≡ 0 (mod 7)
p(11n+ 6) ≡ 0 (mod 11).
(1.1)
He proved the congruences in (1.1) starting from the fact that
∏
∞
n=1
1
1−qn
=
∑
∞
n=0 p(n)q
n.
The congruences in (1.1) have inspired much research in q-series, combinatorics and
modular forms. For a short survey of this work, we refer the reader to [3].
One noticeable feature of the congruences listed above is that that they all take
the form p(ℓn + a) ≡ 0 (mod ℓ) where ℓ is prime. It is natural to ask whether p(n)
satisfies any other congruences of the same form. In [2], Ahlgren and Boylan showed
that Ramanujan’s congruences are the only congruences of this form: if ℓ is prime,
0 ≤ a ≤ ℓ− 1 and p(ℓn+ a) ≡ 0 (mod ℓ), then (ℓ, a) ∈ {(5, 4), (7, 5), (11, 6)}.
In [8], H.-C. Chan defined a sequence r(n) by the formula
∞∏
n=1
1
(1− qn)(1− q2n)
=
∞∑
n=0
r(n)qn
and proved that r(3n + 2) ≡ 0 (mod3). The form of this last congruence parallels
Ramanujan’s three congruences listed above: it is of the form r(ℓn + a) ≡ 0 (mod ℓ)
for ℓ prime. In [9], Chan asked if there are any other congruences of the same form.
In this paper we answer his question in the negative as a consequence of Theorem 1.1
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below. Define a Ramanujan congruence for a sequence c(n) to be a congruence of the
form c(ℓn + a) ≡ 0 (mod ℓ) for all n ∈ Z with ℓ prime. Without loss of generality we
can take 0 ≤ a ≤ ℓ− 1.
Theorem 1.1. Let N > 1. Define cN(n) by
∞∏
n=1
1
(1− qn)(1− qNn)
=
∞∑
n=0
cN(n)q
n.
Let ℓ be prime, 0 ≤ a ≤ ℓ− 1 and suppose that
cN(ℓn + a) ≡ 0 (mod ℓ)
for all n. Then 2 < ℓ ≤ 11. Moreover,
• ℓ = 3 if and only if N = 2 and a = 2,
• ℓ = 5 if and only if N ≡ 0 (mod5) and a = 4,
• ℓ = 7 if and only if N ≡ 0 (mod7) and a = 5,
• ℓ = 11 if and only if N ≡ 0 (mod 11) and a = 6.
Theorem 1.1 gives a complete characterization of Ramanujan congruences for the
family of sequences cN(n). The reader should note that when cN(n) satisfies a sufficient
condition for the existence of a Ramanujan congruence (mod ℓ), ℓ = 5, 7 or 11, the
congruence follows trivially from the known congruences for p(n), so that the effect of
Theorem 1.2 is that the sequences cN(n) obey no Ramanujan congruences other than
Chan’s and those that come from the Ramanujan congruences for p(n) in a trivial way.
We prove Theorem 1.1 using a more broadly applicable theorem which we now state.
Theorem 1.2. Let S = (a1, a2, . . . , aj) be a sequence of positive integers with j even
and define c(n) by
∞∏
n=1
j∏
i=1
1
(1− qain)
=
∞∑
n=0
c(n)qn. (1.2)
Let N = lcm(a1, a2, . . . , aj). Then if c(n) obeys a Ramanujan congruence (mod ℓ),
then ℓ|N or ℓ ≤ max(5, j + 4).
It follows that if c(n) obeys a Ramanujan congruence (mod ℓ), then ℓ ≤ max(N, 5, j+
4). This finiteness result contrasts with Treneer’s result [15] that there are infinitely
many congruences of the form c(An + B) ≡ 0 (modM) where A,M ∈ N are allowed
to be arbitrary. Treneer’s result is a broad generalization of the celebrated theorem of
Ono [11] showing the existence of infinitely many congruences for the partition function
p(n) and its extension by Ahlgren [1]. These results are quite a bit sharper than we
indicate here; we refer the reader to the original sources for more information.
Upon taking ai = 1 for each i, Theorem 1.2 reduces to a result of Kiming and
Olsson [10] that there is an explicit bound on those ℓ for which there is a Ramanujan
congruence (mod ℓ) for the coefficients of an even power of the generating function of
the partition function. Our method of proof is essentially that of Kiming and Olsson
but we do not follow their exposition in detail. Kiming and Olsson used the theory of
modular forms (mod ℓ) for SL2(Z) = Γ1(1). To generalize their results we use certain
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facts about the ring of modular forms (mod ℓ) for Γ1(N) which were provided by Gross
[7].
The upper bound on ℓ implied by Theorem 1.2 is very close to being sharp in j
and is sharp in N : this follows from the unexceptional congruences for even powers
of the generating function for p(n) reported on in [10], the exceptional Ramanujan
congruences (mod ℓ) for coefficients of odd powers of the generating function of p(n)
as reported on in [4] and a line of elementary algebra to use the latter Ramanujan
congruences to produce Ramanujan congruences for c(n) with j even.
The reader may wonder why Theorem 1.2 is stated for even j. We suspect that there
is an explicit bound on ℓ in for odd j as well, however, rigorously establishing an upper
bound on ℓ for odd j appears to be substantially more difficult than doing so for even
j. Indeed, even if we take ai = 1 for all i, in contrast to the Kiming and Olsson bound
on ℓ for even j, it appears that there is no established bound on ℓ for an arbitrary odd
j (but see [4] for substantial partial results on this matter). The results of Sections 3
and 4 hold independent of the parity of j; these results may be of use in establishing
a generalization of Theorem 1.2 that includes the case with j odd.
In Section 2 we state the facts that we need about the ring of modular forms (mod
ℓ) for Γ1(N). In Section 3 we use Lemma 4.1 to determine determine a if c(ℓn + a) ≡
0 (mod ℓ) and ℓ is larger than an explicit bound. In Section 4 we prove Lemma 4.1
which we use in Section 5 to prove Theorem 1.2. In Section 6 we use Theorem 1.2 to
prove Theorem 1.1. In Section 7 we conclude with comments and open questions.
2. Modular Forms (mod ℓ) for Γ1(N), N ≥ 4
Before stating the facts that we need about modular forms (mod ℓ) for Γ1(N), we
define the filtration, the operator θ and the Eisenstein series for SL2(Z). A general
reference for this material is [12].
Given an element f(z) ∈ Mk(Γ1(N))∩Z[[q]] and a prime ℓ ∈ Z, reducing the Fourier
expansion of f(z) (mod ℓ) gives an element f˜ ∈ Fℓ[[q]]. We call such a series a “modular
form (mod ℓ) for Γ1(N).” We want a notion of “weight” for such a series. At first blush
one might attempt to define the weight of such a series as the weight of the preimage
under the reduction map, but there are many preimages of any such series and not all
have the same weight. This motivates the definition of the filtration of a modular form
f ∈Mk(Γ1(N)) ∩ Z[[q]], f 6≡ 0 (mod ℓ) which is defined as follows:
wℓ(f) := min{k
′ : f˜ ∈ M˜k′(Γ1(N))
where
M˜k′(Γ1(N)) = {f˜ : f(z) ∈Mk′(Γ1(N)) ∩ Z[[q]]}.
We mildly abuse notation and given f˜ a modular form (mod ℓ) with wℓ(f) = k, we
also call the preimages of f˜ under the reduction map “modular forms (mod ℓ) with
filtration k.”
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Given f(z) =
∑
∞
n=0 c(n)q
n where q = e2πiz , define
θf :=
1
2πi
df
dz
=
∞∑
n=0
nc(n)qn.
The Eisenstein series for SL2(Z) of weight 2k is
E2k(z) = 1−
4k
B2k
∞∑
n=0
σ2k−1(n)q
n
For k > 1, E2k(z) is a modular form for SL2(Z) of weight 2k. For k = 1, E2k(z) is not a
modular form for SL2(Z) but rather a quasi-modular form. Given a complex analytic
function f(z) defined on the upper half plane and an integer k > 0 and
(
a b
c d
)
∈ SL2(Z),
as usual define the slash operator of weight k by
f(z)|kM = (cz + d)
−kf
(
az + b
cz + d
)
. (2.1)
Though the slash operator depends on k we often omit the subscript k to avoid cum-
bersome notation. Returning to our comment about E2(z), as mentioned on pg. 18 of
[5], if M is as above we have
E2(z)|2M = E2(z)−
6ic
π(cz + d)
. (2.2)
If f is a modular form of weight k for Γ1(N) then 12θf − kE2f is a modular form of
weight k + 2 for Γ1(N). This is Lemma 3 of [13] for N = 1 and is proved for arbitrary
N in exactly the same way as for N = 1: by unpackaging the definitions and using
(2.2). Theorem 2a) from [13] is that Eℓ−1 ≡ 1 (mod ℓ) and Eℓ+1 ≡ E2 (mod ℓ). Putting
these results together we obtain Lemma 2.1.
Lemma 2.1. If f ∈Mk(Γ1(N)) ∩ Z[[q]], then defining R to be
R =
(
θf −
k
12
E2f
)
Eℓ−1 +
k
12
Eℓ+1f, (2.3)
R is a modular form of weight k + ℓ + 1 such that R ≡ θf (mod ℓ). In particular, θf
is a modular form (mod ℓ) for Γ1(N). It follows that if f˜ 6≡ 0 (mod ℓ), then wℓ(θf) ≤
wℓ(f) + ℓ+ 1.
With Lemma 2.1 and the preceding setup in mind we cite the remaining facts that
we need about modular forms (mod ℓ) for Γ1(N).
Lemma 2.2. Let N ≥ 4, let f, g ∈M(Γ1(N)) ∩ Z[[q]], and let ℓ ≥ 5 be prime. Then
(i) We have wℓ(θf) = wℓ(f) + ℓ+ 1 if and only if wℓ(f) 6≡ 0 (mod ℓ).
(ii) If f and g have weights k1 and k2 respectively and f˜ ≡ g˜ 6≡ 0 (mod ℓ), then
k1 ≡ k2 (mod ℓ− 1).
(iii) If ℓ ∤ N then for i ≥ 0, wℓ(f
i) = i · wℓ(f).
For a proof of Lemma 2.2, see Section 4 of [7].
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If f(z) =
∑
∞
n=0 c(n)q
n where q = e2πiz, define f |Uℓ by
f |Uℓ :=
∞∑
n=0
c(ℓn)qn.
A crucial elementary fact is that if f ∈Mk(Γ1(N))∩Z[[q]], then there is a relationship
between θf and f |Uℓ:
(f |Uℓ)
ℓ ≡ f − θℓ−1f (mod ℓ).
It follows that
f |Uℓ ≡ 0 (mod ℓ) ⇐⇒ θ
ℓ−1f ≡ f (mod ℓ). (2.4)
3. Determination of a if c(ℓn+ a) ≡ 0 (mod ℓ)
Let δℓ =
ℓ2−1
24
and as usual let ∆(z) = q
∏
∞
n=1(1− q
n)24. In this section we prove the
following.
Lemma 3.1. Let c(n), j, a1, ..., aj and N be as in Theorem 1.2, and let ℓ > max(5, j+
3) be a prime such that ℓ ∤ N .
(i) Then c(ℓn + a) ≡ 0 (mod ℓ) if and only if d(ℓn + b) ≡ 0 (mod ℓ), where d(n) is
defined by
∞∑
n=0
d(n)qn = {
j∏
i=1
∆(aiz)}
δℓ , (3.1)
and b is defined by 24a ≡ 24b+ (
∑j
i=1 ai) (mod ℓ).
(ii) In part (i) we have b ≡ 0 (mod ℓ) so that 24a ≡ (
∑j
i=1 ai) (mod ℓ).
The specific tool that we use is a modified form of Proposition 3 from [10]. One
modification is the addition of an additional hypothesis which is implicitly assumed in
the proof of Proposition 3 and not explicitly stated. The other modification is that we
replace the space Mk(Γ1(1)) in Proposition 3 with Mk(Γ1(N)) for N ≥ 4. This yields
a true statement because the proof of Proposition 3 given in [10] is the same word for
word for any N for which Lemma 2.1 and Lemma 2.2 of Section 2 are true.
Proposition 3.2. (After Proposition 3 in [10]) Let ℓ ≥ 5 be prime and N ≥ 4,
ℓ ∤ N . Suppose that f(z) ∈ Mk(Γ1(N)) has ℓ-integral Fourier coefficients, wℓ(f(z)) 6≡
0 (mod ℓ), and θ(f(z)) 6≡ 0 (mod ℓ). Suppose further that wℓ(θ
mf(z)) ≥ wℓ(f(z)). Then
if the Fourier coefficients d(n) of f(z) satisfy d(ℓn+b) ≡ 0 (mod ℓ), one of the following
is true: b = 0, wℓ(f(z)) ≡ (ℓ+ 1)/2 (mod ℓ) or w(f(z)) ≡ (ℓ+ 3)/2 (mod ℓ).
The hypothesis that is implicitly assumed in the proof of Proposition 3 of [10] is that
wℓ(θ
mf(z)) ≥ wℓ(f(z)).
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Proof of Lemma 3.1. Since ℓ > 3, 24|(ℓ2 − 1). Write −1 = −ℓ2 + (ℓ2 − 1). Then we
have
∞∑
n=0
c(n)qn =
j∏
i=1
∞∏
n=1
(1− qain)−1 =
j∏
i=1
∞∏
n=1
(1− qain)−ℓ
2
(1− qain)ℓ
2
−1
=
j∏
i=1
∞∏
n=1
{
(1− qain)−ℓ
2
q
−ai(ℓ
2
−1)
24 ((qai/24)(1− qain))ℓ
2
−1
}
=
{
j∏
i=1
∞∏
n=1
(1− qain)
}−ℓ2 { j∏
i=1
q−ai·δℓ∆(aiz)
δℓ
}
.
It follows that
q−(δℓ·
Pj
i=1 ai)
{
j∏
i=1
∆(aiz)
}δℓ
=
{
j∏
i=1
∞∏
n=1
(1− qain)
}ℓ2 {
∞∑
n=0
c(n)qn
}
. (3.2)
Multiplying (3.1) by q−a, applying the operator Uℓ and recalling the definition of d(n)
gives
∞∑
n=0
d
(
ℓn+
(
δℓ ·
j∑
i=1
ai
)
+ a
)
qn =
{
j∏
i=1
∞∏
n=1
(1− qain)
}ℓ{
∞∑
n=0
c(ℓn+ a)qn
}
.
It follows that
∞∑
n=0
d
(
ℓn +
(
δℓ ·
j∑
i=1
ai
)
+ a
)
qn ≡ 0 (mod ℓ) ⇐⇒
∞∑
n=0
c(ln+ a)qn ≡ 0 (mod ℓ).
This completes the proof of Lemma 3.1(i).
In view of Lemma 3.1(i), to prove Lemma 3.1(ii), it suffices to show that if d(ℓn+b) ≡
0 (mod ℓ), then b ≡ 0 (mod ℓ). The point is that we can show that b ≡ 0 (mod ℓ) using
the theory of modular forms (mod ℓ) for Γ1(N). Indeed, it is a standard fact that
∆(aiz) is a modular form for Γ0(ai) so that ∆(aiz) is a modular form for Γ1(ai) and
Fℓ(z) = {
j∏
i=1
∆(aiz)}
δℓ
is a modular form for Γ1(N) where N = lcm(a1, a2, . . . , aj).
To apply Proposition 3.2, we treat Fℓ as a modular form on Γ1(N
′) where N ′ = N
if N > 3 and N ′ = 6 if N ≤ 3. We now verify that Fℓ(z) satisfies the hypotheses
of Proposition 3.2. Of course Fℓ(z) has ℓ-integral Fourier coefficients having integer
Fourier coefficients. By Lemma 4.1 below, wℓ(Fℓ) = j(ℓ
2 − 1)/2 6≡ 0 (mod ℓ). Since
Fℓ 6≡ 0 (mod ℓ), θFℓ 6≡ 0 (mod ℓ). Also by Lemma 4.1, wℓ(θ
mFℓ) ≥ wℓ(Fℓ).
Applying Proposition 3.2, we see that if b 6= 0, either wℓ(Fℓ) = j(ℓ
2 − 1)/2 ≡
ℓ+1
2
(mod ℓ) or wℓ(Fℓ) = j(ℓ
2 − 1)/2 ≡ ℓ+3
2
(mod ℓ), but neither possibility occurs since
ℓ > j + 3 by hypothesis. So b = 0 as claimed. 
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4. A lemma about ΘmFℓ (mod ℓ)
In this section we prove a lemma which we used in the proof of Lemma 3.1 and which
we will use further in the proof of Theorem 1.2.
Lemma 4.1. If m ≥ 1 and ℓ > 3 is a prime, then
wℓ(θ
mFℓ) ≥ wℓ(Fℓ) =
j(ℓ2 − 1)
2
.
Lemma 4.1 appears in [10] for N = 1. The situation is more subtle for a general N
than it is for N = 1. While to prove Lemma 4.1 for N = 1 suffices to consider the
Fourier expansion of Fℓ (mod ℓ) at ∞, for a general N , Γ1(N) has multiple cusps and
we find it necessary to consider the Fourier expansions of Fℓ at each cusp of Γ1(N).
Enumerate the cosets of Γ1(N) in SL2(Z) with {i}i=1,...2dN . Let Mi be a represen-
tative of the i’th coset. Let αi be the cusp that Mi sends to ∞. Denote the minimal
period of Fℓ|Mi by ti. Then Fℓ|Mi has a Fourier expansion in powers of qti = e
2πiz
ti . The
order of vanishing of Fℓ at αi is then defined to be the index of the first nonvanishing
Fourier coefficient of Fℓ in powers of qti and is denoted ordαi(f(z)).
The Fourier expansions of Fℓ about cusps other than∞ need not have coefficients in
Z, but by the q-expansion principle, for N ′ > 4 if the Fourier expansion of a modular
form f for Γ1(N
′) about ∞ has integer coefficients, then the Fourier coefficients of f
about another cusp must lie in Q(ζN) where ζN is a primitive N ’th root of unity and
have uniformly bounded denominators (see section 12.3 of [6]). This fact is known as
the “bounded denominator property.” To apply the bounded denominator property we
view Fℓ as a modular form for Γ1(N
′) where N ′ = N if N > 4 and N ′ = 12 if N ≤ 4.
Before proceeding, we make a remark about the first few paragraphs of Section 2.
Rather than considering an element f of Mk(Γ1(N)) ∩ Z[[q]] and reducing f (mod ℓ)
for some rational prime ℓ we can consider elements g of Mk(Γ1(N))∩L[[q]] where L is
an algebraic number field and reduce g (mod v) for any prime v such that the v-adic
valuation of g is 0. This defines the notion of a “modular form (mod v)” and allows us
to define the filtration wv for nonvanishing modular forms (mod v) in the obvious way.
Define the v-adic valuation of a power series with coefficients in L to be the minimum
of the v-adic valuations of the coefficients of the power series (this minimum exists
by the bounded denominator property). If we modify the statement of Lemma 2.1 by
replacing Z[[q]] by L[[q]] and replace the modulus of reduction by v where v is a prime
above ℓ such that the v-adic valuation of f is 0, then the modified Lemma 2.1 is true.
We use these facts with L = Q(ζN ). Define o˜rdαi(f(z)) to be the order of vanishing of
f (mod v) at the cusp αi.
As a preliminary to the proof of Lemma 4.1 we prove the following.
Lemma 4.2. Let m ≥ 1 be an integer and let v be a prime in Z[ζN ] such that v ∤ 2, 3, N .
Let f(z) be a modular form for Γ1(N) such that f(z)|Mi has coefficients in Q(ζN) and
v-adic valuation 0. Let αi be a cusp of Γ1(N). Then
o˜rdαi(θ
mf) ≥ o˜rdαi(f).
Proof of Lemma 4.2. By induction it suffices to prove the claim for m = 1. Since R in
(2.2) satisfies R ≡ θf (mod v) for v ∤ 2, 3 it suffices to show that o˜rdαi(R) ≥ o˜rdαi(f).
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Take Mi to be as in the discussion preceding the statement of Lemma 4.1. Let k be
the weight of f(z). Applying the slash operator |Mi of weight k + ℓ + 1 to both sides
of (2.3), we obtain
R|Mi =
((
θf −
k
12
E2f
)
Eℓ−1
)
|Mi +
(
k
12
Eℓ+1f
)
|Mi
=
(
(θf)|Mi −
k
12
(E2|Mi)(f |Mi)
)
(Eℓ−1|Mi) +
k
12
(Eℓ+1|Mi) (f |Mi) . (4.1)
In the second line of (4.1) and in what follows, the slash operators applied to θf , E2,
f , Eℓ−1 and Eℓ+1 are of weights k + 2, 2, k, ℓ − 1, and ℓ + 1 respectively. Now since
Eℓ−1 and Eℓ+1 are modular forms for SL2(Z), equation (4.1) becomes
R|Mi =
(
(θf)|Mi −
k
12
(E2|Mi)(f |Mi)
)
Eℓ−1 +
k
12
(Eℓ+1) (f |Mi) . (4.2)
Next we find an alternate expression for (θf)|Mi. Applying θ to both sides of the
equation (2.1) gives
(θf)|Mi = θ(f |Mi) +
kc
2πi
(cz + d)−1(f |Mi). (4.3)
Replacing (θf)|Mi in (4.2) by the righthand side of (4.3) and replacing E2|Mi in (4.2)
by the righthand side of (2.2), after simplification (4.2) becomes
R|Mi =
(
θ(f |Mi)−
k
12
E2 · (f |Mi)
)
Eℓ−1 +
k
12
(Eℓ+1)(f |Mi).
Since v ∤ N and f |Mi has v-adic valuation 0, the Fourier expansion of θ(f |Mi) has
v-adic valuation 0. It is clear from the definition of θ that the index of the Fourier first
coefficient of θ(f |Mi) that is nonvanishing (mod v) is no smaller than the first Fourier
coefficient of f |Mi that is nonvanishing (mod v). But then the index of the first Fourier
coefficient of R|Mi that is nonvanishing (mod v) is no smaller than the first Fourier
coefficient of f |Mi that is nonvanishing (mod v). This completes the proof. 
Proof of Lemma 4.1. First we prove that w(Fℓ) =
j(ℓ2−1)
2
. Consider the functions Fℓ|Mi
for i ∈ {1, ..., 2dN}. Since the v-adic valuation of each Fℓ|Mi is finite, for each i there
exists a βi ∈ Q such that (βiFℓ)|Mi has v-adic valuation 0. Now consider
G(z) :=
2dN∏
i=1
(βiFℓ)|Mi.
Since Fℓ is a modular form of weight
j(ℓ2−1)
2
for Γ1(N) and the Mi’s are a complete
set of representatives of cosets of Γ1(N) in SL2(Z), G(z) is a modular form of weight
dNj(ℓ
2 − 1) for SL2(Z). Let v be a prime above ℓ in Z[ζN ].
Since Fℓ is zero-free on H, Fℓ|Mi is zero-free on H, so G(z) is zero-free on H and the
zeros of G(z) all occur at ∞. So G(z) must be a nonzero constant multiple of ∆(z)e
where e = dN j(ℓ
2
−1)
12
. Moreover, by our choice of βi, this constant must be nonvanishing
(mod v). So wv(G(z)) = 12e. But then wv(Fℓ) =
j(ℓ2−1)
2
and since Fℓ ∈ Z[[q]],
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wℓ(Fℓ) =
j(ℓ2−1)
2
. So we need only show that wℓ(θ
mFℓ) ≥
j(ℓ2−1)
2
. Since G is a nontrivial
multiple of ∆e, it must be that o˜rd∞(G) = e. Since o˜rdαi is defined in terms of powers
of qti while o˜rd∞ is defined in terms of powers of qt1 we have o˜rd∞(βiFℓ|Mi) =
gordαi(βiFℓ)
ti
.
From the definition of G we see that
∑2dN
i=1
gordαi(βiFℓ)
ti
= o˜rd∞(G(z)). So
2dN∑
i=1
o˜rdαi(βiFℓ)
ti
= e.
Now consider
H =
2dN∏
i=1
(βiθ
mFℓ)|Mi.
Then H is a modular form (mod v) for SL2(Z). We have
o˜rd∞(H) =
2dN∑
i=1
o˜rdαi(βiθ
mFℓ)
ti
≥
2dN∑
i=1
o˜rdαi(βiFℓ)
ti
= e,
where the inequality is a consequence of Lemma 4.2.
The definition of the βi forces (βiθ
mFℓ)|Mi 6≡ 0 (mod v), so H 6≡ 0 (mod v). By
Sturm’s theorem [14], wv(H) ≥ 12e. But then we see that wv(θ
mFℓ) ≥
j(ℓ2−1)
2
. Since
θmFℓ ∈ Z[[q]], we deduce that wℓ(θ
mFℓ) ≥
j(ℓ2−1)
2
, completing the proof. 
5. Proof of Theorem 1.2
Let ℓ > max(5, j + 4), ℓ ∤ N . By Lemma 3.1, to prove Theorem 1.2 it suffices to
show that d(ℓn) ≡ 0 (mod ℓ) leads to a contradiction. Note that it follows from (2.3)
that d(ℓn) ≡ 0 (mod ℓ) implies θℓ−1Fℓ ≡ Fℓ (mod ℓ). We analyze the consequences that
this has for the sequence wℓ(θ
if), i ∈ {1, 2, . . . , ℓ−1}. We will see that the congruence
θℓ−1f ≡ f (mod ℓ) leads to the existence of an m violating the conclusion of Lemma
4.1
To proceed, we need information about the possible sequences wℓ(θ
iFℓ),
i ∈ {1, 2, . . . , ℓ − 1} in terms of wℓ(Fℓ). Proposition 2 of [10] is false as stated in [10]
(see appendix) but is true when an additional hypothesis is added to the statement of
Proposition 2 and the proof in [10] is valid once the hypothesis is added. The proof
of this modified Proposition 2 carries through without modification when SL2(Z) is
replaced by Γ1(N) for any N for which Lemma 2.1 and Lemma 2.2 hold. For context
recall Lemma 2.1 and Lemma 2.2.
Proposition 5.1. (After Proposition 2 of [10]) Let ℓ ≥ 5 be prime and N ≥ 4,
ℓ ∤ N . Suppose that f(z) ∈ Mk(Γ1(N)) has ℓ-integral Fourier coefficients, wℓ(f(z)) 6≡
0 (mod ℓ) and θ(f(z)) 6≡ 0 (mod ℓ). Suppose further that wℓ(θ
mf(z)) ≥ wℓ(f(z)). Let
i1 < i2 < . . . < iv be those i with 0 ≤ i ≤ ℓ − 1 for which wℓ(θ
if) ≡ 0 (mod l). Write
wℓ(θ
ij+1f) = wℓ(θ
ijf)+(ℓ+1)−sj(ℓ−1). Write k = wℓ(f) and let k0 ∈ {1, 2, . . . , ℓ−1}
be such that k ≡ −k0 (mod ℓ). Then one of the four cases below holds:
• (I) k ≡ 1 (mod ℓ), v = 1, i1 = ℓ− 1, and s1 = ℓ+ 1
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• (II) k ≡ 2 (mod ℓ), v = 1, i1 = ℓ− 2, and s1 = ℓ+ 1
• (III) k 6≡ 1 (mod ℓ), v = 2, (i1, i2) = (k0, ℓ− 1), and (s1, s2) = (k0 + 1, ℓ− k0)
• (IV) k 6≡ 1 (mod ℓ), v = 2, (i1, i2) = (k0, ℓ−2), and (s1, s2) = (k0+2, ℓ−k0−1)
We have wℓ(f) = wℓ(θ
ℓ−1f) if and only if case (II) or case (IV) holds.
The necessary hypothesis that is missing in the statement of Proposition 2 is that
wℓ(θ
mf) ≥ wℓ(f). For a counterexample to the original statement, let f(z) = ∆(z)
and take ℓ = 5. By Lemma 2.1, there exists a modular form g(z) ∈ M18(Γ1(N)) such
that g ≡ f (mod 5). By the equality in Lemma 4.1, w5(f) = 12. Applying Lemma
2.2(i) then gives w5(θf) = 18, w5(θ
2f) = 24 and w5(θ
3f) = 30. Applying w5 to both
sides of θ5f ≡ θf (mod ℓ) forces w5(θ
4f) = 12, so that v = 1 for f(z) which implies
v = 1 for g. The function g satisfies the hypotheses of the original Proposition 2, but
w5(g) = 18 ≡ 3 (mod 5) so that if the conclusion of Proposition 2 is true for g(z) then
v = 2 for g(z), and as we just saw this is not the case.
Now we prove Theorem 1.2. We verified that Fℓ satisfies the hypotheses of Propo-
sition 5.1 in our proof of Lemma 3.1. Taking f = Fℓ in Proposition 5.1 we see
that θℓ−1Fℓ ≡ Fℓ (mod ℓ) implies that we are in case (II) or case (IV) of Proposi-
tion 5.1. Actually, we cannot be in case (II) of Proposition 5.1 since Lemma 4.1
shows that wℓ(Fℓ) = j(ℓ
2 − 1)/2 and ℓ > j + 4, so we are in case (IV) of Proposition
5.1. This implies that if we take k0 ≡ −(j)(ℓ
2 − 1)/2 (mod l), then wℓ(θ
k0+1Fℓ) =
wℓ(Fℓ)+ (ℓ+1)(k0+1)− (k0+2)(ℓ−1) = w(Fℓ)+2k0+3− ℓ. We can determine k0 as
follows: we have 2k0 ≡ j (mod ℓ) so since j is even and ℓ > j, it must be that k0 = j/2.
So wℓ(θ
k0+1Fℓ) = w(Fℓ) + j + 3− ℓ and since ℓ > j + 3, we have w(θ
k0+1Fℓ) < w(Fℓ),
contradicting Lemma 4.1 and proving Theorem 1.2. 
6. Proof of Theorem 1.1
Let cN(n) be as in the statement of Theorem 1.1, and assume that cN(ℓn + a) ≡
0 (mod ℓ). Then by Theorem 1.2, we may assume that ℓ ≤ 5 or ℓ | N . First suppose
that ℓ|N . Write
∞∑
n=0
p(n)qn =
∞∏
n=1
1
1− qn
=
(
∞∑
n=0
cN(n)q
n
)(
∞∏
n=1
(1− qNn)
)
.
Since ℓ|N we can write
∏
∞
n=1(1− q
Nn) =
∑
∞
n=0 y(n)q
ℓn so that (5.1) becomes
∞∑
n=0
p(n)qn =
(
∞∑
n=0
cN (n)q
n
)(
∞∑
n=0
y(n)qℓn
)
. (6.1)
Multiplying (5.1) by q−a and applying Uℓ to both sides gives
∞∑
n=0
p(ℓn+ a)qn =
(
∞∑
n=0
cN (ℓn+ a)q
n
)(
∞∑
n=0
y(n)qn
)
.
Since y(0) = 1, we have cN (ℓn + a) ≡ 0 (mod ℓ) if and only if p(ℓn + a) ≡ 0 (mod ℓ)
from which it follows that (ℓ, a) ∈ {(5, 4), (7, 5), (11, 6)} by the result from [2] quoted
in the Section 1. This establishes Theorem 1.1 assuming that ℓ|N . So we need only
establish Theorem 1.1 assuming that ℓ ≤ 5.
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If ℓ ≤ 5 then since cN (n) = p(n) for n ≤ N a short computation shows unless N
is as in the bulleted portion of the conclusion of Theorem 1.1, N ≤ 5. Another short
computation together with Chan’s result for N = 2 show that Theorem 1.1 holds for
ℓ ≤ 5. 
7. Conclusion
In light of our results it is natural to ask:
Question 7.1. Let c(n) be given by
∏
∞
n=1
∏j
i=1
1
(1−qain)
=
∑
∞
n=0 c(n)q
n where j is odd.
Are there only finitely many ℓ for which there is a Ramanujan congruence (mod ℓ) for
c(n)? Can one give an explicit bound on ℓ if this is so?
In [4], Boylan treated many cases where j is odd and ai = 1 for all i. Boylan also
reported on the existence of several infinite families of pairs (j, ℓ) such that the coeffi-
cients of
∏
∞
n=1
1
(1−qn)j
obey a Ramanujan congruence (mod ℓ), but remarks that there
are some pairs (j, ℓ) that do not fit into these families for which there is nevertheless a
Ramanujan congruence. A complete characterization of the pairs (j, ℓ) for which there
is a Ramanujan congruence appears to be absent from the literature. So we ask the
following:
Question 7.2. Can one give a complete characterization of all tuples (ℓ; a1, a2, . . . , aj)
for which c(n) given by
∏
∞
n=1
∏j
i=1
1
(1−qain)
=
∑
∞
n=0 c(n)q
n obeys a Ramanujan congru-
ence (mod ℓ)?
While it seems likely that the answer to both parts of Question 7.1 can be answered in
the affirmative, the extent of the phenomenon of there being only finitely Ramanujan
congruences for the Fourier coefficients of a modular form is quite unclear, motivating:
Question 7.3. Is there a characterization of those weakly holomorphic modular forms
f(z) for congruence subgroups of SL2(Z) with integer Fourier coefficients such that the
Fourier coefficients of f(z) obey only finitely many Ramanujan congruences?
8. Acknowledgements
The author was partially supported by the US NSF grant DMS-0707136. I would
like to thank Jeremy Rouse for suggesting the problem that led to this paper and for
his guidance during this project. In particular, I thank him for substantial help with
Section 4. I would like to thank Atul Dixit for being an inspiring study partner during
our reading course on modular forms. I thank Michael Dewar for a very careful reading
of this paper and for pointing out that Proposition 2 of [10] is false as stated but easily
modified to be applicable in our context. Finally, I thank the anonymous referee for
his or her suggestions.
References
[1] S. Ahlgren, Distiribution of the partition function modulo composite integers M, Math. Anna.
318 (2000), 795-803
12 JONAH SINICK
[2] S. Ahlgren and M. Boylan Arithmetic properties of the partition function Inventiones Mathemat-
icae 153 (2003), 487-502.
[3] S. Ahlgren and K. Ono Addition and counting: The arithmetic of partitions, Notices Amer. Math.
Soc. 48, October (2001), 978-984.
[4] M. Boylan Exceptional congruences for powers of the partition function, Acta Arithmetica 111,
(2004) no. 2, 187-203.
[5] F. Diamond, J. Shurman A First Course in Modular Forms, Springer Science+Business Media,
Inc. New York, 2005.
[6] Fred Diamond and John Im, Modular forms and modular curves, Seminar on Fermat’s last theo-
rem, AMS Bookstore, 1995.
[7] B. Gross, A tameness criterion for Galois representations associated to modular forms (mod p),
Duke Math. J. Volume 61, Number 2 (1990), 445-517.
[8] H. Chan, Ramanujan’s cubic continued fraction and a generalization Of his “Most Beautiful
Identity”, Preprint.
[9] H. Chan, Ramanujan’s cubic continued fraction and Ramanujan type congruences for a certain
partition function, Preprint.
[10] I. Kiming and J. Olsson, Congruences like Ramanujans for powers of the partition function, Arch.
Math. 59 (1992), 348360.
[11] K. Ono, Distribution of the partition function modulo m, Ann. of Math. 151 (2002), 293-307.
[12] K. Ono, The Web of Modularity: Arithmetic of the Coeffcients of Modular Forms and q-series,
CMBS Regional Conference Series in Mathematics, American Mathematical Society, United
States, 2001.
[13] H.P.F. Swinnerton-Dyer, On l-adic representations and congruences for coefficients of modular
forms Springer Lect. Notes in Math, 350 (1972), 155.
[14] J. Sturm, On the congruence of modular forms, Springer Lect. Notes in Math. 1240 (1984),
275-280.
[15] S. Treneer, Congruences for the coefficients of weakly holomorphic modular forms, Proc. London
Math. Soc., Volume 93, 2006, 304-324.
Department of Mathematics
University of Illinois at Urbana-Champaign
1409 W. Green Street, Urbana, IL 61801
Email Address : jsinick2@math.uiuc.edu
