Abstract-This paper addresses the problem of generating constant-envelope wideband (CEW) signals, for which applications are emerging both in telecommunications (as information carriers) and in digital/power electronics (to aid the synthesis of timing signals which favor electromagnetic compliance). A flexible generation technique consists in driving a frequency modulation (FM) modulator with random or chaotic sequences. Mathematical tools for predicting some spectral properties of random-FM and chaotic-FM CEW signals are herein introduced by commenting on recent results and presenting novel ones in a coherent framework.
the generation of ON-OFF sequences for timing or power control [4] , [7] . As a matter of fact, many applications require CEW signals that conforms to some spectral properties. The aim of this paper is to present mathematical tools for dealing with the power density spectrum (PDS) of a broad subclass of CEW signals, i.e., those generated via the frequency modulation (FM) of chaotic sequences.
From the very beginning, it is worth noticing that control over the spectrum of a constant-envelope signal cannot be achieved a posteriori in a trivial way. For instance, any attempt to use (linear) filters on some reference signal does always result in amplitude modulation effects that hinder the constant-envelope property. This is why it is convenient to directly generate constant-envelope signals which a priori have the desired spectral features, making FM a natural choice [6] .
The idea is to drive a modulator with a low-pass wideband signal, thus reducing the generation problem to the production of a suitable broad-band low-pass modulating waveform. Herein, we refer to this scheme, employing periodically sampled modulating sequences, as depicted in Fig. 1 . Depending on how the modulating sequence is obtained, we distinguish among random-FM and chaotic-FM CEW signals. In the first case, we suppose to have access to a perfectly random signal source; in the second we exploit a chaotic dynamical system.
In both cases, the goal is to formalize a design path so that, once a target PDS is given, we can suitably set the modulator parameters and design an appropriate source for the modulating sequence in order to obtain a CEW waveform approximating the target spectrum as well as possible. Such a design path requires two logical steps. The first consists in identifying analysis tools to pass from a description of the modulating signal source (and the modulator parameters) to the PDS of the modulated waveform. The second consists in inverting such analysis tools into a synthesis methodology.
For what concerns analysis, the random-FM case is significantly easier than the chaotic-FM one. As a matter of fact, one can safely rely on well-acceded methodologies developed for communications, where the determination of the spectrum of FM signals is an already tackled problem [3] , [8] . Simply, in digital communications one considers numeric inputs, so that a few techniques need to be extended to continuous-value cases [9] . In chaos-based modulations, on the contrary, such methodologies cannot be trivially applied: in communications the input information passes through a coding stage, so that it can be assumed to be eventually made of independent samples (i.e., random like). Conversely, a chaotic signal is fully deterministic and the assumption of independence does simply not apply. In this paper, we review the theory about random based modulations and we introduce novel methodologies for dealing with the chaotic ones, at least in notable cases. Note that the theory about random based modulations is revisited with regard to [3] , [8] taking the unconventional approach of deriving our theorem proofs relative to random modulations as particular cases of chaos-based modulations.
For what concerns synthesis, we show notable cases where the analysis methodologies mentioned above can be inverted. When such an inversion cannot be applied in a straightforward analytic fashion, we show how the analysis tools can be applied in iterative design methodologies to still identify a synthesis path. An important aspect is that we can guarantee that it is always possible to synthesize a chaos-based system which performs no worse than an equivalent random based CEW generator. Since chaotic generator are generally regarded to be implementatively much cheaper than aperiodic pseudonoise (PN) generators [10] , this result is important in that it assures that the adoption of chaos-based techniques can deliver cost savings at no performance loss. As an aside, note that some results already exist proving that chaos-based CEW modulators can surpass random based ones in performance and not just in cost [11] . However, they are still too tied to specific tasks for reporting in detail. This paper is organized as follows.
• In Section II, preliminary concepts and notation are introduced. With this, a logical framework can be created for both estabilshed and new results.
• Section III proposes and comments theorems to be used as analysis tools for both random-FM and chaotic-FM CEW signals.
• In Section IV, cases in which the analysis formulas can be reversed to provide a synthesis path are discussed and esemplified.
• Proofs of the original theorems are reported in the Appendix.
II. PRELIMINARY CONCEPTS AND A CLASSIFICATION OF SIMPLIFYING ASSUMPTIONS

A. Notation
In the following, the CEW signal is indicated as . Since it is the result of an FM modulation, we can write f t f where indicates the carrier frequency, the frequency deviation, and the input signal which is discrete time and defined as (2) given that is a unit pulse of duration and that the values constitute the modulating sequence. To better express the modulation characteristics, it is convenient to introduce a modulation index . It is also convenient to strip the carrier information from by considering its low-pass equivalent f . Within the interval , with , can be cast as
hence, by setting (4) a more convenient general expression for can be derived
The object of this work, as mentioned in the introduction, is to provide tools for determining the PDS of which we indicate as . Obviously, it makes sense to speak about spectra only if is wide sense stationary. Fortunately, it can be proven that if is ergodic, then is cyclo stationary [3] , [9] . With this, we can compute the averaged autocorrelation function (6) where the asterisk denotes complex conjugation, and indicates an expectation with regard to the process responsible for the modulating sequence. The PDS of can be obtained as its Fourier transform. The relation among and , is then [3] (7) which, considering only positive frequencies, can be approximated by (8) provided that is sufficiently concentrated around , i.e. that the CEW signal bandwidth is sufficiently smaller than the carrier frequency.
As obvious from (6), the PDS of depends on the statistics of . It will be shown that the most important dependence is on the probability density function (PDF), that will be indicated as .
B. Simplifying Assumptions
Since we want to predict , it is valuable to identify cases which ease its derivation process. The following two major simplifying assumptions exist.
1) The modulation index may be very large. As it will be shown the large-m assumption is a very important one, which favors the introduction of synthesis tools.
2) The modulating sequence may be made of samples which are statistically independent of each other. This is the ideal random-FM case, well distinguished from the chaotic-FM one to which the largest part of this work is devoted. Remember that a chaotic sequence can be by no means independent since a single term sets deterministically all the following , with . These assumptions enable us to break the analysis space in four regions, as shown in Fig. 2 . Note that, at the logical level, it is important to distinguish the assumption of a large from that of a quasi-stationary modulation. The latter is obtained when and is immediately perceivable observing which, under this assumption, becomes a sequence of long sinusoidal chunks at different frequencies, i.e. a slowly frequency hopping tone. On the contrary, the assumption of a large means that is sufficiently large with regard to . Obviously, the modulation stationarity plays no role in determining the shape of (and in fact we can propose mathematical derivations based on equivalent low-pass models, where is absent), while the modulation index does. In practice, the modulation index and the modulation stationarity often become confused, since most application set both and , leaving as the sole free parameter. This is why, following an established standard [12] , in Fig. 2 , we speak about slow modulations (large ) and fast modulations (small ), while in fact, it would be more proper to distinguish among large and small modulation indexes. Also, throughout this paper, theorems about slow modulations express this condition as , while it could also be expressed as .
III. ANALYSIS TOOLS
In this section, we provide analysis tools for predicting the PDS of random-FM and chaotic-FM signals. Note that previously available results [9] involve an exploration of the two top-most regions of diagram 2, i.e., they consider only the random-FM case.
A. Random-FM CEW Signals
Our knowledge about the PDS of random-FM signals can be summarized in three theorems.
Theorem 1 (Random-FM Spectrum):
Assumptions: is a CEW signal obtained by an FM modulator with frequency deviation , driven by a sequence having a pulse period and made of independent samples whose PDF is . Statement:
where ( 
Commentary: Theorem 1 is a general analysis tool where (9) can conveniently take an integral form since the statistical independence of implies that . The excellent conformance to experimental results can be remarked by an example. Suppose that a random modulating sequence, whose PDF is as depicted on the top in Fig. 3 , is fed to an FM modulator with
MHz and MHz at a sample rate of Msample/s. The bottom of the figure shows the predicted spectrum and the experimental one, almost completely superimposed.
Theorem 2 offers a specialized and simplified analysis tool, for the slow modulation case. As a rule of thumb, if is smooth, it is sufficient to have larger than a few units to obtain . The advantages of specialization lay in this much easier formulation of as a function of , which implies that, for slow modulations, the CEW signal PDS is shaped as . The simplified formulation is also easily reversible, permitting to determine in order to deliver a CEW signal conforming to a given spectrum. In other words, this theorem is also a synthesis tool. An example in this sense is provided in Section IV.
Finally, Theorem 3 states that even in the fast modulation case it is possible to exactly determine some features of the random-FM CEW signal PDS. Namely, the even symmetry of the modulating sequence PDF is always transformed in an evensymmetry of the random-FM CEW signal PDS.
B. Chaotic-FM CEW Signals
A notable nonrandom-FM case is offered by chaotic-FM CEW signals obtained from modulating sequences generated as (13) where is a suitable nonlinear function. Equation (13) identifies a class of chaotic systems for which electronic implementations have already been shown to be feasible and convenient in the literature [10] , [13] [14] [15] . We shall assume that the map satisfies particular constraints in order to be mixing [16] and thus ergodic, so that its features univocally determine the PDF of the samples . An important characteristic parameter of systems of this sort is the rate of mixing [17] , corresponding to the modulus of the second largest eigenvalue of the Perron-Frobenius Operator [16] , a linear operator associated to the map and used to achieve a statistical description of discrete-time chaotic systems. In the present context, is useful for expressing the rate of decay of correlations relative to the sequence [17] [18] [19] , [20] . Formally, it is possible to define a function norm (such as, for instance, the bounded variation norm [16] ) satisfying (14) so that for any two functions and for which and are finite (15) The convergence rate is thus quantified since independent from and so that (16) In other words, for mixing maps there is always an exponential decay of correlations, such that the rate of decay is set by , the higher , the slower the decay [17] . The importance of in the present context is easily sketched. The lower , the less correlated the sequences produced by a one-dimensional (1-D) discrete-time chaotic system. Though this cannot prevent the sequences samples from being deterministically tied to each other, it makes them more similar to independent/random ones from a purely statistical point of view.
The need for specialized theorems regarding chaotic-FM CEW signals derives from the fact that chaotic sequences cannot be seamlessly substituted for random ones at the input of the FM modulator. 1 It is very easy to find evidence that the usage of chaotic sequences changes the CEW signal spectral properties. For instance, consider a modulating sequence built using the so called tent map (17) The corresponding chaotic-FM spectrum (for MHz, MHz a modulation index set to 0.425) is shown in Fig. 4 and confronted to the spectrum that would have been obtained by a random-FM modulation characterized by an identical . As can be seen, the two spectra are very different from each other, with the chaotic one showing noticeable peaks.
To the best of our knowledge, these effects associated with the FM modulation of chaotic sequences where never reported before in the Literature. A notable fact is that peaking occurs with many chaotic maps and that the peaks tend to correspond to their unstable equilibrium points, as Fig. 5 depicts. Furthermore, it has been empirically observed that the peaks are more evident for equilibrium points occurring where is small in modulus or is negative.
Our work to analyze the PDS of chaotic-FM CEW signal is still in progress, but we are already able to partial explore the two bottom-most regions in Fig. 2 , by means of three theorems. is a CEW signal obtained by an FM modulator with frequency deviation , driven by a chaotic sequence having a pulse period and generated by means of a chaotic system , whose rate of mixing is and whose invariant density is . Statement:
where the kernels , , and are defined as in (10) 
Commentary: Theorem 4 does formally state what was intuitively introduced a few paragraphs above: chaotic systems characterized by very good (low) rate of mixing produce sequences which, in the context of the generation of FM-CEW signals, are completely assimilable to random ones. In fact, the limit PDS shown in (18) is the same as the random-FM PDS in (9) . Note that by no means does one need to set exactly to zero, or so close to zero to hinder the possibility of practically implement a suitable chaotic source. As a rule of thumb, if is smooth, it is generally sufficient to let be in defect of 0.1-0.2, in order to have Furthermore, from an implementation point of view, it is very easy and inexpensive to design chaotic sources characterized by extremely low values, thanks to a skipping technique. Suppose that one has a chaotic circuit characterized by a certain value which delivers a sequence . By introducing suitable re-sampling, it is very easy to make this circuit deliver a new sequence , where is the skipping factor. It is then easy to see that is characterized by an value which is . For a full picture about skipping and other implementation-oriented techniques, see [22] .
In order to exemplify, Fig. 6 shows three chaotic maps characterized by an identical (the same as in the example of Fig. 3 ) and by very similar spectral properties (left column).
Only the values are changed, decreasing from top to bottom. The right column shows the corresponding chaotic-FM signal spectra converging to the random-FM one.
The significance of Theorem 4 is thus obvious. In general terms, we do not have an analysis tool for the PDS of chaotic-FM CEW signals. However, whenever is very low, the results that are known to be valid for the random-FM case can be borrowed. Alternatively, if we have an FM CEW signal generator that is known to work with random sequences, Theorem 4 states that chaotic sequences can be substituted for them, with no loss in performance, provided that the rate of mixing of the chaotic source is sufficiently low. This is very convenient since chaotic sources are generally regarded to have a much lower implementation cost than random sources [10] .
Please notice that in any case Theorem 4 describes a limit behavior. It would be incorrect to assume that different systems characterized by identical and behave similarly. On the contrary, if is large, very different spectra can be obtained, as highlighted by the example in Fig. 7 which compares a tent map and a Bernoulli shift mod based system. In both cases, (uniform PDF) and . Theorems 5 and 6 are the equivalent of Theorems 2 and 3 for the chaotic-FM case. Particularly, the enunciation of Theorem 5 is identical to that of Theorem 2, apart the convergence now being punctual and valid almost everywhere, with the exception of a set of points having null measure but infinite cardinality. Note that, considered together, Theorems 2 and 5 tell us that a chaotic-FM CEW source behaves identically to a random-FM CEW source not only when its is low, but also when the FM modulation index is large, independently from . In general terms, the convergence process for slow modulation in the chaotic-FM case is a much more complicated issue than in the random-FM case. This is illustrated in the plot sequence in Fig. 8 , where the same chaotic sequence is fed to an FM modulator at decreasing pulse rates: evidently the sequence converges, but the way in which this happens is wild, with spectrum peaks appearing and possibly disappearing as is increased.
Notwithstanding the illustrated complications, it is interesting to try to understand the mechanics of the convergence process. As a first-order approximation, assume that the PDS of a chaotic-FM signal is assimilable to that of a random-FM signal (with identical ) with the exception of some intervals, where the power density over shots or under shots (spectrum peaks). When the modulating sequence pulse period is increased, such excess (or defect) power is eventually reduced. However, it is not that the peaks disappear: peaks do always exist in correspondence to the map equilibrium points or limit cycles (spectrum singularities). Merely, the peak power reduces because the peaks shrink in width. Figs. 8 and 9 illustrate this behavior very well. In Fig. 9 , it is shown how peaks shrink in power, but not in height as is increased. Fig. 8 confirms that the peaks correspond to the stable equilibrium points of the chaotic map. In fact, stable equilibrium is at 1 and 1 for the Bernoulli shift used in this simulation and the peaks fall accordingly at and , apart from echos outside the interval. The peaks here are very sharp compared to those in Fig. 5 , due to the much higher modulation indexes which are being adopted.
Finally, Theorem 6 is the equivalent of Theorem 3 for the chaotic-FM case. It is interesting to observe that for random-FM CEW signals, the even-symmetry of the PDF of the modulating sequence is a sufficient condition for achieving an even-symmetric PDS. For chaotic-FM CEW signals, this is not the case and an additional requirement need to be fulfilled: the chaotic map must be odd symmetric. Incidentally, note that the odd symmetry of the map implies the even symmetry of . It is interesting to remark that while all the other chaos related theorems assume limit conditions, this latter one requires no approximation in any application condition. 
IV. SYNTHESIS TOOLS
The next few paragraphs are devoted to show how the analysis tools presented in Section III can drive a design process.
It is trivial to see that whenever a slow FM modulation can be selected, the synthesis of a CEW signal conforming to particular spectral requirements can be accomplished relatively easily, either in the random-FM or in the chaotic-FM case. As a matter of fact, whenever is large enough, we can write (22) which is an invertible relation, and hence obtain from . An example will help clarify. Suppose that for some reason, one needs a CEW signal whose PDS is very much attenuated within a certain frequency range, as shown in the mask at the left-top of Fig. 10 . Then, it is sufficient to chose an appropriate carrier-frequency, frequency-deviation couple (in this case, MHz, MHz) and to transform the spectrum mask into an appropriate PDF mask following (11) (top right of the figure). At this point, a PDF can be selected (synthesis operation). The adoption of a large modulation index (for example, 10) and the consequent determination of the input sequence sample rate k sample/s completes the design. The bottom graph in the figure shows the output spectrum as obtained from a simulated experiment.
An obvious question at this point is when a modulation index can be assumed to be large enough to allow the usage of the approximated expressions (11) and (19) . What has been empirically observed is that fast modulations result in a phenomenon resembling power leakage to neighboring frequencies: they make it impossible to have sharp transitions in the PDS of the random-FM signal (Fig. 11) . Consequently, as a rule of thumb, if one needs spectra with sharp transitions, really large values may need to be selected for (10, 20 or even more). In other cases, a few units may suit. For all those cases where large modulation indexes cannot be selected, it is impossible to analytically determine the PDF which is required to get a pre-assigned PDS. However, it is interesting to notice that a "monotonic" relationship does anyway appear to exist between the PDF of the modulating sequence and the PDS of the random/chaotic-FM signal. In other words, it can be empirically verified that even in fast modulation cases, an increase in the value of at some corresponds to an increase in the power localized at the frequency , as shown in Fig. 12 . In most cases, this information may be enough to drive a "trial-and-adjust" iterative synthesis procedure for producing a random-FM signal whose PDS satisfies certain constraints. The basic algorithm is given in Fig. 13 . For further information see [23] .
Finally, in any case, whenever the only constraint about the PDS is to be "sufficiently wide and symmetric" as it may often be the case, Theorems 3 and 6 are by themselves sufficient to GRAY   Fig. 13 . Main lines of an algorithm to iteratively compute the PDF required to drive an FM modulator, in order to obtain a CEW signal conforming to a given PDS when T is low.
impose sufficient conditions on the modulating PDF to achieve this result.
V. CONCLUSION
In this paper, we have presented a menagerie of results about the spectral characterization of CEW signals generated by means of FM modulators driven by noise-like sequences. Two cases have been analyzed. The case in which the modulating sequence can be assumed to be built of samples independent of each other (random case) and the case in which the modulating sequence is chaotic and produced by a 1-D nonlinear dynamical system. The second case is much harder to consider, but also worth approaching since chaotic sources have lower implementation costs than other noise generators. To deal with the two cases in a coherent fashion, a framework of simplifying assumptions has been presented and some mathematical tools have been developed within it. Table I summarizes what we know at the end of the discussion. Results presented in this work for the first time are highlighted. The table also highlights how some of the proposed results are useful both as analysis and synthesis tools. In fact, to some extent, they allow the design of CEW signals generators based on either random or chaotic sequence sources, capable of delivering spectral properties decided in advance.
APPENDIX PROOFS OF THE PROPOSED THEOREMS
The purpose of this Appendix is to provide formal proofs for the theorems presented in this paper. Due to the fact that the chaotic-FM case is by far more complicated than the random-FM one, and thanks to the possibility of considering the latter as a specialization of the former, it is convenient to provide the proofs out of order with regard to the theorems numbering.
The theorem proofs that will be shortly presented require a few prerequisites. In particular, we shall re-express (6) by evaluating its integrand as l (23) By splitting the two sums into the cases , and
Exploiting the stationarity of the modulating sequence, can thus be expressed as (25) where only one of the two latter sums can be nonnull, depending on the sign of . Furthermore, as autocorrelations demand, meaning that "one side" of the autocorrelation function is sufficient to carry all the information. With this, setting , can be expressed as (26) where is simplified into 
With this, the term in (27) can be recast as
Now, consider a generic correlation term built as
From the very definition of [20] and (16) In order to exploit this factorization, the summands in (27) must be considered. First of all, it is possible to swap the integral and the sum, thanks to the fact that for any given and the sum is actually made of a finite number of terms. The general summand is thus (41) where and stands for convolution. The last equality is obtained by substituting for and exploiting the vanishing of when its argument lays outside . Note that for any given the limit holds uniformly in . Now consider the expression of the PDS when (27) is substituted into (26). Since it is not obvious whether it is legitimate to compute by moving the limit inside the infinite sum, we shall split the PDS into the following terms:
so that for any finite . The first term can always be rewritten as
The second term, for any given and for is T n H n 1 T e 2 fT n 1
Finally, the third term vanishes for for any . This is due to the fact that is nothing but the PDS itself, which must obviously converge for any . Therefore, for any given . The latter limit can be recast considering that i
and that
Note that (46) is valid thanks to the fact that . Now compare , and in the theorem statement with (43), (45), and (46) to see that the thesis has been proven.
Proof of Theorem 5: For proving this theorem, it is convenient to recast the averaged autocorrelation by breaking the evaluation of (25) into cases depending on the value of . Obviously, it suffices to consider only the positive values of , as mentioned at the beginning of this Appendix. If we define to be the largest integer not greater than , we easily obtain This last formulation allows to highlight the singularities of which occur whenever anyone of , , or zeros. Note that, if we exclude those values that make a periodic point of , these conditions cannot happen simultaneously. Consequently, under our hypothesis, we can assume that the singularities are approached separately when spans . With this we can independently compute the three limits , and . The derivation of the above-mentioned limit expressions is cumbersome. We shall thus report only the case . Please note that the other cases can be dealt with in a totally similar manner, thanks to the symmetry of with respect to , , .
For dealing with it is convenient to write
Now note that the term has a local maximum at which evaluates to while the term behaves approximately as and thus is bounded by in a neighborhood of . Hence, for large , is dominated by in a finite neighborhood of . Analogous considerations lead to discover that the same modulus is dominated by in a finite neighborhood of and by in a finite neighborhood of .
Since for any finite the number of singularities of is finite, the value of the function in a neighborhood of those singularities is uniformly bounded by for some constant . Furthermore, it can be easily seen that in general (58) which compels to vanish for at any nonsingular point of . Putting together the two latest results, we may conclude that (59) For , the right-hand side of the above inequality tends to zero at any excluding a finite set of points where it is nevertheless bounded. Hence, when , the quantity vanishes causing also x 0 A k T x 0 f to annihilate.
Consequently,
A k T x 0 f can be made smaller than any prescribed for any finite , simply by choosing large enough.
To complement this result, note also that, from the existence of the PDS, we already know that the series A k T x 0 f must converge and thus that A k T x 0 f can be made smaller than any prescribed by choosing large enough (a similar derivation has been used also for the proof of Theorem 4).
Hence, as all the terms (from the most significant to the less significant) of the series accounting for the contribution of the for tend to vanish, eventually making such contribution arbitrarily close to zero.
As far as is concerned, analogous calculations starting from (49) 
to which we may apply the same procedure as for , to conclude that the terms of the series accounting for the contribution of for tend to vanish when . Consequently, we have that, for all the frequencies not corresponding to periodic points of and , only plays a role in determining the chaotic-FM signal PDS. In order to obtain from , the same derivation process that has already been used for the function in the proof of Theorem 4 can be adopted, as in (43). We obtain
Therefore, it is sufficient to take the limit for of and, to this aim, it is convenient to rewrite (63) Since (64) the conditions hold for writing (65) and, thus, for proving the theorem.
Proof of Theorem 6: First of all, note that , i.e., if the map is odd symmetric, then the invariant density is even symmetric [24] . Also, consider 2 sequences and . If is odd symmetric , , i.e., a change in the sign of the initial value causes a change in the sign of all the following values. Now, consider the definition of in (28) and note that it can be recast as (66) and, thus, if the map is odd symmetric, is the sum of 2 complex conjugated quantities and is real. If is real, also the autocorrelation function (27) is so. Since the Fourier transform of real functions is even, we have the thesis.
Proof of Theorem 1: The proof of Theorem 1 is a specialization of the proof of Theorem 4. All the required steps are formally identical, with the exception of (40) which, thanks to the sample independence, can be written without the limit, as (67) The thesis follows.
