We present a method to solve the inverse problem in pulsed photothermal radiometry ͑PPTR͒ that exploits advantages of truncated singular value decomposition ͑T-SVD͒ while imposing a non-negativity constraint to the solution. The presented method is a hybrid in the sense that it expresses the solution vector as a linear superposition of right singular vectors, but with a non-negative constraint applied to it. The weights for the superposition are determined using an optimization algorithm. In one-dimensional PPTR simulation examples, the best reconstruction results are of comparable quality to those of the conjugate gradient method. Furthermore, the hybrid method exhibits a sharper knee in the L-curve and small susceptibility to over-iteration in presence of experimental noise, thus facilitating the regularization process. As a result, the reconstructed temperature profiles are more likely to be closer to the original initial profiles.
I. INTRODUCTION
Pulsed photothermal radiometry ͑PPTR͒ is a noncontact technique that utilizes an infrared detector to measure the time dependent temperature increase in a test material. 1, 2 Typically, the material is irradiated with pulsed laser light, which is selectively absorbed in subsurface chromophores. From the temporal behavior of the measured surface radiative emission, the laser-induced subsurface temperature profile can be reconstructed. PPTR has been used to determine the depth of chromophores in human skin such as epidermal melanin and hemoglobin in the vasculature of port wine stain ͑PWS͒ birthmarks. 3, 4 Determination of the spatial temperature distribution from the measured radiometric signals constitutes a severely ill-posed inverse problem which explains why a large number of inversion methods has been investigated. The earliest method to solve the PPTR inverse problem on human skin used a stepwise ͑layer by layer͒ least squares fitting approach. 3 Subsequently applied methods include leastsquares truncated singular value decomposition ͑T-SVD͒, 4 Levenberg-Marquardt, 5, 6 and conjugate gradient ͑CG͒ methods. 4 More recently, Xiao and Imhof 7 combined T-SVD with the maximum entropy method ͑MEM͒ and later just MEM, 8 to solve the inverse problem. The same group also demonstrated the application of a neural network as an alternative method. 9 A thorough comparison of these methods for PPTR has not been done so it is difficult to rank their quality. However, several aspects that are important for an inversion method can be identified. First, the method must be able to implement a non-negativity constraint to the solution vector. This improves stability of the iteration and the ultimate solution is more accurate. 4 Second, due to severe ill-posedness of the PPTR inverse problem, regularization is required to avoid over-iteration ͑fitting of noise rather than real signal͒ which leads to unrealistic steep gradients in the predicted temperature profiles.
The CG method, currently used in our group, works directly with observable quantities ͑initial temperature rises at various depths͒, so a non-negative constraint is relatively straightforward to implement ͑NN-CG͒. Regularization can be done through "early termination" based on "L-curve" analysis. 10, 11 However, in presence of experimental noise, the "knee" in the L-curve is often not very sharp, so the selected degree of regularization remains somewhat arbitrary. In contrast, T-SVD permits a more direct control over the degree of regularization ͑i.e., truncation parameter͒. In this approach, the solution only contains those spatial frequencies permitted by the appropriately truncated set of singular vectors. However, the solutions frequently contain unphysical negative temperatures since implementation of a non-negative constraint is inherently not possible. That latter was an important reason for Milner et al. 4 to prefer NN-CG over T-SVD for PPTR depth profiling of human skin.
In this paper, we demonstrate and test a novel method, which combines the advantages of T-SVD with a nonnegative constraint to solve the PPTR inverse problem.
II. THEORETICAL BACKGROUND

A. Constituting equations for PPTR profiling
In PPTR, the temperature field evolution ⌬T͑z , t͒ can be expressed in terms of the quasi-instantaneous laser-induced temperature profile ⌬T͑z , t =0͒, and the Green's function G͑z , zЈ , t͒:
For the Green's function, we use the expression derived by Milner et al. 4 for a semi-infinite medium with a radiative/ convective heat transfer at the air-tissue interface. The Green's function involves the thermal diffusivity ͑D = 1.1 ϫ 10 −7 m 2 s −1 ͒, 12 and the reduced heat transfer coefficient ͑h =20 m −1 ͒. 13 Because the temperature increase due to the laser pulse is much smaller than the initial background temperature, the increase in radiometric signal ⌬S͑t͒ can be expressed as
reflects that the signals are collected from all depths z, attenuated according to Beer's law with the absorption coefficient IR ͑2 ϫ 10 4 m −1 , representative of tissue at wavelengths between 4 -5 m͒. The constant C accounts for optical properties of the sample surface and detection system specifics such as integration time and detectivity across the detector bandwidth.
Substitution of Eq. ͑1͒ into Eq. ͑2͒ results in a double integral which can be conveniently rewritten as
expressing ⌬S͑t͒ in terms of the initial temperature profile ⌬T͑z͒ and a kernel function K͑z , t͒. The explicit expression and guidelines to compute the function values K͑z , t͒ are provided in the Appendix. For a more detailed derivation of the above equations and underlying assumptions we refer to other papers.
4,13
B. Singular value decomposition
The discrete form of Eq. ͑3͒ expresses the measured signal ⌬S͑t͒ and the initial temperature profile ⌬T͑z͒ as a known vector S of length n and unknown vector T of length m, respectively, while the kernel K is a n by m matrix with elements K͑z , t͒ ⌬z:
When m is equal to n, K is a square matrix and can be inverted. In theory, T may be calculated directly as T = K −1 S. However, due to the nature of the kernel function, K is nearly singular ͑has a defect rank͒. Hence, K −1 is practically incalculable. Moreover, the result of the inversion is often useless because even the slightest noise on the measured signal S results in very large oscillations in the solution vector T. When an inverse problem involves a near singular matrix K, singular value decomposition ͑SVD͒ can be employed to rewrite K as
where we assume that the rank of K equals m, as in the case of PPTR for m ഛ n. 
where c 1 to c p are weights corresponding to the vectors v 1 to v p . The weights can be determined either analytically
7͒ or by minimizing the Euclidian norm of the residual f͑c 1 , c 2 , c 3 , ... ,c p ͒ ͓Eq. ͑7͔͒ using an optimization algorithm,
An advantage of T-SVD is that the truncation parameter p ͑the number of singular vectors used in the superposition͒ can be used as a robust regularization parameter. The "discrepancy principle" 14 relates the signal to noise ratio ͑SNR͒ of the PPTR signal S͑t͒ to the maximum value of p. Inclusion of higher-order vectors usually results in loss of convergence and temperature profiles with unphysical oscillating features. In practice, it may be difficult to determine the SNR and, consequently, the optimal value of p. A practical approach to determine p is by plotting an L-curve, the points of which represent the solution norm versus the residual norm obtained by gradually increasing the number of singular vectors. The "knee" of such a curve is typically sharp and indicates the optimal value for p ͑e.g., Refs. 4, 11, and 14͒. 
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III. METHOD A. SVD based non-negative optimization
As mentioned before, the T-SVD method can predict negative values for T, which is unrealistic for PPTR. Below, we present a method which also minimizes the residual, as in Eq. ͑7͒, but with a modified expression for T ͑p͒ . We define T NN ͑p͒ as a linear superposition of right singular vectors ͓as in Eq. ͑6͔͒ and then apply the non-negativity constraint by setting the negative vector elements T NN ͑p͒ ͑q͒ to 0:
͑8͒
An optimization algorithm is used to find weights c i that minimize the residual norm:
Note that when one or more elements of T NN ͑p͒ are modified ͑set to 0͒, T NN ͑p͒ is no longer a linear superposition of right singular vectors. Therefore, the non-negativity constraint ͑8͒ constitutes a departure from SVD theory. Nevertheless, using the solution ansatz T NN ͑p͒ , ͑8͒ ensures that high order vector components, which cause instabilities in the solution, will not be present. We will refer to the presented method as SVD based non-negative optimization ͑SVD-NN͒.
As noted above, the SVD-NN method requires an algorithm to optimize the weights c i . We apply a nonlinear optimization algorithm which is commercially implemented by Frontline Systems Inc. ͑Incline Village, NV͒ and available as add-in ͑"Solver"͒ in Microsoft Excel ® . This algorithm uses the generalized reduced gradient ͑GRG͒ method as implemented in an enhanced version of Lasdon and Waren's GRG2 code. [15] [16] [17] [18] [19] Regularization of the solution with SVD-NN is similar as in T-SVD. The truncation parameter p, which limits the singular vector components and spatial frequencies allowed in the solution, is gradually increased until the iteration gets out of control.
B. Comparison of SVD-NN with NN-CG
We compare the SVD-NN approach to the more established CG algorithm, directly minimizing the residual norm ʈKT − Sʈ by optimizing T. We use a custom implementation ͑Fortran͒ of the CG developed earlier, 4, 20 which includes the non-negative constraint to the solution.
To compare the methods, we used a simple initial temperature profile T orig ͑see Fig. 2͒ and simulated a corresponding PPTR signal S. The two layers in T orig , in which temperature is increased, represent a superficial absorbing layer ͑epidermis͒ and a deeper PWS blood vessel layer. For all calculations presented herein, the total time for S is 200 ms, discretized in 200 steps ͑⌬t =1 ms͒ and the total depth for T is 500 m, discretized in 50 steps ͑⌬z =10 m͒.
First we investigate if SVD-NN reconstructed profiles are similar to those obtained with NN-CG. For this comparison we use the simulated signal S with no additional noise. Next, we add Gaussian noise to S, equivalent to SNR= 200, and investigate the robustness of SVD-NN in comparison with NN-CG. For each method we determine the reconstructed profile T that matches T orig best. To quantify the match, we compute the Euclidian norm of the difference between the reconstructed and original temperature profiles: ʈT − T orig ʈ and define T optimal as the temperature profile with the smallest ʈT − T orig ʈ. In parallel, the L-curves will be analyzed to determine the optimal degree of regularization without knowledge of the actual profile. Finally, we consider the sensitivity of the solution with respect to over-and underregularization.
IV. RESULTS
The original temperature profile T orig and 3 reconstructed profiles obtained with SVD-NN ͑at p = 2, 4, and 6͒ are shown in Fig. 2͑A͒ . These profiles were obtained starting the iteration at p =1 ͑optimizing the weight c 1 ͒. Subsequently, we added the second singular vector ͑p =2͒ and optimized c 1 and c 2 simultaneously, using the previously obtained value for c 1 ͑and c 2 =0͒ as the initial values. We repeated this process until p = 6, each time using the weight values obtained for the previous p as initial values. At each value of p, the iteration was automatically stopped when a pre-set convergence criterion ͑i.e., the relative improvement of the residual norm below 0.002͒ was achieved. The number of iterations required for convergence, and the corresponding residual norm values are listed in Table I . We also list the number of iterations required with NN-CG to reach the same residual norm values. Figure 2͑B͒ shows the corresponding 
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profiles for NN-CG. Comparing Figs. 2͑A͒ and 2͑B͒, it can be noted that the solutions obtained using both methods are very similar. Figure 3 shows the residual norm ʈKT − Sʈ plotted versus the total number of iterations. Initially, the SVD-NN method requires more iterations than NN-CG to reach the same residual norm values ͑Ͼ0.015͒. The opposite is true, however, when the optimization advances and solutions include higher spatial frequencies. With NN-CG, the decrease of the residual norm temporarily stalls at several stages in the iteration process, causing plateaus in the curve at, for example, residual norms of approximately 2 ϫ 10 −2 and 4 ϫ 10 −4 . Interestingly, these levels roughly coincide with those for p = 4 and p = 5 of the SVD-NN curve, indicating further similarity between the two methods.
Next, we compare both methods using the same simulated signal S with Gaussian noise added ͑SNR= 200͒. As a result, once the residual norm reaches a value, corresponding to the noise level it is only marginally reduced by consecutive iterations ͑for NN-CG͒ or increase of p ͑for SVD-NN͒-while the norm of the corresponding solutions ʈTʈ begins to increase. These effects combined form the knee in the corresponding L-curves. In Fig. 4͑A͒ , we show the L-curves for the NN-CG method and two different approaches for the SVD-NN optimization. The first approach ͑SVD-NN1͒ is the same as used for Figs. 2 and 3. In the second approach ͑SVD-NN2͒, each time p is increased the initial values for all weights c i to c p are set to zero. In both approaches, we used p values of 1-25, providing 25 points for the L-curve.
The L-curve for the NN-CG shows a smoother knee, because the residual norm ʈKT − Sʈ decreases gradually and the solution norm increases gradually as the iteration progresses through a large number of iteration steps. With both SVD-NN approaches, in contrast, the knees of the L-curves are sharper, indicating the optimal truncation parameter of p =5-6 ͓Fig. 4͑A͔͒.
In Fig. 4͑B͒ we plot ʈT − T orig ʈ versus the number of iterations for NN-CG and versus p for SVD-NN. We identify the number of iterations for NN-CG and the truncation parameter p for SVD-NN at which T optimal is reached ͑longer, vertical arrows͒. These stages in the optimization procedure are also indicated in Fig. 4͑A͒ ͑by the longer arrows͒. For SVD-NN, these points coincide with the sharp knee in the L-curve. This observation is important, because in practice, when the original object is not known, the curves as in Fig.  4͑B͒ cannot be generated. Nevertheless, if the knee in the L-curve is distinct, the corresponding temperature profile T is likely to be close to T optimal .
The optimal reconstructed temperature profiles T optimal for each method are shown in Fig. 5͑A͒ . To illustrate the effect of continued iteration we plot one arbitrarily chosen 
V. DISCUSSION
To the best of our knowledge, the combination of a nonnegative constraint with singular vectors with optimization of the SVD weights has not been reported before. We would like to emphasize that this hybrid approach is not a rigorous SVD method, but it exploits some important characteristics of T-SVD. The presented method takes advantage of the fact that singular vectors are ordered by relevance ͑i.e., the size of i ͒, which allows for a straightforward regularization through truncation, leading to effective rejection of noise in the inversion process.
In this study, we found that very similar reconstruction profiles can be achieved using different methods, requiring different numbers of iteration steps. For example, the profile in Fig. 2͑A͒ ͑residual norm value of 7 ϫ 10 −7 ͒ is achieved with 107 iterations at 6 optimization variables ͑p 1 − p 6 ͒ with the SVD-NN method. Virtually the same profile is obtained with the NN-CG method involving 50 optimization variables ͑vector elements T i ͒ after 1300 iteration steps ͓Fig. 2͑B͔͒. Similarities or equivalence between optimization methods such as CG, T-SVD and regularization methods such as " Tikhonov" 21 have been noted before. 22 However, it should be noted that implementation of the NN constraint in a way violates the assumptions of the underlying theory not only for T-SVD but also for the CG algorithm ͑and calls for nontrivial augmentation of the latter͒. In that sense, it is reassuring that both constrained methods under test yield same, well behaved solutions. A rigorous investigation of these relations is beyond the scope of this paper.
Note that the total reconstruction time is also dependent on the computation time required per iteration step. The FORTRAN implementation of CG algorithm running on a PC platform, is much faster ͑Ͻ2 s for 1000 iterations͒ than the SVD-NN method with Solver as an optimizer ͑ϳ15 s for 100 iterations͒. This may be an unfair comparison because both the optimization algorithms and implementations are different. In preliminary experiments, we compared our SVD-NN method with straightforward optimization of 50 elements of the vector T, both using the same optimizing algorithm ͑Solver, using CG algorithm͒. In this case, SVD-NN was about 3 times faster per iteration step and more than 100 times faster to obtain solutions corresponding to p = 5 or higher ͑see Fig. 3͒ . However, in a Matlab ® implementation using the nonlinear optimizing function "lsqcurvefit" ͑choosing the subspace trust region method based on interior-reflective Newton method 23, 24 over the 25, 26 and Gauss-Newton 27 line search methods͒, we found that both approaches took about 1 s to obtain solutions corresponding to p = 5 or higher. It should also be noted that the SVD-NN method involves the numerical decomposition of the kernel matrix K. For n = 200 and m = 50, this time is negligible ͑Ͻ20 ms͒ in comparison to the iteration time. Moreover, for a given n, m, ⌬t, and ⌬z the decomposition must be done only once, after which the right singular vectors can be stored and reused for subsequent PPTR profile reconstructions. A more systematic investigation would be necessary to conclude on possible advantages of SVD-NN over straightforward optimization with regard to computational speed.
The L-curve characteristics of SVD-NN ͓Fig. 4͑A͔͒ are very similar to those shown by Milner et al. 4 for unconstrained T-SVD. The sharp knee, a direct result of using the number of singular vectors allowed in the solution ͑p͒ as the regularization parameter, permits a more objective and conclusive regularization than the smoother knee obtained with NN-CG regularized by early termination. In the latter approach, namely, higher spatial frequencies are introduced into the solution more gradually, over a larger number of iteration steps. SVD-NN also allows a more direct control over the regularization degree: The number of singular vectors allowed in the solution can be linked to the SNR via the discrepancy principle.
We considered two different iteration strategies for SVD-NN and found a significant difference between the two in terms of susceptibility to over-iteration ͓Fig. 4͑B͔͒. The robustness of the SVD-NN1 approach arises from the fact that the most significant weights c i are always biased by the values determined in the preceding step, which is by definition less ill-posed.
In summary, the hybrid SVD-NN method combines reconstruction stability and quality of the non-negativity constraint with more direct control over the regularization degree ͑from T-SVD͒. The observed quality of reconstructions and robustness with respect to over-iteration make it promising for PPTR photo-thermal depth profiling. 
͑A4͒
At some value x T , the transition between the approximations ͑A3͒ and ͑A4͒ must be made which introduces some discontinuity. We have found for our application that the transition is smoothest when x T = 5.6 and the resulting singular vectors in the matrix K are smooth.
Second, for small times t and relatively large depths z, a problem may arise when the term erfcx͑u − ͒ is calculated. When u − is smaller than −30 ͑e.g., for t Ͻ 0.5 ms, z Ͼ 450 m͒, the terms exp͑u − 2 ͒ in erfcx͑u − ͒ become extremely large ͑Ͼ10 300 ͒. Straightforward evaluation of erfcx͑u − ͒ leads to an error in most computations which can be completely avoided by rewriting Eq. ͑A1͒ as Note that a similar problem does not occur for evaluation of erfcx͑u + ͒͒ with large positive values for u + because of the application of Eq. ͑A4͒.
