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On the area of the symmetry orbits in
weakly regular Einstein-Euler spacetimes
with Gowdy symmetry
Nastasia Grubic∗ and Philippe G. LeFloch∗
Abstract
This paper establishes novel bounds for Gowdy-symmetric Einstein-
Euler spacetimes and completes the analysis, initiated by LeFloch and Ren-
dall, of the global areal foliation for these spacetimes. We thus consider
the initial value problem for the Einstein-Euler equations under the as-
sumption of Gowdy symmetry. We establish that, for the maximal Cauchy
development of future contracting initial data, the area of the group orbits
approaches zero toward the future. This property holds as one approaches
the future boundary of the spacetime, provided a geometry invariant asso-
ciated with the Gowdy symmetry property is initially non-vanishing. Our
condition is sharp within the class of spatially homogeneous spacetimes.
1 Introduction
In the past tventy years, siginificant progress has been made in the study
of the Einstein equations under symmetry assumptions and, especially, the
existence of global foliations for classes of (vacuum) spacetimes admitting two
spacelike Killing fields was established. (Cf. the textbook by Rendall [15].) In
particular,Moncrief [12] treatedGowdy spacetimeswhile Isenberg andWeaver
[7] analyzed T2 symmetric spacetimes: they were able to show the existence of
a foliation by spacelike hypersurfaces on which the area of the symmetry orbits
is constant and covers the whole range (0,+∞). We also refer to [1, 3, 6, 13, 14]
for further results in this direction.
More recently in [2, 5, 8, 9, 10, 11], the second author together with col-
laborators initiated the mathematical study of matter spacetimes described by
the Einstein-Euler system for self-gravitating compressible fluids. Due to the
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existence of shock waves in solutions to the Euler system, the curvature of such
spacetimes can only be defined in the sense of distributions, and it is particu-
larly challenging to analyze their local, as well as their global, properties. In the
present paper, we contribute to the existing theory of weakly regular Einstein-
Euler spacetimes with Gowdy symmetry, initiated by LeFloch and Rendall [9],
andwe establish novel bounds on solutions to the Einstein-Euler equations and
consequently complete the mathematical analysis of the global areal foliation.
We succeed here to determine the range of the area of the symmetry orbits
which is found to be the whole interval (0,+∞), except for special solutions
which are characterized geometrically. This solves a problemposed by LeFloch
and Rendall in [9].
More precisely, we are interested in four-dimensional Lorentzianmanifolds
(M, g) satisfying the Einstein equations
Gα
β = Tα
β, (1.1)
whereTαβ denotes the stress-energy tensor of the fluid andGαβ := Rαβ−(R/2)gαβ
denotes the Einstein curvature tensor describing the geometry of the spacetime.
Here, Rαβ and R denote the Ricci and scalar curvatures and the indices α, β vary
from 0 to 3.
The energy-momentum tensor of a perfect fluid is given by
Tα
β := (µ + p) uαu
β + p gα
β, (1.2)
where µ > 0 is the mass-energy density of the fluid and u its unit, timelike
velocity vector. We assume the linear equation of state
p := k2µ, (1.3)
where k ∈ (0, 1) represents the sound speed in the fluid and does not exceed the
speed of light (normalized to unity). The Bianchi identities imply
∇αTαβ = 0, (1.4)
which are nothing but the Euler equations describing the evolution of the fluid.
We study the initial value problem for the Einstein–Euler equations when
an initial data set is prescribed on a three-dimensional spacelike hypersurface
H whose topology coincides with the 3-torus T3. In addition, we assume that
the initial data are Gowdy-symmetric [4], that is, are invariant under the action
of the Lie group T2 and have vanishing twist constants.
Our main result is as follows.
Theorem 1.1 (Future contracting Einstein-Euler spacetimes with Gowdy sym-
metry). Consider any Gowdy-symmetric initial data set with bounded variation (BV)
regularity, defined on T3 and associated with the Einstein-Euler equations, and assume
that this initial data set has constant area −t0 > 0 and is everywhere expanding toward
the future. Then, there exists a BV regular, Gowdy symmetric spacetime M satisfying
the Einstein-Euler equations (defined in (1.1), below) in the distributional sense, which
2
is a future development of the given initial data set and is globally covered by a single
coordinate chart with
M ≃ [t0, t1) × T3,
where the time variable t is chosen to coincide with the minus the area of the symmetry
orbits. Furthermore, provided the geometric invariant D associated with the Gowdy
symmetry (see (2.9), below) is non-vanishing
D , 0,
one has
t1 = 0
and the area therefore approaches 0 in the future.
The notion of BV regular spacetimes and the existence part of the above
theorem were presented by the authors in [5]. Our main contribution in the
present paper is the fact that the area of the group orbits tends zero toward
the future, as one approaches the future boundary of the spacetime. We focus
here on future contracting spacetimes, while future expanding spacetimeswere
already dealt with by LeFloch and Rendall [9].
2 Einstein–Euler spacetimes
2.1 Formulation in areal coordinates
We consider spacetimes (M, g) that admit a foliation by a time function t : M →
I ∈ R, where I is an interval. More precisely, we have
M =
⋃
t∈I
Ht,
where each Ht is a compact spacelike Cauchy hypersurface diffeomorphic to
the initial hypersurfaceH and gαβ∂αt is a future-oriented timelike vector field.
In Gowdy symmetry, it is natural to foliate the spacetime by the area function
of the symmetry orbits. Its gradient ∇t is a timelike vector field, so this is
always possible. In particular, either ∇t or −∇t can be chosen to determine the
time-orientation of M. Since discontinuous solutions of Euler equations are
time-irreversible, the spacetime is (uniquely) defined only in the future of the
initial hypersurface, andwe thus distinguish between two classes of initial data
normalized so that:
Future expanding spacetimes: t0 > 0,
Future contracting spacetimes: t0 < 0.
(2.1)
In the present paper, we are interested in describing the interval of existence
[t0, t1) for future contracting spacetimes. Moreprecisely,weprovide a geometric
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condition that ensures t1 = 0. In contrast, recall that, in expanding spacetimes,
the time variable describes the whole interval [t0,+∞).
In this section we state the field equations in areal coordinates and refer to
[9] for the derivation. In areal coordinates, the metric reads
g = e2(η−U)(−a2dt2 + dθ2) + e2U(dx + Ady)2 + e−2Ut2dy2, (2.2)
where the four metric coefficients a, η,U,A (with a > 0) depend upon the time
variable t and the spatial variable θ ∈ S1 ≃ [0, 1] (with periodic boundary
conditions).
It is convenient to replace η by a related metric coefficient ν and rescale the
fluid density µ, as follows
ν := η + log(a), µ˜ := e2(ν−U)µ,
so that the evolution equations forU,A and ν follow from the Einstein equations
(1.1) and read(
t−1 a−1At
)
t
−
(
t−1 aAθ
)
θ
= − 4
at
(
UtAt − a2UθAθ
)
,
(
t a−1(Ut − 1/(2t)
)
t
−
(
t aUθ
)
θ
=
e4U
2ta
(
A2t − a2A2θ
)
,
(
ta−1(νt + tµ˜(1 − k2))
)
t
− (taνθ)θ = 2atU2θ +
e4U
2at
A2t + ta
−1 µ˜
(1 + k2)
1 − v2 .
(2.3)
These equations are understood in the sense of distributions and are supple-
mented with three constraint equations
at = −atµ˜(1 − k2),
νt = t(U
2
t + a
2U2θ) +
e4U
4t
(A2t + a
2A2θ) + tµ˜
k2 + v2
1 − v2 ,
νθ = −2tUtUθ − e
4U
2t
AtAθ − a−1tµ˜ (1 + k
2)v
1 − v2 .
(2.4)
On the other hand, using the divergence–free property of the energy–
momentum tensor, we obtain the Euler equations
∂t
(
a−1tµ˜
1 + k2v2
1 − v2
)
+ ∂θ
(
tµ˜
(1 + k2)v
1 − v2
)
= a−1tµ˜(1 − k2)Σ0,
∂t
(
a−1tµ˜
(1 + k2)v
1 − v2
)
+ ∂θ
(
tµ˜
k2 + v2
1 − v2
)
= a−1tµ˜(1 − k2)Σ1,
(2.5)
with the right-hand sides defined by
Σ0 := − k
2
(1 − k2)t −Ut + t(U
2
t + a
2U2θ) +
e4U
4t
(A2t + a
2A2θ),
Σ1 := −aUθ + 2t aUtUθ + e
4U
2t
aAtAθ.
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Our earlier analysis in [5] has shown that it is sufficient to solve a subset of
”essential equations” first, consisting of the Euler equations for the fluid and
the evolution equations for only U,A, a. Subsequently, ν is recovered from the
remaining equations in (2.4).
2.2 Energy functionals
We will make use of the following two energy functionals
E1(t) :=
∫
S1
h1 dθ, E2(t) :=
∫
S1
(
h1 + h
M
1
)
dθ,
with
h1 = a
−1
((
Ut − 1
2t
)2
+ a2U2θ +
e4U
4t2
(
A2t + a
2A2θ
))
, hM1 := a
−1µ˜
1 + k2v2
1 − v2 .
Observe that h1 can be obtained from the standard energy density by a trans-
formationU 7→ U− 12 log |t|. To the energy densities h1 and h1+ hM1 we associate
the corresponding fluxes g1 and g1 + g
M
1
, respectively, defined by
g1 := 2
(
Ut − 1
2t
)
Uθ +
e4U
2t2
AtAθ, g
M
1 := a
−1µ˜
(1 + k2)v
1 − v2 .
Precisely, we find
∂th1 + ∂θ(ag1) =
at
a
h1 − 2
t
(
(2tUt − 1)2
4at2
+
e4U
4at2
A2t
)
,
∂tg1 + ∂θ(ah1) =
at
a
g1 −
g1
t
and
∂t(h1 + h
M
1 ) + ∂θ(a(g1 + g
M
1 )) = −
1
t
(
(2tUt − 1)2
2at2
+
e4UA2t
2at2
+ hM1 + αa
−1µ˜
)
,
∂t(g1 + g
M
1 ) + ∂θ(a(h1 + ĥ
M
1 )) = −
1
t
(g1 + g
M
1 ).
In particular, using the evolution equations, we obtain the following result.
Lemma2.1. The functionals E1 and E2 aremonotonically increasing in the contracting
direction and, specifically, one has
dE1
dt
(t) =
∫
S1
at
a
h1 dθ − 2
t
∫
S1
( (2tUt − 1)2
4at2
+
e4U
4at2
A2t
)
dθ, (2.6)
dE2
dt
(t) = −1
t
∫
S1
(
(2tUt − 1)2
2at2
+
e4UA2t
2at2
+ hM1 + αa
−1µ˜
)
dθ, (2.7)
with α := (3k2 + 1)/4.
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Since dE2dt ≤ − 2E2t , it follows that
t2E1(t) ≤ t2E2(t) ≤ t20E2(t0)
and, therefore, E1(t) and E2(t) can not blow up before the singularity hypersur-
face t = 0 is reached.
2.3 Geometric invariants
We introduce the following three geometric invariants
α+ := t
−1e4UAtA − (2tUt − 1),
β+ := t
−1e4UAt,
γ+ := t
−1At(t2 − e4UA2) + 2A (2tUt − 1),
and their associated fluxes
α− := t−1ae4UAθA + 2atUθ,
β− := t−1ae4UAθ,
γ− := t−1aAθ(t2 − e4UA2) − 4atAUθ.
Strictly speaking, these quantities are not fully geometric, since they depend
upon the choice of coordinates. We now observe that they obey explicit and
simple transformations.
Lemma 2.2 (Conserved quantities for the Einstein–Euler equations). Given any
BV regular solution to theEinstein–Euler equations, the associated functionsα±, β±, γ±
satisfy the balance laws
(a−1α+)t + (α−)θ = 0,
(a−1α−)t + (α+)θ =
1
at
α− − 2
at
(
α−(α+ − Aβ+) − α+(α− − Aβ−)
)
,
(a−1β+)t + (β−)θ = 0,
(a−1β−)t + (β+)θ =
1
at
β− − 2
at
(
β−(α+ − Aβ+) − β+(α− − Aβ−)
)
,
(a−1γ+)t + (γ−)θ = 0,
(a−1γ−)t + (γ+)θ =
1
at
γ− +
2
at
(t2e−4U + A2)
(
β−(α+ − Aβ+) − β+(α− − Aβ−)
)
.
It thus follows that the functionals
A =
∫
S1
a−1α+, B =
∫
S1
a−1β+, C =
∫
S1
a−1γ+,
are conserved in time.
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Observe next the following connection between the energy E1 and a partic-
ular combination of the above geometric invariants:
α2+ + β+γ+ = (2tUt − 1)2 + e4UA2t , α2− + β−γ− = 4t2U2θ + e4UA2θ,
hence
E1(t) =
∫
S1
1
4at2
(
(α2+ + β+γ+) + (α
2
− + β−γ−)
)
dθ.
Inparticular, in the spatially homogeneous case (analyzed inSection 2.4, below),
we have
4a−1t2E1(t) = A2 +BC. (2.8)
The combination of the geometric invariants on the right-hand side of the
above equation is somewhat special, as it remains unchanged under an action
of isometries. This quantity
D := A2 +BC (2.9)
plays a central role in the present wor.
Depending upon the sign of D, it is more convenient to study certain com-
binations of the geometric invariants than others. In the following proposition,
we follow Ringstro¨m [16] who treated vacuum spacetimes and we make use of
certain isometries in order to impose specific values for A,B,C.
Proposition 2.3. The geometric invariants satisfy the following properties:
• When D ≡ A2 + BC > 0, then there is an isometry such that, if A1,B1 and C1
represent the conserved quantities of the transformed solution, then
A1 = −
√
D, B1 = C1 = 0.
• When D = 0, then there is a transformation such that
A1 = B1 = 0 while C1 = 0 or C1 = 1.
• Finally, when D < 0, it is obviously not possible to achieve B1 = 0, however
there exists a transformation such that
A1 = 0, B1 = −1, C1 = |D|.
Observe in passing that, in the spatially homogeneous case we always have
A2 +BC ≥ 0. Moreover, if A2 +BC = 0, only the caseA = B = C = 0 is possible.
Proof. We first consider several linear transformations of the Killing vector
fields, denoted by ξ and η, which leave the expression of the metric unchanged
and we give the respective combinations needed to achieve the desired values
of A,B,C.
Translations. To achieve a translation of the metric coefficient A by a constant K,
we apply
(ξ, η) 7→ (ξ, Kξ + η),
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which for the metric coefficients A and U implies
(A, U) 7→ (A + K, U),
whereas a and ν remain unchanged. The conserved quantities A, B and C
change according to
(A, B, C) 7→ (A + KB, B, C − 2KA − K2B).
Dilations. To obtain a dilation of A by a constant factor λ2, we apply
(ξ, η) 7→ ( 1
λ
ξ, λη),
which yields
(A, U) 7→ (λ2A, U − logλ), (A, B, C) 7→ (A, 1
λ2
B, λ2C),
to which we append ν 7→ ν + logλ.
Inversions. Further, consider inverting the roles of ξ and η in the metric
(ξ, η) 7→ (η, −ξ),
which, for the new metric functions, yields the following set of equations
e2Û = e2UA2 + t2e−2U,
e2ÛÂ = −e2UA,
â = a,
e2(̂ν−Û) = e2(ν−U),
or in other words
(A, e−2U) 7→ (− A
A2 + t2e−4U
,
e−2U
A2 + t2e−4U
), (A, B, C) 7→ −(A, C, B).
Reflections. Finally, consider a reflection
(ξ, η) 7→ (ξ, −η),
which results in
(A, U) 7→ (−A, U), (A, B, C) 7→ (A, −B, −C),
while the coefficients a and ν remain unchanged.
Furthermore, we observe that all of the above transformations leave the
areal time t2 = g(ξ, ξ)g(η, η) − g(ξ, η)2 invariant.
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We are now in a position to conclude the proof. We first treat the caseD ≥ 0.
Assume that B , 0. We can achieve B = 0, by carrying out a translation by
K = −A/B +
√
A2 +BC/B and then an inversion. If D = 0 the desired value of
C can be achieved by applying a dilation and a reflection. If D > 0, we obtain
C = 0 applying another translation by K = −B/(2
√
A2 +BC).
If B = 0, then, in the case D = 0, we necessarily have A = 0, hence by
applying a dilation and/or a reflection we obtain the desired result. On the
other hand, if D > 0, one first needs a translation to set C to zero and then an
inversion to change the sign of A if necessary.
Assume now that D < 0. If A = 0, we first apply a reflection if B is positive
and then a dilation by λ =
√|B|. If A , 0, we first apply a translation by K =
−A/B and then proceed as above. This completes the proof of Proposition 2.3.

2.4 Spatially homogeneous Einstein-Euler spacetimes
Homogeneous solutions to the Einstein-Euler system are characterized by the
vanishing of the space derivative of the metric coefficients U,A, a and fluid
variables µ, v. The momentum constraint equation then implies v = 0 and the
system simplifies to(
a−1t(Ut − 1/(2t))
)
t
=
e4U
2at
A2t ,(
a−1t−1e2UAt
)
t
= −2 e
2U
a t
UtAt,
at = −atµ˜(1 − k2),(
a−1tµ˜
)
t
= a−1tµ˜(1 − k2)
(
− 1
(1 − k2)
α
t
+ atE1(t)
)
,
(2.10)
where we recall that α = (3k2 + 1)/4. It is natural to consider (2.10) as a first-
order system in the variables a,Ut,At and µ. Furthermore, the energy E1 now
satisfies
d
dt
(a−1t2E1(t)) = 0, (2.11)
as follows from (2.8). As it turns out, it is this energy that determines the
behavior of the system. Indeed, if the energy does not initially vanish, then the
solution exists on the whole interval [t0, 0). On the other hand, if the energy
vanishes, the situation is more complex and the evolution depends critically
upon the initial fluid density. We collect these observations in the following
theorem. To facilitate the exposition, we introduce the normalized density
m :=
4
3
t2µ˜. (2.12)
Theorem2.4 (Spatially homogeneous Einstein-Euler spacetimes). Given any ini-
tial data u0 and the corresponding solution u = (Ut,At, a,m) of the ordinary differential
equations (2.10), one can distinguish between the following cases:
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(A) If E1(t0) , 0, then the coefficient a and consequently the functions tUt,At and m
remain globally bounded and, moreover, m→ 0 as t→ 0.
(B) If E1(t0) = 0, then one has
Ut =
1
2t
, At = 0, a
−1m
( t0
t
)1−α
= a−10 m0,
and, depending upon the initial value m0 = m(t0), the following three subcases
may arise:
(i) When m0 is sufficiently small and, specifically,
m0 < 1,
then a remains bounded and m→ 0 as t→ 0 and, in particular, µ˜→ +∞.
(ii) When m0 is unit, that is,
m0 = 1,
then m = 1 is constant and a(t) = a0
(
t0
t
)1−α
.
(iii) When m0 is sufficiently large and, specifically,
m0 > 1,
then the function a and, consequently, the density m blow–up for some
non-vanishing t1 ∈ (t0, 0) and, in particular, the density µ˜ blows–up.
This theorem clarifies the relationship between the blow-up condition in (B)
and the non-vanishing energy condition in (A). The energy acts to diminish m
in such a way that m is finally always less than 1.
It is convenient to introduce the change of variable
τ = − log
( t
t0
)1−α
, τ ∈ [0,+∞), (2.13)
where 1 − α = 34 (1 − k2). We rewrite the last two equations in (2.10) in terms
of the unknowns (a,m), as functions of the new time variable τ, and obtain the
autonomous system
d(a−1)
dτ
= −a−1m,
d(a−1m)
dτ
= −C0am − a−1m,
(2.14)
where, thanks to (2.11), we have set
C0 :=
4
3
t20E1(t0)a
−1
0 . (2.15)
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Proof of Theorem 2.4. Substracting the twoequations in (2.14),weobtain ddτ (a
−1(m−
1) + C0 a) = 0, thus
a−1(m − 1) + C0 a = C0 a0 + X0, (2.16)
where X0 := a
−1
0
(m0 − 1), and therefore
da
dτ
= −a(C0 a2 − (C0 a0 + X0) a − 1). (2.17)
The right-hand side is a polynomial of degree threewith roots a−, 0, a+ given by
a± =
(C0a0 + X0) ±
√
(C0a0 + X0)2 + 4C0
2C0
. (2.18)
This polynomial is positive on the interval (0, a+) and, since a0 ∈ (0, a+), we have
lim
τ→+∞
a(τ) = a+,
lim
τ→+∞
a−1(τ)
(
m(τ) − 1
)
= C0 a− < 0,
lim
τ→+∞
m(τ) = C0 a−a+ + 1 = 0,
the last equality following from Vieta’s formula.
In the present notation, the special case E(t0) = 0 is equivalent to C0 = 0. The
equation (2.16) now simplifies to a−1(τ)
(
m(τ) − 1
)
= X0 thus m(τ) = a(τ)X0 + 1.
We then have dadτ = X0 a
2 + a and therefore X0a(τ) =
a0X0
a0X0+1
eτ
1− a0X0
a0X0+1
eτ
, so
X0a(τ) = m(τ)
a0X0
a0X0 + 1
eτ.
Hence, depending on X0, we have three cases:
• When X0 > 0, both a(τ) and m(τ) are monotonically increasing and blow
up for a finite τ. The critical time τc depends on the initial data, as follows:
τc = log
m0
m0 − 1 = log
a0X0 + 1
a0X0
.
• When X0 = 0, we have
a(τ) = a0e
τ, m(τ) = 1.
• When X0 < 0, the variablem(τ) is monotonically decreasing and we have
lim
τ→+∞
a(τ) =
1
|X0| , limτ→+∞m(τ) = 0.
The above explicit solutions for a(τ),m(τ) imply that limτ→+∞ µ˜(τ) = +∞.

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3 The areal foliation of future contracting space-
times
3.1 An upper bound on the fluid variables
We consider any BV-regular solution to the Einstein-Euler system, defined on
some interval [t0, tc), and we establish that supS1 a is controled by the lower
bound of the function t 7→
∫
S1
a−1(t, θ) dθ.
Proposition 3.1. If there exists a positive function C = C(t) (for t ∈ [t0, tc)) such that
C(t) ≤
∫
S1
a−1(t, θ) dθ, t ∈ [t0, tc), (3.1)
then there exists a function C1 = C1(t) such that
sup
S1
∫ t
t0
µ˜
1 − v2 (τ, ·) dτ ≤ C1(t), t ∈ [t0, tc). (3.2)
A fortiori, the function supS1
∫ t
t0
µ˜(τ, ·) dτ is bounded and, consequently, the metric
coefficient a is uniformly bounded on S1.
This statement provides us the conclusion in Theorem 1.1, under the as-
sumption (3.1). The latter will be connected to our geometric invariant D in
Proposition 3.4, below.
To establish Proposition 3.1, we rely on the following two lemmas about
the time–average of the mass density
∫ t
t0
µ˜
1−v2 (τ, ·) dτ and its variation in space,
respectively.
Lemma 3.2 (Lower bound for the averaged mass–energy density). For all t ∈
[t0, tc), one has
(1+k2)
( ∫
S1
a−1(t, θ)dθ
)
inf
S1
∫ t
t0
µ˜|τ|
1 − v2 (τ, ·) dτ ≤
1
1 − α
(
1−
( t
t0
)1−α) ∫
S1
|t0|2hM1 (t0, ·) dθ.
Proof. Namely, from the energy–type estimate (2.7) we deduce∫ t
t0
∫
S1
|τ|hM1 (τ, ·) dθ dτ ≤
∫ t
t0
(
t0
τ
)α ∫
S1
|t0|hM1 (t0, ·) dθ dτ.
Since a−1 is monotonically decreasing in time, we obtain( ∫
S1
a−1(t, θ)dθ
)
inf
S1
∫ t
t0
µ˜|τ|
1 − v2 (τ, ·) dτ
≤
∫
S1
a−1(t, θ)
∫ t
t0
µ˜|τ|
1 − v2 (τ, θ) dτ dθ ≤
∫ t
t0
∫
S1
a−1µ˜|τ|1 + k
2v2
1 − v2 (τ, θ) dθ dτ.

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Lemma 3.3 (Variation in space of the averaged mass–energy density). For all
t ∈ [t0, tc) and θ0, θ1 ∈ S1, one has
k2
∫ t
t0
µ˜ |τ|
1 − v2 (τ, θ1) dτ
≤ (1 + k2)
∫ t
t0
µ˜|τ|
1 − v2 (τ, θ0) dτ + |t0|(E1(t) − E1(t0)) +
(
1 +
( t0
t
)α) ∫
S1
|t0|hM1 (t0, ·) dθ.
Proof. Setting M :=
µ˜
1−v2 > 0, integrating the “second” Euler equation in (2.5)
over some slab [t0, t] × [θ0, θ1], and finally using |v| < 1, we obtain (recalling
that the time variable takes negative values)
(1 + k2)
∫ t
t0
τM(τ, θ1) dτ − k2
∫ t
t0
τM(τ, θ0) dτ
≤
∫ t
t0
τM (k2 + v2)(τ, θ1) dτ −
∫ t
t0
τM (k2 + v2)(τ, θ0) dτ
=
∫ t
t0
∫ θ1
θ0
τ
aτ
a
g1 dθdτ + (1 + k
2)
∫ θ1
θ0
(
ta−1Mv(t, θ) − t0a−1Mv(t0, θ)
)
dθ.
In the above identity, the double integral term is controlled by E1, i.e.,∫ t
t0
∫ θ1
θ0
aτ
a
τg1dθdτ ≤ −
∫ t
t0
∫
S1
aτ
a
τh1dθdτ ≤ |t0|
(
E1(t) − E1(t0)
)
,
whereas, for the other two terms of the right-hand side,
(1 + k2)
∫ θ1
θ0
(
ta−1Mv(t, θ) − t0a−1Mv(t0, θ)
)
dθ
≤
∫
S1
|t|hM1 (t, ·) dθ+
∫
S1
|t0|hM1 (t0, ·) dθ ≤
(
1 +
( t0
t
)α) ∫
S1
|t0|hM1 (t0, ·) dθ.
Hence, we obtain
− k2
∫ t
t0
τM(τ, θ1)dτ
≤ −(1 + k2)
∫ t
t0
τM(τ, θ0) dτ + |t0|(E1(t) − E1(t0)) +
(
1 +
( t0
t
)α) ∫
S1
|t0|hM1 (t0, ·) dθ,
which is the desired estimate. 
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Proof of Proposition 3.1. Combining Lemmas 3.2 and 3.3, we obtain
k2 sup
S1
∫ t
t0
µ˜ |τ|
1 − v2 (τ, ·) dτ
≤ (1 + k2) inf
S1
∫ t
t0
µ˜ |τ|
1 − v2 (τ, ·) dτ + |t0|(E1(t) − E1(t0)) +
(
1 +
( t0
t
)α) ∫
S1
|t0|hM1 (t0, ·) dθ
≤ C0(t)
(∫
S1
a−1(t, θ)dθ
)−1
+ C1(t)
for some (explicitly computable) functions C0(t),C1(t) > 0. 
3.2 A lower bound on the geometry variables
It remains to establish that the function
∫
S1
a−1dθ remains bounded below, pro-
vided the geometric invariant is non-vanishing.
Proposition 3.4. Consider a spacetime with non-vanishing geometric invariantD =
A2 +BC , 0. Then, for some smooth function F = F(s) vanishing at the origin s = 0,
one has
|D| ≤ t2F
(
E1(t)
∫
S1
a−1(t, θ) dθ
)
, (3.3)
and, in particular, the function t ∈ [t0, tc) 7→
∫
S1
a−1dθ does not attain zero unless
tc = 0 and t→ tc.
We will actually prove that F involves polynomial and exponential factors,
only, which will lead us to the following result.
Corollary 3.5. Consider a spacetime with non-vanishing geometric invariant D =
A2 +BC , 0. Then, one has t ∈ [t0, 0) and, as t→ 0,
E1(t)
∫
S1
a−1(t, θ) dθ→ +∞
so that, in particular,
E1(t)→ +∞, 1
t2
∫
S1
a−1dθ→ +∞.
We begin with several auxiliary results needed for the proof of Proposition
3.4. We introduce the mean values of the metric coefficients A and U, defined
by
< A >:=
∫
S1
Adθ, < U >:=
∫
S1
U dθ.
From the definition of A,B,C and by a straightforward calculation, the follow-
ing result is immediate.
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Lemma 3.6. The geometric invariants A,B and C satisfy
B < A >= A + 2t
∫
S1
a−1(Ut − 1/2t) dθ+
∫
S1
a−1t−1Ate4U
(
A− < A >
)
dθ, (3.4)
t2Be−2<U> = t
∫
S1
a−1Ate2Ue2(U−<U>) dθ, (3.5)
and
C + 2A < A > −B < A >2= t
∫
S1
a−1At dθ −
∫
S1
a−1t−1Ate4U
(
A− < A >
)2
dθ
− 4t
∫
S1
a−1(Ut − 1/2t)
(
A− < A >
)
dθ.
(3.6)
Lemma 3.7. The following estimates hold:∫
S1
|Uθ|dθ ≤ E1(t)1/2
( ∫
S1
a−1dθ
)1/2
, (3.7)
∫
S1
a−1|Ut − 1/2t|dθ ≤ E1(t)1/2
( ∫
S1
a−1dθ
)1/2
, (3.8)∫
S1
e2U |Aθ|dθ ≤ 2|t|E1(t)1/2
( ∫
S1
a−1dθ
)1/2
, (3.9)∫
S1
a−1e2U |At|dθ ≤ 2|t|E1(t)1/2
( ∫
S1
a−1dθ
)1/2
, (3.10)
e2U
(
A− < A >
)
≤
( ∫
S1
e2U |Aθ| dθ
)
exp
(
2
∫
S1
|Uθ|dθ
)
, (3.11)
where the last inequality remains true if U is replaced by its mean < U >.
Proof. The first four inequalities are straightforward, whereas for the last one
we can write
e2U
(
A− < A >
)
=
∫
S1
e2U(t,θ
′)
(
A(t, θ′) − A(t, θ′′)
)
dθ′′
≤
∫
S1
∫ θ′′
θ′
e2U(t,θ
′)|Aθ(t, θ)| dθ
=
∫
S1
∫ θ′′
θ′
e2(U(t,θ
′ )−U(t,θ))e2U(t,θ)|Aθ(t, θ)| dθ
thus
e2U
(
A− < A >
)
≤
∫
S1
∫ θ′′
θ′
e2
∫
S1
|Uθ(t,θ′′′)|dθ′′′e2U(t,θ) |Aθ(t, θ)| dθ
≤
( ∫
S1
e2U(t,θ)|Aθ(t, θ)| dθ
)
exp
(
2
∫
S1
|Uθ(t, θ)|dθ
)
and, similarly, with U replaced by < U >. 
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Lemma 3.8. ProvidedB , 0, then the averages < A > and e−2<U> do not blow-up. In
addition, if D < 0 then neither does e2<U>.
Proof. To show that e−2<U> does not blow-up,we apply Lemma3.7 andHolder’s
inequality to the equation (3.5). Similarly, we use the equation (3.4) in order to
check the claim for < A >. If D < 0, we can multiply by e2<U>, then re-arrange
the equation (3.6) and thus obtain
Be2<U>
((
< A > −A
B
)2 − A2 +BC
B2
)
=
∫
S1
a−1t−1Ate2Ue2(U+<U>)
(
A− < A >
)2
dθ
+ 2
∫
S1
a−1(2tUt − 1)e2<U>
(
A− < A >
)
dθ −
∫
S1
a−1tAte2<U> dθ.
(3.12)
On the left-hand side, both terms have the same sign, so the claim follows from
Lemma 3.7 and Holder’s inequality. 
Proof of Proposition 3.1. For ease in the presentation, it is convenient to define
Ê1(t) := 4E1(t)
∫
S1
a−1dθ.
We first consider the case D > 0. According to Proposition 2.3, we can assume
B = 0 and A = −
√
D, hence (3.4) simplifies and reads
√
D = 2t
∫
S1
a−1(Ut − 1/2t) dθ+
∫
S1
a−1t−1Ate4U
(
A− < A >
)
dθ.
By Lemma 3.7, we have
∣∣∣2t∫
S1
a−1(Ut − 1/2t) dθ
∣∣∣ ≤ |t|Ê1(t)1/2
and ∣∣∣ ∫
S1
a−1t−1Ate4U
(
A− < A >
)
dθ
∣∣∣ ≤ |t| Ê1(t) expÊ1(t)1/2,
hence
D ≤ |t|2Ê1(t)
(
1 + Ê1(t)
1/2 expÊ1(t)
1/2
)2
.
Assume next that D < 0. Again by Proposition 2.3, we may assume A = 0,
B = −1, C = |D |, in which case the identity (3.6) reads
|D | = t
∫
S1
a−1At dθ −
∫
S1
a−1t−1Ate4U
(
A− < A >
)2
dθ
− 4t
∫
S1
a−1(Ut − 1/2t)
(
A− < A >
)
dθ.
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Using Lemma 3.7, we obtain the estimates
∣∣∣t∫
S1
a−1At dθ
∣∣∣ ≤ t2e−2<U>Ê1(t)1/2 expÊ1(t)1/2,
∣∣∣ ∫
S1
a−1t−1Ate4U
(
A− < A >
)2
dθ
∣∣∣ ≤ t2e−2<U>Ê1(t)3/2 exp 2Ê1(t)1/2,
and ∣∣∣2t∫
S1
a−1(Ut − 1/2t)
(
A− < A >
)
dθ
∣∣∣ ≤ t2e−2<U>Ê1(t) expÊ1(t)1/2.
Hence, the claim follows if e−2<U> is bounded from above by an expression
containing the “right power” of Ê1(t). However, using the estimates from
Lemma 3.7 for the equation (3.5), it is straightforward to conclude that
e−2<U> ≤ Ê1(t)1/2 expÊ1(t)1/2.
Collecting the conclusions above, we obtain (3.3). 
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