We explore the stability of Lagrange relative equilibrium solution by using a similar class of moving frame introduced in the work [42] on the problem of the infinite spin. First we give a system of practical equations of motion are suited for investigating the stability of relative equilibrium solutions. Then we simply discuss the orbital and linear stability of relative equilibrium solutions of the planar N-body problem, after we showed that every relative equilibrium solution is always not stable in the sense of Lyapunov, similar to the case of the two-body problem. With the aid of Mathematica, we give the Birkhoff normal form of the Lagrange triangular point. By the celebrated KAM theorem, it's shown that there are a great quantity of KAM invariant tori in a small neighbourhood of Lagrange relative equilibrium solution, provided that the mass parameter β ∈ (0, 1 27 ), except possibly six special cases. In particular, there are a great quantity of quasi-periodic solutions in a small neighbourhood of Lagrange relative equilibrium solution. Furthermore, these tori or quasi-periodic solutions form a set whose relative measure rapidly tends to 1. Thus Lagrange relative equilibrium solution is stable in the sense of measure. Finally, by the celebrated Nekhoroshev theorem, we prove that Lagrange relative equilibrium solution is effectively stable (in fact, is exponentially stable), provided that the mass parameter β ∈ (0, 1 27 ), except possibly six special cases.
Introduction
We consider N particles with positive mass moving in an Euclidean space R 2 interacting under the laws of universal gravitation. Let the k-th particle have mass m k and position r k ∈ R 2 (k = 1, 2, · · · , N), then the equation of motion of the N-body problem is written m k¨ r k = ∑ 1≤ j≤N, j =k m k m j ( r j − r k ) | r j − r k | 3 , k = 1, 2, · · · , N.
where | · | denotes the Euclidean norm in R 2 . Since these equations are invariant by translation, we can assume that the center of mass stays at the origin. The problem of stability of motion the N-body problem is one of the major problems in mathematics or even in science. However, there are various stability concepts in modern literature, e.g., Lyapunov stability, Lagrange stability, Poisson stability, linear stability, spectral stability, orbital stability, effective stability and stability in the sense of measure etc. Beyond doubt, Lyapunov stability is what we all want most and the most difficult to obtain. Note that orbital stability is essentially a kind of stability in the sense of Lyapunov.
For the N-body problem, the first results on stability due to Laplace and Lagrange : the Laplace theorem on the absence of secular perturbations of the semiaxes. The results are on the stability of the solar system in the sense of Lagrange stability. The method of Laplace is using a perturbation analysis neglecting terms in the mass of second-order and higher. Then Poisson and Jacobi [18] extended the perturbation analysis to third-order terms in the mass, and concluded that Lagrange stability of the solar system is not guaranteed by the method the truncation of the order in the perturbation analysis.
Next major breakthrough is the well known Arnold's theorem [3, 11, 7] , a success of modern celebrated KAM theory, which claims that: for sufficiently small masses of the planets, Lagrange stability of the solar system is guaranteed for a set of positive Lebesgue measure of initial conditions. In particular, in the planar restricted circular three-body problem, by the well known Kolmogorov-Arnold's theorem [1] , if the mass of Jupiter is sufficiently small, then the motion of the the asteroid is stable in the sense of Lagrange stability for most of the initial conditions.
Since the independent work of Gascheau in 1843 [12] and Routh in 1875 [39] on linear stability of Lagrange relative equilibrium solution of the three-body problem, there are a good deal of work on linear stability of the N-body problem, please see [24, 27, 37, 38, 25, 17, 16, etc] and the references therein.
The problem of Lyapunov stability has been solved only for Lagrange relative equilibrium solution in the planar restricted circular three-body problem, by a great amount of work based upon KAM theory in the 1970s. Please see [10, 20, 23, 40, 26, etc] and the references therein. However, due to the possibility of the well known Arnold diffusion, the method has the limitation that, the number of degrees of freedom of the problem is not more than 2.
For physical application, it's natural to consider a sort of "effective stability", i.e., stability up to finite but long times. More precisely, for any solution q(t) of a system, with initial condition in a small ε-neighbourhood of the equilibrium point q 0 of the system, one could guaranty the estimate |q(t) − q 0 | = O(ε a ) for all times |t| ≤ T (ε), where a is some positive number in the interval (0, 1), and T (ε) is a "large" time such that T (ε) = O( 1 ε b ) or even more stronger T (ε) ∼ exp( 1 ε b ) for some positive number b. The latter stronger forms of stability is well known as exponential stability. The exponential stability was first stated by Moser [28] and Littlewood [22, 21] in particular cases. A general framework in this direction was developed by Nekhoroshev [31, 30] . Then a great amount of work focus on the effective stability of Lagrange relative equilibrium solution in the planar or spatial restricted circular three-body problem, please see [14, 6, 15, 4, 13 , etc] and the references therein.
As a matter of fact, the stability over long times has been investigated by Birkhoff [5] using the method of normal form going back to Poincare.
Although a great amount of work on stability has been appeared, however, even in the basic case: the planar three-body problem, nobody seemed to consider the stability of the problem of Lagrange relative equilibrium solution in the planar three-body problem. Inspired by the work on the problem of the infinite spin [42] , we introduce a similar class of moving frame adapted to relative equilibrium solutions of the planar N-body problem, to investigate the stability of the problem of Lagrange relative equilibrium solution in the planar threebody problem. In the coordinates from the moving frame, the degeneracy of the equations of motion according to intrinsic symmetrical characteristic of N-body problem can easily be reduced. In fact, once the moving frame is successfully set, one can effectively describe the motion of every orbit in a small neighbourhood of a relative equilibrium solution, and obtain the practical equations of motion. this is a reason we can investigate the nonlinear stability of relative equilibrium solutions.
The paper is structured as follows. In Section 2, we introduce some notations, and some preliminary results of central configurations. In Section 3, we give a moving frame and equations of motion. It will be seen that a system of practical equations of motion in the moving frame are suited for investigating the stability of relative equilibrium solutions. In Section 4, we simply discuss the orbital and linear stability of relative equilibrium solutions of the planar N-body problem, to prepare for investigating the effective stability and stability in the sense of measure of Lagrange relative equilibrium solution in the planar three-body problem. In Section 5, we recall some classical aspects of Hamiltonian system what we need. In Section 6, we give the Birkhoff normal form of the Lagrange triangular point. Although the construction of the normal form is conceptually simple but technically complicated operations, which require some computer assistence; the analysis was performed with the aid of Mathematica. In Section 7, we investigate the stability in the sense of measure of Lagrange relative equilibrium solution, in particular, it's shown that there are a great quantity of quasi-periodic solutions in a small neighbourhood of Lagrange relative equilibrium solution. Finally, in Section 8, we investigate the effective stability of Lagrange relative equilibrium solution.
Preliminaries
In this section we fix notations and describe preliminary results that will be needed later. Let (R 2 ) N denote the space of configurations for N point particles in Euclidean space R 2 : (R 2 ) N = { r = ( r 1 , · · · , r N ) : r j ∈ R 2 , j = 1, · · · , N}. It would be well if the cartesian space (R 2 ) N is considered as a column space. Let { e 1 , · · · , e 2N } is the standard basis of (R 2 ) N , where e j ∈ (R 2 ) N has unity at the j-th component and zero at all others. Then r ∈ (R 2 ) N can be written as r = ∑ 2N j=1 x i e j , and x = (x 1 , x 2 , · · · , x 2N ) are coordinates of r in the standard basis, here " " denotes transposition of matrix. It's also true that r j = (x 2 j−1 , x 2 j ) for j = 1, 2, · · · , N.
be the center of mass, where M = ∑ N k=1 m k is the total mass. For each pair of indices j, k ∈ {1, . . . , N}, let ∆ ( j,k) = { r ∈ (R 2 ) N : r j = r k } denote the collision set of the j-th and k-th particles. Let ∆ = j,k ∆ ( j,k) be the collision set in (R 2 ) N . Then (R 2 ) N \∆ is the space of collision-free configurations.
Consider the opposite of the potential energy (force function), kinetic energy, total energy, angular momentum, the moment of inertia and Lagrangian, respectively, defined by
where | r j | = x 2 2 j−1 + x 2 2 j , r jk = | r k − r j | and r j ×˙ r j = x 2 j−1ẋ2 j −ẋ 2 j−1 x 2 j . Then it's well known that the equations (1.1) of motion can be rewritten as
and are the Euler-Lagrange equations of the the action functional A defined by A( r(t)) = L( r(t),˙ r(t))dt.
Let M be the matrix diag(m 1 , m 1 , m 2 , m 2 , · · · , m N , m N ), here "diag" means diagonalmatrix. Let's introduce a scalar product and a metric on the space (R 2 ) N :
then the cartesian space (R 2 ) N is a new Euclidean space. Just giving an eye to the fact that the standard basis { e 1 , e 2 , · · · , e 2N } is an orthogonal basis rather than a standard orthogonal basis with respect to the scalar product <, >, except m 1 = m 2 = · · · = m N = 1. By virtue of the scalar product <, >, the equations (2.2) of motion can be rewritten as
where ∇U = M −1 ∂U ∂ x is the gradient of U with respect to scalar product <, >. Observe that the equations (1.1) ((2.2) or (2.3)) of motion are invariant by translation, there is usually an assumption that the center of mass r c is at the origin. Let X denote the space of configurations whose center of masses is at the origin; that is, X = { r = ( r 1 , · · · , r N ) ∈ (R 2 ) N : ∑ N k=1 m k r k = 0}, in other words,
The space of collision-free configurations X\∆ is denoted byX.
Let's recall the important concept of the central configuration:
The value of λ in (2.4)(or (2.5)) is uniquely determined by λ = U( r) I( r) .
(2.6)
Given m j ( j = 1, 2, · · · , N) and a fixed λ , let CC λ be the set of central configurations satisfying equations (2.4).
There are several equivalent definitions of central configurations, one of the equivalent definitions considers a central configuration as a critical point of the function I 1 2 U, this fact
and SO(2) be the orthogonal group and special orthogonal group of the plane respectively. If r ∈X is a central configuration, then so is ρA r for any A ∈ O(2) (or SO (2)) and ρ > 0 via the transformation ρA r = (ρA r 1 , ρA r 2 , · · · , ρA r N ). The transformation ρA gives an equivalence relation ofX, indeed one counts equivalence classes in the counting of central configurations.
Given a configuration r, letˆ r := r r be the unit vector corresponding to r henceforth. Set
For a configuration r = ( r 1 , · · · , r N ), let
as an illustration, we have
. Sometimes we simply write A( π 2 )A(θ ) as A ⊥ . Since the function I 1 2 U is invariant under the transformation ρA, the critical points of I 1 2 U are not isolated but rather occur as manifolds of critical points, thus these critical points are always degenerate in the ordinary meaning. In fact, the Hessian of I 1 2 U evaluated at a central configuration E 3 ∈X must contain span{E 3 , E 4 } in its kernel, where E 4 = E ⊥ 3 is another central configuration. Ones naturally remove the trivial degeneracy according to this intrinsic symmetrical characteristic of N-body problem. Taking into account these facts, a central configuration E 3 will be called nondegenerate, if the kernel of the Hessian of I
Obviously, this definition of nondegeneracy is equivalent to the one used by Palmore in his study of planar central configurations [35, etc] .
Given a central configuration E 3 = r = ( r 1 , · · · , r N ) = (x 1 , x 2 , · · · , x 2N ) , then a straight forward computation shows that the Hessian of I
where B is the Hessian of U evaluated at E 3 and can be viewed as an N × N array of 2 × 2 blocks:
The off-diagonal blocks are given by:
where I is the identity matrix of order 2. However, as a matter of notational convenience, the identity matrix of any order will always be denoted by I, and the order of I can be determined according context. The diagonal blocks are given by:
Orthogonal vectors {E 1 , E 2 , E 3 , E 4 } can be extended to an orthogonal basis
of the space (R 2 ) N with respect to the scalar product <, >. There are infinite choices for the orthogonal vectors {E 5 , · · · , E 2N }, we shall give one choice as an illustration in the following. Let us investigate the matrix
which can be viewed as the linearization of the gradient ∇U at the central configuration E 3 .
Since the matrix D is symmetric linear mapping with respect to the scalar product <, >, there are 2N orthogonal eigenvectors of D with respect to the scalar product <, >. It's easy to see that:
therefore an orthogonal basis {E 1 , E 2 , E 3 , E 4 , · · · , E 2N } can be chosen as 2N orthogonal eigenvectors of D. Then {Ê 1 ,Ê 2 ,Ê 3 ,Ê 4 , · · · ,Ê 2N } consisting of eigenvectors of D is a standard orthogonal basis of the space (R 2 ) N with respect to the scalar product <, >, that is,
and if µ j ∈ R is the eigenvalue corresponding toÊ j of D ( j = 1, 2, · · · , 2N), then
According to this result, if there are n 0 zeros and n p positive numbers in µ j ( j = 5, 6, · · · , 2N), then n 0 and n p are invariant, and the central configuration E 3 is nondegenerate if and only if n 0 = 0. In the following, the central configuration E 3 will be called degenerate of n 0 -th order if n 0 > 0. Thanks to
It is noteworthy that the subspaces span{Ê 1 ,Ê 2 }, span{Ê 3 ,Ê 4 } and span{Ê 5 , · · · ,Ê 2N } of the space (R 2 ) N are invariant under the action of the transformation ρA.
Moving Frame and Equations of Motion
Firstly, let's give a moving frame to describe the motion of the particles in some neighbourhood of a relative equilibrium solution of the Newtonian N-body problem effectively.
For any configuration r ∈ X\span{Ê 5 , · · · ,Ê 2N }, it's easy to see that there exists a unique point A(θ ( r))Ê 3 on S such that
where S = {A(θ )Ê 3 : θ ∈ R} is a unit circle in the space (R 2 ) N with the origin as the center.
θ in the point A(θ ( r)) can be continuously determined as a continuous function of the independent variable r. By the relation
θ ( r) can also be determined by the following relations
{Ξ 3 , Ξ 4 , · · · , Ξ 2N } is the moving frame for us. Set r = r , then r = rˆ r. In the moving frame,ˆ r can be written asˆ r = ∑ 2N i=3 z i ζ i . By (3.8), it's easy to see that z 4 = 0. It follows from ˆ r = 1 and (3.9) that
Then (r, θ , z 5 , · · · , z 2N ) can be thought as the coordinates of r ∈ X\span{Ê 5 , · · · ,Ê 2N } in the moving frame. Indeed, we have defined a real analytic diffeomorphism:
and a classic covering map:
where S 1 is the unit circle and
So we have legitimate rights to use the coordinates (r, θ , z 5 , · · · , z 2N ) in a neighbourhood of a relative equilibrium.
As in [42] , we can write the equations of motion in the above given coordinates. Firstly, by using the coordinates (r, θ , z 5 , · · · , z 2N ), the angular momentum J can be represented as
where · denotes the Euclidean scalar product in R 2 . And the kinetic energy and force function can be respectively rewritten as
j=5 z jÊ j ), this is a main reason of introducing the moving frame. Since U(z 3Ê3 + ∑ 2N j=5 z jÊ j ) only contains the variables z j ( j = 5, · · · , 2N), we will simply write it as U(z) henceforth. In particular, we can expand U(z) as
where · · · denote higher order terms of z j ( j = 5, · · · , 2N), and dU|Ê 3 , d 2 U|Ê 3 , d 3 U|Ê 3 denote respectively the differential, second order differential, third order differential of U atÊ 3 .
Then it follows from (2.5) (2.6) (2.7) (3.10) that
Thus the Lagrangian L can be rewritten as
then a straight forward computation shows that:
it follows that the equations of motion are the following:
j,k=5 q jkż j z k +θ ) + r 2 (∑ 2N j,k=5 q k jzk z j +θ ) = 0,
For the central configuration E 3 , let's consider a relative equilibrium ρA(ωt)E 3 of the Newtonian N-body problem. Without loss of generality, suppose that E 3 = 1, i.e., E 3 =Ê 3 . Then a straight forward computation shows that the angular momentum J of the relative equilibrium ρA(ωt)E 3 is just ωρ 2 and λ = ρ 3 ω 2 .
By the coordinates (r, θ , z 5 , · · · , z 2N ), the relative equilibrium ρA(ωt)E 3 is just a solution of (3.13) such that r = ρ, θ = ωt, z 5 = 0, · · · , z 2N = 0.
According to the well known definition of Lyapunov stability, it's demanded to consider the time-dependent change of the quantities r − ρ, θ − ωt, z 5 , · · · , z 2N under the equations (3.13). More precisely, we need consider the solution (r, θ , z 5 , · · · , z 2N ), such that
j,k=5 q jkż j z k +θ + ω) + (r + ρ) 2 (∑ 2N j,k=5 q k jzk z j +θ ) = 0.
Orbital and Linear Stability
We introduce new variables:
Then the above system becomes:
Linearizing the above system at original point yields the following variational equations
and Λ = diag(µ 5 , · · · , µ 2N ). Following Moeckel's approach in [27] , we define linear stability and spectral stability of the system (4.14):
Definition 4.1 If the eigenvalues of the matrix in the variational equations (4.16) are either zero or purely imaginary, the relative equilibrium ρA(ωt)E 3 is called spectral stability; If the origin is a stable solution of the variational equations, that is, the relative equilibrium is spectrally stable and the matrix is further diagonalizable, then the relative equilibrium ρA(ωt)E 3 is linearly stable.
If the solution is not spectrally stable, it follows from the well known Lyapunov's theorem of stability that the solution is not stable in the sense of Lyapunov. However, if the solution is spectrally stable but not linearly stable, it's possible that the solution is stable in the sense of Lyapunov; similarly, if the solution is linearly stable, it's possible that the solution is stable in the sense of Lyapunov.
It is easy to see that a Jordan canonical form of the submatrix
As a result, we have are either zero or purely imaginary; furthermore, the relative equilibrium ρA(ωt)E 3 is always not linearly stable.
In the following, we will further prove that the relative equilibrium ρA(ωt)E 3 is always not stable in the sense of Lyapunov.
To this end, it's necessary to take the angular momentum J into consideration. According to the angular momentum J is constant along solutions of the equations (4.14), J = ωρ 2 defines an invariant set. Note that
Thus let us turn our attention to the following equations of r, ϒ, θ , z 5 , · · · , z 2N , Z 5 , · · · , Z 2N :
Although what is now facing on stability is better than that in the above (4.16), we have The result is similar to the case of the two-body problem: any solution of the two-body problem is always not stable in the sense of Lyapunov, but is orbitally stable. Indeed, the proof of the above theorem attributes to the discussion of the two-body problem.
Proof of Theorem 4.2:
Let's consider the solution of the system (4.17) such that z 5 (0), · · · , z 2N (0) and Z 5 (0), · · · , Z 2N (0) are all zero.
Then the equations reduce to
This is just a kind of equations of the two-body problem. As a matter of fact, the coordinates from the given moving frame {Ξ 3 , Ξ 4 , · · · , Ξ 2N } for the two-body problem are just the usual polar coordinates, and the equations of motion (3.13) are just
The theorem is now evident from the well known results of the two-body problem.
2 Therefore, we naturally consider the orbital stability of the relative equilibrium in the following.
Recall the definition of the coordinates from the moving frame, it's clear that the quantity
the orbit of the relative equilibrium. So it suffices to investigate the stability of the original point of the following system of z, Z, r, ϒ
(4.20)
For simplicity, we may take ρ = 1 from now on. Then J = ω and λ = ω 2 . In the following, let's investigate the linear stability of the original point of the above system (4.20) . Although the method has some differences from the classical works in [27, 37, etc] , there is not any new results for linear stability. So we only consider some special cases to reveal the good of the coordinates from the moving frame.
By the variational equations Furthermore, if c k = 0, then c j = 0 for 0 ≤ j ≤ k − 1.
A straight forward computation shows that:
From the inequality above, Roberts [37] proved that any relative equilibrium of N equal masses is not spectrally stable for N ≥ 24306. When the central configuration E 3 is collinear, the case becomes simpler. Suppose
where D = −2 0 0 1 and the diagonal blocks are given by:
According to a well known result due to Conley [34] , we know that µ 2k−1 µ 2k < 0, thus the central configuration E 3 is not spectrally stable. This result has been proved by Moeckel [27] . So we may consider only noncollinear central configurations for stability of the relative equilibrium.
When N = 3, the problem is especially simple, because of Q = 0 1 −1 0 or 0 −1 1 0 .
Then the roots of the characteristic polynomial
are all on the imaginary axis if and only if Set β = m 1 m 2 + m 3 m 2 + m 1 m 3 . As r is a equilateral triangle such that r = 1 and whose center of masses is at the origin, without loss of generality, suppose 
As a result, (4.22) becomes
or more precisely,
This result has been proved by Gascheau in 1843 [12] and Routh in 1875 [39] respectively.
Without loss of generality, suppose m 1 ≥ m 2 ≥ m 3 . Then it's easy to see that
Some tedious computation further yields the corresponding eigenvectors
Classical Results of Hamiltonian System
In this section, let's recall some aspects of Hamiltonian system what we need. We consider an analytic Hamiltonian system, with n degrees of freedom, having the origin as an equilibrium point:
where H j is a homogeneous polynomial of degree j in (p, q) for every j ≥ 2.
Since we are interesting in stability, we confine ourself to the eigenvalues of the quadratic part H 2 of the Hamiltonian are all distinct and purely imaginary. Then in suitable symplectic coordinates, the quadratic part H 2 takes the form
Here every ω j is called a characteristic frequency, and ϖ = (ω 1 , · · · , ω n ) is called the frequency vector. where k = (k 1 , · · · , k n ) ∈ Z n such that |k| = |k 1 | + · · · + |k n | = l.
Definition 5.2
The frequency vector ϖ is said to be (c, υ)-Diophantine if there exists a positive number c, υ such that, for any k = (k 1 , · · · , k n ), |k| ≥ 2, we have Given l ≥ 4, assume that the frequency vector ϖ is nonresonant up to order l. The wellknown Birkhoff theorem [5] states that, in some neighbourhood of the origin, there exists a symplectic change of variables (p, q) → (x, y), near to the identity map, such that in the new variables the Hamiltonian function is reduced to a Birkhoff normal form H l (ρ) of degree l up to terms of degree higher than l:
Let us consider a nearly-integrable Hamiltonian written in action-angle variables ρ, ϕ defined by x j = 2ρ j cos ϕ j , y j = 2ρ j sin ϕ j
Let's recall the important concepts of non-degenerate and isoenergetically non-degenerate (see [2] ):
Definition 5.4 The Hamiltonian system (5.24) or (5.27) is called to be non-degenerate in a neighbourhood of the equilibrium point if det ∂ 2 H l ∂ ρ 2 | ρ=0 = 0;
The Hamiltonian system (5.24) or (5.27) is called to be isoenergetically non-degenerate in a neighbourhood of the equilibrium point if
Theorem 5.1 (KAM [3, 29] ) A non-degenerate or isoenergetically non-degenerate Hamiltonian in a neighbourhood of an equilibrium point has invariant tori close to the tori of the linearized system. These tori form a set whose relative measure in the polydisc |ρ| < ε tends to 1 as ε → 0. In an isoenergetically non-degenerate system such tori occupy a larger part of each energy level passing near the equilibrium position. If δ is sufficiently small, then, for every orbit (ρ(t), ϕ(t)) of (5.28), with |ρ(0)| < δ , one has
Although all of the (c, υ)-Diophantine frequency vectors are abundant in measure, however, non-Diophantine frequency vectors form a dense open set in the space of frequency vectors. Therefore, Diophantine frequency vectors could be quite exceptional in some sense.
If we permit the exponent 1 ν+1 could be worse, we can resort to the not easy notion of steepness to obtain the following more general result. 
The Birkhoff Normal Form
To discuss the stability of the three-body problem, it would be best to employ Hamiltonian equations.
Recall that the Lagrangian is L(z, r, θ ,ż,ṙ,θ ) =ṙ
It follows from the Legendre Transform that the Hamiltonian is H(z, r, θ , w, s, ϑ ) =ṙ
Obviously, the cyclic coordinate θ yields that the quantity ϑ is a first integral and is just J(= ω). Therefore we consider the Hamiltonian is just a function of the variables z, r, θ , w, s. A straight forward computation shows that:
where · · · denotes higher order terms. In the following, let's further compute the cubic and quartic terms of the Hamiltonian H for the three-body problem. As a matter of notational convenience, set
Then the Hamiltonian H for the three-body problem is
+ ω(p 1 q 2 − p 2 q 1 ) + · · · , whereż 2 3 = (p 1 q 1 + p 2 q 2 ) 2 + · · · ,
So the part of kinetic energy in the Hamiltonian H is
Some tedious computation further yields
and the long expressions of a jk are written in the appendix of the paper. So the Hamiltonian H is
where ω 0 = ω = β 3/4 ,
+ a 30 q 0 q 3 1 − a 31 q 2 q 3 1 + a 12 q 0 q 3 2 + a 03 q 0 q 1 q 2 2 − a 13 q 1 q 3 2 + (
We now look for a change of variables from (p, q) to (x, y) such that H 2 takes the form
Let J denote the usual symplectic matrix −I I
. A straight forward computation shows that the eigenvalues of the matrix
where
Note that we can restrict our attention to the variables p 1 , p 2 , q 1 , q 2 . For the eigenvalues
It follows that we can introduce the following symplectic transformation to reduce the Hamiltonian H:
Then the Hamiltonian H becomes
But we'd better introduce the following complex symplectic transformation to reduce the Hamiltonian H:
where i denotes the imaginary unit. Then the Hamiltonian H becomes
Note that a formal series
in the variables (ζ , η) ∈ C 6 represents a real formal series in the variables (x, y) if and only if f k,l = i |k+l| f l,k .
We perform the change of variables (ζ , η) → (u, v) with a generating function
such that in the new variables (u, v) the Hamiltonian function reduces to a Birkhoff normal form of degree 4 up to terms of degree higher than 4:
where S 3 and S 4 are forms of degree 3 and 4 in u, η, and
First, it's easy to see that all of resonance relations of order 3 or 4 satisfied by ω 0 , ω 1 , ω 2 are
For other values of β , we make use of the relation
to find the Birkhoff normal form of degree 4. Equating the forms of order 3 in u, η of (6.32) we obtain
(6.33) It follows that S 3 can be determined. Then by equating the forms of order 4 in u, η of (6.32) we obtain
where H 3→4 is the forms of order 4 of H 3 (u + ∂ S 3 ∂ η , η). It follows that S 4 and the Birkhoff normal form of degree 4 can be determined. For the Birkhoff normal form of degree 4 :
we can switch to action-angle variables, the above Birkhoff normal form becomes
[ω 00 ρ 2 0 + ω 11 ρ 2 1 + ω 22 ρ 2 2 + 2ω 01 ρ 0 ρ 1 + 2ω 02 ρ 0 ρ 2 + 2ω 12 ρ 1 ρ 2 ] + · · · , (6.34)
where ρ j = iu j v j ( j = 0, 1, 2) are action variables, and ω 00 = −3,
, 6) ) 
Taking the resonance relations of order 3 or 4 of (6.34) into consideration, the Hamiltonian 
the Hamiltonian (6.34) is isoenergetically non-degenerate if and only if 41]) An algebraic partial manifold P in R n is a point set, associated with a number ν, with the following property. Take any p ∈ P. Then there exists a set of polynomials f 1 , · · · , f ν of rank ν at p (i.e., the number of independent differential d f 1 (p), · · · , d f ν (p) is ν), and a neighborhood Ω of p, such that P Ω is the set of zeros in Ω of these f j . The number n − ν is the dimension of the partial manifold.
Theorem 7.1 ([41]) Let V ⊂ R n be a real algebraic variety, then V can be split as a union of a finite number of partial algebraic manifolds: V = P 1 P 2 · · · P s , each P j being an algebraic partial manifold in V , and the P j being disjoint. Here, the dimension n j of P j are decrease. Furthermore, s ≤ 2 n − 1 and each P j has but a finite number of topological components. It follows that the real algebraic varieties V f and V g are union of a finite number of zerodimensional points and one-dimensional "curves". Indeed, we give the following plots of zero locus sets of f and g: Figure 1 , 2, 3, 4, 5, 6.
So the Hamiltonian (6.34) is non-degenerate and isoenergetically non-degenerate for almost every choices of (β , m 1 ). Furthermore, a straight forward computation shows that f and g are both equal to 0 only in the three cases: . Furthermore, these tori form a set whose relative measure rapidly tends to 1.
As a corollary, we have the following results: 
Effective Stability
We find the conditions that
is steep.
here ω is the frequency vector (ω 0 , −ω 1 , ω 2 ). 
.
Therefore
then H 2 (ρ) has no critical points in B r β . Suppose that H 2 (ρ) admits nonisolated critical points in some proper affine subspace P ⊂ R 3 , it follows from (8.37) and ϖ = 0 that P is a two-dimensional plane. Let P = Span(ξ 1 , ξ 2 ), ξ 1 , ξ 2 are independent. Then we have Note that (ω 00 , ω 01 , ω 02 ), (ω 01 , ω 11 , ω 12 ) and (ω 02 , ω 12 , ω 22 ) are colinear for the case (β ≈ 0.0169287, m 1 ≈ 0.983017). It follows from (8.39) that the frequency vector ϖ is colinear with (ω 00 , ω 01 , ω 02 ) provided (ω 00 , ω 01 , ω 02 ), (ω 01 , ω 11 , ω 12 ) and (ω 02 , ω 12 , ω 22 ) are colinear. Then ω 01 = −λ 1 ω 00 ω 02 = λ 2 ω 00 . However, a straight forward computation shows that the equations above are impossible.
To sum up, we have in the space of masses of the three-body problem, H 2 (ρ) is steep in B r β , provided that β < 1 27 . As a result, it follows from Nekhoroshev Theorem 5.4 that Theorem 8.2 In the planar three-body problem, for sufficiently small neighbourhood of Lagrange relative equilibrium solution, there exist two positive constants a, b depending on the frequency vector ϖ such that, where c 1 , c 2 , c 3 = const > 0.
Remark 8.1 Note that the frequency vector ϖ satisfies (c, υ)-Diophantine for almost all 0 < β < 1 27 , then it follows from Nekhoroshev Theorem 5.3 that the exponents a, b in the theorem above could be the better value 1 ν+1 if ν ≥ 2.
