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In this paper, we are concerned with the following nonlinear Schrödinger–Poisson
equations{−u + V (x)u + λφ(x)u = K (x) f (u), x ∈ R3,
−φ = u2, lim|x|→∞φ(x) = 0,
(P)
where λ > 0 is a parameter, the potential V (x) may be vanishing at inﬁnity, f (s) is
asymptotically linear at inﬁnity, that is f (s) ∼ O (s) as s → ∞. For this kind of potential, it
seems diﬃcult to ﬁnd solutions in H1(R3). Under some assumptions on V (x), K (x) and
f (s), we prove that problem (P) has a positive solution for λ small and has no any
nontrivial solution for λ large.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper has been motivated by the problem⎧⎪⎨
⎪⎩
−i ∂ψ
∂t
− ψ + V˜ (x)ψ + λQ (x)φψ = f (ψ),
−φ = Q (x)∣∣ψ2∣∣, lim|x|→∞φ(x) = 0,
(1)
where λ is a parameter, and V˜ : R3 → R+ is smooth. We are interested in the existence of stationary solution (or say,
a standing wave solution), ψ(t, x) = u(x)eiωt with u(x) > 0 in R3 and ω > 0 (the frequency). It is not diﬃcult to see that
u(x) must satisfy{−u + V (x)u + λQ (x)φ(x)u = f (u), x ∈ R3,
−φ = Q (x)u2, lim|x|→∞φ(x) = 0,
(2)
where V (x) = V˜ + ω and f is assumed to be a real function.
In the recent years, the following nonlinear Schrödinger–Poisson system{−u + Q (x)φ(x)u = g(u), x ∈ R3,
−φ = Q (x)u2, lim|x|→∞φ(x) = 0,
(3)
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For Q (x) = 1 and g(u) = −u, this problem was studied as an eigenvalue problem in [10] on bounded domain. For
Q (x) = 1, g(u) = −u + |u|p−1u, there are quite a lot of interesting results on problem (3), see, for example [1,6–9,12,17,18]
and the references therein. Moreover, the existence of inﬁnite many positive non-radial solutions of (3) with Q (x) = Q (|x|)
was also proved by P. d’Avenia, A. Pomponio, G. Vaira in [4]. And very recently, in [5], the authors proved the existence of a
nontrivial solution when the nonlinearity g(u) satisﬁes the general hypotheses introduced by Berestycki and Lions [11].
But, almost all the above papers are the particular case of problem (2) with V (x) ≡ Q (x) ≡ 1. If V (x) ≡ constant,
Q (x) ≡ 1, there are few papers on (2), we mention here the work by Z.P. Wang and H.S. Zhou [21], A. Azzollini and
A. Pomponio [3]. In [21], the authors ﬁrst studied the asymptotically linear case, and they proved (2) has a positive solution
for λ small and has no any nontrivial solution for λ large by the Mountain Pass Theorem. In [3], the authors proved the
existence of ground states (u, φ) for f (u) = up , p ∈ (3,5), λ = 1. But in these papers, V (x) converges to a positive constant
at inﬁnity. A natural question is to ask what would happen if V (x) decays to zero at inﬁnity. However, up to still now, there
are few results about (2) in this case.
Very recently, the following Schrödinger–Poisson equations{−u + V (x)u + λφ(x)u = K (x) f (u), x ∈ RN ,
−φ = u2, lim|x|→∞φ(x) = 0,
(4)
appeared in [15], where N = {3,4,5}, V , K : RN → R are radial smooth and satisfy the same conditions introduced in [2],
i.e.,
a
1+ |x|α  V (x) A for some α ∈ (0,2], a, A > 0,
and
0 < K (x) b
1+ |x|β for some β,b > 0. (5)
The author proved problem (4) has a positive solution for λ ≡ 1, f (u) = up , 1 < p < N+2N−2 in the weighted Sobolev space
H :=
{
D1,2r
(
R
N): ∫
RN
(|∇u|2 + V (x)u2)dx < ∞},
where D1,2r = {u ∈ L2∗ (RN ): u(x) = u(|x|), ∇u ∈ L2(RN )}. To our best knowledge, it seems that there are few results on
(4) when f (s) is asymptotically linear in s at inﬁnity, that is f (s)/s ∼ l ∈ (0,∞) as s → +∞, and V (x) decays to zero at
inﬁnity. So the main purpose of this paper is to ﬁnd a solution in the weighted Sobolev space H, and then we try to prove
this solution is a bound state, i.e., it is in L2(R3).
Since problem (4) is set on R3, it is well known that the Sobolev embedding H1(R3) ↪→ Lp(R3), 2 < p < 6 is not
compact, and then it is usually diﬃcult to prove that a minimizing sequence or a (PS) sequence is strongly convergent if
we seek solutions of (4) by variational methods. Throughout, we are working in the radial space H, since in our case, the
potential V (x) ∼ |x|−α,α > 0, we still don’t know whether the Sobolev embedding H ↪→ Lp(R3), 2 < p < 6 is compact just
like the compact embedding H1r (R
3) ↪→ Lp(R3), 2 < p < 6 in [20], where H1r (RN )q{u ∈ H1(RN ): u(x) = u(|x|)}. So we
impose some further assumptions on V (x), that is V (x) ∼ |x|−α,0 < α < 411 , which plays an important role for showing the
(PS) sequence is strongly convergent. In this paper, we would apply the Mountain Pass Theorem in our case, and the main
diﬃculties are: how to check the variational functional has the Mountain Pass geometry, and how to prove the boundedness
and compactness of a (PS) sequence. Motivated by some techniques used in [16] and [18], we overcome these diﬃculties
by a simple and clear way.
Lastly, it is worth to point out, if we work on the subspace of H1(R3) only with vanishing potential V (x) ∼ |x|−α , α > 0
but not subspace of radial functions, we still don’t know how to deal with this situation.
Throughout this paper, we assume that V , K , f satisfy the following conditions:
(V1) V : R3 → R+ is continuous, radial and there exist a, A,α > 0 such that
a
1+ |x|α  V (x) A.
(F1) f ∈ C(R3,R), f (s) = 0 for all s 0 and f (s)s−1 → 0 as s → 0+ .
(F2) There exists l ∈ (0,∞) such that f (s)s−1 → l as s → +∞, and 0 f (s)s−1  l for all s = 0.
(K1) K is a positive continuous, radial function and there exists R0 such that
inf
{
V (x)
K (x)
: |x| R0
}
> sup
{
f (s)
s
: s > 0
}
.
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lim inf|x|→+∞
{
V (x)
K (x)
}
> sup
{
f (s)
s
: s > 0
}
. (6)
Remark 1.1. Condition (K1) is assumed ﬁrst in [14], clearly if K (x) satisﬁes the same condition introduced in [2], then we
see that condition (5) with 0 < α < β leads to condition (K1). Some examples in which (K1) holds but (5) fails can be seen
in [14].
The main results of this paper are as follows:
Theorem 1.2 (Existence). Suppose V (x) satisﬁes (V1) with 0 < α < 4/11 and (F1), (F2), (K1) hold. Let l > μ∗ with
μ∗ := inf
{∫
R3
(|∇u|2 + V (x)u2)dx: u ∈ H and ∫
R3
K (x)u2 = 1
}
,
then there exists λ∗ > 0 such that problem (4) has a positive solution (u, φ) ∈ H × D1,2r (R3) for any λ ∈ (0, λ∗). Moreover, u is a
bound state, that is, u ∈ L2(R3).
Theorem 1.3 (Non-existence). Under the conditions (V1), (F1), (F2), (K1), there exists λ¯ > 0 such that problem (4) has no any
nontrivial solution for λ > λ¯.
Notation. Throughout this paper, the letter C and ci denote positive constants, which may be different from place to place.
Denote p∗ = Np/(N − p) for 1 < p < N . The usual norm in Lp(RN ) with 1  p  +∞ is denoted by |.|p . For any R > 0,
denote BR(y)q{x ∈ RN : |x− y| R} and BcR(y) for its complement.
2. Properties of the variational function
In this section, we ﬁrst give the following extension of the Strauss Compactness Theorem (see [20]). For the sake of
completeness, we give its proof here.
Lemma 2.1. Let γ := 1− α4 , then the weighted Sobolev space H is compactly embedded in Lp(R3) for any p such that 2+ αγ < p < 6.
Proof. For any u(x) ∈ H, let |x| = r, then u(x) = u(|x|) = u(r), integrating by parts, we get
u2(r) = −2
∞∫
r
u′(s)u(s)ds 2
∞∫
r
s−2
√
1+ sα
a
√
a
1+ sα
∣∣u′(s)u(s)∣∣s2 ds

∞∫
r
s−2
√
1+ sα
a
(∣∣u′(s)∣∣2 + u2(s) a
1+ sα
)
s2 ds
 c1r
α
2 −2
∞∫
r
(∣∣u′(s)∣∣2 + u2(s) a
1+ sα
)
s2 ds
 c1r−2(1−
α
4 )
∫
|x|r
(∣∣∇u(x)∣∣2 + V (x)u2)dx
 c1r−2(1−
α
4 )
∫
R3
(∣∣∇u(x)∣∣2 + V (x)u2)dx
= c1r−2(1− α4 )‖u‖2.
So, for any u ∈ H, we get∣∣u(x)∣∣ c1|x|−γ ‖u‖, γ = 1− α
4
. (7)
Let un
n
⇀ 0 in H, by compact imbedding H ↪→ Lp (R3), p ∈ [2,6), it is enough to show the following conclusion:loc
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|x|>R
|un|p dx .
Since 2+ αγ < p, and |x|α−γ (p−2) → 0 as |x| → +∞, by (7), we have∫
|x|>R
|un|p dx c2
∫
|x|>R
|un|p−2|x|α a
1+ |x|α |un|
2 dx
 c3Rα−γ (p−2)‖un‖2  c5Rα−γ (p−2) → 0. 
Remark 2.2. It is worth to point out that H is embedded in Lp(R3) for any p ∈ [2+ αγ ,6] (see [19]), and also H is compactly
embedded in Lploc(R
3) for any p ∈ [2,6).
For any u ∈ H, since 0 < α < 411 , 2+ αγ < 125 < 6, by Remark 2.2, the linear operator Tu : D1,2r (R3) → R deﬁned as
Tu(v) :=
∫
R3
u2v dx
∥∥u2∥∥L6/5(R3)‖v‖L6(R3)  C‖u‖2‖v‖D1,2r (R3)
is continuous in D1,2r (R3). Then by the Riesz Representation Theorem, there exists φu ∈ D1,2r (R3) such that for any v ∈ H,∫
R3
∇φu∇v dx =
∫
R3
u2v dx.
Therefore, −φu = u2 in a weak sense. Moreover, φu is positive and can be expressed by
φu(x) =
∫
R3
u2(y)G(x, y)dy
where G(x, y) is the Green function of the Laplacian in R3, and ‖φu‖D1,2r (R3) = ‖Tu‖ C‖u‖
2.
By the deﬁnition of H, we clearly see that H1r (R3) ⊂ H, H is a Hilbert space, and its scalar product and norm are given
by
(u, v) =
∫
R3
(∇u∇v + V (x)uv)dx; ‖u‖2 = ∫
R3
(|∇u|2 + V (x)u2)dx.
Furthermore, we deﬁne the energy functional Iλ : H → R by
Iλ(u) = 1
2
∫
R3
(|∇u|2 + V (x)u2)dx+ λ
4
∫
R3
φu(x)u
2 dx−
∫
R3
K (x)F (u)dx, (8)
where F (u) = ∫ u0 f (s)ds.
By (V1), (K1), there exists C1 > 0 such that
K (x) C1V (x) for all x ∈ R3, (9)
and by Lemma 2.1, −φ = u2 has a unique weak solution for any u ∈ H, then Iλ is well deﬁned on H and Iλ ∈ C1(H,R)
with
〈
I ′λ(u), v
〉= ∫
R3
(∇u∇v + V (x)uv + λφu(x)uv)dx−
∫
R3
K (x) f (u)dx, (10)
for all v ∈ H.
Next, we prove some properties of the functional Iλ deﬁned in (8), which ensure that Iλ satisﬁes the conditions of
Mountain Pass Theorem. For this purpose, let us recall the following version of the Mountain Pass Theorem, which enables
us to get a so-called Cerami sequence.
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max
{
I(0), I(e)
}
 α < β  inf‖u‖=ρ I(u)
for some α < β , and e ∈ E with ‖e‖ > ρ . Deﬁne
c = inf
γ∈Γ max0t1
I
(
γ (t)
)
where Γ = {γ ∈ C([0,1], E): γ (0) = 0, γ (1) = e}. Then there exists a sequence {un} ⊂ E such that
I(un)
n−→ c  β and (1+ ‖un‖)∥∥I ′(un)∥∥E∗ n−→ 0. (11)
The proof of Proposition 2.3 can be found in [13]. A sequence with properties (11) is usually called a Cerami sequence
at level c, (Ce)c sequence in short. Clearly, a (Ce)c sequence is also a usual (PS)c sequence.
Lemma 2.4. If the conditions (V1), (F1), (F2), (K1) hold, then:
(i) There exist η > 0, ρ > 0 such that
Iλ(u) η > 0 for all u ∈ H with ‖u‖ = ρ.
(ii) There exist e ∈ H with ‖e‖ > ρ and λ∗ > 0 such that
Iλ(u) < 0 for all 0 < λ < λ
∗.
Proof. (i) For any  > 0, it follows from (F1), (F2) that there exists C > 0 such that∣∣ f (s)∣∣ |s| + C |u|5 for all s ∈ R,
and then
∣∣F (s)∣∣ 
2
|s|2 + C
6
|u|6. (12)
Then by (9) and the Sobolev inequality, and noting that φu(x) is nonnegative, we have for any u ∈ H∣∣∣∣
∫
R3
K (x)F (u)dx
∣∣∣∣ C12
∫
R3
V (x)u2 dx+ CC1A
6
∫
R3
|u|6 dx
 C1
2
‖u‖2 + C˜‖u‖6. (13)
This yields
Iλ(u)
1− C1
2
‖u‖2 − C˜‖u‖6.
So, part (i) is proved if we choose  ∈ (0,C−11 ) and ‖u‖ = ρ > 0 small enough.
(ii) By the deﬁnition of μ∗ and l > μ∗ , there is v ∈ H such that
v  0,
∫
R3
K (x)v2 dx = 1, μ∗  ‖v‖2 < l.
Then, by (F2) and Fatou’s lemma we deduce that
lim
t→+∞
I0(tv)
t2
= 1
2
‖v‖2 − lim|t|→+∞
∫
R3
K (x)
F (tv)
t2
 1
2
(‖v‖2 − l)< 0.
So, I0(tv) → −∞ as t → +∞, then there exists e ∈ H with ‖e‖ ρ such that I0(e) < 0. Since Iλ(e) → I0(e) as λ → 0+ , we
see that there exists λ∗ > 0 such that Iλ(e) < 0 for all 0 < λ < λ∗ . 
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For the functional deﬁned by (8), η and e given by Lemma 2.4, deﬁne
c = inf
γ∈Γ maxt∈[0,1] Iλ
(
γ (t)
)
with Γ = {γ ∈ C([0,1],H): γ (0) = 0, γ (1) = e}.
Then, applying Proposition 2.3 with E = H, there exists {un} ⊂ H such that
Iλ(un)
n−→ c  η, (14)
I ′λ(un)
n−→ 0 in H∗, (15)〈
I ′λ(un),un
〉 n−→ 0. (16)
Lemma 3.1. Suppose that (V1), (F1), (F2), (K1) hold, then the (PS) sequence {un} obtained in (14)–(16) is bounded in H.
Proof. For any ﬁxed R > 0, let ξR(x) ∈ C∞0 (R3,R) be cut-off function such that
ξR(x) =
{
0, for |x| R/2,
1, for |x| R,
and |∇ξR(x)| CR for all x ∈ R3 and C > 0 is a constant. Then for any u ∈ H and for R large enough, there exists a constant
C > 0, which is independent of R such that ‖ξRu‖ C‖u‖.
Motivated by [16], it follows from I ′λ(un)
n→ 0 in H∗ that〈
I ′λ(un), ξRun
〉

∥∥I ′λ(un)∥∥‖ξRun‖ ‖un‖, (17)
i.e., if n is large enough, we have∫
R3
(|∇un|2 + V (x)u2n)ξR dx+
∫
R3
un∇un∇ξR dx+ λ
∫
R3
φunu
2
nξR dx
∫
R3
K (x) f (un)unξR dx+ ‖un‖. (18)
By (6), there exist δ > 0 and R1 = R1(δ) > 0 such that
V (x) (l + δ)K (x) for all |x| R1,
choose R > 2R1, since |∇ξR(x)|  CR for all x ∈ R3, φun (x) is nonnegative and f (un)un  lu2n for all x ∈ R3, (F2) and (18)
yield ∫
R3
(|∇un|2 + δK (x)u2n)ξR dx CR
∫
R
2 <|x|<R
(|∇un|2 + u2n)dx+ ‖un‖, (19)
and ∫
R
2 <|x|<R
u2n dx =
∫
R
2 <|x|<R
1
V (x)
V (x)u2n dx
∫
R
2 <|x|<R
1+ |x|α
a
V (x)u2n dx
<
1+ Rα
a
∫
R3
V (x)u2n dx.
So
C
R
∫
R
2 <|x|<R
(|∇un|2 + u2n)dx < CR
∫
R3
|∇un|2 dx+ C(1+ R
α)
aR
∫
R3
V (x)u2n dx
max
{
C
R
,
C(1+ Rα)
aR
}
‖un‖2. (20)
Similar to (17), we see that 〈I ′λ(un),un〉 ‖un‖, i.e.,∫
3
(|∇un|2 + V (x)u2n + λφunu2n − K (x) f (un)un)dx ‖un‖. (21)
R
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√
λ
∫
R3
|un|3 dx 1
2
∫
R3
(|∇un|2 + λφunu2n)dx. (22)
It follows from (21) and (22) that
1
2
∫
R3
(|∇un|2 + V (x)u2n)dx+
∫
R3
g(un, x)dx ‖un‖,
i.e.,
1
2
‖un‖2  ‖un‖ −
∫
R3
g(un, x)dx, (23)
where g(un, x) =
√
λ|un|3 − lK (x)u2n .
From (19), (20), we get∫
|x|R
K (x)u2n dx
1
δ
max
{
C
R
,
C(1+ Rα)
aR
}
‖un‖2 + 1
δ
‖un‖. (24)
Let β = inft∈R,x∈R3 g(t, x), then β ∈ (−∞,0) and (24) yield∫
R3
g(un, x)dx
∫
|x|R
β dx+
∫
|x|R
(−lK (x)u2n)dx
 β
∣∣BR(0)∣∣− l
δ
max
{
C
R
,
C(1+ Rα)
aR
}
‖un‖2 − l
δ
‖un‖, (25)
where |BR(0)| denotes the volume of BR(0).
If max{ CR , C(1+R
α)
R } = CR , then using (23) and (25), see that(
1
2
− lC
δR
)
‖un‖2  |β|
∣∣BR(0)∣∣+
(
1+ l
δ
)
‖un‖. (26)
Noting that the constant C is independent of R , we can choose R > 0 large enough such that lC
δR <
1
2 . Then (26) implies
that ‖un‖ is bounded.
If max{ CR , C(1+R
α)
R } = C(1+R
α)
R , then similar to (26), we get(
1
2
− lC(1+ R
α)
aδR
)
‖un‖2  |β|
∣∣BR(0)∣∣+
(
1+ l
δ
)
‖un‖. (27)
Since 0 < α < 411 and limR→∞
1+Rα
R = 0, we can choose R > 0 large enough such that lC(1+R
α)
aδR <
1
2 . Then (27) implies that‖un‖ is bounded. 
Lemma 3.2. Let conditions (V1), (F1), (F2), (K1) be satisﬁed, then the (PS) sequence {un} obtained in (14)–(16) has a convergent
subsequence to some u ∈ H.
Proof. By Lemma 3.1, the (PS) sequence {un} is bounded in H, then (17) becomes〈
I ′λun, ξRun
〉= o(1),
and then (19) becomes∫
|x|R
(|∇un|2 + δK (x)u2n)dxmax
{
C
R
,
C(1+ Rα)
R
}
‖un‖2 + o(1). (28)
Thus, for any  > 0, there exists R > 0 such that for n large enough,∫ (|∇un|2 + δK (x)u2n)dx . (29)
|x|R
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un
n
⇀ u weakly in H, (30)
un
n→ u strongly in Lploc
(
R
3), p ∈ [2,6). (31)
Therefore, it follows from 〈I ′λ(un),u〉 = o(1) and 〈I ′λ(un),un〉 = o(1) that∫
R3
{|∇u|2 + V (x)u2 + λφununu − K (x) f (un)u}dx = 0, (32)
and ∫
R3
{|∇un|2 + V (x)u2n + λφununun − K (x) f (un)un}dx = 0. (33)
We claim that∫
R3
K (x) f (un)(un − u)dx = o(1) and
∫
R3
φunun(un − u)dx. (34)
In fact, since | f (un)| lun and ‖un‖ is bounded, by the Hölder inequality and noting (9), (29), (31), we see that∣∣∣∣
∫
R3
K (x) f (un)(un − u)dx
∣∣∣∣ 
∣∣∣∣
∫
|x|R
K (x) f (un)(un − u)dx
∣∣∣∣
+
∣∣∣∣
∫
|x|R
K (x)1/2 f (un)K (x)
1/2(un − u)dx
∣∣∣∣

( ∫
|x|R
∣∣K (x) f (un)∣∣2 dx
)1/2
|un − u|L2BR (0)
+
( ∫
|x|R
K (x)l2u2n dx
)1/2( ∫
|x|R
K (x)|un − u|2 dx
)1/2
 C
( ∫
|x|R
V (x)u2n dx
)1/2
|un − u|L2BR (0)
+ C
( ∫
|x|R
K (x)u2n dx
)1/2( ∫
|x|R
V (x)|un − u|2 dx
)1/2
 C |un − u|L2(BR (0)) + C
( ∫
|x|R
K (x)u2n dx
)1/2
→ 0, by letting n → +∞ and R → +∞.
On the other hand, since 0 < 411 < α,2+ αγ < 125 < 6, by Lemma 2.1∣∣∣∣
∫
R3
φunun(un − u)dx
∣∣∣∣  |φun |L6(R3)∣∣u2n − unu∣∣L6/5(R3)
 C‖un‖2|un|L12/5(R3)|un − u|L12/5(R3)
→ 0.
So, (34) is proved. Hence, by (34), it is easy to see that (32) and (33) imply that ‖un‖ n→ ‖u‖. Hence un n→ u strongly
in H. 
Proof of Theorem 1.2. It is easy to see from Lemma 3.1 and Lemma 3.2, u is a weak solution in H. Next, we prove that
u ∈ L2(R3).
H. Zhu / J. Math. Anal. Appl. 380 (2011) 501–510 509Note the fact that φu ∈ D1,2r (R3), and it has the following decaying estimate (see [11])∣∣φu(x)∣∣ C |x|−1/2‖u‖D1,2r (R3), |x| 1. (35)
By (35), we know that φu(x) is a positive continuous radial function vanishing at inﬁnity.
Deﬁne the auxiliary potential Vu(x) = V (x) + λφu(x), satisfying the condition
a
1+ |x|α  Vu(x) A˜ (36)
which is identical to condition (V1).
Note that u is the solution of equation
−u + Vu(x)u = K (x) f (u)
which has been studied in [14]. More precisely, there exists R(α) > 0 such that for all R  R(α),∫
|x|R
Vuu
2 dx ‖u‖2 exp{C(δ,η0, θ) ln R} (37)
where δ,η0, θ ∈ (0,1) and C(δ,η0, θ) = θ ln[η0+δ(1−η0)]1
3 ln
1
η0
< −α − 1.
Let r  2, |y| 2r, then
sup
{
1+ |x|α
a
: x ∈ Br(y)
}
 C6(α)|y|α
where C6(α) = 14αa + 3
α
2αa .
Since Br(y) ⊂ {x ∈ R3: |x| |y|2 }, by (36), for all |y| 2R(α), we have∫
Br(y)
u2 dx
∫
Br(y)
1+ |x|α
a
Vuu
2 dx C6(α)|y|α
∫
Br(y)
Vuu
2 dx
 C6(α)|y|α
∫
|x| |y|2
Vu(x)u
2 dx
 C6(α)2−C(δ,η0,θ)|y|α‖u‖2|y|C(δ,η0,θ)
= C7‖u‖2|y|α+C(δ,η0,θ), (38)
where C7 = C6(α)2−C(δ,η0,θ) .
With similar arguments as in [14], let m ∈ N+ with |yi| 2 (i = 1, . . . ,m) be such that
B5\B2 ⊂
m⋃
i=1
B1(yi).
Let K0 denote a positive integral such that 2K0 > R(α), by (38) we deduce that∫
|x|2
u2 dx
∞∑
k=0
∫
2k(B5\B2)
u2 dx
m∑
i=1
∞∑
k=0
∫
B2k (2
k yi)
u2 dx

m∑
i=1
K0−1∑
k=0
∫
B2k (2
k yi)
u2 dx+ C6‖u‖2
m∑
i=1
∞∑
k=K0
∣∣2k yi∣∣α+C(δ,η0,θ).
Since α + C(δ,η0, θ) < −1, then the above inequality implies that
∫
|x|2 u
2 dx < +∞ and u ∈ L2(R3). Thus u ∈ H1r (R3) is a
bound state of problem (4). 
Proof of Theorem 1.3. Suppose that (u, φ) ∈ H × D1,2r (R3) is a solution of problem (4). Then, multiplying the ﬁrst equation
by u and integrating by parts, we get∫
3
{|∇u|2 + V (x)u2 + λφ2u − K (x) f (u)u}dx = 0. (39)
R
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√
2λ
∫
R3
|u|3 dx = √2λ
∫
R3
∇φu∇|u|dx
∫
R3
(
|∇u|2 + 1
2
λφuu
2
)
dx. (40)
For C1 given in (9), there is C = C(C−11 ) such that
f (u)u  C−11 u
2 + C |u|3. (41)
Substituting (41) and (40) into (39), and noting that V (x) A for all x ∈ R3, we have
0 =
∫
R3
[|∇u|2 + V (x)u2 + λφuu2 − K (x) f (u)]dx

∫
R3
[|∇u|2 + C−11 K (x)u2 + λφuu2 − C−11 K (x)u2 − CK (x)|u|3]dx

∫
R3
[√
2λ|u|3 − CK (x)|u|3]dx

∫
R3
(
√
2λ − CC1A)|u|3 dx.
Therefore, if λ >
C21C
2 A2
2 , then u must be zero. 
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