The invariance of a Gibbs measure under the flow of the periodic CamassaHolm equation is shown to guarantee that most of its global solutions return infinitely many times to the vicinity of their initial state.
Other interesting aspects of equation (1.1) are its integrability as an infinite dimensional Hamiltonian system 1 and the fact that the flow of (1.1) is just a transcription of the geodesic flow in the group of proper diffeomorphisms of the line modeled on H 1 (S) -see [5] , [10] , [14] .
It is the purpose of this paper to explain the numerical observation that solutions of (1.1) ultimately return to a neighborhood of their initial state after an interlude of complicated motion.
In this paper we identify spaces of periodic functions f : [0, 2π] → R with function spaces over the circle S = R/2πZ. By H s (S), s ≥ 0, we denote the Sobolev space based on L 2 (S), endowed with the norm f 2 H s (S) = n∈Z n 2s |f(n)| 2 if s ∈ (0, 1) and
here {f(n)} n∈Z are the Fourier coefficients of f ∈ L 2 (S). Unless otherwise specified, the norm on the space of k-times continuously differentiable real-valued functions C k (S) is given by f C k (S) = k i=0 sup x∈[0,2π] |∂ i x f (x)|. As already pointed out, certain solutions to (1.1) are defined globally in time while others blow up in finite time. It is therefore natural to consider the class G of functions f ∈ C 2 (S) with the property that all solutions u(t, ·) of (1.1) with initial profiles near f exist globally in time. The set G is defined accurately in Section 2. We construct on C 2 (S) a finite measure µ with the property that every open subset of C 2 (S) has a positive measure and such that the restriction of µ to G is an invariant measure under the flow of (1.1). An application of the Poincaré recurrence theorem yields the following Theorem Let f ∈ G. If ε > 0 is sufficiently small, then for µ-almost every u 0 ∈ G with u 0 − f C 2 (S) < ε we can find a sequence t n ↑ ∞ with u(t n , ·) − u 0 C 2 (S) < 2ε, u being the global solution to (1.1) with initial data u 0 .
The above statement has no meaning for f ∈ C 2 (S) − G. We will see that the set C 2 (S) − G has positive µ-measure. Note the contrast with the defocusing Nonlinear Schrödinger equation [1] , the Korteweg-de Vries equation [1] , and certain nonlinear wave equations [8] , [13] , where global existence holds for almost all profiles in a neighborhood of a fixed data.
In Section 2 we discuss the initial value problem (1.1) and we give an accurate description of the set G. Section 3 contains an overview of the Wiener measure. The last section is devoted to the construction of the invariant measure and to the proof of the theorem.
The Initial Value Problem
In this section we discuss the Cauchy problem (1.1).
. The solution depends continuously on the initial data. Moreover, the H 1 (S)-norm of the solution u(t, x) is conserved on [0, T ). Further, if y 0 := u 0 − u 0,xx does not change sign properly on S, then the solution is global.
is such that the associated y 0 changes sign properly a finite number of times on S, then we have finite time blowup.
For initial profiles u 0 ∈ H s (S) with s > 3 2 , local well-posedness was proved in [11] : equation (1.1) has a unique solution in C([0, T ); H s (S)) for some maximal T > 0 and the solution depends continuously on the initial data.
We deduce that if u 0 ∈ H 2 (S) is such that the associated y 0 ∈ L 2 (S) does not change sign properly on subsets of positive Lebesgue measure in S, then the corresponding solution u to (1.1) is global in time. Indeed, all we have to do is to approximate y 0 in L 2 (S) by a sequence of functions {y n 0 } ∈ H 1 (S) that do not change sign properly 2 and conclude by Proposition 1 (a) and the continuous dependence on initial data. It is also relevant that the sign of y(t, ·) = u(t, ·) − u xx (t, ·) is preserved by the flow (see [4] ).
Remark The only way that a singularity can arise in a classical solution of equation (1.1) is that the solution remains bounded while its slope becomes unbounded in finite time [4] . This means that we have wave breaking for the shallow water equation; for the elasticity model, [6] , it means that the rod will break in finite time.
We are interested in the problem (1.1) for initial data in C 2 (S). Let G be the open subset of C 2 (S) formed by all functions f with the property that they have a neighborhood such that every solution of (1.1) with initial data in this neighborhood is defined globally in time.
Proof. The considerations preceding the above statement ensure that {f ∈ C 2 (S) : f − f ′′ has no zeros on S} is a subset of G. To each initial data u 0 ∈ C 2 (S) we associate y 0 := u 0 − u 0,xx . Note that u 0 determines y 0 and vice-versa. To complete the proof we have to show that if f ∈ C(S) has a zero on S, then we can find in any neighborhood of f in C(S) some y 0 such that the corresponding solution to (1.1) blows up in finite time. By the Stone-Weierstrass theorem, the trigonometric polynomials are dense in C(S). If f ∈ C(S) has at least a zero, we can find, performing perhaps an appropriate translation x → P n (x) ± ε n with ε n > 0, trigonometric polynomials that approximate f and change properly the sign on S. By Proposition 1 (b), the corresponding solution to (1.1) blows up in finite time.
An Overview of the Wiener Measure
The circular Wiener measure m W is one of the most important objects in modern probability theory; the distinguished position it holds among measures on C(S) is equivalent to the role of Lebesgue's measure among measures on [0, 2π]. For the reader's convenience, we gather here some of the properties of the circular Wiener measure.
For f ∈ L 2 (S) the partial sums of its Fourier series converge
This defines a probability measure m W on L 2 (S). The measure m W lives actually on C(S): from the viewpoint of harmonic analysis, the Fourier series converges uniformly to the function for m W -almost every element of C(S), cf. [15] . If , cf. [17] . An open set in C(S) is measurable with respect to m W , cf. [17] . The circular Wiener measure is symmetric, i.e. if S is the symmetry f → −f on C(S), then m W (A) = m W (S(A)) for every m W -measurable set A ⊂ C(S). No probability measure on an infinite dimensional space can be quasiinvariant under translations in all directions (see [15] ) but m W is quasi-invariant in a dense set of directions. To be more precise, let Γ h be the translation of C(S) defined by Γ h (f ) = f + h for f ∈ C(S), where h ∈ H 1 (S). The Cameron-Martin formula (see [15] ) guarantees for h ∈ H 1 (S) the existence of a continuous (and therefore m W -measurable) function R h : C(S) → (0, ∞) such that for every m W -measurable set A ⊂ C(S) we have
The only directions in which m W is translation quasi-invariant are those in H 1 (S). As a simple consequence of the Cameron-Martin formula, we note for further use that every open ball in C(S) has a positive m W -measure. Indeed, if we could find a ball B with m W (B) = 0, then by the Cameron-Martin formula m W (Γ h B) = 0 for all h ∈ H 1 (S). As the trigonometric polynomials with rational coefficients belong to H 1 (S) and are dense in C(S), we would infer by the countable additivity of the measure m W the contradiction 1 = m W (C(S)) = 0.
Construction of the Invariant Measure
Let us now define an invariant measure for the equation (1.1). The difficulty in defining such a measure on the class of C 2 (S) functions is due to the possible finite time blowup of solutions to (1.1). We will therefore have to exclude the initial data for which the corresponding solution to (1.1) is not globally well-posed. The idea is to reformulate the problem in u ∈ C 2 (S) in terms of y := u − u xx ∈ C(S), obtaining the quasi-linear equation
We first construct a finite measure µ 0 on C(S) such that every open set in C(S) is of positive µ 0 -measure while the set H = {y ∈ C(S) : y has no zeros} is invariant under the flow of (4.1). Note that for every data in a small neighborhood of y 0 ∈ H the corresponding solution of (4.1) is global in time and the positivity/negativity of y is preserved by the flow of (4.1), cf. Section 2. We then transport this measure via an isomorphism G :
is invariant under the flow of (1.1).
If y = u − u xx , we can write u = g * y, where
is the corresponding Green function. Using g, we can define on C(S) a finite measure µ 0 , which will be absolutely continuous with respect to the Wiener measure m W , through its Radon-Nikodym derivative
with respect to m W , that is,
for every m W -measurable set A. Note that if y ∈ C(S) ⊂ L 2 (S), then g * y ∈ H 2 (S) so that the density (4.2) is well-defined and bounded from above by one.
Let B(y 0 , ǫ) be the ball of radius ǫ centered around y 0 ∈ C(S).
Lemma 1 For y ∈ B(y 0 , ǫ), the probability density defined by (4.2) is strictly positive, i.e. f (y) ≥ δ ǫ > 0. In particular, every open set in C(S) has a positive µ 0 -measure.
Proof. The proof is straightforward. Note that g, g x ∈ L 1 (S). By Young's inequality
which, in turn, leads to the desirable inequality by taking δ ǫ = e −Kǫ . Since the Wiener measure of B(y 0 , ǫ) is strictly positive (see Section 3), we infer
so that every open set of C(S) has a positive µ 0 -measure.
For the reader's convenience, we recall (see [9] ) the Poincaré Recurrence Theorem Let P be a finite measure defined on a set Ω. If {T t } t≥0 is a one-parameter family of measure preserving transformations and Ω 0 is a subset of Ω with P (Ω 0 ) > 0, then for P -almost every ω ∈ Ω 0 there exist arbitrarily large t such that T t ω ∈ Ω 0 .
Let us first prove
Lemma 2 Fix h ∈ H. If ǫ > 0 is sufficiently small, then for µ 0 -almost every y 0 ∈ G with y 0 − h C(S) < ǫ there exists a sequence t n ↑ ∞ such that the corresponding global solution y(t, x) of (4.1) satisfies y(t n , x) − y 0 (x) C(S) < 2ǫ.
Proof. We would like to implement Poincaré's recurrence theorem. We proceed by picking h ∈ H. Since H is open, for some ǫ 0 > 0, it includes a ball B(h, ǫ).
The set A of L 2 (S)-functions which do not change sign properly on subsets of positive Lebesgue measure in S is invariant under the flow of (4.1). For data y 0 in this set we have global well-posedness for (4.1) -see Section 2. Since the support of the Wiener measure m W is included in C α (S) with α < 1 2 , cf. Section 3, we deduce that the measure µ 0 is also supported on C α (S).
x ) dx is a conservation law for (1.1), it is clear that the flow of (4.1) preserves the restriction of µ 0 to A. We conclude applying Poincaré's recurrence theorem with Ω = A, P the restriction of µ 0 to A and Ω 0 = B(h, ǫ), the measure preserving transformation being given by the flow of (4.1).
Observe now that G : C(S) → C 2 (S), Gy = g * y for y ∈ C(S), is an isometry between C(S) endowed with the supremum norm and C 2 (S) endowed with the norm f := sup x∈S |f (x) − f xx (x)|, f ∈ C 2 (S).
Lemma 3
The norm · is equivalent to the usual norm of C 2 (S).
Proof. As one implication is obvious, it is enough to show that for all u ∈ C 2 (S),
with y = u − u xx . As u = g * y and u x = g x * y, we get by Young's inequality that
Finally, since u = g * y, the following identity holds: ∂ 2 x (g * y) = g * y − y, and hence
Combining the previously displayed relations we obtain the desired inequality.
We are now ready to complete the proof of the Theorem.
Proof (of the Theorem). Let us call a set A ⊂ C 2 (S) µ-measurable if G −1 (A) is m W -measurable and define µ(A) := µ 0 (G −1 (A)).
In view of Lemma 1 and Lemma 3, this is a well-defined measure on C 2 (S) with the property that every neighborhood of a point u ∈ C 2 (S) has a positive µ-measure. A restatement of Lemma 2 in terms of u = g * y completes the proof.
