ABSTRACT One of the major obstacles in automatic polyp detection during colonoscopy is the lack of labeled polyp training images. In this study, we propose a framework of conditional adversarial networks to increase the number of training samples by generating synthetic polyp images. Using a normal binary form of polyp mask which represents only the polyp position as an input conditioned image, realistic polyp image generation is a difficult task in generative adversarial networks approach. Therefore, we propose an edge filtering based combined input conditioned image. More importantly, our proposed framework generates synthetic polyp images from normal colonoscopy images which have the advantage of being relatively easy to obtain. This means realistic polyp images can be generated while maintaining the original structures of the colonoscopy image frames. The network architecture is based on the use of multiple dilated convolutions in each encoding part of our generator network to consider large receptive fields and avoid much contractions of feature map size. An image resizing with convolution for up sampling in the decoding layers is considered to prevent artifacts on generated images. We show that the generated polyp images are not only qualitatively look realistic but also help to improve polyp detection performance.
I. INTRODUCTION
Colorectal cancer (CRC) is the second leading cancer to cause deaths for both genders [1] . CRC arises from adenomatous polyps which are growths of glandular tissue in the colonic mucosa. Most polyps are initially benign. However, some of them become malignant over time, and if left untreated, can become lethal. Therefore, the detection of early stage polyps is vital in preventing CRC. Currently, colonoscopy represents the gold standard tool for colon screening. However, colonoscopy is an operator dependent procedure and some polyps are difficult to detect even for highly trained physicians. The polyp miss-detection rate for physicians is about 25% [2] . The miss-detected polyps may lead to a late diagnosis and critical to the patient. Therefore, automatic polyp detection is important research and can be helpful to improve clinician's performance as a diagnostic supporting tool.
Recently, with the success of deep learning in many image processing and computer vision applications, convolutional neural network (CNN) based deep learning approaches have been proposed for polyp detection [3] [4] [5] . Yet, the detection performance is still not acceptable for use in clinical tools compared to other object detection tasks in natural image domains. The main obstacle might be the lack of available labeled colonoscopy datasets, i.e., polyp mask should be labeled by skilled clinicians, compared to natural image datasets. In addition, polyps show a large degree of variations in different scales, shapes, textures and colors. To overcome this hurdle, the concept of transfer learning schemes using natural images was introduced and evaluated for CNN based polyp detection in [6] . Generally, increasing the number of polyp training samples is highly desired in training deep networks.
In deep learning based polyp detection applications, simple image augmentation such as rotating and flipping the original images is generally used for increasing the number of training samples [6] [7] . However, due to the large variation of polyps in terms of shape, scale and color, applying simple image augmentation techniques have limitations to improve system performance without changing the characteristics of the object itself and its harmony with the background.
Generative Adversarial Networks (GAN) [8] is a framework to generate artificial images by using the completive way of two networks: generator and discriminator. After a huge success of GAN, conditional GAN was proposed [9] to control the labelling of the generated images. More recently, various conditional setting based GAN frameworks were proposed in different applications such as text to image synthesis [10] , style transfer [11] , image super resolution [18] , image to image translation [12] and segmentations [13] [14] .
It is known that the generator architecture is highly related to the image quality of generated images and many researches focus on the design of proper generator architectures [8] [12] [15] . Due to the simplicity and generalized performance, a skip connection based U-net architecture, which was originally proposed for medical image segmentation purpose [16] , is widely used for different signal generation applications such as the image to image translation [12] , voice separation [17] and image synthesis for increasing the number of training samples [13] [14] .
Motivated by the conditional GAN approaches, in this study, we propose a GAN based polyp image generation framework to improve automatic polyp detection performance in colonoscopy videos. To generate realistic polyp images in which the polyp and the background are harmonious, we suggest a combined polyp conditioned images using edge filtering and polyp mask images. In addition, we propose a framework to generate synthetic polyp images from normal colonoscopy images. In this way, we can generate various abnormal polyp images while maintaining the overall content of the colonoscopy images. To the best of our knowledge, synthetic polyp image generation has not been previously addressed in the literature. Fig. 1 shows the concept of the conditional GAN based polyp image generation. Using the proposed edge filtering based polyp conditioned input, a generator network generates realistic polyp images and a discriminator network discriminates real (target) and synthetic (output) polyp images by the adversarial training process. For design of the network architecture, we use a U-net based generator and modifies the network by applying a dilated convolution scheme [19] to avoid overly contracting the image in the encoding part of the generator. In the decoding part of the generator, we utilize an image resizing and convolution strategy instead of the transposed convolution [20] [27]. To evaluate the generated synthetic polyp images as an image augmentation tool, we assess automatic polyp detection performance of the generated synthetic polyp images with original polyp images. To detect polyps in colonoscopy videos, we use a recent Faster region based CNN (Faster R-CNN) [22] method which is a state of the art object detector in many computer vision applications [23] [24] .
The remainder of this paper is organized as follows. In Section II, the proposed image generation framework including network architectures and preparation of input conditioned image are introduced. In addition, we briefly explain the automatic polyp detection procedure. In Section III, experimental datasets used in this study are described. In Section IV, experimental results and discussions are presented. Finally, we conclude this study in Section V.
II. METHODS
This section describes the conditional GAN framework and proposes network architectures for polyp generation. We introduce the suggested scheme for polyp conditioned input preparation for both training and inference. We briefly explain how we evaluate polyp detection performance of the generated polyp images using the Faster R-CNN detection scheme.
A. Conditional Generative Adversarial Networks (GAN)
The GAN framework proposed by Goodfellow et al. [8] consists of two basic components, generator (G) and discriminator (D). The G tries to fool D by learning mapping from latent space to an original image space. At the same time, D attempts to distinguish the real image from the generated fake image.
In the conditional GAN framework, the aim of a generator network G is to learn a mapping :, G x z y  where, x is an observed input, z is a random noise vector and y is an output generation. The loss objective of conditional GAN (L cGAN ) can be represented as follows [9] : 
where [25] or L 1 [12] [13] loss between generated output and original ground truth was considered in the final loss as
As shown in Fig. 2 
where  is a parameter to control balance between two different loss terms. In the first term, L cGAN , D tries to maximize the probability to make a correct prediction, while G tries to minimize the objective competitively during the training.
B. Network Architectures
A generator network basically follows the U-net [16] architecture which is based on the encoder-decoder network with skip connections. It is well known that the skip connections provide precise local information from each encoding layer to decoding layer. This network architecture was successfully applied to many GAN studies [12] [13][14] [17] . We adopt this architecture in our study but modify two main points of the generator network to improve quality of generated images. Fig. 2 shows our modified generator architecture. We use stride-2 convolution to contract the feature map size in the encoding part and skip connections for the decoding part as used in other studies [12] [13] .
On the other hand, we use a dilated convolution with different dilation rates in each encoding layer. The dilated convolution is a convolution with different filter size defined by the dilation rate d [19] . A dilated convolution with d =1 is exactly same to the normal 2-D convolution. However, if the d is greater than 1, it performs convolution with d holes, i.e., d zeros are filled between consecutive parameter values of the convolution filters. Therefore, using a dilated convolution, we can increase the size of receptive filed while keeping the same number of parameters. To consider large receptive fields in CNN, normally, down sampling (i.e., pooling) is performed after the convolution layer. However, it is known that too much contraction by down sampling causes difficulty to generate detailed image in the up sampling part [19] [26] . On the other hand, use of multiple dilated convolutions in the same layer has advantage in both considering large receptive fields and avoiding much contractions of the last feature map size.
To take this advantage in our polyp generation task, we use multiple dilated convolutions in each encoding part of our generator network as shown in Fig. 2 . As a result, we can have less contraction of the feature map size in the last encoding layer, i.e., the feature map size of our model is 32×32, compared to the conventional U-net based architecture which has 1×1 feature map size in the last encoding part. We expect that this has the advantage of creating detailed image in the decoding part of the generator. Furthermore, due to the use of dilated convolution in our model, we can decrease the number of learnable parameters compared to the U-net based model. After applying multiple dilated convolutions in each encoding layer, we performed channel-wise concatenation for all results. We then use a 1×1 convolution to have a fixed number of channels before down sampling.
Let's focus on the up sampling part in the decoding layers of the generator network. After encoding, up sampling is crucial to generate higher resolution image which has the same size of the original image in CNN based applications such as segmentation and image synthesize. Normally the transposed convolution (also known as fractionally strided convolution) scheme is widely used for up sampling [27] . However, it is known that the transposed convolution tends to have troublesome artifacts such as checkerboard pattern [20] [21] . We also observed in our experiments that the U-net based generator using the transposed convolution makes similar artifacts in the generated polyp images. Therefore, in our model, we adopt a simple resize and convolution strategy which is suggested by [20] [21] . The image is first resized (by a factor of 2) for higher resolution with nearest neighbor interpolation. Then, normal 3×3 2-D convolution is performed.
Optionally, in the decoding part, we use intermediate L 1 and L 2 loss terms to train our generator network. Thus, we use a L 2 loss term in the first decoding layer to form initial blurred shape of generated image. At the same time, L 1 loss terms are used in the second and last decoding layers to encourage sharp detailed image generation. To compute intermediate loss with 64×64 and 128×128 generated images, the original ground truth image is resized to the same size of the generated images. We observe that even though the quality of generated images from this optional strategy is similar to use of the one last L 1 loss term, we obtain a bit smaller final training loss with the multiple loss terms. For the discriminator network, we simply utilize the widely used convolution based classification architecture suggested in [12] . For both generator and discriminator, we use an Exponential Linear Unit (ELU) activation function [28] after convolution operation.
C. Input Conditioned Image Preparation
For training conditional GAN framework, a pair of images, i.e., input conditioned image and original ground truth image (represented by Input and Target respectively in Fig. 1 ), are needed. We used ground truth of polyp masks, e.g., Fig. 3-(c) , which represent position of polyps in each image frame by skilled clinicians as input conditioned images. However, we found that if we only use the polyp mask, the structure of background part does not look real and the harmony of the polyp and background parts become unnatural. To overcome this issue, we suggest a combined input conditioned image as shown in top figures (a)-(d) of Fig. 4 . First, apply a conventional Canny edge detector [29] to the original polyp image frame (a) to obtain contour information of colonoscopy image (b). Then, combine this edge filtered image with the polyp mask image (c) to specify the position and shape of the polyp. With this combined input image (d), we can generate more realistic polyp images which maintain the overall context of colonoscopy image frames. Image generation results from combined input and simple polyp mask are shown in Fig. 6 and Fig. 7 , respectively.
D. Normal Image to Polyp Image Generation
In inference stage, we also need input conditioned images to generate synthetic polyp images. Our final goal is to improve polyp detection performance using generated synthetic polyp images. For this, we aim to generate new unique polyp images without use of original polyp image frames. Therefore, we propose a procedure to generate input conditioned images for inference time using normal colonoscopy image frames which are relatively easy to obtain because mask labeling by skilled clinicians is not required. Fig. 4 bottom figures (e)-(h) show the procedure to generate an inference input conditioned image. Using any normal (without polyp) colonoscopy image shown in (e), the edge filtered image (f) using the Canny edge detector is obtained. We combine a synthetic polyp mask (g) with the edge filtered image. To make new and unique shapes of polyp, we generate synthetic polyp masks using the training polyp masks by applying different combinations of image augmentation techniques such as rotation, scaling, position translation, and perspective transform with randomly selected parameters [30] .
E. Polyp Object Detector
To investigate whether the generated synthetic polyp images are effective as an augmentation tool, we evaluate the polyp detection performance. A comparison of the polyp detection performance trained by two different training datasets, i.e., the original training samples and the new training samples consisting of original samples and newly generated polyp images, is performed. For evaluation of polyp detection performance, we use a Faster R-CNN detection method [22] which is the state-of-the-art deep CNN based object detection algorithm [23] [24] . Fig. 5 illustrates the Faster R-CNN based object detection framework using polyp images. To train the networks, polyp images and the corresponding polyp locations, i.e., rectangular shaped bounding box represented by 4 location values (xmin, xmax, ymin, ymax) are needed. Faster R-CNN method employs a region proposal network (RPN) to propose candidate object regions. The RPN works within the pre-trained deep CNN, i.e., usually the feature map of the last convolutional layer is used for the RPN [22] . Using the features extracted by the CNN and the corresponding object regions, classification and box regression layers are trained to detect polyp with corresponding polyp scores and regions. For the pre-trained deep CNN, we use a recent Inception Resnet [31] trained by Microsoft's (MS) COCO (Common Objects in Context) dataset [32] . This training dataset contains 112K images of 90 different common object categories such as dogs, cats, cars, etc. We fine-tune whole detector networks using our polyp training datasets. More detailed information about the Faster R-CNN and pre-trained network are available in [24] [31]. 
F. Training Setup
For training of our conditional GANs, Adam optimizer [33] with 0.5 of momentum and 0.0002 of learning rate is adopted. Batch size is set to 1. In the generator network, instance normalization is used after convolution. In each encoding layers except first, 0.5 of dropout is applied after normal 2-D convolution. Before the training, the input images of 256 × 256 are resized to 312 × 312 and then randomly cropped back to 256 × 256 for applying random jittering [12] .
For training of Faster R-CNN, we use the stochastic gradient descent (SGD) method [34] with a momentum of 0.9 with batch size of 1. In each iteration of the RPN training, 256 training samples are randomly selected from each training image where the ratio between positive ('polyp') and negative ('background') samples is 1:1. We set the learning rate equal to 1e-3. For other parameters such as non-maximum suppression (NMS) and maximum number of proposals, we use default values which were used in the original Faster R-CNN work [22] .
III. EXPERIMENTAL DATASETS
In this study, we used publicly available polyp-frame dataset, CVC-CLINIC [35] , and a colonoscopy video databases, CVC-ClinicVideoDB dataset [36] .
The CVC-CLINIC dataset contains 612 polyp image frames with a pixel resolution of 388  284 pixels in SD (standard definition). All images were extracted from 31 different colonoscopy videos which contain 31 unique polyps. All ground truths of polyp regions were annotated by skilled video endoscopists. This dataset is used for training our GANs to generate synthetic polyp images and training the Faster R-CNN object detector to compare polyp detection performance with the generated synthetic polyp images.
Normally, large number of training samples is preferable to train deep neural networks. Therefore, we use image augmentation techniques to increase the number of training samples and corresponding polyp masks. We apply image rotations of 90, 180, 270 degrees and horizontal/vertical flips to the original images. To create different scales of polyp images, we apply scaling augmentations with specific scaling parameters; i.e., 10% and 20% of zoom-out. After all augmentations, the total number of training samples and mask is 9288. Then, we generate 9288 conditioned input image by combining edge images and polyp masks to train our GANs.
The CVC-ClinicVideoDB video dataset comprises of 18 different SD videos of different polyps. In this dataset, 10025 frames out of 11954 frames contain a polyp, and the size of the frames is 384 × 288. Each frame in the video databases comes with a binary ground truth, in which each polyp is annotated by clinical experts. Each positive video includes a unique polyp. Within each video, there is a large degree of variation with respect to scale, location and brightness. In addition, some polyp frames include artifacts such as tools for water insertion and polyp removal. We extracted 372 of normal frames (without polyp) in the videos for generating input conditioned images in inference time. Except these frames, all frames are used for testing of polyp detection performance.
IV. RESULTS AND DISCUSSION
A. Generated Polyp Images Fig. 6 shows some results of the generated images from our proposed GANs. In each column, a different generated image is represented in (c) which is corresponding to each input conditioned image (b) obtained from an original normal image (a) and a synthetic polyp mask. As we can see, the generated polyp images maintain the overall structure and texture of the background from the original normal colonoscopy images. Furthermore, in the polyp parts, our trained network generates light reflections to look more realistic images.
In the generated images shown in the fourth and fifth columns of Fig. 6 , the overall structures which are transformed from the normal images have changed slightly compared to the generated images in the first three columns. This is primarily due to the position of the synthetic polyp mask which is randomly placed in the input conditioned images. In this case, our trained model adaptively generates realistic polyp images by changing the structure surrounding the polyp.
In this study, to train our GANs and generate synthetic polyp images, we proposed an edge filtering based combined input conditioned images as shown in Fig. 4 (d) and (h). To evaluate the effect of the proposed conditioned input, we used simple polyp mask images, e.g., Fig. 4 (c) and (g), for training and inference of our networks. All other training setup is exactly same to the proposed GANs.
FIGURE 7.
Results of the generated polyp images from the corresponding each column of simple polyp mask. Without information of background structures generated image quality is not successful. Fig. 7 shows the example of two generated images. Each column shows the different generated image from the upper simple polyp mask. This polyp mask is the same one used for suggested conditioned input in the first and second column of Fig. 6 . As we can see in Fig. 7 , even though the network tries to generate polyp and some light reflections quite well, the background parts does not look like real colonoscopy frames compared to first and second column of Fig. 6 . Therefore, in our combined input strategy, the edge information obtained from colonoscopy image frames works as an efficient guiding tool for generating overall structure of polyp images. Fig 8 shows the comparison of the generated images from our proposed network (c) and the conventional U-net based baseline network (b). Each row represents the generated image corresponding to the same input conditioned image (a).
Based on the input combined images, both models can generate polyp images while maintaining the overall structure of the colonoscopy frames. However, in the generated images from baseline network, we can see some artifacts within the polyp parts and unclear image generation surrounding polyps. The results do not look very realistic polyp image generations compared to the generation results obtained from our network. In addition, our proposed network uses smaller number of encoding and decoding layers thanks to the dilated convolution, which results in smaller number of learnable parameters (7494336), ca. 48%, compared to the baseline network (14304960). To see the difference clearly between the generated polyp images by both networks as shown in Fig. 9 , we investigate one example of generated image in Fig. 8 (third row) by enlarging the polyp area. We observe checker board artifacts in the left figure of Fig. 9, i. e., the generated image by the baseline network. This observation is consistent with the recent literature [20] [21] which report the same checker board artifacts when the transposed convolution was used for up sampling. However, our network has removed this artifact by adopting simple resize and convolution strategy as shown in the right figure of Fig. 9 . We observe similar results in all generated images shown in Fig 8. 
B. Evaluation of Polyp Detection Performance
In this section, we aim to evaluate the polyp detection performance to investigate whether the generated polyp images are effective to improve polyp detection performance. For training polyp detection network (Faster R-CNN), we use the 612 original polyp images (CVC-CLINIC dataset) and the 372 generated polyp images with the corresponding polyp bounding boxes. The CVCClinicVideoDB (18 videos) is used for testing polyp detection performance.
To evaluate the polyp detection performance, we introduce true positive (TP), false positive (FP) and false negative (FN) where:
TP= detection output within the polyp ground truth. FP= any detection output outside the polyp ground truth. FN= polyp not detected for positive (with polyp) image. TN= no detection output for negative (without polyp) image.
Note that if there is more than one detection output, only one TP is counted per polyp. Based on the above parameters, we define two performance metrics, precision (pre) and recall (rec): Table I lists the evaluation performance of the polyp detection by comparing two training datasets, i.e., original (612 original images) and combined (612 original images + 372 generated images). The use of combined training dataset shows better polyp detection performance in terms of both precision and recall than the just use of original dataset. Specifically, after adding synthetic polyp images in training dataset, 2452 more TPs, i.e., correctly detected polyps (with just 19 more FPs, i.e., miss detected polyps), are observed and therefore, both precision and recall are improved much (10.1 and 19.4%) compared to the use of original image only.
As we mentioned in Section II-E, the Faster R-CNN was pre-trained by the large size natural images. However, generally, a large size training samples is preferred. Therefore, we further apply some image augmentation techniques to increase the number of training samples for both datasets. Two different image augmentation strategies are used to train the Faster R-CNN. First, we apply three rotations of 90, 180, 270 degrees and horizontal/vertical flips to the training dataset. This dataset is represented as Aug-I in Table II . Second, we apply the same three rotations and two flips to the training dataset. To increase more training samples, we applied 10% zoom-out to the original training dataset and the three rotated and two flipped dataset (Aug-II in Table II) . Similarly in Table I , combined training dataset shows better polyp detection performance, i.e., precision and recall, than the original training dataset for both augmentation strategies. Furthermore, the use of generated images results in the increased number of TPs at the same time the decreased the number of FPs compared to the just use of original images. For the result comparison of Aug-I and Aug-II, we observe the decrease of FPs in Aug-II compared to the Aug-I for both original and combined datasets. It might be a reason of overfitting to the training datasets since we apply zooming augmentation to the three rotated and two flipped dataset to make very large size training datasets. Fig. 10 shows some example images of correctly detected polyps by the combined image dataset but not by the original dataset. We choose the Aug-I results since it have more TPs than Aug-II for both datasets. These polyps are missed by the trained network with original training dataset only. However, as shown in Fig. 10 , even though the polyps look difficult to detect, they are detected by the combined training dataset with very high polyp detection scores, i.e., 99%. This clearly shows that our generated images actually allow more polyps to be detected. From the results of Table I , II and Figure 10 , we can conclude that the generated polyp images are not only qualitatively look realistic but also help to improve polyp detection performance. 
C. Limitations and Future Directions
Even though we successfully generate realistic polyp images using the proposed conditional GAN framework, there are some limitations. The main limitation is a generation of deterministic polyps. As we can see in Figure  6 and 8, there are not many variations in the generated polyp features in terms of color and texture. It might be because the training dataset has limited types of polyp. As we mentioned in Section III, we use 612 polyp training images. However, these images are obtained from only 31 different colonoscopy videos. More importantly, in the input conditioned image, the polyp masks labeled by clinicians only have simple binary shape information. Therefore, in the training phase, the generator is just enforced to fool the discriminator and not tries to generate variant feature types of polyp.
This issue can be solved by categorizing different types of polyps and adding a new condition in the input images. For this aim, we need to collaborate with expert clinicians for polyp categorizations. We can also try to use recent feature embedding techniques in training phase to learn a low-dimensional latent code for synthesizing diverse modes of generated images [37] and object-level mode control [38] . We think both approaches are interesting future research directions for realistic and diverse polyp generation work. However, a collection of more and variant types of polyp images should be preceded.
V. CONCLUSION
In this work, we propose a framework to generate synthetic polyp images using a conditional GAN approach. For generation of realistic polyp images, we suggest a new generator architecture by adopting the dilated convolutions in the encoding layers and the image resizing with the convolution strategy in the decoding layers. We also suggest an edge filtering and polyp mask based combined input conditioned image to train GAN. Using this proposal we generate synthetic polyp images from various normal colonoscopy frames. Our experimental shows that the proposed GAN framework can generate more realistic polyp images than the baseline network. Furthermore, the suggested input conditioned image is helpful for preserving the overall structure of the real colonoscopy images. Finally, we demonstrate that the generated polyp images can be used as an image augmentation tools to increase the number of training samples, which helps to improve the performance of the polyp detection task.
