Abstract-The model reduction problem for continuous-time, linear, time-invariant systems is studied at isolated singularities of the transfer function. The moments at a pole of the transfer function are shown to be uniquely specified by the solutions of certain Sylvester equations exploiting two distinct approaches based on complex analysis and on geometric control theory. This allows to determine reduced order models which preserve given poles and match the corresponding moments. An indepth analysis of the assumptions underlying this approach is provided in a companion paper. The applicability of the approaches developed is demonstrated with simple academic examples.
at a pole of the transfer function are uniquely determined by the "limit" solution of a Sylvester equation using tools from complex analysis. In this paper we show that a similar result can be established exploiting the geometric approach to control theory [12] . These notions are then used to construct reduced order models at isolated singularities, a problem which is closely related to finding a stable projection of a given transfer matrix [13] . An in-depth analysis of the assumptions underlying our approach is provided in the companion paper [14] . Simple worked-out examples illustrate the theory developed. An extended version of our analysis can be found in [15 , 16] .
The remainder of this work is organised as follows. Section II provides basic definitions and preliminary results. Section III contains the main results of the paper, including a characterisation of the moments of a linear system at a pole of the transfer function in terms of the solution of a "reduced" Sylvester equation and of the impulse response of the output of the system. Section IV discusses the model reduction problem for linear systems at isolated singularities. Section V describes advantages and disadvantages of the approaches developed. Section VI summarises the main results.
Notation: Z ≥0 and Z >0 denote the set of non-negative integer numbers and the set of positive integer numbers, respectively. R, R n and R p×m denote the set of real numbers, the set of n-dimensional vectors with real entries and the set of p × m-dimensional matrices with real entries, respectively. C, C n and C p×m denote the set of complex numbers, the set of ndimensional vectors with complex entries and the set of p×m-dimensional matrices with complex entries, respectively. C <0 and C ≥0 denote the set of complex numbers with negative real part and the set of complex numbers with non-negative real part, respectively. A subset D of C is a punctured disk of center s ∈ C if there exists a positive ρ ∈ R such that D = {s ∈ C : 0 < |s − s | < ρ} [17] . e j denotes the vector with the j-th entry equal to one and all other entries equal to zero. col(x 1 , x 2 ) denotes the (n 1 + n 2 )-dimensional vector obtained by stacking the vectors x 1 ∈ C n1 and x 2 ∈ C n2 one above the other. I denotes the identity matrix. J 0 denotes the matrix with ones on the superdiagonal and zeros elsewhere. J s denotes the Jordan block associated with the eigenvalue s ∈ C, i.e. J s = s I + J 0 . σ(A) denotes the spectrum of the matrix A ∈ C n×n . M denotes the transpose of the matrix M ∈ C p×m . A signature matrix is a diagonal matrix with ±1 on the diagonal [18] . A matrix is non-derogatory if its characteristic and minimal polynomials coincide [19] . x denotes the Euclidean norm of the vector x ∈ C n . δ 0 denotes the Dirac δ-function.
II. PRELIMINARIES Consider a continuous-time, single-input, single-output, linear, time-invariant system described by the equations
in which x(t) ∈ C n , u(t) ∈ C, y(t) ∈ C and A ∈ C n×n , B ∈ C n×1 and C ∈ C 1×n are constant matrices, respectively. Throughout the paper we assume that system (1) is minimal, i.e. reachable and observable, and let
be its transfer function. Definition 1.
[1] Consider system (1). The moment of order zero of system (1) at s ∈ C \ σ(A) is defined as the complex number η 0 (s ) = W (s ). The moment of order k ∈ Z >0 of system (1) at s ∈ C \ σ(A) is defined as the complex number
The moments of system (1) can be characterised in terms of the solution of a Sylvester equation and, under special circumstances, by means of the steady-state response of the output of an interconnected system [6 -8] . For completeness, we reproduce a version of the results of [8] .
where Ψ ∈ C (k+1)×(k+1) is a signature matrix and Π ∈ C n×(k+1) is the unique solution of the Sylvester equation
is a non-derogatory matrix with characteristic polynomial (5) and L ∈ C 1×(k+1) is such that the pair (S, L) is observable. Then the moments η 0 (s ), η 1 (s ), . . . , η k (s ) are uniquely determined by the matrix CΠ, where Π ∈ C n×(k+1) is the unique solution of the Sylvester equation
Theorem 1. Consider system (1) and suppose
is a non-derogatory matrix with characteristic polynomial (5) and ω(0) ∈ C k+1 and L ∈ C 1×(k+1) are such that the triple (S, ω(0), L) is minimal. Then there exists a one-to-one correspondence between the moments η 0 (s ), η 1 (s ), . . . , η k (s ) and the steady-state response of the output of the interconnected systeṁ
in which ω(t) ∈ C k+1 .
To make the paper self-contained, we now recall some notions of complex analysis from [17] and reproduce the notion of moment at a pole and the main results of [11] .
Definition 2. The function F : C → C is said to have an isolated singularity at s ∈ C if there exists a punctured disk of center s on which F is analytic. The isolated singularity s ∈ C is said to be • an essential singularity, otherwise. The function F : C → C is said to have a pole of order m ∈ Z >0 at s ∈ C if F has a pole at s and m is the smallest positive integer such that (s − s ) m F (s) has a removable singularity at s . A pole of order one is said to be a simple pole. Definition 3. [11] Consider system (1) and let s ∈ C be a pole of order m ∈ Z >0 of the transfer function (2) . The moment of order −k of system (1) at s is defined as the complex number
Lemma 3. Consider system (1). Assume the transfer function (2) has a pole of order
where Π(s) ∈ C n×m is the unique solution of the Sylvester equation
in which Λ(s) ∈ C 1×m is defined as
Theorem 2. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C and let D s be a punctured disk of center s . For every s ∈ D s let S(s) ∈ C m×m be a non-derogatory matrix with characteristic polynomial
and let L(s) ∈ C 1×m be such that the pair (S(s), L(s)) is observable for every s ∈ C. Then the moments η −1 (s ), η −2 (s ), . . . , η −m (s ) are uniquely determined by the matrix lim s→s CΠ(s), where Π(s) ∈ C n×m is the unique solution of the Sylvester equation
Remark 1. To streamline the presentation we consistently provide statements for moments at a single pole. However, the extension to the case of moments at more than one pole is a simple exercise in linear algebra and is therefore omitted.
III. MAIN RESULTS
This section contains the main results of the paper. The moments of a linear system at a pole of the transfer function are shown to be uniquely determined by a "reduced" Sylvester equation. This, in turn, permits to establish that the moments of a linear system at a pole of the transfer function are also uniquely determined by the impulse response of the output of the system, provided certain assumptions hold.
A. Moments and Sylvester equations
This section shows that, under certain assumptions, a correspondence between moments at a pole of the transfer function and a "reduced" Sylvester equation can be established. To this end, some simple preparatory lemmas are first stated. Lemma 4. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C and let
with (14) for every integer 1 ≤ k ≤ m. Lemma 5. Consider system (1) . Assume the transfer function (2) has a simple pole at s ∈ C. Suppose
in which
where Π ∈ C n−1 is the unique solution of the Sylvester equation
Lemma 6. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. Suppose
in which A 12 ∈ C n−m×m is such that rank A 12 = 1 and
where Π ∈ C n−m×m is the unique solution of the Sylvester equation
Remark 2. Lemma 6 and the following results use the assumption that the matrix A 12 ∈ C n−m×m is such that rank A 12 = 1. This assumption is made for simplicity and can be removed. In case rank A 12 > 1, a one-to-one correspondence between the moments η −1 (s ), η −2 (s ), . . . , η −m (s ) and the entries of the vector C 1 Π can be established.
We are now ready to establish the following result. Theorem 3. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. Suppose
is such that rank A 12 = 1 and A 22 ∈ C m×m is a non-derogatory matrix with characteristic polynomial
Then the moments η −1 (s ), η −2 (s ), . . . , η −m (s ) are uniquely determined by the matrix C 1 Π, where Π ∈ C n−m×m is the unique solution of the Sylvester equation
Remark 3. By the minimality assumption, there is no loss of generality in assuming that system (1) is in the form (15), (18) and (21), since under the stated assumptions the system can be always realized as the series interconnection of a subsystem with a unique eigenvalue at s and a subsystem with the remaining eigenvalues.
B. Moments and impulse responses
We now establish that, under special circumstances, a oneto-one correspondence between moments at a pole of the transfer function and the impulse response of the output of the system can be established. 
is such that rank A 12 = 1 and A 22 ∈ C m×m is a non-derogatory matrix with characteristic polynomial (22) such that the pair (A 22 , B 2 ) is reachable. Then there exists a one-to-one correspondence between the moments η −1 (s ), η −2 (s ), . . . , η −m (s ) and the response of the output of system (1) to the input u = δ 0 .
IV. MODEL REDUCTION BY MOMENT MATCHING AT ISOLATED SINGULARITIES
This section shows that the model reduction problem by moment matching at isolated singularities for linear systems can be posed and solved using the description of moments developed in the previous section. For completeness, we revisit and improve the model reduction procedure devised in [11] in order to compare the two approaches.
A. The complex analytic approach Definition 4. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. The systemξ
and H ∈ C 1×m are constant matrices, is a reduced order model of system (1) at s if there exists an invertible matrix P ∈ C m×m such that
where Π(s) ∈ C n×m is the unique solution of the Sylvester equation (10) .
The following statement justifies the use of Definition 4. Proposition 1. Consider systems (1) and system (24). Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. Suppose system (24) is a minimal reduced order model of system (1) at s . Then system (24) matches all moments of system (1) at s . Remark 4. A family of reduced order models of system (1) at s has been defined in [11] . This family is described by equations of the form (24), with
in which Δ ∈ C m is a free parameter. The family of reduced order models obtained describes systems the transfer function of which has a pole of order m at s . However, models obtained through this procedure need not match the moments of system (1) at s . Although this issue can be resolved selecting appropriately the free parameter Δ, the notion of reduced order model introduced in Definition 4 seems more useful.
Selecting P = I in (25) yields a reduced order model of system (1) at s described by equations of the form (32), with
Note that the transfer function of the reduced order model obtained has a pole of order m at s and that the reduced order models achieves moment matching at s (Proposition 1). We emphasise that the approach described above allows to compute all reduced order models obtained by modal approximation [1] . To illustrate the above model reduction procedure, we consider a simple example. .
As a result, the reduced order model obtained from (34) is described by the matrices
. (30) As expected, the reduced order model preserves the slow eigenvalue of the system and achieves moment matching therein, since its transfer function reads as
(31)
B. The geometric approach
We continue our analysis considering an alternative definition of reduced order model. Definition 5. Consider system (1) . Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. Suppose (21) holds. Assume A 11 ∈ C n−m×n−m is such that s ∈ σ(A 11 ), A 12 ∈ C n−m×m is such that rank A 12 = 1 and A 22 ∈ C m×m is a non-derogatory matrix with characteristic polynomial (22) such that the pair (A 22 , B 2 ) is reachable.
where Π ∈ C n−m×m is the unique solution of the Sylvester equation (23).
The following statement motivates the use of Definition 5 and can be proved mutatis mutandis as Proposition 1. Proposition 2. Consider systems (1) and system (32). Assume the transfer function (2) has a pole of order m ∈ Z >0 at s ∈ C. Suppose system (32) is a minimal reduced order model of system (1) at s . Then system (32) matches all moments of system (1) at s .
Selecting P = I in (33) yields a reduced order model of system (1) at s described by equations of the form (32), with
Similar to the family defined in the previous section and in line with Proposition 2, the transfer function of the reduced order model obtained has a pole of order m at s and that the reduced order models achieves moment matching at s . Note also that the approach described above allows to compute all reduced order models obtained by modal approximation [1] .
We illustrate our findings considering again the system studied in Example 1. Example 2. Consider system (1), with system matrices defined as in (36), and suppose we are interested in computing a reduced order model which preserves the slow eigenvalue λ 1 = −1 and removes the fast eigenvalue λ 2 = −10. Consider the Sylvester equation (23) and let
A direct computation shows that the unique solution of the Sylvester equation (23) is
As a result, since C 1 = 1, the reduced order model obtained from (34) is described by the matrices
.
Note that the reduced order model obtained coincides with that obtained in Example 1. As expected, the reduced order model preserves the slow eigenvalue of the system and achieves moment matching therein, since its transfer function coincides with (31).
We conclude this section with two system-theoretic interpretations of the notion of reduced order model at a pole of the transfer function. In analogy with the classical approach of model reduction by moment matching, which ensures that the moments of the original system and the moments of the reduced order model coincide at given points of the complex plane [1] , we show that model reduction by moment matching at a pole of the transfer function allows to construct reduced order models which preserve the given pole and match the moments of two specific subsystems.
The first interpretation relies on the following considerations. If the transfer function of system (1) possesses a pole of order m ∈ Z >0 at s ∈ C then it admits the multiplicative decomposition
in which W 1 (s) is analytic at s and W 2 (s) = (s − s ) −m . By Lemma 4, this implies that (14) holds for every integer
for every integer 0 ≤ h ≤ m − 1. Note that the term on the right hand side of (38) is, by definition, the moment of order h at s of the subsystem corresponding to the transfer function W 1 (s). Hence a reduced order model at s preserves the eigenvalue at s of the subsystem corresponding to the transfer function W 2 (s) and matches the moments at s up to the order m − 1 of the subsystem corresponding to the transfer function W 1 (s). Fig. 1 (left) provides a diagrammatic illustration of this interpretation.
The second interpretation is based on the premise that if the transfer function of system (1) possesses a pole of order m ∈ Z >0 at s ∈ C then it admits the additive decomposition
in which W 1 (s) is analytic at s and W 2 (s) has a pole of order m at s . In view of Proposition 2, this implies that a reduced order model at s preserves the eigenvalue at s of the subsystem corresponding to the transfer function W 2 (s) and matches its moments at s up to the order −m. Fig. 1 (right) provides a diagrammatic illustration of this interpretation.
V. DISCUSSION
We complete the exposition by highlighting a few important points.
First, we emphasise that both the complex analytic approach and the geometric approach allow to compute reduced order models achieving moment matching at a given isolated singularity and, in particular, both approaches allow to compute models obtained by modal approximation [1] . Note also that combining either of these approaches with the results of [8] one can establish simultaneously a one-to-one correspondence between the solution of a Sylvester equation and given moments both at poles and at "regular" points of the transfer function. For example, the following statement can be established as a direct consequence of Lemma 2 and of Theorem 3. Proposition 3. Consider system (1). Assume s 1 ∈ σ(A), the transfer function (2) has a pole of order m ∈ Z >0 at s 2 ∈ C, and (21) holds with A 11 ∈ C n−m×n−m such that s 2 ∈ σ(A 11 ), A 12 ∈ C n−m×m such that rank A 12 = 1 and A 22 ∈ C m×m a non-derogatory matrix with characteristic polynomial
Then the moments η 0 (s 1 ),
are uniquely determined by the matrix CΠ, with
where Π 1 ∈ C n×(k+1) and Π 2 ∈ C n−m×m are the unique solutions of the Sylvester equations (6) and (23), respectively. As a consequence of Proposition 3, one can build reduced order models achieving moment matching simultaneously at poles and at "regular" points of the transfer function combining the procedures outlined in [8] and in Section IV. Similar considerations can be performed using the complex analytic approach. The details are omitted to avoid repetition.
Second, the implementation of the procedure based on the geometric approach requires the system to possess a special (cascade) form. While in principle it is always possible to rewrite a minimal system in such a form, this may be challenging from a numerical point of view if the system in question is large-scale. On the other hand, the Sylvester equation (23) The system The reduced order model equation (12) for two reasons. The first is that the solution of (23) does not require the computation of any limits. Thus no symbolic computation package is required to solve (23). The second is that the size of the matrix A 11 in (23) is smaller than that of the matrix A in (12) .
Finally, while the results obtained with the complex analytic approach do not possess a direct systems-theoretic interpretation, the geometric approach allows to characterise moments at isolated singularities in terms of systems interconnections and impulse responses. From a conceptual point of view, this is an important advance. In fact, this allows to define a notion of pole and to pose and solve the model reduction problem for continuous-time, single-input, single-output, nonlinear, time-invariant systems described by the equationṡ
in which x(t) ∈ R n , u(t) ∈ R, y(t) ∈ R and f : R n → R n , g : R n → R n , h : R n → R are smooth mappings. With these premises, a first preliminary definition of the notion of pole of a nonlinear system has been introduced in [14] , while the model reduction problem at isolated singularities for nonlinear systems is currently being investigated.
VI. CONCLUSION
The model reduction problem for continuous-time, linear, time-invariant system has been studied at isolated singularities of the transfer function. The solutions of certain Sylvester equations have been shown to be in one-to-one correspondence with the moments of a system at a pole of its transfer function. To this end, two distinct approaches based on complex analysis and on geometric control theory have been explored. Correspondingly, two families of reduced order models preserving given poles and matching the corresponding moments have been defined. The applicability of the two approaches has been illustrated by means of simple worked-out examples.
