Abstract. A picture P of a graph G = (V, E) consists of a point P(v) for each vertex v ∈ V and a line P(e) for each edge e ∈ E, all lying in the projective plane over a field k and subject to containment conditions corresponding to incidence in G. A graph variety is an algebraic set whose points parametrize pictures of G. We consider three kinds of graph varieties: the picture space X (G) of all pictures; the picture variety V(G), an irreducible component of X (G) of dimension 2|V |, defined as the closure of the set of pictures on which all the P(v) are distinct; and the slope variety S(G), obtained by forgetting all data except the slopes of the lines P(e). We use combinatorial techniques (in particular, the theory of combinatorial rigidity) to obtain the following geometric and algebraic information on these varieties:
Introduction
This paper initiates the study of certain algebraic varieties that parametrize plane pictures P of a given graph G, with vertices v and edges e represented respectively by points P(v) ∈ P 2 and lines P(e) connecting them in pairs. Three such varieties naturally arise. First of all, there is the picture space X (G) of all pictures of G. Usually, X (G) is not irreducible. It is therefore natural to restrict attention to a second variety, namely the irreducible component of X (G) containing as a dense set those pictures in which the points P(v) are all distinct. This most generic component of the picture space is called the picture variety V(G). As we shall see in Theorems 5.3 and 5.5, V(G) is cut out in X (G) purely by equations relating the slopes of the lines P(e). The crucial matter for the whole study is to understand the relations among these slopes. This leads us to consider the slope variety S(G), which is essentially the projection of V(G) on coordinates m e giving the slopes of the lines P(e).
In a sequel to this paper [7] , we study intensively the case where G is the complete graph K n . There we obtain very precise results, including the proof for K n of some conjectures mentioned below, along with remarkable connections to the combinatorics of matchings and planar trees. Note that the problem of describing
Definitions
We work over an algebraically closed field k. Affine and projective n-space over k are denoted by A n and P n , respectively.
A graph is a pair G = (V, E), where V = V (G) is a finite set of vertices and E = E(G) is a set of edges, or unordered pairs of distinct vertices {v, w}. We frequently abbreviate {v, w} by vw when no confusion can arise (for instance, when the vertices are one-digit positive integers). The vertices v, w are called the endpoints of the edge vw. A subgraph of G is a graph G = (V , E ) with V ⊂ V and E ⊂ E. We define K(V ) = {vw | v, w ∈ V , v = w} and
E(V ) = E ∩ K(V ).
The complete graph on V is the graph (V, K(V )). We write K n for the complete graph on {1, . . . , n}. For E ⊂ E and v ∈ V , the valence of v with respect to E is val E (v) = {e ∈ E | v ∈ e} and the vertex support of E is A polygon is more commonly called a "cycle" or "circuit", but we wish to reserve these words for other uses.
A graph G = (V, E) is connected if every pair of vertices are joined by a path, and is a forest if at most one such path exists for every pair. A connected forest is called a tree. A spanning tree of G (or of V ) is a tree T ⊂ E with V (T ) = V . A connected component of G is a maximal connected subgraph; every graph has a unique decomposition into connected components (where some components may be isolated vertices).
A partition of a finite set V is a set A = {A 1 , . . . , A s } of pairwise disjoint subsets of V whose union is V . The sets A i are called the blocks of A. We write ∼ A for the equivalence relation on V whose equivalence classes are the blocks of A. We distinguish two extreme cases: the discrete partition D V , all of whose blocks are singletons, and the indiscrete partition I V , which has only one block. Finally, if A and B are partitions of V , then we say that A refines B, written A B, if every block of A is contained in some block of B. It is elementary that refinement is a partial ordering.
The picture space and picture variety of a graph
Throughout this section, we consider a graph G = (V, E) with |V | = n and |E| = r. Define
whereP 2 denotes the dual projective plane of lines in P 2 . For P ∈ Gr(G), v ∈ V , and e ∈ E, we write P(v) and P(e) for the projections of P on the indicated factors in (3.1).
Definition 3.1.
A picture of G is a point P ∈ Gr(G) such that P(v) ∈ P(e) whenever the vertex v is an endpoint of the edge e. The picture space X (G) is the set of all pictures of G.
Note that X (G) is Zariski closed in Gr(G), since the incidence conditions may be expressed in terms of the Plücker coordinates. Note also that if G 1 , . . . , G s are the connected components of G, then
The equations defining X (G) in homogeneous coordinates are awkward to work with explicitly. However, all the geometric information we will require about X (G) can be recovered from the following affine open subset of it, on which the defining equations assume a more manageable form. 
Note thatX (G) is open and dense in X (G), and that X (G) is covered by finitely many copies ofX (G). In addition,X (G) has affine coordinates
where m e and b e denote respectively the slope and y-intercept of the line P(e). ThusX (G) is the vanishing locus (in A 2n+2r , identified with an open subset of Gr(G)) of the ideal generated by the 2r equations
for each edge e = vw. Eliminating the variables b e from (3.2) produces r equations
We may also eliminate the variables y v . For each polygon P = (v 1 , . . . , v s , v 1 ) of G, we sum the equations (3.3) over the edges of P , obtaining the equation 
defined set-theoretically by the equations (3.4). We will show eventually that in fact, the equations defining the varietiesṼ(G) andS(G) lie in the subring
There is a natural decomposition of X (G) into locally closed irreducible nonsingular subvarieties, which we call cellules. The decomposition is somewhat analogous to the decomposition of a flag variety into Schubert cells. 
Unlike a Schubert cell, a cellule X A (G) is not isomorphic to an affine space. It is, however, a smooth fiber bundle. To see this, let P ∈ X A (G) and e = vw ∈ E. If v ∼ A w, then the set of lines in P 2 through P(v) = P(w) is isomorphic to P 1 , and P(e) may take any value in that set. If on the other hand v ∼ A w, then P(e) is determined uniquely by P(v) and P(w). Therefore, putting
we see that X A (G) has the bundle structure (3.5)
In particular, this yields the useful formula 
This is an irreducible component of X (G). By (3.6), we have
The affine picture variety of G is defined as
Let G 0 be the graph with vertices V = V (G) and no edges. We may regard V(G) as the simultaneous blowup of (P 2 ) n = X (G 0 ) along the coincidence loci C {e} (G) for all edges e. Indeed, the further blowup of (P 2 ) n along all C W , where W ⊂ V is connected, is an instance of the "wonderful model of subspace arrangements" of De Concini and Procesi [1] . This blowup is a desingularization of V(G). When G is the complete graph K n , this is the "compactification of configuration space" of Fulton and MacPherson [2] .
Note that the only cellule that is closed in X (G) is the indiscrete cellule X I (G), where I = I V is the indiscrete partition of V (the partition with just one block). Example 3.6. Let G = K 2 . Denote by D and I, respectively, the discrete and indiscrete partitions of V = V (G) = {1, 2}. The picture space X (K 2 ) is the blowup of P 2 × P 2 along the diagonal
The blowup map
is just the projection on the vertex coordinates. The exceptional divisor of the blowup is the indiscrete cellule, which has dimension 3. Since there are no partitions of V other than D and I, the complement of
, which has dimension 4 and is dense in
Example 3.7. In general, the picture space X (G) is not irreducible. The first example, and in many ways the fundamental one, is the graph K 4 . Denote by D and I, respectively, the discrete and indiscrete partitions of {1, 2, 3, 4}. The data for a picture in X I (K 4 ) consists of six lines, each passing through one free point in the plane. So dim X I (K 4 ) = 8 = dim V(K 4 ) (this follows also from (3.6)). In particular, X I (K 4 ) is too big to be contained in the closure of
We will soon see that the polynomials definingṼ(G) as a subvariety ofX (G) involve only the variables m e . In order to study these polynomials in isolation, we define a third type of graph variety. As before, we identify A
2 with an open affine subset of P 2 .
Definition 3.8. Let U be the (dense) set of pictures P ∈ V(G) such that no P(e) is the line at infinity. Accordingly, for each e, P(e) ∩ A 2 is an affine line of the form
with a well-defined "slope" [α e : β e ] ∈ P 1 . Forgetting all the data of P except the slopes gives a map 
We define the slope variety S(G) as the image of φ. An element of S(G)
is
Ṽ(G) →S(G).
Note that every fiber of φ has dimension at least 3, because translation and scaling do not affect slopes of lines.
We will show that the same ideal of R G cuts outS(G) set-theoretically as a subvariety of Spec R G , andṼ(G) as a subvariety ofX (G). To study this ideal, we use tools from the theory of combinatorial rigidity.
Combinatorial rigidity theory
The behavior of graph varieties is governed in various ways by a certain combinatorial object, the generic rigidity matroid . Accordingly, we begin this section by sketching the elements of rigidity theory, collecting several facts which we will need later. (Our treatment here is necessarily brief; for a detailed exposition, see [3] or [10] .) The main new result of this section, Theorem 4.5, describes the fundamental connection between the purely combinatorial theory of rigidity and the geometry of graph varieties.
Let G = (V, E) be a connected graph, and let P be a generic picture of G. For the sake of easy visualization, we may take k = R for the moment (the requirement that k be algebraically closed is not needed for the notion of rigidity). Imagine a physical model of P in which the vertices and edges are represented by "ball joints" and "rods" respectively. The rods are considered to be fixed in length, but are free to rotate about the joints in the plane of the picture. Intuitively, G is length-rigid , or simply rigid , if the physical realization of any generic picture of G "holds its shape." More precisely, G is rigid if the distance between any two vertices in a generic picture is determined by the lengths of the edges in E, up to finitely many possibilities. (This property is called "generic rigidity" in [3] , as distinguished from other types of rigidity which we will not need here.)
For instance, let G be the 4-gon on vertices 1, 2, 3, 4. G is not rigid, since there are infinitely many incongruent rhombuses with equal side lengths, as shown in Figure 1 .
However, the graph G = (V, E ∪ {24}) is rigid, because a generic affine picture of G is determined by the lengths of its edges, up to isometries of A 2 and finitely many possibilities. 
We may regard M(V ) as a matroid on K(V ), associating the above polynomial with the edge vw. Accordingly, we say that a set of edges is independent in M(V ), or rigidity-independent, if and only if the corresponding set of squared lengths is algebraically independent over Q. Thus an edge set E is rigid if and only if E is a spanning set of M(V ).
A fundamental result of rigidity theory is the following characterization of the independent sets and bases of M(V ), originally due to G. Laman [ 
Furthermore, a rigidity-independent set E is a basis of M(V ) if and only if The rigidity circuits (called "rigidity cycles" in [3] ) may be described another way. Define a rigidity pseudocircuit to be an edge set E equal to the edge-disjoint union of two spanning trees of V (E). Then a rigidity circuit is a minimal rigidity pseudocircuit [3 4 are the only rigidity circuits on 5 or fewer vertices.) On the other hand, let G be the graph given in Figure 2 . This is a rigidity pseudocircuit, since its edges are the disjoint union of the spanning trees {12, 23, 34, 45} and {13, 14, 24, 35}, but it is not a rigidity circuit since it contains K 4 as a proper subgraph. 
G). The pair T, T is called a 2-tree decomposition of E (or of G).
The coupled spanning trees of a rigidity circuit play a fundamental role in describing the equations that defineṼ(G) andS(G).
Our local affine coordinates onX (G) measure the slopes of edges rather than their lengths, leading to an alternate notion of rigidity. 
Theorem 4.5. Let G = (V, E).
The following are equivalent:
Proof. Let n = |V | and r = |E|. (i) =⇒ (iv): Since X (G) is defined locally by 2r equations among 2n + 2r coordinates, we have
Suppose E is rigidity-independent, hence satisfies Laman's condition (4.1). Let A be a partition of V that is not the discrete partition. The blocks of A may be numbered A 1 , . . . , A s so that
We may rewrite the cellule dimension formula (3.6) as On the other hand, F is independent in M s (V ). So {m f | f ∈ F } is algebraically independent, and these variables form a system of parameters forS(H). Therefore
Together, (4.4) and (4.5) imply Laman's condition (4.1) for E.
We have recovered the following fact. 
The equations definingṼ(G)
Let G = (V, E) be a connected graph. In this section, we explicitly construct an ideal I = I G defining the affine picture and affine slope varieties of G settheoretically. The generators of I turn out to have an elegant combinatorial description: their terms enumerate coupled spanning trees of the rigidity circuit subgraphs of G.
We begin with some computations, which are most conveniently expressed in terms of the homology of G, considered as a 1-dimensional simplicial complex.
A directed edge of G is a symbol [v, w] 
In what follows, we fix an arbitrary orientation for each edge of G. Let C be the free Z-module on the directed edges of G, modulo the relations Note that Z is generated by the cycles
The support of a chain is defined by
Note that if γ ∈ Z and supp(γ) ⊂ T for some tree T , then γ = 0. Let T be a spanning tree of G and S = E \ T . Fix an orientation for each edge of E. For each edge e = [v, w] ∈ S, the edge set T ∪ {e} contains a unique polygon of the form There is a corresponding cycle
where c T ef ∈ {0, 1, −1} for all f . Note that for every spanning tree T of G, the set
generates Z. Indeed, if ζ = e∈E b e e is a cycle, then
is a cycle with support contained in T , so ζ = 0.
There is an injective map of Z-modules C → R G sending
for all directed edges [v, w] . The image of Z under this map contains all polynomials L(P ) defined in (3.4). Therefore, for every spanning tree T , the set {L(P T (e)) | e ∈ S} generates an ideal definingX (G) set-theoretically. Let e = [a, b] ∈ S, and let P T (e) be the polygon of (5.4). Then
Collecting the equations (5.7) for all edges of S, we obtain a matrix equation
These matrices are defined as follows:
is the diagonal matrix with entries m f , f ∈ T (resp. m e , e ∈ S). Accordingly, the equations (3.4) defining X (G) are equivalent to the single matrix equation [2, 4] , [3, 4] }, and the matrix of (5.8) is
Lemma 5.2. Let G = (V, E) be a rigidity circuit, T a coupled spanning tree, and S = E \ T . (Recall that S is also a spanning tree of G, and that M T , C T , and C
S . Proof. Replacing each edge f on the right side of (5.5) with f + z S (f ), we see that
This cycle is zero, because its support is contained in S. Hence, for all e, g ∈ S,
the Kronecker delta. This is precisely the statement that C T = C
−1
S . Somewhat more generally, if G is a rigidity pseudocircuit and T, U are two spanning trees of G, then every polynomial in the set {L(P U (e)) | e ∈ E \ U } may be expressed as an integer linear combination of the polynomials
{L(P T (e)) | e ∈ E \ T },
and vice versa. In addition, each of these sets is linearly independent, since, e.g., for e ∈ T , each variable m e appears in exactly one L(P T (e)). Therefore,
for some invertible integer matrix B. In particular, det B = ±1, so the polynomial det M T is independent, up to sign, of the choice of T . This motivates the following definition:
Let G = (V, E) be a connected graph with |E| = 2|V | − 2 (so that M T is a (|V | − 1) × (|V | − 1) square matrix) and let T be a spanning tree. The tree polynomial of G is defined up to sign as
where M T is the matrix of (5.8).
It is immediate from the construction of M T that τ (G) is homogeneous of degree |V |−1. The name "tree polynomial" is justified by the following theorem. One more piece of notation: to each edge set F ⊂ E, we associate the squarefree monomial 
(T ). The tree polynomial vanishes on bothṼ(G) and S(G). Moreover, τ (G) is nonzero if and only if G is a rigidity pseudocircuit, and irreducible if and only if G is a rigidity circuit. In particular, if G is a rigidity pseudocircuit subgraph of G, then τ (G ) divides τ (G).
Proof. Fix a spanning tree T , so that τ (G) = ± det M T . Let S = E \ T . For each edge e, if e ∈ T , then the variable m e appears in only one column of M T , while if e ∈ S, then m e appears in only one row of M T . It follows that τ (G) is squarefree.
Each nonzero term in the determinant expansion of τ (G) is of the form
where the m j are all distinct. This may be expressed as a sum of binomials of the form
where each F is a subset of E of cardinality n − 1. It follows that ε(F ) = (−1) n−1 ε(F ) for all F . In particular, ε(S) = det C T by the definition of M T (5.8). If S is also a tree, then by Lemma 5.2, C T is an invertible integer matrix, so its determinant is ±1. Now suppose that F ⊂ E has cardinality n − 1, but is not a tree. We will show that ε(F ) = 0. Let A ⊂ F be a minimal set of edges such that F \ A is a forest; in particular, A is nonempty. Let T be a spanning tree of G containing F \ A; then
Let S = E \ T (⊃ A).
The matrix C T constructed in (5.8) has the property that c T ab = 0 whenever a ∈ A and b ∈ T ∩ (E \ F ), because the unique circuit of T ∪ {a} is contained in F \ A ∪ {a}. Accordingly, for each a ∈ A, every entry of the corresponding row of M T is either zero or of the form ±(m a −m f ), where f ∈ F \A. In particular, no variable dividing m E\F appears in that row. Hence ε(E \ F ) = 0, and ε(F ) = (−1) n−1 ε(E \ F ) = 0 as well. We have obtained the desired equation
By definition, the right side is nonzero if and only if G is a rigidity pseudocircuit. We next show that the tree polynomial vanishes on the affine picture and slope varieties. Since the generic affine pictures are dense inṼ(G), and their image under the natural surjection φ in (3.8) is dense inS(G), it suffices to show that τ (G) vanishes at each P ∈ V
• (G) ∩Ṽ(G). Indeed, M T (P)X T (P) = 0 and X T (P) = 0, so τ (G) = det M T vanishes at P.
Suppose that G contains a rigidity circuit G = (V , E ) as a proper subgraph. Let T be a spanning tree of G and T ⊃ T a spanning tree of G. Put S = E \ T and S = E \ T . Then the matrix M T has the form
where the |V |−1 uppermost rows correspond to edges in S and the |V |−1 leftmost columns correspond to edges in T . It follows that τ (G ) is a proper divisor of τ (G).
In particular, if τ (G) is irreducible, then G is a rigidity circuit.
On the other hand, suppose that G is a rigidity circuit and τ (G) = f 1 · f 2 . For every e ∈ E, we have
So E may be expressed as a disjoint union E 1 ∪E 2 , where
is an irreducible variety, either f 1 or f 2 must vanish onS(G); assume, without loss of generality, that f 1 does so. Then f 1 vanishes onS(G 1 ) as well via the natural surjectionS(G) →S(G i ). By Theorem 4.5, E 1 must be rigidity-dependent. But E contains no proper rigidity-dependent subset, so we must have E 1 = E. Therefore, E 2 = ∅ and the factorization of τ (G) is trivial. a, b, c, d) , and "stars", such as T . The paths are coupled; the stars are not. There are 4!/2 = 12 paths, and the sign of a path is given by the sign of the corresponding permutation in the symmetric group S 4 , that is,
On the other hand, if G is the graph of Example 4.2 (a rigidity pseudocircuit that is not a circuit), then
Theorem 5.5. Let G = (V, E) be a graph. Let I = I G be the ideal of R G generated by all tree polynomials τ (C), where C is a rigidity circuit subgraph of G. Then:
Proof. We may assume, without loss of generality, that G is connected, since every rigidity circuit is connected andṼ(G) is the product of the picture varieties of its connected components. Let n = |V | and r = |E|. Let Y be the vanishing locus of IR G inX (G). For each rigidity circuit subgraph C of G, the tree polynomial τ (C) vanishes onṼ(C) by Theorem 5.3; so it vanishes onṼ(G) as well. HenceṼ(G) ⊂ Y .
We now establish the reverse inclusion, proceeding by induction on n. By Theorem 4.5, there is nothing to prove when E is rigidity-independent, in particular when n ≤ 3.
Let P ∈ Y ∩ X A (G), where A = {A 1 , . . . , A s } is a partition of V with s parts. We wish to show that P ∈Ṽ(G). Case 1: s = n. Here A is the discrete partition, so P ∈Ṽ(G) by definition.
an open subset ofX (G) containing P. There is a natural open embedding
Note that I Gi ⊂ IR G for all i. By induction,Ṽ(G i ) is the vanishing locus of I Gi iñ X (G i ). Therefore,
This set is irreducible and contains V(G)
as an open, hence dense, subset. Therefore P ∈Ṽ(G) as desired. It follows from (5.11) that the nullspace of M T (P) contains a nonzero vector X . For every λ ∈ k, we have (M T )(λX ) = 0. So there is a picture P λ with the same slope coordinates as P and x-coordinates of vertices given by λX . The P λ form an affine line in Y with P 0 = P. Moreover, if λ = 0, then P λ ∈ X A (G); hence P λ ∈Ṽ(G) by the previous two cases. Therefore P 0 = P ∈Ṽ(G) as well.
We now turn to the second assertion of the theorem. Let Z be the vanishing locus of I in Spec R G . It is immediate from Definition 3.8 that Z ⊃S(G). Now suppose that m ∈ Z, i.e., m is an affine slope picture at which all tree polynomials vanish. Fix a spanning tree T of G and let X be a nullvector of the matrix M T (m). Together, m and X define an affine line inX (G); by part (i) of the theorem, the line is contained inṼ(G). Therefore m ∈S(G).
We have proven that
). However, we do not yet know whether the ideals J G and I G are radical. In the special case that G is a rigidity cycle, the ideal I G is radical because it is principal, generated by the irreducible polynomial τ (G). We prove in a separate paper [7] that I G is radical when G is the complete graph K n .
Further geometric properties of X (G) and V(G)
In this section, we use the algebraic results of the previous sections to prove certain geometric facts about the picture space. First, we give a combinatorial condition which describes when one cellule of X (G) is contained in the closure of another cellule. Using this result, we can give a complete combinatorial description of the irreducible components of the picture space. Second, we present an inductive criterion on G which implies that V(G) is Cohen-Macaulay; one consequence of this result is that V(G) is Cohen-Macaulay whenever G is rigidity-independent. Definition 6.1. Let G = (V, E) be a graph, F ⊂ E, and A a partition of V . We say that A collapses F if all vertices of V (F ) are contained in the same block of A.
In this case, the equations defining X (G) impose no restrictions on the slopes of the lines P(e) for pictures P ∈ X A (G) and edges e ∈ F .
Lemma 6.2. Let G = (V, E) be a rigidity circuit. Then the picture space X (G) has two irreducible components, both of dimension 2|V |: the picture variety V(G) and the indiscrete cellule X I (G).
Proof. The cellule dimension formula (3.6) gives dim X I (G) = dim V(G) = 2n. The indiscrete cellule is itself closed, so it is an irreducible component of X (G). On the other hand, if A is neither the discrete nor indiscrete partition, then dim X A (G) < 2n by (4.3) (since Laman's condition (4.1) holds for every proper subset of a rigidity circuit). Since all components of X (G) have dimension at least 2n, we must have X A (G) ⊂ V(G) for every such A, which implies the desired result. Observe that the data for an affine picture P ∈ Z is the same as that describing a picture of G/A together with the slopes of the lines P(e) for e ∈ E . Hence we have an isomorphism ψ : Z We next consider the Cohen-Macaulay property. Our main tool is the fact that if X is a Cohen-Macaulay scheme and Z is a "strongly Cohen-Macaulay" subscheme of X, then the blowup of X along Z is Cohen-Macaulay [4, Theorem 4.2] (see also [9] ). In particular, a local complete intersection subscheme of a Cohen-Macaulay scheme is strongly Cohen-Macaulay. Proof. Let Z be the (possibly non-reduced) intersection V(H) ∩ C e (H), where C e (H) = C {e} (H) is the coincidence locus defined in (3.7). Z is defined in local affine coordinates by two equations, namely x v = x w and y v = y w , so each of its components has codimension ≤ 2. On the other hand, C {e} (H) is set-theoretically the union of cellules X A (H) with v ∼ A w. Therefore, codim Z ≥ codim C {e} (H) ≥ 2.
In particular, Z is a local complete intersection in V(H), and V(G) is the blowup of V(H) along Z, so V(G) is Cohen-Macaulay.
Proposition 6.7. Let G = (V, E), e = vw ∈ E, and H = (V, E \ {e}). If V(H) is Cohen-Macaulay and e is not contained in any rigidity circuit subgraph of G, then V(G) is Cohen-Macaulay.
Proof. Let A be a partition of V with v ∼ A w. The cellule V A (G) = X A (G) ∩ V(G) has codimension ≥ 1 in V(G). Since no rigidity circuit contains e, the equations defining V A (G) impose no constraints on the line P(e). Therefore,
In particular, V A (H) has codimension ≥ 2 in V(H), since dim V(G) = dim V(H) = 2|V |. Thus V(G) is Cohen-Macaulay by Lemma 6.6.
Theorem 6.8. Let G = (V, E). If G is rigidity-independent, then V(G) is CohenMacaulay.
Proof. If E = ∅, the result is trivial since V(G) ∼ = (P 2 ) |V | . Otherwise, we add one edge at a time, applying Proposition 6.7 at each stage.
