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El disen˜o y sintonizacio´n del regulador o´ptimo cuadra´tico LQR se hace buscando los elementos de las matrices
Q y R que lo caracterizan. Normalmente la bu´squeda de los para´metros de dichas matrices se hace a prueba y
error de modo que encontrar un punto de operacio´n adecuado para este controlador se vulve tedioso y en la
mayorı´a de las veces ineficiente. Surge ası´ la necesidad de implementar una metodologı´a iterativa auto´noma
que sea capaz de entregar los valores de las matrices Q y R en forma ra´pida y que cumplan con condiciones de
disen˜o impuestas. Debido a lo anterior se propone un me´todo llamado algoritmos gene´ticos.
Los algoritmos gene´ticos son una te´cnica de bu´squeda y optimizacio´n basada en la seleccio´n natural de las
especies, expuesta por Darwin. Gracias a la robustez que presentan estos algoritmos son aplicados a un sin fin
de problemas con tiempo de respuesta muy competitivos con otras te´cnicas de optimizacio´n, Sin dar mucha
importancia que tan compleja sea la funcio´n a optimizar.
Por lo anteriormente expuesto se decide orientar este trabajo aplicando los algoritmos gene´ticos a la sintoniza-
cio´n del regulador o´ptimo cuadra´tico LQR:
Capitulo 1: se realiza el modelo matema´tico de la planta (puente gru´a), se obtiene adema´s, las ecuacio-
nes de espacio de estados tanto en tiempo continuo como en tiempo discreto. Por ultimo se obtendra´ la
respuesta en lazo abierto de la planta ante una entrada escalo´n unitario para el sistema.
Capitulo 2: en este capitulo se mostrara´ el desarrollo del controlador LQR, porque debe ser sintoniza-
do, ı´ndices de desempen˜o, su descripcio´n por medio de las matrices Q y R y por ultimo la forma de ser
implementa tanto en tiempo continuo como discreto.
Capitulo 3: se da conocer los conceptos generales de los algoritmos gene´ticos, su forma de operar, por-
que son eficientes como te´cnica de optimizacio´n y lo que se debe tener en cuenta al momento de implementar
estos algoritmos, para hacer de ellos te´cnicas eficientes y que las respuestas halladas sean ”o´ptimas”.
Capitulo 4: se aplica la sintonizacio´n del controlador LQR. Primero se hara´ a prueba y error, propio de
las te´cnicas de disen˜o LQR para la determinacio´n de las matrices de peso Q y R., luego sera´n los algoritmos
gene´ticos que sustituyen al procedimiento de prueba y error. Se hara´ una descripcio´n de la forma en la cual el
algoritmo gene´tico encuentra los mejores valores que componen las matrices Q y R.
Capitulo 5: se mostrara´ los resultados con la sintonizacio´n del LQR dada por los algoritmos gene´ticos.




1. MODELO MATEM ´ATICO DE LA PLANTA F´ISICA (PUENTE GR ´UA)
En la figura 1.1 se muestra una foto del modelo a escala y en la figura 1.2 se presenta un esquema del sistema
real del puente gru´a, en el cual se llevara´n a cabo las pruebas de sintonizacio´n del controlador LQR por medio
de los algoritmos gene´ticos y se hara´n las pruebas sobre el sistema real.
Figura 1.1.: Foto del sistema real
Rueda
dentada
Figura 1.2.: Esquema sistema real.
1
1. Modelo matema´tico de la planta fı´sica (Puente gru´a)
1.1. Informacio´n general del fabricante del puente gru´a
El modelo a escala del puente gru´a es la unidad de la empresa FeedBack Instruments Ltd. Este sistema consiste
en una barra montada en un carro que a su vez se desplaza sobre un riel cuando es impulsado por un motor de
corriente continua a trave´s de una banda. Para controlar la oscilacio´n de la carga el carro es impulsado hacia
adelante y hacia atra´s a trave´s del riel el cual contiene finales de carrera para limitar el movimiento horizontal
del carro.
El modelo del puente gru´a hace uso de encoders incrementales de naturaleza o´ptica para determinar la
posicio´n del carro y el a´ngulo del pendulo. Esta lectura de la posicio´n se realiza por medio de dos ases de luz,
emitidos desde las fuentes (A y B) a trave´s de un disco con ranuras. Las ranuras tienen una diferencia de fase,
de modo que las sen˜ales ele´ctricas de los receptores (A y B) son ondas rectangulares con una diferencia de fase.










Figura 1.3.: Sensor de posicio´n.
La sen˜al de control se envı´a desde el computador hacia el conversor de la tarjeta de adquisicio´n de datos.
La salida del conversor D/A va a la entrada de amplificador que impulsa el motor de corriente continua. La
interfaz del amplificador y codificador se encuentran en el bloque de control del pe´ndulo. Que esta´ equipada
con dos interruptores: el interruptor principal de alimentacio´n y el interruptor para cortar la potencia de motor
de corriente continua. En los extremos del riel hay dos finales de carrera que cortan la alimentacio´n del motor
cuando el carro alcanza estos puntos.
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Figura 1.4.: Sensores de puntos lı´mite.
1.1.1. Para´metros entregados por el fabricante
Los para´metros dados en la tabla 1.1 son los encontrados en el manual de la unidad 33-200 (Digital Pendulum
Mechanical Unit), son dichos para´metros los usados para el modelado matema´tico del sistema y posteriores
simulaciones y sintonizaciones para la implementacio´n del controlador.
Para´metro Valor
Lı´mites del riel ±0.5 [m]
Gravedad (g) 9.81 m
s2
Distancia del eje de rotacio´n al centro de masa (l) 0.3434 [m]
Masa del carro (Mc) 1.12 [Kg]
Masa de la carga (ml) 0.11 [Kg]
Magnitud de la fuerza de control 17.0 [N]
Momento de incercia (J) 0.0136 [Kgm2]
Coeficiente de friccio´n de rotacio´n ( fp) 0.007 [Kgm2rad·s ]
Coeficiente de friccio´n del carro ( fc) 0.05 [Nsm ]
Tabla 1.1.: Para´metros del puente gru´a dados por el fabricante.
1.2. Modelo no lineal del sistema
El siguiente modelo matema´tico representa la dina´mica del sistema (Puente gru´a) por medio de un conjunto de
ecuaciones diferenciales que con un detalle lo bastante cercano al modelo exacto describen el funcionamiento
de la planta. Dichas ecuaciones se obtienen aplicando las leyes fı´sicas que rigen los diferentes componentes,
para el sistema de la figura 1.5 planteado en este trabajo se empleara´ la segunda ley Newton (
å
Fx = ma). Se
realiza un ana´lisis de diagrama de cuerpo libre. Separando para este caso el diagrama de fuerzas del carro del
diagrama de fuerzas de la carga. Esta descomposicio´n del sistema se puede apreciar en las figuras 1.6 y 1.7.
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Figura 1.5.: Diagrama del sistema (puente gru´a).










Figura 1.6.: Diagrama de cuerpo libre del carro.





U(t)−Fr−H = Mcx¨ (1.1)
La figura 1.7 muestra el diagrama de cuerpo libre de la carga
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Figura 1.7.: Diagrama de cuerpo libre de la carga.







dt2 (x− lsenq ) (1.2)




V −mlgFy = ml
d2
dt2 (lcos q ) (1.3)
Donde
d2
dt2 (x− lsenq ) = x¨− l
¨
q cos q + l ˙q 2senq
d2
dt2 (lcos q ) =−l
¨
q senq − l ˙q 2cos q
Haciendo suma de momentos en el centro de masa de la carga se tiene
å
M = J ¨q
J ¨q +Dp−Hlcos q +V lsenq = 0 (1.4)
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Donde Dp es la friccio´n rotacional
Dp = fp ˙q
Despejando H de las ecuaciones (1.1) y (1.2) e igualando se tiene:
U(t)−Fr = (Mc +ml)x¨+ml l( ˙q 2senq − ¨q cos q ) (1.5)
Donde Fr es la friccio´n rotacional
Fr = fcx˙
Despejando H de las ecuaciones (1.2) y (1.3) y reemplaza´ndolas en la ecuacio´n (1.4) se tiene:
J ¨q + fp ˙q −ml lcos q
(







q senq + ˙q 2cos q
)]
= 0 (1.6)
Las ecuaciones (1.5) y (1.6) describen el modelo del sistema, el cual es claramente no lineal debido a las
multiplicaciones entre las variables de estados y los te´rminos al cuadrado que tienen las misma. Para plantear
un esquema de control lineal es necesario linealizar el sistema alrededor de un punto de operacio´n, es decir,
utilizando el controlador LQR y ası´ obtener las respuestas deseadas.
1.3. Modelo linealizado del sistema
El sistema se puede linealizar reemplazando sin(q ) y cos(q ) de las ecuaciones (1.5) y (1.6), por el primer
te´rmino que se obtiene de la serie de Taylor de estas funciones. Las series de Taylor para las funciones seno y
coseno alrededor de cero son:









Suponiendo que el a´ngulo q no es mayor a 15◦, se puede decir que:
sen2 q ∼= 0
senq ∼= q




Las ecuaciones que se obtienen del sistema linealizado son las ecuaciones (1.7) y (1.8):
U(t)− fcx˙ = (Mc +ml)x¨−ml l ¨q (1.7)
J ¨q + fp ˙q −ml lx¨+ml l2 ¨q + l q mlg = 0 (1.8)
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1.4. Modelo lineal del sistema en ecuaciones de estado en tiempo continuo









































Renombrando las ecuaciones (1.9) y (1.10) a partir de las constante anteriormente nombradas se tiene:
x¨ = aU(t)−bx˙+ c ¨q (1.11)
¨
q = dx¨− e− f ˙q (1.12)























1− cd q (1.14)
1.4. Modelo lineal del sistema en ecuaciones de estado en tiempo continuo
A partir de lo expuesto en el ape´ndice A.9.1 se puede representar las ecuaciones diferenciales expuestas anterior-
mente en un sistema de ecuaciones en el espacio de estados, para simplificar en gran medida la representacio´n
7
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matema´tica de los sistemas de control.
Definiendo las variables de estado para el sistema del puente grua:
x1 = x
x˙1 = x˙ = x3
x˙3 = x¨
x2 = q
x˙2 = ˙q = x4
x˙4 = ¨q
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0 0 0 1
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1.4.1. Ecuaciones de estado a partir de los datos del manual
De la ecuacio´n de estados (1.16) y los valores de los para´metros de la tabla 1.1 se obtiene las ecuaciones de











0 0 1 0
0 0 0 1
0 −0.4473 −0.0425 −0.0085





















1 0 0 0
















1.4. Modelo lineal del sistema en ecuaciones de estado en tiempo continuo
Los polos del sistema en lazo abierto se muestran en la figura 1.8 , los cuales presentan la inestabilidad del


















Figura 1.8.: Polos del sistema en lazo abierto continuo (Datos manual)
Los valores de los polos de la figura 1.8 son: Y de las ecuaciones en el espacio de estados se puede obtener las
funciones de transferencia del sistema:





s4 +0,0407s3 +1,346s2 +0,0547s





s4 +0,0407s3 +1,346s2 +0,0547s
Aunque en la ecuacio´n salida del sistema en espacio de estados se tienen dos salidas, hay que aclarar que la
salida sera´ la variable posicio´n y el a´ngulo es una variable que sera´ regulada en este caso.
1.4.2. Ecuaciones de estado a partir de los datos del reales (ajustados)
De la ecuacio´n de estados (1.16) y los valores de los para´metros de la tabla 1.2 se obtiene las ecuaciones de
espacio de estados en su valor nume´rico. Los valores nuevos de los para´metros se muestran en la tabla 1.2
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Para´metro Valor
Lı´mites del riel ±0.5 [m]
Gravedad (g) 9.81 m
s2
Distancia del eje de rotacio´n al centro de masa (l) 0.3434 [m]
Masa del carro (Mcarro) 619.25 [g]
Masa de la tapa (Mtapa) 90.55 [g]
Masa de los posicionadores (Mposicionadores) 134.05 [g]
Masa del carro Total (Mc) 0.84385 [Kg]
Masa de la carga (ml) 0.013 [Kg]
Magnitud de la fuerza de control 17.0 [N]
Momento de incercia (J) 0.00001 [Kgm2]
Coeficiente de friccio´n de rotacio´n ( fp) 0.0000093 [Kgm2rad·s ]
Coeficiente de friccio´n del carro ( fc) 0.67 [Nsm ]











0 0 1 0
0 0 0 1
0 −0.1501 −0.7939 0





















1 0 0 0













Los polos del sistema en lazo abierto se muestran en la figura 1.9, los cuales presentan la inestabilidad del
sistema, por estar ubicados sobre le eje imaginario.
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Figura 1.9.: Polos del sistema en lazo abierto continuo (Datos Reales)
De las ecuaciones en el espacio de estados se puede obtener las funciones de transferencia del sistema:





s4 +0.8s3 +28.85s2 +22.56s





s4 +0.8s3 +28.85s2 +22.56s
Aunque en la ecuacio´n salida del sistema en espacio de estados se tienen dos salidas, hay que aclarar que la
salida sera´ la variable posicio´n y el a´ngulo es una variable que sera´ regulada en este caso.
1.5. Modelo lineal del sistema en ecuaciones de estado en tiempo discreto
Dado que el control se realizara mediante un computador, y que e´ste so´lo puede operar con datos discretos, es
necesario discretizar el sistema continuo expuesto en la seccio´n anterior.
A partir de lo expuesto en el ape´ndice A.9.2 podemos matema´ticamente describir el sistema discreto con base
al sistema continuo, de modo que utilizando las ecuaciones para transformar el sistema a tiempo discreto,
obtendremos lo necesario para poder realizar un control digital.
Matlab permite realizar el procedimiento del ape´ndice A.9.2 de manera fa´cil utilizando el toolbox de
control, el cual discretiza el sistema a partir de la ecuaciones en tiempo continuo mostradas anteriormente.
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Por lo tanto, lo primero que hay que hacer es convertir el sistema de ecuaciones de continuo a discre-
to.
Para ello, utilizaremos la funcio´n de Matlab c2dm. La funcio´n c2dm convierte las matrices que definen un
sistema continuo en variables de estado, en uno discreto, asumiendo una frecuencia y un me´todo de muestreo
determinado.
Para usar c2dm, se debe especificar seis argumentos: cuatro matrices de variables de estado [A,B,C,D], el
periodo de muestreo (Tm en sec/muestra), y el me´todo de muestreo.
Periodo de muestreo
La seleccio´n apropiada del periodo de muestreo es una decision muy importante en sistemas controlados por
computador.
Los tiempos cuando las sen˜ales medidas se convierten a la forma digital son llamados los instantes de muestreo;
el tiempo entre las muestras sucesivas se llama el perı´odo de muestreo.
Un perı´odo de muestreo demasiado largo hara´ imposible reconstruir la sen˜al en tiempo continuo. La opcio´n del
perı´odo de muestreo depende en gran medida del propo´sito del sistema.
Es u´til caracterizar el perı´odo de muestreo con una variable que sea de libre dimensio´n y que tenga una
buena interpretacio´n fı´sica. Para los sistemas oscilatorios, es natural normalizar con respecto al perı´odo de
oscilacio´n; para los sistemas nonoscillatorios, el tiempo de subida es un factor natural de la normalizacio´n.
Ahora introducimos N, como el nu´mero de perı´odos de muestreo por tiempo de subida, donde el tiempo Tm,




De lo anteriormente expuesto surge el criterio de Shannon, el cual expresa que es conveniente elegir una fre-
cuencia de Shannon ( fsh= fm/2) entre 5 y 10 veces superior a la frecuencia de corte del filtro antialiasing.
A su vez, el filtro antialiasing debe tener un ancho de banda unas 10 veces mayor que el ancho de banda del
sistema para no alterar significativamente el margen de fase del sistema comprometiendo la oscilacio´n o incluso
la estabilidad.
Entonces utilizando la ecuacio´n (1.22) y corroborando el criterio de Shannon, se supondra´ que el tiempo de
establecimiento en lazo cerrado es muy cercano al propuesto por el disen˜o, se obtendrı´a un tiempo de muestreo
de Tm=50ms
Me´todo de muestreo
El me´todo que se usara sera´ el retenedor de orden cero “zoh” (zero-order hold). Es el ma´s usado en la pra´cti-
ca; recibe como entrada una sen˜al analo´gica y mantiene dicha sen˜al en un valor constante durante un tiempo
especifico, es decir mantiene la salida constante entre instantes de muestreo.
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1.5. Modelo lineal del sistema en ecuaciones de estado en tiempo discreto
Figura 1.10.: Retenedor de orden 0
La respuesta impulsional, figura 1.10, puede descomponerse en un escalo´n menos un escalo´n retrasado Tm. Su




Su respuesta en frecuencia, corresponde a un filtro pasa-baja, aunque ni mucho menos ideal. La ganancia
esta´tica es T m, y la fase varı´a linealmente con la frecuencia: “retardo de grupo Tm/2”.
El resultado de c2dm sera´n cuatro matrices [F,G,H,J] que definen el sistema introducido pero en tiem-
po discreto.
Definiendo las variables de estado para el sistema del puente gru´a:
x1(k) = x
x˙1(k) = x˙ = x3(k)
x˙3(k) = x¨
x2(k) = q
x˙2(k) = ˙q = x4(k)
x˙4(k) = ¨q
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1. Modelo matema´tico de la planta fı´sica (Puente gru´a)
y =
[
1 0 0 0















1.5.1. Ecuaciones de estado a partir de los datos del manual
De la ecuacio´n de estados (1.24) y los valores de los para´metros de la tabla 1.1 se obtiene las ecuaciones de











1 −0.006 0.0499 0
0 0.9819 −0.0001 0.0494
0 −0.0221 0.9979 −0.0010





















1 0 0 0















Los polos del sistema en lazo abierto se muestran en la figura 1.11, los cuales presentan la inestabilidad del
sistema, por estar ubicados sobre el circulo unitario.
De las ecuaciones en el espacio de estados se puede obtener las funciones de transferencia del sistema:





















Figura 1.11.: Polos del sistema en lazo abierto discreto (Datos manual)
Funcio´n de transferencia de la posicio´n con respecto a la entrada U(S):
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z4 +0,0407z3 +1,346z2 +0,0547z






Aunque en la ecuacio´n salida del sistema en espacio de estados se tienen dos salidas, recordando que la salida
sera´ la variable posicio´n y el a´ngulo es una variable que sera´ regulada en este caso.
1.5.2. Ecuaciones de estado a partir de los datos reales (ajustados)
De la ecuacio´n de estados (1.24) y los valores de los para´metros de la tabla 1.2 se obtiene las ecuaciones de











1 −0.0002 0.0490 0
0 0.9642 −0.0028 0.0494
0 −0.0073 0.9611 −0.0002





















1 0 0 0













Los polos del sistema en lazo abierto se muestran en la figura 1.12 , los cuales presentan la inestabilidad del
sistema, por estar ubicados sobre el circulo unitario.
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Figura 1.12.: Polos del sistema en lazo abierto discreto (Datos Reales)
De las ecuaciones en el espacio de estados se puede obtener las funciones de transferencia del sistema:












Aunque en la ecuacio´n salida del sistema en espacio de estados se tienen dos salidas, recordando que la salida
sera´ la variable posicio´n y el a´ngulo es una variable que sera´ regulada en este caso.
1.6. Respuesta en lazo abierto frente a una entrada impulso
Estas respuestas son usadas para analizar el comportamiento fı´sico real del sistema ante una determinada entra-
da, en este caso un impulso. Adema´s puede ser de gran ayuda como un ana´lisis inicial al sistema de control que
se quiere implementar.
1.6.1. Respuesta a partir de los datos del manual
La respuesta del puente gru´a ante un impulso teniendo en cuenta los valores de los para´metros dados en la
tabla 1.1 entregados por el manual, se muestra en las figuras 1.13 y 1.14: Esta entrada impulso ocasiona un
16
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Figura 1.13.: Salida de la posicio´n ante la entrada impulso.
movimiento del carro el cual puede ser visto en la figura 1.13, al tiempo que en el pe´ndulo (carga) se genera
oscilacio´n como se ve en la figura 1.14.
La saturacio´n de la figura 1.13 se debe a los limites fı´sicos del modelo a escala del puente gru´a. En la
figura 1.14 se observa una oscilacio´n que se atenu´a a medida que pasa el tiempo debido al coeficiente de
friccio´n angular que posee la polea en el eje de rotacio´n.
1.6.2. Respuesta a partir de los datos reales (ajustados) y los del modelo a escala del puente grua
La respuesta del puente gru´a en lazo abierto ante un impulso en el modelo real era diferente que la respuesta
anteriormente mostrada, en consecuencia se debe reparametrizar los valores de los para´metros entregadas por
el manual para poder tener respuestas similares entre el modelo real y el simulado.
Los valores de las masas fueron obtenidos pesando cada componente mo´vil del puente gru´a “El carro” y “El
pe´ndulo” por separado.
Los valores del momento de inercia del pe´ndulo, la friccio´n para el carro y del pe´ndulo se obtuvieron a
partir de simulaciones hasta obtener un comportamiento parecido al del modelo real. Lo cual entrega un sistema
de ecuaciones en el espacio de estado diferente del sistema de ecuaciones obtenidos a partir de los datos del
manual, tanto para el caso continuo como para caso el caso discreto.
Este nuevo sistema de ecuaciones se muestra en las ecuaciones (1.20) y (1.28). Las respuestas obtenidas
del modelo simulado reparametrizado y del modelo real, se muestra en las figuras 1.15 y 1.16 para el sistema
simulado y en las figuras 1.17 y 1.18 para el sistema real.
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Figura 1.14.: Salida del a´ngulo ante la entrada impulso.




















Figura 1.15.: Salida de la posicio´n ante la entrada impulso con para´metros ajustados.
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Figura 1.16.: Salida del a´ngulo ante la entrada impulso con para´metros ajustados.


















Figura 1.17.: Salida de la posicio´n ante la entrada impulso del modelo a escala del Puente Gru´a.
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Figura 1.18.: Salida del a´ngulo ante la entrada impulso del modelo a escala del Puente Gru´a.
20
2. CONTROL ´OPTIMO CUADR ´ATICO LQR
2.1. Control o´ptimo
Los Ingenieros esta´n capacitados para resolver problemas que resultan diariamente en la industria, los cuales
son variantes de soluciones ya encontradas de modificaciones que surgen para los diferentes procesos. De
manera que las nuevas soluciones deben ser mejores, ma´s eficientes y menos costosas que las anteriores,
para que de esta forma puedan superar las anteriores y a su vez solucionar los nuevos problemas que se presenta.
Con la utilizacio´n de herramientas matema´ticas, y simulaciones se pueden encontrar las soluciones bus-
cadas de manera interactiva de evaluacio´n y error, hasta encontrar una solucio´n que se ajuste a la buscada. Pero
esto tambie´n se ha vuelto un problema en el camino de la bu´squeda de las soluciones, por el alto esfuerzo
matema´tico que se debe realizar, el tiempo que demoran estos ca´lculos debido a que hay que evaluar y descartar
un gran espacio de soluciones y volver a retomar el problema hasta ir acotando este espacio y al final decidirse
por una solucio´n que cumpla con lo deseado, aunque no se tenga conocimiento sobre si esta sera´ la o´ptima. Por
esta razo´n el ingeniero se ha preocupado por buscar me´todos matema´ticos que puedan usarse para encontrar
las mejores soluciones entre muchas a escoger sin tener que enumerar y evaluar explı´citamente todas las
alternativas que se le presenten, resultando ası´ las te´cnicas de optimizacio´n, las cuales, adema´s de entregar
resultados buenos, estos sera´n los “o´ptimos” para un problema especifico.
La necesidad de optimizar los sistemas de control fue surgiendo debido a que los problemas que tenı´an
estos sistemas eran solucionados de forma interactiva sin tener certeza si la respuesta encontrada aunque fuera
buena y cumpliera con la solucio´n del problema (especificaciones de disen˜o) fuera la o´ptima. El principio de
optimizacio´n nacio´ en el siglo XVII cuando se vio la necesidad de determinar cua´l, entre todas las trayectorias
posibles, era la que llevaba a una partı´cula (sin rozamiento) en el menor tiempo posible, desde un punto A
a un punto B en el mismo plano vertical y sujeta a la accio´n de la gravedad; e´ste fue llamado el problema
del Braquistocrono, el cual tambie´n dio paso al nacimiento del CONTROL ´OPTIMO. Cuando se desea
optimizar un resultado que hace parte de un sistema, en lo primero que se debe pensar es en tener una “funcio´n
objetivo”, la cual ayudara´ a encontrar el resultado que ma´s se ajuste a las necesidades de disen˜o, como lo
pueden ser: el costo, el tiempo de disen˜o, la rapidez en la respuesta de un sistema, etc., tal que las variables
Figura 2.1.: Braquistocrono.
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asociadas a este sistema, expresadas en forma de ecuaciones e inecuaciones algebraicas, relacionadas mediante
expresiones matema´ticas que describen el comportamiento de un sistema fı´sico, minimicen o maximicen esa
funcio´n objetivo.
El control o´ptimo es una teorı´a que tiene como propo´sito la maximizacio´n o la minimizacio´n de un
ı´ndice de desempen˜o que tenga que ver con algu´n proceso. Es decir, lo que se pretende es encontrar unas
condiciones de funcionamiento o´ptimas para el sistema, la cual este sujeta a determinada funcio´n de costo
(ı´ndice de desempen˜o) y que debe cumplir con un conjunto de restricciones dependiendo del sistema a optimizar.
Una de las grandes ventajas del control o´ptimo es la capacidad que tiene para ser implementado en la
solucio´n de problemas con modelos que poseen mu´ltiples entradas y salidas, adema´s de condiciones iniciales
diferentes de cero.
La finalidad que tiene el control o´ptimo en los sistemas de control automa´tico es poder determinar que´ sen˜ales
de control van a causar que el proceso satisfaga ciertas restricciones fı´sicas, y al mismo tiempo algu´n criterio de
desempen˜o, donde la bu´squeda de estas sen˜ales puede ser descrita por una curva o trayectoria, ya sea continua o
discreta, la cual sera´ la solucio´n o´ptima bajo un determinado ı´ndice de desempen˜o J descrito de la forma de una
funcio´n real definida sobre un determinado dominio de funciones, y la cual optimiza una determinada funcio´n,
que normalmente esta´ definida por medio de una integral. De manera que la aplicacio´n de las matema´ticas a la
teorı´a de control, se convierte en un pilar fundamental para la bu´squeda de soluciones a problemas diversos,
donde lo primero que se debe tener en cuenta al momento de buscar soluciones, es analizar una situacio´n
determinada la cual permita identificar el problema y las posibles variantes que se pueden plantear para la
bu´squeda de una solucio´n que conlleve un buen desempen˜o del proceso o planta a controlar. [21, 22, 23]
2.2. Modelado
En este punto, los me´todos matema´ticos permitira´n encontrar un modelo del sistema o de la planta estudiada y
analizar sus propiedades, para poder compararlo con la realidad y ver que´ tan preciso es con respecto al ver-
dadero comportamiento de esta planta. Pero, existe el problema de que, en cuanto ma´s realista sea un modelo,
ma´s complicado sera´ y por consiguiente los medios de estudio sera´n insuficientes y se dificultara´ resolver las
ecuaciones matema´ticas que lo describen.
Comu´nmente, para cualquier sistema controlado se puede escoger que camino se desea seguir para pa-
sar de un estado inicial hasta otro, mediante dispositivos de control. Para elegir entre los diferentes caminos,
se puede asignar algu´n valor para pasar por cada uno de ellos, tal como el tiempo transcurrido en alcanzar el
objetivo, el gasto de combustible y la cantidad de energı´a utilizada. De esta forma lo ma´s lo´gico, es seleccionar
el camino por el que se deba incurrir con el menor precio posible y se cumpla con las restricciones fı´sicas e
impuestas por el disen˜o. Lo cual da la propiedad de los problemas de Control ´Optimo.
Para la utilizacio´n de las te´cnicas de control o´ptimo, primero se debe tener un modelo matema´tico en la
forma de variables de estado, el cual dispone de una infraestructura adecuada para el estudio de sistemas
lineales y no lineales, y que a su vez describa el sistema a tratar. Utilizando medios matema´ticos ba´sicos, es
imposible tratar de solucionar un problema de control automa´tico, cuando este es de tipo MIMO (Mu´ltiples
entradas, mu´ltiples salidas), ası´ que se debe delimitar el problema para tratar de obtener so´lo cierta informacio´n
acerca de su comportamiento, lo suficiente para que se pueda conformar un modelo matema´tico fiable y sencillo
que reduzca los ca´lculos y escoger una te´cnica de control o´ptimo apropiada.
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El estado de un sistema es un conjunto de valores x1(t),x2(t) · · ·xn(t) los cuales son determinados para
t ≥ t0 conociendo sus valores iniciales en t = t0 y especificando las entradas del sistema para t ≥ t0; y ası´ tener
las herramientas con las cuales se podra´ describir el sistema fı´sico en forma matema´tica, donde hay que tener en
cuenta, el incluir en el modelado y en el disen˜o del controlador todas las variables que afectan las operaciones
del sistema; ya que al dejar de lado las variables importantes, esto puede llevar a soluciones erro´neas contrarias
al sistema real. El propo´sito del control automa´tico esta dato por el deseo de llevar un proceso, mediante el cual,
se ejerza una influencia sobre su comportamiento dina´mico (que varia con el tiempo) de un estado a otro, para
alcanzar un propo´sito previamente fijado. Una clase importante de modelos de sistemas dina´micos controlados,
se representan matema´ticamente por una ecuacio´n diferencial en Rn de la forma:
˙X(t) = f (x(t),u(t)) (2.1)
x(0) = x0
Donde la dina´mica f es una funcio´n que satisface condiciones adecuadas y la sen˜al de control u pertenece a
una familia especial U de funciones con valores en un subconjunto U de Rn. Una vez elegido un control u, el
sistema de la ecuacio´n (2.1) determina una trayectoria o estado x con condicio´n inicial x0 en el momento t0. Lo
cual se representa para sistemas de control lienal por variables de estado de la forma de las ecuaciones (2.2) y
(2.3):
˙X(t) = Ax(t)+Bu(t) (2.2)
Y = Cx(t)+Du(t) (2.3)
2.3. Optimizacio´n en sistemas de control automa´tico
Despue´s de obtener el modelo matema´tico bajo las especificaciones de la representacio´n de sistemas en el
espacio de estados, el cual da una descripcio´n aproximada del modelo real, y teniendo en cuenta las propiedades
que esta representacio´n tiene, la cual se planteo en el Anexo, se entra a describir de que´ forma el control o´ptimo
entra a hacer parte de la forma de bu´squeda de nuevas soluciones para el control de sistemas dina´micos, donde
ya no solo se desea controlar dichos sistemas, si no que estas acciones de control se vuelvan las o´ptimas,
es decir, que la Medida de rendimiento sea un para´metro para el disen˜ador donde e´ste debe escogerlo a su
criterio para optimizar un sistema. De manera que un control o´ptimo se define como aquel que minimiza
(o´ maximiza) la medida de rendimiento.
Entonces los sistemas de control o´ptimo se basan fundamentalmente en las te´cnicas de optimizacio´n, las
cuales consisten en la bu´squeda del espacio de los para´metros variables del controlador “Que para este caso
es el LQR” en funcio´n de algu´n ı´ndice de desempen˜o, con el objetivo de minimizarlo o maximizarlo; donde la
mayorı´a de los problemas de control automa´tico en los que se aplica una te´cnica de control o´ptimo consisten en
encontrar un control admisible u∗ que cause una trayectoria o´ptima x∗ que minimice la medida de rendimiento
J. y que a su vez se mantengan las condiciones necesarias y suficientes para la existencia de un control
adecuado, con unicidad, y estabilidad para el sistema.
La forma ma´s utilizada para obtener una funcio´n objetivo, es ajustar en el sistema real o utilizando un
modelo, las entradas y los para´metros de los controladores. El modelo a construir tambie´n debe poseer
ecuaciones de equilibrio, relaciones de disen˜o y ecuaciones de propiedades fı´sicas que describan los feno´menos
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fı´sicos que tienen lugar en el sistema.
En tal caso, se requiere que el estado final se de en un tiempo mı´nimo y con el mı´nimo uso de energı´a,
es decir, se desea minimizar una funcio´n que depende del estado del sistema x˙ y del control u; la cual es llamada
la funcio´n de desempen˜o:




Donde L y ℓ son funciones que satisfacen condiciones adecuadas. La funcio´n L representa el costo incurrido
por el desplazamiento de x˙ y por la fuerza realizada de u, mientras que la funcio´n l representa la penalizacio´n
por la desviacio´n del estado x f en el instante final t f de un estado deseado x f .
Los tipos de sistemas que se trabajan en problemas de control automa´tico esta´n caracterizados por ser
sistemas dina´micos, es decir, que sus respuestas son variables con el tiempo. Entonces las te´cnicas funda-
mentales de optimizacio´n que trabajan para sistemas esta´ticos “optimizacio´n exacta” impiden que puedan ser
aplicadas para sistemas dina´micos, ya que es imposible de obtener respuestas que aseguren intertemporalmente
el o´ptimo en una funcio´n objetivo. La optimizacio´n dina´mica, en cambio, resuelve este problema al obtener
trayectorias temporales de cada variable en un perı´odo previamente definido.
Uno de los me´todos mas utilizados por los investigadores para esta optimizacio´n, es el me´todo de Pro-
gramacio´n Dina´mica desarrollado por Bellman en 1957. La preferencia por este me´todo ha sido determinada
por su facilidad para incorporar a los modelos la influencia de perturbaciones estoca´sticas.
Desafortunadamente no siempre los problemas de control planteados tienen una solucio´n cerrada, en ge-
neral, debido a las formas funcionales habitualmente utilizadas para modelar la evolucio´n del sistema, esto
presenta una falencia en la utilizacio´n de este tipo de te´cnicas de optimizacio´n, resultando ası´ la necesidad de
buscar nuevas soluciones para este problema.
Una forma de resolver esta dificultad es utilizar los algoritmos gene´ticos, los cuales son te´cnicas de
bu´squeda y optimizacio´n para resolver problemas dina´micos en donde no existen te´cnicas matema´ticas
especializadas para resolverlos y donde las te´cnicas de optimizacio´n cla´sicas “exactas” no funcionaran de
manera apropiada.
La utilizacio´n de estas te´cnicas nuevas de optimizacio´n requieren un tipo especı´fico de funcio´n a opti-
mizar “ı´ndice de desempen˜o” el cual tendra´ para´metros que sera´n hallados a partir de dichas te´cnicas de
optimizacio´n dina´mica, debido a naturaleza variable de las salidas del sistema. Surgiendo ası´ la llamada
aproximacio´n lineal cuadra´tica, la cual hace parte de un ı´ndice cuadra´tico de desempen˜o, que da inicio a un
tipo de control denominado controlador lineal o´ptimo cuadra´tico (LQR).
Que fundamentalmente consiste en evaluar la solucio´n de una expansio´n cuadra´tica de la funcio´n objeti-
vo en un entorno del estado estacionario del modelo, linealizando adema´s la ecuacio´n de movimiento del
problema.
De manera que la vinculacio´n de un criterio de desempen˜o para los sistemas dina´micos de control automa´tico,
con el cual se busca sujetar el sistema a un criterio de optimizacio´n que entreguen respuestas o´ptimas, consiste
en poder implementar un tipo de controlador que tenga una dina´mica parecida a la del ı´ndice de desempen˜o
propuesto y haga parte de la ley de control de realimentacio´n de variables de estado, el cual permita hacer uso de
las te´cnicas de optimizacio´n dina´mica para encontrar “Sintonizar” los para´metros que lo conforman, y devuel-
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va los valores del vector de ganancias de realimentacio´n de estados K pertenecientes a la ley de control utilizada.
La forma de obtener los valores de K, despue´s de haber conseguido los para´metros del controlador me-
diante las te´cnicas de optimizacio´n dina´mica que para el problema de este trabajo sera´n los algoritmos
gene´ticos; esta dada por la utilizacio´n de una funcio´n objetivo cuadra´tica y el uso de la ecuacio´n de movimiento
lineal del sistema, en donde dicha funcio´n, por medio del problema de optimizacio´n dina´mica para horizonte
infinito, tiene solucio´n cerrada (dada por la solucio´n de una ecuacio´n algebraica de Ricatti). Se habra´ aproxi-
mado de esta forma el problema del controlador LQR a otro de solucio´n relativamente sencilla, dependiendo de
los para´metros del mismo, obtenidos por los algoritmos gene´ticos.
Adicionalmente, el problema lineal-cuadra´tico tiene la propiedad de cumplir con el principio de equiva-
lencia cierta. Por lo cual resulta sencillo resolver problemas estoca´sticos que se presenten en forma adecuada,
por ejemplo como una perturbacio´n aleatoria aditiva en la ecuacio´n de movimiento.
2.4. Funcio´n objetivo (´Indice de desempen˜o)
La formulacio´n del control o´ptimo anteriormente descrita, se ha definido para satisfacer un ı´ndice de de-
sempen˜o en el tipo de controlador a utilizar y el cual hace parte de la ley de realimentacio´n de variables
de estado. Por la naturaleza del problema a tratar se ha optado por la utilizacio´n de un controlador multiva-
riable, el cual tiene como caracterı´stica principal la minimizacio´n de una funcio´n cuadra´tica, y es llamado
Regulador Lineal Cuadra´tico (LQR).
El ı´ndice de desempen˜o utilizado por el LQR puede tener diferentes formas de representacio´n sin salirse
de su objetivo principal que es determinar una trayectoria o´ptima para la variable de control u(t), que garantice
la regulacio´n de los estados o el seguimiento de los mismo para una sen˜al de referencia, y al mismo tiempo
comprometa el o´ptimo de la funcio´n objetivo.
Estos ı´ndices de desempen˜o definen la medida de la desviacio´n del comportamiento del sistema contro-
lado real con respecto al ideal. Esta medida determina la naturaleza del control o´ptimo resultante, el cual puede
ser lineal, no lineal, estacionario o variable en el tiempo, segu´n la forma del ı´ndice de desempen˜o, en general,
la eleccio´n de este´ ı´ndice se hace despue´s de haber delimitado el sistema (modelo matema´tico), y de haber
definido un criterio sobre el cual basar la evaluacio´n del disen˜o. Resultando ası´ varios criterios para basarse, por
ejemplo, criterios de minimizacio´n de tiempo, criterios energe´ticos y de produccio´n, criterio de minimizacio´n
de la suma de los esfuerzos de control y las desviaciones de la sen˜al de salida de su valor deseado. Sin embargo,
es imposible poder seguir todos los criterios al mismo tiempo, ası´ que lo ma´s comu´n es escoger uno de los
criterios como primario y el resto como secundarios, creando a´mbitos aceptables estableciendo ası´ el disen˜o. En
este trabajo se escogera´ el ı´ndice de desempen˜o cuadra´tico que hace parte del controlador LQR como primario,
y el que hace parte del algoritmo gene´tico como secundario, para de esta forma involucrar un compromiso entre
una evaluacio´n del comportamiento del sistema y el correcto desempen˜o del algoritmo gene´tico.
Algunos de los posibles ı´ndices de desempen˜o que se introducen en el problema de control o´ptimo LQR
se exponen en este trabajo como parte de la funcio´n objetivo del controlador y como funcio´n objetivo del
algoritmo gene´tico, sera´n los siguientes:
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2.4.1. Problemas de tiempo mı´nimo
Este ı´ndice tiene el objetivo de encontrar el control u que conduce el sistema desde un estado inicial dado x0
hacia un estado final x f en el menor tiempo posible y tiene la forma de la ecuacio´n (2.5).





Este ı´ndice tiene el objetivo de minimizar el error incurrido al pasar de un estado inicial a otro y tiene la forma
de la ecuacio´n (2.6).
eT (t1)Qe(t1) (2.6)
Donde e(t)=x(t)-r(t) y Q es una matriz n×n sime´trica real definida positiva.
2.4.3. Esfuerzo mı´nimo
Este ı´ndice tiene el objetivo de minimizar la energı´a utilizada en el control para llegar de un estado inicial a un




2.4.4. Problema del seguimiento (Tracking Problem)
Este ı´ndice sera´ el utilizado por el tipo de controlador que se aplicara en este trabajo. Tiene como objetivo
principal, seguir lo ma´s ra´pido posible el cambio en la entrada r(t) de un sistema en el intervalo t0 ≤ t ≤ t1. Y






Donde Q es real, sime´trica y semidefinida positiva. Si las funciones u(t) son no acotadas entonces la minimi-
zacio´n del ı´ndice de la ecuacio´n anterior puede conducir a un vector de control con componentes infinitas. Este
hecho es inaceptable en problemas cotidianos. Por tanto, para restringir el esfuerzo total del control, se puede





eT Qe+uT Ru)dt (2.9)
Entonces para la parte del controlador LQR lo mas importante sera´ minimizar el error que se presente en las
variables de estado ante una referencia y el esfuerzo de la sen˜al control. Es decir, si lo ma´s importante son los
estados, se debe elegir Q grande, mientras que si es esencial que la energı´a empleada en el control sea pequen˜a,
entonces debe tomarse grande el valor de R.
2.4.5. ITAE
Este es un ı´ndice de desempen˜o cuantitativo del sistema, el cual tiene como objetivo la minimizacio´n del error a
medida que varia en el tiempo, es decir, se hace una multiplicacio´n del error por el tiempo con el fin de reducir
la contribucio´n del error en el intervalo [0,T ]. Es un ı´ndice necesario para la operacio´n de sistemas en control
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Como se describe en el ape´ndice A, los me´todos de control basados en realimentacio´n de estados son
ma´s flexibles y potentes que los correspondientes a la teorı´a del control cla´sico. En particular, permiten la
asignacio´n de los polos en lazo cerrado a “voluntad”. Tambie´n se ha discutido co´mo estos me´todos pueden ser
complementados con te´cnicas de optimizacio´n de estados para mejorar el desempen˜o de los mismos, a partir de
algunos cuestionamientos enunciados a continuacio´n:
Ni en los me´todos de disen˜o de control cla´sico, ni en los de realimentacio´n de estados para la asigna-
cio´n de polos, se expone explı´citamente el compromiso que existe entre las especificaciones dina´micas y el
“costo” para poder cumplirlas (por ejemplo, entre el tiempo de respuesta de la variable controlada y la accio´n
de control necesaria).
Las restricciones en el control pueden imposibilitar un disen˜o de polos dominantes. Esto puede dificul-
tar seriamente la seleccio´n de los polos de lazo cerrado para cumplir determinadas especificaciones de disen˜o
(como las que vinculan el sobrepaso, el tiempo de establecimiento, etc). Adicionalmente, si existe un espacio
no controlable, so´lo algunos valores propios podrı´an ser asignados, y por consiguiente, difı´cilmente pueda
hacerse un disen˜o con polos dominantes.
En sistemas MIMO no existe una correspondencia entre la respuesta temporal y la localizacio´n de los
polos. Efectivamente, en estos sistemas, la misma asignacio´n de polos puede hacerse con distintos juegos
de ganancias, y de hecho, dan lugar a distintas respuestas temporales. Con las ganancias de realimentacio´n
obtenidas, se puede mejorar la respuesta de seguimiento de un sistema, al asociarlas a la amplitud del error.
De estos cuestionamientos se da la motivacio´n para el desarrollo de la teorı´a de control o´ptimo, expues-
ta en la seccio´n inicial de este capitulo.
La configuracio´n del modelo del puente gru´a presentado en el capitulo de modelado del sistema presen-
tado en este trabajo es multivariable, por tener una entrada y dos salidas; aunque una de las salidas sea para
regulacio´n.
Adema´s, este modelo es no lineal, debido a que las variables de estado esta´n multiplicadas entre ellas, por sus
derivadas y multiplicaciones por funciones seno y coseno. De manera que por lo anterior, resulta un sistema a
controlar multivariable y no lineal.
Para la realizacio´n de este trabajo se empleara un controlador lineal multivariable con realimentacio´n de
estado, y se propone el denominado control o´ptimo lineal cuadra´tico (Linear Quadratic Regulador). La eleccio´n
de este tipo de control se basa en su relativa sencillez mediante la utilizacio´n de la herramienta computacional
MatLab. Al ser un controlador lineal, su ca´lculo se efectu´a sobre el modelo, previamente linealizado, y
como las te´cnicas lineales para modelos de estados, propone una ley de control (u=−K D x), muy robusta, tanto
en tiempo continuo como para tiempo discreto, lo que permite su implementacio´n en sistemas de control digital.
El controlador permite la solucio´n del problema conocido como LQR el cual es un problema de regula-
cio´n. Este controlador trata de mantener al sistema en un estado lo ma´s cercano al de reposo x=0, haciendo uso
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mı´nimo de la sen˜al de control u. El problema de regulacio´n se resuelve a partir de la optimizacio´n de un ı´ndice
de desempen˜o cuadra´tico, usando la ecuacio´n algebraica de Ricatti, dando lugar a una solucio´n lineal, la cual es
considerada como el vector de ganancias de realimentacio´n de estados K. El ı´ndice de desempen˜o cuadra´tico
que caracteriza al LQR se presenta en la ecuacio´n (2.11). [17]




xT Qx+uT Ru)dt (2.11)






xT Qx+uT Ru)dt (2.12)
Los te´rminos que hacen parte del ı´ndice de desempen˜o se interpretan de la siguiente manera:
[x]T · [Q] · [x]: es una medida de la desviacio´n de los estados respecto los estados deseados.
[u]T · [R] · [u]: es una medida del esfuerzo del control.
[x(t f )]T · [P0] · [x(t f )]: es una medida de la desviacio´n de los estados respecto los estados deseados en el instante
final del intervalo de optimizacio´n.
Este ı´ndice de desempen˜o esta compuesto por dos partes; [17] una trata de transferir al sistema (El
puente gru´a para este trabajo) desde un estado inicial x0 a un estado deseado x f (normalmente el estado de
equilibrio o reposo del sistema x f =0) con un costo mı´nimo del valor cuadra´tico medio del error, es decir, que la
relacio´n x-x f se puede considerar como el error instanta´neo del sistema. Pero si x f =0 (regulacio´n del estado),
entonces x0 es el mismo error. De manera que el costo correspondiente a las desviaciones del estado de reposo






Donde Q es una matriz hermitica definida positiva (o semidefinida positiva) y sime´trica real; donde sus ele-
mentos penalizan respectivamente el error del estado x. De modo que el producto de xtx es un escalar de valor∣∣x2∣∣ = x21 + x22 · · ·+ x2i , que representa la energı´a normalizada de x; el subı´ndice n indica el nu´mero de estados.













0 0 0 qnn


Donde qii representa el peso que se le da al estado al momento de evaluar su contribucio´n al ı´ndice de desempen˜o
J y el producto de xT Qx queda de la forma (2.14).
xT Qx = q11x12 +q22x22 + . . .+qiix2i (2.14)
Cuanto mayor es el valor de qii, mayor es la penalizacio´n o peso que se le dara´ al estado x j para regularlo
(llevarlo a cero). Dado que Q es diagonal, esta penalizacio´n se hace para cada variable de estado de forma
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q j1 qi j


Se hace la penalizacio´n a cada una de las variables de estado, y a su vez a las relaciones que existen entre ellas.
El segundo te´rmino que compone el ı´ndice de desempen˜o de la ecuacio´n (2.12) hace parte del esfuerzo
de control que se aplica al sistema; el cual trata de transferir el estado de un sistema desde x0 hasta x f con un







Donde R es una matriz hermitica definida positiva y sime´trica real. Esta matriz determina el costo energe´tico
de la accio´n de control y los valores que se le dan a esta; representan el peso que se asigna a cada variable de
control en el gasto de energı´a. Las dimensiones de la matriz R dependen del nu´mero de variables de control,
que para este caso es un u´nico valor; debido a que solo se tiene una sen˜al de control proveniente del motor DC.
Si los valores de R son mucho mayores que los valores de Q: La contribucio´n del control u es muy
grande comparada con la contribucio´n del estado x. Pero esto hace empeorar el comportamiento de los estados.
Si los valores de Q son mucho mayores que los valores de R: Mejora la respuesta del sistema. El vector de
variables de estado sera´ penalizado, pero las sen˜ales de control u pueden ser muy grandes.
En general, cuanto mayor sean los coeficientes, ma´s se optimiza la variable que corresponda. En la ma-
yorı´a de las aplicaciones, las matrices Q y R son matrices diagonales, por lo que los funcionales J1 y J2 adoptan

























Para un sistema con n variables de estado y m sen˜ales de entrada. Si el sistema posee una sola entrada, entonces
la matriz R se convierte en un escalar, como es el caso del sistema tratado en este trabajo. Luego, si se suman
las ecuaciones (2.16) y (2.17) , se obtiene la ecuacio´n (2.12) que describe el LQR. [17, 20, 21]
A continuacio´n se hara´ una descripcio´n del controlador LQR en tiempo continuo y discreto. Para darle
una mejor continuidad en la lectura y comprensio´n de este capitulo.
2.5.1. LQR Continuo
Dado el sistema lineal determinı´stico en tiempo continuo
x˙ = Ax(t)+Bu(t) (2.18)
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y = Cx(t)+Du(t) (2.19)
u(t) =−Kx(t) (2.20)
Se usara´ el segundo me´todo de Lyapunov para resolver el problema del control o´ptimo formulado.
Primero se fijan las condiciones de estabilidad y luego se disen˜a el controlador dentro de e´sas condiciones. El
me´todo supone que el sistema es controlable. Si se reemplaza la ecuacio´n (2.20) en la ecuacio´n (2.18) se tiene
x˙ = Ax(t)−BKx(t) = (A−BK)x(t) (2.21)






xT Qx+uT Ru)dt (2.22)
y asumiendo que (A-BK) es estable, es decir, tiene todos los polos con parte real negativa, se sustituye (2.20)











xT (Q+KT RK)xdt (2.23)
Usando las condiciones, para que la candidata
V(x) = xT Px (2.24)
donde P es una matriz hermitica definida positiva, si se verifica que esta matriz es definida positiva el sistema
es estable.
sea Funcio´n Lyapunov, entonces su derivada temporal debera´ ser definida negativa. Derivando en el
tiempo a la funcio´n candidata V (x),
˙V(x) = x˙T Px+xT Px˙ (2.25)
reemplazando la ecuacio´n (2.21) en la derivada temporal de x, se tiene que
˙V(x) = xT (AT P+PA)x−xT (KT BT P+PBK)x (2.26)
El primer te´rmino entre pare´ntesis requiere que sea definido por una matriz negativa para que la candidata V (x)
propuesta sea funcio´n de Lyapunov. Por lo tanto debe cumplirse que
−Q = AT P+PA (2.27)
donde Q debe ser definida positiva. Para verificar la existencia de P, se hace el estudio sobre (AT P+PA)=−I,
igualando a la matriz identidad. Obteniendo ası´ las relacio´n existente entre la funcio´n Lyapunov V (x) y su
derivada temporal de la forma de la ecuacio´n (2.28)
¶
¶ t
(xT Px) = xT (AT P+PA)x =−xT Qx (2.28)
30
2.5. Regulador lineal cuadra´tico LQR
Retomando la ecuacio´n (2.26) el segundo te´rmino, debe ser definido positivo, y se hara´ la igualdad
KT RK = KT BT P+PBK (2.29)
teniendo en cuenta la ecuacio´n (2.22), la derivada temporal de V (x) debera´ cumplir con la relacio´n
˙V(x) =−xT (Q+KT RK)x (2.30)
Igualando las expresiones, se tiene que
¶
¶ t
(xT Px) =−xT (Q+KT RK)x (2.31)
Derivando respecto a t, se tiene





x =−xT (Q+KT RK)x (2.32)
que debe resolverse en P sime´trica y definida positiva. Como la condicio´n (2.32) debe cumplirse para todo x ∈





= Q+KT RK (2.33)
corresponde al argumento del funcional de costos a minimizar, y definiendo a la funcio´n ζ como
ζ = Q+KT RK+(A−BK)T P+P(A−BK) (2.34)
Para hallar K, se minimiza la expresio´n (2.34) respecto de K, teniendo en cuenta las reglas de derivacio´n matri-
cial e igualando a 0 el resultado verificando que la derivada segunda de (2.34) sea positiva para que el extremo







∂x = 2Xx; (2.35)
pero la tercera propiedad so´lo es va´lida si X es sime´trica. Derivando la ecuacio´n (2.34) respecto a K, se tiene
∂ζ
∂K = B
T P+BT P+2RK (2.36)




que es definida positiva, lo que indica que el extremo de la derivada primera es un mı´nimo. Por lo tanto, igua-
lando a cero la derivada primera y despejando K se tiene que
K = R−1BT P (2.38)
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La ley de control sera´, entonces
u(t) =−R−1BT Px(t) (2.39)
Reemplazando el valor de K en la igualdad (2.38) se obtiene el valor mı´nimo de la funcio´n implı´cita. Ası´:
0 = KT RK+(A−BK)T P+P(A−BK)+Q = KT RK− (BK)T P+AT P+PA−PBK+Q
reemplazando, entonces, K por la ecuacio´n (2.38), se tiene
0 = (R−1BT P)T RR−1BT P− (BR−1BT P)T P+AT P+PA−PBR−1BT P+Q
0 = (BT P)T (R−1)T BT P− (BT P)T (BR−1)T P+AT P+PA−PBR−1BT P+Q
que operando, se llega a
AT P+PA−PBR−1BT P+Q = 0 (2.40)
que es la Ecuacio´n de Riccati reducida. [20, 21, 22, 21]
2.5.2. LQR Discreto
La formulacio´n del problema de control para el Regulador ´Optimo lineal en tiempo discreto es la siguiente.
Dado el sistema lineal determinı´stico en las ecuaciones (2.41) y (2.42)
x(k +1) = Akxk +Bkuk (2.41)
yk = Ckxk +Dkuk (2.42)
Se desea encontrar una ley de control uk que haga evolucionar al proceso desde x(0) 6= 0 a x(N)=0 minimizando






xTk Qxk +uTk Ruk
]
+xTNSxN (2.43)
con S y Q sime´tricas y semidefinidas positivas y R sime´trica y definida positiva.
Para encontrar la ley de control uk, existen diversos me´todos, entre los ma´s difundidos esta´n los basados
en el principio de optimalidad de Bellman y los que emplean los multiplicadores de Lagrange. Para el caso en
que N tienda a infinito en la definicio´n del funcional (2.43), se tiene una formulacio´n del problema conocida
como de estado estacionario donde pierde sentido el te´rmino xTNSxN ya que al ser estable el sistema controlado
este siempre sera´ nulo, la cual admite un procedimiento de co´mputo basado en la Teorı´a de Lyapunov.
Formulacio´n del problema de estado estacionario
Se propone formular el problema de control o´ptimo para emplear la Teorı´a de Lyapunov, que considera un
sistema dina´mico en estado estacionario. Dado el modelo dina´mico de las ecuaciones (2.41) y (2.42), se desea
encontrar una ley de control uk [15, 16, 18, 24]
uk =−K ·xk (2.44)
32
2.5. Regulador lineal cuadra´tico LQR





xTk Qxk +uTk Ruk (2.45)
donde Q es sime´trica y semidefinida positiva, y R es sime´trica y definida positiva. Para resolver e´ste problema,
se empleara´ el Teorema de estabilidad de Lyapunov.
Estabilidad en tiempo discreto
El ana´lisis de estabilidad en el sentido de Lyapunov sirve para sistemas lineales o no lineales de tiempo discreto,
variantes o invariantes en el tiempo. Se basa en el segundo me´todo de Lyapunov.
Teorema:
Sea el sistema en tiempo discreto
x(k+1)T = f (xkT ) (2.46)
donde x ∈ Rn, f (x) ∈ Rn, f (0) = 0, y T es el perı´odo de muestreo. Se emplea una funcio´n que contempla la
energı´a del sistema, y de e´sta funcio´n se calcula la diferencia temporal, es decir, que dada
V (xkT ) = Funcion candidata
y la funcio´n diferencia para dos intervalos de muestreo se define como




−V (xkT ) (2.47)
Si existe una funcio´n escalar continua V (x) tal que:
1. V (x) > 0 ∀x 6= 0
2. D V (x) < 0, D V (x) = V ( f (xkT ))−V (xkT )
3. V (0) = 0
4. V (x)→ ¥ con ||x|| → ¥
entonces el estado de equilibrio x = 0 es asinto´tica-globalmente estable y V (x) es una funcio´n de Lyapunov.
No´tese que 2 puede ser reemplazado por D V (x) ≤ 0 ∀x, y D V (x) no se hace cero para toda secuencia
xkT solucio´n de (2.46).
Suponiendo que en el sistema de la ecuaciones (2.41) y (2.42) se hace uk = 0, se propone la siguiente
funcio´n candidata de Lyapunov
V (xk) = xTk Pxk (2.48)
donde P es sime´trica y definida positiva. Entonces, se calcula
D V (xk) = V (Axk)−V (xk)
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Reemplazando en (2.48) se tiene
D V (xk) = (Axk)T PAxk−xTk Pxk





Para asegurar estabilidad asinto´tica, se impone que la funcio´n en (2.49) sea definida negativa, y se puede escribir
D V (xk) =−xTk Qxk (2.50)
donde Q es definida positiva, da la condicio´n suficiente para estabilidad asinto´tica
−Q = AT PA−P (2.51)
Es conveniente especificar Q sime´trica y definida positiva, y luego verificar que P - determinada por la (2.51)-
es definida positiva o no. Si P es definida positiva, entonces la V (x) propuesta por (2.48) es funcio´n de
Lyapunov y se demuestra estabilidad.
Por otro lado, no´tese que de la ecuacio´n (2.48), al calcular su diferencia temporal como
D V (xk) = V (xk+1)−V (xk)
resulta
D V (xk) = xTk+1Pxk+1−xTk Pxk (2.52)
y a su vez al igualar al lado derecho de la ecuacio´n (2.48), resulta
−xTk Qxk = xTk+1Pxk+1−xTk Pxk (2.53)
Problema de control o´ptimo discreto estacionario







Ahora se busca la solucio´n al problema de control en tiempo discreto en estado estacionario, que se basa en la
ecuacio´n (2.44), pero si la accio´n de control no es nula, aparece la modificacio´n de incorporar el controlador.
Ası´, para el caso en que uk 6= 0 en (2.42), se reemplaza la ley de control (2.44), y se tiene que la ecuacio´n (2.53)
se transforma en
−xTk
(Q+KT RK)xk = xTk+1Pxk+1−xTk Pxk (2.55)
si se hace coincidir a la matriz Q en (2.53) con el argumento de ponderacio´n de la forma cuadra´tica de la
ecuacio´n (2.54).
De aquı´ que minimizando (2.54) con respecto a K, se encuentra la ley de control o´ptima (2.44). Para
34
2.5. Regulador lineal cuadra´tico LQR
ello, se opera en la igualdad (2.55) que puede escribirse como:
−xTk
(Q+KT RK)xk = xTk ((A−BK)T P(A−BK)−P)xk (2.56)
´Esta u´ltima igualdad debe cumplirse para todo valor de xk, por lo tanto, se tiene que minimizar
Q+KT RK =−(A−BK)T P(A−BK)+P (2.57)
con respecto a K es lo mismo que hacerlo en la ecuacio´n (2.54). Para ello, se define una funcio´n a partir de la
ecuacio´n (2.57) como
ς = Q+KT RK+(A−BK)T P(A−BK)−P (2.58)








∂FT (x) ·X ·F(x)
∂x (2.59)
Para minimizar a la expresio´n de la ecuacio´n (2.58), se deriva respecto a K, se iguala a cero y se despeja K en
el extremo. Para demostrar que es un mı´nimo, se hace la derivada segunda de la ecuacio´n (2.58) respecto a K,
















cuyo resultado es una matriz definida positiva. Por lo tanto, el extremo en cuestio´n es un mı´nimo. Operando
para despejar K de la derivada primera
RK = BT PA−BT PBK
es decir
RK+BT PBK = BT PA
y de aquı´
K = (R+BT PB)−1BT PA (2.60)
Reemplazando el valor de K o´ptimo encontrado en la ecuacio´n (2.57), se llega a la Ecuacio´n de Riccati de estado
estacionario. Para ello, se reemplaza entonces la (2.60) en la (2.58). Entonces, operando primero a la ecuacio´n
(2.58):
Q+AT PA+KT RK−AT PBK− (BK)T PA+(BK)T PBK = P (2.61)
donde el lado derecho y los primeros dos te´rminos del lado izquierdo no dependen de K, pero sı´ los te´rminos
desde el tercero hasta el sexto.
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)T ((R+BT PB)−1)T R(R+BT PB)−1 BT PA



















)T ((R+BT PB)−1)T BT PA




















)T ((R+BT PB)−1)T BT PB(R+BT PB)−1 BT PA
No´tese que todos los te´rminos se expresaron como una forma cuadra´tica de BT PA, por lo tanto, se puede hacer
la suma de los te´rminos y agruparlos reemplaza´ndolos en la ecuacio´n (2.61), entonces operando se tiene
P = Q+AT PA+ (BT PA)T
(((
R+BT PB










)−1)T BT PB(R+BT PB)−1BT PA
que operando con el primer y cuarto te´rmino dentro del pare´ntesis, para agrupar como forma cuadra´tica, se tiene
((
R+BT PB
)−1)T (BT PB+R)(R+BT PB)−1− (R+BT PB)−1−((R+BT PB)−1)T
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que sera´ el te´rmino medio de la forma cuadra´tica en BT PA, finalmente, la ecuacio´n (2.61) queda
P = Q+AT PA− (BT PA)T (R+BT PB)−1BT PA (2.62)
que es la ecuacio´n de Riccati de estado estacionario en tiempo discreto. A su vez, operando se llega a
P = Q+AT P(I+BT R−1BT P))−1 A (2.63)
o equivalente
P = Q+AT (P−1 +BT R−1BT )−1 A (2.64)
Para el disen˜o del controlador, debe resolverse la Ecuacio´n de Riccati en P. [18, 21, 22, 23]
2.6. Control y estimacio´n de las variables de estados
Cuando se utiliza la representacio´n de variables de estados para controlar un sistema, dicho controlador es el
llamado control por realimentacio´n de variables de estada, el cual tiene como condicio´n indispensable que el
sistema tenga las propiedades de ser completamente controlable y para usar obsevador.
La controlabilidad es la propiedad que indica si el comportamiento de un sistema puede ser controlado
por medio de sus entradas, mientras que la observabilidad es la propiedad que indica si el comportamiento
interno del sistema puede detectarse en sus salidas.
Estos conceptos describen la interaccio´n entre el mundo externo (entradas y salidas) y las variables
internas del sistema (estados). [15, 16]
2.6.1. Controlabilidad
La controlabilidad tiene que ver con la posibilidad de llevar al sistema de cualquier estado inicial x(to) a cual-
quier estado final x(t f ) en un intervalo de tiempo finito, no importando que trayectoria se siga. Un sistema
exhibe controlabilidad completa si todos los estados son controlables.
Caso en tiempo continuo
Considerando el sistema en tiempo continuo defino por
x˙ = Ax+Bu (2.65)
y = Cx+Du (2.66)
La condicio´n para que el sistema dado por la ecuaciones (2.65) y (2.66) sea completamente controlable, es que
la matriz de controlabilidad C sea de rango completo, es decir, el rango de C es igual a n; el nu´mero de estados.
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Caso en tiempo discreto
Considerando el sistema en tiempo discreto defino como
x(k +1) = Fx(k)+Gu(K) (2.68)
y(k) = Cx(k)+Du(K) (2.69)
Se asume que u(k) es constante para k ≤ t ≤ (k + 1). Se dice que el sistema muestreado dado por la ecuacio´n
(anterior) es controlable de estado completo si existen r secuencias de control continuo a trozos ui(k) definida
sobre un nu´mero finito de periodos de muestreo, iniciando desde cualquier estado x(k), este pueda ser transferido
a el estado deseado x f en n periodos de muestreo. Puede probarse que la condicio´n para la controlabilidad

















sea de rango completo (2.70)
2.6.2. Obsevabilidad
Hay que sen˜alar que la funcio´n principal de un observador es la de estimar las variables de estado con base en
las mediciones de las variables de salida y del control de los sistemas.
Ya que, en la pra´ctica, no todas las variables esta´n disponibles para su realimentacio´n. Entonces, se ne-
cesita estimar las que no esta´n disponibles. Es importante sen˜alar que se debe evitar diferenciar una variable
de estado para generar otra que se necesita para cumplir con la totalidad de todas las variables de estado. La
diferenciacio´n de una sen˜al siempre decrementa la relacio´n sen˜al a ruido. En ocasiones, la relacio´n sen˜al a
ruido se decrementa varias veces mediante un proceso u´nico de diferenciacio´n. Entonces por lo anterior se ha
buscado otros me´todos para estimar las variables de estado que no sean a trave´s de un proceso de diferencia-
cio´n. La estimacio´n de las variables de estado por lo general se denomina observacio´n. Un dispositivo (o un
programa) que estima u observa las variables de estado se llama observador de estado o simplemente observador.
El problema es que no teniendo acceso a todos los estados, no es posible conocer todas sus condiciones
iniciales. Entonces la funcio´n del observador es ir reduciendo a medida que avanza el tiempo, la diferencia
entre los estados reales y los estados estimados producto de esa diferencia en las condiciones iniciales.
Si el observador de estado capta todas las variables del sistema, sin importar si algunas esta´n disponi-
bles para una medicio´n directa, se denomina observador de estado de orden completo. Para cuando no hay
necesidad de hacer observacio´n de todas las variables de estado, si no solo de las que no se miden. Como por
ejemplo, dado que las variables de salida son observables y se relacionan en forma lineal con las variables de
estado, no se necesita observar todas las variables de estado, sino so´lo las n-m variables de estado, en donde n
es la dimensio´n del vector de estado y m es la dimensio´n del vector de salida. Un observador que estima menos
de n variables de estado, se denomina observador de orden reducido.
Este u´ltimo sera´ el empleado en este trabajo. Debido a que dos de las variables de estados son medi-
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bles, las cuales son la posicio´n (carro) y el a´ngulo (pe´ndulo). La estimacio´n se realizara para las otras dos
variables, las cuales son la Velocidad del puente (carro) y la velocidad angular. [1, 15, 16, 17, 18, 24, ?]
Caso en tiempo continuo
La condicio´n para que el sistema dado por las ecuaciones (2.65) y (2.66) sea completamente observable, es que
la matriz de observabilidad O sea de rango completo, es decir, el rango de O es igual a n; el nu´mero de estados.














Observador de orden reducido continuo
En el modelo de espacio de estados de las ecuaciones (2.18) y (2.19) es posible conocer algunas de las variables
del vector de estado x directamente. Por tanto, se puede disen˜ar un observador de estado de orden reducido,
donde se estimen u´nicamente las variables de estado restantes. [15] Sean
x1: vector de estado que se puede medir directamente.
x2: vector de estado que no se puede medir directamente.



























donde C1 es cuadrada y no singular, por lo que se puede obtener x1 directamente con la relacio´n
x1 = C−11 y (2.74)
y si las variables de estado corresponden directamente a las salidas del sistema, se tiene que C1 = I. A partir de
la ecuacio´n (2.72) se pueden escribir las ecuaciones para x1 y x2 como
x˙1 = A11x1 +A12x2 +B1u (2.75)
x˙2 = A21x1 +A22x2 +B2u (2.76)
y de la ecuacio´n (2.75) se puede obtener la ecuacio´n de salida dada por
x˙1−A11x1−B1u = A12x2 (2.77)
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donde los te´rminos x˙1−A11x1−B1u corresponden a cantidades conocidas. La ecuacio´n (2.94) se puede rees-
cribir como
x˙2 = A22x2 +A21x1 +B2u (2.78)
donde los te´rminos A21x1 +B2u son cantidades conocidas. La ecuacio´n (2.94) describe la dina´mica de cambio
de las variables que no pueden ser medidas directamente. Para estas variables se puede formular un observador
como




donde y′ son las variables conocidas de la ecuacio´n (2.77) dadas por
y′ = x˙1−A11x1−B1u = A12x2 (2.80)
y con C′ = A12. Se tiene entonces la ecuacio´n para el observador de orden reducido como
˙x˜2 = A22x˜2 +A21x1 +B2u+L(x˙1−A11x1−B1u−A12x˜2) (2.81)
Reescribiendo la ecuacio´n (2.81) se tiene
˙x˜2 = (A22−LA12) x˜2 +A21x1 +B2u+L(x˙1−A11x1−B1u) (2.82)
donde los te´rminos A21x1 +B2u+L(x˙1−A11x1−B1u) son conocidos. Sin embargo, en la ecuacio´n (2.82) se
tiene el te´rmino x˙1. Para eliminarlo, se reescribe como
˙x˜2−Lx˙1 = (A22−LA12) x˜2 +(A21−LA11)x1 +(B2−LB1)u (2.83)
se le suma el te´rmino (A22−LA12)Lx1 a la ecuacio´n (2.83) y se reescribe como
˙x˜2−Lx˙1 = (A22−LA12)(x˜2−Lx1)+ [(A21−LA11)+(A22−LA12)L]x1 +(B2−LB1)u (2.84)
y si se considera η˜ = (x˜2−Lx1) se puede plantear la ecuacio´n (2.84) como
˙η˜ = (A22−LA12) η˜ +[(A21−LA11)+(A22−LA12)L]x1 +(B2−LB1)u (2.85)
La ecuacio´n (2.85) describe la dina´mica del observador de orden reducido. En la figura 2.2 se muestra el
esquema del observador de orden reducido para el caso de regulacio´n por realimentacio´n de variables de estado
de acuerdo a la ecuacio´n (2.85).
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Figura 2.2.: Sistema con realimentacio´n de estado observado, con un observador de orden reducido continuo.












Si se define el error como
e = x2− x˜2 = η − η˜ (2.87)
se tiene que la dina´mica del error esta´ dada por:
e˙ = (A22−LA12)e (2.88)
y donde L se calcula en el sistema dual AT22−AT12LT igual que para el observador de orden completo.
Caso en tiempo discreto
La condicio´n para que el sistema dado por las ecuaciones (2.68) y (2.69) sea observable de estado completo, es
verificar que la matriz O de n×m filas y n columnas es de rango n. Si es posible determinar el estado x(0) a
partir de las observaciones de y(k) sobre un nu´mero finito de periodos de muestreo. El sistema es observable si
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Observador de orden reducido discreto
En el modelo de espacio de estados de las ecuaciones (2.41) y (2.42) es posible conocer algunas de las variables
del vector de estado x(k) directamente. Por tanto, se puede disen˜ar un observador de estado de orden reducido,



























donde C1 es cuadrada y no singular, por lo que se puede obtener x1 directamente con la relacio´n
x1(k +1) = C−11 y(k) (2.92)
y si las variables de estado corresponden directamente a las salidas del sistema, se tiene que C1 = I. A partir de
la ecuacio´n (2.90) se pueden escribir las ecuaciones para x1(k +1) y x2(k +1) como
x1(k +1) = G11x1(k)+G12x2(k)+H1u(k) (2.93)
x2(k +1) = G21x1(k)+G22x2(k)+H2u(k) (2.94)
y de la ecuacio´n (2.93) se puede obtener la ecuacio´n de salida dada por:
x1(k +1)−G11x1(k)−H1u(k) = G12x2(k) (2.95)
donde los te´rminos x1(k+1)−G11x1(k)−H1u(k) corresponden a cantidades conocidas. La ecuacio´n (2.95) se
puede reescribir como:
x˙2(k +1) = G22x2(k)+G21x1(k)+H2u(k) (2.96)
donde los te´rminos G21x1(k)+ H2u(k) son cantidades conocidas. La ecuacio´n (2.95) describe la dina´mica de
cambio de las variables que no pueden ser medidas directamente. Para estas variables se puede formular un
observador como




donde y′(k) son las variables conocidas de la ecuacio´n (2.93) dadas por:
y′ = x1(k +1)−G11x1(k)−H1u(k) = G12x2(k) (2.98)
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y con C′ = G12. Se tiene entonces la ecuacio´n para el observador de orden reducido como:
x˜2(k +1) = G22x˜2(k)+G21x1(k)+H2u(k)+L(x1(k +1)−G11x1(k)−H1u−G12x˜2(k)) (2.99)
Reescribiendo la ecuacio´n (2.99) se tiene:
x˜2(k +1) = (H22−LH12) x˜2(k)+H21x1(k)+H2u(k)+L(x1(k +1)−G11x1(k)−H1u(k)) (2.100)
donde los te´rminos G21x1(k)+H2u(k)+L(x1(k +1)−G11x1(k)−B1u(k)) son conocidos. Sin embargo, en la
ecuacio´n (2.100) se tiene el te´rmino x1(k +1). Para eliminarlo, se reescribe la ecuacio´n (2.100) como:
x˜2(k +1)−Lx1(k +1) = (G22−LG12) x˜2(k)+(G21−LG11)x1(k)+(H2−LH1)u(k) (2.101)
se le suma el te´rmino (G22−LG12)Lx1(k) a la ecuacio´n (2.101) y se reescribe como:
x˜2(k +1)−Lx1(k +1) = (G22−LG12)(x˜2(k)−Lx1(k))+ [(G21−LG11)+(G22−LG12)L]x1(k)+(H2−LH1)u(k)
(2.102)
y si se considera η˜ = (x˜2−Lx1(k)) se puede plantear la ecuacio´n (2.102) como:
η˜(k +1) = (G22−LG12) η˜(k)+ [(G21−LG11)+(G22−LG12)L]x1(k)+(G2−LG1)u(k) (2.103)
La ecuacio´n (2.103) describe la dina´mica del observador de orden reducido.
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Figura 2.3.: Sistema con realimentacio´n de estado observado, con un observador de orden reducido discreto
En la figura 2.3 se muestra el esquema del observador de orden reducido para el caso de regulacio´n por reali-













Si se define el error como:
e = x2(k)− x˜2(k) = η(k)− η˜(k) (2.105)
se tiene que la dina´mica del error esta´ dada por:
e(k +1) = (G22−LG12)e(k) (2.106)
y donde L se calcula en el sistema dual GT22−GT12LT igual que para el observador de orden completo.
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Tomando como ejemplo la seleccio´n natural de las especies, que dice, la supervivencia de una determinada
especie depende en gran medida de la adaptacio´n a un ambiente natural que no siempre es amigable, se hace
necesario que los individuos “ma´s fuertes” o mejor adaptados hagan parte fundamental de la evolucio´n de dicha
especie y ası´ garantizar la existencia de la misma. La supervivencia de las especies se lleva a cabo haciendo que
el material gene´tico de los individuos ma´s aptos sea heredado por su descendencia y a su vez que el nu´mero de
hijos de estos individuos sea alto en la pro´xima generacio´n.
Fue Darwin quien planteo´ la teorı´a sobre la seleccio´n natural y la expone en su libro “Sobre el origen de las
especies por medio de la evolucio´n natural” (1859). Estos trabajos fueron complementados por Mendel, con
sus aportes acerca de gene´tica introduciendo conceptos claves como: gen, cromosoma y herencia. Permitiendo
aclarar y darle fuerza a la teorı´a de la seleccio´n natural de las especies, explicando como se transmiten y se
preservan los mejores cromosomas entregados a sus descendientes asegurando ası´ la preservacio´n de su especie.
Los algoritmos gene´ticos fueron desarrollados por John Holland en 1965. Son algoritmos de bu´squeda y
optimizacio´n usados para resolver problemas matema´ticos en los cuales no existe te´cnicas especializadas para
solucionarlos. Estos algoritmos imitan la seleccio´n natural de las especies, adaptando los conceptos de la
evolucio´n natural al desarrollo de programas de optimizacio´n por medio de un computador. Para implementar
los algoritmos gene´ticos se deben tener en cuenta varios conceptos fundamentales que hacen que el desarrollo
del algoritmo sea muy aceptable, es decir, aunque la solucio´n encontrada no es la mejor es una solucio´n
“o´ptima” del problema tratado.
Los algoritmos gene´ticos se hacen fuertes debido a que se trata de una te´cnica robusta, es decir, difı´cil-
mente quedan atrapados en un o´ptimo local, son muy flexibles; pueden ser aplicados a un sin nu´mero de tareas
y en diversas a´reas. Trabajan con un conjunto de puntos, no con un u´nico punto y su entorno (su te´cnica de
bu´squeda es global). Utilizan un subconjunto del espacio total, para obtener informacio´n sobre el universo
de bu´squeda, a trave´s de las evaluaciones de la funcio´n a optimizar. Aunque se debe tener en cuenta que
el algoritmo gene´tico no garantiza la solucio´n ma´s o´ptima al problema, se tiene evidencia empı´rica de que
la solucio´n hallada es muy aceptable en un tiempo competitivo con el resto de algoritmos de optimizacio´n
combinatoria [9, 10, 11, 12].
3.1. Ventajas
La ma´s importante ventaja de los algoritmos gene´ticos se debe al paralelismo intrı´nseco que ellos poseen;
lo que les posibilita realizar una bu´squeda multidireccional, es decir, le permite explorar el espacio de so-
luciones en mu´ltiples direcciones al tiempo. Este paralelismo le permite al algoritmo realizar evoluciones
explicitas a un nu´mero pequen˜o de individuos mientras realiza una evaluacio´n implı´cita a un grupo de
individuos mas grande. Esto es argumentado por el teorema de los esquemas del cual se fundamenta los
algoritmos gene´ticos para su funcionamiento.
Permiten realizar bu´squedas y evaluaciones en donde el nu´mero de soluciones es bastante grande, lo
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suficiente como para que un me´todo de bu´squeda exhaustiva no lo haga en un tiempo razonable, mientras
que de los algoritmos gene´ticos lo harı´an en un tiempo relativamente pequen˜o.
Otra ventaja notable de los Algoritmos gene´ticos es que se desenvuelven bien en problemas con un paisaje
adaptativo complejo; aque´llos en los que la funcio´n objetivo es discontinua, ruidosa, cambia con el tiempo
o tiene muchos o´ptimos locales. Los algoritmos evolutivos han demostrado su facilidad de escapar de los
ma´ximos locales y encontrar el o´ptimo global incluso en espacios de soluciones muy complejos.
Otra caracterı´stica por la que se destacan los algoritmos gene´ticos es su habilidad para manipular muchos
para´metros simulta´neamente.
Por u´ltimo los algoritmos gene´ticos pueden ser implementados sin que se sepa nada del problema al cual
se enfrenta, lo que les permite tener un panorama muy abierto de acuerdo al nu´mero de soluciones que
pueden encontrar. En comparacio´n con otras te´cnicas que necesitan un punto de partida o informacio´n
especifica conocida a priori, que de entrada descartaran caminos que pueden llevar a soluciones de muy
buena calidad o que posiblemente les de solucio´n al problema tratado.
3.2. Desventajas
Se debe tener en cuenta una muy buena representacio´n de las soluciones candidatas, esta tiene que ser
robusta; es decir, debe ser capaz de tolerar cambios aleatorios que no produzcan constantemente errores
fatales o resultados sin sentido.
El problema de co´mo escribir la funcio´n objetivo debe considerarse cuidadosamente para que se pueda
alcanzar una mayor aptitud y verdaderamente signifique una mejor solucio´n para el problema dado. Si
se elige mal una funcio´n objetivo o se define de manera inexacta, puede que el algoritmo gene´tico sea
incapaz de encontrar una solucio´n al problema, o puede acabar resolviendo el problema equivocado.
Tambie´n deben elegirse cuidadosamente los otros para´metros de un algoritmo gene´tico; el taman˜o de la
poblacio´n, el ritmo de mutacio´n y cruzamiento, el tipo de seleccio´n.
Un problema muy conocido que puede surgir con un algoritmo gene´tico se conoce como convergencia
prematura. Si un individuo que es ma´s apto que la mayorı´a de sus competidores emerge muy pronto
en el curso de la ejecucio´n, se puede reproducir tan abundantemente que merme la diversidad de la
poblacio´n demasiado pronto, provocando que el algoritmo converja hacia el o´ptimo local que representa
ese individuo, en lugar de rastrear el paisaje adaptativo lo bastante a fondo para encontrar el o´ptimo
global.
Finalmente, varios investigadores aconsejan no utilizar algoritmo gene´tico en problemas resolubles de
manera analı´tica. No es que los algoritmos gene´ticos no puedan encontrar soluciones buenas para estos
problemas; simplemente es que los me´todos analı´ticos tradicionales consumen mucho menos tiempo y
potencia computacional que los algoritmos gene´ticos y, a diferencia de estos, a menudo esta´ demostrado
matema´ticamente que ofrecen la u´nica solucio´n exacta [11].
3.3. Terminologı´a
La terminologı´a empleada por los algoritmos gene´ticos, procede de la gene´tica y la evolucio´n natural. Entre los




Constituye una posible solucio´n al problema, codificada de una forma adecuada.
Gen
Son los elementos de los que esta´n compuestos los cromosomas.
Alelo
Valor adoptado por un gen determinado dentro del cromosoma.
Poblacio´n
Conjunto de cromosomas que representan soluciones potenciales al problema, y que son tratadas de forma
simultanea por el algoritmo.
Generacio´n
Conjunto de cromosomas que componen la poblacio´n en un instante t determinado.
Aptitud
Tambie´n conocida como adecuacio´n. Es una medida de que tan bueno es un cromosoma como solucio´n al
problema a resolver.
Individuo
Es empleado en ocasiones representando el mismo concepto que el termino cromosoma.
Funcio´n de evaluacio´n o adecuacio´n
Funcio´n encargada de medir la aptitud de los distintos cromosomas.
Operadores gene´ticos
Se encargara´n de realizar transformaciones oportunas en los cromosomas padres, para obtener la descendencia.
Los ma´s empleados son los operadores de mutacio´n y cruce.
Los pasos generales de un algoritmo gene´tico pueden resumirse en:
1. Creacio´n, de forma aleatoria, de la poblacio´n inicial de cromosomas.
2. Evaluacio´n de la aptitud de cada cromosoma de la poblacio´n.
3. Si se cumplen las condiciones de finalizacio´n, se detiene el algoritmo y se toma el mejor cromosoma
como solucio´n al problema. Si no, el proceso continu´a.
4. Seleccio´n de las parejas de cromosomas que formara´n el conjunto de padres de la nueva generacio´n.




6. Se vuelve al paso 2.
A continuacio´n se dara´ a conocer los conceptos que se deben tener en cuenta en la implementacio´n de un
algoritmo gene´tico [10].
3.4. Representacio´n o codificacio´n
Desde sus inicios los algoritmos gene´ticos han usado generalmente codificacio´n binaria para los cromosomas,
esto se debe a su creador John Holland; quien dio una explicacio´n teo´rica basada en el teorema de los esquemas
que hacen que el paralelismo implı´cito de estos algoritmos se alto, y de esa manera permitir que mientras se
evalu´a la aptitud de un individuo se estima de forma implı´cita la aptitud de un grupo mayor en la poblacio´n.
Se debe tener en cuenta que dependiendo de la naturaleza del problema la codificacio´n binaria se hace
poco eficaz, lo que hace necesario el uso de otras representaciones como lo son: la representacio´n entera y la
representacio´n real.
En general, una representacio´n ha de ser capaz de identificar las caracterı´sticas constituyentes de un
conjunto de soluciones, de forma que distintas representaciones dan lugar a distintas perspectivas y por tanto
distintas soluciones.
Ejemplos de los diferentes tipos de representaciones:
Representacio´n binaria: Cada gen es un valor 1 o´ 0.
1 0 1 1 0 1
Representacio´n entera: Cada gen es un valor entero.
1 0 3 -1 0 4
Representacio´n real: Cada gen es un valor real.
1,78 2,6 7 0 -1,2 6,5
3.5. Taman˜o de la poblacio´n
El taman˜o de la poblacio´n es un para´metro importante. Un taman˜o demasiado pequen˜o traera´ consigo una
convergencia demasiado ra´pida y que e´sta se produzca hacia un o´ptimo local, mientras que un taman˜o demasiado
grande requerira´ un enorme costo computacional.
3.6. Poblacio´n inicial
Esta poblacio´n esta conformada por N cromosomas que hara´n parte de un conjunto de posibles soluciones
al problema, codificadas de forma u´til para el algoritmo. Normalmente esta se hace creando los genes de los
cromosomas de forma aleatoria, haciendo que estos tomen valores al azar.
Los cromosomas debera´n contener la informacio´n correspondiente a todas las inco´gnitas del problema,
teniendo asociado cada una de dichas inco´gnitas un nu´mero de genes del cromosoma, dependiendo dicho
nu´mero de la precisio´n deseada.
La poblacio´n tambie´n puede ser generada partiendo de una te´cnica heurı´stica o de alguna otra que de´ como
punto de partida un o´ptimo local del problema, esto con el fin de acelerar la convergencia del algoritmo.
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3.7. Funcio´n objetivo o de adaptacio´n
La funcio´n de adaptacio´n sera´ la funcio´n a optimizar por medio del algoritmo. Mediante la funcio´n de
adaptacio´n se obtiene una medida de lo adecuadas que son las distintas soluciones al problema. Esta medida se
conoce como aptitud.
El disen˜o de una funcio´n objetivo depende del conocimiento del problema que se va a resolver, tenien-
do como regla general que esta funcio´n de adaptacio´n refleje el valor del individuo en una forma “real” [8,9,10].
Al evaluar la funcio´n de adaptacio´n se debe prestar atencio´n a los individuos o cromosomas que violen
las restricciones que pueda presentar el problema, ya que aquı´ es posible encontrar soluciones factibles y otras
no factibles, dependiendo si violan o no dichas restricciones, lo cual conlleva a plantear una serie de formas de
tratar el problema:
No permitir la presencia de cromosomas no factibles, eliminando de la poblacio´n a aquellos cromo-
somas que no satisfagan las restricciones. Tiene el inconveniente de eliminar posibles caminos para la
convergencia, no permitiendo la presencia en la poblacio´n de individuos que, si bien no cumplen las res-
tricciones, pueden contener genes con caracterı´sticas beneficiosas que sera´n trasmitidas a la descendencia
durante la fase de reproduccio´n. Adema´s, en algunos casos puede ocurrir que el algoritmo no sea capaz
de obtener soluciones va´lidas al problema, pues si e´stas presentan una probabilidad de ocurrencia baja,
no se dispondra´ de una forma de hacer converger las soluciones hacia regiones favorables del espacio de
bu´squeda.
Permitir la presencia en la poblacio´n de los cromosomas que infrinjan las restricciones, pero asigna´ndoles
una penalizacio´n en la funcio´n de evaluacio´n. Este me´todo soluciona los problemas mencionados en el
punto anterior, presentando a cambio un incremento del costo computacional, ya que se puede perder
mucho tiempo en evaluar soluciones no va´lidas al problema. La forma habitual de aplicar la penalizacio´n
sera´ mediante la inclusio´n de un te´rmino aditivo en la funcio´n de evaluacio´n. Ası´ la funcio´n de evaluacio´n
f (x) original, se transformarı´a en otra funcio´n de la forma:
F(x) = f (x)+Q(x)
Donde el te´rmino Q(x) representa la penalizacio´n.
Disen˜ar esquemas de representacio´n y operadores especı´ficos, de forma que todas las posibles soluciones
al problema que se generen sean factibles. El problema de este me´todo es que no es de aplicacio´n general.
El tipo de representacio´n y los operadores dependera´n del problema a resolver. Se debera´ comenzar
generando una poblacio´n inicial de soluciones factibles.
Convertir la solucio´n no va´lida en otra que sı´ lo sea, por medio de un algoritmo reparador. Este me´todo
tambie´n puede requerir un alto costo computacional y sera´ fuertemente dependiente del problema particu-
lar a resolver. El buen funcionamiento de este me´todo depende de encontrar una heurı´stica de reparacio´n
adecuada. Habra´ problemas en los que no resulte viable la reparacio´n de soluciones no factibles.
3.8. Seleccio´n
Este operador es el encargado de llevar las caracterı´sticas de los mejores cromosomas a trave´s de las siguientes
generaciones, basa´ndose especialmente de la funcio´n de adaptacio´n para hacer la seleccio´n. Los individuos
con mayor aptitud son quienes tienen mejor probabilidad de ser seleccionados para reproducirse y darle paso
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a la siguiente generacio´n. Aunque se debe tener en cuenta algunos cromosomas que se puedan considerar
menos aptos (funcio´n de adaptacio´n baja) para esta seleccio´n; ya que pueden contener alguna caracterı´stica
beneficiosa para generaciones siguientes; por esta razo´n se debe mantener algunos, adema´s es una buena forma
de conservar la diversidad dentro de la poblacio´n a trave´s de la evolucio´n de la misma y a su vez evitar la
convergencia prematura del algoritmo.
A continuacio´n se vera´n los dos me´todos de seleccio´n ma´s empleados.
3.8.1. Me´todo de la ruleta o seleccio´n proporcional
Este me´todo es aleatorio en donde la probabilidad que tiene un individuo de reproducirse es proporcional al
valor de su funcio´n de evaluacio´n. Al aplicar este procedimiento durante varias generaciones, se ira´n eliminando
las caracterı´sticas de los cromosomas menos aptos, permitiendo que el material gene´tico de aquellos miembros
de la poblacio´n con una aptitud mayor se conserve.
El me´todo de la ruleta consiste ba´sicamente en lo siguiente:
1. Se suman los ı´ndices de aptitud de todos los miembros de la poblacio´n, llamando al resultado aptitud
total.
2. Se genera n, un nu´mero real aleatorio comprendido entre 0 y la aptitud total.
3. Se selecciona el primer miembro de la poblacio´n cuya aptitud, an˜adida a las aptitudes de los miembros
precedentes de la poblacio´n sea mayor o igual que n.
4. Se repite el procedimiento desde el paso 2, hasta obtener el nu´mero de padres deseados.
Este me´todo de seleccio´n tiene problemas al momento en el cual la poblacio´n presenta un alto grado de
dispersio´n en la aptitud de los miembros de la misma; un individuo con muy buena funcio´n objetivo hace
que la probabilidad de seleccio´n del resto de menor valor de aptitud se haga remota, ocasionando una
ra´pida convergencia de la poblacio´n hacia las caracterı´sticas de este supercromosoma, que por otro lado no
sera´ necesariamente el o´ptimo global buscado.
Para solucionar este problema, se podrı´a modificar la funcio´n de evaluacio´n o adaptacio´n, de forma que
diera lugar a resultados ma´s homoge´neos y evitando de esta forma el dominio ejercido por unos pocos
cromosomas [10].
3.8.2. El me´todo del torneo o seleccio´n por concurso
Este me´todo es fa´cil de implementar y el recurso computacional que usa es relativamente bajo, adema´s al no
estar basado directamente en las aptitudes de los cromosomas se evitan algunos inconvenientes que con el
me´todo de la ruleta se presentaban. El procedimiento es el siguiente:
1. Se elige de forma aleatoria un nu´mero de concursantes de entre los cromosomas que componen la pobla-
cio´n.
2. Se selecciona como padre al ma´s apto de todos los concursantes.
3. Se vuelve al paso 1 hasta completar la poblacio´n de padres.
El nu´mero de concursantes es un para´metro importante a tener en cuenta al aplicar esta te´cnica, pues un
aumento en el nu´mero de concursantes hace aumentar la probabilidad de que los mejores cromosomas
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sean seleccionados, con el consiguiente incremento de la presio´n selectiva. Lo ma´s habitual es utilizar dos
concursantes por torneo.
Esta seleccio´n permite cierto grado de elitismo, es decir, los mejores van a tener una posibilidad muy
alta de reproducirse con la ventaja de evitar una convergencia prematura del algoritmo, permitiendo a su vez
tener dentro de la poblacio´n un grado de diversidad en los cromosomas que la conforman [8, 10].
3.9. Operadores gene´ticos
Los operadores gene´ticos son los encargados de obtener los descendientes a partir de los cromosomas padres.
Los dos operadores principales son: el cruce o recombinacio´n y la mutacio´n.
Los operadores gene´ticos pueden aplicarse en forma conjunta, es decir, hacer un cruce y despue´s sobre
los cromosomas resultantes realizar mutaciones. O en forma individual; decidiendo de alguna forma que´ opera-
dor aplicar sobre un cromosoma y aplicar u´nicamente ese. La aplicacio´n por separado presenta algunas ventajas
como: es ma´s fa´cil de implementar y se puede ampliar la lista de operadores gene´ticos cuando se trabaja con
codificacio´n real.
3.9.1. Operador de cruce
Este es el operador gene´tico principal, permite realizar una exploracio´n de toda la informacio´n almacenada
hasta el momento en la poblacio´n y combinarla para crear mejores individuos.
El operador de cruce consiste en elegir dos individuos seleccionados aleatoriamente y generar a partir
de ellos dos nuevos individuos donde que parte de los dos cromosomas originales (padres).
Generalmente, cada operador gene´tico tendra´ asignado un para´metro con el valor de la probabilidad de
ser utilizado. Suponiendo que pc es la probabilidad de un determinado operador de cruce y N el taman˜o de
la poblacio´n, el nu´mero esperado de cromosomas que sufrira´n cruce sera´ pcN. Para cada cromosoma de la
poblacio´n se generara´ un nu´mero aleatorio 0 ≤ r ≤ 1, si r < pc el cromosoma sufrira´ cruce [8, 10, 25].
Cruce en un punto
Es la forma ma´s sencilla de cruce y consiste en elegir un u´nico punto para realizar el cruce. Este operador puede
ser aplicado a cromosomas con codificacio´n binaria o real, funciona de la siguiente manera:
1. Se seleccionan dos padres de la poblacio´n.
2. Se obtiene, de forma aleatoria, un nu´mero entero comprendido entre 1 y la longitud del cromosoma menos
1.
3. Se intercambian los genes de los cromosomas padres situados en las posiciones siguientes al nu´mero
aleatorio obtenido en el paso anterior. Los cromosomas obtenidos sera´n los cromosomas hijos [8,10,25].
Cruce de n puntos
Es una generalizacio´n del me´todo anterior. Se seleccionan varias posiciones (n) en las cadenas de los padres y




El operador de cruce uniforme tambie´n es aplicable tanto a cromosomas con codificacio´n binaria, como a
aquellos codificados en forma de nu´meros reales. Trabaja de la siguiente forma:
1. Se seleccionan dos padres de la poblacio´n.
2. Se obtienen, de forma aleatoria, varios nu´meros enteros entre 1 y la longitud del cromosoma.
3. Se intercambian los genes de los cromosomas padres situados en las posiciones de los nu´meros aleatorios
obtenidos en el paso anterior. Los cromosomas obtenidos sera´n los cromosomas hijos [10].
3.9.2. Mutacio´n
En los inicios se consideraba a la mutacio´n como un operador secundario pero al pasar del tiempo se ha
consolidado y ahora se tiene tan en cuenta como el operador de cruce. Este operador aporta diversidad a la
poblacio´n permitiendo la exploracio´n de nuevas regiones en el espacio de bu´squeda.
Este operador es aplicable tanto a cadenas de bits como a vectores de nu´meros reales. En el caso de la
codificacio´n binaria el proceso consiste en reemplazar algunos de los genes de forma aleatoria hacie´ndolos
igual a 1 si su valor original era 0 y viceversa. Por otro lado, en el caso de la codificacio´n en forma de nu´meros
reales, el procedimiento consiste en seleccionar de forma aleatoria los genes a cambiar y asignarles un nuevo
valor tambie´n aleatoriamente [8, 10, 25].
Las probabilidades de mutacio´n pm de un cromosoma se consideran entre el 0,1 % y el 5 %, siendo es-
tas probabilidades bastante menores a las probabilidades de que se produzca un cruce. La mutacio´n funciona
de la siguiente manera:
1. Se elige una tasa de mutacio´n pm.
2. Se hacen pruebas pasando por todos los genes de todos los cromosomas, generando un nu´mero aleatorio.
Si este numero es menor que la probabilidad pm entonces se ejecuta la mutacio´n en ese gen.
Se debe tener en cuenta que esta forma de implementar la mutacio´n requiere un costo computacional muy
alto para espacios de bu´squeda grandes. Aunque se ha desarrollado una forma ra´pida y pra´ctica de realizar
la mutacio´n, esta es teniendo en cuenta el total de los genes de la poblacio´n. La forma pra´ctica de realizar la
mutacio´n es la siguiente:
1. Se elige una tasa de mutacio´n pm.
2. Se multiplica la tasa de mutacio´n por el nu´mero de cromosomas de la poblacio´n y por la cantidad de
genes de cada cromosoma. El nu´mero obtenido indica cuantas mutaciones se debe realizar.
3. Se generan nu´meros aleatorios entre 1 y el total de genes de toda la poblacio´n, esto me indica los genes
que deben ser mutados. La cantidad de nu´meros aleatorios generados debe ser igual al nu´mero obtenido
en el paso 2.
El coste computacional aplicando el operador gene´tico de la forma anteriormente descrita es bastante bajo y en
poblaciones grandes no existe diferencia entre las dos formas de realizar la mutacio´n [8, 10, 25].
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Estos criterios indican en que momento se debe dar por terminado la evolucio´n del algoritmo gene´tico, en otras
palabras, la solucio´n encontrada es la “o´ptima” para el problema tratado. Estos criterios son los siguientes:
En muchos casos se da por terminado el algoritmo al haber realizado un nu´mero especı´fico de generacio-
nes.
Otra opcio´n de parada se da en el momento en el cual la diferencia entre las soluciones obtenidas es muy
pequen˜a, es decir, la poblacio´n de soluciones es muy homoge´nea y las posibilidades de evolucio´n son
mı´nimas.
Tambie´n puede emplearse un me´todo interactivo, en el que el usuario compruebe la evolucio´n del algorit-
mo tras un nu´mero de generaciones y decida si debe seguir ejecuta´ndose por haber posibilidad de nuevas
mejoras.
3.11. Para´metros de un algoritmo gene´tico
El conjunto de para´metros de un algoritmo gene´tico define en gran parte el comportamiento de este. Los
para´metros a tener en cuenta son: el taman˜o de la poblacio´n, la tasa de cruce y la tasa de mutacio´n.
Algunos valores recomendados por estudios y experimentos hechos, indican que los valores recomenda-
dos para estos para´metros son los siguientes:
Poblacio´n: entre 30 y 200 individuos siendo 100 un valor “o´ptimo”.
Tasa de cruce: entre 50 % y 100 %.
Tasa de mutacio´n: entre 0,1 % y 5 %.
3.12. Teorema de los esquemas
Es la justificacio´n teo´rica del funcionamiento de los algoritmos gene´ticos. Se debe tener en cuenta la nocio´n de
esquema. Los esquemas se construyen tras an˜adir el cara´cter comodı´n (∗) al alfabeto de los genes (0 y 1). Un
esquema representa a todas las cadenas que tienen, todos los bits que son distintos de ∗, iguales. Por ejemplo, las
cadenas 10100011 y 01100111 esta´n representadas por el esquema **100*11 y el esquema ******** representa
a todos los esquemas de longitud 8.
3.12.1. Orden de un esquema
El orden del esquema S es el nu´mero de caracteres con valor 0 o 1, que aparecen en la cadena que compone
el esquema, es decir, el nu´mero de caracteres del esquema que son diferentes del comodı´n. Por ejemplo, el
esquema S1 = ∗01∗01∗1 posee orden 5.
La nocio´n de orden es u´til para el ca´lculo de las probabilidades de supervivencia de los esquemas du-
rante las mutaciones.
3.12.2. Longitud de definicio´n de un esquema
La longitud definida de un esquema S es la distancia entre el primero y el u´ltimo de los caracteres no comodines.
Por ejemplo, el esquema S1 = ∗10∗10∗1 tiene longitud 8−2 = 6.
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La nocio´n de longitud definida es u´til para el ca´lculo de las probabilidades de supervivencia de los es-
quemas durante los cruces.
Esquemas con elevado valor de la funcio´n de adaptacio´n y pequen˜a longitud de definicio´n crecen expo-
nencialmente de una generacio´n a la siguiente. Los cromosomas con excelentes esquemas son los principales
participantes en la conformacio´n de la nueva generacio´n [8, 9, 10, 25].
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ALGORITMOS GEN ´ETICOS
El desarrollo del modelo del puente gru´a presentado en el capitulo de modelado de la planta, demostro´ que esta
clase de sistemas son no lineales; lo cual compromete una mayor dificultad en la bu´squeda de una estrategia
de control, teniendo que recurrir a la simplificacio´n del modelo del sistema mediante la linealizacio´n del
mismo, alrededor de un punto de operacio´n, y de esta forma poder utilizar estrategias de control propias
de los sistemas lineales multivariables. La estrategia elegida para el control del Puente Gru´a fue la ley por
realimentacio´n de variables de estados, y el tipo de control que entregara´ los valores de las ganancias de rea-
limentacio´n que caracteriza esta ley de control fue el LQR expuesto en el capitulo del controlador. [15,16,18,24]
El procedimiento para el calculo del controlador propuesto en el presente trabajo, esta sujeto a la deter-
minacio´n de algunos para´metros del mismo, donde se podra´ ver ma´s adelante que el criterio del disen˜ador
sera´ esencial en la determinacio´n de estos para´metros.
La verificacio´n de la efectividad del controlador, una vez calculado, es uno de los pilares claves para el
procedimiento de disen˜o. Esta tarea se realiza mediante simulacio´n, cuyos resultados aportan la informacio´n
necesaria para que se pueda recalcular el controlador con para´metros modificados y mejorar su efectividad. En
sucesivas simulaciones, se corrigen y ajustan los para´metros del controlador a partir de los datos suministrados
por las sen˜ales de salida de la posicio´n y del a´ngulo dadas por el modelo, las cuales se evalu´an en el Algoritmo
Gene´tico encargado de las condiciones de disen˜o y de entregar los valores de los para´metros del controlador
que mejoren las respuestas hasta llegar a la mejor solucio´n posible, sujeta a los siguientes criterios de disen˜o:
(tss ≤ 4s); (Ess ≤ 10%); (θ ≤ 3◦); (Mp=0).
De acuerdo a lo anterior, se puede decir, que el procedimiento de disen˜o contiene una componente itera-
tiva. La figura 4.1 muestra el diagrama de flujo del proceso de disen˜o.
El controlador se basa en la te´cnica LQR, y el aporte importante del Algoritmo Gene´tico esta en la eleccio´n de
las matrices Q y R.
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Figura 4.1.: Diagrama de flujo del LQR y Algoritmo Gene´tico
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El esquema de un sistema de realimentacio´n de variables de estado en tiempo continuo y discreto es mostrados
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Figura 4.3.: Diagram de bloques del sistema discreto.
El esquema obedece al sistema de ecuaciones lineales en la representacio´n de variables de estado.
Para tiempo continuo
x˙ = Ax(t)+Bu(t) (4.1)
y = Cx(t)+Du(t) (4.2)
La ley de realimentacio´n de variables de estado tiene como ecuacio´n caracterı´stica
u(t) =−Kx(t) (4.3)
en donde si se reemplazamos la ecuacio´n (4.3) en la ecuacio´n (4.1) queda de la siguiente forma:
x˙ = Ax(t)−BKx(t) = (A−BK)x(t) (4.4)
Para tiempo discreto Convirtiendo las ecuaciones para tiempo continuo, en ecuaciones para tiempo discreto,
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se obtiene la ecuacio´n (4.5):
x(k+1) = Fx(k)+Gu(k) (4.5)
y(k) = Cx(k)+Du(k) (4.6)
Las matrices F y G dependen del periodo de muestreo (Tm), el cual se determino en el capitulo de modelado
de la planta, al igual que dichas matrices; mientras que las matrices C y D no cambian respecto al modelo en
tiempo continuo.
La ecuacio´n que describe la ley de realimentacio´n de variables de estado, es la misma, tanto para tiem-
po continuo, como para tiempo discreto.
u(k) =−Kx(k) (4.7)
Si se reemplaza la ecuacio´n (4.7) en la ecuacio´n (4.5), se obtiene:
x(k+1) = Fx(k)−GKx(k) = (F−GK)x(k) (4.8)
En la figura 4.2 y 4.3, representa la sen˜al de referencia (posicio´n deseada del carro), que para este caso es
cero, debido a que solo se esta haciendo regulacio´n ante una condicio´n inicial de X0=−0.5m. u es la sen˜al de
control que se introduce al sistema definido por las matrices [A,B,C,D] para el sistema en tiempo continuo, y
para el sistema en tiempo discreto, se tienen las matrices [F,G,H,J]. K es la matriz de control, x el vector de
variables de estado y el vector que contiene las salidas del sistema.
El paso a seguir es encontrar la matriz de control (K), pero antes se debe cumplir con las dos condicio-
nes exigidas para poder aplicar la ley de realimentacio´n de variables de estados. Las condiciones son que el
sistema sea de estado completamente controlable y completamente observable.
Como en el caso de aplicacio´n de este trabajo, el sistema solo tiene dos variables medibles, es necesario
observar las otras dos variables, debido a que el modelo de la planta consta de cuatro variables de estado. Para
poder cumplir con la condicio´n de observabilidad, es indispensable utilizar un observador de estado, pero como
solo se necesita observar dos de las variables de estado, se utilizara un observador de orden reducido, el cual se
disen˜ara´ ma´s adelante, a partir de la teorı´a expuesta en el capitulo del controlador.
4.1.1. Controlabilidad y Observabilidad para el modelo del puente gru´a
La prueba para determinar la controlabilidad del sistema, para tiempo continuo y discreto, se realiza a partir de
las ecuaciones (2.67), y (2.70); las cuales entregan la matriz C y de esta forma verificar que el sistema cumple
con la condicio´n de controlabilidad. [15, 16]
Se utilizo´ la funcio´n ctrb del toolbox de control de Matlab y luego se evaluo´ el rango de la matriz de
controlabilidad a partir de la funcio´n rank, el cual da igual al nu´mero de variables de estado, ası´ confirmando
que el sistema es de estado completamente controlable.
Rango[C]continua = 4 Rango[C]discreta = 4 (4.9)
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Para la prueba de condicio´n de observabilidad del sistema, para tiempo continuo y discreto, se hace uso de
las ecuaciones (2.71), y (2.89), que entregan la matriz O con la cual se puede verificar que el sistema cumple
con la condicio´n de observabilidad. Se hizo uso de la funcio´n obs del toolbox de control de Matlab y luego
se evaluo´ el rango de esta matriz de observabilidad a partir de la funcio´n rank, el cual da igual al nu´mero de
variables de estado, ası´ confirmando que el sistema es de estado completamente observable.
Rango[O]continua = 4 Rango[O]discreta = 4 (4.10)
4.1.2. Obtencio´n de la matriz K(t)
Para encontrar los valores de K, se usara un Regulador Lineal Cuadra´tico (LQR). Este es un tipo de
controlador que utiliza la minimizacio´n de un ı´ndice de desempen˜o, el cual resulta de balancear los errores del
sistema y el esfuerzo de control, para poder obtener una solucio´n o´ptima.
Una matriz Q de peso para los estados y una matriz ı´ndice de control R, hacen parte del ı´ndice de
desempen˜o.




xT Qx+uT Ru)dt (4.11)
Este ı´ndice de desempen˜o tiene la caracterı´stica de ser cuadra´tico, de manera que una de las soluciones de
optimizacio´n para esta clase de ı´ndices se desarrolla por medio del segundo me´todo de Lyapunov, el cual busca
una matriz P que lleve el sistema de un estado inicial a un estado fina por la trayectoria o´ptima, convirtie´ndose
la demostracio´n final del me´todo de Lyapunov en una ecuacio´n algebraica, denominada ecuacio´n algebraica
de Ricatti. [17, 20, 21, 22]
A partir de la ley de realimentacio´n de variables de estados de (4.12), se puede encontrar un vector de
control o´ptimo (u); el cual requiere de la realimentacio´n del vector de estados a trave´s de la ganancia variable
en el tiempo K(t).
La determinacio´n de la matriz de ganancias de realimentacio´n o´ptima K de la ecuacio´n (4.13) se puede
obtener resolviendo la ecuacio´n de Ricatti para una matriz P definida positiva y teniendo la matriz Q de peso
para los estados y la matriz ı´ndice de control R, las cuales se obtendra´ a partir del algoritmo gene´tico. (La
solucio´n de la ecuacio´n de Ricatti se demostro´ en el capitulo (2)).
u(t) =−Kx(t) (4.12)
K = RTBTP(t) (4.13)
4.1.3. ´Indice de desempen˜o del LQR continuo y discreto o digital
´Indice continuo
Al considera que el intervalo de optimizacio´n es infinito, el tiempo T en la ecuacio´n (4.11) es infinito. De
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manera que la matriz solucio´n de la ecuacio´n de Riccati P es constante y, por tanto, la matriz de control K
tambie´n es constante. El controlador o´ptimo es invariante frente al tiempo en re´gimen estacionario como se
expresa en la ecuacio´n (4.12).
La solucio´n de la ecuacio´n de Riccati en re´gimen estacionario es independiente de la matriz M. Es de-
cir, si se desea calcular la matriz K de control para re´gimen estacionario, se puede reducir la expresio´n de la
funcio´n de coste J de la ecuacio´n (4.11) a la ecuacio´n (siguiente), al poder prescindir del te´rmino [x(T )]T Mx(T ).





xT Qx+uT Ru)dt (4.14)
El ca´lculo de la matriz de control K, a partir del modelo en el espacio de estado y una vez definidas las matrices
Q y R, es muy sencillo al emplearse el toolbox de control para Matlab.
´Indice discreto
La planta a controlar en este trabajo es analo´gica y, en consecuencia, se ha optado por el desarrollo del control
LQR en tiempo continuo que, adema´s de resultar ma´s familiar e intuitivo, facilita su comprensio´n. No obstante,
el control se realiza sobre una plataforma digital. Por esta razo´n, es necesario detallar las expresiones y el
disen˜o del controlador LQR en tiempo discreto.
Convirtiendo la ecuacio´n del sistema en el espacio de estado en tiempo continuo ecuacio´n (4.1) a tiempo
discreto, se obtiene la ecuacio´n (4.5). [16]
La expresio´n general de funcio´n de coste J en tiempo discreto se muestra en ecuacio´n (4.15), la cual se
simplifica en la ecuacio´n (4.16) si se considera re´gimen estacionario (N → ¥ ), donde adema´s se verifica que





















Al igual que el controlador o´ptimo es invariante en tiempo continuo en re´gimen estacionario, para tiempo
discreto se cumple de la misma forma, por lo tanto, la matriz de control (Kd(k)) es constante. De manera
similar que en el caso continuo, para el calculo del LQR, Matlab incorpora una funcio´n que permite calcular el
controlador LQR discreto a partir del modelo en tiempo discreto, las matrices de pesos Q y R, y el periodo de
muestreo (Tm), haciendo el ca´lculo del controlador discreto igualmente sencillo que como para el caso continuo.
4.1.4. Determinacio´n de las matrices Q y R.
El ca´lculo presentado para el controlador LQR no considera ninguna restriccio´n en los valores de las variables
de control ni las variables de estado. De manera que cuando por criterio del disen˜ador se desea introducir
restricciones para una o varias variables de estado o de control, sin necesidad de aumentar la complejidad del
problema, se pueden tener en cuenta estas restricciones y proponer las matrices Q y R apropiadas para que en
ningu´n caso, se alcancen los lı´mites permitidos de disen˜o o saturacio´n fı´sica de las variables de estado y de
control. La determinacio´n de estas matrices puede ser intuitiva en mayor o menor medida dependiendo del
control que se quiera sobre cada variable; pero la magnitud de los valores asignados influye decisivamente en
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la respuesta de las acciones de control y de los estados.
Sera´ necesario, por tanto, proponer diferentes valores para las matrices Q y R, simular el comportamien-
to del sistema y escoger aquel control para el cual las variables de control y de estado se mantengan dentro de
los lı´mites permitidos de disen˜o.
Lo primero que se debe tener en cuenta para determinar las matrices Q y R consiste en decidir la confi-
guracio´n que tendra´n dichas matrices, esta configuracio´n depende principalmente del orden del sistema, el cual
determinara el taman˜o de la matriz Q y de la cantidad de sen˜ales de control se determinara el taman˜o para la
matriz R





































































en donde qii representa el peso que se le da al estado xi y rii representa el peso que se le da a la sen˜al de control.
A partir de las configuraciones expresadas anteriormente para la matriz Q y R se escogera´ la configura-
cio´n deseada por el disen˜ador dependiendo de las variables que desea minimizar.
Para el caso de este trabajo las configuraciones que se implementaran sera´n las siguientes:
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q1 0 0 0
0 q2 0 0
0 0 0 0








q1 0 0 0
0 q2 0 0
0 0 q3 0








q1 0 q5 0
q5 q2 0 q5
q3 0 q3 0








q1 q5 q6 q7
q5 q2 q8 q9
q6 q8 q3 q10




Los valores de Q y R deben ser siempre positivos o cero. El conocimiento que se posea del sistema resulta
fundamental en la seleccio´n de estas matrices. Aun ası´, es conveniente calcular diferentes matrices de control
K, con base en distintos valores para las matrices Q y R, y verificar su efectividad mediante simulacio´n.
Una ventaja importante del control LQR es que, independiente al valor de las matrices Q y R, se preser-
va la estabilidad asinto´tica y la robustez del controlador.
Para la determinacio´n de las matrices Q y R despue´s de tener en cuenta lo anterior, no existen me´todos
analı´ticos simples que ayuden al disen˜ador a definir los valores que hara´n parte de dichas matrices, las cuales
esta´n en funcio´n del sistema, del control que se desee realizar y de los esfuerzos de las variables de control.
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De modo que no existe ma´s opcio´n que proponer unas matrices Q y R, calcular el controlador y comprobar
el comportamiento del sistema en lazo cerrado mediante simulacio´n. Luego verificando los resultados, se
modifican los valores de las matrices, se recalcula el controlador y se simula de nuevo. Este proceso se repite el
nu´mero de veces necesario hasta llegar al comportamiento de disen˜o especificado del sistema. En conclusio´n,
se trata de un proceso iterativo, en donde el conocimiento de la planta, por parte del disen˜ador puede ser
decisivo a la hora de reducir el nu´mero de iteraciones. El proceso de simulacio´n, efectuado con una herramienta
informa´tica (Matlab), es simple pero puede ser extenso y tedioso en te´rminos de tiempo cuando es necesario
realizar un nu´mero elevado de simulaciones. Este es probablemente, el principal inconveniente que presenta el
disen˜o del control LQR.
Se buscaron nuevas alternativas para volver el procedimiento anterior mas efectivo tanto en tiempo co-
mo en disen˜o; y que a su vez, acotara el espacio de bu´squeda de los para´metros del controlador LQR en funcio´n
de su ı´ndice de desempen˜o. Resultando una te´cnica de bu´squeda y optimizacio´n llamada algoritmos gene´ticos,
la cual podı´a ser programada en funcio´n de un ı´ndice de desempen˜o propio ITEA asociado a las respuestas
obtenidas de la planta; y a partir de esta optimizacio´n ir evaluando diferentes valores de Q y R, los cuales
entregaran mediante simulacio´n, los valores de realimentacio´n con los cuales se comprueba el comportamiento
del sistema en lazo cerrado. Se realizara la verificacio´n de estos resultados ante las restricciones de disen˜o y la
minimizacio´n del ı´ndice de desempen˜o propio del algoritmo gene´tico. Si los resultados no cumplen en conjunto
con los criterios de disen˜o y la minimizacio´n del ı´ndice ITAE se vuelven a evaluar otros valores de Q y R pero
ya acotados por la iteracio´n anterior, hasta que se cumplan con todos los criterios expuestos.
La implementacio´n del Algoritmo Gene´tico para la bu´squeda de los para´metros del controlador, aunque
sigue siendo una forma interactiva, ya no es funcio´n del disen˜ador, buscar los valores de Q y R y evaluar.
Ahora el Algoritmo Gene´tico se encarga de esta funcio´n y a la vez minimiza una funcio´n objetivo que permite
acotar el espacio de bu´squeda internamente de los para´metros del controlador; evaluando al mismo tiempo el
desempen˜o de la planta y parar la bu´squeda en el momento que se cumpla con todos los criterios de disen˜o
propuestos, y con la minimizacio´n de la funcio´n objetivo del Algoritmo Gene´tico que es dependiente de las
respuestas obtenidas de la planta.
Es ma´s sencillo hacer las simulaciones del sistema a controlar en tiempo continuo. Sin embargo, la im-
plementacio´n del control se realiza sobre un sistema digital, donde las acciones de control discretas se
actualizan cada periodo de muestreo (T m). Con el objetivo de que las simulaciones respondan de la mejor
forma al sistema real en lazo cerrado, es conveniente incorporar el efecto del control digital en las simulaciones,
haciendo la discretizacio´n del sistema y del controlador como previamente se ha sen˜alado, para adecuar el
sistema de control en la simulacio´n. Adema´s, es mejor calcular el controlador en tiempo discreto para el
momento en que se va hacer la implementacio´n en el sistema real, debido a que un controlador calculado en
tiempo continuo, con simulaciones que no consideran el control digital, puede resultar inapropiado cuando se
aplica sobre el sistema real. Porque el tiempo de muestreo el cual se utiliza para controladores digitales hace
responder al sistema ma´s lento que en tiempo continuo.
4.1.5. Disen˜o del observador de orden reducido
El objetivo del control es mantener el valor de θ entre -5◦≤ θ ≤ 5◦, partiendo de un determinado vector de
condiciones iniciales. Para realizar el control se eligio´ la ley de realimentacio´n de estados y la utilizacio´n del
controlador LQR para la obtencio´n de los valores de la matriz K.
La evolucio´n temporal de las variables de estado y la sen˜al de control, ante un vector de condiciones
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iniciales dado, sera´n las que muestren las respuestas del sistema. Como se muestra en el capitulo del controla-
dor, es necesario tener acceso a todos los estados para poder realimentar y cerrar el lazo de control. [15,16,18,24]
En el modelo a escala solo se miden la posicio´n del carro y del pe´ndulo, por lo que es necesario cons-
truir un observador de estados que estime el resto de las variables. Pero como solo es necesario estimar dos
(2) de las cuatro (4) variables de estado. Se utilizara el disen˜o del observador de orden reducido, el cual se
describio´ en el capitulo del control o´ptimo.
Se disen˜ara´ el estimador y se incluira´ en el lazo de control. Se deben obtener las curvas de evolucio´n
temporal de las variables de estado y sus estimaciones. Adema´s se debe comparar el funcionamiento sin y con
observador y la influencia del valor inicial del error de estimacio´n.
Este disen˜o del observador de estados, debe tener una dina´mica tan ra´pida como sea posible, pero sin que
resulten valores demasiado grandes para la matriz L, pues ello implicarı´a amplificar el ruido del sensor de
medida de la posicio´n.
Para ello se debe elegir una distancia entre los polos del observador y los del controlador entre 2 y 10.
Los polos del estimador deben permitir que el error de estimacio´n tenga un tiempo de asentamiento menor
que 0.5s, con una sobreelongacio´n mı´nima. Sin importar las condiciones iniciales en los estados internos del
observador, con el tiempo, los estados estimados que entrega el mismo debera´n converger a los reales del
sistema.
Un observador que es capaz de llevar el estado de las variables estimas del sistema a cero en un nu´mero
finito de pasos igual al orden del sistema es denominado ”Dead-Beat”, o de tiempo de establecimiento finito.
el cual permite llevar los polos del sistema en tiempo discreto al centro del circulo unitario, donde esto permite
que la ganancia de realimentacio´n del observador lleve las variables estimas a tener un error igual a cero en
un tiempo minino. Por consiguiente este fue el tipo de metodologı´a que se utilizo para obtener las ganancias
de realimentacio´n para el observador de orden reducido en tiempo discreto utilizado en este trabajo para la
estimacio´n de las dos variables restantes.
4.2. Contribucio´n del Algoritmo gene´tico para la sintonizacio´n del LQR
El algoritmo gene´tico es el encargado de encontrar los para´metros de las matrices Q y R que componen al
controlador LQR. Los valores que obtiene el algoritmo son o´ptimos para el funcionamiento del controlador. El
uso de los algoritmos gene´ticos para este trabajo se llevo a cabo debido a que se trata de un sistema dina´mico
o variable con el tiempo, adema´s, no se sabe el punto al cual se debe llegar, es decir, el valor de las variables
de estado no se conoce y varia con cada nuevo valor de los para´metros de Q y R. A continuacio´n se da una
descripcio´n del funcionamiento del algoritmo gene´tico en la consecucio´n de los para´metros de las matrices
nombradas anteriormente, en otras palabras, la correcta sintonizacio´n para el controlador.
4.2.1. Configuracio´n de los individuos de la poblacio´n
Cada individuo o cromosoma de la poblacio´n esta conformado por los valores de la matrices Q y R. La
longitud del individuo variara´ segu´n el nu´mero de elementos que constituyan la matriz Q, es decir, si solo
se tiene en cuenta las primeros dos elementos de la diagonal de Q, si se considera toda la diagonal de dicha
matriz, si esta´ conformada por todos los elementos de la diagonal ma´s las relaciones posicio´n-velocidad y
a´ngulo-velocidad angular o si la matriz Q contara´ con todos sus para´metros.
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En este trabajo se opto por implementar la codificacio´n o representacio´n real para los cromosomas de la
poblacio´n; por la naturaleza del problema tratado resulta ma´s eficiente dicha codificacio´n, adema´s, los valores
de los elementos de las matrices Q y R son valores reales en algunos casos “grandes”, los que en codificacio´n
binaria requerirı´an de muchos bits para ser representados incrementando ası´ el costo computacional.
Q con dos elementos:
Para este caso el cromosoma tiene una longitud de tres genes, dos correspondientes a los elementos de la matriz
Q y uno que representa el u´nico valor que tiene la matriz R. El individuo queda definido como [q1 q2 r1].
Q con los elementos de la diagonal:
El taman˜o del cromosoma que se tiene en cuenta en este punto es de cinco genes, cuatro para representar Q y el
quinto gen que le da valor a R. El individuo queda definido como [q1 q2 q3 q4 r1].
Q con todos los elementos
Se tiene un taman˜o del individuo de once genes, diez que representan todos los para´metros de la matriz Q, y el
u´ltimo gen que representa el valor de R. El individuo queda definido como [q1 q2 q3 q4 q5 q6 q7 q8 q9
q10 r1].
4.2.2. Poblacio´n
La poblacio´n inicial estara´ conformada por 100 cromosomas creados cada uno en forma aleatoria. El taman˜o
de la poblacio´n permanece constante a trave´s del paso y la evolucio´n de las distintas generaciones.
Cada individuo de la poblacio´n se encuentra definido por la siguiente ecuacio´n, tomando como ejemplo
el caso para el cual la longitud de los cromosomas es mayor, es decir, los individuos tendra´n un taman˜o de once
genes.
indn = rand(1,11) · (1000−0.0001)+0.0001













La funcio´n objetivo o de adaptacio´n del algoritmo gene´tico esta´ basada en el ı´ndice de desempen˜o ITAE,
contemplando en ella los errores de la posicio´n, el a´ngulo y la sen˜al de control.
En la funcio´n de adaptacio´n se suma los valores de los tres errores obtenidos de la simulacio´n, da´ndoles
peso a cada uno de los errores; con el fin de que los tres tengan un efecto semejante al momento de evaluar
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El algoritmo gene´tico se encarga de encontrar los valores de los para´metros de las matrices Q y R del controlador
LQR, logrando que el valor de la funcio´n objetivo sea mı´nimo.
4.2.4. Evaluacio´n
Se hace a cada uno de los cromosomas que componen una poblacio´n. El me´todo para llevar a cabo la evaluacio´n
es sencillo; con cada individuo se construyen las matrices Q y R, con los valores de dichas matrices se obtiene el
vector de realimentacio´n de variables de estados K por medio de la ecuacio´n de Ricatti, se evalu´a el desempen˜o
del LQR de acuerdo al vector K, se obtiene las sen˜ales se salida y de control del sistema, se calcula la funcio´n
objetivo (aptitud) de acuerdo a la ecuacio´n (4.26). Al terminar el recorrido por todas las generaciones del algo-
ritmo la solucio´n sera´ dada por el cromosoma cuya aptitud sea la ma´s baja, siendo este individuo la solucio´n
o´ptima al problema.
4.2.5. Restricciones
Adema´s de tener una aptitud o valor de funcio´n objetivo pequen˜a, los individuos deben cumplir algunas restric-
ciones. Estas restricciones esta´n determinadas por: los limites de fı´sicos de la planta entregados por el fabricante
del puente gru´a y, adicionalmente se debe tener en cuenta las restricciones de disen˜o impuestas, como lo son:
Repuesta transitoria:
Es el tiempo requerido por la sen˜al de salida para alcanzar y mantenerse dentro de un determinado rango
alrededor del valor final. Este rango generalmente se especifica en porcentaje absoluto del valor final. Para este
caso el tiempo de establecimiento fue fijado en cuatro segundos (tss ≤ 4s).
Error de estado estable:
Este error es especificado como un porcentaje del valor final de sen˜al de salida con respecto a una referencia. El
error de establecimiento fue impuesto en diez por ciento (Ess ≤ 10%).
Oscilacio´n:
La oscilacio´n es el movimiento de un lado a otro de un cuerpo alrededor de un punto de equilibrio. Este punto
es uno de los objetivos de este trabajo, la oscilacio´n de la barra esta limitada a tres grados (θ ≤ 3◦).
Sobrepaso:
El sobrepaso es el valor pico ma´ximo de la curva se respuesta, medido a partir de la unidad. Si el valor final en
estado estable de la respuesta es diferente de la unidad, es comu´n usar el porcentaje de sobrepaso ma´ximo. El
valor de sobrepaso para este disen˜o es cero (Mp=0).
4.2.6. Seleccio´n
Para el proceso de seleccio´n de los cromosomas se escogio´ el me´todo de seleccio´n por torneo; ya que el coste
computacional asociado a este me´todo es muy bajo comparado con la ruleta, adema´s, permite cierto grado
de elitismo y de diversidad en la poblacio´n. Los individuos seleccionados sera´n los padres del proceso de
reproduccio´n.
En el me´todo del torneo se escogen dos individuos aleatoriamente, los cuales compiten entre sı´, el gana-
dor sera´ el que tenga menor valor de aptitud que es determinada con la ecuacio´n (4.26). El grupo de ganadores
66
4.2. Contribucio´n del Algoritmo gene´tico para la sintonizacio´n del LQR
conforman los individuos seleccionados.
El nu´mero de torneos realizados es igual al nu´mero de individuos que conforman la poblacio´n, garanti-
zando ası´ que dicha poblacio´n se mantenga constante.
4.2.7. Cruce
Este es el operador que en gran parte ayudara´ a la reproduccio´n de los padres anteriormente seleccionados.
Debido o que los cromosomas son de longitud relativamente pequen˜a, se opto´ por implementar cruce
en un solo punto; ya que un cruce en n puntos o un cruce uniforme no proporcionarı´an buenos resul-
tados. La tasa o probabilidad de cruce pc aplicada en el algoritmo gene´tico es del 90 %, esto quiere decir,
que de los cien individuos que conforman la poblacion 90 sera´n cruzados para darle paso a una nueva poblacio´n.
Para realizar el cruce, se eligen dos padres al azar de los seleccionados previamente, se genera un nu´mero
aleatorio si este nu´mero es menor que la probabilidad de cruce pc se continua con el proceso de reproduccio´n,
se crea un nu´mero entero aleatorio que se este´ entre 1 y la longitud del cromosoma menos 1 y a partir de ese
punto se realiza el cruce de los dos padres da´ndole paso a dos cromosomas hijos. Este proceso se realiza hasta
que se tiene de nuevo el nu´mero de individuos de la poblacio´n. Las figuras 4.4 y 4.5 muestra como se hace el
cruce de los dos padres.
[q p1 qp2 qp3 qp4 qp5 qp6 qp7 qp8 qp9 qp10 rp1 ] Cromosoma padre
[q
m1 qm2 qm3 qm4 qm5 qm6 qm7 qm8 qm9 qm10 rm1] Cromosomamadre
Figura 4.4.: Cromosomas padres.
Suponiendo que el cruce se hace a partir del cuarto gen, se tiene:
[q
m1 qm2 qm3 qm4 qp5 qp6 qp7 qp8 qp9 qp10 rp1 ]
[q p1 qp2 qp3 qp4 qm5 qm6 qm7 qm8 qm9 qm10 rm1]
Cromosomashijos
Figura 4.5.: Cromosomas hijos.
4.2.8. Mutacio´n
La mutacio´n es aplicada como un operador de respaldo al cruce, la posibilidad de mutacio´n pm aplicada es del
10 %. Todos los cromosomas resultantes luego de realizarce el cruce sera´n sometidos a la posibilidad de ser
mutados.
Para realizar la mutacio´n se hara´ un barrido por toda poblacio´n, se genera un nu´mero aleatorio, si ese
nu´mero es menor que la probabilidad de mutacio´n pm se ejecutara´ el proceso de mutacio´n al cromosoma
correspondiente, se crea un nu´mero entero al azar que corresponde al gen que sera´ mutado, se obtiene un nuevo
nu´mero al azar comprendido entre (1000 y 0.0001) y este nuevo nu´mero reemplazara´ el gen correspondiente a
la mutacio´n. Las figuras 4.4 y 4.5 muestra el proceso de mutacio´n de los cromosomas.
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Figura 4.6.: Cromosoma a mutar.
Suponiendo que el cromosoma sufrira´ una mutacio´n en el gen nueve, se obtiene la figura 4.7:
[q p1 qp2 qp3 qp4 qp5 qp6 qp7 qp8 Cn qp10 rp1 ] Cromosomamutado
Figura 4.7.: Cromosoma mutado.
4.2.9. Criterio de parada
Para aplicar este criterio se opto por tomar un nu´mero determinado de generaciones el cual fue fijado en
cincuenta (50), despue´s de experimentar con diferentes valores de dicho nu´mero, se concluye que con este se
obtiene los mejores resultados del algoritmo.
Las matrices Q y R seleccionadas por el algoritmo gene´tico sera´n las matrices que al ser evaluadas en-
tregue un valor de funcio´n de adaptacio´n menor descrita en la ecuacio´n (4.26), adema´s, no viole las
restricciones de disen˜o impuestas. En la Figura 4.8 se muestra un diagrama de flujo del algoritmo gene´tico.
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Figura 4.8.: Diagrama de flujo del algoritmo gene´tico.
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5. RESULTADOS
Los resultados siguientes fueron obtenidos a partir del ana´lisis anterior, con la utilizacio´n del modelo presen-
tado en las ecuaciones (1.18) y (1.19) para el caso continuo y de las ecuaciones (1.28) y (1.29) para el caso
discreto, el cual fue obtenido a partir del manual del modelo real a escala del “Digital Pendulum Unit 33-200”
desarrollado por Feedback Instruments Ldt.
Este capitulo busca probar la eficiencia y eficacia de los me´todos previamente mencionados, y permite
exponer las simulaciones del control para el sistema del puente gru´a ante una condicio´n inicial. Tambie´n
se expondra´n los diversos ca´lculos, respuestas y ana´lisis de los diferentes casos de penalizacio´n para las
variables de estado, a fin de apreciar las ventajas que ofrecen y de elaborar una comparacio´n general pa-
ra determinar cual es el mejor enfoque de disen˜o en cuanto a desempen˜o ante las diversas variaciones expuestas.
El ca´lculo de las ganancias utilizadas por la ley de realimentacio´n de estados, se realizo´ mediante la
sintonizacio´n del controlador LQR expuesto en el capitulo (2), con la ayuda de un algoritmo gene´tico, el cual
fue acondicionado en el capitulo (4), para que por medio de la sintonizacio´n este entregara las matrices Q y R, las
cuales serian evaluadas por la ecuacio´n de Ricatti perteneciente al controlador LQR, obtenie´ndose ası´ los valores
o´ptimos del vector de realimentacio´n de estados K, y ası´ poder cumplir con las especificaciones de disen˜o dadas.
Realizando varias ejecuciones del algoritmo gene´tico para las diferentes penalizaciones, es decir, para
las distintas matrices Q expuestas en las ecuaciones (4.21), (4.22) y (4.24), donde se le dan pesos a los estados
y teniendo en cuenta el valor de la matriz R, se han obteniendo valores diferentes del ı´ndice ITAE, escogiendo
ası´ el ı´ndice “o´ptimo” (menor), que a su vez entregarı´a los valores de Q y R que hacen que la salida sea la
mejor ante las restricciones de disen˜o impuestas al algoritmo gene´tico. Las matrices Q y R obtenidas son las
siguientes:
5.1. Respuestas del sistema en tiempo continuo
A partir de las ecuaciones en el espacio de estado continuo, obtenemos el diagrama analo´gico necesario para
realizar la simulacio´n en MatlabT M-Simulink figura 5.14
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Figura 5.1.: Diagrama analo´gico para el sistema continuo en Matlab-Simulink.
Los resultados muestran regulacio´n de la posicio´n del puente y del a´ngulo ante una condicio´n inicial de la
posicio´n del carro de (−0.5m).
Las diferentes ejecuciones del algoritmo gene´tico entregaron los valores del ı´ndice de desempen˜o (ITAE) que
se muestran en las tablas 5.1, 5.3, 5.5, para los diferentes tipos de penalizaciones. Estos valores son los mismo
para tiempo continuo como para tiempo discreto. Luego se escogio´ los resultados del proceso que tuviera el
menor valor de este ı´ndice, y en consecuencia la que tenia los valores de las matrices Q y R o´ptimos para el
controlador.
5.1.1. Q teniendo en cuenta solo posicio´n, a´ngulo y R
JAG Cor1 Cor2 Cor3 Cor4 Cor5 Cor6 Cor7 Cor8 Cor9 Cor10
J 1176 1205 1556 1391 929 1207 1205 1275 851 972
J 1090 1091 823 1095 841 968 898 921 758 573
J 1042 965 754 841 582 889 754 781 706 553
J 788 728 605 688 513 792 647 626 616
J 736 601 596 578 638 634 568 599
J 586 531 545 575 601 557
J 546 537 567 543
Tabla 5.1.: Resultados de diez ejecuciones del algoritmo gene´tico para posicio´n y a´ngulo.
La tabla 5.2 muestra el ı´ndice de desempen˜o o´ptimo y en que generacio´n sucedio´.
JAG Cor5 Generacio´n Individuo
J 929 1 1
J 841 1 22
J 582 1 65
J 513 13 27
Tabla 5.2.: Resultados o´ptimos para posicio´n y a´ngulo.
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32.80 0 0 0
0 939.50 0 0
0 0 0 0




Los polos del sistema en lazo cerrado son
−1.9335+ j4.2664 −1.9335− j4.2664 −0.8050+ j0.8521 −0.8050− j0.8521
El vector de realimentacio´n K se obtiene a partir de la evaluacio´n de la ecuacio´n de Ricatti aplicada por el LQR
K =
[
2.5433 9.9635 3.3301 1.9265
] (5.2)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=513,0634.
Las respuestas obtenidas son las figuras 5.2, 5.3 y 5.4. De la figura 5.2 se observa un pequen˜o sobre-
paso, ya que al momento de colocar la restriccio´n de sobrepaso en el algoritmo gene´tico en donde se querı´a
que este fuera nulo, el algoritmo gene´tico no convergı´a, es decir, no encontraba soluciones para el problema,
teniendo en cuenta esta restriccio´n. De manera que se opto´ por incrementar el sobrepaso hasta el 5 %. Dando
como resultado una respuesta muy aceptabe. El tiempo de establecimiento cumplio´ con los para´metros
expuestos en la sintonizacio´n, al igual que el error de establecimiento. La figura 5.3 muestra la oscilacio´n de la
carga, la cual no excede los 3◦ impuestos por el disen˜o. Los objetivos se cumplieron sin que la sen˜al de control
realizara un esfuerzo fuera de los limites fı´sicos establecidos por el fabricante.
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Figura 5.2.: Posicio´n del carro en tiempo continuo penalizando 2 estados

















Figura 5.3.: Posicio´n Angular en tiempo continuo penalizando 2 estados
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Figura 5.4.: Sen˜al de Control en tiempo continuo penalizando 2 estados
5.1.2. Q con los elementos de la diagonal y R
JAG Cor1 Cor2 Cor3 Cor4 Cor5 Cor6 Cor7 Cor8 Cor9 Cor10
J 607 1489 1489 1489 1118 705 1761 1215 541 1619
J 550 1079 1079 1079 709 640 914 672 506 644
J 544 899 899 899 628 631 550 544 504 608
J 541 521 521 521 531 570 547 503 573
J 533 491 491 491 480 515 504 488 534
J 498 464 464 464 461 469 494 483 448
J 473 947 462 481 476
Tabla 5.3.: Resultados de diez ejecuciones del algoritmo gene´tico para posicio´n, a´ngulo , velocidad del carro y velocidad
angular.
La tabla 5.4 muestra el ı´ndice de desempen˜o o´ptimo y en que generacio´n sucedio´.
JAG Cor10 Generacio´n Individuo
J 1619 1 10
J 644 1 14
J 608 1 36
J 573 1 64
J 534 1 79
J 448 1 97
Tabla 5.4.: Resultados o´ptimos para posicio´n, a´ngulo , velocidad del carro y velocidad angular.
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462.29 0 0 0
0 120.90 0 0
0 0 312.34 0




Los polos del sistema en lazo cerrado son, en este caso
−4.6833 −1.3625 −1.7050+ j2.0524 −1.7050− j2.0524
El vector de realimentacio´n K se obtiene a partir de la evaluacio´n de la ecuacio´n de Ricatti aplicada por el LQR
K =
[
3.8323 12.4697 5.3440 3.8023
] (5.4)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=448.7612.
Las respuestas obtenidas se presentan en las figuras 5.5, 5.6 y 5.7. De la figura 5.5 muestra la res-
puesta de la regulacio´n de la posicio´n del puente ante la condicio´n inicial de (−0.5m), las cuales se obtuvieron
a partir de los valores de Q y R mostrados en la ecuacio´n (5.3) donde solo se penaliza las cuatro variables de
estado. Estos valores de Q y R fueron entregados por el algoritmo gene´tico, y de la evaluacio´n de estos valores
en el LQR, se calculo´ el vector de ganancias K, los resultados cumplen con las caracterı´sticas propias del disen˜o
impuesto; como lo es el sobrepaso (Mp=0), un tiempo de establecimiento (tss) de 4s y asociado a este, el error
de establecimiento menor al (10%). Adema´s, logrando que la oscilacio´n del a´ngulo no sea mayor a (3◦) como
se obeserva en la figura 5.6.
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Figura 5.5.: Posicio´n del carro en tiempo continuo penalizando 4 estados



















Figura 5.6.: Posicio´n Angular en tiempo continuo penalizando 4 estados
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Figura 5.7.: Sen˜al de Control en tiempo continuo penalizando 4 estados
5.1.3. Q con todos los elementos y R
JAG Cor1 Cor2 Cor3 Cor4 Cor5 Cor6 Cor7 Cor8 Cor9 Cor10
J 1606 522 1854 1687 1915 1112 947 1219 1040 837
J 784 492 1071 1427 1281 892 712 713 565 683
J 720 489 637 644 716 749 639 610 539 670
J 592 947 512 563 638 541 544 518 522 643
J 511 947 486 511 509 484 512 477 519 552
J 488 947 477 486 487 479 475 514 487
J 947 462 481 474 457 504 468
Tabla 5.5.: Resultados de diez ejecuciones del algoritmo gene´tico para posicio´n, a´ngulo y todas las relaciones.
La tabla 5.6 muestra el ı´ndice de desempen˜o o´ptimo y en que generacio´n sucedio´.
JAG Cor7 Generacio´n Individuo
J 947 1 1
J 712 1 7
J 639 1 53
J 544 1 92
J 512 4 27
J 475 36 57
J 457 47 71
Tabla 5.6.: Resultados o´ptimos para posicio´n, a´ngulo y todas las relaciones.
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509,50 165,90 267,06 253,23
165,90 987,85 946,86 57,28
267,06 946,86 425,47 57,24




Los polos del sistema en lazo cerrado son, en este caso
−6.0403 −1.2099 −1.5517+ j2.0823 −1.5517− j2.0823
El vector de realimentacio´n K se obtiene a partir de la evaluacio´n de la ecuacio´n Ricatti aplicada por el LQR
K =
[
4.1571 14.1506 5.9087 4.1478
] (5.6)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=457,2944.
Las respuestas obtenidas se muestran en las figuras 5.8, 5.9 y 5.10. De la figura 5.8 muestranla res-
puesta de la regulacio´n de la posicio´n del puente ante la condicio´n inicial de (−0.5m), las cuales se obtuvieron
a partir de los valores de Q y R mostrados en la ecuacio´n ecuacio´n (5.5) donde se hace penalizacio´n de
todas las variables de estado y las relaciones que se establecen entre ellas, estos valores de Q y R fueron
entregados por el algoritmo gene´tico, y de la evaluacio´n de estos valores en el LQR, se calculo´ el vector
de ganancias K, los resultados cumplen con las caracterı´sticas propias del disen˜o impuesto; como lo es el
sobrepaso (Mp=0), un tiempo de establecimiento (tss) de 4s y asociado a este, el error de establecimiento menor
al (10%). Adema´s, logrando que la oscilacio´n del a´ngulo no sea mayor a (3◦) como se obeserva en las figura 5.9.
Tambie´n se puede observar que las figuras tiene un comportamiento muy parecido aunque se halla pe-
nalizado en un caso, solo cuatro estados y para en el otro todos los estados y sus relaciones; de lo que se
puede concluir que lo ma´s importante es la penalizacio´n de los cuartro estados segu´n las restricciones impuestas.





















Figura 5.8.: Posicio´n del carro en tiempo continuo penalizando 4 estados y sus productos



















Figura 5.9.: Posicio´n Angular en tiempo continuo penalizando 4 estados y sus relaciones
80
5.1. Respuestas del sistema en tiempo continuo
















Figura 5.10.: Sen˜al de Control en tiempo continuo penalizando 4 estados y sus relaciones
5.1.4. Evolucio´n del gene´tico para la matriz Q completa y R
A continuacio´n se muestra gra´ficamente la evolucio´n que tuvo el algoritmo gene´tico para encontrar los valores
de Q y R con los cuales se llega a las mejores respuestas en el tiempo (respuesta o´ptima), mostradas en las







Tabla 5.7.: ´Indices de evolucio´n del algoritmo gene´tico para la solucio´n penalizando los estados 4 y sus relaciones.
La figura 5.11 muestra como mejora la respuesta de la posicio´n del carro por medio de la evolucio´n que realiza
el algoritmo gene´tico por el paso de las diferentes generaciones y en la busqueda de la respuesta o´ptima, tanto
en tiempo de respuesta como en minimizacio´n del error. De la figura 5.12 se aprecia que lo que es respuesta
o´ptima para la posicio´n no lo es para el a´ngulo, aunque este cumple con la restriccio´n que dice que dicho a´ngulo
no sea mayor a tres grados (3◦). La sen˜al de control en todo momento de la evolucio´n del algoritmo se encuentra
dentro de los limites de disen˜o entregados por el fabricante del puente gru´a, esto se observa en la figura 5.13.
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Figura 5.11.: Evolucio´n de la posicio´n del carro en tiempo continuo para penalizacio´n de los 4 estados y sus relaciones.


























Figura 5.12.: Evolucio´n de la oscilacio´n en tiempo continuo para penalizacio´n de los 4 estados y sus relaciones.
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Figura 5.13.: Evolucio´n de la Sen˜al de Control en tiempo continuo para penalizacio´n de los 4 estados y sus relaciones.
5.2. Respuestas del sistema en tiempo discreto
A partir de las ecuaciones en el espacio de estado discreto, obtenemos el diagrama analo´gico necesario para
realizar la simulacio´n en MatlabT M-Simulink figura 5.14
Variable de datos 
para el genetico 1
Real







Salida de todos 
los estados1
Salida de 













Figura 5.14.: Diagrama analogico para el sistema discreto en Matlab-Simulink.
Los siguiente resultados son para el sistema en tiempo discreto, por consiguiente se toma el modelo de la planta
discretizado de las ecuaciones (1.28) y (1.29), el tiempo de muestreo definido en el capitulo (1) al igual que
el controlador discreto de la ecuacio´n (4.7) el cual nos entregara los valores del vector de realimentacio´n K
discretos. Teniendo en cuenta que la robustez del controlador nos permite tener los valore de las matrices Q y R
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en tiempo discretos iguales que en tiempo continuo, no es necesario que estas se discreticen y sera´n las mismas
que las utilizadas en el apartado anterior para los diferentes casos. Estos resultados muestran regulacio´n de la
posicio´n del puente y del a´ngulo ante una condicio´n inicial de la posicio´n del carro de (−0.5m).
5.2.1. Q teniendo en cuenta solo posicio´n, a´ngulo y R
Los siguientes para´metros de las matrices Q y R ya mostrados en (5.1) penalizan solo dos de las variables de
estado: la posicio´n y en a´ngulo.




2.2359 8.0463 2.9791 1.8976
] (5.7)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=513,0634.
Las respuestas obtenidas son las figuras 5.15, 5.16 y 5.17. De la figura 5.15 se observa un pequen˜o
sobrepaso, ya que al momento de colocar esta restriccio´n el algoritmo gene´tico en donde (se querı´a que este
fuera nulo), el algoritmo no encontraba soluciones para el problema. De manera que se opto´ por incrementar
el sobrepaso hasta el (5%). Dando como resultado una respuesta muy aceptabe. El tiempo de establecimiento
cumplio´ con los para´metros expuestos en la sintonizacio´n, al igual que el error de establecimiento. La figura
5.16 muestra la oscilacio´n de la carga, la cual no excede los (3◦) impuestos por el disen˜o. Los objetivos se
cumplieron sin que la sen˜al de control realizara un esfuerzo fuera de los limites fı´sicos establecidos por los
para´metros dados por el fabricante.
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Figura 5.15.: Posicio´n del carro en tiempo discreto penalizando 2 estados.

















Figura 5.16.: Posicio´n Angular en tiempo discreto penalizando 4 estados.
85
5. Resultados
















Figura 5.17.: Sen˜al de Control en tiempo discreto penalizando 4 estados.
5.2.2. Q con los elementos de la diagonal y R
Los siguientes valores en las matrices Q y R mostrados en (5.3) penalizan todas las variables de estado.




3.0531 8.6138 4.3294 3.2601
] (5.8)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=448.7612.
Las respuestas obtenidas son las figuras 5.18, 5.19 y 5.20:
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Figura 5.18.: Posicio´n del carro en tiempo discreto penalizando 4 estados.



















Figura 5.19.: Posicio´n Angular en tiempo discreto penalizando 4 estados.
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Figura 5.20.: Sen˜al de Control en tiempo discreto penalizando 4 estados.
5.2.3. Q con todos los elementos y R
Estos para´metros de Q mostrados en (5.5) penalizan las variables de estado y sus relaciones con las dema´s
variables de estado.
Los polos del sistema en lazo cerrado son
0.7418 0.9413 0.9202+ j0.0964 0.9202− j0.0964
El vector de realimentacio´n K se obtiene a partir de la evaluacio´n de la ecuacio´n Ricatti aplicada por el LQR
K =
[
3.2397 9.6035 4.6818 3.4927
] (5.9)
Y el valor del ı´ndice de desempen˜o del gene´tico, ecuacio´n (ITAE) que entrego estos valores de Q y R fue
JAG=457,2944.
Las respuestas obtenidas son las figuras 5.21, 5.22 y 5.23. Las gra´ficas 5.18 y 5.21 muestran la res-
puesta de la regulacio´n del puente ante la condicio´n inicial de (−0.5m), las cuales se obtuvieron a partir de los
valores de Q y R mostrados en la ecuacio´n (5.3) donde solo se penaliza las cuatro variables de estado y en la
ecuacio´n (5.5) donde se hace penalizacio´n de todas las variables de estado y las relaciones que se establecen
entre ellas, estos valores de Q y R fueron entregados por el algoritmo gene´tico, y de la evaluacio´n de estos
valores en el LQR, se obtuvo el vector de ganancias K, donde este permite obtener las figuras 5.18 y 5.21 las
cuales muestran caracterı´sticas propias del disen˜o impuesto; como lo es el sobrepaso (Mp=0), un tiempo de
establecimiento (tss=4s) y asociado a este, el error de establecimiento menor al (10%). Adema´s, logrando que
la oscilacio´n del a´ngulo no sea mayor a (3◦) como se obeserva en las figuras 5.19 y 5.22. Tambie´n se puede
observar que las gra´ficas tiene un comportamiento muy parecido aunque se halla penalizado para unas, solo los
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estados y para las otras todos los estados y sus relaciones; lo cual da a entender que lo mas importante es la
penalizacio´n de los estados como tal.
Las figuras 5.17, 5.20 y 5.23 muestran la sen˜al de control dentro de los limites expuestos por los
para´metros del fabricante.

















Figura 5.21.: Posicio´n del carro en tiempo discreto penalizando 4 estados y sus relaciones.
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Figura 5.22.: Posicio´n Angular en tiempo discreto penalizando 4 estados y sus relaciones.
















Figura 5.23.: Sen˜al de Control en tiempo discreto penalizando 4 estados y sus relaciones.
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5.3. Respuestas del sistema en tiempo continuo con observador de orden reducido
En esta seccio´n se mostrara los resultados, a partir de los datos mostrados en la seccio´n Respuestas del sistema
en tiempo continuo, pero utilizando el observador de orden reducido, a partir del disen˜o expuesto en el capitulo
de sintonizacio´n, de manera que la ganancia de realimentacio´n se hallo corriendo los polos del sistema en lazo
cerrado 10 veces hacia la izquierda en el plano S. obteniendo ası´ las respuestas para los diferentes caso de
penalizacio´n de los estados.
A partir de las ecuaciones en el espacio de estado para el sistema con observador reducido en tiempo
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Figura 5.24.: Diagrama analogico para el sistema discreto en Matlab-Simulink.
5.3.1. Q teniendo en cuenta solo posicio´n, a´ngulo y R
Estos para´metros de Q penalizan solo dos de las variables de estado: la posicio´n y en a´ngulo.
Los polos se ubica en:
−8.0504+ j8.5209 −8.0504− j8.5209
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Las respuestas obtenidas son las figuras 5.25, 5.26 y 5.27. En la figura 5.25 se nota un sobrepaso mayor que
el obtenido al realimentar las variables de estado directamente, tambie´n se debe tener en cuenta la saturacio´n en
la sen˜al de control. Este sobrepaso ma´s grande es debido al error de estimacio´n de las dos variables estimadas
variables. La figura 5.26 muestra que la oscilacio´n de la carga, es mayor que la mostrada sin el observador, de
igual manera esto es debido al error de estimacio´n. Pero este incumplimiento de los criterios de disen˜o es de
duracio´n muy corta ya que el disen˜o del observador se hizo de tal manera que este respondiera en menos de 1s
para obtener las respuestas muy similares a las obtenidas sin el observador.

















Figura 5.25.: Posicio´n del carro en tiempo continuo penalizando 2 estados para el observador reducido.
92
5.3. Respuestas del sistema en tiempo continuo con observador de orden reducido














Figura 5.26.: Posicio´n Angular en tiempo continuo penalizando 2 estados para el observador reducido.














Figura 5.27.: Sen˜al de Control en tiempo continuo penalizando 2 estados para el observador reducido.
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5.3.2. Q con los elementos de la diagonal y R
Estos para´metros de Q penalizan todas las variables de estado.
Los polos se ubica en:
−17.0501+ j20.5244 −17.0501− j20.5244i







Las respuestas obtenidas son las figuras 5.28, 5.29 y 5.30:

















Figura 5.28.: Posicio´n del carro en tiempo continuo penalizando 4 estados para el observador reducido.
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Figura 5.29.: Posicio´n Angular en tiempo continuo penalizando 4 estados para el observador reducido.
















Figura 5.30.: Sen˜al de Control en tiempo continuo penalizando 4 estados para el observador reducido.
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5.3.3. Q con todos los elementos y R
Los siguientes para´metros de Q y R penalizan las variables de estado y sus relaciones con las dema´s variables
de estado.
Los polos se ubica en:
−15.5166+ j20.8227 −15.5166− j20.8227







Las respuestas obtenidas son las figuras 5.31, 5.32 y 5.33. Las figuras 5.28 y 5.31 muestran la respuesta con
el observador de orden reducido que cumplen con el criterio del sobrepaso (Mp=0). pero para las figuras 5.29
y 5.32 se observa una violacio´n del criterio de disen˜o del a´ngulo, debido al error de estimacio´n. lo cual se da
solucio´n en menos de 0.5s correspondiente al disen˜o impuesto para el observador.
Observando ası´ las respuestas con el observador y sin e´l, dentro de lo estipulado por el disen˜o. Las figuras 5.27,
5.30 y 5.33 muestran la sen˜al de control sobre pasando el limite, pero en un tiempo muy pequen˜o, el cual
corresponde a tiempo de establecimiento del error de estimacio´n, por lo tanto con un esfuerzo mayor debido a
dicho error.

















Figura 5.31.: Posicio´n del carro en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.
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Figura 5.32.: Posicio´n Angular en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.
















Figura 5.33.: Posicio´n Angular en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.
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5.4. Respuestas del sistema en tiempo discreto con observador de orden reducido
En esta seccio´n se mostrara los resultados, a partir de los datos mostrados en la seccio´n Respuestas del sistema
en tiempo discreto, pero utilizando el observador de orden reducido discreto, y con el disen˜o propuesto en el
capitulo de sintonizacio´n, donde la utilizacio´n del observador Dead-Beat entrega un error de estimacio´n igual a
cero 0, lo cual permitira´ observar respuestas sin retardo en accio´n de control.
La ganancia de realimentacio´n se hallo corriendo los polos del sistema discretos en lazo cerrado al centro del
circulo unitario, lo cual indica que los polos para las diferentes penalizaciones serı´an 0. Pero esto no quiere







Para todas las penalizaciones de los estados.
A partir de las ecuaciones en el espacio de estado para el sistema con observador reducido en tiempo











































Figura 5.34.: Diagrama analogico para el sistema discreto en Matlab-Simulink.
5.4.1. Q teniendo en cuenta solo posicio´n, a´ngulo y R
Estos para´metros de Q penalizan solo dos de las variables de estado: la posicio´n y en a´ngulo.
Las respuestas obtenidas son las figuras 5.35, 5.36 y 5.37. La figura 5.35 se observa un sobrepaso mayor
que el mostrado en la seccio´n sin el observador. Este sobrepaso mas grande es debido al error de estimacio´n
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de las dos variables estimadas variables. La figura 5.36 muestra que la oscilacio´n de la carga, es mayor que la
mostrada sin el observador, de igual manera esto es debido al error de estimacio´n. Pero este incumplimiento de
los criterios de disen˜o es de duracio´n muy corta ya que el disen˜o del observador se hizo de tal manera que este
respondiera en menos de 1s para obtener las respuestas muy similares a las obtenidas sin el observador.

















Figura 5.35.: Posicio´n del carro en tiempo discreto penalizando 2 estados para el observador reducido
99
5. Resultados















Figura 5.36.: Posicio´n angular en tiempo discreto penalizando 2 estados para el observador reducido














Figura 5.37.: Sen˜al de control en tiempo discreto penalizando 2 estados para el observador reducido
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5.4.2. Q con los elementos de la diagonal y R
Estos para´metros de Q penalizan todas las variables de estado.
Las respuestas obtenidas son las figuras 5.38, 5.39 y 5.40:

















Figura 5.38.: Posicio´n del carro en tiempo discreto penalizando 4 estados para el observador reducido.
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Figura 5.39.: Posicio´n Angular en tiempo discreto penalizando 4 estados para el observador reducido.















Figura 5.40.: Sen˜al de Control en tiempo discreto penalizando 4 estados para el observador reducido.
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5.4.3. Q con todos los elementos y R
Estos para´metros de Q penalizan las variables de estado y sus relaciones con las dema´s variables de estado.
Las respuestas obtenidas son las figuras 5.41, 5.42 y 5.43. Las figuras 5.38 y 5.41 muestran la res-
puesta con el observador de orden reducido que cumplen con el criterio del sobrepaso (Mp=0). pero para las
figuras 5.39 y 5.42 se observa una violacio´n del criterio de disen˜o del a´ngulo, debido al error de estimacio´n.
lo cual se da solucio´n en menos de 0.5s correspondiente al disen˜o impuesto para el observador.
Observando ası´ las respuestas con el observador y sin e´l, dentro de lo estipulado por el disen˜o.
Las figuras 5.37, 5.40 y 5.43 muestran la sen˜al de control sobre pasando el limite, pero respondiendo de
forma instanta´nea debido a la utilizacio´n del observador Dead-Beat, lo cual corresponde a que el esfuerzo de la
sen˜al de control no se incremento como sucedio´ para el caso del observador de orden reducido continuo.

















Figura 5.41.: Posicio´n del carro en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.
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Figura 5.42.: Posicio´n Angular en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.















Figura 5.43.: Posicio´n Angular en tiempo continuo penalizando 4 estados y sus relaciones para el observador reducido.
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5.5. Comparacio´n de las respuestas del sistema en tiempo continuo ante las diferentes
penalizaciones
Los siguiente resultados son la comparacio´n entre la diferentes penalizaciones presentadas en este trabajo, y de
los cuales se podra´n observar que tan importante puede ser lo pesos de cada estado con respecto a los otros.
Tambie´n se observara la efectividad de dichas penalizaciones.
Estados Penalizados
Q(2) y R(1) 2 estados y 1 Sen˜al de control
Q(4) y R(1) 4 estados y 1 Sen˜al de control
Q(4 con R) y R(1) 4 estados, las relaciones y 1 Sen˜al de control
Tabla 5.8.: Comparacio´n entre las penalizaciones.
La figura 5.44 muestra la respuesta del carro penalizando los diferentes estado, de la cual se observa que la
penalizacio´n de solo dos estados presenta menor efectividad que cuando se penaliza todos los estados, aunque
la respuesta entre la penalizacio´n de todos los estados y la penalizacio´n de todos los estados y sus relaciones son
casi iguales el costo computacional si es mayor para la penalizacio´n de la matriz Q completa, observando que
esto es innecesario debido a lo parecida de las respuesta, lo cual indica que lo mas importante es la penalizacio´n
de todas las variables de estado que hagan parte del sistema.





















Q(4 con R) R(1)
Figura 5.44.: Posicio´n del carro para las diferentes penalizaciones.
La figura 5.45 muestra la respuesta del a´ngulo penalizando los diferentes estados, observa´ndose que la penali-
zacio´n de solo dos estados genera una respuesta con un tiempo de establecimiento mayor debido a la oscilacio´n
que produce el carro al momento de regular su posicio´n, pero las respuestas para las penalizaciones de la Q
diagonal y la Q completa muestran respuestas con un tiempo de establecimiento y un a´ngulo entre los limites
impuestos por el disen˜o
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Q(4 con R) y R(1)
Figura 5.45.: Posicio´n Angular para las diferentes penalizaciones.
La figura 5.46 muestra la sen˜al de control la cual para las diferentes penalizaciones no excede los limites de los
para´metros entregados por el fabricante, y en donde se puede observar que a medida que se incrementa el grado
de las variables de penalizacio´n crece el esfuerzo de control, aunque para el sistema tratado en este trabajo este
incremento no es muy significativo para otros sistema de mayor orden si lo puede ser.



















Q(4 con R) y R(1)
Figura 5.46.: Sen˜al de control para las diferentes penalizaciones.
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5.6. Respuestas y validacio´n del vector de realimentacio´n obtenido en simulaciones,
para el modelo a escala del puente gru´a
La respuestas obtenidas con el modelo discretizado con observador de orden reducido, permiten observar el
comportamiento del puente gru´a ante la condicio´n inicial de (-0.5m) para el carro. Ahora en esta seccio´n se
pretende ilustrar los resultados correspondientes para las diferentes penalizaciones de los estados, utilizando el
modelo real a escala. Es necesario tener en cuenta que el modelo del motor DC que hace parte del sistema de
control del modelo real no se incluyo en el modelado del sistema en lazo cerrado, por consecuencia se presenta
en este una zona muerta de operacio´n, lo que hace que ante sen˜ales pequen˜as de control no se generen voltajes
considerables para que el motor DC responda. Causando ası´ un desplazamiento de la referencia del sistema
(condicio´n de equilibrio x=0).
5.6.1. Q teniendo en cuenta solo posicio´n, a´ngulo y R
Las figuras 5.47 y 5.47 muestran las respuestas de posicio´n y a´ngulo respectivamente, en ellas se puede
observar que el desplazamiento del carro y la oscilacio´n de pe´ndulo que se asemejan a las respuestas simuladas.
De la figura 5.47 se nota que el carro no es llevada a la posicio´n de referencia debido a la zona muerta definida
anteriormente, aunque el tiempo de respuesta cumple con las especificacio´n de disen˜o. De la figura 5.48 se
puede ver que el a´ngulo al empezar el movimiento de regulacio´n este excede el limite de (5◦) pero en poco
tiempo es llevado al rango de oscilacio´n impuesto, aunque esta dentro del intervalo de [−3 ≤ θ ≤ 3]. Pese a
que el a´ngulo se encuentra dentro los limites este no puede ser regulado (θ=0), a causa de la zona muerta por lo
tanto quedara´ oscilando siendo atenuado ma´s por la friccio´n rotacional que por la propia accio´n del controlador.
Figura 5.47.: Posicio´n del carro penalizando 2 estados para el modelo real.
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Figura 5.48.: Posicio´n angular del pe´ndulo penalizando 2 estados para el modelo real.
5.6.2. Q con los elementos de la diagonal y R
Las figuras 5.49 y 5.49 muestran las respuestas de posicio´n y a´ngulo respectivamente, en ellas se puede ob-
servar que el desplazamiento del carro y la oscilacio´n de pe´ndulo que se asemejan a las respuestas simuladas.
De la figura 5.49 se nota que el carro no es llevada a la posicio´n de referencia debido a la zona muerta defi-
nida anteriormente, aunque el tiempo de respuesta cumple con las especificacio´n de disen˜o, tambie´n se puede
apreciar un pequen˜o sobrepaso debido a las diferencias existentes entre el modelo realizado con los para´metros
entregados por el fabricantes y el modelo real del sistema. De la figura 5.50 se puede ver que el a´ngulo al
empezar el movimiento de regulacio´n este excede el limite de (5◦) pero en poco tiempo es llevado al rango de
oscilacio´n impuesto, aunque esta dentro del intervalo de [−2≤ θ ≤ 2]. Pese a que el a´ngulo se encuentra dentro
los limites este no puede ser regulado (θ=0), a causa de la zona muerta por lo tanto quedara´ oscilando siendo
atenuado ma´s por la friccio´n rotacional que por la propia accio´n del controlador.
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Figura 5.49.: Posicio´n del carro penalizando 4 estados para el modelo real.
Figura 5.50.: Posicio´n angular del pe´ndulo penalizando 4 estados para el modelo real.
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5.6.3. Q con todos los elementos y R
Las figuras 5.51 y 5.51 muestran las respuestas de posicio´n y a´ngulo respectivamente, en ellas se puede
observar que el desplazamiento del carro y la oscilacio´n de pe´ndulo que se asemejan a las respuestas simuladas.
De la figura 5.51 se nota que el carro no es llevada a la posicio´n de referencia debido a la zona muerta definida
anteriormente, aunque el tiempo de respuesta cumple con las especificacio´n de disen˜o, tambie´n se puede
apreciar un pequen˜o sobrepaso debido a las diferencias existentes entre el modelo realizado con los para´metros
entregados por el fabricantes y el modelo real del sistema. De la figura 5.52 se puede ver que el a´ngulo al
empezar el movimiento de regulacio´n este excede el limite de (5◦) pero en poco tiempo es llevado al rango
de oscilacio´n impuesto, aunque esta dentro del intervalo de [−2 ≤ θ ≤ 2]. Pese a que el a´ngulo se encuentra
dentro los limites este no puede ser regulado (θ=0), a causa de la zona muerta por lo tanto quedara´ oscilando
siendo atenuado ma´s por la friccio´n rotacional que por la propia accio´n del controlador.
Figura 5.51.: Posicio´n del carro penalizando 4 estados y sus relaciones para el modelo real.
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Figura 5.52.: Posicio´n angular del pe´ndulo penalizando 4 estados y sus relaciones para el modelo real.
Al igual que en las respuestas obtenidas en las simulaciones haciendo penalizacio´n de cuatro (4) estados y
de cuatro (4) estados y sus relaciones de la matriz Q, se observaban respuestas muy similares, tanto para la
posicio´n como para el a´ngulo. En las pruebas hechas en el sistema real se obteniendo salidas iguales que las






En este trabajo se ha conseguido el objetivo principal, y por tanto se ha implementado con e´xito un
controlador sobre un modelo real de puente gru´a a escala que permite regular la posicio´n y el a´ngulo en
funcio´n de la sen˜al de control “La fuerza entregada por el motor”.
Los sistemas de control o´ptimo se basan en las te´cnicas de optimizacio´n las cuales determinan los
para´metros variables del controlador, e´stas se encuentran en funcio´n de algu´n ı´ndice de desempen˜o, las
cuales pretenden la minimizacio´n o maximizacio´n de este.
Los me´todos para determinar el punto de funcionamiento o´ptimo, son ba´sicamente los de prueba y
correccio´n. Es importante destacar como ventaja del me´todo de control o´ptimo es que e´ste no presen-
ta restricciones a la planta, es decir, puede ser no lineal, mu´ltiples entradas y salidas, variable en el tiempo.
La teorı´a del control o´ptimo es aplicable u´nicamente en sistemas realimentados. Puede ser clasificado
segu´n el ı´ndice de costo esperado y puede ser de tiempo mı´nimo, esfuerzo mı´nimo, y problemas de
seguimiento.
El efecto del tiempo de muestreo tambie´n conlleva una perdida de rapidez en la respuesta del controlador.
Ası´, si la entrada de control es proporcionada cada T segundos, durante ese intervalo se mantiene
constante y por tanto con un valor diferente de los que tendrı´a si fuera tiempo continuo y sin retraso. Esta
pe´rdida de rapidez, de precisio´n, afecta al comportamiento del sistema en bucle cerrado disminuyendo la
rapidez de la accio´n. Claramente cuanto ma´s grande es el tiempo de muestreo y el retraso, mayor es el
efecto de e´stos.
Al concluir este trabajo se han podido obtener importantes conclusiones, como el desarrollo de algo-
ritmos para la sintonizacio´n de los para´metros de un tipo de controlador, el cual es utilizado para la
automatizacio´n de un proceso, y donde este permite hacer comparaciones con cualquier aplicacio´n de
control existente en la industria, logrando una solucio´n o´ptima en comparacio´n con las implementadas,
proporcionando ası´ un fa´cil manejo y siendo flexible a modificaciones.
Una caracterı´sticas importante de los algoritmos evolutivos son su flexibilidad y adaptabilidad al tipo de
problema a resolver. La metodologı´a desarrollada permite trabajar directamente con las especificaciones
de disen˜o e incluir en la funcio´n de evaluacio´n todos los para´metros que se consideren oportunos.
Para obtener los para´metros del controlador LQR, u´nicamente hubo que incluirlos en el desarrollo del
algoritmo y ser evaluados a partir de el calculo de las ganancias de realimentacio´n obtenidas con la
evaluacio´n del controlador a partir de la ecuacio´n de Ricatti.
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La metodologı´a desarrollada fue aplicada a un problema de control concreto, adapta´ndose el algoritmo
gene´tico al problema en cuestio´n. Esta vez se utilizo´ para la determinacio´n de las matrices de peso
Q y R propias del me´todo LQR, obtenidas normalmente por procedimientos de prueba y error. Los
algoritmos evolutivos probaron su flexibilidad al ser aplicados a cualquier tipo problema, en este caso
realizar la sintonizacio´n completa del controlador, sin apoyarse en ningu´n otro me´todo. Se trabajo con
una estructura de controlador predeterminada y el algoritmo se encargo de la obtencio´n de los para´metros
de dicha estructura.
Dado que un sistema de control o´ptimo basado en un ı´ndice de comportamiento cuadra´tico es una
funcio´n lineal de sus respectivas variables de estado, se necesita realimentarlas todas. Por lo tanto, estas
variables deben estar disponibles para realimentarse. Se debe evitar derivar una variable de estado para
generar otra, pues la derivacio´n de una sen˜al siempre disminuye la relacio´n entre la sen˜al y el ruido,
ya que este generalmente fluctu´a ma´s ra´pido que la sen˜al de mando. Siempre que sea posible, es mejor
evitar estos procesos de derivacio´n. Si se desea obtener cierta aceleracio´n de un determinado proceso, es
mejor medir directamente esta aceleracio´n utilizando un instrumento apropiado, que derivar la sen˜al de
la velocidad, pero cuando es imposible de medir esta variable se puede utilizar la te´cnica de estimacio´n
de las variables a trave´s de el procedimiento de observabilidad el cual nos entrega las variables estimadas
con la propiedad de que el disen˜ador puede actuar sobre la rapidez de respuesta de este para ası´ disminuir
el error de las variables observadas y que esto no afecte el funcionamiento de la planta en lazo cerrado.
Se escogieron los algoritmos gene´ticos por sus caracterı´sticas intrı´nsecas. El hecho de trabajar de for-
ma simultanea con un conjunto de posibles soluciones al problema, permite explorar a la vez distintas
regiones del espacio de bu´squeda, de esa manera acelerar el proceso y encontrar respuestas mas ra´pido.
Se comprobo´ varias de las ventajas de los algoritmos gene´ticos, ya que se implemento en un problema
sin un conocimiento previo acerca de este, aun ası´ el algoritmo encontro´ valores para las matrices Q y R
que optimizaban las salidas de posicio´n y a´ngulo en un tiempo de respuesta pequen˜o.
El disen˜ador juega un papel importante en la implementacio´n de un algoritmo gene´tico, ya que depende
de este escoger la codificacio´n adecuada para el problema a tratar, adema´s, una definicio´n correcta de la
funcio´n objetivo del algoritmo, pues ya que si esta no es correctamente definida las respuestas obtenidas
no sera´n las deseadas o erro´neas en la solucio´n del problema a tratar.
No es recomendable implementar algoritmos gene´ticos en problemas en donde ya se conozca otras
te´cnicas para optimizarlas ya que esta´n entregan las soluciones exactas o o´ptimas y posiblemente en un
tiempo mejor a lo que lo pueden hacer los algoritmos gene´ticos.
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A.1. Un poco de historia
El control automa´tico ha ido evolucionando desde el comienzo de nuestra historia. Se comenzo´ de forma
empı´rica, en los tiempos en donde el control no se consideraba un a´rea de la ingenierı´a y los aportes al control
eran so´lo espora´dicos y nacı´an con la intencio´n de solucionar algunos problemas pra´ctico.
Con el pasar del tiempo el progreso de la teorı´a del control realimentado, se dio a partir de algunas ten-
dencias principales y avances claves, convirtiendo en una disciplina de la ingenierı´a; por lo tanto, su progreso
estaba sujeto a los problemas pra´cticos que tuvieron que ser solucionados en su momento.
Teniendo en cuenta la ubicacio´n en el tiempo, se pueden resaltar algunos aportes importantes que se
dieron para que el control se convirtiera en una rama de la ingenierı´a y co´mo este soluciono´ problemas
como respuesta a las diferentes necesidades que surgieron durante cada e´poca. Como lo fue el periodo de la
Revolucio´n Industrial, en el cual se inicio la aplicacio´n del control a procesos industriales, y en donde se dieron
los mayores avances en las investigaciones y desarrollos de la teorı´a en control.
En 1922 se presento lo valioso de un controlador PID Para el control de los procesos industriales, el
cual habı´a sido mostrado por Minorsky. La funcio´n proporcional se conocı´a desde el comienzo del rele´. Sin
embargo, la parte integral se conocio´ hasta los an˜os 1920s y la derivativa en los an˜os 1930s.
El periodo posterior a La Segunda Guerra Mundial se le bautizo´ como “el periodo cla´sico de la teorı´a
de control” en el cual se utilizaban como herramientas matema´ticas los me´todos de Transformacio´n de Laplace
y Fourier y la descripcio´n externa de los sistemas. Y donde el estı´mulo para los avances que se dieron lo
constituyeron las guerras, debido a la necesidad de disen˜ar servomecanismos que prestaran funciones de ataque
y defensa para el hombre.
De la mano con el desarrollo de la teorı´a de control estaban las computadoras las cuales fueron brindan-
do contribucio´n durante el progreso de alguna funcio´n, que era parte del control de procesos. Pero surgio´ un
inconveniente, los computadores son elementos que trabajan por ciclos. No trabajan en tiempo continuo sino en
tiempo discreto, es decir estos necesitan un tiempo para adquirir las entradas, evaluar las acciones, entregar las
soluciones sobre el sistema, y realizar el proceso de conversio´n digital-analo´gico. Por lo tanto estos trabajan en
un intervalo de tiempo o perı´odo de muestreo y el control expuesto hasta ese momento solo estaba propuesto
de manera continua.
Las bases para los sistemas muestreados fueron establecidas por Hurewicz, quien desarrollo´ una exten-
sio´n apropiada del criterio de estabilidad de Nyquist para este tipo de sistemas.
Salzer en 1954 introduce la transformada Z, la cual permite que los resultados obtenidos en el estudio
de los sistemas continuos se puedan aplicar a los sistemas discretizados en el tiempo. Mediante esto, los
desarrollos hechos en tiempo continuo puedan ser trasladados a tiempo discreto, para ser implementados y
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utilizados en el computador.
La teorı´a moderna tiene como fundamento la teorı´a de control cla´sico. Esta unio´n permitio´ extender las
te´cnicas cla´sicas del dominio de la frecuencia y el lugar de las raı´ces para resolver sistemas multivariables.
Mostrando la importancia del “valor singular” de los gra´ficos versus la frecuencia en el disen˜o de sistemas
multivariables robustos. Da´ndose que con el uso de estos gra´ficos, las te´cnicas cla´sicas del dominio de la
frecuencia, podı´an ser incorporadas hacia el disen˜o moderno. Convirtie´ndose esta unio´n en el resultado de una
nueva teorı´a de “control digital”, que mezcla lo mejor de las te´cnicas del control cla´sico y moderno.
El control moderno digital tiene sus inicios con el filtro de Wiener Kolmogoroff y sigue con el filtro de
Kalmann. Los cuales continuaron con el desarrollo teo´rico originalmente propusieron Bode y Shannon, y que
luego presento´ en su forma moderna Kailath. Kalmann continu´a con el problema de la linealidad cuadra´tica
Gaussiana del control estoca´stico, en donde este problema puede ser resuelto separadamente; una estimacio´n
de los problemas de estados y un problema determinı´stico de control o´ptimo.
Todos estos avances, desarrollos y trabajos realizados por los diferentes artı´fices enunciados anterior-
mente y otros no enunciados durante toda la historia y hasta nuestros dı´as han formado una teorı´a de control
muy so´lida, la cual ha ayudado de gran manera a la industria y al desarrollo tecnolo´gico del mundo.
A.2. Teorı´a de control
Todo proceso industrial esta ligado con la ingenierı´a de manera directa, ya que es precisamente esta la que
aporta el desarrollo, disen˜o e implementacio´n de te´cnicas, me´todos y tipos de sistemas de control para las
plantas, que sera´n utilizadas en diferentes campos de la ciencia y la tecnologı´a.
A.3. Tipos de sistemas de control
Existen 2 tipos de sistemas de control.
Sistema de control en lazo abierto.
















Figura A.2.: Sistema de segundo orden.
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Los sistemas de control en lazo abierto constan de la sen˜al de entrada al sistema, el sistema controlado y la
sen˜al controlada. Pero tienen un gran inconveniente, al no poder variar la respuesta del sistema al momento de
presentarse un error de la variable controlada; por esta razo´n se presento la necesidad de buscar una solucio´n,
y fue con la llegada del control por realimentacio´n (Sistemas en lazo cerrado) que el estancamiento seria
solucionado.
La principal caracterı´stica de los sistemas de lazo cerrado, es que cuentan con una sen˜al de realimenta-
cio´n, la cual sera´ tomada de la variable controlada a trave´s de un sensor y sera´ comparada con la sen˜al deseada;
para poder generar lo que se llamara sen˜al de error. Esta sen˜al sera´ procesada por el controlador y generara´ otra
sen˜al que es la que provoca un cambio real sobre el sistema, para poder lograr que la sen˜al de salida del sistema
sea igual a la deseada.
El control en lazo cerrado es el ma´s utilizado en las diferentes aplicaciones industriales y en la inge-
nierı´a, debido a las ventajas que este ofrece frente al control en lazo abierto. Algunas de las caracterı´sticas del
control en lazo cerrado son:
1. Todos los sistemas de control son sistemas dina´micos, “cambian con el tiempo”, por lo tanto esto es
una caracterı´stica muy importante en su desempen˜o, y su descripcio´n se hace por medio de ecuaciones
diferenciales en donde la variable independiente es el tiempo.
2. Los sistemas de control tienen como analogı´a un sistema de procesamiento de informacio´n, se reciben
una informacio´n, la procesa, se actu´an sobre dicha informacio´n y al final la generan la respuesta como
varios tipos de sen˜ales.
3. Los sistemas de control esta´n integrados por componentes que actu´an en su comportamiento y estos puede
ejecutar algu´n proceso que intervenga sobre la sen˜al a lo largo del proceso.
4. Los sistemas de control son retroalimentados, en donde las sen˜ales pueden ir por diferentes caminos para
controlar el comportamiento del sistema.
5. La existencia de este lazo de retroalimentacio´n, permite que el sistema controlado, y robusto ante pertur-
baciones.
A.4. Servomecanismos y reguladores
Es de vital importancia denotar que en control existen dos tipos de sistemas automa´ticos. Los servomecanismos
y reguladores.
En la figura A.3 se muestra el diagrama de bloques de estos dos sistemas, teniendo en cuenta que en
el servomecanismo se encarga del seguimiento de la referencia R, mientras que en el regulador elimina
condiciondes iniciales y las perturbaciones que puedan afectar al sistema.
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Figura A.3.: Servomecanismo y regulador.
Estos sistemas deben tener un muy buen desempen˜o y disen˜o para responder ante diferentes perturbaciones
u otros tipos de sen˜ales. Para los sistemas dina´micos es el ana´lisis del comportamiento en el tiempo el que
permite disen˜ar un buen control sobre el proceso ante algu´n evento inesperado. Ya que este comportamiento
es la respuesta dina´mica del sistema, dado por la manipulacio´n que se le da a la sen˜al de entrada “sen˜al de
referencia o forzada” para los servomecanismos y reguladores y en donde la respuesta importante es el valor
real de la variable controlada. La sen˜al forzada y la respuesta son funciones del tiempo y esta´n relacionadas
u´nicamente por las caracterı´sticas del sistema y por el disen˜o de control.
El estudio de problemas para sistemas dina´micos tiene como objetivo definir las caracterı´sticas del siste-
ma a controlar por medio de la respuesta de e´ste, a partir de cierto tipo de entradas. De manera que se puedan
determinar las caracterı´sticas del controlador a instalar en el sistema y el cual permita llevar la sen˜al de salida
del proceso a una respuesta deseada, con base en las entradas normales que en e´l se puedan presentar y
buscando una respuesta satisfactoria ante perturbaciones.
A.5. Sen˜ales de entrada
Para esto es necesario conocer la respuesta del sistema para cierto tipo de entradas, y determinar en cuanto esta
variando el valor deseado al valor observado, y ası´ proceder a sintonizar el controlador dependiendo del error
mostrado entre la entrada (valor de referencia) y la salida (valor real).
Funcio´n escalo´n
Figura A.4.: Escalo´n de magnitud A donde f = 0 para t < 0 y f = A para t ≥ 0.
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Funcio´n rampa
Figura A.5.: Funcio´n rampa donde f = 0 para t < 0 y f = kt para t ≥ 0.
Funcio´n pulso
Figura A.6.: Funcio´n pulso de magnitud A y duracio´n T , donde f = A para 0 ≤ t ≤ T y f = 0 para cualquier otro tiempo.
Funcio´n senoidal
Figura A.7.: Funcio´n senoidal de magnitud A y de frecuencia angular ω ( rads ) donde f = Asen(ωt).
A.6. Funcio´n de transferencia
Para representar la planta y el controlador, matema´ticamente existe la funcio´n de transferencia de un sistema
lineal dada por la teorı´a de control cla´sico como herramienta a utilizar, para trabajar sistemas complejos de
manera ma´s fa´cil. Con la ayuda de la transformada de Laplace se pueden realizar procedimientos matema´ticos,
solo algebraicos, para cuando la representacio´n de los sistemas han quedado en forma de ecuaciones integro-
diferenciales. El cociente entre la transformada de Laplace de la salida y la transformada de Laplace de la
entrada, da dos polinomios expresados en el dominio del plano complejo “S” y considerando las condiciones
iniciales como nulas, entrega dicha funcio´n de transferencia.
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K0(S + z1)(S + z2) · · ·(S + zm)
(S + p1)(S + p2) · · ·(S + pn)
(A.1)
Las caracterı´sticas de H(s) dependen so´lo de las propiedades de los componentes del sistema, reflejadas en
los coeficientes de la ecuacio´n. Para los sistemas causales n > m. El denominador U(s) es llamado polinomio
caracterı´stico y a la ecuacio´n (A.2) se le denomina Ecuacio´n Caracterı´stica del sistema. Su importancia reside
en que sus raı´ces determinan la estabilidad del mismo y el comportamiento dina´mico del sistema. De manera
que si las raı´ces de la ecuacio´n anterior ecuacio´n (A.2) tienen parte real negativa, el sistema sera´ estable.
Den(S) = anSn +a1Sn−1 . . .an−1S +a0 = 0 (A.2)
A.6.1. Sistema en lazo abierto







Figura A.9.: Sistema de control en lazo abierto, no automa´tico.
y su funcio´n de transferencia se escribe como la ecuacio´n (A.3).
H(S) = Gc(S)Gp(S) (A.3)
Donde Gc(S) denota la funcio´n de transferencia del controlador y Gp(S) denota la funcio´n de transferencia de
la planta.
A.6.2. Sistema en lazo cerrado
Un sistemas en lazo cerrado, es un sistema automa´tico, debido que este utiliza la sen˜al de salida para realimen-
tarse continuamente. Este es menos sensible a las perturbaciones externas, pero ma´s complejo de instalar ya que
puede provocar inestabilidad si no se sintoniza adecuadamente. Un sistema de control en lazo cerrado se denota
de la siguiente manera:
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Figura A.10.: Sistema de control en lazo cerrado, automa´tico.
c(s): variable controlada.
e(s): error (diferencia entre el valor deseado y la variable controlada).
Gc(s): funcio´n de transferencia del controlador.




z(s): perturbaciones del sistema.








De modo que todos los sistemas utilizaran el control en lazo cerrado, y su funcio´n de transferencia dependera´ de
establecer si es un servomecanismos o regulador para que ası´ la ecuacio´n anterior tenga o no el segundo termino
es decir (Z = 0).
A.7. Respuesta dina´mica de un sistema
La estabilidad de estos sistemas de control dependera´ fundamentalmente del tipo de control y su debida
sintonizacio´n, de modo que para determinar la estabilidad de un sistema existen tres tipos de comportamiento
bien definidos: control sub-amortiguado, control con amortiguamiento crı´tico y control sobreamortiguado.





S2 +2ξ ωnS +ω2n (A.5)
Donde:
ξ : Coeficiente o factor de amortiguamiento relativo del sistema.
ωn: Frecuencia natural no amortiguada del sistema.
K: Ganancia.
ξ ωn: Constante de amortiguamiento.
ωd=(1−ξ )1/2: frecuencia amortiguada.
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La solucio´n de la ecuacio´n caracterı´stica esta dada por:




Dependiendo del valor que tome el para´metro ξ las raı´ces (S1 y S2) sera´n reales o complejas conjugadas:
a. Si ξ = 0; las raı´ces sera´n imaginarias conjugadas, el sistema se denomina en este caso “sin amortiguar”.
Esta condicio´n no es recomendable, ya que una perturbacio´n mı´nima podrı´a mover las raı´ces hacia el
semiplano positivo, provocando inestabilidad.
Figura A.11.: Respuesta dina´mica sin amortiguar.
b. Si 0 < ξ < 1; las dos raı´ces son complejas conjugadas. El sistema se dice que es “subamortiguado”. Es
la respuesta ma´s comu´n en los sistemas dina´micos.
Figura A.12.: Respuesta dina´mica subamortiguada.
c. Si ξ = 1; existira´ una raı´z doble en S =−ωn. El sistema es “crı´ticamente amortiguado”.
Figura A.13.: Respuesta dina´mica crı´ticamente amortiguada.
d. Si ξ > 1, las dos raı´ces son reales y negativas. El sistema es “sobreamortiguado”.
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Figura A.14.: Respuesta dina´mica sobreamortiguada.
A.7.1. Respuesta a escalo´n unitario de un sistema de segundo orden
Figura A.15.: Respuesta a escalo´n unitario de un sistema de segundo orden.
Tiempo de Retardo (td)
Es el tiempo requerido para que la respuesta alcance la primera vez la mitad del valor final.
Tiempo de Levantamiento (tr)
Es el tiempo requerido para que la respuesta pase del 10 al 90 %, del 5 al 95 % o del 0 al 100 % de su valor final.
Para sistemas subamortiguados suele usarse un tiempo de levantamiento de 0 a 100 porciento; y para sistemas
sobre´amortiguados del 10 a 90 %.
Tiempo Pico (tp)
Es el tiempo requerido para que la respuesta alcance el primer pico del sobrepaso.
Sobrepaso ma´ximo (Mp)
Es el valor pico ma´ximo de la curva de respuesta medido a partir de la unidad. Si el valor final en estado estable
de la respuesta es diferente de la unidad, es comu´n usar el porcentaje de sobre paso ma´ximo.
Tiempo de Asentamiento (Ts)
Es el tiempo que se requiere para que la curva de respuesta alcance un rango alrededor del valor final del taman˜o
especificado por el porcentaje absoluto del valor final y permanezca dentro de el.
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A.8. Tipos de controladores cla´sicos
Se tiene que determinar la forma de tratar la sen˜al de error para ejecutar las correcciones, de manera que la sen˜al
de salida sea la deseada, para que el sistema funcione adecuadamente. Por lo tanto la funcio´n principal de un
controlador es la regulacio´n, donde este tiene como objetivo cambiar la salida tantas veces como sea necesario
para mantener la variable controlada en el valor deseado. Los diferentes controladores se mostrara´n de manera
resumida en la tabla A.1.
Tipo de control Relacio´n u(t)
e(t) Funcio´n de transferencia
Controlador proporcional u(t)=Kpe(t) U(S)E(S) =Kp















Controlador PD u(t) = Kpe(t)+KdTd de(t)dt
U(S)
E(S) =Kp (1+TdS)













Tabla A.1.: Tipos de controladores cla´sicos.
A.9. Espacio de estados
La teorı´a de control moderno presenta una forma distinta de representar matema´ticamente un sistema, debido
a que la funcio´n de transferencia presentada en la teorı´a cla´sica no permitı´a interactuar con los para´metros de
la planta, de modo que solo se tiene acceso a una sola variable a controlar y como los controladores cla´sicos
solo permiten controlar una variable de salida, entonces estos se convierten en una limitante muy grande
para sistemas de varias salidas. Dichos controladores no tienen en cuenta la dina´mica de las otras variables
diferentes a la controlada, ya que estas esta´n ligadas directamente al sistema y donde estas afectan tambie´n el
comportamiento del mismo, de manera que los controladores cla´sicos hacen un sacrificio en el comportamiento
satisfactorio de unas variables del sistema para poder sostener el comportamiento deseado en la variable a
controlar.
Debido a estos inconvenientes surge el concepto de estado del sistema, el cual, si permite la interaccio´n
del controlador directamente con los para´metros de la planta.
El aporte que realizo R. Kalman en 1960 al introducir el a´lgebra lineal y los modelos con variables de
estado en la teorı´a de sistemas, permitio´ la solucio´n a problemas lineales o no lineales, invariantes o variantes
en el tiempo, con una o varias entradas y una o varias salidas; lo que en la teorı´a de control cla´sico esta limitado
y solo esta permitido para sistemas lineales, invariantes en el tiempo, con una entrada y una salida.
Los diferentes tipos de sistemas se clasifican siempre en algunas de las siguientes alternativas:
1. Esta´tico / Dina´mico: Un sistema es esta´tico si la salida en el tiempo t so´lo depende del valor de la entrada
en el mismo tiempo t, y es dina´mico si la salida depende del valor de la entrada en ese tiempo y de la
historia de la entrada, es decir, de lo que paso´ previamente al tiempo t.
2. Escalar / Multivariable: Se dice que un sistema es escalar si se trata de un sistema que posee una entrada
y una salida. Y se habla de un sistema multivariable si esta´ definido para varias entradas y varias salidas.
3. Lineal / No Lineal: Un sistema es lineal si cumple con el teorema de superposicio´n. Este dice que dado
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el sistema cuya salida y(t) esta descripta por una funcio´n de la entrada u(t) de la forma y(t)= f (u(t))
entonces si y1(t)= f (u1(t)), e y2(t)= f (u2(t)) entonces y1(t)+ y2(t)= f (u1(t)+u2(t)).
4. Variante en el tiempo / Invariante en el tiempo: El sistema es variante en el tiempo si sus para´metros
varı´an con el tiempo. Si los para´metros son constantes en el tiempo, el sistema es invariante en el tiempo.
Luego de tener la clasificacio´n del sistema, se puede hablar de espacio de estado, el cual esta ligado directa-
mente con la derivacio´n, y donde esta usa el Lagrangiano o el Hamiltoniano, los cua´les dependen directamente
de las energı´as cine´tica y potencial del sistema, para la identificacio´n y descripcio´n del modelo en te´rminos de
variables de estado.
Entonces, esta nueva representacio´n de los modelo dina´micos basada en los estados del sistema, se pue-










Figura A.16.: Sistema dina´mico con salida en espacio de estados.
Dicha representacio´n la componen diferentes elementos, los cuales son definidos a continuacio´n:
Estado: el estado de un sistema dina´mico expone las condiciones pasadas, presentes y futuras, las cuales
describen el comportamiento del mismo, en cualquier t > t0
Variable de Estado: Son las variables que componen el conjunto ma´s pequen˜o de variables que determinan
el estado dina´mico del sistema en un instante dado. Tambie´n se puede decir que las variables de estado
pueden ser medibles o no, representar magnitudes fı´sicas o solo matema´ticas. Pero sin olvidar que deben
ser equivalentes a los n elementos de almacenamiento de energı´a para sistemas dina´micos fı´sicos de orden
n.
Vector de Estado: Es el vector que contiene como componentes las n variables de estado necesarias para
describir el comportamiento de un sistema dina´mico en un instante dado.
Espacio de Estado: Es el espacio n-dimensional cuyos ejes de coordenadas esta´n formados por las varia-
bles de estado. eje x1 , el eje x2 , · · · , el eje xn. De manera que cualquier estado se puede representar por
un punto en el espacio de estado.
Estado Inicial: Es definido por las variables de estado x1(t0);x2(t0); · · · ,xn(t0) para cualquier tiempo ini-
cial t = t0.
Punto de Equilibrio: se define como punto(S) de equilibrio a todos aquellos valores de x para los cuales
f (t,x,u) = 0.
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Salidas del Sistema: son las variables que pueden ser medidas y para los sistemas de control, son las
variables seleccionadas para ser controladas. Estas salidas pueden representarse como la combinacio´n
lineal de variables de estado.
Ecuaciones de Estado: Son ecuaciones diferenciales de primer orden utilizadas para modelar sistemas
dina´micos.
A.9.1. Espacio de estados en tiempo continuo
El sistema en ecuaciones de espacio de estados queda como la muestra las ecuaciones (A.6) y (A.7).
x˙(t) = Ax(t)+Bu(t) (A.6)
y(t) = Cx(t)+Du(t) (A.7)
Donde:
x˙(t) =vector n (vector de estado).
y(t)=vector m (vector de salida).
u(t) = vector r (vector de entrada).
A = matriz n×n (matriz de estado o del sistema).
B = matriz n× r (matriz de entrada o de control).
C = matriz n×n (matriz de salida o de medicio´n).
D = matriz n× r (matriz de transmisio´n directa).










Figura A.17.: Sistema lineal en espacio de estados continuo.
Partiendo de las definiciones anteriores y la descripcio´n de un sistema dina´mico de control, se puede introducir
el concepto de control por medio de la realimentacio´n de variables de estado, y el cual tiene como diagrama de
bloques la figura A.18.
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Figura A.18.: Esquema de un sistema realimentado de control.
El diagrama de bloques ofrece la solucio´n a los inconvenientes y limitaciones que se presentan en el control
cla´sico, y ası´ reducir el problema de control al encontrar y seleccionar el mejor sistema de medicio´n, el
cual tambie´n se describe por medio de las ecuaciones de estado. El disen˜o del controlador busca definir la
relacio´n funcional ma´s adecuada para generar la entrada de control u, de manera que el modelo del sistema,
sometido a entradas de referencia y probablemente a perturbaciones, entregue una respuesta del estado x(t)
o una respuestas en la sen˜al de salida y(t) con caracterı´sticas especı´ficas (deseadas) o comportamiento aceptable.
El enigma principal para la solucio´n de problemas de control en el modelo de espacio de estados, cons-
ta en la transferencia de estado del sistema x(t) a otros valores definidos o cercanos (pasar de un estado a otro).
Si el valor definido es constante (localizacio´n permanente) este problema es llamado control de regulacio´n, si
por lo contrario el valor es variante en el tiempo el problema es llamado control de seguimiento.
A.9.2. Espacio de estados en tiempo discreto
Los sistemas en tiempo discreto, los cuales involucran sen˜ales de datos muestreados o sen˜ales digitales y
posiblemente sen˜ales en tiempo continuo, se pueden describir mediante ecuaciones en diferencias despue´s de
la apropiada discretizacio´n de las sen˜ales en tiempo continuo.
El muestreo de sen˜ales, reemplaza la sen˜al en tiempo continuo por una secuencia de valores en puntos discretos
de tiempo. esto se realiza siempre que un sistema de control involucra un controlador digital, puesto que es
necesaria una operacio´n de muestreo y una de cuantificacio´n para ingresar datos a ese controlador. Tambie´n, se
da un proceso de muestreo cuando las mediciones necesarias para control se obtienen en forma intermitente.
El proceso de muestreo es seguido por un proceso de cuantificacio´n, en donde la amplitud analo´gica muestreada
se reemplaza por una amplitud digital (representada mediante un nu´mero binario). Entonces la sen˜al digital se
procesa por medio de un computador. La salida de la computador es una sen˜al muestreada que se alimenta a
un circuito de retencio´n. La salida del circuito de retencio´n es una sen˜al en tiempo continuo que alimenta al
actuador.
El te´rmino “discretizacio´n” en lugar de “muestreo” se utiliza con frecuencia en el ana´lisis de sistemas con
entradas y salidas mu´ltiples, aunque ambos significan ba´sicamente lo mismo.
En la figura A.19 se muestra un diagrama de bloques de un sistema de control discreto
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Figura A.19.: Diagrama de bloques de un sistema de control discreto.
Control digital o discreto: Sistema procesador disen˜ado para que el sistema de control logre las especifi-
caciones requeridas. Este sistema trabaja u opera en instantes de tiempo predeterminados, mu´ltiplos del
periodo de muestreo y es, por tanto, un sistema sı´ncrono. La operatividad del sistema o su funcionamiento
de procesado queda caracterizada plenamente mediante su ecuacio´n en diferencias.
Necesidad de interfaces A/D y D/A para convertir sen˜ales continuas en sen˜ales discretas y sen˜ales discre-
tas en sen˜ales continuas, respectivamente. Tambie´n es el elemento encargado de muestrear, mantener y
codificar la sen˜al continua para lograr una sen˜al digital que actuara´ como sen˜al de entrada del controlador
digital. Su estructura se muestra en la figura A.20.
Figura A.20.: Estructura interna del bloque A/D.
El circuito de muestreo y retencio´n (S/H, del ingle´s Sample-and-Hold) y el convertidor analo´gico-digital (A/D)
convierten la sen˜al en tiempo continuo en una secuencia de palabras binarias codificadas nume´ricamente. Dicho
proceso de conversio´n A/D se conoce como codificacio´n. La combinacio´n del circuito S/H y el convertidor
analo´gico-digital se puede visualizar como un interruptor que cierra instanta´neamente en cada intervalo de
tiempo T y genera una secuencia de nu´meros en co´digo nume´rico. La computadora procesa dichos nu´meros en
co´digo nume´rico y genera una secuencia deseada de nu´meros en co´digo nume´rico. El proceso de conversio´n
digital-analo´gico (D/A) se denomina decodificacio´n.
La mayorı´a de los conceptos de Espacio de estados para sistemas lineales continuos puede trasladarse
directamente a sistemas discretos, descriptos por ecuaciones en diferencia. En este caso la variable temporal t
so´lo asume valores en un conjunto denumerable (cuyos elementos pueden “contarse”).
Cuando el sistema discreto se obtiene a partir de un muestreo de un sistema continuo, vamos a conside-
rar so´lo el caso de muestreo regular, donde t=kT , k=0,±1,±2..., donde T es el perı´odo de muestreo. En este
caso se denotara las variables discretas(secuencias) como u[k], o u(kT ).
Los conceptos de dimensio´n finita, causalidad, linealidad y el principio de superposicio´n de las respues-
tas debido a condiciones iniciales y entradas, son exactamente como en el caso continuo.
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Nota: a diferencia del caso continuo, retardos puros no dan lugar a un sistema de dimensio´n infinita si
el retardo es un mu´ltiplo del perı´odo de muestreo Tm.
Todo sistema discreto lineal finito-dimensional puede describirse mediante Espacio de estados (en dife-
rencias)
x((k +1)T ) = f (x(kT ),u(kT ))
y(kT ) = g(x(kT ),u(kT ))
donde x(kT ), u(kT ) e y(kT ) son los vectores de estado, de entrada y de salida respectivamente.
A partir de estas ecuaciones vemos que, dado el estado inicial x(0) y los valores de las entradas u(0), u(T ),
u(2T ),. . . , u(kT ), se puede deducir unı´vocamente la evolucio´n del estado x(T ), x(2T ),. . . , x((k + 1)T ) y la
evolucio´n de la salida y(0), y(T ),. . . , y(kT ).
La forma general del modelo de estado para un sistema de tiempo discreto queda como la muestra las
ecuaciones (A.8) y (A.9).
X(k +1) = Fx(k)+Gu(k) (A.8)
Y(k) = Cx(k)+Du(k) (A.9)
Donde:
x(k) = vector n (vector de estado).
y(k) = vector m (vector de salida).
u(k) = vector r (vector de entrada).
F = matriz n×n (matriz de estado o del sistema).
G = matriz n× r (matriz de entrada o de control).
C = matriz n×n (matriz de salida o de medicio´n).
D = matriz n× r (matriz de transmisio´n directa).
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Figura A.21.: Diagrama de bloque de un sistema en tiempo discreto
Se presentara un procedimiento para la discretizacio´n de las ecuaciones en el espacio de estado en tiempo
continuo.
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Las matrices [F ] y [G] dependen del periodo de muestreo T , Pero una vez fijo el periodo de muestreo, F y G
son matrices constantes.
Para determinar F(T ) y G(T ), se utiliza la ecuacio´n (A.10), solucio´n (A.6).




Se supone que la entrada u(t) es muestreada y alimentada a un retenedor de orden cero, de forma que todos los
componentes de u(t) sean constantes en el intervalo entre dos instantes de muestreo consecutivo cualesquiera,
es decir:
u(t) = u(kT ), para kT ≤ t ≤ kT +1 (A.11)
En vista de que:









al multiplicar la ecuacio´n (A.13) por eAt y restarla de la ecuacio´n (A.12) se tiene:




Dado que la ecuacio´n (A.11), se puede sustituir uτ=u(kT )=constante en esta u´ltima ecuacio´n. (Se observa que
ut puede tomar un valor en t=kT +T , es decir, u(kT +T ), que puede ser distinto de ukT . Este valor en uτ con
τ=Kt + T , que es el limite superior de la integracio´n, no afecta el valor de la integral en esta u´ltima ecuacio´n,
ya que el integrando no incluye funciones impulso). Por lo tanto se puede escribir:




= eAT x(kT )+
∫ T
0
e−Aλ Bu(kT )dλ (A.14)
donde λ=T − t. Si se definen:







entonces la ecuacio´n (A.14) se convierte:
x((k +1)T ) = G(T )x(kT )+H(T )u(kT ) (A.17)
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Entonces de las ecuaciones (A.15) y (A.16) dan las matrices deseadas G(T ) y H(T ). Se puede notar que G(T ) y
H(T ) dependen del periodo de muestreo T . Con referencia a la ecuacio´n (A.7), la ecuacio´n de salida se convierte
en:
y(kT ) = Cx(kT )+Du(kT ) (A.18)
donde las matrices C y D son matrices constantes y no dependen del tiempo de muestreo T . Si la matriz A es






B = A−1(eAT − I)B = (eAT − I)A−1B (A.19)
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