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Abstract 
In this article we proposed an improved particle swarm algorithm .In this algorithm, three aspects were improved that 
from the optimal particle, inertia weight and learning factor. Experimental results show that the improved PSO 
algorithm compared with the standard particle swarm algorithm overcome easy to fall into local optimal solution, 
slow convergence, poor accuracy and other shortcomings and We use this improved method to solve the weight in 
combination forecasting model, simulation results demonstrate the effectiveness of the method, improved method is 
more conducive to the weight solution of combination forecasting model. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
PSO (Particle Swarm Optimization, PSO) is a class of stochastic optimization based on swarm
intelligence algorithm [1]. It is a new evolutionary algorithm for global optimization. Since in the PSO 
program realization is very simple and the parameters which are needed to adjust are relatively less. Thus, 
it developed very quickly and has been applied in many fields. But when dealing with high dimensional 
complex problems, low searching accuracy, easily falling into local minima and other defects will appear. 
In this paper, these shortcomings were improved in three areas. Experimental results show that the 
improved algorithm can effectively overcome the above disadvantages, and has improved the weight 
solution of single forecasting model in the combination forecasting model.  
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2. The basic principles of particle swarm optimization 
Standard particle swarm optimization [2] is an optimization tool with global optimization capability 
that is based on groups. The position and velocity of each particle change by the following formula. 
1 2( 1) ( ) () [ ( ) ( )] () [ ( ) ( )]id id id id gd idv t v t c rand p t x t c Rand p t x tω+ = × + × × − + × × −  (1) 
( 1) ( ) ( 1),1 ,1id id idx t x t v t i n d+ = + + ≤ ≤ ≤ ≤ D (2) 
Where: 1 and 2 are positive constant values, known as the learning factor; and are 
random function between 0~1; 
c c ()rand ()Rand
ω is called the inertia factor. 
3. The improved PSO 
3.1 The improvement of periodic variation of the optimal particle 
From the PSO formula (1)、(2)we know that the next search location of particles are determined by 
the current location and the current speed, moving distance and moving direction are determined by the 
speed. If the algorithm appears convergence state in the early stage, PSO will easily shows a strong 
"convergence", falling into local optimum [3]. Therefore, in this paper, we proposed the improvement of 
periodic variation of the optimal particle. Set an iterative cycle for the number of iterations and vary the 
position of current global optimal particle to guide the particles find more optimal solution. Depending on 
different problem to choice different iterations cycle, namely: 
best bestg g randα= + ⋅ (3) 
Where: , .This ensures that groups have a greater mutation probability in 
the early iterations to help particles jump out local optimum. With the increase in the number of iterations, 
the mutation probability decreases gradually. These ensure that groups gradually close to the global 
optimal value and avoid a large space to blind searches. Then we obtain the global optimal solution. 
2
max1 ( / )t Tα = − [0,1]rand ∈
Numerical simulation experiments are as follow: The parameter settings : 1 21.46, 1.46, 1.49c c ω= = = .
Tables 1. The simulation results of using improved periodic variation of the optimal particle  
Test  functions name Variable number,  
The number of 
particles
       PSO（  number of iterations）N        MPSO（  number of iterations）N
10N = 20N = 30N = 10N = 20N = 30N =
Rastrigrin
5，20 1.39E-02 1.73E-04 8.42E-06 4.67E-03 1.83E-05 2.73E-08 
10，30 2.36E-02 1.59E-02 1.37E-02 1.05E-02 6.70E-04 4.95E-04 
30，50 3.42E-02 1.47E-03 1.10E-04 2.51E-02 4.92E-04 4.12E-07 
Griewank
5，20 0.302 0.018 8.95E-02 6.10E-02 1.04E-02 4.56E-02 
10，30 0.937 7.46E-02 3.13E-02 3.52E-02 1.25E-03 4.99E-04 
30，50 2.064 8.91E-02 6.73E-02 0.207 4.99E-02 1.71E-02 
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3.2 The improvement of particle swarm parameters - Inertia weight  
The choice of inertia weight [3] influences the algorithm’s performance and efficiency. General 
algorithm selects a fixed value of weight. This paper presents a concave function inertia weight decreasing 
method. In the case of not affecting the convergence accuracy of particle swarm, substantially improving 
the convergence rate of PSO. Concave function inertia weight decreasing formula is as follows: 
max
max
( )
min
min
max
(1 )
kT t
Tωω ω ω
−
= − (4)           
Where: minω is the minimum value of inertia weight, maxω is the maximum value of inertia weight. 
max is the maximum number of iterations, t is the current number of iterations. In the initial algorithm, 
index is larger and the inertia weight changes greatly. With the increase in number of iterations, the speed 
changing of
T
ω slows down. It would speed up the decreasing speed of inertia weight in the algorithm early 
to allow algorithm faster access to the local search, effectively enhancing solution efficiency and 
improving the convergence accuracy of the algorithm in later stage. 
Numerical simulation experiments are as follow: The parameter settings: 1 21.46, 1.46c c= = , ，3k =
max 0.9ω = , min 0.4ω = .
Tables 2. The simulation results of using improved inertia weight 
Test  functions name Variable number, 
The number of 
particles 
         PSO（  number of iterations）N      MPSO（  number of iterations）N
10N 20N 30N 10N= = = = 20N = 30N =
Rastrigrin
5，20 1.39E-02 1.73E-04 8.42E-06 4.67E-03 1.83E-05 2.73E-08 
10，30 2.36E-02 1.59E-02 1.37E-02 1.05E-02 6.70E-04 4.95E-04 
30，50 3.42E-02 1.47E-03 1.10E-04 2.51E-02 4.92E-04 4.12E-07 
Griewank
5，20 0.302 0.018 8.95E-02 6.10E-02 1.04E-02 4.56E-02 
10，30 0.937 7.46E-02 3.13E-02 3.52E-02 1.25E-03 4.99E-04 
30，50 2.064 8.91E-02 6.73E-02 0.207 4.99E-02 1.71E-02 
3.3 The improvement of particle swarm parameters - Learning factor  
In the basic particle swarm optimization, the learning factor 1 and 2 do not set different value 
according to the different stages of evolution algorithm. This paper presents a dynamic algorithm to adjust 
the learning factor. In the search beginning, 1c take a larger value and 2 take a smaller value. While, in the 
later searching progress, 1c take a smaller value, 2 take a greater value. So we constructed 1c as the 
decreasing function, constructed as the monotone increasing function, the expression is as follows:  
c
c
c
c
2c
2
1
max
2(1 )tc
T
= −                              22
max
2( )tc
T
=  (5) 
Where: max is the maximum number of iterations of the particle swarm, is the current number of 
iterations. From the above we can see that by dynamically adjusting the value of learning factor, making 
T t
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groups to quickly search optimum value in a short time in the early stage of evolution and quickly and 
accurately converge to the optimal solution in the later stage of evolution. 
Numerical simulation experiments are as follow:  The parameter settings: max 0.9ω = , min 0.4ω = .
Tables 3. The simulation results of using improved learning factor 
Test  functions name Variable number, 
The number of 
particles 
       PSO（  number of iterations）N         MPSO（ number of iterations）N
10N = 20N 30N 10N= = = 20N = 30N =
Rastrigrin
5，20 1.45E-02 1.39E-04 9.38E-06 4.25E-03 1.75E-05 3.29E-08 
10，30 2.78E-02 1.59E-02 1.67E-02 1.43E-02 6.90E-04 4.99E-04 
30，50 3.62E-02 1.51E-03 1.51E-04 2.69E-02 4.99E-04 4.24E-07 
Griewank
5，20 0.356 0.025 9.04E-02 6.55E-02 1.13E-02 4.68E-02 
10，30 0.984 7.64E-02 3.63E-02 3.75E-02 1.39E-03 5.15E-04 
30，50 2.157 9.22E-02 6.93E-02 0.238 5.08E-02 1.92E-02 
4. Improved particle swarm algorithm is used in solving the weight for the combination forecasting 
model
The optimal weight solution in combination forecasting is to error sum of square under the least-square 
principle to solve the following mathematical programming (6). In this article, the improved particle 
swarm algorithm is applied to solve this equation (6) .Concrete solving steps are as follow:  
2
1
1
min
. . 1, 0, 1, 2, ,
m
t
t
n
i i
i
Q e
s t iω ω
=
=
⎧ =⎪⎪⎨
⎪ = ≥ =⎪⎩
∑
∑  n
(6) 
Step1：Setting the particle’s initialization position;  
Step2：Calculate the fitness value of each individual, the fitness function as follows:  ( )f ps
( ) min{max{ }}, 1, 2,3, 1, 2,...,it
t
e
f ps i t m
Y
= = = (7)            
Where: it is prediction error using the first methods and the first predictive value, is the actual 
measured value of the first t data;  
e i t tY
Step3：According to (6) calculated the value of the fitness function f to compare with the optimal 
value of its own : If ,you are using the latest fitness value to replace the optimal 
solution of the previous round, using new particles to replace the former round examples;                                                  
( bestf p ) )
)
) )
( bestf f p<
Step4 ： Compare each particle's best fitness value and best fitness value of all the 
particles : if
( bestf p
( bestf g ( ) (best bestf p f g< , then the best fitness value of particles replacing the global best 
fitness value, while preserving the current state of the particle;  
Step5：Determine the cycle number of iterations and vary the global optimal fitness. Determine 
whether the fitness value to meet the requirements, if it does not meet the requirements, conducting a new 
round of calculation, according to (1), (2) to move the particle to produce new particle. Where, using 
2448  Bingkun Gao et al. / Procedia Engineering 15 (2011) 2444 – 2448Author name / Procedia Engineering 00 (2011) 000–000 5
3
1 1 2 2 3 3
1
ˆ ˆ ˆ ˆ
i i
i
Y Y Y Y Y
improved way to obtain inertia weight, return to step2; if it meets the requirements of the fitness value, 
calculated over.  
Then we obtained the weight of single prediction model in combination forecasting model. After that, 
we use the obtained weights to predicted heating load by using the combination forecasting model [4]: 
ω ω ω ω
=
= = + +∑
ˆ ˆ Yˆ
(8) 
Where: 1Y is time series prediction model、 2Y is the least squares prediction model、 is the RBF 
neural network prediction model、
3
iω is the weight of the individual forecasting models. 
From the figures we can see: using improved particle swarm algorithm to solve weight in combination 
forecasting model can well predict the heating load, indicating the feasibility of the method. 
         
Fig. 1. (a) Actual load curve and forecasting load curve; (b) Relative error curve 
5. Conclusion 
Through the above three aspects improvements, we get an improved particle swarm algorithm with 
global search capability, high efficiency and using the improved particle swarm algorithm to solve weight 
solution in combination forecasting model. Simulation results show the effectiveness of the method.  
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