Abstract. We show a coincidence of Euler characteristics of a differential equation with irregular singularities on a compact Riemann surface and the associated spectral curve which is recently called irregular spectral curve. Also we present a comparison of local invariants, so called Milnor formula which links the Komatsu-Malgrange irregularity of the differential equation and the Milnor number of the spectral curve.
Introduction
This paper presents a numerical comparison between cohomology groups of a differential equation with irregular singularities on a Riemann surface and those of associated spectral curve which is sometimes called an irregular spectral curve.
A main result in this paper is the following. We consider a differential equation dw = Aw where A is a square matrix of size n whose entries are meromorphic 1-forms on a compact Riemann surface X of genus g. In particular this differential equation is allowed to have several regular/irregular singular points a 1 , a 1 , . . . , a k on X. Then we can define a divisor on the cotangent bundle T * X as the zero locus of the characteristic polynomial det(yI n − A) and this is called spectral curve C A . Singular points appear as poles of A and the zero locus of the characteristic polynomial will pass through the line at infinity y = ∞. Thus it is natural to consider the spectral curve as a divisor on a compactified cotangent bundle T * X. Let us assume one of the following conditions is satisfied at each singular points a 1 , a 2 , . . . , a k .
(1) The Hukuhara-Turrittin-Levelt normal form of the germ A a i of A at a i is multiplicity free (see Definition 3.2). Then we can show the following coincidence of the index of rigidity of the differential equation and the Euler characteristic of the spectral curve.
Theorem 0.1 (Theorem 4.5, Corollary 4.6). Let ∇ A be the algebraic connection defined by the differential equation dw = Aw. Suppose that C A is integral and irreducible. Moreover suppose that C A is smooth on T * X. Then the index of rigidity rig (∇ A ) of ∇ A and the Euler characteristic χ( C A ) of the normalization C A of C A coincide with each other, i.e., rig(∇ A ) = χ( C A ).
Moreover assume that ∇ A is irreducible. Then we have the numerical coincidences of cohomology groups,
Here h i ( * ) := dim C H i ( * ).
This fact has been known by Kamimoto [13] and Oshima [25] for Fuchsian differential equations on P 1 .
Let us look at the equation
in our main theorem. This can be seen as an analogy of the well-known fact on the infinitesimal deformations of a holomorphic Higgs bundle: the genus of the corresponding spectral curve is equal to half of the dimension of the space of the infinitesimal deformations, see [11] and [24] . That is to say, cohomology group H 1 dR (X, j ! * (End∇ A )) is known to be identified with the space of isotipical infinitesimal deformations of ∇ A by THEOREM 4.10 in [5] and also see Lemma 4.7 in [1] . Here the isotipical deformation means the deformation of ∇ A under the condition that the HTL-normal forms at a i , i = 1, 2, . . . , k are kept fixed. Thus we may say that the main theorem gives an analogy of the fact for holomorphic Higgs bundles to irregular meromorphic connections following the philosophy of the nonabelian Hodge correspondence [27] , [4] .
On the other hand, it has been known a similar comparison of Euler characteristics of differential equations and another geometric counterparts, ℓ-adic sheaves by Katz in [15] , [16] . Furthermore, he pointed out a similarity between local properties, namely, the singularities of differential equations and the ramifications of local Galois actions on ℓ-adic sheaves. He gave a table of analogies in [14] . Even in our case, we have obtained a following local comparison theorem in the process of showing our main theorem. As we saw, the spectral curve C A had intersections with the line at infinity X ∞ = T * X\T * X at ∞ a i = (∞, a i ), i = 1, 2, . . . , k and these intersection points may have singularities resulting from the irregular singularities of the corresponding differential equations. These singularities of irregular spectral curves are discussed also in [19] and [28] . Then we can show that the Milnor number of C A at ∞ a i can be computed from the Komatsu-Malgrange irregularity of the corresponding local differential module M Aa i as follows.
Theorem 0.2 (Theorem 4.3). The Milnor number of C
Here (C, C ′ ) ∞a is the intersection number of divisors C, C ′ at ∞ a , r C Aa i is the number of branches of the germ C Aa i and
hor .
By using the δ-invariant of a singularity of a plane curve germ, this formula can be written in a simpler form.
In Katz' table of analogies [14] , the irregularity of a differential equation corresponds to the swan conductor of the local Galois action on an ℓ-adic sheaf. On the arithmetic geometry side, the comparison formula of the swan conductor and the Milnor number has been studied, which is called Deligne's Milnor formula, see [6] . Our formula might be seen as a variant of this Milnor formula if we follow Katz' table.
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1. Spectral curves of differential equations 1.1. Compactified cotangent bundle on a Riemann surface. Let X be a compact Riemann surface of genus g and consider a compactification of T * X defined by
which is the projective bundle of the vector bundle O X ⊕ T * X. The complement of T * X is denoted by X ∞ := T * X\T * X. The natural projection π : T * X → X enables us to regard this surface as a ruled surface. Thus the Neron-Severi group NS T * X := Pic T * X/Pic 0 T * X is generated by X 0 , the zero section of T * X and a fiber f , namely,
This lattice has the Z-bilinear form determined by the intersection numbers of generators,
be a finite set. We consider a differential equation with poles on D, dw = Aw where A ∈ M (n, Ω X ( * D)(X)). We may assume that the set of all poles of A is exactly D. To this differential equation, we shall associate a divisor on T * X in an explicit way as follows. First let us take a complex atlas {(U i , z i )} i=1,2,...,k of X with an open covering X = k i=1 U i and local coordinates z i : U i → C. On this local coordinate system the canonical 1-form θ ∈ Ω T * X (T * X) can be expressed as θ = η i dz i with the fiber coordinate η i of T * X on U i for i = 1, 2, . . . , k. Then the canonical 1-form θ extends to the meromorphic 1-formθ on T * X of the formθ
where
. Then the pullback π * A by the projection π : T * X → X can be written in the same form
gives an meromorphic function of π −1 (U i ) for each i = 1, 2, . . . , k. Since the compatibility follows immediately from the definition, the collection
defines a Cartier divisor on T * X. The corresponding Weil divisor is the spectral curve of the differential equation dw = Aw and denoted by
Remark 1.1. Spectral curves are usually defined as characteristic polynomials of Higgs bundles, though we have constructed them from differential equations as above. These two constructions of spectral curves can be linked through the notion of lambda connections. For λ ∈ C, ∇ λ := λd−A defines a lambda connection on the trivial bundle O ⊕n X , i.e., a C-linear map
X . Then the spectral curve C A defined above is nothing but that of the Higgs bundle (O ⊕n X , ∇ 0 ). This is so called irregular Higgs bundle which has been studied by several researchers, [4] , [8] , [19] , [23] and so on.
1.3. Arithmetic genus of spectral curve. We denote the divisor class of the spectral curve C A by the same notation. The arithmetic genus g a (C A ) of C A can be obtained by the genus formula
Our complex surface T * X is a ruled surface of which the Neron-Severi group is well-understood. Thus standard argument enables us to examine the explicit value of g a (C A ), see V.2 in [9] and [8] for example. Let us first determine the coefficients a, b in the expression C A = aX 0 + bf ∈ NS T * X. Since the projection π| C A : C A → X is of degree n, we have
Next we note that (X ∞ , X 0 ) = 0 and (X ∞ , f ) = 1. This shows that
and we have
Also note that
Finally, the genus formula leads us to
(1)
Local formal theory on differential equations
Here we recall the Hukuhara-Turrittin-Levelt theory on local structure of differential equations and the notion of irregularity introduced by Komatsu [18] and Malgrange [21] .
Differential modules over differential fields. First let us fix notation. Let C[[z]]
and C((z)) denote the ring of formal power series and the field of formal Laurent series respectively. Similarly C{z} and C({z}) denote the ring of convergent power series and the field of convergent Laurent series. Let P := s∈Z >0 C((z 1 s )) be the filed of Puiseux series. Also P conv denote the field of convergent Puiseux series. Set
Then we can decompose
The order of f (z) = r∈Q a r z r is the number
Similarly, the order of Puiseux series G(z) = r∈Q G r z r ∈ P ⊗ C M (n, C) with matrix coefficients is defined by ord G(z) := min{r ∈ Q | G r = 0 n } where 0 n is the zero matrix of size n. Let K be one of the following fields:
Suppose that M is finite of rank n over K and choose a basis e = {e 1 , e 2 , . . . , e n }. Then the matrix G = t (g i,j ) 1≤i,j≤n defined by
We call G the matrix of ∇ M with respect to e. Conversely,
there exists a base change matrix X ∈ GL(n, K) and we have
Let us recall some operations on finite differential modules. For differential modules M and M ′ , the direct product M ⊕ M ′ is naturally defined as K-modules equipped with the derivation
Also we can define the tensor product M ⊗ K M ′ with the derivation
The dual module of M is M * := Hom K (M, K) with the derivation ∇ M * satisfying the following. If G is the matrix of ∇ M with respect to a basis e, then − t G is the matrix of ∇ M * with respect to the dual basis f of e. The identification
2.2. Hukuhara-Turrittin-Levelt normal forms. We shall review the Hukuhara-Turrittin-Levelt theory which gives a formal classification of local differential equations. We use the notation
which stands for a block diagonal matrix with the diagonal entries
where µ s is the cyclic group which consists of sth roots of 1 in C. Definition 2.1 (HTL cell). Take q(z) ∈ P − and set r = min{s
Then the elementary Hukuhara-Turrittin-Levelt cell E q(z),R for the above q(z) and R ∈ M (n, C) is
Here we call the integers n and r multiplicity and ramification index of E q(z),R respectively.
with elementary HTL cells E q i (z),R for i = 1, 2, . . . , m such that
Theorem 2.3 (Hukuhara-Turrittin-Levelt, [12] , [29] , [20] ). Let M be a differential module over C({z}) of rank n and M := C((z)) ⊗ C({z}) M the formalization of M . Then there exists an HTL normal form
as a matrix of M := P⊗ C((z)) M with respect to a suitable basis. Furthermore, if two differential modules M and M ′ over C({z}) share a same HTL normal form, then M ∼ = M ′ .
The HTL normal form induces the following decomposition of M .
Theorem 2.4 (see (7.15) in [2] and COROLLARY 3.3 in [26] ). We use the same notation as in Theorem 2.3. There exists a differential module M E q i (z),R i over C({z}) whose HTL normal form is E q i (z),R i for each i = 1, 2, . . . , m and we have a decomposition
as differential modules over C((z)).
Komatsu-Malgrange irregularity.
Let us recall that the index of a C-linear endmorphism Φ is
The Komatsu-Malgrange irregularity is an analytic invariant of local differential equations defined as follows.
Definition 2.5 (Komatsu-Malgrange irregularity). Let M be a finite differential module over C({z}) and
If M has the HTL-normal form
then it is known that the Komatsu-Malgrange irregularity is
Here r i are ramification indices of E q i (z),R i for i = 1, 2, . . . , m.
Local comparison: Milnor formula
In this section we deal with a local differential module and define its characteristic polynomial with respect to a fixed basis. The zero locus of this characteristic polynomial may have a singularity at infinity which corresponds to the irregular singularity of the differential module. We shall compare these singularities and obtain a comparison formula between the irregularity of differential module and the Milnor number of the characteristic polynomial.
3.1. Hukuhara-Turrittin-Levelt normal form and decomposition of characteristic polynomial. The characteristic polynomial may have a singularity at (y, z) = (∞, 0). We shall see that the HTL normal form of M have some information on the singularity. is said to be multiplicity free when all HTL cells E q i (z),R i , i = 1, 2, . . . , m, are multiplicity one, namely, R i ∈ M (1, C) for all i = 1, 2, . . . , m. Proposition 3.3. Let M be a differential module over C({z}) of rank n and fix a matrix G ∈ M (n, C({z})) of M .
Suppose that the M has the multiplicity free HTL normal form
Then the characteristic polynomial det (yI n − G) ∈ C({z})[y] decomposes as follows,
Hereq [i,j] (z) ∈ P conv satisfies that
for each i = 1, 2, . . . , m, j = 0, 1, . . . , r i − 1, and pr − : P → P − is the projection along the decomposition P = P − ⊕ P + .
Then the multiplicity free condition leads to
Here s := lcm{r 1 , r 2 , . . . , r m }. Thus there exists X ∈ GL(n, C((z 1 s ))) such that
Since ord
Note that all the entries
) are mutually different. Thus applying the Lemma 3.4 below repeatedly, we can find X ′ ∈ GL(n, C((z 1 s ))) so that X ′ XG(X ′ X) −1 is a diagonal matrix and
This leads us to the decomposition
for each i = 1, 2, . . . , m, j = 0, 1, . . . , r i − 1. Since the field P conv is algebraically closed, the equation (2) coincides with the decomposition in P conv [y] . Thus the formal Puiseux seriesq [i,j] (z) should be convergent power series.
The following lemma is just a slight modification of the standard and well-known argument in the local formal theory of differential equations, so called the splitting lemma, see Lemma 3 in the section 3.2 in [3] for example.
Lemma 3.4. Let us consider
, and the sets of eigenvalues of A 11 0 and A 22 0 respectively are disjoint. Then there exists
such that
Proof. The proof is almost the same as that of the splitting lemma in the local theory of differential equations. Let us write
where A jk (t) = t r ∞ i=0 A jk i t i ∈ M (n j × n k , C((t))), j, k = 1, 2. Then the equation
is equivalent to
Comparing the coefficients of the powers of t on both sides, we have Since the HTL normal form is multiplicity free, the decomposition in Theorem 2.4
is the irreducible decomposition. Correspondingly, the following proposition shows that the decomposition in Proposition 3.3 is the irreducible decomposition with the irreducible components
Proposition 3.5. We use the same notation as in Proposition 3.3. The Galois orbit ofq
Proof. The decomposition
tells us that
Let pr − : P → P − be the projection along the decomposition P = P − ⊕ P + . Since pr − is compatible with the Galois action, we have
The restriction
3.2. Milnor formula. By Proposition 3.5 , the decomposition in Proposition 3.3 can be rewritten as follows,
for i = 1, 2, . . . , m. Moreover this is the irreducible decomposition with the irreducible components
We now investigate the singularity of the zero locus of each irreducible components at (y, z) = (∞, 0). To be more precise, let us put y = η ζ and consider the homogenized polynomial
The restriction to η = 1 gives
.
Suppose that ordq
i (z) z < 0. Then
and the zero locus of
defines the plane curve germ Cq i at (ζ, z) = (0, 0) where ζ := 
Proof. Since the plane curve germ Cq i is parametrized by z(t) = t r i , ζ(t) = t r ĩ q i (t r i ) and the germ Cq j is defined by
= 0. Then the intersection number of them is computed as follows, see 1.2 in [30] for example.
Proposition 3.7. Let us fix an i ∈ {1, 2, . . . , m} and suppose that ordq i (z) z < 0. Then the Milnor number of the germ Cq i is
. Then the germ Cq i is defined by F i = 0. Then the Milnor number can be obtained by
We refer to COROLLARY 7.16 and THEOREM 7.18 in [10] for this fact.
If we note that ∂ ∂ζ
Also we have (F j , z) = r i . Thus combining these equations, we have
Now we compute the Milnor number of the zero locus of the characteristic polynomial det(yI n − G) at (y, z) = (∞, 0) as follows. Let us suppose that M has a singularity at z = 0. Then G has a pole at z = 0 and the zero locus of the homogenization of the characteristic polynomial 
Theorem 3.8 (Milnor formula).
Let us take a differential module M over C({z}) of rank n and a matrix G of M as in Proposition 3.3. Suppose that M has a singularity at z = 0. Then the Milnor number of
Here r C G is the number of branches of the germ of
Proof. First we assume that ordq i (z) z < 0 for all i = 1, 2, . . . , m. Then the decomposition in Proposition 3.3 shows that the homogenized characteristic polynomial 
Then we have
On the other hand, let us assume that there exists i ∈ {1, 2, . . . , m} such that ordq i (z) z ≥ 0. Then pr − (q i (z)) = q i (z) must be 0 and ordq j (z) z < 0 for the other j ∈ {1, 2, . . . , m}\{i} because q j (z) = 0 by the definition of HTL normal forms. We may put i = m by permuting the indices if necessary.
Let us note that m ≥ 2 in this case. If m = 1, thenq
Hence G has no pole at z = 0 and M has no singularity at z = 0.
In a way similar to the above argument, we can show that
Now let us notice that
where we use the fact p m = 0 and r m = 1. Then it follows that
. In order to decompose the characteristic polynomial in accordance with the HTL normal form of the corresponding differential module, we have assumed the multiplicity free condition in Proposition 3.3. We now discuss another condition which we call regular semisimplicity over C [[z] ] and see that the previous argument is also valid under this condition.
Definition 3.9. Let us consider a differential module M over C({z}) of rank n with a matrix G. If there exists X ∈ GL(n, C[[z]]) such that
Proposition 3.10. Let M be a differential module over C({z}) of rank n and fix a matrix
Hereq i (z) ∈ C({z}) satisfies that
for each i = 1, 2, . . . , n, and pr ≤0 :
Proof. By the assumption, there exists X ∈ GL(n, C[[z]]) such that
The regular semisimplicity assures that all q i (z) are mutually different polynomials of z −1 . Thus the result follows from same argument in Proposition 3.3.
The argument in Propositions 3.6, 3.7 and Theorem 3.8 is valid without any change even for this case. Thus the Milnor formula as we saw in Theorem 3.8 holds for this regular semisimple case. 
Global comparison: Euler characteristics
In the previous section, we have obtained a comparison formula of local singularities of a differential module and its characteristic polynomial. This local comparison deduces the following coincidence of the global invariants, namely we shall show the matching of the index of rigidity of a differential equation and the Euler characteristics of the corresponding spectral curve.
We now come back to the differential equation 
Here j ! * (End∇ A ) is the middle extension by the embedding j : U ֒→ X of End∇ A and H * dR (X, j ! * (End∇ A )) are hypercohomology groups of the algebraic de Rham complex of j ! * (End∇ A ), see II.6 in [7] and 2.9 in [15] for more detailed treatment.
The Euler-Poincare formula by Deligne, Gabber and Katz, see THEO-REM 2.9.9 in [15] , gives a decomposition of rig(∇ A ) into a sum of local invariants as follows,
and M hor := {m ∈ M | ∇ M m = 0} for a differential module M . Take a ∈ D and choose a local coordinate (U i , z i ) containing a ∈ U i . Then we can write A = A i dz i , A i ∈ M (n, C(z i )) on U i . Let us put z a := z i − a. Then power series expansion of A i defines A a ∈ M (n, C({z a })) and a differential module M Aa := C({z a }) ⊕n with the derivation ∇ M Aa := The following assumption enables us to apply the results in Section 3.1 to the connection ∇ A . Here (C, C ′ ) ∞a is the intersection number of divisors C, C ′ at ∞ a .
Proof. We need to compute dim C Hom C((za)) (End C((za)) ( M Aa , C((z a ))) hor . Let See [22] for a geometric meaning of this invariant. Here we note that the germ C Aa is reduced by the multiplicity free condition. Then the above formula can be rewritten in a natural form, 2δ(C Aa ) − 2(n − 1)(C A , X ∞ ) ∞a = −δ(End C({z}) (M Aa )). Here h i ( * ) := dim C H i ( * ).
Proof. By the irreducibility and duality, we have 
