In many common real-world and virtual environments, there are a significant number of repeated objects, primarily varying in size. Similarly, in many complex machines, there are a significant number of parts which also vary in size rather than shape. This repetition saves in both design and production costs. Recent research in robotics has also shown that exploiting workspace repetition can significantly increase efficiency. In this paper, we address the need to support computation reuse in fundamental operations. To this end, we propose an algorithm to reuse the computation of the Minkowski sum when an object is transformed by uniform scaling. The Minkowski sum is a fundamental operation in many areas of robotics, such as motion planning, computer vision, and mathematical morphology, and has been studied extensively over the last four decades. We present two methods for dynamically updating Minkowski sums under scaling, the first of which updates the sum under uniform scaling of arbitrary polygons and polyhedra, and the second of which updates the sum under non-uniform scaling of convex polyhedra. Ours are the first methods that study the M-sum under this type of transformation. Our results show speed gains between one and two orders of magnitude over recomputing the Minkowski sum from scratch for each repeated object, and we discuss applications for motion planning, CAD, rapid prototyping, and shape decomposition.
Introduction
If you examine your surroundings, it should not be difficult to spot objects that have similar or even identical shapes. If you are in a study room, most books, file folders, and stationery have this property. If you are in a kitchen, most likely you will find many similar cups, dishes, bottles, cans and utensils.
Many such similar objects can also be found in other indoor environments such as offices, classrooms, factories, airports, and hospitals. In outdoor environments one finds cars, bicycles, benches, lamp posts, and traffic signs all have similar shapes. If we design a robot to interact with, navigate in, and manipulate these environments, taking the repetition into consideration and reusing the computation for similar objects will make these tasks easier and faster.
Furthermore, we can also see that almost every complex object, ranging from a washing machine, to a car engine, to a space shuttle, is made of many components with similar shapes. During the design and prototyping stage, the shape of these components may also have to go through multiple revisions.
Thus, if a virtual prototyping system has the ability to recognize the similarity between these components as well as between various design revisions, then tasks such as assembly/disassembly planning and part removal can be performed much more efficiently. Object reuse is also common in virtual environments, video games and 3D graphics. Similar objects with different scales are usually reused in different parts of a scene graph, different shots in an animation and different areas and levels in a video game in order to save both rendering and design costs. If similar objects can also share computations, such as collision detection and response, then operations such as haptic rendering and physically-based simulation can be dramatically accelerated.
In all of the aforementioned examples, the Minkowski sum plays an important and fundamental role. It is an important and basic operation for tasks such as configuration space mapping, penetration depth estimation, and collision detection. The Minkowski sum of two shapes, P and Q is defined as P ⊕Q = {p+q | p ∈ P, q ∈ Q}. Though its study dates back to the early 70s (see the cited surveys for more details [15, 29, 14] ), recent work has also emerged studying the idea of dynamic Minkowski sums, rapid methods of updating the Minkowski sum under various transformations such as rotation [6, 7, 26] . However, as we have seen in our earlier discussion, rotation is not the only common transformation under which the Minkowski sum may be recomputed.
In this paper, we examine the case of a common and basic deformation: scaling. Scaling of an object P by a scale factor s is simply the transformation of each vertex v = (v 1 , v 2 , ..., v d ) in P to a new position v = Our goal is to develop an algorithm that can efficiently update the Minkowski sum when the objects are scaled without recomputing the Minkowski sum from scratch. The main challenge comes from the fact that the Minkowski sum can change drastically when the underlying objects are scaled. For example, in Fig. 1 , when the disc is scaled to twice its original size, not only the geometry but also the topology of the Minkowski sum changes.
Main Contribution. Our main contributions in this paper are two exact, output-sensitive algorithms whose computation time depends on the amount of scale and therefore depends on the number of changes to the Minkowski sum due to scaling.
We base our first method on the Minkowski sum methods in our previous work [8, 23] , which computes a reduced convolution of the two polygons or two polyhedra (see definition in Section 3). In 2D, the reduced convolution is a subset of the full convolution which omits contributions from the reflex vertices of the input polygons. Reflex vertices are vertices whose interior angles are greater than 180 degrees. Two reduced convolutions are illustrated in Fig. 1 .
Given this reduced convolution, denoted by P ⊗Q, we show that there is an efficient way to update both 2D Minkowski sums under scaling regardless of the convexity of the input models (Section 4). The set of intersecting faces in the Minkowski sum changes only at a finite set of scale values. We call these values critical events, and it is on this notion that our idea rests. As shown in our experiments (Section 7), this method is generally one to two orders of magnitude faster than recomputing the Minkowski sum from scratch.
We show that this method can be extended naturally to 3D (in Section 5). However, we also show that it is not practical to do so due to time and space complexity constraints as the convolution in 3D is much more complex. To address this, in Section 6, we introduce the second method, which dynamically identifies compatibility errors in the convolution for convex polyhedra and corrects these errors without precomputing when they will occur. We show that this method supports non-uniform scaling, provides significant speed improvements over brute force, and does not encounter the complexity constraints of precomputation.
In addition to reusing computations for the obvious purpose of increasing the computation efficiency, in Section 8 we also demonstrate that our method can be extended to answer the query, "Given the specification of manufacturing tolerance, what are the largest and smallest scales of P for which a given path is valid?" This query is useful in rapid prototyping, for determining the necessary scale for parts to fit into an assembly. With this information we can check whether there exists a scale for a part P that can guarantee it fits into the assembly properly. The proposed method also finds unusual applications in shape decomposition, where it can be used to identify structural features based on multi-scale convolutions.
To the best of our knowledge, this paper presents the first work which considers dynamic Minkowski sums under scale and our results are encouraging. However, there are two main limitations for the first method. First, it is only able to handle uniform scaling, as it relies on the idea that the facet normals do not change under scaling. Secondly, it is impractical in more than two dimensions due to its large time and space complexities. In three or more dimensions, we quickly run up against the curse of dimensionality. The main limitation of the second method is its inability to handle non-convex inputs, since it relies on the principle that each facet in the convolution will be associated with at most one vertex in the input models.
Related work
For methods computing static Minkowski sum, detailed surveys can be found in [15, 29, 14, 5] . A brief discussion of some recent works can also be found in Section 3.
Currently there exist few works in computing Minkowski sums for geometric objects under rotation. Many early works can be found in configuration-space (C-space) mapping [24, 31, 20, 28] . These methods generate slices of C-space obstacles (C-obst) at fixed rotational resolution using the Minkowski sums and ignore the temporal and spatial coherence between slices. To avoid this problem, the methods proposed by Avnaim et al. [2] and Brost [9] focus on the idea of contact surfaces, which have a close relationship to convolution (defined in Section 3). For nonconvex polygons, part of the contact region may belong to the interior of the C-obst. Therefore, all contact regions are tested for intersections and are trimmed around the boundary created by the intersections. Even for simple shapes many contact regions are trimmed. As a result, significant computation is wasted. In our recent work [6] , we address this issue (1) by reducing the number of contact regions and (2) by explicitly determining the values of rotation θ for which the structure of the Minkowski sum changes. Our method then computes C-obst by smoothly sweeping the segments of the Minkowski sums between consecutive critical rotations.
However, these methods are limited to 2D polygons and attempts to extend contact surfaces to higher dimensional space are still strictly theoretical. [10] . Recently, Mayer et al. [26] have studied transformation of the Minkowski sum under rotation using the idea of a criticality map, which stores the rotation values at which the combinatorial structure of the Minkowski sum changes.
Obtaining the full representation of the combinatorial structure the Minkowski sums of 3D polyhedra under rotation is expensive. In many cases, such as penetration depth estimation, it is also unnecessary. In our recent work [22, 7] , we observe that significant performance gains can be obtained if the Minkowski sum is dynamically updated by identifying and correcting the errors under the given rotation. When the input polyhedra are convex, we use the observation that there are only O(n) of certain types of facets in the sum, where n is the size of input polyhedra, and that all of the remaining erroneous facets can be identified by first locating a linear subset of facets and then performing gradient descent.
Preliminaries
In order to provide sufficient background for the readers, we briefly discuss the suitability of existing static Minkowski sum methods for dynamic Minkowski sums under scaling.
Many earlier methods based on convex decomposition compute the pairwise Minkowski sums of the components, and then merge all of the pairwise Minkowski sums. Although the main idea of this approach (first proposed by Lozano-Pérez [24] ) is simple, the decomposition and the union steps can be very tricky and have become the main focus of several recent works [1, 13, 18, 29, 21 ].
An additional trouble for the application at hand is that when P is scaled, updating the Minkowski sum using a convex decomposition means that once all pairwise Minkowski sums are updated, their union must then be recomputed. This presents a significant hurdle to creating dynamic Minkowski sums using the convex decomposition method.
Due to this, convolution-based approaches becomes more appealing. The convolution of two shapes P and Q, denoted as P ⊗ Q, is a structure produced by combining primitives from the two shapes [16, 17] . It is known that the convolution is a superset of the Minkowski sum, that is, P ⊕ Q ⊆ P ⊗ Q. More specifically, it is known that ∂(P ⊕ Q) = ∂(P ⊗ Q).
The main challenge of the convolution-based methods is in trimming edges and facets in the interior of the convolution to obtain the Minkowski sum boundary [15, 19, 30, 3, 4, 27] . For example, Wein [30] computes the arrangement induced by the convolution and keeps the cells with non-zero winding numbers. The arrangement is a data structure representing the subdivision of the space created by the convolution [11] . The winding number of the convolution of a point p is the number of times that convolution travels counterclockwise around p.
As it will become clear later, convolution methods are more suitable for dynamically updating Minkowski sums because the combinatorial structure of the convolution typically remains the same when the change to the input model is small. Additionally, the relationship between the convolution edges can be updated in a straightforward way when the input models are transformed smoothly.
In the case of uniform scaling, the structure of the convolution never changes and the structure of the arrangement only changes at fixed scale factors, so-called critical scales. This property enables intermediate forms to be updated rapidly. Additionally, there are far fewer primitives in the convolution of two shapes than there are pairwise Minkowski sums from their decompositions, so the total number of update operations required to reconcile the change is less.
Convolution and Reduced Convolution. The first method proposed in this paper identifies critical scale factors for each edge in the convolution and updates the arrangement of the convolution according to the critical scale factors. The second method proposed in the paper performs dynamic updates on the convolution without computing critical events. Our methods can be used in any convolution-based method, such as [30, 3, 4] . However, to ease our discussion, we will introduce our method based on the reduced convolution approach presented in our previous work [23, 8] , which we review briefly here. In order to compute the convolution of two shapes, P and Q, we consider an edge e of P and a vertex v i of Q. We say that e is compatible with v i if the direction of e's outward normal is "between" the directions of the outward normals of v i 's incident facets.
In 2D, we assume P and Q are both counter-clockwise oriented polygons. Then an edge e and a vertex v are compatible if the direction of e's outward normal is between those of v's incident edges. Note that, this is equivalent to say that if the direction of e is on the counter-clockwise turn from Fig. 2 for an example in 2D.
In 3D, f and v i are compatible if the outward normal of f is within the region of the Gaussian map enclosed by the outward normals of v i 's incident facets. Briefly, the Gaussian map is a mapping of a 3D surface to a unit sphere. In the case of polyhedral models, each face is mapped to a point on the sphere's surface equal to its unit normal. These mapped points are connected by edges if their associated faces on the model are adjacent-this maps the edges of the model to edges in the Gaussian map. Finally, these point/edge mappings create regions on the surface of the sphere which are the mappings of the vertices on the surface of the model.
If f and v i are compatible, then the facet f + v (called f v-facet) appears in the convolution. Faces of the convolution in 3D may also be formed by an edge from P and an edge from Q (called ee-facet). In this case, the edges are compatible if their associated edges in the Gaussian map intersect, in which case the facet e P ⊕ e Q appears in the convolution.
In order to compute the reduced convolution (RC), we compute only a subset of the convolution. We exclude contributions from reflex vertices (2D) and edges (3D). It has been proven that contributions from reflex vertices and edges are guaranteed to be interior to the Minkowski sum [8] . To extract the Minkowski sum from the reduced convolution, intersections between the edges and facets of the reduced convolution are computed. Then properly nested orientable loops (2D) and shells (3D) are extracted from the intersections of the RC. Finally, a collision detection step is used to detect any remaining errant loops and shells. The worst-case complexity of both algorithms is
which is optimal with respect to the worst-case complexity of the Minkowski sum boundary. However, experimentally, our method is shown to be much faster than Wein's [30] .
Uniform Scaling in 2D
We seek to update the Minkowski sum of polygons P and Q transforming under uniform scales. We assume without loss of generality that P scales uniformly and Q remains fixed. Since the Minkowski sum is commutative, scaling Q can be done identically by simply swapping P and Q in the input order. The uniform scaling operation P = sP generates P such that for every point v ∈ P , sv ∈ P . A key observation is that when P scales by s, the outward normals of all its line segments remain the same, and so scaling of P does not change the combinatorial structure of the reduced convolution (RC); only the length and position of the segments in RC change.
Even though the combinatorial structure of the RC does not change when P is scaled, the outer boundary of the Minkowski sum will change. In particular, the set of edges (2D) or facets (3D) which intersect with each other may change-some intersections may be deleted while others may be added. We call these additions and deletions critical events.
To use these critical events, we compute the ranges of s within which intersections between edges actually occur. We can then add or delete intersections by stepping through the critical events between two values of s. When we finish adding and deleting intersections in this way, we can correctly and efficiently update by considering only those (b) S-edge Fig. 3 . In (a) an edge from Q and a vertex from P form a T-edge in the convolution, so the segment only translates as s changes. In (b) an edge from P and a vertex from Q form an S-edge edge, so the segment also scales as it translates. In both cases the underlying lines translate.
intersections between line segments that are valid for the given s.
Tracking the intersection values in 2D
Consider a single edge of the convolution, a. Suppose a is formed from the contribution of an edge of P , e p , and a vertex of Q, v q . Then a = e p + v q , that is, e p translated by v q . When P scales, only e p changes, so a(s) = se p + v q . Because such edges are scaled as P is scaled, we call them S-edges. Note that S-edges will also be translated in the updated convolution. Similarly, if a is formed from an edge of Q, e q and a vertex of P , v p , then a = e q + v p , and a(s) = e q + sv p , since only P scales. We call such edges T-edge since as P is scaled, they are translated but not scaled. Fig. 3 illustrates both types of edges. Now consider two line segments a and b in the convolution, and let their endpoints be (a 0 , a 1 ) and (b 0 , b 1 ), respectively. Let the underlying lines of a and b be l a and l b , respectively. We parameterize the intersection point of l a and l b over s ∈ (0, ∞). To do this, we consider the parameterized forms of l a and l b :
and the coordinate of that intersection is x a (r I ) = a 0 + r I v. The parameterized form lets us find the critical events we are looking for.
Finding critical regions
Let x(s) be the intersection point between the line l a containing a and the line l b containing b when P is scaled by a factor of s. x(s) is a parameterized line as well. Let the intersection point computed above be x 0 . This intersection is computed at the base scale value, s = 1. Therefore, x(1) = x 0 . Then we can define x(s) = x 0 + (s − 1)σ for a slope vector σ. It is easy to recompute the line segments at some other scale, s , and compute the intersection of the new lines to find x(s ) = x 0 +(s −1)σ, and so σ = x(s )−x0 s −1 . We choose s = 2, since in this case, s − 1 = 1 and so σ = x(2) − x(1), which eliminates the division.
Assume that a and b that do not intersect. As P scales, if a and b start to intersect, they must do so first at an endpoint of either a or b. Similarly, when a and b separate, their final point of contact will be at an endpoint of either a or b. The values of s where these initial and final points of contact for some set of edges occur are the critical events.
We begin by parameterizing the endpoints of a over s, as a 0 (s), a 1 (s). We wish to find the values of s for which x(s) = a 0 (s) and x(s) = a 1 (s) that is, the scale factors for which the intersection of the two edges is precisely the endpoint of one of them.
Critical region for S-edge
Suppose that a is an S-edge in the convolution is formed from an edge, e p in P and a vertex v q in Q. Then:
. This is an equation of the form: sα = β, where α = α 1 , α 2 and β = β 1 , β 2 . Since s is scalar in uniform scaling, this is an overdetermined system of equations; there is no solution for s if the system is inconsistent. Otherwise, we obtain a possible bound on s values for contact with the a 0 (s). We can proceed to totally bound the s interval where the intersection lays on the segment a by computing the same bound for a 1 (s), which is of the same form.
Critical region for T-edge
But what about convolution edges formed from an edge e q of Q and a vertex v p of P ? Assume, without loss of generality, that b is such an edge, and so b = e q +v p . Then its endpoints are defined by b 0 (s) = e q0 + sv p , b 1 s = e q1 + sv p .
Again we seek to bound the intersection in this case by finding s such that x(s) = b 0 (s) and x(s) = b 1 (s). As above, x(s) = x 0 + (s − 1)σ, and so the form of these equalities are: x 0 + (s − 1)σ = e qi + sv p . This is an overdefined system of the same form as above, subject to the same results.
Critical region of a segment pair
To obtain the intersection interval for the segment pair, we just take the intersection of the intervals computed above, [max{B a0 , B b0 }, min{B a1 , B b1 }] where B u is the s boundary for the endpoint u.
We can compute these intervals for all pairs of line segments as a pre-processing step in O(n 2 ). Using this, we can compute a list of critical events-s values when intersections are introduced into the arrangement or removed from it. This allows us to update only those intersections at each scaling operation which are relevant. Because computing the intersections of the arrangement is the largest bottleneck in the reduced convolution method, this promises significant speed advantages over recomputing the arrangement from scratch every time s changes.
In order to update the arrangement, we produce an array of critical events: pairings of s values with a list of insertions or deletions since the last event produced by the intervals for pairs of line segments. Given an initial scale value s 0 and its arrangement, and a final scale value s f inal , we can step through the structure, deleting and adding nodes in the arrangement as necessary at each event until we reach an event such that s event > s f inal , at which point we update all of the remaining nodes according to the above equations.
Uniform scaling in 3D
In 2D, events are defined by the contact of two edges. Similarly, in 3D, events are defined by the contact of two faces. There are two possible cases for these events in 3D: a vertex of one face comes into contact with any part of another face, or an edge of one face comes into contact with an edge of the other face without any vertex contacts. We call these vertex events and edge events, respectively.
Finding vertex events
Computing vertex events is a relatively straightforward extension of the 2D case. Given two faces, f 1 and f 2 , we consider each edge e of f 1 independently, and we parameterize the line l underlying e and the plane p underlying f 2 , and compute the intersections at s = 1 and s = 2 as in the 2D case. Uniform scaling still only causes linear motion in 3D, and so computing where the vertex contact occurs is fundamentally identical to the 2D case.
We can again compute σ = x(2) − x(1), and parameterize the intersection point across s as x(s) = x 0 + (s − 1)σ. We then set the intersection point equal to the parameterized endpoints e 1 (s) and e 2 (s) to find candidate events, identically to the 2D case. The equation x(s) = e i (s) is overdetermined. There are three equations and only one free variable, similar to the 2D case, and so there may be no consistent solution again -this will occur when the edges are parallel or skew.
If there is a consistent solution we check and make sure these intersection points also lay in the face f 2 just as one would ensure that the contacts in 2D lay on the line segment and not just the line. The vertex events between the edges of f 2 and f 1 are found in the same way.
Finding edge events
Computing edge events is slightly more complicated. We consider two edges, e 1 and e 2 , and their underlying lines, l 1 and l 2 respectively. We cannot simply check for an intersection point since it is most likely that l 1 and l 2 are skew. Instead, faces f 1 incident to e 1 and f 2 incident to e 2 , and their supporting planes, p 1 and p 2 respectively. We are interested in the intersection x 1 between l 1 and p 2 and the intersection x 2 between l 2 and p 1 . Then l 1 and l 2 will intersect precisely when
A line l which underlays an edge e with endpoints e a and e b can be parameterized as e a + (e b − e a )t, and the plane p which underlies triangle t with vertices t a , t b , t c can be parameterized as t a + (t b − t a )u + (t c − t a )v. We set these equal to each other and simplify, yielding
We have five vertices from the convolution in this equation, e a , e b , t a , t b , t c , each of which is parameterized in the scale domain by its P and Q components, v = v q + sv p . Substituting, we obtain expressions for t, u and v parameterized by s:
(eaq−taq+s(eap−tap)) . When we solve this for l 1 and p 2 as well as l 2 and p 1 , we obtain two expressions in s for the intersections of the line and the plane, which we can set equal to each other and solve for s.
Parallel faces When f 1 and f 2 are parallel but not always coplanar,
will be singular, and so we will not be able to detect edge events in the usual way. If any vertex of either face is involved in the contact, then we will correctly detect these events as vertex events, but it is possible that this isn't the case. Figure 4 shows a situation in which two coplanar faces have no vertex contacts. In order to determine whether an event will occur, we must find the scale value when the faces are coplanar, and then check the edges of the faces for intersections at that scale. Fortunately, the detection for vertex events is robust enough that it does not need to deal with parallel faces as a special case.
To determine the value of s where the faces are coplanar, we pick an arbitrary vertex v on f 1 and proceed as though we were detecting a vertex event with f 2 . However, we do not need to check if v(s event ) is inside of f 2 , since we are only interested in the value of s where v hits p 2 -this will be the value of s at which the faces are coplanar.
Because of this, we do not need to perform the usual edge event detection at all when dealing with parallel faces. For these faces, we find the scale of contact from the vertex event detection step. If there are no vertex events, we check for edge intersections to see if there are any edge events.
Coplanar faces Finally, in some cases, f 1 and f 2 will always be coplanar. In these coplanar cases, the contact possibilities for f 1 and f 2 reduce to the 2D case, in which edge events are impossible. Therefore, we can use the logic from the 2D scaling directly in order to detect the events for the coplanar faces by transforming f 1 and f 2 into the xy-plane, and applying 2D vertex event detection.
Non-uniform scaling for convex polyhedra
In three dimensions, the worst-case complexity of the event space is O(m 4 n 4 ). The memory necessary to store the event structure and the time necessary to compute it rapidly become overwhelming. While there are several practical strategies for mitigating memory issues, including narrowing the scaling domain to a smaller window and disk swapping, the event space must be computed for all pairs of faces, resulting in worst-case time complexity. Enumerating all critical events also makes the extension to nonuniform scaling almost impossible. As a result, we look to a method with less pre-computation.
Similar to our strategy for handling rotation [7] , we propose to dynamically repair the Minkowski sum after scaling. To do so, we define errors in the transformed convolution to be convolution facets constructed from either vf -pairs or ee-pairs that are no longer compatible, called f v-errors and ee-errors, respectively (f v-and ee-facets are defined in Section 3). Our method works simply by correcting the errors introduced by the scaling. Correcting the f v-errors involves gradient descent on the degree of incompatibility until the vertex and face pair become compatible. Let f be a facet of P and v be a vertex of Q. When f and v are compatible, all the edges that are incident to v must be below or on the half-plane supported by f . When f and v are incompatible, we can define the degree of incompatibility: IC(f, v) = max{d(e, f ) | e ∈ E v }, where E v is a set of edges incident to v and d(e, f ) is the longest Euclidean distance from any point on e to f . We say an edge e is the witness of the incompatibility if d(e, f ) is IC(f, v). Fig. 5(a) illustrates an example of f v-error and IC(f, v).
It is not difficult to show that any ee-errors must coexist with f v-errors (see Theorem 1). Since, for convex pairs, there are only O(m + n) vf -facets, but O(mn) ee-facets, we can increase the repairing speed by first checking all f vfacets for errors. Using the f v-errors as starting points, we then form chains of ee-errors connected to the vf -error.
g(e)
(b) correct an ee-error Theorem 1 f v-errors and ee-errors must coexist. PROOF. Let g(p) be the Gaussian map of a primitive p. We first show that if there is an ee-error, there must be an f v-error. Let e and e be a pair of edges that are compatible before scaling and become an ee-error after scaling. When e and e are compatible, g(e) and g(e ) must intersect and, after a non-uniform scaling of P , g(e) and g(e ) no longer intersect. This means at a certain point during the scaling, an end point of g(e) must cross g(e ) or vice versa. When a point v crosses the edge g(e), v changes the face with which it is associated from one side of g(e) to the other side of g(e). This change indicates that there must be an f v-error. We then show that if there is an f v-error, there must be an ee-error. If a facet f of P and a vertex v of Q become an f v-error, we know that f now must be compatible with some other vertex v = v of Q. As a result, an edge g(e) incident to g(f ) must be moved (or deformed) with g(f ). Since the faces in g(Q) are convex and g(e) cannot intersect with a segment more than twice, g(e) must intersect with some new edges of Q when g(f ) moves from g(v) to g(v ). This indicates that there must be at least one ee-error.
Therefore, f v-errors and ee-errors must coexist. 2
More specifically, let e be such an edge from P involved in an ee-error, and let f − and f + be the facets in P incident to e. Assume that the facets f − and f + both have the compatible vertices q − and q + of Q. If we overlay the Gaussian map g(e) of e with g(Q), g(e) will intersect a set of faces in g(Q) and the end points of g(e) are inside g(q − ) and g(q + ). See the bottom of Fig. 5(b) . If we can determine the rest of the faces intersected by g(e), we can find the compatible edges for e. We further know that these faces form a connected component between g(q − ) and g(q + ), thus the compatible edges for e must be on the boundary of these faces. To find these Gaussian faces, we start from g(q − ), and find an incident edge e of g(q − ) that is compatible with e. Because both P and Q are convex, the faces f 1 and f 2 incident to e will each be compatible with precisely one vertex, v 1 and v 2 respectively. The edges with which e is compatible must form a path from v 1 to v 2 along the surface of the model. We check each of v 1 's incident edges to find the edge with which e is compatible. We then replace v 1 with the vertex at the other end-point of the compatible edge, and repeat, ignoring the incident edge which has already been found to be compatible. When we find v 2 by this path, we have enumerated all of the compatible vertices. The complexity of this update is O(|E|), where E is the set of edges incident to at least one vertex in the path.
In convex pairs, each face of P will be paired with precisely one vertex of Q and vice-versa. We depend on this relationship in order to correctly identify errors. An extension to non-convex inputs depends on the existence of a convex map-a convex polyhedron whose Gaussian map is identical to the arrangement of the Gaussian map of the non-convex input. Discussion of the convex map is outside the scope of this paper.
Results
Our implementations are based on the publicly available implementation from our previous work in 2D [8] and 3D [7] . All experiments reported in this section are performed on a machine with Intel CPUs at 2.13 GHz with 4 GB RAM and our implementation is coded in C++, using GNU MPFR and the MPFRC++ wrapper for high precision arithmetic. Table 1 shows average speed-up factors for several model pairs in Fig. 6 across the scaling domain [0.1, 10] in increments of 0.1 scale factor. Speed-up is computed as tstatic t dynamic over 100 random re-scalings. Our method is always faster than recomputing from scratch and is on average 150.682 times faster. The largest speedup is over two orders of magnitude (from g1 ⊕ g4) and even on model pairs with high event density (dog ⊕ g2 in Table 1 ), the proposed method is faster though the improvement here is more marginal.
Results from uniform Scaling in 2D
The results in Fig. 7 show speed-up factors on one of the more complex model pairs, shown in Figs. 7(a) and 7(b) . The monkey model contains 1204 vertices, and the bird model has 275 vertices. Their reduced convolution contains 16,425 segments. When the monkey is scaled along the interval s ∈ (0, ∞], there are 56,996,430 critical events. Fig. 8 shows speed-up factors for the neuron ⊗disc pair shown in Fig. 1 . There are 1815 vertices in the neuron model and 32 vertices in the disc model. The reduced convolution of the neuron and the disc has 3196 segments. There are 56238 critical events discovered when the disc is scaled across s ∈ (0, ∞). For more complex model pairs, the table shows that the update method outperforms recomputing the intersections by an order of magnitude in general. Of course, for larger scale jumps, the bottleneck of this method is in updating the events as P scales. This is largely due to the high number of events that occur, especially in complex model pairs. In practice, however, scaling that needs to be done continuously tends to occur over smaller intervals that are generally quick to update.
The time to compute the scale bounds in 2D is on the order of the time necessary to compute the intersections using brute force. Asymptotically, the time bound of O(n 2 ) for the initial computation to identify all intersections and all events is worse than the best-case bound for the static computation of intersections, Θ(n log n) (with a constant number of intersections). However, on average, the time taken to compute the events during dynamic scaling is a fraction of the time taken to compute the intersections.
The monkey/bird model pair required on average about 140 seconds to build the initial intersections, but only about 28.7 seconds to compute the events. The neuron/circle pair took about 5.3 seconds to compute its nodes, but only 1.25 seconds to compute the events. Even though both pre-processing steps are asymptotically similar, on average the time taken to compute the events is a fraction of the time taken to compute the intersections. The monkey/bird model pair required on average about 140 s to build the initial intersections, but only about 28.7 s to compute the events. The neuron/disc pair took about 5.3 s to compute its nodes, but only 1.25 s to compute the events.
With that in mind, given significant speed-up from our method only a small number of queries are needed to make up the difference in pre-computation time before it is vastly more expensive to perform the entire Minkowski sum computation again and again. Additionally, in this case it is reasonable to treat the initial computation of intersections as a pre-computation for situations requiring dynamic scaling queries. The advantage of the brute-force method then is it simplify in implementation because there are fewer degeneracies to account for. The enumerative approach does not scale well in 3D. In Fig. 9 , we see speed-up values for the knot ⊕ clutch model pair by number of events processed. Computing the event structure took approximately 65 minutes, and computed 8, 427, 881 events on the scaling domain [0. 2, 2] . We see a similar asymptotic behavior in speed-up over recomputing the line intersections from scratch, as we do in 2D. However, unlike 2D examples, the collision detection step that we use to filter out boundaries interior to the Minkowski sum boundary takes about 50% of the total computation time [23] . When we compute total overall speedup, the enumerative method does not provide a significant increase in speed, especially considering the extremely long time needed to compute the event structure. 
Non-uniform scaling for convex polyhedra
We tested the 3D non-enumerative update-based method against computation from scratch over 100 random nonuniform scaling factors. Note that we have no experimental results for convex models in the previous sections because scaling the convex models uniformly simply makes their Minkowski sums scale uniformly. On the contrary, non-uniform scaling provides more complex and interesting behaviors to the Minkowski sums of convex models.
Our results for non-uniform scaling using models in Fig. 10 are shown in Table 2 . The speedup values shown, computed again as
, are the average speed-up over 100 queries. Here, we see significant speed-up (between 13 and 94) for computing convex Minkowksi sums dynamically over manual recomputation across all studied models. Note these figures are much less varied than the 2D case because the the convolution for convex pairs is always equal to the Minkowski sum boundary, and so no culling is necessary. Table 2 Average speed-up of the 3D non-enumerative dynamic update algorithm over 100 random non-uniform rescalings. Models in the first column are the model being scaled in each experiment, while models in the first row are the static (unscaled) model. There is no collision detection component here, the values provided are total speed-up. 
Applications
In this section, we discuss two direct applications of the proposed dynamic Minkowski sum method.
Motion planning and rapid virtual prototyping
Our method has applications to motion planning problems with repeated, scaled objects. As shown in Fig. 11 , the example environment contains only 12 scaled objects yet has a speed-up factor of 38.8 over recomputing the intersections from scratch. Very few scaling requests are necessary to make up the difference caused by pre-processing the events. As a result, the efficiency of computing configuration spaces for motion planning environments is greatly enhanced.
Furthermore, the method can also be used for a robot of uncertain size to answer the following query: "Given a base assumed size for the robot, what is the largest scale factor for which a given path is valid?" by computing events for the robot's scaling. Similar to the contact point computation for intersection events, such events can be computed for segments of the robot's path. This allows reporting of the scale of first contact between an obstacle boundary and the robot's path. In fact, computing these events is easier than computing the convolution events, because the robot's path in this case does not vary with scale.
In rapid prototyping, it is important to minimize waste of both time and materials by guaranteeing that the parts of any assemblies produces will fit together once they are constructed from the CAD input. However physical objects are manufactured to tolerance, while CAD models do not have this limitation. The models can clip through each other, or produce physical output that is larger than the virtual model specifies. In a particular problem called part removal, which is similar to the motion planning application discussed above, one possible method of dealing with this uncertainty in size is to determine tight bounds on the physical sizes that will actually fit into the assembly without slipping out or causing unwanted motion. By first computing the upper bound on the scale of the part that will fit to the configuration in the assembly, we can then find the smallest scale for which the assembly traps it in place by specifying an escape path through the assembly and computing the largest valid part scale for which that path is valid.
Feature detection and shape decomposition
Minkowski sum involving a dynamically-scaling disc or sphere has strong connection to the medial axis (MA), an important shape descriptor. Follow the notation used in α-shapes by Edelsbrunner et al. [12] , we call a disc and a sphere with diameter α, an α-disc and α-sphere.
Lu et al. [25] proposed a method to create shape decompositions by detecting the intersections of convolution between a polygon and a sequence of α-discs. They show that the vertices in the arrangement of convolution are closely related to well-known features, such as bridges and pockets, related to the concavity of polygons. More specifically, a bridge β of a given polygon P is a segment β = vu that lies completely in the space exterior to P , where v and u are two points on the boundary ∂P of P . More specifically, a segment vu is a bridge of P if and only if v, u ∈ ∂P and the open set of vu is a subset of the complement of P , and an α-bridge is a bridge between the tangent points of an empty α-disc centered at an intersection x of the convolution.
By varying the value of α, these α-bridges are born and died, thus the persistence (i.e., life span) of bridges provide an important measurement to the significance of concave features. More specifically, when α = 0, the bridges correspond to the reflex vertices and when α = ∞, the bridges correspond to the convex hull edges of the polygon. Interestingly, these intersections parameterized by α also implicitly trace out the Voronoi Complex (VC) in the space exterior to P . Thus, the persistence analysis corresponds to measuring the length of the segments on the VC.
In [25] , the convolution and its intersections are computed from scratch when α changes. As shown in Appendix, there is a straightforward way to modify Section 4 to handle the situation with arcs. This approach allows us to continuously update the concave features for multiple α values at only critical events. The speed-up for the decomposition of the polygons shown in Fig. 12 using the proposed method is 68.556 over that of repetitive re-computation of the Minkowski sums.
Conclusions and future works
Conclusions. We have demonstrated a novel method for dynamically updating the Minkowski sum when the input polygons are uniformly scaled. Our method is orders of magnitude faster than the naïve method of recomputing the Minkowski sum from scratch, and allows rapid, continuous scaling.
Our method has direct applications in motion planning, rapid prototyping and even shape decomposition. Given the frequency with which repeated objects are used at different sizes within assemblies, or are dynamically scaled during CAD to identify a correct size, our method has significant potential to improve the quality of CAD and rapid prototyping methods. In motion planning, our method provides significant improvements to the speed of computing obstacle spaces in environments with repeated objects. The dynamic scaling of the Minkowski sum has also been demonstrated to be a useful tool for persistence analysis of important structural features.
Limitations and future works. The major limitations of enumerative strategies to scaling are that they require a large commitment of pre-processing time and memory to be effective, and that they are not usable for non-uniform scaling. In two dimensions, the pre-processing and memory footprints are typically acceptable. In 3D however, the worst-case boundary complexity for the Minkowski sum is O(m 3 n 3 ), while the event set is of worst-case complexity O(m 4 n 4 ), which is already impractical. The major limitation of the non-enumerative error correction is that while it enables us to perform non-uniform scaling quickly and robustly, in its current form it is only capable of handling convex pairs. This work is the first step to producing generalized dynamic Minkowski sum operations under deformation of the input models. In the near future, we seek to extend our nonenumerative method to non-convex polyhedra. Such an extension would likely lead to a dynamic update method for non-convex polyhedra under rotation as well. In the long term, we will address the more complex case free-form deformation of the vertices, which introduce localized changes instead of the comparatively less complex global changes introduced by the scaling case.
