We identify the representation of the square of white noise obtained by L. 
Here, ·, · denotes the scalar product in L 2 (R d , dx). The Lie algebra with generators B(ϕ), B † (ϕ), N(ϕ), ϕ ∈ S(R d ), and a central element 1 1 1 with relations (6) is called the square of white noise (SWN) algebra. Now, one is interested in a Hilbert space representation of the SWN algebra with a cyclic vector Φ satisfying B(ϕ)Φ = 0 (which is called a Fock representation). In [5] , it was shown that a Fock representation of the SWN algebra exists if and only if the constant c is strictly positive. In what follows, we will suppose, for simplicity of notations that c = 2.
Let us now recall the Fock representation of the SWN algebra constructed in [3] (see also references therein).
For a real separable Hilbert space H, denote by F (H) the symmetric Fock space over H:
H⊗
n n!, where⊗ stands for the symmetric tensor product. Thus, each f ∈ F (H) is of the form f = (f (n) ) ∞ n=0 , where f (n) ∈ H⊗ n and f ⊗n , where ϕ ∈ S(R d ) and ξ ∈ ℓ 2,0 , n ∈ N. Here, ℓ 2,0 denotes the linear subspace of ℓ 2 consisting of finite vectors, i.e., vectors of the form ξ = (
. Denote by J + , J 0 , J − the linear operators in ℓ 2 with domain ℓ 2,0 defined by the following formulas:
Now, for each ϕ, ψ ∈ S(R d ) and ξ ∈ ℓ 2,0 , we set
where n ∈ N, and (ψ ⊗ ξ) ⊗0 :=Ω. Thus,
where A + (·), A 0 (·), and A − (·) are the creation, neutral, and annihilation operators in
, respectively. The operator B † (ϕ) is the restriction of the adjoint operator of B(ϕ) to F, while the operator N(ϕ) is Hermitian. It is easy to see that the operators
In what follows, the closure of a closable operator A will be denoted by A. Since the adjoint operators of B † (ϕ), N(ϕ), B(ϕ) are densely defined, they are closable. The last part of [3] is devoted to studying those classical infinitely divisible processes which are built from the SWN in a similar way as the Wiener and Poisson processes are built from the usual white noise. So, for each parameter β ≥ 0, we define
Notice that we want a formally self-adjoint process, so the parameter β must be real (we also exclude from consideration the case β < 0, since it may be treated by a trivial transformation of the case β > 0).
In view of (1) and (2), the only privileged parameter is β = 2, when X β (x) becomes the renormalized square of the classical white noise b † (x) + b(x), see [1, Section 3] . Analogously to (5), we introduce, for each ϕ ∈ S(R d ),
As easily seen, X β (ϕ) is a self-adjoint operator.
In the case d = 1, it was shown in [3] that the quantum process ( X β (χ [0,t] )) t≥0 (χ ∆ denoting the indicator function of a set ∆) is associated with a classical Lévy process (Y β (t)) t≥0 , which is a gamma process for β = 2, a Pascal process for β > 2, and a Meixner process for 0 ≤ β < 2. (One has, of course, to extend the SWN algebra in order to include the operators indexed by the indicator functions, for example, to take the set
We also refer to [1, 2, 3] and references therein for a discussion of other aspects of the SWN.
On the other hand, in papers [16, 19, 20, 11] (see also [17, 12, 10, 13] ), the Jacobi field of the Lévy processes of Meixner's type, i.e., the gamma, Pascal, and Meixner processes, was studied. Let us shortly explain this approach.
Let
We will preserve the symbol ·, · for this dualization.
where the measure ν β on R is specified as follows.
Letν β denote the probability measure on (R, B(R)) whose orthogonal polynomials ( P β, n ) ∞ n=0 with leading coefficient 1 satisfy the recurrence relation
n ∈ Z + , P β, −1 (s):=0.
is a system of polynomials of Meixner's type, the measure ν β is uniquely determined by the above condition and is given as follows. For β ∈ [0, 2),
(ν 2 is a gamma distribution), and for β > 2
(ν β is now a Pascal distribution). Notice that, for each β ≥ 0,ν({0}) = 0, and hence, we may define
Then, µ β is the measure of gamma noise for β = 2, Pascal noise for β > 2, and Meixner noise for β ∈ [0, 2). Indeed, for each β ≥ 0, µ β is a generalized process on S ′ (R d ) with independent values (cf. [15] ). Next, for each ϕ ∈ S(R d ), we have
Hence, for each f ∈ L 2 (R d , dx), we may define, in a standard way, the random variable
Finally, for β ∈ [0, 2),
Here, |∆|:= ∆ dx.
We denote by P(S ′ (R d )) the set of continuous polynomials on
The greatest number i for which f (i) = 0 is called the power of a polynomial. We denote by P n (S ′ (R d )) the set of continuous polynomials of power ≤ n.
For a monomial
. Denote by Z ∞ +, 0 the set of all sequences α of the form α = (α 1 , α 2 , . . . , α n , 0, 0, . . . ),
We define a scalar product on S(R d )⊗ n by setting for any
where
Let dx) ) be the closure of S(R d )⊗ n in the norm generated by (17) , (18) .
Therefore, for each
, we can define, a random variable : (20) remains true for any
, and furthermore 21) is unitary. We denote by
For each β ≥ 0 and each ϕ ∈ S(R d ), we define an operator a β (ϕ) on F fin (S(R d )) by the following formula:
Here, a + (ξ) is the standard creation operator:
a 0 (ϕ) is the standard neutral operator:
and
where a − 1 (ϕ) is the standard annihilation operator:
and (a
(·) ∼ denoting symmetrization of a function.
Denote by ∂ † x , ∂ x the standard creation and annihilation operators at point x ∈ R d :
Then, at least formally, we have the following representation:
(In fact, equalities (27), (28) may be given a precise meaning, cf. [16, 19] .) The operators a β (ϕ), ϕ ∈ S(R d ), are essentially self-adjoint on F fin (S(R d )) and the image of anyã β (ϕ), ϕ ∈ S(R d ), under the unitary U β is the operator of multiplication by the random variable ·, ϕ . Thus, (ã(ϕ)) ϕ∈S(R d ) is the Jacobi field of µ β , see [8, 9, 18, 11] and the references therein.
The functional realization of the operators a + (ϕ), a 0 (ϕ), a − (ϕ), i.e., the explicit action of the the image of these operators under the unitary U β is discussed in [16, 19] .
A direct computation shows that the operators 2a
, satisfy the commutation relations (6) , and hence generate a SWN algebra. In fact, we have the following result:
Theorem 1 For each β ≥ 0, there exists a unitary operator
such that I β Ω = Ω and the operators X β (ϕ), B † (ϕ), N(ϕ), B(ϕ), ϕ ∈ S(R d ), are unitarily isomorphic under I β to two times the operatorsã(ϕ),ã
Notice that the unitary operator
has the following properties: U β Ω = 1 and
(compare with [3] ) By virtue of (5), (10), (27), and (28), we get from Theorem 1:
(where the equalities are to be understood in the sense of the unitary isomorphism).
The reader is advised to compare (29) with the informal representation (2).
Proof of the theorem
The proof of Theorem 1 is essentially based on the results of [20] . By (9) and (11), we get, for each ϕ ∈ S(R d ),
By (7), the operator J β is given by a Jacobi matrix (see e.g. [7] ). Furthermore, J β is essentially self-adjoint on ℓ 2,0 and, by (13) ,ν β is the spectral measure of J β . The latter means that there exists a unitary operator
β e 1 = 1 and, under I
β , the operator J β goes over into the operator of multiplication by s.
Next, by (14) , the operator
we get a unitary operator such that I
β e 1 = (I
β e 1 )(s) = s and, under I
β , J β goes over into the operator of multiplication by s.
Using I
β , we can naturally construct a unitary operator
β Ω = Ω and, under I
β , the operator X β (ϕ) goes over into the operator
It follows from [20] that there exists a unitary operator
such that I
β Ω = 1 and, under I
β , the operator X β (ϕ) goes over into the operator of multiplication by 2 ·, ϕ .
We define the unitary
where U β is given by (21). We evidently get I β Ω = Ω andã(ϕ) = I −1 dx) ) defined as the linear span of Ω and the vectors of the form ϕ ⊗n , where ϕ ∈ S(R d ) and n ∈ N. We note:
where P β,n (s):=s P β,n−1 (s), n ∈ N, and ( P β,n ) ∞ n=0 are defined by (13) . Hence, by [20, Sect. 4 and Corollary 5.1],
Furthermore, by (7), (8), (22)- (26) and by [20, Corollary 5 .1], we get:
We now endow F fin (S(R d )) with the topology of the topological direct sum of the spaces F n (S(R d )). Thus, the convergence in F fin (S(R d )) means the uniform finiteness and the coordinate-wise convergence in each F n (S(R d )). As easily seen, G is a dense subset of F fin (S(R d )). Since the operators a + (ϕ), a 0 (ϕ), and a − (ϕ) act continuously on 
