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Abstract
This paper considers differential problems with random switching, with specific ap-
plications to the motion of cells and centrally coordinated motion. Starting with a
differential-equation model of cell motion that was proposed previously, we set the re-
laxation time to zero and consider the simpler model that results. We prove that this
model is well-posed, in the sense that it corresponds to a pure jump-type continuous-
time Markov process (without explosion). We then describe the model’s long-time
behavior, first by specifying an attracting steady-state distribution for a projection of
the model, then by examining the expected location of the cell center when the initial
data is compatible with that steady-state. Under such conditions, we present a formula
for the expected velocity and give a rigorous proof of that formula’s validity. We con-
clude the paper with a comparison between these theoretical results and the results of
numerical simulations.
Keywords: random switching, differential equations, Markov process
1. Introduction
This paper studies the motion of cells, and at the same time certain larger questions
surrounding differential problems with random switching. Cell motion is fundamen-
tal in many systems including wound healing [1, 2], cancer [3], and morphogenesis
[4, 5, 6]. In [7] we introduced a differential equation model for cell motion which sug-
gests that cell speed is independent of force. A possible explanation for that predicted
behavior is provided by the saltatory nature of cell adhesion and thus motion, an idea
also suggested by numerical simulations. Moreover, data suggest that there is little or
no functional dependence of speed on cell force [8]. Typically, biologists determine
cell speed by averaging cell displacement measured on the order of minutes. The im-
plication is that this type of average is largely independent of cell force and highly
dependent on the adhesion dynamics.
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The present model is force based and focuses on the random nature of integrin
based adhesion sites. We do not model the molecular processes involved in adhesion.
Rather, our purpose is to link the statistical properties of the dynamics of the adhesion
process to overall cell motion. Connecting the two types of models is a challenging
goal for the future. The insight and the heart of the model is this conjecture that speed
is highly dependent on adhesion dynamics. To better understand the model, our even-
tual aim is to rigorously prove the conjecture. In order to do this, we simplified the
model in two steps. First, a centroid model was devised which is a limiting case of the
differential equation model as the forces get large. The next simplification was to con-
sider a discrete-time centroid model. Our analysis started with this discrete-time model
in [8]. This discrete-time centroid model was analyzed using Markov chain theory. In
this paper we add time back to the model returning to the first simplification. Here,
we construct a complete continuous time centroid model that parallels the differential-
equation model in the sense noted. For convenience, we refer to this new model as the
CTCM, for Continuous-Time Centroid Model.
While the CTCM no longer involves differential equations, we prove that it is well-
posed; i.e., mathematically coherent. In particular, we prove that it corresponds to
a pure jump-type continuous-time Markov process with a general (uncountable) state
space. In order to demonstrate this, it is necessary to carefully construct (and validate)
an appropriate transition kernel that encapsulates the instantaneous evolution law. In
the terminology of Kallenberg [9], this is a rate kernel, which is most easily con-
structible as the product of a probability kernel, known as the jump transition kernel,
and a real-valued function, known as the rate function, defined on the state space.
With the CTCM on firm mathematical footing, we then proceed to rigorously ana-
lyze its long-time behavior. It is anticipated that the CTCM itself will not approach a
limiting configuration (even probabilistically) because of the potential for cells to drift.
Because of this (and the complexity) of the CTCM, we project its state space onto a
finite set and examine the finite-state Markov process that is induced by this projec-
tion. A calculation will produce a steady-state distribution for this finite-state process,
general theory will show that this distribution is attracting, and a version of Dynkin’s
criterion will establish the existence of “pullback” distributions for the CTCM that
exhibit a sort of partial invariance.
The configuration for the CTCM after sufficient time has elapsed should be well-
approximated by one of these pullback distributions. Thus, to capture typical long-
time behavior, we run the CTCM with such a pullback distribution as initial data. We
will prove that when we do so the expected location of the cell center is a continuous
function of time. A formula for the expected velocity of the center can be written down,
and we give a rigorous proof of the correctness of this formula. This formula will be
vital to proving the primacy of adhesion dynamics in cell motion in the full differential
equation model.
We begin in Section 2 by reviewing the differential equation model introduced
in [7]. The definition, justification, and well-posedness of the CTCM follow in Sec-
tion 3. In Section 4, we analyze the long-time behavior of the CTCM. In Section 5,
we compare numerical results for the expected velocity of the CTCM to the theoretical
results given by Theorem 2. In this section we also show numerical results for wait
time distributions that are not exponential. In Section 6, we conclude with a discussion
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that summarizes our results and suggests future applications of our work.
2. Differential Equation Model
The cell is modeled as a nucleus and multiple interaction sites which exert forces
on the nucleus as shown in Figure 1. These interaction sites are integrin based adhe-
sion sites (I-sites) [10, 11, 12]. I-sites attach to an external substrate and once attached
remain fixed to that substrate location. The duration of the attachment is determined
by a given probability distribution. The same is true for the time the I-site remains
unattached, although the distributions need not be the same. The model assumes the
I-sites exert forces on the nucleus according to Hooke’s law; that is, the force is pro-
portional to distance. Let αi denote the spring constant for the ith adhesion site. Thus
it is as if the I-sites are attached to the cell center with springs which have a rest length
assumed to be zero. Moreover there is a drag force on the cell nucleus which is mod-
eled assuming the center (nucleus) is a sphere in a liquid with low Reynolds number
and is proportional to the velocity, denoted by C. Denote the location of the cell center
as x, a point in RN . Likewise the location of each I-site ui are points in RN , where i
ranges from 1 to n. The random variable ψi indicates whether the ith I-site is attached
or detached. Due to low Reynolds number the acceleration term can be ignored and the
equations of motion are first order [13]. These equations are
Cx1 “
nÿ
i“1
´αipx´ uiqψiptq, (1)
where ui is given by
uiptq “ lim
yÕap,i
xpyq ` bp,i for ap,i ď t ă ap`1,i, (2)
for each i the sequence tap,iu of random variables are the times when ψi makes the
transition from 0 to 1, and tdp,iu is the sequence of random variables of the times when
ψi makes the transition from 1 to 0. Of course, the two sequences are not independent
since ap,i ă dp˚,i ă ap`1,i where p˚ “ p if the initial state starts with the ith I-site
attached and p˚ “ p ` 1 if it starts out detached. The vectors bp,i are independent,
identically distributed random vectors with a distribution η. Although the equations of
motion are independent of the location of the I-site when it is detached, for convenience
we define the location to remain the same until it reattaches.
3. The CTCM and its Well-posedness
Consider the model obtained when the following symmetrizing and limiting trans-
formations are performed on (1) and (2):
• the αi are considered to be independent of i;
• C is set to 0;
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Figure 1: This figure depicts the way a cell is modeled mathematically. The cell is
a center location (nucleus) with attached springs. The other end of the springs are
attached to I-sites which can interact with the substrate depicted by “x”.
• The interevent times for detachment, dp˚,i ´ ap,i, are taken to be independent,
identically-distributed exponential random variables;
• The interevent times for attachment, ap`1,i´ dp˚,i, are taken to be independent,
identically-distributed exponential random variables.
We no longer have a system of differential equations but still seem to have a sensible
evolution law. We can abstract from the particular context of biological cell motion, to
describe the situation from scratch as follows. We have finitely many objects that move
through a physical space. At any given time, in addition to having a location, each
object has a “status”, either “attached” or “detached”. At random, and independently
of one another, the objects change status. All attached objects detach at the same rate,
and all detached objects attach at the same rate (possibly different than the detachment
rate). The expected wait time for a given object to change status depends only on its
current status, not on how long it has had that status. Any given object only changes
location at the moment it attaches. Its new location is a random perturbation from the
centroid of the locations of the objects that were attached just before the given object
attached. Whenever the only attached object detaches (leaving no objects attached), the
“centroid” is considered to be the same as it was immediately before this detachment
occurred.
To make sure that this described model is mathematically coherent, we will for-
mally situate it in the theory of Markov processes on general state spaces. Doing so
will also allow us (in Section 4) to make use of the theorems of that theory to obtain
rigorous results about centroid motion, rather than settling for heuristics.
As we go through the somewhat lengthy process of defining the mathematical
model, we will simultaneously interpret its various formulas in order to argue that
it really matches the informal description given above.
3.1. General Notation
In order to keep abuse of notation to a minimum, we distinguish between different
types of Cartesian products, including one that is slightly more general than is typically
used.
Given two sets B and D, we consider the product B ˆ D to be a set of ordered
pairs, but we consider product of more than two sets to have functions as their elements.
(The motive for this is that it’s easier to splice together explicitly indexed functions than
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positionally indexed tuples.) LetB be a set,D be a finite set, and P be a partition ofD.
As usual, we define BD to be the set of functions from D to B. Thinking of functions
as sets of ordered pairs, we note that if fp is an element of the set Bp of functions from
p to B for every p P P , then ŤpPP fp P BD. If, for each p P P , Bp Ď Bp, then we
define the product set
ą
pPP
Bp :“
#ď
pPP
fp : fp P Bp for every p P P
+
.
Suppose additionally that B is a topological space. If, for each p P P , λp is a Borel
measure on Bp, then we define the product measure
Ś
pPP λp to be the unique Borel
measure on BD satisfying˜ą
pPP
λp
¸˜ą
pPP
Bp
¸
“
ź
pPP
λppBpq
for every choice of Bp Ď Bp. (While the notation here may be unconventional, the
existence of this product measure is equivalent to a standard result of measure theory.
See, e.g., Section 1.6 in [14].)
Besides Cartesian products, we will use the following notation frequently:
• PpXq denotes the power set of a set X;
• BpXq denotes the Borel σ-algebra of a topological space X;
• δx denotes the standard point mass measure concentrated at a point x;
• 1B denotes the indicator function of a set B (so 1Bpxq “ δxpBq);
• f |B denotes the restriction of a function f to a set B;
• ris denotes the von Neumann ordinal t0, 1, . . . , i´ 1u of a positive integer i;
• i´ and i` denote, respectively, the immediate predecessor and successor of an
integer i.
3.2. Model Parameters
The physical system will be described by the following 5 quantities:
• a positive constant θa, representing the rate at which objects tend to attach;
• a positive constant θd, representing the rate at which objects tend to detach;
• a positive integer n, representing the number of objects;
• a positive integerN , representing the dimension of the Euclidean space in which
the objects move;
• a probability measure η on BpRN q, representing the distribution of the perturba-
tion of newly-attached objects from the centroid.
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For convenience, we define E :“ RN , and η :“ ş
E
x dηpxq, which we require to
be well-defined and finite. Note that the wait time for a given detached object to attach
is exponentially-distributed with parameter θa, and the wait time for a given attached
object to detach is exponentially-distributed with parameter θd.
3.3. State Spaces
The mathematical space describing the location of the n objects at a fixed time
is nN -dimensional, but the important role played by the centroid of attached objects
means that it should probably be explicitly tracked as well (even though in most cases
that position can be deduced from the positions of the attached objects). Additionally,
the attached/detached status of each object needs to be tracked. Thus, the primary state
space we use will be
X :“
$&%pψ,vq P t0, 1urns ˆ Ern`s : ÿ
iPrns
ψpiqpvpiq ´ vpnqq “ 0
,.- .
The n objects are numbered from 0 to n´. For a point pψ,vq P X, ψpiq represents the
attached (ψpiq “ 1) or detached (ψpiq “ 0) status of the ith object, vpiq represents the
location of the ith object, and vpnq represents the centroid of the attached objects.
We endow t0, 1u with the discrete topology, E with the Euclidean topology, the
product t0, 1urns ˆ Ern`s with the corresponding product topology, and the subset X
with the corresponding subset topology.
In some situations, it will be useful to work with the (much simpler) secondary
state space Xˆ :“ rn`s, which represents the number of attached objects. Given ψ P
t0, 1urns, define |ψ| :“ řiPrns ψpiq. The projection pi : X Ñ Xˆ given by the formula
pipψ,vq :“ |ψ| provides the natural connection between the two state spaces.
3.4. Kernels
Here we give a formula for a mathematical object α that we will argue corresponds
to the CTCM’s instantaneous evolution law on X. In the two subsequent subsections of
Section 3, we will prove that α is a rate kernel, and that it generates a Markov process.
The rate kernel α will be the product of a rate function c and a jump transition kernel
µ. On the finite state space Xˆ, we will define αˆ, cˆ, and µˆ, correspondingly.
• Given a,b P E and a, b P R, define the scale-and-translate function Spa,b,a,bq :
E ˆ E Ñ E ˆ E by the formula Spa,b,a,bqpx,yq :“ papx´ aq, bpy ´ bqq.
• For each i P rns:
˝ Define ri : t0, 1urns Ñ p0, 1s by the formula
ripψq :“ θdψpiq ` θap1´ ψpiqq
θd|ψ| ` θapn´ |ψ|q .
It is a direct consequence of the definition of exponential random variables
that the minimum of n independent exponential random variables is itself
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exponentially-distributed with a parameter that is the sum of the parame-
ters of the n independent variables. Thus, the wait time for a system whose
combined status is represented by ψ to undergo a change of status is expo-
nentially distributed with parameter θd|ψ|`θapn´|ψ|q. A straightforward
calculation shows that ripψq represents the probability that that next change
of status involves the ith object.
˝ Define si : t0, 1urns Ñ t0, 1urns so that sipψq disagrees with ψ precisely
on tiu; i.e., by the formula sipψq :“ pψztpi, ψpiqquq Y tpi, 1 ´ ψpiqqu.
Whenever the ith object changes status, the combined status of the objects
goes from ψ to sipψq.
˝ Define Pi to be the partition of rn`s consisting of singletons except for the
part ti, nu; i.e., Pi :“ ttju : j P rnsztiuuYtti, nuu. The elements of ti, nu
index the locations that may change when the ith object changes status.
˝ Define Fi : E ˆ E Ñ Eti,nu by the formula Fipx,yq :“ tpi,xq, pn,yqu,
and define Gi : E Ñ Etiu by the formula Gipxq :“ tpi,xqu. Fi and Gi
are used to index tuples.
˝ Given pψ,vq P t0, 1urnsˆErn`s, define the measure µpψ,vqtiu on Etiu by the
formula µpψ,vqtiu :“ δvpiq ˝ G´1i . This formula reflects the fact that the ith
object doesn’t move when some other object changes status.
˝ Define the measure µpψ,vqti,nu :“$’&’%
pδvpiq ˆ δvpnqq ˝ F´1i , if |ψ| “ ψpiq “ 1
pδvpiq ˆ δvpnqq ˝ S´1p0,pvpiq´vpnqq{|ψ|´,1,1q ˝ F´1i , if |ψ| ą ψpiq “ 1
pη ˆ Iq ˝ S´1p´vpnq,´|ψ|`vpnq,1,1{|ψ|`q ˝ F´1i , if ψpiq “ 0
on Eti,nu, where I : E ˆ BpEq Ñ r0, 1s is the inclusion kernel defined by
the formula Ipx, Cq “ δxpCq, so pη ˆ IqpB ˆ Cq “
ş
B
ηpdxqIpx, Cq “ş
BXC ηpdxq “ ηpBXCq. The formula for µpψ,vqti,nu reflects the various ways
that the centroid and the location of the ith object can change when that
object changes status. If the given object starts as the only attached one,
neither its location nor the “centroid” changes when the object detaches. If
the given object starts as one of two or more attached objects, upon its de-
tachment the centroid relocates to correspond to the reduced collection of
attached objects, but the location of the given object doesn’t change. If the
given object starts as detached, its possible locations upon attachment (and
their various likelihoods) are perturbations from the old centroid, as speci-
fied by η; the centroid itself changes to account for the enlarged collection
of attached objects.
• Define µ˜ : Xˆ Bpt0, 1urns ˆ Ern`sq Ñ r0,8q by the formula
µ˜ppψ,vq, ¨q :“
ÿ
iPrns
ripψq
˜
δsipψq ˆ
ą
pPPi
µpψ,vqp
¸
.
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The ith term in parentheses represents the probability that if the ith object is the
first to change status, then the new configuration of the system is in the given set.
• Define µ : X ˆ BpXq Ñ r0,8q to be the restriction of µ˜ to X ˆ BpXq. Given a
starting configuration x, µpx, Bq represents the probability that the configuration
after the next attachment/detachment event will be in B.
• Define c : XÑ p0,8q by the formula cpψ,vq :“ θd|ψ| ` θapn´ |ψ|q. Given a
starting configuration x, cpxq represents the reciprocal of the expected wait time
until the next attachment/detachment event. For later convenience, we define
θ :“ nmaxtθa, θdu, which is an upper bound for c.
• Define α : Xˆ BpXq Ñ r0,8q by the formula αpx, Bq :“ cpxqµpx, Bq.
• Define µˆ : Xˆˆ PpXˆq Ñ r0,8q by the formula
µˆpi, ¨q :“ θdiδi´ ` θapn´ iqδi`
θdi` θapn´ iq .
• Define cˆ : XˆÑ p0,8q by the formula cˆpiq :“ θdi` θapn´ iq.
• Define αˆ : Xˆˆ PpXˆq Ñ r0,8q by the formula αˆpi, Bq “ cˆpiqµˆpi, Bq.
3.5. The Jump Transition Kernel
Here we verify that µ is a probability kernel, which will make α a transition kernel,
as desired. (A probability kernel from X to X is a real-valued function K on Xˆ BpXq
such that Kp¨, Bq is a measurable function for every B P BpXq and such that Kpx, ¨q
is a probability measure for every x P X.) In preparation for this verification, we define
Dipψ,vq :“
$&%
ˆ
sipψq,v|rns Y
"ˆ
n,vpnq ´ vpiq ´ vpnq|ψ|´
˙*˙
if |ψ| ą 1
psipψq,vq if |ψ| ď 1,
and
Aippψ,vq,xq :“
ˆ
sipψq,v|rnsztiu Y
"
pi,x` vpnqq,
ˆ
n,
x
|ψ|` ` vpnq
˙*˙
,
for each i P rns. A routine calculation shows that these formulas define functions
Di : X Ñ X and Ai : X ˆ E Ñ X. The informal description of the CTCM suggests
thatDipxq should represent the state of the system immediately after a system in state x
undergoes detachment of the ith object, and Aipx,xq should represent the new state of
the system immediately after a system in state x undergoes attachment of the ith object
with perturbation x. These functions come up naturally in the analysis of the formal
version of the CTCM here and again in Subsection 4.4.
Proposition 3.1. The map µ is a probability kernel from X to X.
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Proof. Since si is measurable, ppψ,vq, Bq ÞÑ δsipψqpBq “ p1B ˝ siqpψq is a kernel
from X to t0, 1urns for each i P rns. Lemma 1.41 of [9] implies that finite products of
kernels, with or without integration of the parameters, are kernels. A similar analysis,
combined with the fact that translations and dilations of Borel subsets of Euclidean
space are Borel subsets of Euclidean space, implies that px, Bq ÞÑ µxppBq is a kernel
from X to Ep for every i P rns and every p P Pi. Two more applications of that lemma
imply that
ppψ,vq, Bq ÞÑ
˜
δsipψq ˆ
ą
pPPi
µpψ,vqp
¸
pBq
is a kernel from X to t0, 1urns ˆ Ern`s. Since ri is nonnegative and measurable, and
sums of kernels are kernels (see [9]), and the restriction of a measure to the measurable
subsets of a fixed measurable set is a measure, we can conclude that µ is a kernel from
X to X.
It remains to show that µppψ,vq,Xq “ 1 for every pψ,vq P X. Fix such pψ,vq,
fix i P rns, and let λ :“ δsipψq ˆ
Ś
pPPi µ
pψ,vq
p . If ψpiq “ 1, then λ “ δDipψ,vq, so
λ is a probability measure on X. If ψpiq “ 0, note that η ˆ I is a probability measure
concentrated on the diagonal in E ˆ E, which implies that µpψ,vqti,nu is a probability
measure concentrated on the set
B :“ ttpi,xq, pn, p|ψ|vpnq ` xq{|ψ|`qu : x P Eu.
The measure λ is the product of µpψ,vqti,nu and point mass measures and is therefore a
probability measure on t0, 1urns ˆ Ern`s. The information on where λ’s component
measures are concentrated tells us that λ itself is concentrated on the set
tpsipψq,v|rnsztiu Ywq P t0, 1urns ˆ Ern`s : w P Bu “ tAippψ,vq,xq : x P Eu,
which is a subset of X, the codomain of Ai, so λ is actually a probability measure on
X.
In both cases, λ is a probability measure on X. Letting i (and therefore λ) vary, we
see (since
ř
iPrns ripψq “ 1) that µppψ,vq, ¨q is a convex combination of probability
measures on X and is therefore itself a probability measure on X.
3.6. Existence of the Markov Process
Using results from the theory of Markov processes, we can now show that α gener-
ates one and can give a partial description of its structure. This essentially demonstrates
that the CTCM is well-posed.
Proposition 3.2. For any Borel probability measure ρ on X, there is a discrete-time
Markov process Y on X with transition kernel µ such that Y0 is ρ-distributed.
Proof. Since Proposition 3.1 shows that µ is a probability kernel from X to X, this
follows from Theorem 3.4.1 in [15].
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Proposition 3.3. For every Borel probability measure ρ on X, there is a pure jump-
type continuous-time Markov process X on X with rate kernel α such that X0 is ρ-
distributed. If Y is as defined in Proposition 3.2, pγiq is a sequence of standard expo-
nential random variables, and tY, γ1, γ2, γ3, . . .u is an independent family, thenX can
be defined by the formula Xt “ Yk for t P rτk, τk`q, where τk :“
řk
i“1pγi{cpYi´qq.
Proof. Since (by Proposition 3.1) µ is a kernel from X to X, and since the formula for
c indicates that it is positive and measurable, α is also a kernel from X to X.
For each i P rns, we have sipψqpiq ‰ ψpiq, so δsipψqptψuq “ 0, which means that
αppψ,vq, tpψ,vquq “ cpψ,vqµppψ,vq, tpψ,vquq “ 0
for every pψ,vq P X.
Given ρ, let Y be as in Proposition 3.2. Also, let pγkq be a sequence of standard
exponential random variables such that tY, γ1, γ2, γ3, . . .u is an independent family.
(That, without loss of generality, such a sequence can be assumed to exist is a conse-
quence of the Ionescu Tulcea Theorem. See, e.g., Corollary 6.18 in [9].)
Suppose that
ř
kpγk{cpYk´qq converges. The formula for c guarantees that it has
a bounded range, so
ř
k γk converges; thus, its partial sums must be bounded. This
implies that the average term in a partial sum goes to 0 as the index of the partial sum
goes to 8. By The Strong Law of Large Numbers, this fails almost surely. Hence,ř
kpγk{cpYk´qq “ 8 almost surely.
Because of the preceding observations, Theorem 12.18 in [9] yields the desired
result.
4. Long-time Behavior of the CTCM
With the CTCM established as well-posed, we proceed to analyze aspects of its
long-time behavior. In Subsection 4.1 we establish a version of Dynkin’s Criterion,
and in Subsection 4.2 we use it to show that projection pi induces a finite-state process
that is naturally connected to the CTCM. In Subsection 4.3, we show that the finite-
state process has an attracting steady-state. In Subsection 4.4, we derive a formula for
integrating with respect to µ. In Subsection 4.5, we derive some elementary evolu-
tionary bounds for the CTCM. In Subsection 4.6, we show that if the CTCM has an
integrable initial distribution, its distribution remains integrable for all time. In Subsec-
tion 4.7, we show that (while its sample paths are discontinuous), the CTCM’s centroid
has an expected value that varies continuously with time. Finally, in Subsection 4.8 we
rigorously compute the velocity of the expected centroid location.
4.1. Connecting the finite-state system and the CTCM
The finite-state system corresponding to the auxiliary kernel αˆ plays a vital role in
the analysis of the CTCM. To connect these two systems carefully, we need a version
of Dynkin’s Criterion geared towards discrete-time Markov processes on topological
spaces. This is the content of the following lemma.
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Lemma 4.1. Let T1 and T2 be topological spaces, let f : T1 Ñ T2 be a contin-
uous surjection having a continuous right-inverse, let Q1 : T1 ˆ BpT1q Ñ r0, 1s
be a probability kernel, and let Q2 : T2 ˆ BpT2q Ñ r0, 1s be a function satisfying
Q1px, f´1pBqq “ Q2pfpxq, Bq for every x P T1 and B P BpT2q.
Then Q2 is a probability kernel, and for every probability measure ρ on BpT1q
and every discrete-time Markov process Z with initial distribution ρ and transition
kernel Q1, the discrete-time stochastic process f ˝ Z is a Markov process with initial
distribution ρ ˝ f´1 and transition kernel Q2.
Proof. Given y P T2, y “ fpxq for some x P T1 because f is surjective. Then, by
hypothesis, Q2py, ¨q “ Q2pfpxq, ¨q “ Q1px, ¨q ˝ f´1, which is a measure on BpT2q,
since f is continuous and therefore measurable. Also, Q2py, T2q “ Q1px, f´1pT2qq “
Q1px, T1q “ 1, so Q2py, ¨q is a probability measure.
Let g be a continuous right-inverse of f . For any B P BpT2q, we have Q2p¨, Bq “
Q2ppf ˝gqp¨q, Bq “ Q2pfpgp¨qq, Bq “ Q1pgp¨q, f´1pBqq “ Q1p¨, f´1pBqq˝g. Since
g is continuous, it is measurable, so Q2p¨, Bq “ Q1p¨, f´1pBqq ˝ g is also measurable.
Thus, Q2 is a probability kernel.
Let ρ be a probability measure on BpT1q, and let Z be a discrete-time Markov
process with initial distribution ρ and transition kernelQ1. Let λ “ ρ˝f´1. For clarity
below, we write Q1,x for Q1px, ¨q, and Q2,y for Q2py, ¨q. Note that the hypothesized
relationship between Q1 and Q2 tells us that Q2,fpxq “ Q1,x ˝ f´1 for every x P T1.
Let a nonnegative integer j and sets B0, . . . , Bj P BpT2q be given. Using Theorem
3.4.1 in [15] and the change-of-variable formula for measure-theoretic integration (see,
e.g., Theorem 5.2 in Chapter 1 of [14]) with yi “ fpxiq, we have
Pppf ˝ Zq0 P B0, . . . , pf ˝ Zqj P Bjq “ PpfpZ0q P B0, . . . , fpZjq P Bjq
“ PpZ0 P f´1pB0q, . . . , Zj P f´1pBjqq
“
ż
x0Pf´1pB0q
¨ ¨ ¨
ż
xj´Pf´1pBj´ q
ρpdx0qQ1,x0pdx1q ¨ ¨ ¨Q1,xj´ pf´1pBjqq
“
ż
¨ ¨ ¨
ż
1f´1pB0qpx0q ¨ ¨ ¨1f´1pBj´ qpxj´qρpdx0qQ1,x0pdx1q ¨ ¨ ¨Q1,xj´ pf´1pBjqq
“
ż
¨ ¨ ¨
ż
1B0pfpx0qq ¨ ¨ ¨1Bj´ pfpxj´qqρpdx0qQ1,x0pdx1q ¨ ¨ ¨Q1,xj´ pf´1pBjqq
“
ż
¨ ¨ ¨
ż
1B0py0q ¨ ¨ ¨1Bj´ pyj´qλpdy0qQ2,y0pdy1q ¨ ¨ ¨Q2,yj´ pBjq
“
ż
y0PB0
¨ ¨ ¨
ż
yj´PBj´
λpdy0qQ2,y0pdy1q ¨ ¨ ¨Q2,yj´ pBjq.
This equation, and another application of Theorem 3.4.1 in [15], tells us that f ˝Z is a
Markov process with initial distribution λ and transition kernel Q2, as desired.
4.2. Existence of the Finite-State Process
Proposition 4.2. If X is as in Proposition 3.3, then Xˆ :“ pi ˝X is a pure jump-type
continuous-time Markov process with rate kernel αˆ and initial distribution ρ ˝ pi´1.
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Proof. By definition of Xˆ in terms of X , the former has initial distribution ρ ˝pi´1 be-
cause the latter has initial distribution ρ. Because of X’s definition in terms of Y from
Proposition 3.2, Xˆt “ Yˆk for t P rτk, τk`q, where Yˆ :“ pi˝Y , τk :“
řk
i“1pγi{cˆpYˆi´qq,
and pγiq is a sequence of independent standard exponential random variables that are
independent from Y . Because αˆpi, tiuq “ cˆpiqµˆpi, tiuq “ 0 for every i P Xˆ (by the
formula for µˆ), Theorem 12.18 in [9] will show that Xˆ is a pure jump-type continuous-
time Markov process with rate kernel αˆ if we can show that Yˆ is a discrete-time Markov
process with transition kernel µˆ.
To this end, we will use the version of Dynkin’s Criterion presented in Lemma
4.1. Note that pi is a continuous surjection. Let ζ be the zero element of Ern`s, define
g : XˆÑ X by the formula gpiq :“ p1ris, ζq, and note that g is a continuous right-inverse
of pi. The last (and main) hypothesis of Dynkin’s Criterion is that µppψ,vq, pi´1pBqq “
µˆp|ψ|, Bq for every pψ,vq P X and every B Ď Xˆ. Since µˆp|ψ|, ¨q is additive for every
ψ, it suffices to consider B of the form tju. Note that
µppψ,vq, pi´1ptjuqq “
ÿ
iPrns
ripψqδ|sipψq|ptjuq
“
ÿ
iPψ´1pt1uq
ripψqδ|sipψq|ptjuq `
ÿ
iPψ´1pt0uq
ripψqδ|sipψq|ptjuq
“ 1
θd|ψ| ` θapn´ |ψ|q
¨˝ ÿ
iPψ´1pt1uq
θdδ|ψ|ptj`uq `
ÿ
iPψ´1pt0uq
θaδ|ψ|ptj´uq‚˛
“ θd|ψ|δ|ψ|ptj
`uq ` θapn´ |ψ|qδ|ψ|ptj´uq
θd|ψ| ` θapn´ |ψ|q “
θd|ψ|δ|ψ|´ ` θapn´ |ψ|qδ|ψ|`
θd|ψ| ` θapn´ |ψ|q ptjuq
“ µˆp|ψ|, tjuq.
Dynkin’s Criterion therefore implies that Yˆ is a discrete-time Markov process with
transition kernel µˆ.
4.3. Long-Time Behavior of the Finite-State Process
Proposition 4.3. The unique invariant distribution σ for the rate kernel αˆ is given by
the formula
σ :“ 1pθd ` θaqn
ÿ
kPXˆ
ˆ
n
k
˙
θn´kd θ
k
aδk. (3)
If Zˆ is a pure jump-type continuous-time Markov process with rate kernel αˆ, then the
distribution of Zˆt converges to σ as tÑ8, regardless of the distribution of Zˆ0.
Proof. It is straightforward to check thatÿ
kPXˆ
ˆˆ
n´
k´
˙
θk
´
a θ
n´k´
d `
ˆ
n´
k
˙
θkaθ
n´k
d
˙
δk
is an invariant measure for the transition kernel µˆ (where we take
`
a
b
˘
:“ 0 if b ă 0
or b ą a). Using Proposition 12.23 in [9] and simplifying, we can deduce that σ as
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defined above is an invariant distribution corresponding to rate kernel αˆ. Since µˆ is
irreducible, so is αˆ, so by Proposition 12.25 in [9], σ is the unique such distribution,
and it is attracting, as in the theorem statement.
From here on, we take σ to be defined by (3).
4.4. Integration Formula
The following lemma facilitates future calculations, and (in light of the heuristic
interpretation of Di and Ai) provides a validation of the formal version of the CTCM.
Lemma 4.4. Suppose f : XÑ r0,8s is measurable and x P X. Thenż
X
fpyqµpx, dyq “
ÿ
iPψ´1pt1uq
ripψqfpDipxqq `
ÿ
iPψ´1pt0uq
ripψq
ż
E
fpAipx,xqq dηpxq.
Proof. Let x “ pψ,vq. By definition of µ,ż
X
fpyqµpx, dyq “
ÿ
iPrns
ripψq
ż
X
fpyq d
˜
δsipψq ˆ
ą
pPPi
µpψ,vqp
¸
pyq
“
ÿ
iPrns
ripψq
ż
Ern`s
fpsipψq,wq d
˜ą
pPPi
µpψ,vqp
¸
pwq
“
ÿ
iPrns
ripψq
ż
Eti,nu
fpsipψq,v|rnsztiu Y zq dµpψ,vqti,nu pzq. (4)
Suppose |ψ| “ ψpiq “ 1. Then µpψ,vqti,nu “ δv|ti,nu , soż
Eti,nu
fpsipψq,v|rnsztiu Y zq dµpψ,vqti,nu pzq
“
ż
Eti,nu
fpsipψq,v|rnsztiu Y zq dδv|ti,nupzq “ fpsipψq,vq “ fpDipxqq. (5)
Suppose, instead, that |ψ| ą ψpiq “ 1. Then
µ
pψ,vq
ti,nu “ δtpi,vpiqq,pn,vpnq´pvpiq´vpnqq{|ψ|´qu,
so ż
Eti,nu
fpsipψq,v|rnsztiu Y zq dµpψ,vqti,nu pzq
“
ż
Eti,nu
fpsipψq,v|rnsztiu Y zq dδtpi,vpiqq,pn,vpnq´pvpiq´vpnqq{|ψ|´qupzq
“ f
ˆ
sipψq,v|rns Y
"ˆ
n,vpnq ´ vpiq ´ vpnq|ψ|´
˙*˙
“ fpDipxqq. (6)
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Finally, suppose that ψpiq “ 0. Given px,yq P E ˆ E, we have
pFi ˝ Sp´vpnq,´|ψ|`vpnq,1,1{|ψ|`qqpx,yq “
ˆ
x` vpnq, y|ψ|` ` vpnq
˙
,
so ż
Eti,nu
fpsipψq,v|rnsztiu Y zq dµpψ,vqti,nu pzq
“
ż
EˆE
f
ˆ
sipψq,v|rnsztiu Y
"
pi,x` vpnqq,
ˆ
n,
y
|ψ|` ` vpnq
˙*˙
dpηˆIqpx,yq
“
ż
E
dηpxq
ż
E
Ipx, dyqf
ˆ
sipψq,v|rnsztiu Y
"
pi,x` vpnqq,
ˆ
n,
y
|ψ|` ` vpnq
˙*˙
“
ż
E
f
ˆ
sipψq,v|rnsztiu Y
"
pi,x` vpnqq,
ˆ
n,
x
|ψ|` ` vpnq
˙*˙
dηpxq
“
ż
E
fpAipx,xqq dηpxq. (7)
Substituting (5), (6), and (7) into (4) gives the desired formula.
4.5. Bounds on Growth and Movement
In the remaining subsections of Section 4, we focus on location in the physical
space E. For this reason, we introduce some additional notation:
• | ¨ | is the8-norm on E;
• for each i P rn`s, fi : XÑ E is the projection fipψ,vq :“ vpiq;
• g : XÑ r0,8s is defined by the formula gpxq :“ maxt|fipxq| : i P rn`su.
From here forward, we also assume that η is supported on a compact set, and pick
R ą 0 such that η is supported on tx P E : |x| ď Ru.
Lemma 4.5. Let Y be as in Proposition 3.2, and let k be a whole number. Then
gpYk`q ď gpYkq ` R almost surely. Therefore, by induction, gpYkq ď gpY0q ` kR
almost surely.
Proof. The formulas for Di and Ai indicate that gpDipxqq ď gpxq and gpAipx,xqq ď
gpxq` |x| for every x P X and x P E and i P rns. Therefore, applying Lemma 4.4 with
f :“ 1ty:gpyqďgpxq`Ru gives
µpx, ty : gpyq ď gpxq `Ruq
“
ÿ
iPψ´1pt1uq
gpDipxqqďgpxq`R
ripψq `
ÿ
iPψ´1pt0uq
ripψqηptx P E : gpAipx,xqq ď gpxq `Ruq
ě
ÿ
iPψ´1pt1uq
ripψq `
ÿ
iPψ´1pt0uq
ripψqηptx P E : |x| ď Ruq
“
ÿ
iPψ´1pt1uq
ripψq `
ÿ
iPψ´1pt0uq
ripψq “
ÿ
iPrns
ripψq “ 1,
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so
µpx, ty : gpyq ď gpxq `Ruq “ 1. (8)
Let λ be the distribution of Yk. By Proposition 8.2 in [9], the distribution of
pYk, Yk`q is λˆ µ, so (8) implies that
PtgpYk`q ď gpYkq `Ru “ pλˆ µqptpx, yq P Xˆ X : gpyq ď gpxq `Ruq
“
ż
xPX
λpdxqµpx, ty : gpyq ď gpxq `Ruq “
ż
xPX
λpdxq “ 1.
Lemma 4.6. Let Y be as in Proposition 3.2, and let k1 and k2 be whole numbers. Then
|fnpYk2q ´ fnpYk1q| ď 2gpY0q ` pk1 ` k2qR almost surely.
Proof. From the triangle inequality and Lemma 4.5,
|fnpYk2q ´ fnpYk1q| ď |fnpYk2q| ` |fnpYk1q|
ď gpYk2q ` gpYk1q ď gpY0q ` k2R` gpY0q ` k1R “ 2gpY0q ` pk1 ` k2qR.
4.6. Global Integrability
Here we prove that integrability of the initial location of the objects and their cen-
troid entails their integrability at all later times. We split off a small part of the argument
for reuse.
Lemma 4.7. The probability that the sum of k independent standard exponential ran-
dom variables is less than or equal to C ě 0 is no greater than Ck{pk!q.
Proof. Such a sum has a probability density function of x ÞÑ e´xxk´{ppk´q!q for
x ě 0. (See, e.g., Proposition 3.1 in Chapter 6 of [16].) Thus, the specified probability
is ż C
0
e´xxk´
pk´q! dx ď
ż C
0
xk
´
k´!
dx “ C
k
k!
.
Proposition 4.8. Let ρ be a distribution on X such that fi is ρ-integrable for every
i. Let X be as in Proposition 3.3. Then for every i P rn`s and t ě 0, EpfipXtqq is
well-defined and finite.
15
Proof. Let Y , pγkq, and pτkq be as in Proposition 3.2 and Proposition 3.3. Fix t ě 0,
and note that Lemma 4.5 implies that
EpgpXtqq “
8ÿ
k“0
EpgpXtq | t P rτk, τk`qqPpt P rτk, τk`qq
“
8ÿ
k“0
EpgpYkq | t P rτk, τk`qqPpt P rτk, τk`qq
ď
8ÿ
k“0
EpgpY0q ` kR | t P rτk, τk`qqPpt P rτk, τk`qq
“
8ÿ
k“0
EpgpY0q | t P rτk, τk`qqPpt P rτk, τk`qq `R
8ÿ
k“0
kPpt P rτk, τk`qq
“ EpgpY0qq `R
8ÿ
k“0
kPpt P rτk, τk`qq
ď EpgpX0qq `R
8ÿ
k“0
kPpt ě τkq. (9)
Since each fi is ρ-integrable, so is g, so EpgpX0qq “
şpg ˝X0qdP “ ş gdρ ă 8.
By the formulas for τk and c, we have
τk “
kÿ
i“1
γi
cpYi´q ě
1
θ
kÿ
i“1
γi (10)
for k ě 1. By Lemma 4.7, (9) and (10) imply that
EpgpXtqq ď EpgpX0qq `R
8ÿ
k“1
k
pθtqk
k!
“ EpgpX0qq `Rθteθt ă 8.
By the definition of g, this estimate shows that EpfipXtqq is defined and finite for every
i P rn`s.
4.7. Continuity
Lemma 4.9. If γ is a standard exponential random variable, ξ is a real-valued random
variable, and B is a non-negligible event such that pξ,Bq is independent of γ, and
a ă b are real numbers, then
Ppa` ξ ă γ ď b` ξ ˇˇ Bq ď b´ a.
Proof. Since γ’s probability density function is bounded by 1, the probability that γ
is in a specified deterministic interval is bounded by the width of the interval. Given
a positive integer M , use this fact, the law of total probability, and the hypothesized
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independence to deduce that
Ppta` ξ ă γ ď b` ξu XBq
“
8ÿ
j“´8
P
ˆ
t´b ď ξ ´ γ ă ´au XB
ˇˇˇˇ
j ď Mγ
b´ a ă j
`
˙
P
"
j ď Mγ
b´ a ă j
`
*
ď b´ a
M
8ÿ
j“´8
P
ˆ" pb´ aqj
M
´ b ď ξ ă pb´ aqj
`
M
´ a
*
XB
ˇˇˇˇ
j ď Mγ
b´ a ă j
`
˙
“ b´ a
M
8ÿ
j“´8
P
ˆ" pb´ aqj
M
´ b ď ξ ă pb´ aqj
`
M
´ a
*
XB
˙
“ b´ a
M
8ÿ
j“´8
P
ˆ"
j ´M ď Mpξ ` aq
b´ a ă j ` 1
*
XB
˙
“ pb´ aqpM ` 1q
M
PpBq.
Letting M Ñ8 gives the desired formula.
Proposition 4.10. Let ρ be a distribution on X such that fi is ρ-integrable for every i.
Let X be as in Proposition 3.3. Then t ÞÑ EpfnpXtqq is continuous.
Proof. Let t2 ě t1 ě 0 be given. Let Y , pγkq, and pτkq be as in Proposition 3.3. Given
whole numbers i, j, k, define
Ωi,j,k :“ ttgpY0qu “ i, t1 P rτj , τj`q, t2 P rτj`k, τpj`kq`qu.
By the triangle inequality, the law of total probability, Proposition 3.3, and Lemma 4.6,
we have
|EpfnpXt2qq ´ EpfnpXt1qq| ď
8ÿ
i,j,k“0
E
`|fnpXt2q ´ fnpXt1q| ˇˇ Ωi,j,k˘PpΩi,j,kq
“
8ÿ
i,j,k“0
E
`|fnpYj`kq ´ fnpYjq| ˇˇ Ωi,j,k˘PpΩi,j,kq
“
8ÿ
i,j“0
8ÿ
k“1
E
`|fnpYj`kq ´ fnpYjq| ˇˇ Ωi,j,k˘PpΩi,j,kq
ď
8ÿ
i,j“0
8ÿ
k“1
p2i` ` p2j ` kqRqPpΩi,j,kq. (11)
If k ě 2, note that
Ωi,j,k Ď ttgpY0qu “ i, t1 ě τj , t2 ´ t1 ě τj`k ´ τj`u
Ď ttgpY0qu “ iu X
#
θt1 ě
jÿ
`“1
γ`
+
X
#
θpt2 ´ t1q ě
j`kÿ
`“j`2
γ`
+
,
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where sums with empty index ranges are taken to be zero. The independence of
tY, γ1, γ2, γ3, . . .u means that the three sets being intersected here are independent,
so
PpΩi,j,kq ď PttgpY0qu “ iuP
#
θt1 ě
jÿ
`“1
γ`
+
P
#
θpt2 ´ t1q ě
j`kÿ
`“j`2
γ`
+
.
Bounding the last two probabilities using Lemma 4.7 gives
PpΩi,j,kq ď pθt1q
j
j!
pθpt2 ´ t1qqk´
pk´q! PttgpY0qu “ iu. (12)
For k “ 1, we need a more delicate estimate. Note that
PpΩi,j,1q ď PttgpY0qu “ iuPpt1 ě τj
ˇˇ
tgpY0qu “ iq
ˆ Ppτj` P pt1, t2s
ˇˇ
tgpY0qu “ i, t1 ě τjq. (13)
For h in the finite set pcpXqqrj`s, define
Θi,j,h :“ ttgpY0qu “ i, t1 ě τj , cpY¨q|rj`s “ hu
“
#
tgpY0qu “ i, t1 ě
jÿ
`“1
γ`
hp`´q , cpY¨q|rj`s “ h
+
.
Then
Ppτj` P pt1, t2s
ˇˇ
tgpY0qu “ i, t1 ě τjq
“
ÿ
h
PpcpY¨q|rj`s “ h
ˇˇ
tgpY0qu “ i, t1 ě τjqPpτj` P pt1, t2s
ˇˇ
Θi,j,hq, (14)
where the summation is over pcpXqqrj`s. Unraveling the formula for τj` on the event
Θi,j,h, we have
Ppτj` P pt1, t2s
ˇˇ
Θi,j,hq
“ P
˜
hpjq
˜
t1 ´
jÿ
`“1
γ`
hp`´q
¸
ă γj` ď hpjq
˜
t2 ´
jÿ
`“1
γ`
hp`´q
¸ ˇˇˇˇ
Θi,j,h
¸
. (15)
Since γj` is independent of p´hpjq
řj
`“1pγ`{hp`´qq,Θi,j,hq, Lemma 4.9 and (15)
imply that
Ppτj` P pt1, t2s
ˇˇ
Θi,j,hq ď hpjqpt2 ´ t1q ď θpt2 ´ t1q.
Using this in (14) gives
Ppτj` P pt1, t2s
ˇˇ
tgpY0qu “ i, t1 ě τjq
ď θpt2 ´ t1q
ÿ
h
PpcpY¨q|rj`s “ h
ˇˇ
tgpY0qu “ i, t1 ě τjq “ θpt2 ´ t1q,
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and using that in (13) gives
PpΩi,j,1q ď θpt2 ´ t1qPttgpY0qu “ iuPpt1 ě τj
ˇˇ
tgpY0qu “ iq. (16)
Similarly to the k ě 2 case, but using independence this time, we can apply Lemma
4.7 to deduce that
Ppt1 ě τj
ˇˇ
tgpY0qu “ iq ď P
˜
θt1 ě
jÿ
`“1
γ`
ˇˇˇˇ
tgpY0qu “ i
¸
“ P
˜
θt1 ě
jÿ
`“1
γ`
¸
ď pθt1q
j
j!
,
so (16) implies that
PpΩi,j,1q ď pθt1q
j
j!
θpt2 ´ t1qPttgpX0qu “ iu. (17)
Applying (12) and (17) to (11) yields the estimate
|EpfnpXt2qq ´ EpfnpXt1qq|
ď
8ÿ
i,j,“0
8ÿ
k“1
PttgpX0qu “ iupθt1q
j
j!
pθpt2 ´ t1qqmaxtk´,1u
pmaxtk´, 1uq! p2i
` ` p2j ` kqRq. (18)
Note that
8ÿ
i“0
iPttgpX0qu “ iu “ E
˜ 8ÿ
i“0
i1ttgpX0qu“iu
¸
ď EpgpX0qq,
which is finite by the hypothesis of integrability. (See the proof of Proposition 4.8.)
Applying this to the right-hand side of (18) and calculating shows that this sum is the
product of t2 ´ t1 and an expression that is bounded when t1 and t2 are confined to a
compact set. This implies the continuity of t ÞÑ EpfnpXtqq.
4.8. Velocity
Our main result is the following theorem which shows that the expected velocity of
of the centroid is dependent on the mean of the η distribution and the rate at which the
i-sites attach and detach. In particular if the η distribution is rotationally symmetric the
velocity is zero.
Theorem 4.11. Let ρ be a distribution on X such that σ “ ρ ˝ pi´1 and such that fi is
ρ-integrable for every i. Let X be as in Proposition 3.3. Then
B
BtEpfnpXtqq “
ηθd
pθd ` θaqn ppθd ` θaq
n ´ θnd q (19)
for every t ą 0.
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Proof. By Proposition 4.10 and the mean value theorem for one-sided derivatives in
[17], it suffices to verify that (19) holds for the right-hand derivative. Furthermore,
the time-homogeneity of X means that it suffices to do that verification for t “ 0.
(Proposition 4.8 implies that the hypothesized integrability condition translates to a
corresponding integrability condition after a time shift, and Propositions 4.2 and 4.3
imply that the projected distribution σ does not change.)
Let Y , pγkq, and pτkq be as in Proposition 3.3. For each pi, jq P rn`sˆrn`s, define
Ωi,j :“ tpipY0q “ i, pipY1q “ ju. The numerator of the relevant difference quotient is
EpfnpXtqq ´ EpfnpX0qq “
nÿ
i“0
nÿ
j“0
EpfnpXtq ´ fnpX0q | Ωi,jqPpΩi,jq. (20)
Recall that pY0, Y1q is pρˆ µq-distributed, so
PpΩi,jq “ pρˆ µqppi´1ptiuq ˆ pi´1ptjuqq “
ż
pi´1ptiuq
ρpdxq
ż
pi´1ptjuq
µpx, dyq. (21)
By Lemma 4.4, if x “ pψ,vq, thenż
pi´1ptjuq
µpx, dyq “
ż
X
1pi´1ptjuqpyqµpx, dyq
“
ÿ
`Pψ´1pt1uq
r`pψq1pi´1ptjuqpD`pxqq `
ÿ
`Pψ´1pt0uq
r`pψq
ż
E
1pi´1ptjuqpA`px,xqq dηpxq
“
ÿ
`Pψ´1pt1uq
r`pψq1tjup|s`pψq|q `
ÿ
`Pψ´1pt0uq
r`pψq1tjup|s`pψq|q
“
ÿ
`Pψ´1pt1uq
r`pψq1tj`up|ψ|q `
ÿ
`Pψ´1pt0uq
r`pψq1tj´up|ψ|q
“ |ψ| θd
θd|ψ| ` θapn´ |ψ|q1tj`up|ψ|q ` pn´ |ψ|q
θa
θd|ψ| ` θapn´ |ψ|q1tj´up|ψ|q
“ θdpj
`q
θdpj`q ` θapn´ j`q1pi´1ptj`uqpxq `
θapn´ j´q
θdpj´q ` θapn´ j´q1pi´1ptj´uqpxq.
Plugging this into (21), and using the fact that ρ ˝ pi´1 “ σ, we get
PpΩi,jq “
$’’’’&’’’’%
θdi
θdi` θapn´ iqσptiuq if i “ j
`,
θapn´ iq
θdi` θapn´ iqσptiuq if i “ j
´,
0 otherwise.
(22)
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For the other factor of the summand in (20), we have
EpfnpXtq ´ fnpX0q | Ωi,jq
“
8ÿ
k“0
EpfnpXtq ´ fnpX0q | Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q | Ωi,jq
“
8ÿ
k“0
EpfnpYkq ´ fnpY0q | Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q | Ωi,jq
“ EpfnpY1q ´ fnpY0q | Ωi,j X tt P rτ1, τ2quqPpt P rτ1, τ2q | Ωi,jq
`
8ÿ
k“2
EpfnpYkq ´ fnpY0q | Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q | Ωi,jq. (23)
We will compute the first term on the right in (23) and estimate the sum that follows
it. From the formula for τk, the independence of Y and tγku, and the fact that pY0, Y1q
is pρˆ µq-distributed, we get
EpfnpY1q ´ fnpY0q | Ωi,j X tt P rτ1, τ2quq
“ E
ˆ
fnpY1q ´ fnpY0q
ˇˇˇˇ
Ωi,j X
"
γ1
cpY0q ď t ă
γ1
cpY0q `
γ2
cpY1q
*˙
“ E
ˆ
fnpY1q ´ fnpY0q
ˇˇˇˇ
Ωi,j X
"
γ1
cˆpiq ď t ă
γ1
cˆpiq `
γ2
cˆpjq
*˙
“ EpfnpY1q ´ fnpY0q | Ωi,jq
“ 1
PpΩi,jq
ż
pi´1ptiuqˆpi´1ptjuq
pfnpyq ´ fnpxqq dpρˆ µqpx, yq
“ 1
PpΩi,jq
ż
pi´1ptiuq
ρpdxq
ż
pi´1ptjuq
pfnpyq ´ fnpxqqµpx, dyq. (24)
Fix x “ pψ,vq P X, and note that Lemma 4.4 givesż
pi´1ptjuq
pfnpyq ´ fnpxqqµpx, dyq “
ż
X
1pi´1ptjuqpyqpfnpyq ´ fnpxqqµpx, dyq
“
ÿ
`Pψ´1pt1uq
r`pψq1pi´1ptjuqpD`pxqqpfnpD`pxqq ´ fnpxqq
`
ÿ
`Pψ´1pt0uq
r`pψq
ż
E
1pi´1ptjuqpA`px,xqqpfnpA`px,xqq ´ fnpxqq dηpxq. (25)
If |ψ| ď 1, then fnpD`pxqq “ vpnq “ fnpxq, so the first sum on the right of (25)
vanishes. If |ψ| ą 1, then (because x P X) that sum becomes
´
ÿ
`Pψ´1pt1uq
r`pψq1tjup|s`pψq|qvp`q ´ vpnq|ψ|´
“ ´ θd
θd|ψ| ` θapn´ |ψ|q
1tj`up|ψ|q
|ψ|´
ÿ
`Pψ´1pt1uq
pvp`q ´ vpnqq “ 0
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again. The second sum on the right of (25) becomes
ÿ
`Pψ´1pt0uq
r`pψq1tjup|s`pψq|q
ż
E
x
|ψ|` dηpxq “
ÿ
`Pψ´1pt0uq
r`pψq1tj´up|ψ|q η|ψ|`
“ pn´ |ψ|q θa
θd|ψ| ` θapn´ |ψ|q1tj´up|ψ|q
η
|ψ|`
“ θapn´ pipxqq
θdpipxq ` θapn´ pipxqq1pi´1ptj´uqpxq
η
j
.
Thus, (25) becomesż
pi´1ptjuq
pfnpyq ´ fnpxqqµpx, dyq “ θapn´ pipxqq
θdpipxq ` θapn´ pipxqq1pi´1ptj´uqpxq
η
j
. (26)
From Eq. (26),ż
pi´1ptiuq
ρpdxq
ż
pi´1ptjuq
pfnpyq ´ fnpxqqµpx, dyq
“
ż
pi´1ptiuq
ρpdxq θapn´ pipxqq
θdpipxq ` θapn´ pipxqq1pi´1ptj´uqpxq
η
j
“ ρppi´1ptiuqq θapn´ iq
θdi` θapn´ iq
η
i`
“ σptiuq θapn´ iq
θdi` θapn´ iq
η
i`
if i “ j´ and is 0 otherwise. Plugging this and (22) into (24) yields
EpfnpY1q ´ fnpY0q | Ωi,j X tt P rτ1, τ2quq “
#
η
i` if j “ i`,
0 if j “ i´. (27)
From the independence of Y and tγku, along with the fact that the γk are indepen-
dent standard exponential random variables, we find that (for j “ i˘)
Ppt P rτ1, τ2q | Ωi,jq
“ P
ˆ
γ1
cpY0q ď t ă
γ1
cpY0q `
γ2
cpY1q | Ωi,j
˙
“ P
ˆ
γ1
cˆpiq ď t ă
γ1
cˆpiq `
γ2
cˆpjq | Ωi,j
˙
“ P
ˆ
γ1
cˆpiq ď t ă
γ1
cˆpiq `
γ2
cˆpjq
˙
“
ż tcˆpiq
0
ż 8
cˆpjqpt´x{cˆpiqq
e´ye´x dy dx
“ e
´tcˆpiq ´ e´tcˆpjq
cˆpjq ´ cˆpiq cˆpiq. (28)
From Lemma 4.6, and an argument similar to that in the proof of Proposition 4.8,
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we see thatˇˇˇˇ
ˇ 8ÿ
k“2
EpfnpYkq ´ fnpY0q
ˇˇ
Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q
ˇˇ
Ωi,jq
ˇˇˇˇ
ˇ
ď
8ÿ
k“2
Ep|fnpYkq ´ fnpY0q|
ˇˇ
Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q |Ωi,jq
ď
8ÿ
k“2
Ep2gpY0q ` kR
ˇˇ
Ωi,j X tt P rτk, τk`quqPpt P rτk, τk`q
ˇˇ
Ωi,jq
ď 2EpgpY0q
ˇˇ
Ωi,jq
8ÿ
k“2
Ppt ě τk
ˇˇ
Ωi,jq `R
8ÿ
k“2
kPpt ě τk
ˇˇ
Ωi,jq
ď 2EpgpY0q
ˇˇ
Ωi,jqpetθ ´ 1´ tθq `Rtθpetθ ´ 1q. (29)
Combining (23), (27), (28), and (29) we haveˇˇˇˇ
ˇEpfnpXtq ´ fnpX0q ˇˇ Ωi,i`q ´ ηi` e´tcˆpiq ´ e´tcˆpi
`q
cˆpi`q ´ cˆpiq cˆpiq
ˇˇˇˇ
ˇ
ď 2EpgpY0q
ˇˇ
Ωi,i`qpetθ ´ 1´ tθq `Rtθpetθ ´ 1q (30)
and
|EpfnpXtq ´ fnpX0q
ˇˇ
Ωi,i´q|
ď 2EpgpY0q
ˇˇ
Ωi,i´qpetθ ´ 1´ tθq `Rtθpetθ ´ 1q. (31)
Combining (20), (22), (30), and (31) givesˇˇˇˇ
ˇˇEpfnpXtqq ´ EpfnpX0qq ´ n´ÿ
i“0
η
i`
e´tcˆpiq ´ e´tcˆpi`q
cˆpi`q ´ cˆpiq cˆpiq
θapn´ iq
θdi` θapn´ iqσptiuq
ˇˇˇˇ
ˇˇ
ď
n´ÿ
i“0
p2EpgpY0q
ˇˇ
Ωi,i`qpetθ ´ 1´ tθq `Rtθpetθ ´ 1qq
ˆ
θapn´ iq
θdi` θapn´ iqσptiuq
˙
`
nÿ
i“1
p2EpgpY0q
ˇˇ
Ωi,i´qpetθ´1´ tθq`Rtθpetθ´1qq
ˆ
θdi
θdi` θapn´ iqσptiuq
˙
.
(32)
Since the summands on the right-hand side of (32) are quadratic in t, we just need
to show that the sum on the left-hand side of (32) has the right limit when divided by
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t. Calculating, we have
lim
tŒ0
1
t
n´ÿ
i“0
η
i`
e´tcˆpiq ´ e´tcˆpi`q
cˆpi`q ´ cˆpiq cˆpiq
θapn´ iq
θdi` θapn´ iqσptiuq
“
n´ÿ
i“0
η
i`
cˆpiq θapn´ iq
θdi` θapn´ iqσptiuq “
n´ÿ
i“0
ηθapn´ iq
i`
1
pθd ` θaqn
ˆ
n
i
˙
θn´id θ
i
a
“ ηθdpθd ` θaqn
n´ÿ
i“0
ˆ
n
i`
˙
θn´i
`
d θ
i`
a “ ηθdpθd ` θaqn
nÿ
j“1
ˆ
n
j
˙
θn´jd θ
j
a
“ ηθdpθd ` θaqn ppθd ` θaq
n ´ θnd q.
5. Numerical results
In this section, we compare numerical results for the average velocity of the CTCM
and the theoretical results from Theorem 4.11. Additionally, we show numerical results
for wait time distributions that are not exponential.
We simulate the CTCM by starting from an initial configuration with all the I-
sites attached. When the first I-site is detached, a new detach time is chosen from the
specified distribution and the new centroid location is calculated. The process evolves
in a similar manner for all I-sites. When an I-site attachment event occurs, we choose
a random vector from the specified distribution and add this vector to the centroid
location to determine the I-site attachment location. Since the simulations do not start at
a steady state distribution ρ, the simulations are allowed to evolve for 10 hours to allow
the projection of the distribution to approach the steady-state distribution described in
Proposition 4.3. Fig. 2 shows the average y velocity of the centroid location over a
period of 65 hours for several values of n, the number of I-sites, (plotted as X’s). The
solid line is the theoretical result from (19). Three different sets of simulations are
shown, all have exponential wait times for both the attach and detach time of the I-
sites. They differ in the values for θd (the detachment rate). As the figure shows, the
numerical simulations agree with the theoretical results.
For biologically realistic situations, the duration of the adhesion sites may not be
exponentially distributed. Adhesion sites are reinforced or degraded in a manner which
seems dependent on the forces applied to the adhesion sites and the amount of time
they have been attached. All this indicates that the attachment/detachment process is
complicated. In one study on dictyostelium discoideum the attachment duration of
actin foci was measured to be a ”continuous Poisson distribution” [18]. (The con-
tinuous Poisson distribution is a distribution which when rounded to the integers is
a Poisson distribution [19].) In Figure 3 we compare two simulations where the at-
tachment/detachment processes are not Markovian as indicated by the different distri-
butions for the wait times. In the figure, simulations with a continuous Poisson, an
exponential, and a normal distribution for wait times are shown. One can see that the
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Figure 2: This figure compares the numerical simulations for the CTCM with the the-
oretical results (19). The ‘x’ denote the numerical simulations and the line shows the
theoretical results. The horizontal axis indicates the number of I-sites for the cell and
the vertical axis shows the average velocity of the y position of the centroid over a 65
hour period (results are similar for the x direction). The three different sets of ‘x’ and
lines in decreasing order are for θd “ 15 , θd “ 120 , and θd “ 180 . In all the simulations
θa “ 120 ; the units are per second.
non-Markov processes do not follow the same pattern as the Markov process. Yet, the
two non-Markov processes do seem to follow some curve. In future work we plan to
investigate the effect of dropping the Markov property, for a more realistic scenario.
6. Discussion
Although the differential-equation model considered was motivated by the motion
of a cell, the results may be relevant to any system of particles or objects undergo-
ing centrally-controlled motion. In this paper we considered the CTCM, a model that
paralleled the differential-equation model by effectively setting the intracellular forces
equal to infinity. Without assuming the typical white noise hypothesis, we were able to
predict the expected velocity of the CTCM using the theory of pure jump-type Markov
processes and Markov chains. The key result is Theorem 4.11, which gave a formula
that predicts the time rate of change of the expected position of the cell. This formula
will be used to prove that the average velocity of a cell, as predicted by the ordinary dif-
ferential equation model is dependent on the adhesion dynamics and not the cell force.
The formula gives an indication of this by showing the dependence of the centroid on
η the mean of the perturbation of the adhesion sites, the number of adhesion sites, and
the expected attach and detach times. Of course, the assumption that the adhesion dy-
namics are Markovian is a simplifying assumption and will need to be modified in the
future. The results may also be considered as a step toward general understanding of
differential equation models with randomness.
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Figure 3: This figure shows a comparison between the numerical simulations for the
CTCM with different wait time distributions and the theoretical results. The symbols
indicate the numerical simulations and the line shows the theoretical results. The ˚ de-
note simulations with exponential distributions, the O denote simulations with normal
distributions (truncated to prevent negative times) with deviation 1, and the l denote
simulations with ”continuous Poisson distributions”. The mean time to detachment is
60 seconds and the mean time to attachment is 20 seconds for all the simulations. The
horizontal axis indicates the number of I-sites and the vertical axis shows the average
velocity in the x direction.
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