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If F(z) -i 0 is a holomorphic function on a connected open subset U of the 
complex plane, it is easily shown thatF satisfies a homogeneous linear differential 
equation of order n on U with leading coefficient I if and only if all the zeros 
of F have order less than n. This theorem will be generalized to holomorphic 
PV jc n matrix valued functions defined on connected open subsets 1: of the 
complex plane. 
THEOREM I. Let F(z) :+ 0 be a holomo~phicfunction on 1:. Then F satisjes 
a differential equation with roeficients holomorphic on I;: 
F’“‘(z) 1. a,&) F’“-“(z) - ... + a,,(z) F(s) =- 0 (1) 
if and only if all zeros of F haze order less than n. 
Proof. I f  F satisfies (1) and F ;A 0, the uniqueness thcorcm implies that 
all zeros of F have order less than n. 
Conversely, if all zeros of F have order less than n, it will be shown that 
a,(z),..., a,,-,(a) can be chosen such that 
a,,(z) --- 
F’“)(z) ; a, I(z) F’+“(z) + ... -!- q(z) F”‘(z) 
F(z) (2) 
is holomorphic on 1;. Recall that if z1 , z2 ,... is a scqucnce in I.. with no 
limit points in c’ and c1 , c2 ,... is a sequence of complex numbers, the theo- 
rems of klittag-Lcffler and W:eierstrass guarantee the cxistcnce of a function g 
holomorphic on U such that g(zi) ci . Choose a,,-,(z) such that at each zero 
z, of order n - 1 of F: 
Fcn)(zi) + a,+,(=,) F(“-l)(q) -- 0. (3) 
Xcxt choose an&z) such that at each zero zi of order n - I of F: 
F’” 1 ‘)(zE) + n’$,(zi) F(“-‘)(zj) + a&,) F(“)(z,) -- (I,~&~) F’“-“(zJ = 0 
(4) 
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and at each zero zi of order n - 2 of F: 
F’“‘(z~) + a,-l(zi) F’“-“(Zi) + an-t(ai)F’n-2’(zi) z 0. (5) 
Continue. These choices insure that at each zero of F of order k, the 
numerator in (2) has a zero of order > k. 
It is surprising that the generalization of Theorem 1 to the matrix case does 
not appear to admit a direct approach via the theorems of Mittag-Leffler 
and Weierstrass. 
THEOREM 2. Let A(z) be an m x n matrix valued holomorphic function on 
U. Then there exists an m x m matrix valued holomorphk function B(z) on U 
such that: 
$ A(z) = B(z) A(z) 
if and only if the kernel of A(z) is independent of z. 
Proof. To prove the necessity of the condition, let iJ be any vector in the 
kernel of A(z,,), z0 E U, and define J(Z) = A(z) 8. Clearly &,) = 0; since 
A(z) satisfies (6), & z satisfies a system of first order homogeneous linear ) 
differential equations: 
By the uniqueness theorem for systems of first order differential equations, 
6(z) = 0 on U. H ence B is in the kernel of A(z) for all z E U. 
To prove the sufficiency, observe first that if A(z) is a non-singular n x n 
matrix for all z E U, one can choose 
B(z) = 12 A(z)\ A-‘(z). 
The general case will be reduced to this case. 
Since the kernel of A(z) is independent of z one can choose a basis 
* 
I)k+l ,.**, i& of the kernel of A(z) in Cn independent of z and extend it to a 
basis of 0. If D is the constant matrix that transforms the standard coordi- 
nates to the new coordinates, then: 
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where the column vectors a-i(z),..., &.(a) are linearly independent in Cni for 
all z. It suffices to prove that A(z) solves a homogeneous linear first order 
differential equation since 
;; A(2) = B(z) A(z) 
,” 
implies ; A(z) = B(z) A(z) 
z 
upon multiplying both sides by the constant matrix D l. 
If one could extend the column vectors a-r(z),..., Zk(z) to m holomorphic 
column vectors such that at each point of U, a-r(z),..., u’,(z), Zk+,(z),..., a’,(z) 
are linearly independent, then the m x m matrix with these column vectors 
would be a non-singular square matrix holomorphic for all z E U and hence: 
$ (a+*., Zk(Z) ,...) &&)) = B(z)(a’,(z) ,...) ii&) )..., Z,(z)). (9) 
It follows that 
$ A(z) = B(z) A(z). 
The special case of this augmentation result with k = n - 1 can be proved 
by elementary methods, but the general case seems to require more machinery. 
If E and F are holomorphic vector bundles over U, a bundle map from E to F 
is a holomorphic map 4 such that for each z E C: the restriction I& of I+$ to 
the fibre E, of E over z maps E, linearly to the fibre F, . For each x E C: 
consider the map (cr, : C” ---f Cm given by 
Ah ,..., c/J = c,ii,(z) + ... + crap(z). 
As z varies, these maps induce a bundle map I$ from the holomorphic vector 
bundle U x Ck to the holomorphic vector bundle U x Cm. Recall that 
U x Cm/Im II, is a vector bundle whose fibre at z is Cm!Im I&; there is an 
exact sequence 
0-k U X CL+ U X Cm+ U X P:‘Irn$+O. (10) 
A continuous section of a vector bundle E over U is an assignment to each 
a E U of a vector s(z) in E, such that the map s : U -+ E is continuous. If 
each fibre of E has dimension /, E is said to be continuously trivial if there 
are continuous sections si ,..., sc such that si(z),..., Q(Z) are linearly inde- 
pendent in E, for each z E Cr. The definition of a holomorphically trivial 
vector bundle is analogous. 
But every complex vector bundle over an open subset of the complex 
plane is continuously trivial [ 1,4]. Since each open connected U L C is a Stein 
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manifold and a continuously trivial holomorphic vector bundle over a Stein 
manifold is holomorphically trivial [I], global holomorphic sections 
&q(2),..., i?,(z) of I/’ x P;Im $ can be found. Over a Stein manifold 
every exact sequence of holomorphic vector bundles splits [2], so there is a 
holomorphic bundle map $ : U x P/Im # 4 Lr x Cm such that for each 
z E U, Im zJz @ Im 4, :: Cm. Let 
these are holomorphic vector-valued functions and for each z E U, 
Jk,&),..., Z,,,(z) are linearly independent in Im$, . Thus a,(z),..., un,(z) are 
linearly independent in Cm. 
COROLLARY 1. Let A(z) be an m x n matrix valued holomorphic junction 
on U. Then A(z) satisjies a homogeneous linear kth order dilferential equation 
onu 
-$ A(z) + B,(x) g A(z) + ... + B,(z) A(z) = 0 (11) 
where B,(z),..., B,(z) are m x m matrix valued holomorphic junctions if and 
only if 
k-l 
n kernel -C A(z) 
i=O dz” 
is independent of 2; here 
+;A4 = A. 
Proof. To prove the necessity of the condition, let E be any vector in 
and define J(z) = A(z) 5. Clearly 
d(zo) = #‘(zo) = ... = p”-“(zo) x 0. 
Since A(z) satisfies (1 l), 4(z) satisfies 
c#‘“‘(z) + B,(z)cp-‘yz) + ... + B,(z)c$(z) = 0. (12) 
By the uniqueness theorem C(z) I 0; hence 
v  E ‘6 kernel 5 A(z) 
dza i=O 
for all 2 E U. 
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To prove sufficiency observe that: 
kernel 
b-l 
-7 2, kernel -$ A(z) (13) 
where the matrix on the left is (km) x n. In view of Theorem 2, there exists a 
(km) x (Km) matrix valued holomorphic function B(z) on C such that: 
where B(z) has been decomposed into m x m blocks. Sow one merely reads 
the last line and the proof is complete. 
COROLLARY 2. Let Fl(z),..., F,,,(z) be holomorphic functions on l!. Then 
these m functions simultaneously satisfy a homogeneous linear differential equation 
of order n ‘- m 
F(“)(z) + a+,(z)FR-.l)(z) + ... + a”(z) F(z) -: 0 (15) 
where a,(z),..., a,-,(z) are holomorphic if and only if the “generalized Wronskian 
matri.r” 
has rank independent of z. 
Proof. IfFi(z),..., F,(z) simultaneously satisfy an nth order homogeneous 
linear differential equation, then the I x m row matrix A(z) L- (FI(z),..., F,,(o)) 
satisfies the same equation. Hence 
n -1 
n kernel s A(z) 
i=O dzt 
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is independent of z. But 
n-1 
kernel IV(z) =L n kernel $ (Fr(z),..., F,J.z)) 
i=O 
so in particular W(z) has constant rank. 
It is worth observing that a direct proof of the necessity can also be given. 
If I;; )..., F,,t (m < n), assumed linearly independent on U without loss of 
generality, simultaneously satisfy a homogeneous linear nth order differential 
equation, then, at least locally, one can extend them to a set of n linearly 
independent solutions. Since the n x n Wronskian matrix is never singular, 
the original n x m generalized Wronskian matrix must have constant rank m 
locally and hence globally on Cr. 
To prove the sufficiency, again without loss of generality assume 
F,(z),...,&,(z) linearly independent on U. The constant rank of W(z) must 
in fact be m, for if it were less than m, then the m x m Wronskian matrix of 
F 1 ,*a., F,,, would be identically singular on U and the functions would be 
linearly dependent. Thus the kernel of W(z), being = 0, is independent of .z 
and hence W(z) satisfies an equation of the form: 
1 W(z) = B(z) W(z) (18) 
The theorem follows by reading the last line. 
Note that Theorem 1 is a special case of Corollary 2. 
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