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DERIVED CATEGORY OF MODULI OF POINTED CURVES - I
ANA-MARIA CASTRAVET AND JENIA TEVELEV
ABSTRACT. This is the first paper in the sequence devoted to derived
category of moduli spaces of curves of genus 0 with marked points. We
develop several approaches to describe it equivariantly with respect to
the action of the symmetric group. We construct an equivariant full ex-
ceptional collection on the Losev–Manin space which categorifies de-
rangements. Combining our results with the method of windows in de-
rived categories, we construct an equivariant full exceptional collection
on the GIT quotient (or its Kirwan resolution) birational contraction of
the Losev–Manin space.
1. INTRODUCTION
The special feature of moduli spaces of curves with marked points is the
action of the symmetric group permuting marked points, and our goal is to
exhibit this action in the description of the derived category. One can think
about the derived category as an enhanced cohomological invariant. How-
ever, although there are several papers in the literature computing coho-
mology of M0,n as a module over the symmetric group (e.g. [Get95,BM13]),
the equivariant Euler–Poincare polynomial is expressed as an alternating
sum, which therefore has no obvious categorification. On the other hand,
it is often easy to get some description of the derived category which how-
ever does not respect the group action. For example, it is obvious that
Db(M0,n) has a full exceptional collection. Indeed, M0,n has a Kapranov
model as an iterated blow-up of Pn−3 in n− 1 points followed by the blow-
up of
(
n−1
2
)
proper transforms of lines connecting points, etc. A well-known
Orlov’s theorem on derived category of the blow-up (see §2) gives a full ex-
ceptional collection. However, Kapranov’s model is not unique: it depends
on the choice of the ψ class, i.e., the choice of a marking, and therefore this
collection is not preserved by Sn (only by Sn−1). The derived categories
of M0,n and related Hassett spaces and GIT quotients have been studied in
[BFK12] and [MS13], although not from the equivariant perspective.
Question 1.1. Is there a full exceptional Sn-invariant collection on M0,n?
This question of D. Orlov, communicated to us by A. Kuznetsov, will be
investigated in detail in the second paper in the series. Note that a striking
and unexpected corollary of its existence will be that the K-groupK0(M0,n)
is a permutation representation of Sn. As a motivation, one can argue that
since M0,n is smooth over SpecZ, maybe it is somehow “defined over F1”,
and therefore the same should be true of its K-theory as an Sn-module, and
so perhaps it should be a permutation representation.
1
ar
X
iv
:1
70
8.
06
34
0v
2 
 [m
ath
.A
G]
  1
3 S
ep
 20
17
2 ANA-MARIA CASTRAVET AND JENIA TEVELEV
In this paper we suggest two general strategies which may have other
applications and provide an answer for the Losev–Manin space [LM00].
Example 1.2. Unlike M0,5, which has 5 Kapranov models and therefore 5
Orlov-style exceptional collections, the 2-dimensional Losev–Manin space,
which we denote by LM3 in this paper (see below), has only two non-trivial
ψ-classes ψ0 and ψ∞, realizing it as P2 blown-up at three points p1, p2, p3 in
two ways, related by the Cremona involution. The corresponding excep-
tional collection invariant under all automorphisms has three blocks and
consists of line bundles
{−ψ0,−ψ∞}, {pi∗1O(−1), pi∗2O(−1), pi∗3O(−1)},O, (1.1)
where pii : LM3 → LM2 ' P1 is a forgetful map, which can be thought of
as a linear projection P2 99K P1 from the point pi.
The last four line bundles in (1.1) are pull-backs under forgetful maps but
the first two have a trivial derived pushforward by any forgetful map. To
study situations of this sort more systematically, we introduce an inclusion-
exclusion principle in triangulated categories (see Lemma 2.6) and its ap-
plication in the following set-up.
Definition 1.3. Given a collection of morphisms of smooth projective vari-
eties pii : X → Xi for i ∈ I , we call an object E ∈ Db(X) cuspidal1 if
Rpii∗E = 0 for every i ∈ I.
The cuspidal block is the full triangulated subcategory of cuspidal objects
Dbcusp(X) ⊂ Db(X).
Philosophically, the cuspidal block captures information about the de-
rived category not already encoded in Db(Xi) for i ∈ I . We show in The-
orem 2.5 that under quite general assumptions Dbcusp(X) is an admissible
subcategory and in fact the first block in the “inclusion–exclusion” semi-
orthogonal decomposition of Db(X). In our applications morphisms pii are
forgetful maps such as M0,n →M0,n−1 and thus an Sn-equivariant descrip-
tion ofDb(X) can be reduced to an Sn-equivariant description ofDbcusp(X).
We apply this approach to the Losev–Manin [LM00] moduli space. For
an n-element set N , we let N˜ = {0,∞} unionsqN . We write LMN for the moduli
space of nodal linear chains of P1’s marked by N˜ with 0 is on the left tail
and∞ is on the right tail of the chain. This is a “simplified” version of M0,n,
with linear chains replacing arbitrary trees. The stability conditions are
• Marked points are never at the nodes.
• Only points marked by N are allowed to coincide with each other.
• Every P1 has at least three special points (marked points or nodes).
The space LMN has an action by the group S2×SN permuting markings.
The action of S2, which we call the Cremona action, interchanges ∞ and 0.
Both psi-classes ψ0 and ψ∞ induce birational morphisms LMN → Pn−1,
”Kapranov models”, which realize LMN as an iterated blow-up of Pn−1 in
1The terminology (suggested to us by Alex Oblomkov) comes from cuspidal representa-
tions of representation theory.
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n points (standard basis vectors) followed by blowing up
(
n
2
)
proper trans-
forms of lines connecting points, etc.2 In these coordinates the Cremona
action is given by the standard Cremona involution
(x1 : . . . : xn)→
(
1
x1
: . . . :
1
xn
)
.
The Losev–Manin space LMN is a toric variety of dimension n − 1. Its
toric orbits (or their closures, the boundary strata of the moduli space) can
be described as follows. Every non-trivial bipartition N = N1 unionsq N2 corre-
sponds to the boundary divisor, which we denote δN1 , parametrizing (de-
generations of) chains of two P1, one with markings N1 ∪ {0}, and another
with markings N2∪{∞}. This notation is different from the standard nota-
tion for M0,n (where an analogous divisor is denoted by δN1∪{0}) but more
convenient for us. More generally, every partition N = N1 unionsq . . . unionsqNk with
|Ni| > 0 for every i corresponds to the boundary stratum
ZN1,...,Nk = δN1 ∩ δN1∪N2 ∩ . . . ∩ δN1∪...∪Nk−1
which parametrizes (degenerations of) linear chains of P1’s with points
marked by, respectively, N1 ∪ {0}, N2,. . . , Nk−1, Nk ∪ {∞}. We can identify
ZN1,...,Nk ' LMN1 × . . .× LMNk ,
where the left node of every P1 is marked by 0 and the right node by∞.
We have a collection of forgetful maps
piK : LMN → LMN\K
for every subsetK ⊂ N with 1 ≤ |K| ≤ n−1. It is given by forgetting points
marked by K and stabilizing. In particular, we can define the cuspidal
block Dbcusp(LMN ) and applying Theorem 2.5, we show that
Proposition 1.4. Db(LMN ) admits the semi-orthogonal decomposition
Db(LMN ) = 〈Dbcusp(LMN ), {pi∗KDbcusp(LMN\K)}K⊂N , O〉
where subsets K with 1 ≤ |K| ≤ n− 2 are ordered by increasing cardinality.
We have a similar statement for M0,n (see Prop. 3.1). Next we construct
a collection Gˆ of sheaves on LMN .
Definition 1.5. Let GN = {G∨1 , . . . , G∨n−1} be the set of following line bun-
dles on LMN :
Ga = aψ0 − (a− 1)
∑
k∈N
δk − (a− 2)
∑
k,l∈N
δkl − . . .−
∑
J⊂N,|J |=a−1
δJ
for every a = 1, . . . , n− 1. Let Gˆ be the collection of sheaves
Gˆ =
⋃
Z
(iZ)∗[G∨N1  . . .G
∨
Nt ]
on LMN of the form
T = (iZ)∗L, L = G∨a1  . . .G∨at
2We note that the other ψ-classes of LMN are trivial, see Cor. 5.7.
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for all strata Z = ZN1,...,Nt such that Ni ≥ 2 for every i and for all 1 ≤ ai ≤
|Ni| − 1. Here iZ : Z ↪→ LMN is the inclusion map. If t = 1 we get line
bundles GN and for t ≥ 2 these sheaves are torsion sheaves.
Theorem 1.6. Gˆ is a full exceptional collection in Dbcusp(LMN ), which is equi-
variant under the group S2 × SN . The number of objects in Gˆ is equal to !n,
the number of derangements of n objects (permutation without fixed points).
This is our main theorem, with proof occupying sections 3 and 4. It gives
a new curious formula for the number of derangements3:∑
k1+...+kt=n
k1,...,kt≥2
(
n
k1 . . . kt
)
(k1 − 1) . . . (kt − 1) =!n, (1.2)
where
(
n
k1 ... kt
)
= n!k1!...kt! . As a corollary, we see that K-theory of LMN is a
permutation representation of S2×Sn in a very concrete way, which should
be contrasted with description of its equivariant Euler–Poincare polyno-
mial as an alternating sum in [BM14].
The ordering of Gˆ that tuns it into an exceptional collection is quite elab-
orate and discussed in §3. The real difficulty though is to prove fullness,
which is done in §4. Note that fullness would follow at once if phantom
subcategories (admissible subcategories with trivialK-group) did not exist
on smooth projective toric varieties.
Remark 1.7. The line bundles G1, . . . , Gn−1 on LMn may appear ad hoc,
but in fact they have a very nice description in terms of the (minimal) won-
derful compactification PGLn of PGLn (which contains LMn as the closure
of the maximal torus). Namely, they are precisely the restrictions of gener-
ators of the nef cone of PGLn, see Prop. 3.14 for a more precise statement.
It would be interesting to relate derived categories of PGLn and LMn.
We will discuss the cuspidal block on M0,n in the sequel to this paper.
But let us mention the first few small n cases:
Example 1.8. Let T (− log) be the rank n−3 vector bundle on M0,n of vector
fields tangent to its (normal crossing) boundary divisor. It is easy to deduce
from the results of [KT09] that T (− log) is an exceptional vector bundle
and an element of Dbcusp(M0,n) for every n. This fact, which we view as
a manifestation of rigidity of M0,n, was one of our original motivations
for writing this paper. For small n, Dbcusp(M0,n) has the following full Sn-
equivariant exceptional collection:
• (n = 4). T (− log) (1 object);
• (n = 5). T (− log) (1 object);
• (n = 6). OP1×P1(−1,−1),L∨, T (− log) (12 objects).
Here P1×P1 ⊂M0,6 are boundary divisors of type (3, 3) andL is a pull-back
of the symmetric GIT polarization (the Segre cubic).
3We are unaware of a combinatorial “bijective” proof of this identity.
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The second, and more traditional, “equivariant” strategy that we discuss
in §7 is an equivariant version of Orlov’s theorem on blow-ups. Let X be
a smooth projective variety and let Y1, . . . , Yn ⊂ X be smooth transversal
subvarieties of codimension l. For any subset I ⊂ {1, . . . , n}, we denote by
YI the intersection ∩i∈IYi. In particular, Y∅ = X . Let q : X˜ → X be an
iterated blow-up of (proper transforms of) Y1, . . . , Yn. In addition, let G be
a finite group acting on X permuting Y1, . . . , Yn. Then it also acts on X˜ and
the morphism q isG-equivariant. LetGI ⊂ G be a normalizer of YI for each
subset I ⊂ {1, . . . , n} (in particular, G∅ = G). We show in Lemma 7.2 that if
Db(YI) admits a full GI -equivariant exceptional collection for every subset
I then Db(X˜) admits a full G-equivariant exceptional collection.
Next we generalize an inductive computation in [BM13] of the equivari-
ant Euler–Poincare polynomial of M0,n. In the derived category setting, it
gives the following theorem. Fix integers l ≥ 1 and 0 ≤ k ≤ n. For a weight
a =
(
1, ..., 1,
1
l
, . . . ,
1
l
)
(with k copies of 1 and n − k copies of 1l ), let M
n
k,l be the Hassett moduli
space [Has03] of a-weighted stable rational curves. For example, Mn0,1 '
M0,n and
Mn0,bn−1
2
c
is a symmetric GIT quotient (P1)n // PGL2 if n is odd and its Kirwan reso-
lution if n is even.
Theorem 1.9. If Mnk,r(n,k) admits a full (Sk×Sn−k)-equivariant exceptional col-
lection for every n and every 0 ≤ k ≤ n−3 then M0,n admits a full Sn-equivariant
exceptional collection for every n. Here
r(n, k) :=

⌊
n−1
2
⌋
if k = 0
n− 2 if k = 1
n− k if k ≥ 2.
Concretely, we need the following spaces:
• The symmetric GIT quotient and its Kirwan resolution, which will
be studied in the sequel to this paper.
• Mn1,n−2 ' Pn−3 via Kapranov map. We can take any standard ex-
ceptional collection on Pn−3, for example O, . . . ,O(n− 3).
• Mn2,n−2. This is the Losev-Manin space studied in this paper.
• Spaces Mnk,n−k for k > 2 will be studied in the sequel to this paper.
In order to construct equivariant exceptional collections on the symmet-
ric GIT quotient (P1)n //PGL2 (for odd n) and their Kirwan resolutions (for
even n) we will use the method of windows [HL15, BFK12]. In this paper
we consider analogous symmetric GIT quotients (P1)n // Gm (for odd n)
and their Kirwan resolutions (for even n). These spaces are birational con-
tractions of the Losev–Manin space (see §6 for details). We show that these
spaces admit S2 × Sn equivariant full exceptional collections by first using
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the method of windows to construct an exceptional collection with an ex-
pected number of objects and then using our main Theorem 1.6 to prove its
fullness by comparing it with the push forward of a full exceptional collec-
tion from the Losev–Manin space to the GIT quotient.
We refer to [CT15, CT13, CT12] for the background information on bira-
tional geometry of M0,n, the Losev–Manin space and other related spaces.
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equivariant setting and for several improvements of the exposition. Daniel
Halpern–Leistner has helped us with windows in derived categories. We
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ful compactification of PGLn. We thank Asher Auel, Chunyi Li, Emanuele
Macrı` and Dimitri Zvonkine for useful conversations. The first author was
supported by NSF grants DMS-1529735 and DMS-1701752. The second au-
thor was supported by NSF grants DMS-1303415 and DMS-1701704. Parts
of this paper were written while the first author was visiting the Institut des
Hautes E´tudes Scientifiques in Bures-sur-Yvette, France and the second au-
thor was visiting the Fields Institute in Toronto, Canada.
2. CUSPIDAL BLOCK
Lemma–Definition 2.1. In the set-up of Definition 1.3, the support of any cusp-
idal object is a union of irreducible closed subsets Z ⊂ X such that
dimpii(Z) < dimZ for every i ∈ S.
We call these subsets massive.
Proof. Let Z be the topological support of E ∈ Db(X) (i.e., the support of
its cohomology sheaves). Suppose Z contains an irreducible component
Z0 such that dimpii(Z0) = dimZ0. We denote pi := pii and Y := Xi as we
won’t need other maps and spaces. By passing to an open subset of Y and
taking its preimage under pi, we can assume that Z is a disjoint union of Z0
and Z1 (with Z1 possibly empty and not necessarily irreducible). We may
also assume that pi|Z0 is finite. It is well-known ([Orl11, Section 2]) that by
changing E to an isomorphic object, we may assume that E is a bounded
complex of sheaves supported on Z. Thus E = Ri∗E˜, where i : Z˜ ↪→ X is
an infinitesimal thickening of Z and E˜ ∈ Db(Z˜). Note that Z˜ is a disjoint
union of subschemes Z˜0 and Z˜1 (with reduced subschemes Z0 and Z1).
In particular, E˜ = E˜0 ⊕ E˜1, where E˜0, resp., E˜1, is a pull-back of E˜ to Z0,
resp. Z1. It follows that Rp˜i∗(E˜0) = 0 where p˜i = pi ◦ i. Since E˜0 6= 0 and the
map p˜i is affine, this gives a contradiction. Indeed, if pi : X → Y is an affine
morphism of schemes then Rpi∗E = 0 for some E ∈ DQCoh(OX) implies
that E = 0, see [TS17, Tag 0AVV]. 
We refer to the survey [Kuz16] for definitions and basic facts concerning
semi-orthogonal decompositions in algebraic geometry. The following is
well-known, see e.g. [Kuz08, Lemma 2.4]
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Proposition 2.2. Let pi : X → Y be a morphism of smooth projective varieties
such thatRpi∗OX = OY . Then Lpi∗Db(Y ) is an admissible subcategory ofDb(X)
and there is a semi-orthogonal decomposition
Db(X) = 〈Dbcusp(X), Lpi∗Db(Y )〉.
In particular, Dbcusp(X) is an admissible subcategory.
Classical situations of this sort are provided by Orlov’s theorems [Orl92]
on derived categories of a projective bundle and of a blow-up, which can
be reformulated as follows:
Theorem 2.3. Let pi : X → Y be a projective bundle of rank r (with Y a smooth
projective variety). Then Dbcusp(X) is an admissible subcategory of Db(X) and
Dbcusp(X) has a semi-orthogonal decomposition
〈pi∗Db(Y )⊗Opi(−r), . . . , pi∗Db(Y )⊗Opi(−1)〉
Theorem 2.4. Let p : X → Y be a blow-up of a smooth subvariety Z of codi-
mension r + 1 of a smooth projective variety Y . Let i : E → X be the exceptional
divisor and let pi = p|Z . Then Dbcusp(X) is an admissible subcategory of Db(X)
and has a semi-orthogonal decomposition〈
Ri∗
[
pi∗Db(Z)⊗Opi(−r)
]
, . . . , Ri∗
[
pi∗Db(Z)⊗Opi(−1)
]〉
.
In order to generalize Proposition 2.2 to the set-up of several morphisms,
we impose compatibility conditions. In subsequent sections we will con-
sider several variants of moduli spaces of rational pointed curves, which
will all fit into this framework.
Theorem 2.5. Let N be the category of finite sets with inclusions as morphisms.
Let X be a contravariant functor from N to the category of smooth projective va-
rieties. For every T ⊆ S, we refer to the morphism XS → XT as forgetful map
and denote it by piS\T . We impose three assumptions:
Rpii∗OXS = OXS\{i} for every i ∈ S; (2.1)
for all i, k ∈ S, i 6= k, the morphisms
pii : XS\{k} → XS\{i,k}, pik : XS\{i} → XS\{i,k} are Tor-independent (2.2)
(as defined in [Kuz16, Def. 1.6]) and if we let
Y := XS\{i} ×XS\{i,k} XS\{k}
and αi,k : XS → Y is the map induced by pii and pik, we have
Rαi,k∗OXS = OY (2.3)
Under these assumptions we have a semi-orthogonal decomposition (s.o.d.)
Db(XS) = 〈Dbcusp(XS), {Lpi∗KDbcusp(XS\K)}K⊂S , Lpi∗SDb(X∅)〉,
where K runs over proper subsets of S in order of increasing cardinality. In par-
ticular, Dbcusp(XS) is an admissible subcategory of Db(XS).
Following a suggestion of Kuznetsov, we start with an abstract “inclusion–
exclusion” principle in triangulated categories
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Lemma 2.6. Let T be a triangulated category with several s.o.d.
T = 〈A1, B1〉 = 〈A2, B2〉 = . . . = 〈An, Bn〉.
Suppose the projection functors βi : T → Bi (in the i-th decomposition) have the
property that, for every j,
βi(Aj) ⊂ Aj , βi(Bj) ⊂ Bj .
Then we have a s.o.d.
T = 〈TK〉K , where TK = (∩i 6∈KAi) ∩ (∩i∈KBi)
and K runs over subsets of {1, . . . , n} in the order of increasing cardinality.
In particular, T∅ = A1 ∩ . . . An is an admissible subcategory of T .
Proof. For all subsets T ⊆ S := {1, . . . , n}, we consider a full triangulated
subcategory AT = ∩i∈TAi. We prove more generally that there is a semi-
orthogonal decomposition AT = 〈TK〉, where K runs over subsets of S
containing T in order of increasing cardinality. The case T = ∅ is the state-
ment in the theorem.
We argue by induction on n = |S| and by downwards induction on |T |
for a fixed n. If n = 1 or T = S then there is nothing to prove. Let i ∈ S \ T .
Without loss of generality we assume i = 1.
We claim that the semi-orthogonal decomposition T = 〈A1, B1〉 induces
a semi-orthogonal decomposition
AT = 〈AT ∩A1, AT ∩B1〉. (2.4)
Indeed, the semi-orthogonality is obvious and moreover every object X in
AT fits into a distinguished triangle
β1(X)→ X → Y →
with Y ∈ A1. Since β1 preserves AT by our assumptions, β1(X) ∈ AT ∩B1.
It follows that Y ∈ AT as well.
By the induction assumption, we have semi-orthogonal decompositions
AT ∩A1 = AT∪{1} = 〈TK〉,
(
resp. AT = 〈T ′K′〉
)
,
where K (resp. K ′) runs over subsets of S containing T ∪ {1} (resp. over
subsets of S \ {1} containing T ) and
T ′K′ = (∩i 6∈K∪{1}Ai) ∩ (∩i∈KBi).
We claim that the semi-orthogonal decomposition AT = 〈T ′K′〉 induces the
semi-orthogonal decomposition
AT ∩B1 = 〈T ′K′ ∩B1〉 = 〈TK′∪{1}〉.
Indeed, the semi-orthogonality is clear. By definition of the semi-orthogonal
decomposition, for every object X ∈ AT ∩ B1, we can write a sequence of
morphisms (“filtration”)
0→ . . .→ TK′1 → TK′2 → . . .→ X → 0,
such that every morphism is included in the distinguished triangle
TK′1 → TK′2 → XK′1 →
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with XK′1 ∈ T ′K′1 . Applying the functor β1 to this sequence, and using our
assumptions, gives a filtration of X with subquotients β1(XK′1) ∈ T ′K′1 ∩B1.
Combining these observations with (2.4), we get a semi-orthogonal de-
composition
AT = 〈TK , TK′∪{1}〉,
where K (resp. K ′) runs over subsets of S containing T ∪ {1} (resp. over
subsets of S \ {1} containing T ) in order of increasing cardinality.
Finally, we have to show that we can reorder blocks to put them in the
order of increasing cardinality. If |K1| < |K2| then choose an index j ∈
K2 \K1. Then TK1 ⊂ Aj and TK2 ⊂ Bj . Thus TK1 ⊂ T ⊥K2 . 
Proof of Theorem 2.5. We apply the previous lemma to
Ai = {E ∈ Db(XS) |Rpii∗E = 0}
and
Bi = Lpi
∗
i (D
b(XS\{i})).
The projection operators are
βi = Lpi
∗
iRpii∗.
Note that for all i, k ∈ S with i 6= k and all E ∈ Db(XS\{k}) we have
Rpii∗Lpik∗E = Lpik∗Rpii∗E. (2.5)
This follows from (2.2) combined with cohomology and base change: if,
pi′i and pi
′
k are the projection maps from Y = XS\{i} ×XS\{i,k} XS\{k} and
α : XS → Y is the canonical map, we have
Rpii∗Lpi∗kE = Rpi
′
i∗Rα∗Lα
∗Lpi′k
∗
E = Rpi′i∗Lpi
′
k
∗
E = Lpik
∗Rpii∗E.
where the second equality is by the projection formula and (2.3). It follows
that
Rpij∗Lpi∗iRpii∗ = Lpi
∗
iRpij∗Rpii∗ = Lpi
∗
iRpii∗Rpij∗,
and in particular
βi(Aj) ⊂ Aj .
Also,
Lpi∗iRpii∗Lpi
∗
j = Lpi
∗
i Lpi
∗
jRpii∗ = Lpi
∗
jLpi
∗
iRpii∗,
and thus
βi(Bj) ⊂ Bj .
It remains to show that, in the notation of Lemma 2.6,
Db(XS)K = Lpi
∗
KD
b
cusp(XS\K)
for every subset K ⊂ T . Equivalently,⋂
i∈K
Bi = Lpi
∗
KD
b(XS\K). (2.6)
We can assume that K = {1, . . . , k}. Then it follows from (2.5) that
β1 ◦ . . . ◦ βk = Lpi∗KRpiK∗.
Thus every object from the LHS of (2.6) is isomorphic to an object from the
RHS, and vice versa. 
10 ANA-MARIA CASTRAVET AND JENIA TEVELEV
Example 2.7. Let XS = (P1)S with projections as forgetful maps. Condi-
tions (2.1), (2.2) and (2.3) are clearly satisfied. XS is the only massive subset.
Applying Theorem 2.3 successively, it follows that
Dbcusp(XS) = 〈O(−1,−1, . . . ,−1)〉,
i.e. every object in Dbcusp(XS) is isomorphic to O(−1,−1, . . . ,−1) ⊗k K,
where K is a complex of vector spaces. Moreover, the semi-orthogonal de-
composition of Theorem 2.5 is induced by a standard exceptional collection
of 2|S| line bundles O(n1, . . . , n|S|), where ni = 0 or −1 for every i.
Note that this collection is obviously equivariant under the action of
Aut(XS), which is the semidirect product of Sn and (PGL2)n for n = |S|.
Various moduli spaces considered in this paper can be viewed as “com-
pactified quotients” of this basic example modulo Gm or PGL2.
3. EXCEPTIONAL COLLECTION Gˆ ON THE LOSEV–MANIN SPACE
Proof of Prop. 1.4. We apply Theorem 2.5. All conditions (2.1), (2.2) and (2.3)
are satisfied. The only non-trivial one is (2.3), which holds because αij is
birational and Y has toroidal, and therefore rational, singularities. 
Similarly, we have
Proposition 3.1. We write MN ' M0,n for the moduli space of stable rational
curves with points marked by any n-element set N . We have the usual forgetful
maps. Then Db(MN ) admits the semi-orthogonal decomposition.
Db(MN ) = 〈Dbcusp(MN ), {pi∗KDbcusp(MN\K)}K⊂N , O〉 (3.1)
where K runs over subsets with 1 ≤ |K| ≤ n − 4 in the order of increasing
cardinality |K|.
Proof. We apply Theorem 2.5. All conditions (2.1), (2.2) and (2.3) are satis-
fied. The only non-trivial one is the last, which holds as the map is bira-
tional and the image has rational singularities [Kee92, pg. 548]. 
Proposition 3.2. An irreducible subset Z ⊂ LMN is massive if and only if Z is a
boundary stratum of the form ZN1,...,Nt with |Ni| ≥ 2 for i = 1, . . . , t.
Proof. Let Z be a boundary stratum. If Ni = {a} for some i then pia re-
stricted to Z is one-to-one. Hence Z is not a massive subset. On the other
hand, if |Ni| ≥ 2 for every i then Z is a massive subset. It remains to show
that if Z is a proper irreducible subset of a boundary stratum which inter-
sects its interior then Z is not massive. But the interior of any stratum is an
algebraic torusGrm and projections onto coordinate subtori are realizable as
forgetful maps. Thus Z can not be massive. 
Proposition 3.3. The rank of the K-group of Db(LMn) (resp. Dbcusp(LMn)) is
equal to n! (resp. !n).
Proof. Since LMN is a toric variety, its K-group is a free Abelian group
and its topological Euler characteristic (and thus the rank of its K-group) is
equal to the number of torus fixed points, which are clearly parametrized
by permutations of N . The second part of the Proposition follows because
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both the rank of the K-group of Dbcusp(LMn) (by Prop. 1.4) and !n (by obvi-
ous reasons) satisfy the same recursion
n! =!n+
∑
1≤k≤n−1
(
n
k
)
!(n− k) + 1 (3.2)
Hence these numbers agree. 
Proof of formula (1.2). We denote the left hand side by dn and set d0 = 1,
d1 = 0. Let
A =
∑
n≥2
(n− 1)x
n
n!
= x2
(
ex − 1
x
)′
= ex(x− 1) + 1.
Then we have∑
m≥0
dm
m!
xm = 1 +A+A2 +A3 + . . . =
1
1−A =
e−x
1− x.
But (3.2) implies that
1
1− x =
∑
m≥0
!m
xm
m!
∑
n≥0
xn
n!
 ,
(where we set !0 = 0! = 1). Hence dn =!n and we are done. 
Lemma 3.4.
(1) Every Ga is SN -invariant and Cremona action takes it to Gn−a.
(2) We have G1 = ψ0 and Gn−1 = ψ∞.
(3) For every boundary divisor δ = δN1 ' LMN1 × LMN2 , we have
Ga|δ =

Ga O if a < |N1|
O if a = |N1|
O Ga−|N1| if a > |N1|.
Proof. Direct calculation. 
Lemma 3.5.
(1) Every Ga is nef (and hence globally generated), of relative degree 1 with
respect to any forgetful map pii, i ∈ N .
(2) G∨a ∈ Dbcusp(LMn). In particular, each G∨a is acyclic.
(3) RHom(Ga, Gb) = 0 if a 6= b.
(4) RΓ(−ψ0 +Ga −Gb) = RΓ(−ψ∞ +Gb −Ga) = 0 if a < b.
In particular, GN is an S2 × Sn equivariant exceptional (in fact pairwise orthogo-
nal) collection in Dbcusp(LMN ) of n− 1 line bundles.
Proof. Since LMn is a toric variety, (1) will follow if Ga is non-negative
on toric boundary curves. This follows from Lemma 3.4 (3) by induc-
tion on dimension. Since restriction of G∨a to each fiber of pii has van-
ishing cohomology, (2) follows by cohomology and base change. Since
RHom(Ga, Gb) = RΓ(−Ga + Gb) and we can assume a > b (by applying
Cremona action), both (3) and (4) follow from Lemma 3.6. 
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Lemma 3.6. Consider the divisor
D = −dH +
∑
mIEI
on M0,n or LMN written in some Kapranov model. The divisor D is acyclic if
1 ≤ d ≤ n− 3, 0 ≤ mI ≤ n− 3−#I.
Proof. By consecutively restricting to boundary divisors EI starting with
those with the largest #I and continuing to those with smaller #I , note
that all the restrictions are acyclic, hence D has the same cohomology as
−dH . Clearly, −dH is acyclic if and only if 1 ≤ d ≤ n− 3. 
Lemma 3.7. Gˆ is a collection of !n sheaves in Dbcusp(LMN ).
Proof. Follows from Lemma 1.2 and Lemma 3.5 (2). 
It is worth mentioning that if i : Z ↪→ X is a closed embedding of smooth
projective varieties and Z 6= X then the functor Ri∗ : Db(Z) → Db(LMn)
is not fully faithful. Therefore, even though all sheaves in Gˆ are clearly
exceptional in the derived category of their respective support (being line
bundles on a rational variety), we still have to prove:
Lemma 3.8. All sheaves in Gˆ are exceptional.
Proof. All sheaves in Gˆ are of the form i∗i∗L = Ri∗Li∗L, where L is an
invertible sheaf on LMN and i is an embedding of some massive stratum Z.
We have
RHom(Ri∗Li∗L, Ri∗Li∗L) = RHom(L
L⊗Ri∗OZ ,L
L⊗Ri∗OZ) =
= RHom(Ri∗OZ , Ri∗OZ).
So it suffices to prove that Ri∗OZ = i∗OZ is an exceptional object. Let Z
be the intersection of boundary divisors D1, . . . , Ds. Resolving i∗OZ by the
Koszul complex
. . .→ ⊕1≤i<j≤sO(−Di −Dj)→ ⊕1≤i≤sO(−Di)→ O → i∗OZ → 0,
we see that it suffices to prove that
RΓ(OZ(Di1 + . . .+Dik)) = 0
for every 1 ≤ i1 < . . . < ik ≤ s. Using that OZ(Di) has the form
O  . . .O O(−ψ∞)O(−ψ0)O . . .O,
we conclude that this is indeed the case. 
Lemma 3.9. Gˆ is an exceptional collection with respect to the following order.
Let T , T ′ ∈ Gˆ. Let (k1, . . . , kt; a1, . . . , at) and (k′1, . . . , k′s; a′1, . . . , a′s) be the
corresponding data. Then T > T ′ if the sequence (a1,−k1, a2,−k2, , . . .) is lexi-
cographically (=alphabetically) larger than (a′1,−k′1, a′2,−k′2, . . .).
Proof. Let Z and Z ′ be massive strata supporting sheaves T > T ′ in Gˆ.
These sheaves have the form RiZ∗L and RiZ′∗L′, respectively. We have to
show that RHom(T , T ′) = 0. Let U be the smallest stratum containing both
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Z and Z ′. Then U is the intersection of boundary divisorsD1, . . . , Ds (these
divisors are precisely the divisors containing both Z and Z ′). We have
RHom(RiZ∗L, RiZ′∗L′) = RHom(LjZ′∗RjZ∗L,L′).
By [Huy06, Cor. 11.4(i)], it suffices to prove thatRHom(RjZ∗L, RjZ′∗L′(D)) =
0 for every D = Di1 + . . . + Dik with 1 ≤ i1 < . . . < ik ≤ s, where jZ
(resp. jZ′) denotes the embedding of Z (resp. Z ′) into U . Let W = Z ∩ Z ′.
We can assume thatW is non-empty as otherwise there is nothing to prove.
Let iW,Z : W ↪→ Z and iW,Z′ : W ↪→ Z ′ be the inclusions. We note that Z
and Z ′ intersect transversally along W in U , and therefore jZ and jZ′ are
Tor-independent. Next we apply cohomology and base change:
RHom(RjZ∗L, RjZ′∗L′(D)) = RHom(LjZ′∗RjZ∗L,L′(D)) =
RHom(RiW,Z′∗Li
∗
W,ZL,L′(D)) = RHom(Li∗W,ZL, Li!W,Z′L′(D)),
where for some morphism f : X → Y , we denote Lf !(−) the adjoint func-
tor to Rf∗(−). By [Huy06, Thm. 3.34], for E ∈ Db(Y ), we have Lf !(E) =
Lf∗(E)⊗ ωf [dim(f)]. Here, ωf = ωX ⊗ f∗ω∗Y , dim(f) = dim(X)− dim(Y ).
So it suffices to prove that
RHom(Li∗W,ZL, Li∗W,Z′L′ ⊗ (D +N)) = 0,
where N is the first Chern class of the normal bundle NW,Z′ , i.e., the sum
of all boundary divisors that cut out W inside Z ′, or alternatively, the sum
of boundary divisors that cut out Z but don’t contain Z ′.
Now we proceed case by case. We write
W = LMK1 × LMK2 × . . . ,
RHom(iW,Z
∗L, iW,Z′∗L′(D +N)) = C1  C2  . . . ,
where C1 is computed on LMK1 , etc. Note that if N = N1 unionsq . . . unionsq Nt, resp.
N = N ′1 unionsq . . . unionsq N ′t′ are the two partitions corresponding to T , resp. T ′
(hence, |Ni| = ki and |N ′i | = k′i for all i), then W 6= ∅ implies that either
N1 ⊆ N ′1 or N ′1 ⊆ N1. In particular, we have that |K1| = min(k1, k′1) and if
k1 = k
′
1 , then we have N1 = N
′
1.
Case 1. Suppose a1 > a′1. We would like to show that C1 = 0.
If k1 < k′1, then C1 = RHom(−Ga1 ,−Ga′1 − ψ∞), where −ψ∞ is a contri-
bution from N (there is no contribution to C1 from D). Hence, C1 = 0 by
Lemma 3.5 (4).
If k1 = k′1, then there is no contribution from N to C1 and we have that
either C1 = RHom(−Ga1 ,−Ga′1) = 0 (if D doesn’t include DK1) or C1 =
RHom(−Ga1 ,−Ga′1 − ψ∞) = 0 (if D includes DK1).
Finally, if k1 > k′1 then there are no contributions from N or D to C1 and
C1 = RHom(L,−Ga′1) = 0, where L = −Ga1 if a1 < k′1 or L = O otherwise.
In both cases, C1 = 0 by Lemma 3.5.
Case 2. Suppose a1 = a′1, k1 < k′1. As in Case 1, we have that C1 =
RHom(−Ga1 ,−Ga1 − ψ∞) = 0.
Case 3. Suppose a1 = a′1, k1 = k′1, D includes DK1 .
In this case also C1 = RHom(−Ga1 ,−Ga1 − ψ∞) = 0.
Case 4. Suppose a1 = a′1, k1 = k′1, D does not include DK1 .
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In this case C1 = RHom(−Ga1 ,−Ga1) = C is useless. However, we can
now proceed exactly as above restricting to the next Losev–Manin factor
LMK2 in W . Note that in general, the factors LMKi appearing in W need
not be positive dimensional, but in this case, since K1 = K ′1, we must have
that |K2| ≥ 2 and we can proceed by induction. The Lemma follows. 
The Cremona action gives another possible linear order:
Corollary 3.10. Gˆ is an exceptional collection with respect to the order <′:
(k1, . . . , kt; a1, . . . , at) >
′ (k′1, . . . , k
′
t; a
′
1, . . . , a
′
t)
if the sequence (kt − at,−kt, kt−1 − at−1,−kt−1, , . . .) is lexicographically larger
than (k′s − a′s,−k′s, k′s−1 − a′s−1,−k′s−1, . . .).
Remark 3.11. The linear orders < and <′ are clearly not S2 × SN equi-
variant. The lemma shows that both orders refine the S2 × SN equivariant
relation ≺ given by paths in the quiver with arrows
T → T ′ ⇔ RHom(T , T ′) 6= 0.
In other words, this quiver has no cycles. It would be nice to describe it
combinatorially. It would be even better to explicitly describe the algebra⊕
T ≺T ′
RHom(T , T ′).
Here are some easy observations about the quiver:
(1) If there is an arrow between T and T ′ then the corresponding strata
have a non-empty intersection.
(2) The line bundles can be arranged to be at the right of torsion sheaves
in the collection: for any torsion sheaf T ′ in Gˆ and any line bundle
T = G∨a we have (in the notations of the proof of Lemma 3.9)
RHom(T , T ′) = RΓ(Ga|Z′ ⊗ T ′) = C1  C2  . . . ,
and C1 = RHom(L,G∨a′1), where L = Ga1 if a1 < k
′
1 and L = O
otherwise. In both cases C1 = 0 by Lemma 3.5.
(3) It is not true in general that sheaves can be pre-ordered by codi-
mension of support. For example, on LM8, the sheaf T ′ with data
(3, 2, 3; 2, 1, 1) and support Z ′ has to be to the right of the sheaf T
with data (3, 5; 1, 3) and support Z such that Z ′ ⊆ Z, as an easy
computation as above shows that RHom(T , T ′) 6= 0.
We give more information about the quiver. We introduce the following
terminology:
Definition 3.12. Let T ∈ Gˆ with support Z:
Z = LMK1 × LMK2 × . . .× LMKt , T = G∨a1  . . .G∨at .
(1) We call LMK1 the first component of Z, LMK2 the second compo-
nent of Z, etc, LMKt the last component of Z.
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(2) We say that we remove component the component LMKi from T if
we consider the sheaf T˜ given by
Z˜ = LMK1 × . . .× LMKi−1 × LMKi+1 × . . .× LMKt ,
T˜ = G∨a1  . . .G∨ai−1 G∨ai+1  . . .G∨at .
(3) We say that the end data of T is (k1, kt; k1 − a1, at). Clearly, different
objects in Gˆ could have the same end data.
(4) Recall from the proof of Lemma 3.9 that to show RHom(T , T ′) = 0
it suffices to show that
RHom(Li∗W,ZT , Li∗W,Z′T ′ ⊗ (N +D)) = 0,
where W = Z ∩ Z ′, N is the first Chern class of the normal bun-
dle NW,Z′ , i.e., the sum of boundary divisors that cut out Z, and
D = Di1 + . . .+Dir is a (possibly empty) sum of boundary divisors
containing both Z and Z ′. We let
W = LMS1 × LMS2 × . . . ,
RHom(iW,Z
∗T , iW,Z′∗T ′(N +D)) = CS1  CS2  . . . .
In what follows we will refer toCSi as the components ofRHom(T , T ′).
Lemma 3.9 and Lemma 3.10 have the following corollary, which can be
used as an algorithm to determine, given a pair of torsion objects T , T ′ in
Gˆ, whether RHom(T , T ′) = 0 or RHom(T ′, T ) = 0.
Corollary 3.13. Let T , T ′ be torsion sheaves in Gˆ with supports Z, Z ′ and end
data (k1, kt; b1, bt) and (k′1, k′s; b′1, b′s). If the following inequalities both hold
b1 + bt ≤ b′1 + b′s k1 + kt − b1 − bt ≥ k′1 + k′s − b′1 − b′s
and one of them is a strict inequality, then RHom(T , T ′) = 0. Moreover, if both
inequalities are equalities, then RHom(T , T ′) 6= 0 only possibly when
b1 = b
′
1, bt = b
′
s, k1 = k
′
1, kt = k
′
s,
and the first and last components components are the same, i.e., K1 = K ′1 and
Kt = K
′
s. Whenever all these conditions hold, we have that
RHom(T , T ′) = 0 if RHom(T˜ , T˜ ′) = 0,
where T˜ (respectively T˜ ′), are the sheaves obtained from T (respectively T ′) after
removing the first and last components LMK1 and LMKt .
Proof. Recall that we have
a1 = k1 − b1, a′1 = k′1 − b′1, at = bt, a′s = b′s.
By Lemma 3.9, if k1 − b1 > k′1 − b′1, then RHom(T , T ′) = 0. Similarly, by
Lemma 3.10, if kt − bt > k′s − b′s then RHom(T , T ′) = 0. Since we assume
(k1 − b1) + (kt − bt) ≥ (k′1 − b′1) + (k′s − b′s),
it follows that we must have k1 − b1 = k′1 − b′1, kt − bt = k′s − b′s. Now if
−k1 > −k′1, again by Lemma 3.9, we have RHom(T , T ′) = 0. Similarly, if
−kt > −k′s, by Lemma 3.10, we have RHom(T , T ′) = 0. Hence, we may
assume that k1 ≥ k′1, kt ≥ k′s. But then (k1 + k′1)− (kt + k′s) ≥ 0, while
(k1 + k
′
1)− (kt + k′s) = (b1 + bt)− (b′1 + b′s) ≥ 0.
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Hence, we must have k1 = k′1, kt = k′s, and hence, b1 = b′1, bt = b′s.
If these equalities hold, for the intersection Z ∩ Z ′ to be non-empty, we
must have that the first and last components components are the same, i.e.,
K1 = K
′
1 and Kt = K
′
s. As in the proof of Lemma 3.9 (Case 4), we can
remove the first and last components LMK1 and LMKt , from Z and Z
′ and
proceed with the rest. 
We finish this section by relating line bundles G1, . . . , Gn−1 on LMn to
the wonderful compactification of PGLn. Following [Bri07], we identify
Pic PGLn with the weight lattice of PGLn. Let α1, . . . , αn−1 be simple roots
and let ω1, . . . , ωn−1 be fundamental co-weights. It is shown in [Bri07] that
α1, . . . , αn−1 (resp. ω1, . . . , ωn−1) span the effective cone (resp. the nef cone)
of PGLn. We identify LMn with the closure of the maximal torus in PGLn.
Proposition 3.14. Divisors on PGLn corresponding to ω1, . . . , ωn−1 restrict to
divisors G1, . . . , Gn−1 on the Losev–Manin space LMn.
Proof. First we consider divisors D1, . . . , Dn on PGLn which correspond to
simple roots α1, . . . , αn−1. We will show that they restrict to total boundary
divisors
∆1 =
∑
δ0i, . . . , ∆n−1 =
∑
δ0i1...in−1
on the Losev–Manin space LMn. Indeed, it is known (see e.g. [Bri07]) that
D1, . . . Dn−1 are the boundary divisors of PGLn, i.e.
PGLn \ PGLn = D1 ∪ . . . ∪Dn−1.
In particular, everyDi restricts to a linear combination of boundary divisors
of LMn. Since each of these divisors is PGLn-invariant (acting by conjuga-
tion), the restriction is invariant under Sn (=Weyl group), i.e. it is a linear
combination of total boundary divisors.
PGLn is a spherical homogeneous space for the group PGLn × PGLn
extending its action on PGLn by left and write translations. The group of
semi-invariant functions Λ = k(PGLn)(B)/k∗ (where B = B−×B is a Borel
subgroup of PGLn × PGLn) is identified with the root lattice of PGLn,
which in turn is identified with the lattice of characters M = k(T )(T )/k∗
of the maximal torus in PGLn, via restriction of B-semi-invariant func-
tions. Every boundary divisor Di determines the functional ρ(Di) : Λ→ Z
(and so an element of the dual weight lattice Λ∗ = Zn/〈1, . . . , 1〉) by tak-
ing a divisorial valuation of a function in Λ along Di. In fact we have
ρ(Di) = ωi = e1 + . . . + ei mod 〈1, . . . , 1〉, the fundamental coweight (see
e.g. [Bri07]). These vectors span the Weyl chamber and the fan of LMn (as
a toric variety) is precisely the fan of its Weyl group translates. Moreover,
vectors ωi are primitive vectors along the rays which give boundary divi-
sors δ0,1,...,i, see [LM00]. So we are done by [BK05, Lemma 6.1.6].
By pulling back a coordinate hyperplane in Pn−1 and symmetrizing, we
get the formula
ψ0 =
n− 1
n
∆1 + . . .+
1
n
∆n−1.
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Combining it with Definition 1.5 yields the following formula for Gi’s:
Gi =
n−1∑
j=1
Bij∆j ,
where Bij = in−jn if i ≤ j and Bij = Bji if i > j. It is well-known and easy
to prove that the inverse of the matrix B is the Cartan matrix of the root
system An−1, and therefore
ψi =
n−1∑
j=1
Bijαj ,
which finishes the proof. 
4. FULLNESS OF THE EXCEPTIONAL COLLECTION Gˆ
We will need the following more general set-up.
Definition 4.1. For every integer r ≥ −1, define a contravariant functor Xr
from N to the category of smooth projective varieties as follows. Let XrN is
an iterated blow-up of Pn+r in n general points (marked by N ) followed by
the blow-up of
(
n
2
)
proper transforms of lines, etc. For example,
X−1N = LMN , X
r
∅ = P
r.
For every M ⊂ N , the forgetful morphism piN\M : XrN → XrM is induced
by a linear projection from points in N \M .
For every subset S ⊆ N of cardinality at most n + r − 1, we denote by
ES ⊆ XrN the exceptional divisor over a subspace spanned by points in S.
Proposition 4.2. All conditions of Theorem 2.5 are satisfied. Thus we have a
semi-orthogonal decomposition
Db(XrS) = 〈Dbcusp(XrS), {Lpi∗KDbcusp(XrS\K)}K⊂S , Lpi∗NDb(Pr)〉,
where K runs over proper subsets of S in the order of increasing cardinality.
Notation 4.3. For every i ∈ N , we have a birational morphism
fi : X
r
N → Xr+1N\i ,
obtained by blowing down exceptional divisors ES , i ∈ S, in the order of
decreasing cardinality.
Definition 4.4. (Strata in XrN .) Consider partitions
N = N1 unionsq . . . unionsqNk, |Ni| > 0 (i = 1 . . . , k − 1).
Denote
ZN1,...,Nk = EN1 ∩ EN1∪N2 ∩ . . . ∩ EN1∪...∪Nk−1 .
We call ZN1,...,Nk a stratum in X
r
N . We call a stratum in X
r
N to be massive, if
it is the image of a massive stratum in LMn+r+1 via the the birational map
LMn+r+1 → XrN which is the composition of the maps fi, for those i /∈ N .
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For r ≥ 0, each stratum ZN1,...,Nk is the image of a stratum in LMn+r+1.
For all r ≥ −1, we can identify
ZN1,...,Nk ' LMN1 × . . .× LMNk−1 ×XrNk ,
whereXrNk is the blow-up of P
|Nk|+r at the linear subspaces spanned by the
points in Nk. If r ≥ 0, a stratum ZN1,...,Nk is massive if and only if |Ni| ≥ 2
for all i = 1, . . . , k − 1 and |Nk|+ r > 0.
Definition 4.5. We let GˆrN be a collection of objects in Db(XrN ) defined in-
ductively as follows:
Gˆ−1N := GˆN , Gˆ
r+1
N = Rfi∗(Gˆ
r
N ).
Definition 4.6. Consider the following line bundles on XrN (r ≥ −1):
Gra
∨ = −aH + (a− 1)
∑
i∈N
Ei + (a− 2)
∑
i,j∈N
Eij + . . . , (a = 1, . . . , n+ r),
(as long as the coefficient in front of the exceptional divisor is positive).
Lemma 4.7. For everyE ∈ Dbcusp(XrN ),Rfi∗(E) ∈ Dbcusp(Xr+1N\i ). In particular,
the collection GˆrN is contained in Dbcusp(XrN ). Moreover, we have
Rfi∗G
r
a
∨ = Gr+1a
∨
(a = 1, . . . , n+ r).
In particular, GˆrN contains the line bundlesGra
∨ (1 ≤ a ≤ n+r) and the following
torsion objects:
T = (iZ)∗L, L = G∨a1  . . .G∨ak−1 Grak∨
for all massive strata Z = ZN1,...,Nk in X
r
N and all 1 ≤ ai ≤ |Ni| − 1 when
i = 1, . . . , k − 1, and all 1 ≤ ak ≤ |Nk|+ r.
Proof. The first statement follows from the commutative diagram
XrN
fi−−−−→ Xr+1N\i
pij
y ypij
XrN\j
fi−−−−→ Xr+1N\i,j
(4.1)
To prove the rest of the Lemma, it suffices to prove Rfi∗Gra
∨ = Gr+1a
∨.
Denote t = min{a− 1, n}. Note that
Lf∗i G
r+1
a
∨
= f∗i G
r+1
a
∨
= −aH + (a− 1)
∑
j∈N\{i}
Ej+ (4.2)
+(a− 2)
∑
j,k∈N\{i}
Ejk + . . .+ (a− t)
∑
J⊂N\{i},|J |=t
EJ ,
as the pull-backs f∗i EJ are simply the proper transforms of the divisors EJ
under the blow-up map fi. In particular, f∗i G
r+1
a
∨
= Gr+1a
∨
+ F , where
F = (a− 1)Ei + (a− 2)
∑
j∈N\{i}
Eij + . . .+ (a− t)
∑
J⊂N,i∈J,|J |=t
EJ .
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Note that the coefficient a− |J | of any EJ appearing in F satisfies
1 ≤ a− |J | ≤ n+ r − j < n+ r − j + 1 = codimXrNEJ .
This implies, after repeatedly applying Lemma 4.8 to the morphisms that
successively blow down the divisors EJ with i ∈ J , for a fixed |J | (starting
from the larger |J | to the smaller), that Rfi∗O(F ) = O. It follows that
Rfi∗G
r
a
∨ = Rfi∗
(
fi
∗Gr+1a
∨ ⊗O(F )) = Gr+1a ∨ ⊗Rfi∗O(F ) = Gr+1a ∨.

Lemma 4.8. Let p : X → Y be a blow-up of a smooth subvarietyZ of codimension
r + 1 of a smooth projective variety Y . Let E be the exceptional divisor. Then for
all 1 ≤ i ≤ r we have
Rp∗OX(iE) = OY .
Proof. For all 1 ≤ i ≤ r consider the exact sequences
0→ OX((i− 1)E)→ OX(iE)→ OE(−i)→ 0,
where OE(−1) = OE(E) is the tautological line bundle. The statement
now follows at once by applying Rp∗(−) to the above sequences, as for all
1 ≤ i ≤ r we have Rp∗OE(−i) = 0. 
Lemma 4.9. All sheaves in GˆrN are exceptional.
The proof is identical to that of Lemma 3.8 and we omit it. The same
direct computation as in Lemma 3.4 shows that the line bundles Gra satisfy
the same restriction properties as the line bundles Ga:
Lemma 4.10. For S ⊆ N , identifying the exceptional divisor ES ⊆ XrN with the
product LMS ×XrN\S , we have
Gra|ES =

Ga O if a < |S|
O if a = |S|
O Gra−|S| if a > |S|.
The analogue of Lemma 3.5 is the following.
Lemma 4.11.
(1) Every Gra is nef (hence, globally generated), of relative degree 1 with re-
spect to any forgetful map pii, i ∈ N .
(2) Each (Gra)∨ is acyclic.
(3) RHom(Ga, Gb) = 0 if a > b.
(4) RΓ(−ψ0 +Ga −Gb) = 0 if a < b.
The proof is identical to that of Lemma 3.5 and we omit it. Note that
unlike the case r = −1, when r ≥ 0, there is no more S2-symmetry, and it
is generally false that RHom(Ga, Gb) = 0 if a < b. For example, if r ≥ 0,
then RHom(G1, G2) = RΓ(H −
∑
i∈N Ei) 6= 0. As a result, the order <
of Lemma 3.9 does not generally descend to an order on GˆrN which makes
GˆrN an exceptional collection (for example, if N = ∅). However, the order
<′ from Corollary 3.10 descends to an order on GˆrN which makes GˆrN an
exceptional collection:
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Lemma 4.12. For all r ≥ −1, the set GˆrN is an exceptional collection with re-
spect to the following order. Let T , T ′ ∈ GˆrN . Let (k1, . . . , kt; a1, . . . , at) and
(k′1, . . . , k′s; a′1, . . . , a′s) be the corresponding data. Then T >′ T ′ if the sequence
(kt − at,−kt, kt−1 − at−1,−kt−1, , . . .)
is lexicographically(=alphabetically) larger than
(k′s − a′s,−k′s, k′s−1 − a′s−1,−k′s−1, . . .).
Proof. The proof is similar to that of Lemma 3.9. We sketch the proof for
completeness. Let Z and Z ′ be massive strata supporting sheaves T >
T ′ in Gˆ. These sheaves have the form RiZ∗L and RiZ′∗L′, respectively.
We have to show that RHom(T , T ′) = 0. Let U be the smallest stratum
containing both Z and Z ′. Then U is the intersection of codimension one
strata (exceptional divisors) D1, . . . , Ds containing both Z and Z ′. Let W =
Z ∩ Z ′. We can assume that W is non-empty as otherwise there is nothing
to prove. Let iW,Z : W ↪→ Z and iW,Z′ : W ↪→ Z ′ be the inclusions. As in
the proof of Lemma 3.9, it suffices to prove that
RHom(Li∗W,ZL, Li∗W,Z′L′ ⊗ (D +N)) = 0,
where N is the first Chern class of the normal bundle NW,Z′ , i.e., the sum
of all the exceptional that cut out Z but don’t contain Z ′. We write
W = LMK1 × LMK2 × . . .LMKs−1 ×XrKt ,
RHom(iW,Z
∗L, iW,Z′∗L′(D +N)) = C1  C2  . . . Ct,
where C1 is computed on LMK1 , etc.
Case 1. Suppose kt − at > k′t − a′t. We prove that Ct = 0. If kt < k′t, then
a′t > at + (k′t − kt) > (k′t − kt). Hence,
Ct = RHom(−Gat ,−Ga′t−(k′t−kt) − ψ∞),
where −ψ0 is a contribution from N (there is no contribution from D). As
a′t − (k′t − kt) > at, it follows that Ct = 0 by Lemma 4.11 (4).
If kt = k′t, then a′t > at. As there is no contribution from N to Ct, we
have that either Ct = RHom(−Gat ,−Ga′t) = 0 (if D doesn’t include DK1)
or Ct = RHom(−Gat ,−Ga′t − ψ0) = 0 (if D includes DK1).
If kt > k′t, then there are no contributions from N or D to Ct and Ct =
RHom(L,−Ga′t) = 0, where L = −Gat−(kt−k′t) if at > kt − k′t or L = O
otherwise. As by assumption at − (kt − k′t) < a′t, it follows that in both
cases Ct = 0 by Lemma 3.5.
Case 2. Suppose kt − at = k′t − a′t and kt < k′t. Then a′t = (k′t − kt) + at
and hence, a′t > (k′t − kt). As in Case 1, we have that
Ct = RHom(−Gat ,−Ga′t−(k′t−kt) − ψ0) = RHom(−Gat ,−Gat − ψ0) = 0.
Case 3. Suppose at = a′t, kt = k′t and D includes DKt . In this case, we
have Ct = RHom(−Gat ,−Gat − ψ0) = 0.
Case 4. Suppose at = a′t, kt = k′t, D does not include DKt . In this
case Ct = RHom(−Gat ,−Gat) = C is useless. However, we can now use
Corollary 3.10 as the remaining factors are Losev-Manin spaces (or alter-
natively, proceed exactly as above, by restricting to the next Losev–Manin
factor LMKt−1 in W ). The Lemma follows. 
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Lemma 4.13. Let r ≥ −1. For every T ∈ Gˆr+1N and every j ∈ N , we have
Rpij∗Lfi
∗T = 0.
Proof. We use the commutative diagram (4.1). Since pij is flat andXrN\j×Xr+1
N\ij
Xr+1N\i has toroidal, and hence rational, singularities, the claim follows by
cohomology and base change. 
To finish the proof of Theorem 1.6, we prove the following crucial result:
Lemma 4.14. Let r ≥ −1. For every T ∈ Gˆr+1N ,
Cone [Lpii
∗Rpii∗Lfi∗T → Lfi∗T ]
belongs to the subcategory generated by GˆrN .
We postpone the proof of Lemma 4.14 to the end of this section. We use
Lemma 4.14 to prove the following result (that implies Theorem 1.6):
Proposition 4.15. If N 6= ∅, the subcategory Dbcusp(XrN ) is generated by GˆrN .
This proves the following theorem:
Theorem 4.16. For all r ≥ −1, GˆrN is a full, exceptional collection inDbcusp(XrN ).
In particular, when r = −1 this gives that the collection GˆN is a full,
exceptional collection in Dbcusp(LMN ) (Theorem 1.6).
Proof of Prop. 4.15. We argue by induction on the dimension n+r, and for a
fixed n+ r, by induction on n. The base of induction is Xr−11 . Note that we
have a P1-bundle pi1 : Xr−11 → Pr−1. By Orlov’s Theorem 2.3, Dbcusp(Xr−11 )
is generated by
pi∗1D
b(Pr−1)⊗O(−E1) = 〈−rH + (r − 1)E1, . . . ,−2H + E, −H〉,
which is precisely our claim in this case.
Assume n ≥ 2. Choose an objectE ∈ Dbcusp(XrN ) such thatRHom(T , E) =
0 for every T ∈ GˆrN . We need to show that E = 0. We first show that
Rfi∗E = 0 for all i ∈ N . Let i ∈ N . By Lemma 4.7, Rfi∗E ∈ Dbcusp(Xr+1N\{i}).
By the inductive assumption, to prove Rfi∗E = 0, it is sufficient to prove
that RHom(T , Rfi∗E) = 0 for every T ∈ Gˆr+1N\{i}. Note that
RHom(T , Rfi∗E) = RHom(Lf∗i T , E).
If we let C = Cone [Lpii∗Rpii∗Lfi∗T → Lfi∗T ], it follows by Lemma 4.14
that RHom(C,E) = 0. Using the distinguished triangle
Lpii
∗Rpii∗Lfi∗T → Lfi∗T → C → Lpii∗Rpii∗Lfi∗T [1]
and the fact that for all F ∈ Db(XrN\{i}) we have (since E ∈ Dbcusp(XrN ))
RHom(Lpii
∗F,E) = RHom(F,Rpii∗E) = 0,
it follows that RHom(Lf∗i T , E) = 0. This proves that Rfi∗E = 0 for all
i ∈ N . In particular, by Lemma 2.1 the support SuppE of E is contracted
by all birational maps fi, i ∈ N :
SuppE ⊆ Exc(f1) ∩ . . . ∩ Exc(fn).
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Since Exc(fi) =
⋃
i∈S ES and ES ∩ ET 6= ∅ if and only if S ⊆ T or T ⊆ S,
this implies that Exc(f1) ∩ . . . ∩ Exc(fn) can be non-empty only if r ≥ 1,
in which case this intersection is contained in EN , the exceptional divisor
corresponding to blowing up the proper transform ∆N ∼= LMN of the sub-
space spanned by the points in N (the last blow-up). It follows that
SuppE ⊆ EN ∼= ∆N × Pr.
For every i ∈ N , we can decompose fi = f ′i ◦ p, where p : XrN → Y
blows-down EN (with image ∆N ) and f ′i : Y → Xr+1N\{i} is the composition
of blow-downs of ES for i ∈ S, S 6= N . If we denote E′S = p(ES), it is still
the case that E′S ∩ E′T 6= ∅ if and only if S ⊆ T or T ⊆ S. It follows that
Exc(f ′1) ∩ . . . ∩ Exc(f ′n) = ∅. (4.3)
Since Rf ′i∗Rp∗E = Rfi∗E = 0 for all i, (4.3) and Lemma 2.1 impliy that
Rp∗E = 0.
Let α : EN ↪→ XrN be the inclusion map. By Orlov’s Theorem 2.4, E be-
longs to the subcategory in Db(XrN ) with semi-orthogonal decomposition〈
Rα∗
[
Db(LMN )OPr(−r)
]
, . . . , Rα∗
[
Db(LMN )OPr(−1)
]〉
.
In particular, there exist morphisms
0 = E0 → E1 → . . .→ Er = E
that fit into exact triangles
Ei−1 → Ei → Fi → Ei−1[1] with Fi ∈ Rα∗
[
Db(LMN )OPr(−i)
]
.
Claim 4.17. Fi ∈ Rα∗
[
Dbcusp(LMN )OPr(−i)
]
for all 1 ≤ i ≤ r.
The proposition now follows immediately from Claim 4.17: by the in-
ductive hypothesis, the subcategory Rα∗
[
Dbcusp(LMN )OPr(−i)
]
is gen-
erated by sheaves that belong to GˆrN , but the latter have no non-zero mor-
phisms into E. Thus E = 0. 
Proof of Claim 4.17. Let Fi = Rα∗(Hi  OPr(−i)) for some Hi ∈ Db(LMN ).
We have to show that Hi ∈ Dbcusp(LMN ) for all i.
Let j ∈ N and let αj : LMN\{j} × Pr ↪→ XrN\{j} be the inclusion. Then
Rpij∗Fi = Rpij∗Rα∗(Hi OPr(−i)) = Rαj∗(Rpij∗Hi OPr(−i)),
where Rpij∗Hi ∈ Db(LMN\{j}). In particular, Rpij∗Hi = 0 if and only if
Rpij∗Fi = 0. Note that Rpij∗Fi belongs to the subcategory
Rαj ∗
[
Db(LMN\{j})OPr(−i)
]
.
Suppose Rpij∗Fp 6= 0 for some j ∈ N and choose the maximal p with this
property. Applying Rpij∗ to the filtration gives morphisms
0 = Rpij∗E0 → Rpij∗E1 → . . .→ Rpij∗Er = Rpij∗E = 0
that fit into exact triangles
Rpij∗Ei−1 → Rpij∗Ei → Rpij∗Fi → Rpij∗Ei−1[1].
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In particular, Rpij∗Ep = Rpij∗Ep+1 = . . . = Rpij∗Er = Rpij∗E = 0 and
Rpij∗Fp ' Rpij∗Ep−1[1].
However, Rpij∗Ep−1[1] belongs to the subcategory generated by
Rαj ∗
[
Db(LMN ′)OPr(−i)
]
for i < p, and thus can not have a non-zero morphism to Rpij∗Fp. 
We now prove Lemma 4.14. The proof occupies the rest of this section.
We first prove the case when T ′ = Gr+1a ∨ on Xr+1N\{i} in Lemma 4.18.
Lemma 4.18. Let r ≥ −1. For all 1 ≤ a ≤ n+ r, i ∈ N , we have
pii∗
(
f∗i G
r+1
a
∨)
= 0,
R1pii∗
(
f∗i G
r+1
a
∨)
= Gra−1
∨ ⊕Gra−2∨ ⊕ . . .⊕Gr1∨ if a ≥ 2 and 0 if a = 1,
Cone
[
Lpii
∗Rpii∗Lfi∗Gr+1a
∨ → Lfi∗Gr+1a ∨
]
= Gra
∨ ⊕Gra−1∨ ⊕ . . .⊕Gr1∨.
Proof. If a = 1, then f∗i G
r+1
1
∨
= −H = Gr1∨ and the statements follow at
once as Gr1
∨ is a cuspidal object. Assume now a ≥ 2. For clarity, consider
first the situation when a ≤ n. In this case, we have
(Gra)
∨ = −aH + (a− 1)
∑
j∈N\i
Ej + . . .+ 1 ·
∑
J⊆N\i,|J |=a−1
EJ .
Define divisors on XrN as follows:
Es =
∑
i∈I⊆N,|I|=s
EI (1 ≤ s ≤ a− 1),
Fs = E
1 + E2 + . . .+ Es = Ei +
∑
j
Eij +
∑
j,k
Eijk + . . .+
∑
i∈I⊆N,|I|=s
EI .
H1 = f
∗
i G
r+1
a , H2 = H1+F1, H3 = H2+F2, . . . ,Ha = Ha−1+Fa−1 = G
r
a
∨.
There are two sets of exact sequences that we will use, identifying as
usual, divisors with the corresponding line bundles:
(A)
0→ H1 → H2 → H2|F1 → 0,
0→ H2 → H3 → H3|F2 → 0,
...
0→ Ha−1 → Ha → Ha|Fa−1 → 0.
(B) For 2 ≤ k ≤ a− 1 and 1 ≤ s ≤ k − 1, letting
Qks+1 =
(
Hk+1 − Fs
)
|Es+1 =
⊕
i∈I⊆N,|I|=s+1
(
Hk+1 − Fs
)
|EI ,
we have exact sequences
0→ Qk2 → Hk+1|F2 → Hk+1|F1 → 0,
0→ Qk3 → Hk+1|F3 → Hk+1|F2 → 0,
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...
0→ Qkk → Hk+1|Fk → Hk+1|Fk−1 → 0,
Note that Fs+1 = Fs + Es+1 and the sequences in (B) are obtained by ten-
soring with Hk+1 the canonical sequence
0→ O(−Fs)|Es+1 → OFs+1 → OFs → 0. (4.4)
Lemma 4.18 follows at once from taking k = 1 in (A1), (A2) in Claim 4.19.
Here parts (B1)-(B3) refer to the exact sequences in (B), while (A1)-(A2) refer
to the exact sequences in (A). Parts (B1)-(B3) will be used to prove (A1)-(A2)
(this is why they appear first).
We now discuss the case when a > n. In this case, we have
(Gra)
∨ = −aH + (a− 1)
∑
j∈N\i
Ej + . . .+ (a− (n− 1)) · EN\i.
We define Fs as above in the range 1 ≤ s ≤ n, and let
Fa−1 = . . . = Fn+1 = Fn = E1 + E2 + . . .+ En
We define Hk as above, for all 1 ≤ k ≤ a. As before, Ha = (Gra)∨. We use
the exact sequences as in (A). In order to analyze the sheavesHk+1|Fk , there
are two cases to consider: (1) 1 ≤ k ≤ n < a, and (2) n < k ≤ a − 1. For a
fixed k, we consider the sequences (4.4) as in (B), where for 1 ≤ s ≤ k − 1,
Qks+1 is defined as before if s ≤ n− 1, while if k − 1 ≥ s ≥ n, we let
Qkn+1 = . . . = Q
k
k = 0.
Hence, the exact sequences in (B) that we consider are:
0→ Qk2 → Hk+1|F2 → Hk+1|F1 → 0,
0→ Qk3 → Hk+1|F3 → Hk+1|F2 → 0,
...
0→ Qkn → Hk+1|Fn → Hk+1|Fn−1 → 0,
The rest of the proof is identical, as Claim 4.19 still holds. 
Claim 4.19. (B1) For 2 ≤ k ≤ a− 1 and 1 ≤ s ≤ min{k− 1, n− 1}, we have
Rpii∗Qks+1 = 0.
(B2) For all 1 ≤ s ≤ k ≤ a− 1, we have
Rlpii∗
(
Hk+1|Fs
)
= 0 for all l > 0,
pii∗
(
Hk+1|Fs
)
= (Grk)
∨.
(B3) For all 1 ≤ s ≤ k ≤ a− 1, the canonical map
pii
∗pii∗
(
Hk+1|Fs
)→ (Hk+1|Fs)
is surjective with kernel pi∗i (G
r
k)
∨ ⊗O(−Fs). Moreover,
Cone
[
Lpii
∗Rpii∗
(
Hk+1|Fs
)→ (Hk+1|Fs)] = (pi∗i (Grk)∨ ⊗O(−Fs))[1].
In particular,
Cone
[
Lpii
∗Rpii∗
(
Hk+1|Fk
)→ (Hk+1|Fk)] = (Grk)∨[1].
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(A1) For all 1 ≤ k ≤ a− 1, we have
pii∗
(
Hk
)
= 0,
R1pii∗
(
Hk
)
= (Gra−1)
∨ ⊕ (Gra−2)∨ ⊕ . . .⊕ (Grk)∨.
(A2) For all 1 ≤ k ≤ a, we have
Cone
[
Lpii
∗Rpii∗
(
Hk
)→ (Hk)] = (Gra)∨ ⊕ (Gra−1)∨ ⊕ . . .⊕ (Grk)∨.
Proof of Claim 4.19. We prove (B1)-(B3). From the commutative diagram
LMI ×XrN\I = EI −−−−→ XrN
(pii,Id)
y ypii
LMJ ×XrN\I = EJ −−−−→ XrN\i
(4.5)
it follows that
Rpii∗
(− ψx  (Grk−s)∨) = Rpii∗(−ψx) (Grk−s)∨ = 0,
as Rpii∗(−ψx) = 0. Hence, (4.9) implies that Rpii∗Qks+1 = 0, thus proving
(B1). Note that it suffices to prove (B2) and (B3) for 1 ≤ s ≤ min{k, n},
as Fn = Fn+1 = . . . = Fa−1. Clearly, (B2) follows immediately from (B1),
the exact sequences in (B) and the diagram (4.10). We now prove (B3) by
induction on s (for a fixed k). Denote
hs : pii
∗pii∗
(
Hk+1|Fs
)→ (Hk+1|Fs), Ks = Ker(hs)
We use the following two observations: (1) For any sheaf T , the canonical
map pii∗pii∗(T ) → T is non-zero whenever pii∗(T ) is non-zero, and (2) If
F ⊂ X is an effective divisor and L is a line bundle on X , the only non-
zero morphism L → L|F is the restriction map (with kernel L(−F )).
When s = 1, we have from (B2) and (4.10) that
pii∗
(
Hk+1|F1
)
= (Grk)
∨, pii∗pii∗
(
Hk+1|F1
)
= pii
∗(Grk)
∨,
Hk+1|F1 = (G
r
k)
∨ = (pii∗(Grk)
∨)|F1 on F1 = Ei.
Hence, it follows from the observations (1) and (2) above that h1 is surjec-
tive and K1 = pi∗i (Grk)∨ ⊗ O(−F1). Assume now that hs is surjective and
Ks = pi∗i (Grk)∨ ⊗O(−Fs). By applying pi∗i pii∗(−) to the exact sequence
0→ Qks+1 →
(
Hk+1
)
|Fs+1 →
(
Hk+1
)
|Fs → 0, (4.6)
it follows from (B1) that there is a commutative diagram:
0 −−−−→ 0 −−−−→ pii∗pii∗
(
Hk+1|Fs+1
) −−−−→ pii∗pii∗(Hk+1|Fs) −−−−→ 0y yhs+1 yhs
0 −−−−→ Qks+1 −−−−→
(
Hk+1|Fs+1
) −−−−→ (Hk+1|Fs) −−−−→ 0
By our inductive assumption, hs is surjective. By the snake lemma, there is
an exact sequence
0→ Ks+1 → Ks → Qks+1 → Coker(hs+1)→ 0.
The induced map Ks → Qks+1 is non-zero. Otherwise, Qks+1 ∼= Coker(hs+1),
which implies that the exact sequence (4.6) is split, since there is a retract(
Hk+1|Fs+1
) → Qks+1. But the sequence (4.6) is obtained by tensoring the
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canonical sequence (4.4) with a line bundle, and (4.4) is not split, as there
are no non-zero morphisms OFs+1 → OEs+1(−Fs):
Hom
(OFs+1 ,OEs+1(−Fs)) = H0(OEs+1(−Fs)) = 0,
by (4.7), and we have a contradiction. By the induction assumption, we
have Ks = pi∗i (Grk)∨ ⊗O(−Fs). By (4.9), we have that
Qks+1 =
(
pi∗i (G
r
k)
∨ ⊗O(−Fs)
)
|Es+1 .
Hence, Qks+1 = (Ks)|Es+1 . By observation (2), the map Ks → Qks+1 is surjec-
tive, i.e., Coker(hs+1) = 0 and furthermore,
Ks+1 = Ks(−Es+1) = pi∗i (Grk)∨ ⊗O(−Fs − Es+1) = pi∗i (Grk)∨ ⊗O(−Fs+1),
This proves the first statement in (B3). In particular, this gives
Cone
[
Lpii
∗Rpii∗
(
Hk+1|Fk
)→ (Hk+1|Fk)] = (pi∗i (Grk)∨ ⊗O(−Fk))[1].
and now the last statement in (B3) follows from
Grk
∨ = pi∗i (G
r
k)
∨ ⊗O(−Fk).
We now prove (A1) and (A2). Apply pii∗(−) to the exact sequences in (A).
Then (A1) follows from (B2) and downward induction, using the fact that
there are no non-trivial extensions between (Grk)
∨ and (Grk′)
∨ for k 6= k′.
Similarly, to prove (A2), we use downward induction on 1 ≤ k ≤ a and the
exact sequences in (A). As Ha = (Gra)∨, we have
Cone
[
Lpii
∗Rpii∗
(
Ha
)→ (Ha)] = (Gra)∨.
Note that if pi : X → Y is a morphism between smooth projective varieties
and 0→ A1 → A2 → A3 → 0 is an exact sequence of sheaves on X , there is
a distinguished triangle relating the cones Ci = Cone [Lpi∗Rpi∗Ai → Ai]:
C1 → C2 → C3 → C1[1]
Then (A2) follows from (B3) by using the fact that there are no non-trivial
extensions between Grk
∨ and Grk′
∨ for k 6= k′. 
Claim 4.20. For all subsets I ⊆ N with i ∈ I , |I| = s + 1, 1 ≤ s ≤ n − 1, we
have on EI ∼= LMI ×XrN\I
Fs|EI = ψx O, (4.7)
(here x is the attaching point). Assume now that 1 ≤ k ≤ a − 1 and 1 ≤ s ≤
min{k − 1, n− 1}. Then
Hk+1|EI = O  (Grk−s)∨ =
(
pi∗i (G
r
k)
∨)
|EI , (4.8)
Hence, we have(
Hk+1 − Fs
)
|EI = (−ψx) (G
r
k−s)
∨ =
(
pi∗i (G
r
k)
∨ ⊗O(−Fs)
)
|EI ,
Qks+1 =
⊕
i∈I⊆N,|I|=s+1
(−ψx) (Grk−s)∨ =
(
pi∗i (G
r
k)
∨ ⊗O(−Fs)
)
|Es+1 . (4.9)
Moreover, on Ei ∼= XrN\{i} we have
Hk+1|Ei = (G
r
k)
∨. (4.10)
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Proof. To prove (4.7), we let I = J ∪ {i}. Then |J | = s. We have:
(Fs)|EI =
(
Ei +
∑
j∈N\i
Eij + . . .+
∑
K⊆N\i,|K|=s−1
EK
)
|EI =
= δJ∪{x} +
∑
j∈J
δ(J\{j})∪{x} + . . .+
∑
j∈J
δjx.
(as divisors on LMI ). Using the ψx Kapranov model of LMI , one has
(Fs)|EI = ΛJ +
∑
j∈J
E(J \ {j}) + . . .+
∑
j∈J
Ej = H.
Here ΛJ denotes the class of the proper transform in LMI of the hyperplane
in Ps spanned by the points in J . This proves (4.7).
To see (4.8) and (4.10), recall that if 1 ≤ k ≤ a− 1, then
Hk+1 = H1 + F1 + . . .+ Fk,
H1 = −aH+(a−1)
∑
j∈N\{i}
Ej+(a−2)
∑
j,k∈N\{i}
Ejk+. . .+(a−t)
∑
K⊆N\{i},|K|=t
EK ,
where t = min{a− 1, n− 1}. There are two cases to consider:
(a) k ≤ n (with either n ≤ a− 1 or a− 1 ≤ n),
(b) k > n, in which case, we must have a − 1 > n and t = n − 1. Note
that we must have r ≥ 2, as n+ r − 1 ≥ a− 1 > n.
In case (a), we have
F1 + . . .+ Fk = kEi + (k − 1)
∑
j∈N\{i}
Eij + . . .+ 1 ·
∑
i∈K⊆N,|K|=k
EK .
In case (b), we have
F1 + . . .+ Fk = kEi + (k − 1)
∑
j∈N\{i}
Eij + . . .
. . .+ (k − n+ 2)
∑
i∈K⊆N,|K|=n−1
EK + (k − n+ 1)EN .
Let now 1 ≤ s ≤ min{k − 1, n − 1} and let I ⊆ N , with i ∈ I and
|I| = s+ 1, for some 0 ≤ s ≤ k − 1. Let
O(Hk+1)|EI = O(H ′)O(H ′′),
where H ′ is the component on LMI and H ′′ is the component on XrN\I . We
now compute H ′ and H ′′. Note that only the divisors EK with I ⊆ K ⊆ N
contribute to H ′′. For example, H1 does not, i.e., we have:
H ′′ =
(
F1 + . . .+ Fk
)
|EI .
In case (a) we have:
H ′′ = (k − s)(−ψx) + (k − s− 1)
∑
k∈N\I
δk,x+
+(k − s− 2)
∑
k,l∈N\I
δk,l,x + . . .+ 1 ·
∑
K⊆N\I,|K|=k−s−1
δK∪{x}.
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(as a divisor on M0,N\I ), while in case (b), we have:
H ′′ = (k − s)(−ψx) + (k − s− 1)
∑
k∈N\I
δk,x+
+(k − s− 2)
∑
k,l∈N\I
δk,l,x + . . .+ (k + 1− n)δ(N\I)∪{x}.
In both cases H ′′ = (Grk−s)
∨, as by the definition of Grk−s on X
r
N\I ,
(Grk−s)
∨ = (k−s)H− (k−s−1)
∑
j∈N\I
Ej− . . .− (k−s− t′)
∑
K⊆N\I,|K|=t′
EK ,
(in the Kapranov model given by ψx), where t′ = min{k− s− 1, n− s− 1},
i.e., t′ = k − s− 1 in case (a), and t′ = n− s− 1 in case (b)
We now calculate H ′. Let I = J ∪ {i}. Since |J | = s ≤ min{k − 1, n− 1},
we have s ≤ t = min{a− 1, n− 1}. Using the ψ0 Kapranov model of LMI ,
we obtain that the contribution from H1 to H ′ comes from
−aH + (a− 1)
∑
j∈J
Ej + . . .+ (a− (s− 1))
∑
K⊆J,|K|=s−1
EK + (a− s)EJ ,
and equals
−aH + (a− 1)
∑
j∈J
Ej + . . .+ (a− (s− 1))
∑
K⊆J,|K|=s−1
EK + (a− s)ΛJ ,
while the contribution from F1 + . . .+ Fk to H ′ comes from
kEi + (k − 1)
∑
j∈J
Eij + . . .+ (k − (s− 2))
∑
K⊆J,|K|=s−2
EK∪{i}+
+(k − (s− 1))
∑
K⊆J,|K|=s−1
EK∪{i} + (k − s)EJ ,
and equals
kEi + (k − 1)
∑
j∈J
Eij + . . .+ (k − (s− 2))
∑
K⊆J,|K|=s−2
EK∪{i}+
+(k − (s− 1))
∑
K⊆J,|K|=s−1
ΛK∪{i} + (k − s)(−ψx).
Here ΛS (for S ⊆ I with |S| = s) denotes the class of the proper transform
in LMI of the hyperplane in Ps spanned by the points in S, i.e.,
ΛS = H −
∑
K⊆S,1≤|K|≤s−1
EK .
We now sum up these two terms and compute the coefficient of H to be:
−a+ (a− s) + (k − s+ 1)s− (k − s)s = 0.
Here we use that on LMI , the class of ψx in the ψ0 Kapranov model is
ψx = sH − (s− 1)
∑
j∈I
−(s− 2)
∑
j,k∈I
− . . . .
Similarly, the coefficient of EK , for K ⊆ J , |K| = l is:
(a− l)− (a− s)− (k − s+ 1)(s− l) + (k − s)(s− l) = 0,
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while the coefficient of EK∪{i}, for K ⊆ J , |K| = l is:
(k − l)− (k − s+ 1)(s− l) + (k − s)(s− l − 1) = 0.
Hence, H ′ = 0 and O(Hk+1)|EI = O  (Grk−s)∨.
To see
(
pi∗i (G
r
k)
∨)
|EI = O  (G
r
k−s)
∨, we use the commutative diagram
(4.5). Note that the line bundle (Grk)
∨
|EJ = O(Grk−s)∨ (Remark 4.10). This
finishes the proof of (4.8). The case when EI = Ei corresponds to the case
s = 0, and the above computation shows (4.10). Clearly, (4.9) follows from
(4.8) and (4.7). 
To prove the general case of Lemma 4.14, we need the following:
Lemma 4.21. If pii : XrN → XrN\i is the forgetful map, for all 1 ≤ a ≤ n+ r− 1,
the line bundle pi∗i (G
r
a
∨)⊗O(−Ei) belongs to the subcategory generated by GˆrN .
Proof. Let t = min{a − 1, n − 1}. Keeping the notations in the proof of
Lemma 4.18, consider the divisors Fs on XrN , for 1 ≤ s ≤ t+ 1:
Fs = E
1 + E2 + . . .+ Es = Ei +
∑
j
Eij +
∑
j,k
Eijk + . . .+
∑
i∈I⊆N,|I|=s
EI ,
and let
L1 = pi∗i (G
r
a
∨)− F1, L2 = pi∗i (Gra∨)− F2, . . . , Lt+1 = pi∗i (Gra∨)− Ft+1.
We claim that pi∗i (G
r
a
∨) − Ft+1 = (Gra)∨. This is clear if one considers
separately the two cases, a ≤ n and a > n. For example, if a > n then
(Gra)
∨ = −aH + (a− 1)
∑
j∈N
+ . . .+ (a− n)EN = pi∗i (Gra)∨ − Fn.
We have to prove that L1 belongs to the subcategory generated by GˆrN .
We use the exact sequences
0→ L2 → L1 →
⊕
j∈N\i
(L1)|Eij → 0,
0→ L3 → L2 →
⊕
j,k∈N\i
(L2)|Eijk → 0,
...
0→ Lt+1 → Lt →
⊕
J⊆N\{i},|J |=t
(Lt)|EJ∪{i} → 0.
Clearly, it is enough to prove that the sheaves (Ls)|EJ∪{i} , for all 1 ≤ s ≤ t
and J ⊆ N \ {i}, |J | = s, are in the subcategory generated by GˆrN . Note
that EJ∪{i} is a massive stratum in XrN , as
|J ∪ {i}| = s+ 1 ≥ 2, |N \ J |+ r = n− s+ r > 0,
since s ≤ t ≤ n− 1 and when r = −1, we have t = a− 1 and a ≤ n− 1.
As in (4.8), we have
(
pi∗iG
r
a
∨)
|EJ∪{i} = O  (G
r
a−s)∨, while by (4.7), we
have O(−Fs)|EJ∪{i} = (−ψx)  O. It follows that (Ls)|EJ∪{i} is one of the
objects in GˆrN , as it equals (−ψx) (Gra−s)∨. 
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Proof of Lemma 4.14. Consider the case when T is a torsion sheaf. Let
T = (iZ)∗L, L = G∨a1  . . .G∨al−1 Gr+1al
∨
,
where Z = ZN1,N2,...,Nl is the massive stratum in X
r+1
N\{i} corresponding to a
partition N1 unionsq . . . unionsqNl of N \ {i}. Since Z is massive, we have |Nt| ≥ 2 for
every 1 ≤ t ≤ l − 1 and |Nl| + r + 1 > 0. The preimage Z ′ = f−1i (Z) is a
massive stratum in XrN and there is a commutative diagram:
Z ′ = f−1i (Z
′)
iZ′−−−−→ XrN
Id×fNli
y yfi
Z
iZ−−−−→ Xr+1N\i
where iZ′ and iZ are the canonical inclusions and we identify
Z = LMN1 × . . .× LMNl−1 ×Xr+1Nl ,
Z ′ = LMN1 × . . .× LMNl−1 ×XrNl∪{i},
and fNli denotes the blow-up map X
r
Nl∪{i} → X
r+1
Nl
(we write fi whenever
there is no risk of confusion). Let T ′ = Lf∗i T ′. Then
T ′ = (iZ′)∗L′, L′ = (Id× fi)∗L′ = G∨a1  . . .G∨al−1  f∗i Gr+1al
∨
.
We compute Cone [Lpii∗Rpii∗T ′ → T ′] by the exact same argument as in
the proof of Lemma 4.18. We define divisors H1, H2, . . . ,Hal on X
r
Nl∪{i}
exactly as before, such that we have
H1 = f
∗
i (G
r+1
al
)∨, Hal = (G
r
al
)∨.
Considering on XrNl∪{i} the exact sequences (A) in the proof of Lemma
4.18, after taking the box product with G∨a1  . . .  G∨al−1 , one obtains ex-
act sequences on Z ′. It is enough to prove that for all 1 ≤ k ≤ al − 1,
Cone [Lpii
∗Rpii∗Tk → Tk] is in the subcategory generated by GˆrN , where
Tk = (iZ′)∗
(
G∨a1  . . .G
∨
al−1  (Hk+1|Fk)
)
.
We consider on XrNl∪{i} the exact sequences (B) in the proof of Lemma 4.18,
after taking the box product with G∨a1  . . .G∨al−1 . Let
Tk,s = (iZ′)∗
(
G∨a1  . . .G
∨
al−1 Q
k
s+1
)
,
T˜k = (iZ′)∗
(
G∨a1  . . .G
∨
al−1  (Hk+1|F1)
)
.
Then Cone [Lpii∗Rpii∗Tk → Tk] is in the subcategory generated by GˆrN if and
only if Cone [Lpii∗Rpii∗Tk,s → Tk,s] and Cone
[
Lpii
∗Rpii∗T˜k → T˜k
]
are in the
subcategory generated by GˆrN . By (4.9), the sheaf Qks+1 is a direct sum of
objects in GˆrNl∪{i}. Hence, Tk,s is a direct sum of objects in GˆrN . In particular,
Cone [Lpii
∗Rpii∗Tk,s → Tk,s] = Tk,s. We are left to prove that
Cone
[
Lpii
∗Rpii∗T˜k → T˜k
]
is in the subcategory generated by GˆrN .
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For simplicity, denote T˜ = T˜k. Let Z := pii(Z ′). We identify
Z = LMN1 × . . .× LMNl−1 ×XrNl .
Then pi−1i (Z) = Z
1 ∪ . . . ∪ Z l, where
Z l = Z ′ = LMN1 × . . .× LMNl−1 ×XrNl∪{i},
Zt = LMN1 × . . .× LMNt∪{i} × . . .× LMNl−1 ×XrNl , 1 ≤ t ≤ l − 1.
As the divisor Ei in XrNl∪{i} can be identified with LM{i} ×XrNl , the sheaf
T˜ is supported on the non-massive stratum
Z l ∩ Z l−1 = LMN1 × . . .× LMNl−1 × LM{i} ×XrNl ,
T˜ = (iZl∩Zl−1)∗M, M = G∨a1  . . .G∨al−1 O Grk∨,
where iZl∩Zl−1 : Z l ∩ Z l−1 → XrN is the canonical inclusion. Denote
v : Z l ∩ Z l−1 → pii−1(Z), u : pii−1(Z)→ XrN
the canonical inclusions. Then iZl∩Zl−1 = u◦v. Denote ρ = pii|pii−1(Z). There
is a commutative diagram
pii
−1(Z) = Z1 ∪ . . . ∪ Z l u−−−−→ XrN
ρ
y ypii
Z
iZ−−−−→ XrN\i
The restriction maps ρ|Zt : Zt → Z are induced by the forgetful maps
LMNt∪{i} → LMNt if t < l and XrNl∪{i} → XrNl for t = l. Note that the
restriction map ρ|Zl∩Zl−1 : Z l ∩ Z l−1 → Z is an isomorphism. Denote
M = Rρ∗(Rv∗M) = G∨a1  . . .G∨al−1 Grk∨.
For all 1 ≤ t ≤ l − 1 we have
(ρ∗M)|Zt = G∨a1  . . . pi∗i (Grat∨) . . .G∨al−1 Grk∨. (4.11)
while
(ρ∗M)|Zl = G∨a1  . . .Grat∨ . . .G∨al−1  pi∗i (Grk∨). (4.12)
The strata Z1, . . . , Z l intersect: if t < s, then Zt ∩ Zs 6= ∅ if and only if
s = t+ 1. There are exact sequences:
0→ OZ1∪...∪Zl−1(−Z l)→ OZ1∪...∪Zl → OZl → 0,
0→ OZ1∪...∪Zl−2(−Z l−1)→ OZ1∪...∪Zl−1(−Z l)→ OZl−1(−Z l)→ 0,
...
0→ OZ1(−Z2)→ OZ1∪Z2(−Z3)→ OZ2(−Z3)→ 0.
We also consider the exact sequence:
0→ OZl(−Z l−1)→ OZl → OZl∩Zl−1 → 0.
We tensor all the above sequences with ρ∗M. If we denote
N t = ρ∗M⊗OZt(−Zt+1) (1 ≤ t ≤ l − 1), N 0 = ρ∗M⊗OZl(−Z l−1),
F t = ρ∗M⊗OZ1∪...∪Zt(−Zt+1) (1 ≤ t ≤ l − 1),
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we have exact sequences on Z1 ∪ . . . ∪ Z l:
0→ F l−2 → ρ∗M→ (ρ∗M)|Zl → 0,
0→ F l−3 → F l−2 → N l−1 → 0,
0→ F l−4 → F l−3 → N l−2 → 0,
...
0→ F1 = N 1 → F2 → N 2 → 0,
and furthermore,
0→ N 0 → (ρ∗M)|Zl → v∗M→ 0,
Consider the push-forwards via u∗(−) to to XrN of all of the above exact
sequences. Recall that T˜ = u∗(v∗M). To prove that Cone
[
Lpii
∗Rpii∗T˜ → T˜
]
is in the subcategory generated by GˆrN , it suffices to prove that forN among
ρ∗M, N 1, . . . , N l−1, N 0,
we have that Cone [Lpii∗Rpii∗(u∗N )→ (u∗N )] is in the subcategory gener-
ated by GˆrN . This is clear for ρ∗M, as u∗ρ∗M = pi∗i iZ∗M (since pii is flat)
and we have Cone [Lpii∗Rpii∗Lpi∗iA→ Lpi∗iA] = 0 for any A. As
OZt(−Zt+1) = OLMN1  . . .OLMNt (−δi,y) . . .OXrNl∪{i}
where y is one of the attaching points of LMNt , using (4.11) and Lemma
4.21, it follows that u∗N t is in the subcategory generated by GˆrN . In par-
ticular, Rpii∗(u∗N t) = 0 and Cone
[
Lpii
∗Rpii∗(u∗N t)→ (u∗N t)
]
= u∗N t.
Similarly, u∗N 0 is in the subcategory generated by GˆrN since
OZl(−Z l−1) = OLMN1  . . .OXrNl∪{i}(−Ei)
and we may use (4.12) and Lemma 4.21. 
5. PUSHFORWARD OF THE EXCEPTIONAL COLLECTION Gˆ
We will be interested in how our exceptional collection on LMN pushes
forward under certain reduction maps between Hassett’s moduli spaces of
weighted, stable, rational curves [Has03]. Recall that for a choice of weights
A = (a1, . . . , an), ai ∈ Q, 0 < ai ≤ 1,
∑
ai > 2,
there exists a fine moduli space M0,A, of A-stable, rational curves with n
markings [Has03]. Moreover, M0,A is a smooth projective variety of di-
mension (n − 3). The case of A = (1, . . . , 1) gives M0,n. One obtains the
Losev-Manin space LMN by considering weights on the set {0,∞} ∪N :(
1, 1,
1
n
, . . . ,
1
n
)
, |N | = n.
The choice of wieghts A = (1, 1, , . . . , ) for  ∈ Q, for some 0 <   1,
defines the same moduli problem, hence, MA ∼= LMN .
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If A = (a1, . . . , an) and B = (b1, . . . , bn) are such that ai ≥ bi, for all i,
there is a reduction morphism ρ : M0,A → M0,B. This is a birational mor-
phism whose exceptional locus consists of boundary divisors δI (parametriz-
ing reducible curves with a node that disconnects the markings from I and
Ic) for every subset I ⊆ N such that∑i∈I ai > 1, but∑i∈I bi ≤ 1.
For any Hassett space M = M0,A, with universal family
(pi : S →M, σ1, . . . , σn),
one can define tautological divisor classes by
ψi = σ
∗
i (ωpi), δij = pi∗(σi · σj) = σ∗i σj .
Here we identify as usual line bundles with the corresponding divisor classes.
Since the sections σi lie in the locus where the map pi is smooth, the identity
σi · ωpi = −σ2i holds on S, and therefore, we have −ψi = pi∗
(
σ2i
)
= σ∗i σi.
There are further relations in the following special case:
Lemma 5.1. Assume M is a Hassett space whose universal family pi : S → M is
a P1-bundle. Then the identity −ωpi = 2σi + pi∗(ψi) holds on S, and therefore, on
M we have for all i 6= j:
ψi + ψj = −2δij .
Hence, for all distinct i, j, k, we have:
ψi = −δij − δik + δjk.
We consider the following simplified version of the Losev-Manin space:
Notation 5.2. Let ZN be the Hassett space corresponding to the following
weights on the set {0,∞} ∪N (here  ∈ Q, 0 <  1):(1
2
+ ,
1
2
+ ,
1
n
, . . . ,
1
n
)
.
We denote by p : LMN → ZN the canonical reduction map.
When n is odd, the universal family S → ZN is a P1-bundle and the
sections σ0 and σ∞ are distinct. Lemma 5.1 has the following:
Corollary 5.3. The following identities hold on ZN when n is odd:
ψ0 = −ψ∞ = −δi0 + δi∞, ψi = −δi0 − δi∞. (5.1)
We now compute the collection Rp∗Gˆ. When n is odd, we prove in Sec-
tion 6 that ZN is the symmetric GIT quotient of (P1)n by the action of a
one-dimensional torus. We then use the collection Rp∗Gˆ to construct a full,
S2 × Sn-equivariant exceptional collection on ZN in this case.
Proposition 5.4. Let p : LMN → ZN be the reduction map.
(1) For all I ⊆ N with 0 ≤ |I| ≤ n− 2 and all 1 ≤ a ≤ n− |I| − 1, we have
Rp∗
(
pi∗IG
∨
a
)
= −aψ0 −
∑
j∈N\I
δj0 if n is odd,
Rp∗
(
pi∗IG
∨
a
)
= −aψ0 −
∑
j∈N\I
δj0+
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+
∑
J⊆N,|J |=n
2
,|J∩(N\I)|<a
(
a− |J ∩ (N \ I)|)δJ∪{0} if n is even.
Moreover, Rp∗O = O.
(2) If n is odd, all the torsion sheaves and their pull-backs, i.e, all sheaves T in
the collection Gˆ not considered in (1), have Rp∗(T ) = 0.
(3) If n is even, we have
Rp∗
(
G∨a1  . . .G
∨
at
)
= 0,
except for sheavesG∨aG∨b with support Z = LMN1×LMN2 with |N1| =
|N2| = n2 , in which case we have
Rp∗
(
G∨a G∨b
)
= O(−a)O(−b),
where we use the identification p(Z) = P
n
2
−1 × Pn2−1.
(4) If n is even, I 6= ∅ and T ∈ GˆN\I is a torsion sheaf, then either
Rp∗
(
pi∗IT
)
= 0,
or Rp∗
(
pi∗IT
)
is generated by the sheaves
O(−a)O(−b) (0 < a, b ≤ n
2
− 1),
supported on the images P
n
2
−1 × Pn2−1 of strata LMN1 × LMN2 with
|N1| = |N2| = n2 .
We use here that if n = 2m + 2 is even, the restriction of the map p to a
stratum of the form LMm+1×LMm+1 is a product of reduction maps of type
LMm+1 → M0,A, where A = (1, 12 + , 1n , . . . , 1n) (with 1n appearing (m + 1)
times). By [Has03][Rmk. 4.6], we have M0,A = Pm (the Kapranov model of
LMm+1 with respect to the first marking). Before we prove Prop. 5.4, we
compute how tautological classes pull back under reduction morphisms.
Lemma 5.5. Let p : LMN → ZN be the reduction map, and let
m =
⌊n− 1
2
⌋
.
Then
p∗ψ0 = ψ0 −
∑
I⊆N,1≤|I|≤m
δI∪{0},
p∗ψi = −
∑
i∈I⊆N,1≤|I|≤m
(
δI∪{0} + δI∪{∞}
)
(i ∈ N)
p∗δi0 =
∑
i∈I⊆N,1≤|I|≤m
δI∪{0},
p∗δij = δij +
∑
i,j∈I⊆N,1≤|I|≤m
(
δI∪{0} + δI∪{∞}
)
(i, j ∈ N).
Lemma 5.5 follows from the following more general statement:
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Lemma 5.6. Let M = M0,A, M
′
= M0,B be two Hassett spaces related by a reduc-
tion map p : M′ → M. Assume the universal families (pi : S → M, σ1, . . . , σn),
(pi′ : S ′ →M′, σ′1, . . . , σ′n) have S and S ′ smooth. Denote by
(ρ : U →M′, s1, . . . , sn)
the pull-back of (pi′ : S ′ →M′, σ′1, . . . , σ′n) to M
′.
Then there exists a commutative diagram:
S ′ v−−−−→ U q−−−−→ Sypi′ ρy piy
M′ Id−−−−→ M′ p−−−−→ M
Furthermore, identifying S ′ with a Hassett space M0,A˜, where A˜ = (a1, . . . , an, 0)
(with an additional marking x with wieght 0) [Has03, 2.1.1], we have:
v∗ωρ = ωpi′ −
∑
|I|≥2,∑i∈I ai>1,∑i∈I bi≤1
δI∪{x},
v∗si = σi +
∑
i∈I,|I|≥2,∑i∈I ai>1,∑i∈I bi≤1
δI∪{x},
p∗ψi = ψi −
∑
i∈I,|I|≥2,∑i∈I ai>1,∑i∈I bi≤1
δI ,
p∗δij = δij +
∑
i,j∈I,∑i∈I ai>1,∑i∈I bi≤1
δI .
Proof. The existence of the commutative diagram follows from Hassett’s
semi-stable reduction [Has03, Proof of Thm. 4.1]. The map v is obtained by
applying the relative MMP for the line bundle ωpi′(
∑
biσ
′
i). Concretely, the
relative MMP results in a sequences of blow-downs
S = S1 → S2 → . . .→ Sr = U ,
(all over M′). The resulting map v : S → U contracts divisors in S ′ to
codimension 2 loci in U (as the relative dimension drops from 1 to 0). The
v-exceptional divisors can be identified via S ′ ∼= M0,A˜ with boundary divi-
sors δI∪{x} in M0,A˜ (I ⊆ N ), with the property that∑
i∈I
ai > 1,
∑
i∈I
bi ≤ 1.
For a family of nodal curves u : C → B with smoothB and C, the relative
dualizing sheaf ωu is a line bundle with first Chern classKC−u∗KB , where
KC and KB denote the corresponding canonical divisors. In particular:
ωpi′ = KS′ − pi′∗KM′ , ωρ = KU − ρ∗KM′ .
Since the map v is the blow-up of codimension 2 loci in U , it follows that
KS′ = v∗KU +
∑
E, and, hence,
v∗ωρ = ωpi′ −
∑
E,
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where the sum runs over all prime divisorsE which are v-exceptional. This
proves the first identity. For the second, we identify the sections σ′i (resp. σi)
with the boundary divisors δix in S ′ (resp. in S). Note that the proper trans-
form of the section si is σ′i and si contains v(δI∪{x}), for δI∪{x} v-exceptional
if and only if i ∈ I , |I| ≥ 2. Moreover, in this case, v(δI∪{x}) has codimen-
sion 1 in si. The second identity follows. Using the definition of the classes
ψi, δij and the above diagram, we have
p∗ψi = p∗σ∗i ωpi = s
∗
i q
∗ωpi = s∗iωρ = σ
′
i
∗
v∗ωρ,
p∗δij = p∗σ∗i (σj) = s
∗
i q
∗(σj) = s∗i sj = σ
′∗
i v
∗sj .
The last two formulas now follow using the first two and the fact that
σ′∗i δI∪{x} = δI if i ∈ I and is 0 otherwise. 
Corollary 5.7. On the Losev-Manin space LMN , we have ψi = 0 for all i ∈ N .
Proof. Apply Lemma 5.6 to a reduction map p : M0,N∪{0,∞} → LMN :
p∗ψi = ψi −
∑
i∈I,|I|≥2,0,∞∈Ic
δI .
The right hand side of the equality is 0 (a well-known identity). Therefore,
p∗ψi = 0. As p∗O = O, by the projection formula, we have ψi = 0. 
Proof of Lemma 5.5. This follows from Lemma 5.6 and Cor. 5.7. In the nota-
tions of the lemma, the universal family S ′ over M′ = LMN can be identi-
fied with M0,A˜, where A˜ = (1, 1, , . . . , , 0), with an additional marking x
with 0 weight. But S ′ can also be identified with LMN∪{x} = M0,(1,1,,...)
(here x has weight ). Via this identification, boundary divisors δJ corre-
spond to boundary divisors δJ , for any J ⊆ N∪{0,∞, x}. The v-exceptional
divisors appearing in the sum are δI∪{x,0}, δI∪{x,∞}, I ⊆ N , |I| ≤ m. 
Proof of Prop. 5.4. We first prove (1). As p is a birational morphism between
smooth projective varieties, we haveRp∗O = O. To prove the main identity
in (1), we write pi∗IG
∨
a and p∗
(− aψ0 −∑j∈N\I δj0) in the Kapranov model
with respect to the 0 marking:
pi∗IG
∨
a = −aH +
∑
J⊆N,|J |≥1,|J∩(N\I)|<a
(
a− |J ∩ (N \ I)|)EJ .
p∗
(− aψ0 − ∑
j∈N\I
δj0
)
= −aH +
∑
J⊆N,1≤|J |≤m
(
a− |J ∩ (N \ I)|)EJ .
It follows that
pi∗IG
∨
a = p
∗(− aψ0 − ∑
j∈N\I
δj0
)
+ Σ1 + Σ2,
where Σ1 consists of all the terms that appear in pi∗IG
∨
a , but do not appear
in p∗
( − aψ0 − ∑j∈N\I δj0), and Σ2 consists of the terms that appear in
p∗
(− aψ0 −∑j∈N\I δj0), but do not in pi∗IG∨a , taken with a negative sign:
Σ1 =
∑
J⊆N,|J |≥1,|J∩(N\I)|<a,|J |>m
(
a− |J ∩ (N \ I)|)EJ ,
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Σ2 =
∑
J⊆N,|J |≥1,|J∩(N\I)|>a,|J |≤m
(|J ∩ (N \ I)| − a)EJ .
When |J | ≤ m, the codimension of p(EJ) in ZN is |J |. For the terms in
the sum Σ2, the coefficient of EJ satisfies
|J ∩ (N \ I)| − a ≤ |J | − 1 = codim(p(EJ))− 1.
Hence, one may apply Lemma 4.8 successively to the terms of the sum Σ2.
We use here that the map p can be decomposed into a sequence of blow-
ups, with exceptional divisors δJ∪{0}, δJ∪{∞}, with 1 ≤ |J | ≤ m, in order of
increasing |J |. Note that the divisors EJ with fixed |J | are disjoint.
Similarly, when |N \ J | ≤ m, the codimension of p(EJ) in ZN is |N \ J |.
For the terms in the sum Σ1, the coefficient of EJ with |N \J | ≤ m, satisfies
a−|J ∩(N \I)| ≤ n−1−|I|−|J ∩(N \I)| ≤ n−1−|J | = codim(p(EJ))−1,
so one may apply again Lemma 4.8 to the terms of the sum Σ1 which satisfy
|N \ J | ≤ m. When n = 2m + 1, the inequality |N \ J | ≤ m is equivalent
to |J | > m. However, when n = 2m + 2, the inequality |N \ J | ≤ m is
equivalent to |J | > m + 1. Hence, in the case when n = 2m + 2, one is left
with the terms in the sum Σ1 that have |J | = m+ 1. This proves (1).
Now we turn to the torsion objects, i.e., objects of the form pi∗I (T ), where
T = iZ∗
(
G∨a1  . . .G
∨
at
)
, Z = LMK1 × . . .× LMKt ,
where I ⊆ N , N \I = K1unionsq . . .unionsqKt and |Kj | ≥ 2, for all j. Consider first the
case when I = ∅. If |K1| ≤ m, the map Z → p(Z) is a product of reduction
maps, the first of which is the constant map LMK1 → pt. It follows in this
case that Rp∗(T ) = 0, since RΓ(G∨ai) = 0. The same argument applies
when |Kt| ≤ m. It follows that Rp∗(T ) = 0, except possibly in the case
when n = 2m + 2, t = 2 and |K1| = |K2| = m + 1. In this case, the map
Z → p(Z) is a product of Kapranov maps LMm+1 × LMm+1 → Pm × Pm,
and it follows by Lemma 4.7 that in this case
Rp∗(T ) = OPm(−a)OPm(−b).
This proves (3) and the case I = ∅ of (2).
Consider now the case when I 6= ∅. To compute Rp∗(pi∗IT ), consider the
boundary divisors D1, D2, . . . , Dt−1 whose intersection is Z, denoting
Di = LMK1unionsq...unionsqKi × LMKi+1unionsq...unionsqKt (i = 1, . . . , t− 1).
For the remaining part of the proof, we denote for simplicity
K ′ = K1, K ′′ = K2 unionsq . . . unionsqKt
and consider the canonical inclusions
i1 : Z ↪→ D1 = LMK′ × LMK′′ , iD1 : D1 → LMN\I .
We resolve i1∗OZ using the Koszul complex
. . .→ ⊕2≤i<j≤tO(−Di−Dj)|D1 → ⊕2≤i≤tO(−Di)|D1 → OD1 → i1∗OZ → 0.
By our choice of D1, for all 2 ≤ i ≤ t we have O(Di)|D1 = O  O(D′i), for
the corresponding boundary divisor on LMK′′ :
D′i = LMK2unionsq...unionsqKi × LMKi+1unionsq...unionsqKt .
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By Lemma 5.9, we may choose a line bundleM on LMK′′ such that the
restriction ofM to the massive stratum LMK2×. . .×LMKt isG∨a2. . .G∨at
andM⊗O(−D′i1 − . . .−D′ik) is acyclic for any 2 ≤ i1 < . . . < ik ≤ t.
Consider the line bundleL = G∨a1M onD1. ThenL|Z = G∨a1. . .G∨at .
We now: (1) Tensor the Koszul sequence with L, (2) Apply RiD1∗(−), and
(3) Apply Lpi∗I (−). Since piI is flat, we obtain a resolution for pi∗IT with
sheaves whose support is contained in pi−1I (D1). To prove (4) and the re-
maining part of (2), it suffices to show that for all 2 ≤ i1 < . . . < ik ≤ t
Rp∗pi∗IRiD1∗
(L ⊗O(−Di1 − . . .−Dik)|D1)
is 0 when n is odd, or, if n is even, it is generated by the sheaves O(−a) 
O(−b) (a, b > 0) supported on the divisors Pn2−1 × Pn2−1 as in (4). Here we
need the same statement also for Rp∗pi∗IRiD1∗
(L) (i.e., k = 0). Note that
L ⊗O(−Di1 − . . .−Dik)|D1 = G∨a1 
(M⊗O(−D′i1 − . . .−D′ik)).
There is a commutative diagram
pi−1I (D1)
ipi−1(D1)−−−−−→ LMN p−−−−→ ZN
ρI
y piIy
D1
iD1−−−−→ LMN\I
where ipi−1I (D1) is the canonical inclusion map and ρI is the restriction of piI
to pi−1I (D1). Let q = p ◦ ipi−1(D1). As piI is flat, we have
Rp∗pi∗IRiD1∗
(L⊗O(−Di1−. . .−Dik)|D1) = Rq∗ρ∗I(L⊗O(−Di1−. . .−Dik)|D1).
The preimage pi−1I (D1) has several components BI1,I2 :
BI1,I2 = LMK′∪I1 × LMK′′∪I2 for every partition I = I1 unionsq I2
We order the set {BI1,I2} as follows: BI1,I2 must come before BJ1,J2 if
|I1| > |J1| and in a random order if |I1| = |J1|. Hence, if BI1,I2 comes
before BJ1,J2 , then BI1,I2 ∩ BJ1,J2 6= ∅ if and only if J1 ( I1, in which case,
the intersection takes the form
BI1,I2 ∩BJ1,J2 = LMK′∪J1 × LM(I1\J1) × LMK′′∪I2 .
For simplicity, we rename the resulting ordered sequence asB1, B2, . . . , Bs.
A consequence of the ordering is that Bs is the component BI1,I2 with I1 =
∅, I2 = I , and if 1 ≤ i ≤ s− 1 and Bi is BI1,I2 = LMK′∪I1 × LMK′′∪I2 , then
OBi(Bi+1 + . . .+Bs) = O(
∑
J(I1
δJ∪K′∪{0})O = O(
∑
∅6=S⊆I1
δS∪{x})O,
where the first sum runs over all J ( I1 (including J = ∅), while for the
second sum we use the identification
δJ∪K′∪{0} = δ(I1\J)∪{x} = LMJ∪K′ × LMI1\J ,
as divisors in LMK′∪I1 (with x being the attaching point). Consider now
the following exact sequences resolving Opi−1I (D1) = OB1∪...∪Bs :
0→ OB1∪...∪Bs−1(−Bs)→ OB1∪...∪Bs → OBs → 0,
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0→ OB1∪...∪Bs−2(−Bs−1 −Bs)→ OB1∪...∪Bs−1(−Bs)→ OBs−1(−Bs)→ 0,
...
0→ OB1(−B2−. . .−Bs)→ OB1∪B2(−B3−. . .−Bs)→ OB2(−B3−. . .−Bs)→ 0.
We tensor all the above exact sequences with L⊗O(−Di1 − . . .−Dik)|D1
and apply first ρ∗I(−), then Rq∗(−). As the restriction of the map ρI to
a component Bi of the form BI1,I2 for some partition I = I1 unionsq I2, is the
product of forgetful maps piI1 × piI2 , it follows that, if i 6= s, then
OBi(−Bi+1 − . . .−Bs)⊗ ρ∗I
(L ⊗O(−Di1 − . . .−Dik)|D1) =
=
(
pi∗I1G
∨
a1 ⊗O(−
∑
∅6=S⊆I1
δS∪{x})
)
 pi∗I2
(M⊗O(−D′i1 − . . .−D′ik)),
while
OBs⊗ρ∗I
(L⊗O(−Di1− . . .−Dik)|D1) = G∨a1pi∗I(M⊗O(−D′i1− . . .−D′ik)).
(Recall that Bs corresponds to the partition I1 = ∅, I2 = I .)
We claim that both components of all the above sheaves are acyclic. To
prove the claim, recall thatM⊗O(−D′i1−. . .−D′ik) is acyclic by the choice ofM. We are left to prove that pi∗I1(G∨a1)⊗O(−
∑
∅6=S⊆I1 δS∪{x}) is acyclic when
I1 6= ∅. Since we may rewrite the line bundle G∨a1 using the x marking, we
are done by the following:
Claim 5.8. Consider a forgetful map piI : LMN∪I → LMN , I 6= ∅. For all
1 ≤ b ≤ |N | − 1, the line bundle pi∗I (G∨b )⊗O(−
∑
∅6=S⊆I δS∪{0}) is acyclic.
Proof. Using the Kapranov model with respect to the 0 marking, we have
pi∗I (G
∨
b ) = −bH +
∑
J⊆N∪I,|J∩N |<b
(b− |J ∩N |)EJ ,
O(−
∑
∅6=S⊆I
δS∪{0}) = −
∑
∅6=S⊆I
ES .
As b− |J ∩N | − 1 ≥ 0, the result follows by Lemma 3.6. 
Recall that the map p either contracts BI1,I2 = LMK′∪I1 × LMK′′∪I2 by
mapping LMK′∪I1 to a point if |I1 +K ′| < n2 , or by mapping LMK′′∪I2 to a
point if |I2 +K ′′| < n2 ), or, we have |I1 +K ′| = |I2 +K ′′| = n2 and p(BI1,I2)
is a divisor in ZN which is isomorphic to P
n
2
−1 × Pn2−1. Hence,
Rq∗
(OBi(−Bi+1 − . . .−Bs)⊗ ρ∗I(L ⊗O(−Di1 − . . .−Dik)|D1)),
Rq∗
(OBs ⊗ ρ∗I(L ⊗O(−Di1 − . . .−Dik)|D1)),
are either 0 or they are supported on the divisors P
n
2
−1 × Pn2−1 as above
(in particular, n is even). In the latter case, since both components of the
above sheaves are acyclic, such objects are generated byO(−a)O(−b) for
0 < a, b ≤ n2 − 1. We use here that if A is an object in Db(LMm+1) with
RΓ(A) = 0, and f : LMm+1 → Pm is a Kapranov map, then Rf∗A has the
same property, therefore it is generated by O(−a), for 0 < a ≤ m (cuspidal
for the constant map Pm → pt). Using the above exact sequences,
Rq∗ρ∗I
(L ⊗O(−Di1 − . . .−Dik)|D1)
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is either 0 or, when n is even, generated byO(−a)O(−b) (0 < a, b ≤ n2−1)
on P
n
2
−1 × Pn2−1. Proposition 5.4 now follows. 
Lemma 5.9. Let Z = LMN1 × . . .× LMNt be a massive stratum in LMN and let
D1, . . . , Dt−1 be the boundary divisors whose intersection is Z. Let
T = T1  . . . Tt
be a sheaf supported onZ, with either Ti = O or Ti = G∨ai , for some 1 ≤ ai < |Ni|,
and not all Ti = O. Then there exists a line bundle L on LMN such that:
(a) L|Z = T ;
(b) L is acyclic;
(c) For all 1 ≤ i1 < . . . < ik ≤ t, the restriction L|Di1∩...∩Dik is acyclic.
For any such line bundle L, we have in addition that L⊗O(−Di1 − . . .−Dik) is
acyclic for all 1 ≤ i1 < . . . < ik ≤ t.
Proof. The proof is by induction on t ≥ 1. The statement is trivially true
when t = 1, i.e., when Z = LMn (in which case, L = T and there are no
boundary divisors to be considered). In addition, if all but one of the Ti’s
are trivial, say Ti = G∨ai , we are done by Lemma 3.4, as we can take
L = G∨ai+|N1|+...+|Ni−1|.
Assume now t ≥ 2 and at least two of the Ti’s are non-trivial. Consider
the forgetful map piN1 : LMN → LMN\N1 and let Z ′ = piN1(Z). Then Z ′ can
be identified with LMN2 × . . . × LMNt and the map piN1 : Z → Z ′ is the
second projection. Let T ′ = T2  . . .  Tt. By induction, there is an acyclic
line bundle L′ on LMN\N1 such that L′|Z′ = T ′ and whose restriction to
every stratum containing Z ′ is also acyclic. If T1 = O, we let L = pi∗N1L′ and
clearly all of the properties are satisfied. If T1 = G∨a , we define
L = G∨a ⊗ pi∗N1L′.
Clearly, L|Z = T . By the projection formula, RpiN1∗(L) = L′ ⊗ RpiN1∗(G∨a )
and sinceRpii∗(G∨a ) = 0 for all i, it follows thatRpiN1∗(L) = 0. In particular,
RΓ(L) = 0, i.e., L is acyclic.
The same argument applies to show that the restriction of L to a stratum
W containing Z is acyclic. Consider such a stratum:
W = LMM1 × . . .× LMMs ,
and let W ′ = LMM2 × . . . × LMMs , considered as a stratum in in LMN\M1 .
If M1 = N1, the restriction L|W equals G∨a  (L′|W ′) and is clearly acyclic. If
M1 6= N1, then M1 = N1 + . . .+Ni, with i ≥ 2, and piN1(W ) is the stratum
LMM1\N1×W ′ in LMN\N1 . The restriction of L′ to this stratum has the form
L′1  L′2. Then L|W = (G∨a ⊗ pi′∗N1L′1)  L′2, where pi′N1 : LMM1 → LMN1 is
the forgetful map. Again, by the projection formula, L|W is acyclic.
We now prove the last assertion in the lemma. As L, LDi are both acyclic,
L(−Di) is acyclic (case k = 1). The statement follows by induction on k
using the Koszul resolution for the intersection ∩j∈IDj , I = {i1, . . . , ik}.
. . .→ ⊕l<j,l,j∈IO(−Dl −Dj)→ ⊕j∈IO(−Dj)→ O → ODi1∩...∩Dik → 0.

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6. EXCEPTIONAL COLLECTIONS ON GIT QUOTIENTS
We first show that the Hassett spaces ZN introduced in (5.2) can be iden-
tified with certain GIT quotients (P1)n // Gm when n = |N | is odd, or their
Kirwan desingularizations when n is even. We use the method of windows
from [HL15] to construct exceptional collections on ZN . We then prove that
our exceptional collection is full, by using the full exceptional collection on
the Losev-Manin spaces LMN constructed in Section 3.
6.1. The space ZN as a GIT quotient. Let Gm = Spec k[z, z−1] act on A2
by z · (x, y) = (zx, z−1y). Let PGm := Gm/{±1}. Note that PGm acts on
P1 faithfully. Let 0 ∈ P1 be the point with homogeneous coordinates [0 : 1]
and let∞ ∈ P1 be the point [1 : 0].
We use concepts of “linearized vector bundles” and “equivariant vector
bundles” interchangeably. For (complexes of) coherent sheaves, we prefer
“equivariant”. We endow the line bundle OP1(−1) with a Gm-linearization
induced by the above action of Gm on its total space VOP1(−1) ⊂ P1 × A2.
Consider the diagonal action of Gm on (P1)n. For every vector j¯ =
[j1, . . . , jn] ∈ Zn, we denote by O(j¯) the line bundle O(j1, . . . , jn) on (P1)n
with Gm-linearization given by the tensor product of linearizations above.
We denote O ⊗ zk the trivial line bundle with Gm-linearization given by
the character Gm → Gm, z 7→ zk. For every equivariant coherent sheaf
F (resp., a complex of sheaves F•), we denote by F ⊗ zk (resp., F• ⊗ zk)
the tensor product with O ⊗ zk. Note that O(j¯) ⊗ zk is PGm-linearized iff
j1 + . . .+ jn + k is even.
There is an action of S2 × Sn on (P1)n which normalizes the Gm action.
Namely, Sn permutes the factors of (P1)n and S2 acts on P1 by z 7→ z−1. This
action permutes linearized line bundles O(j¯)⊗ zk as follows: Sn permutes
components of j¯ and S2 flips k 7→ −k.
Consider the GIT quotient with respect to the ample line bundle
L = O(1, . . . , 1)
(with its canonical Gm-linearization described above):
Zn := (P1)nss //L Gm.
Here (P1)nss denotes the semi-stable locus with respect to this linearization.
Let φ : (P1)nss → Zn denote the canonical morphism. As GIT quotients
X //L G are by definition Proj
(
R(X,L)G), where R(X,L)G is the invariant
part of the section ring R(X,L), we may replace L with any positive mul-
tiple. As the action of PGm on (P1)n is induced from the action of Gm, Zn
is isomorphic to the GIT quotient (P1)nss // PGm (with respect to any even
multiple of L). Note also that the action of S2×Sn on (P1)n descends to Zn.
By the Hilbert-Mumford criterion, a point (zi) ∈ (P1)n is semi-stable
(resp., stable) if at most n2 (resp., stricly less than
n
2 ) of the points zi all equal
0, or all equal∞.
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6.2. The case when n is odd. In this case there are no strictly semistable
points and the action of PGm on (P1)nss is free. In particular, Zn is smooth
and by Kempf’s descent, any PGm-linearized line bundle on (P1)nss de-
scends to a line bundle on Zn. Furthermore, Zn can be identified with the
quotient stack [(P1)nss/PGm] and its derived categoryDb(Zn) with the equi-
variant derived category DbPGm((P
1)nss).
Consider the trivial P1-bundle on (P1)n with the following sections:
ρ : (P1)n × P1 = Proj(Sym(O ⊕O))→ (P1)n,
s0(z) = (z, 0), s∞(z) = (z,∞), si(z) = (z, pri(z)),
where pri : (P1)n → P1 is the i-th projection. The sections s0, resp., s∞ are
induced by the projection p2 : O⊕O → O, resp., p1 : O⊕O → O, while the
section si is induced by the map O ⊕ O → pr∗iO(1) given by the sections
xi = pr
∗
i x, yi = pr
∗
i y of pr
∗O(1) that define 0 and∞ on the i-th copy of P1.
Notation 6.1. Let ∆i0 = pr−1i ({0}) ⊆ (P1)n and ∆i∞ = pr−1i ({∞}) ⊆ (P1)n.
Note that ∆i0 is the zero locus of the section xi, or the locus in (P1)n
where si = s0. Similarly, let ∆i∞ the zero locus of the section yi.
We now endow all the above vector bundles with Gm-linearizations. Let
L0 = O ⊗ z, L∞ = O ⊗ z−1, Li = pr∗iO(1)⊗ 1.
E = L0 ⊕ L∞.
The mapsL0 → Li,L∞ → Li (given by the sections xi, yi) areGm-equivariant,
hence, induce Gm-equivariant surjective maps E → Li. The projection
maps E → L0 and E → L∞ are clearly Gm-equivariant. While none of E ,
L0,L∞,Li are PGm-linearized vector bundles, tensoring with O(1, . . . , 1)
solves this problem, and we obtain a non-trivial P1-bundle
pi : P(E)→ Zn
with disjoint sections σ0, σ∞ and additional sections σ1, . . . , σn.
Denote δi0 the locus in Zn where σi = σ0. This is the zero locus of the
section giving the map L∞ → Li on Zn, i.e., the section whose pull-back to
(P1)n is the section xi. Similarly, we let δi∞ the locus in Zn where σi = σ∞.
Hence, the sections xi, yi of pr∗iO(1)⊗1 defining ∆i0, ∆i∞ descend to global
sections of the corresponding line bundle on Zn and define δi0, δi∞.
Lemma 6.2. Assume n is odd. We have the following dictionary between line
bundles on the GIT quotient Zn and PGm-linearized line bundles on (P1)n:
O(δi0) = pr∗iO(1)⊗ z, O(δi∞) = pr∗iO(1)⊗ z−1
ψ0 = O ⊗ z−2, ψ∞ = O ⊗ z2, ψi = pr∗iO(−2)⊗ 1.
Proof. The first two formulas follows from the previous discussion: O(δi0)
corresponds to the PGm-linearized line bundle Li ⊗ L∨∞. The remaining
formulas follow from Lemma 6.3 the identities (5.1). 
Lemma 6.3. If n = |N | is odd, the Hassett space ZN = M0,( 1
2
+, 1
2
+, 1
n
,..., 1
n
) is
isomorphic to the GIT quotient Zn = (P1)nss //O(1,...,1) Gm.
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Proof. The trivial P1-bundle ρ : (P1)nss × P1 → (P1)nss with sections s0,
s∞, si is the pull-back of the P1-bundle pi : P(E) → Zn and sections σ0,
σ∞, σi. Since the former is a family of A-stable rational curves, where
A = (12 + , 12 + , 1n , . . . , 1n), we have an induced morphism f : Zn → ZN .
Clearly, every A-stable pointed rational curve is represented in the family
over (P1)nss (hence, Zn). Furthermore, two elements of this family are iso-
morphic if and only if they belong to the same orbit under the action of
Gm. It follows that f is one-to-one on closed points. As both ZN and Zn
are smooth, the map must be an isomorphism. Alternatively, there is an
induced morphism F : (P1)nss → ZN which is Gm-equivariant (with Gm
acting trivially on ZN ). As Zn is a categorical quotient, it follows that F
factors through Zn and as before, the resulting map f : Zn → ZN must be
an isomorphism. 
6.3. The collection Rp∗Gˆ on ZN when n is odd. We now project our full
exceptional collection Gˆ on the Losev–Manin space (Section 3) onto the GIT
quotient. Proposition 5.4 and Lemma 6.2 have the following:
Corollary 6.4. Assume |N | is odd. Let p : LMN → ZN be the reduction map.
For all I ⊆ N with 0 ≤ |I| ≤ n− 2 and all 1 ≤ a ≤ n− |I| − 1, we have
Rp∗
(
pi∗IG
∨
a
)
= pr∗N\IO(−1, . . . ,−1)⊗ z2a−|N\I|,
where prS : (P1)n → (P1)|S| denotes the canonical projection where we keep the
terms given by the subset S ⊆ N . Moreover, Rp∗O = O and Rp∗E = 0 for all
other objects E in the collection Gˆ.
Cor. 6.4 gives the following description to the non-zero objects in the col-
lection Rp∗Gˆ on ZN : it is an S2×SN -equivariant collection of line bundles,
corresponding to the restrictions to (P1)nss of PGm-linearized line bundles
O(j)⊗ zp,
where j is a vector with s (−1)’s and
p = −(s− 2),−(s− 4), . . . , (s− 2) (s = 2, 3 . . . , n),
or p = 0 and s = 0 (the trivial line bundle with the trivial linearization). We
will abuse notations and write O(−1s) ⊗ zp to indicate a PGm-linearized
line bundle of the form O(j)⊗ zp with j a vector with s (−1)’s. Clearly, by
our main theorem and adjointness, we have that
Corollary 6.5. If E ∈ Db(ZN ) is such that RHom(E,F ) = 0 for all F ∈ Rp∗Gˆ,
then E = 0.
6.4. An exceptional collection on Zn from windows (n odd). It is well-
known that when n is odd Zn is a smooth polarized projective toric variety
for the torus Gn−1m and its polytope is a cross-section of the n-dimensional
cube (the polytope of (P1)n with respect to L) by the hyperplane normal to
and bisecting the big diagonal. In particular, the topological Euler charac-
teristic e(Zn) is equal to the number of edges of the hypercube intersecting
that hyperplane:
e(Zn) = n
(
n− 1
n−1
2
)
= n
(
n
0
)
+ (n− 2)
(
n
1
)
+ (n− 4)
(
n
2
)
+ . . . .
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Theorem 6.6. Let n = 2r + 1. The derived category DbPGm(P
1)nss has a full
exceptional (S2 × Sn)-equivariant collection of e(Zn) line bundles. These line
bundles are restrictions to (P1)nss of PGm linearized line bundles O(j¯) ⊗ zp on
(P1)n, where j¯ is a vector of 0’s and (−1)’s and the following holds. Fix l =
0, . . . , r and suppose that i¯ contains
Case A. r = 2m+ 1.
• either l (−1)’s, in which case p = −(r−1− l),−(r−1− l) + 2, . . . , (r−
1− l) (here 0 ≤ l ≤ r − 1),
• or l 0’s, in which case p = −(r − l),−(r − l) + 2, . . . , (r − l).
Case B. r = 2m.
• either l (−1)’s, in which case p = −(r − l),−(r − l) + 2, . . . , (r − l),
• or l 0’s, in which case p = −(r− 1− l),−(r− 1− l) + 2, . . . , (r− 1− l),
(here 0 ≤ l ≤ r − 1).
The order of the line bundles in the exceptional collection is in order of decreasing
number of (−1)’s, and in arbitrary order when the number of (−1)’s is the same.
Corollary 6.7. K0(Zn) is a permutation (S2 × Sn)-module.
Proof of Thm. 6.6. Let G := PGm. First we prove that this collection is ex-
ceptional. To this end we employ the method of windows [HL15]. We now
describe the Kempf–Ness stratification [HL15, Section 2.1] of the unstable
locus (P1)nus with respect to the ample line bundle L. The G-fixed points in
(P1)n are
ZI = {(xi) |xi = 0 for i 6∈ I, xi =∞ for i ∈ I}
for every subset I ⊆ {1, . . . , n}. Let σI : ZI ↪→ (P1)n be the inclusion
map. The stratification comes from an ordering of the pairs (λ, Z), where
λ : Gm → G is a one-parameter subgroup and Z is a connected component
of the λ-fixed locus (the points ZI in our case). The ordering is such that
the function
µ(λ, Z) = −weightλL|Z|λ| ,
is decreasing. Here |λ| is a euclidian norm on Hom(Gm, G) ⊗Z R. We refer
[HL15, Section 2.1] for the details. As µ(λ, Z) = µ(λk, Z) for any integer
k > 0, it follows that, in our situation, one only has to consider only pairs
(λ, ZI) and (λ′, ZI), for the two one-parameter subgroups λ(z) = z and
λ′(z) = z−1. Recall that
weightλO(−1)|∞ = +1, weightλO(−1)|0 = −1,
weightλ(O ⊗ zp)|q = p for all points q ∈ P1.
It follows that weightλ′O(−1)|∞ = −1, weightλ′O(−1)|0 = +1 and
weightλL|ZI = |Ic| − |I|, weightλ′L|ZI = −|Ic|+ |I|.
The unstable locus is the union of the following Kempf–Ness strata:
SI = {(xi) |xi =∞ if i ∈ I, xi 6=∞ if i /∈ I} ∼= A|Ic| for |I| > n/2,
S′I = {(xi) |xi = 0 if i 6∈ I, xi 6= 0 if i ∈ I} ' A|I| for |I| < n/2.
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The destabilizing one-parameter subgroup for the stratum SI (resp. for S′I )
is λ (resp. λ′). The one-parameter subgroup λ (resp., λ′) acts on the conor-
mal bundleN∨SI |(P1)n (resp.,N
∨
S′I |(P1)n) restricted to ZI with positive weights
and their sum ηI (resp., η′I ) can be computed as
ηI = 2|I|, resp. η′I = 2|Ic|.
To see this, note that the sum of λ-weights of
(
N∨SI |(P1)n
)
|ZI equals
weightλ
(
detN∨SI |(P1)n
)
|ZI = weightλ
(
detTSI
)
|ZI − weightλ
(
T(P1)n
)
|ZI .
Note that SI can be identified with A|I
c| and the point ZI ∈ SI with the
point 0 ∈ A|Ic|. The action of G on A|Ic| is via z · (xj) = (z2xj). It follows
that weightλTSI |ZI = 2|Ic|. Similarly, the tangent space
(
T(P1)n
)
|ZI can be
identified with the tangent space of An and the point 0, with the action of
G on (xj) ∈ An being z · xj = z2xj if j ∈ Ic and z · xj = z−2xj if j ∈ I . It
follows that weightλ
(
T(P1)n
)
|ZI = 2|I
c| − 2|I|. Hence, ηI = 2|I|. Similarly
one obtains η′I = 2|Ic|.
For the Kempf-Ness strata SI and S′I we make a choice of “weights”
wI = w
′
I = −2m.
By the main result of [HL15, Thm. 2.10], DbG((P1)nss) is equivalent to
the window Gw in the equivariant derived category DbG((P1)n), namely a
full subcategory of all complexes of equivariant sheaves F• such that all
weights (with respect to corresponding destabilizing one-parameter sub-
groups) of the cohomology sheaves of the complex σ∗IF• lie in the segment
[wI , wI + ηI) or [w
′
I , w
′
I + η
′
I), respectively.
We now prove that the window Gw contains all linearized line bundles
O(j¯) ⊗ zp from the statement of the Theorem 6.6. Since the collection is S2
equivariant and S2 flips the strata SI and S′I , it suffices to check the window
conditions for strata SI . The λ-weight of O(j¯)⊗ zp restricted to ZI equals
|I ∩ E| − |Ic ∩ E|+ p,
where E ⊆ {1, . . . , n} be the subset of indices in j such that js = −1 for
s ∈ E. It is straightforward to check that the maximum of this quantity
over all subsets E is equal to 2m+ 2|I| −n+ 1 (Case A) or 2m+ 2|I| −n− 1
(Case B) and the minimum to −2m, hence the claim. Since our collection of
linearized line bundles is obviously an exceptional collection onDbG((P1)n),
it follows that it is also an exceptional collection in DbG(Zn).
To prove fullness, we use the collection Rp∗Gˆ from Cor. 6.4. For simplic-
ity, denote by W the collection in the theorem. By Cor. 6.5, it is enough to
prove that the collection W generates the collection Rp∗Gˆ. We call a line
bundle O(j)⊗ zp of type (s, p) if j is a vector with s (−1)’s.
We write the line bundles in W and Rp∗Gˆ in a table with rows indexed
by 0 ≤ s ≤ n and −r ≤ p ≤ r, marking in blue the line bundles in W,
and in red the ones in Rp∗Gˆ, but not in W - see Figure 1 for the case n =
4m+ 3. The table for n = 4m+ 1 can be obtained from the previous one by
deleting the last 2 rows. The line bundles in Rp∗Gˆ but not in W, lie in two
symmetric regions, call them R+ and R−, depending on whether p > 0 or
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FIGURE 1. Case n = 4m + 3. We mark in blue the window col-
lection W and in red the line bundles in Rp∗Gˆ that are not in W.
p < 0. The region R+ contains those pairs (s, p) with s + p ≥ 2m + 2 and
s− p ≤ 2m, while the region R− contains those (s, p) with s+ p ≤ 2m and
s− p ≥ 2m+ 2. By symmetry, it is enough to show that the line bundles in
the region R+ can be generated by the line bundles inW. We use induction
on p > 0. Note that there is only one pair (s, p) with p = 1 in the region R+,
namely s = 2m+ 1. It is helpful to think of all (s, p) in R+ as lying on lines
s+ p = 2m+ 2 + 2i, for various i ≥ 0, as well as on lines s− p = 2m− 2j,
for various j ≥ 0. We will use the two types of PGm-equivariant Koszul
resolutions from Lemma 6.8 to successively generate all objects along these
lines, one line at a time.
Case n = 4m+ 3. Consider one line bundle of the form O(−1(2m+1))⊗ z:
M = pr∗SO(−1, . . . ,−1)⊗ z, S ⊆ N, |S| = 2m+ 1.
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Here prS : (P1)n → (P1)|S| is the projection given by the subset S. The
sequence (1) in Lemma 6.8 for the set J = Sc, followed by tensoring with
M, gives an exact sequence of the form
0→ O(−1n)⊗ z−2m−1 → ⊕O(−1n−1)⊗ z−2m → . . .
. . .→ ⊕O(−12m+3)⊗ z−1 → ⊕O(−12m+2)⊗ 1→ O(−12m+1)⊗ z → 0.
Note that all the line bundles in this sequence have type (s, p) with
s+ p = 2m+ 2.
Moreover, all terms, except the last - which isM - have p ≤ 0 and are inW.
It follows thatM is generated by W (the base case of the induction).
Fix p ≥ 1 and assume that all line bundles of type (s′, p′), which are in
R+ and have p′ < p, are generated by W. We prove that all line bundles of
type (s, p) in R+ are generated by W. Consider one such line bundle:
M = pr∗SO(−1, . . . ,−1)⊗ zp, S ⊆ N, |S| = s.
If s ≤ 2m+1, pick J ⊆ Sc, with |J | = 2m+2. The sequence (1) in Lemma
6.8 for the set J , followed by tensoring withM, has the form:
0→ O(−12m+2+s)⊗ z−2m+p−2 → ⊕O(−12m+1+s)⊗ z−2m+p−1 → . . .
. . .→ ⊕O(−12+s)⊗ zp−2 → ⊕O(−11+s)⊗ zp−1 → O(−1s)⊗ zp → 0.
Note again that all the terms have type (s′, p′) with
s′ + p′ = s+ p,
and all except the last - which isM - have p′ < p. If s+ p = 2m+ 2 + 2i, for
some i ≥ 0, as we assume we are in the upper part of the table (s ≤ 2m+1),
we must have i ≤ m. The terms with p′ ≤ i are in W, while the ones with
i < p′ < p are generated by W by induction. Hence,M is generated by W.
If s ≥ 2m+ 2, pick J ⊆ S, with |J | = 2m+ 2. The sequence (2) in Lemma
6.8 for the set J , followed by tensoring with pr∗S\JO(−1, . . . ,−1)⊗zp−2m−2,
is an exact sequence of the form:
0→ O(−1s)⊗ zp → ⊕O(−1s−1)⊗ zp−1 → . . .
. . .→ ⊕O(−1s−2m−1)⊗ zp−2m−1 → O(−1s−2m−2)⊗ zp−2m−2 → 0.
All the terms have type (s′, p′) with
s′ − p′ = s− p,
and all except the first - which isM - have p′ < p. As before, since (s, p) is
in R+ and we are in the lower half of the table, we have s − p = 2m − 2j,
for some 0 ≤ j. Note, the terms with p′ ≤ j are in W, while the ones with
j < p′ < p are generated by W by induction. Hence,M is generated by W.
Case n = 4m + 1. The argument is similar and we only point out the
differences. The table is now shorter by two rows, so for the line bundle
M = pr∗SO(−1, . . . ,−1)⊗ z, S ⊆ N, |S| = 2m+ 1.
to be generated by W, we need to consider the sequence (2) in Lemma 6.8
for the set J = S, tensored with O ⊗ z−2m. This takes the form
0→ O(−12m+1)⊗ z → ⊕O(−12m)⊗ 1→ . . .
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. . .→ ⊕O(−12)⊗ z−2m+2 → ⊕O(−1)⊗ z−2m+1 → O⊗ z−2m → 0.
Again, all the terms lie on the line s − p = 2m and all terms except the
first - which isM - have p ≤ 0 and belong to W. Hence,M is generated by
W. The rest of the proof is similar: forM = pr∗SO(−1, . . . ,−1)⊗ zp of type
(p, s) with s < 2m + 1, we pick J ⊆ Sc, |J | = 2m + 1 and we tensor the
sequence (1) in Lemma 6.8 for the set J withM, while if s ≥ 2m + 1, we
pick J ⊆ S with |J | = 2m+ 1, and we tensor the sequence (2) in Lemma 6.8
for the set J with pr∗S\JO(−1, . . . ,−1) ⊗ zp−2m−1. In both cases, all terms,
exceptM, are either already in W, or generated by W by induction. 
Lemma 6.8. Let n = 2r+1. There are two types of PGm-equivariant resolutions:
(1) The restriction to (P1)nss of the Koszul complex of the intersection of (r+1)
of the divisors ∆i0 (Notation 6.1), which takes the form
0→ O(−1r+1)⊗ z−(r+1) → ⊕O(−1r)⊗ z−r → . . .
. . .→ ⊕O(−12)⊗ z−2 → ⊕O(−1)⊗ z−1 → O⊗ 1→ 0
(2) The restriction to (P1)nss of the Koszul complex of the intersection of (r+1)
of the divisors ∆i∞ (Notation 6.1), which takes the form
0→ O(−1r+1)⊗ z(r+1) → ⊕O(−1r)⊗ zr → . . .
. . .→ ⊕O(−12)⊗ z2 → ⊕O(−1)⊗ z1 → O⊗ 1→ 0
Proof. Let G = PGm. Denote for simplicity Di = ∆i0, for all i ∈ N . The
divisors D1, . . . , Dn intersect with simple normal crossings. For J ⊆ N
with |J | = r + 1, let YJ := ∩i∈IDi ⊆ (P1)n. Note that YJ ∩ (P1)nss = ∅.
Consider the Koszul resolution of YJ :
. . .→ ⊕i<j,i,j∈JO(−Di −Dj)→ ⊕j∈JO(−Dj)→ O → OYJ → 0.
Each of the maps in the sequence are direct sums of maps of the form
O(−Dj1 − . . .−Djt)→ O(−Dj1 − . . .−Djt−1)
obtained by multiplication with a canonical section corresponding to the
effective divisor Djt . This can be made into a G-equivariant map:
O(−Dj1 − . . .−Djt)⊗ z−t → O(−Dj1 − . . .−Djt−1)⊗ z−(t−1).
since O(−Di)⊗ z−1 → O is the G-equivariant map given by multiplication
with xi, whose zero locus is Di = ∆i0 (see Lemma 6.2 and the discussion
preceding it). The Lemma follows by restriction to (P1)nss. The proof of (2)
is similar, with the only difference that multiplication with yi, the canonical
section of ∆i∞ corresponds to aG-equivariant mapO(−∆i∞)⊗z → O. 
6.5. The case when n is even. Let n = 2r. In this case there are
(
2r
r
)
strictly
semistable points {pT } one for each subset T ⊆ N with |T | = r, where the
the coordinates of pT for i ∈ T are 0, while the coordinates for i ∈ T c are∞.
Instead of the GIT quotient Zn, which is singular at the images of these
points, we consider its Kirwan resolution Z˜n constructed as follows. Let
W = Wn be the blow-up of (P1)n at its strictly semistable points {pT }.
Denote by ET the exceptional divisor corresponding to the point pT . The
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action of Gm lifts to W . We describe this action locally around a point pT .
Assume for simplicity that T = {r + 1, . . . , n}. Consider the affine chart
An = (P1 \ {∞})r × (P1 \ {0})r
containing the point pT . In the new coordinates, we have pT = 0 = (0, . . . , 0).
We let x1, . . . , xr, y1, . . . , yr, resp., t1, . . . , tr, u1, . . . , ur, be coordinates onAn,
resp., Pn−1. Then W is locally the blow-up Bl0An, with equations
xitj = xjti, xiuj = yjti, yiuj = yjui.
The action of Gm on W is given by
z · ((xi, yi), [ti, ui]) = ((z2xi, z−2yi), [z2ti, z−2ui]).
The fixed locus of the action of Gm on E = ET consists of the subspaces
Z+T = {u1 = . . . = ur = 0} = Pr−1 ⊆ Pn−1 = ET ,
Z−T = {t1 = . . . = tr = 0} = Pr−1 ⊆ Pn−1 = ET .
Denote for simplicity E = ET . As Bl0An is the total space V(OE(−1)) of
the line bundle OE(−1) = OE(E) and the action of Gm on Bl0An coincides
with the canonical action of Gm on V(OE(−1)) coming from the action of
G on E = Pn−1 given by
z · [t1, . . . , tr, u1, . . . , ur] = [z2t1, . . . , z2tr, z−2u1, . . . , z−2ur].
It follows that OE(E) (and hence, O(E)) has a canonical Gm-linearization.
With respect to this linearization, we have:
weightλOET (−1)|p = weightλO(ET )|p = +2, p ∈ Z+T , λ(z) = z,
weightλ′OET (−1)|p = weightλ′O(ET )|p = −2, p ∈ Z−T , λ′(z) = z−1.
We denote by O(j¯)(∑αTET ) the line bundle pi∗O(j1, . . . , jn)(∑αTET )
onWn (where ji, αT integers and pi : Wn → (P1)n is the blow-up map), with
theGm-linearization given by the tensor product of the canonical lineariza-
tions above. As before, for every equivariant coherent sheaf F , we denote
by F ⊗ zk the tensor product with O ⊗ zk.
Consider the GIT quotient with respect to a (fractional) polarization
L = O(1, . . . , 1)
(
−
∑
ET
)
,
where 0 <   1,  ∈ Q, and the sum is over all exceptional divisors (with
the canonical polarization described above):
Z˜n = (Wn)ss //L Gm.
By the Hilbert-Mumford criterion, the semistable locusWss has no strictly
semi-stable points and consists of (P1)n \ {pT } and
Wss ∩ ET = ET \ (Z+T unionsq S−T ) = Pn−1 \ (Pr−1 unionsq Pr−1).
Lemma 6.9. TheGm-linearized line bundleO(j¯)(
∑
αTET )⊗ zp descends to the
GIT quotient Z˜n for n = 2r if and only if for all subsets I ⊆ N with |I| 6= r
−
∑
i∈I
ji +
∑
i∈Ic
ji + p is even
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and for all subsets I ⊆ N with |I| = r, we have
−
∑
i∈I
ji +
∑
i∈Ic
ji + p± 2αI is divisible by 4.
Proof. By Kempf’s descent, a G-linearized line bundle L descends to the
GIT quotient if and only if the stabilizer of any point in the semistable locus
acts trivially on the total space ofL, or equivalently, weightλL|p = 0, for any
semistable point p and any one-parameter subgroup λ : Gm → G. By defi-
nition, weightλL|p = weightλL|p0 , where p0 is the fixed point limt→0 λ(t) ·p.
For any point p in (P1)n \ {pT } such that p = (zi) has zi = ∞ for i ∈ I
and zi 6= ∞ for i ∈ Ic, we have for λ(z) = z that limt→0 λ(t) · p is the point
with coordinates zi =∞ for i ∈ I and zi = 0 for i ∈ Ic, and hence:
weightλ
(O(j¯)(∑αTET )⊗ zp)|p = −∑
i∈I
ji +
∑
i∈Ic
ji + p.
Note that such a point p is semistable if and only if |I| < r. Similarly, if p
has zi = 0 for i ∈ Ic and zi 6= 0 for i ∈ I , λ′(z) = z−1:
weightλ′
(O(j¯)(∑αTET )⊗ zp)|p = −∑
i∈I
ji +
∑
i∈Ic
ji + p.
Note that such a point p is semistable if and only if |I| > r. In both cases,
the stabilizer of such a point is {±1}.
Finally, if p ∈ ET \(Z+T unionsqZ−T ) then limt→0 λ(t)·p ∈ Z−T , limt→0 λ′(t)·p ∈ Z+T .
Hence, we have
weightλ
(O(j¯)(∑αTET )⊗ zp)|p = −∑
i∈I
ji +
∑
i∈Ic
ji + p− 2αT ,
weightλ′
(O(j¯)(∑αTET )⊗ zp)|p = −∑
i∈I
ji +
∑
i∈Ic
ji + p+ 2αT .
A point p ∈ ET \ (Z+T unionsqZ−T ) has stabilizer {±1,±i}. The conclusion follows.

Corollary 6.10. The line bundle ρ∗EO(−1, . . . ,−1)(
∑
αTET ) ⊗ zp descends to
the GIT quotient Z˜n if and only if for all subsets I ⊆ N with |I| 6= r
|I ∩ E| − |Ic ∩ E|+ p is even
and for all subsets I ⊆ N with |I| = r, we have
|I ∩ E| − |Ic ∩ E|+ p± 2αI is divisible by 4.
Lemma 6.11. If n = |N | is even, the Hassett space ZN = M0,( 1
2
+, 1
2
+, 1
n
,..., 1
n
) is
isomorphic to the GIT quotient Z˜n = (Wn)ss //O(1,...,1)(−∑ET ) Gm.
Proof. As in the odd case, the trivial P1-bundle (P1)n × P1 → (P1)n has
sections s0, s∞, si, which we pull back to Wss × P1 → Wss. We abuse
notations, and denote the pull back sections still s0, s∞, si. The family is
not A-stable at the points pT , where si = s∞ for all i ∈ T and si = s0 for all
i ∈ T c. Here A = (12 + , 12 + , 1n , . . . , 1n). Let C′ be the blow-up of W × P1
along the codimension 2 loci
ET × {0} = s0(ET ), ET × {∞} = s∞(ET ).
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Denote by E˜0T and E˜
∞
T be the corresponding exceptional divisors in C′. The
resulting family pi′ : C′ → W has fibers above points p ∈ ET a chain of
P1’s of the form C0 ∪ F˜ ∪ C∞, where F˜ is the proper transform of the fiber
of W × P1 → W and F˜ meets each of C0 (the fiber of E˜0T → ET at p) and
C∞ (the fiber of E˜∞T → ET at p). The proper transforms of si for i ∈ T
(resp., i ∈ T c) intersect C∞ (resp., C0) at distinct points. The dualizing
sheaf ωpi′ is relatively nef, with degree 0 on F˜ . It follows that ωpi′ induces
a morphism C′ → C over Wss which contracts the component F˜ in each
of the above fibers, resulting in an A-stable family. Therefore, we have an
induced morphism F : Wss → ZN . Clearly, the map F is Gm-equivariant
(where Gm acts trivially on ZN ). As the GIT quotient Z˜n is a categorical
quotient, it follows that there is an induced morphism f : Zn → ZN . As
in the n odd case, two elements of the family C → Wss are isomorphic if
and only if they belong to the same orbit under the action of Gm. Hence,
the map f is one-to-one on closed points (as there are no strictly semistable
points in Wss, Z˜n is a good categorical quotient [Dol03, p. 94]). It follows
that f is an isomorphism. 
When n = |N | is even, the Hassett space ZN = M0,( 1
2
+, 1
2
+, 1
n
,..., 1
n
) is
closely related to the following Hassett spaces:
Z ′N = M0,( 1
2
+, 1
2
, 1
n
,..., 1
n
),
Z ′′N = M0,( 1
2
, 1
2
+, 1
n
,..., 1
n
),
whereA = (a′, a′′, a1, . . . , an) is the set of weights assigned to (∞, 0, p1, . . . , pn).
The canonical reduction maps
p′ : ZN → Z ′N , p′ : ZN → Z ′′N ,
contract the boundary divisors δT∪{0} for T ⊆ N , |T | = n2 using the two
different projections. Note that the universal families over Z ′N and Z
′′
N are
P1-bundles.
Lemma 6.12. Assume n = |N | is even. The following relations hold between the
tautological classes on the Hassett space ZN = M0,( 1
2
+, 1
2
+, 1
n
,..., 1
n
):
ψ0 = δi∞ − δi0 +
∑
i/∈T,|T |=n
2
δT∪{0},
ψ∞ = δi0 − δi∞ +
∑
i∈T,|T |=n
2
δT∪{0},
ψ0 + ψ∞ =
∑
|T |=n
2
δT∪{0}.
Proof. Clearly, the second relation follows from the first using the S2 sym-
metry, while the third follows by adding the first two relations. To prove
the first relation, consider the reduction morphism p′ : ZN → Z ′N . To avoid
confusion, we denote by ψ′i, δ
′
ij (resp., ψ
′
i, δ
′
ij) the tautological classes on Z
′
N
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(resp., on ZN ). The universal family C′ → Z ′N is a P1-bundle. By Lemma
5.1, we have ψ′0 = δ′i∞−δ′i0. The relation follows, as by Lemma 5.6, we have
p′∗ψ′0 = ψ0 −
∑
|T |=n
2
δT∪{0},
p′∗δ′i0 = δi0 +
∑
i∈T,|T |=n
2
δT∪{0}, p′
∗
δ′i∞ = δi∞.

Lemma 6.13. Assume n = 2r is even. We have the following dictionary between
tautological line bundles on the Hassett space ZN (idenitified with the GIT quo-
tient Z˜n) and Gm-linearized line bundles on Wn:
O(δi0) = pr∗iO(1)(−
∑
i/∈T
ET )⊗ z, O(δi∞) = pr∗iO(1)(−
∑
i∈T
ET )⊗ z−1
ψ0 = O(
∑
ET )⊗z−2, ψ∞ = O(
∑
ET )⊗z2, ψi = pr∗iO(−2)(
∑
ET )⊗1.
Furthermore, if |T | = n2 , then we have for δT = δT∪{∞} that
O(δT ) = O(2ET )⊗ 1.
Proof. We start with the last statement. Consider the affine chart
An = (P1 \ {0})r × (P1 \ {∞})r
around the point pT , with coordinates x1, . . . , xr, y1, . . . , yr. The GIT quo-
tient map (P1)nss → Z is locally at pT given by
f : An → Y = f(An) ⊆ Ar2 , f(xi, yj) = (xiyj)ij .
The morphism F : Wss → Z˜n = Z˜ induced by the universal family over
Wss (proof of Lemma 6.11) is locally the restriction to the semistable locus
of the rational map (which we still call F )
F : Bl0An 99K Bl0Y ⊆ Bl0Ar2 .
Consider coordinates ((xi, yi), [ti, ui]) (with xitj = xjti, xiuj = yjti, xitj =
xjti) on Bl0An ⊆ An × Pn−1 and coordinates (zij , [wij ]) on Bl0Ar2 (with
zijwkl = zklwij). Consider the affine charts U1 = {t1 6= 0} ⊆ Bl0An and
V1j = {w1j 6=0} ⊆ Bl0Ar2 . The map F|U1 is the rational map
F : U1 = Anx1,t2,...,tr,u1,...,ur 99K V1j = A
r2
z1j ,(wkl)kl6=1j ,
z1j = x
2
1uj , wkl =
tkul
uj
.
The exceptional divisor E˜ in Bl0Ar
2
has local equation z1j = 0 in V1j , while
the exceptional divisor E = ET of Bl0An has equation x1 = 0 in U1. It
follows that F ∗O(E˜) = O(2E). In particular, as δT = Bl0Y ∩ E˜, it follows
that F ∗O(δT ) = O(2ET ). It follows that O(δT ) = O(2ET ) ⊗ zk, for some
integer k (the same for all T , by the Sn-symmetry). On the other hand, by
the S2-symmetry, O(δT c) = O(2ET c)⊗ z−k. Hence, we must have k = 0.
We now prove that O(δi0) = pr∗iO(1)(−
∑
i/∈T ET ) ⊗ z. (Note that all
other relations will then follow by S2-symmetry and Lemma 6.12.) Clearly,
F ∗O(δi0) is the line bundle O(∆˜i0)|Wss , where ∆˜i0 is the proper transform
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in W of the diagonal ∆i0 in (P1)n defined by xi = 0, where zi = [xi, yi] now
denote coordinates on (P1)n. As ∆˜i0 = ∆i0 −
∑
i/∈T ET . It follows that
O(δi0) = pr∗iO(1)(−
∑
i/∈T
ET )⊗ zk,
for some integer k. The pull-back of the canonical section of the effective
divisor δi0 (which is xi) must be an invariant section. The section xi of
OP1(1) becomes the constant section 1 in the open chart U : xi 6= 0. Con-
sidering a point p = (p1, . . . , pn) in U , with pi = ∞ and pj ∈ P1 general
for j 6= i, it follows that for the one-parameter subgroup λ(z) = z we have
weightλpr
∗
iO(1)|p = −1, weightλO ⊗ zk|p = k, hence, the constant section
1 becomes z−1+k under the action of λ and we must have k = 1 for the
section to be invariant.

Lemma 6.14. Let δT = δT∪{∞}, where T ⊆ N with |T | = n2 . Using the identifi-
cation δT = P
n
2
−1 × Pn2−1, with∞ on the first Pn2−1, we have
δi∞|δT =
{
O(1, 0) if i ∈ T
O if i /∈ T , δi0|δT =
{
O(0, 1) if i /∈ T
O if i ∈ T, ,
ψ∞|δT = O(−1, 0), ψ0|δT = O(0,−1),
δT |δT = O(−1,−1).
Proof. By symmetry, it suffices to compute δi∞|δT and ψ∞|δT . The formula
for ψ∞|δT follows from the one for δi∞|δT , as by Lemma 6.12, ψ∞|δT =
−δi∞|δT . Clearly, the intersection δi∞ ∩ δT = ∅ if i /∈ T . Consider now
the intersection δi∞ ∩ δT when i ∈ T . We identify
δT = M
′ ×M′′ = Pn2−1 × Pn2−1,
where M′ and M′′ are Hassett spaces with weights (12 + ,
1
n , . . . ,
1
n , 1), with
the attaching point x having weight 1, the points 0,∞ weight 12 + , while
the points in T , T c weight 1n . There is an isomorphism |ψx| : M
′ → Pn2−1,
which we use in identifying M′ = P
n
2
−1. The intersection δi∞ ∩ δT in δT can
be identified with the divisor δ′i∞ ×M
′′ ⊆M′ ×M′′, where δ′i∞ is the corre-
sponding divisor in M′. By Lemma 5.1 (which applies since the universal
family over M′ is a P1-bundle), on M′ we have
ψx = −δ′ix − δ′i∞ + δ′x∞ = −δi∞,
with the second equality holding since δix = δx∞ = 0. The identity δT |δT =
O(−1,−1) follows now from the previous ones by restricting to δT the iden-
tity from Lemma 6.12:
ψ0 = δi∞ − δi0 +
∑
i∈J,|J |=n
2
δJ∪{∞}.

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6.6. The collection Rp∗Gˆ on ZN when n is even. We now project our full
exceptional collection Gˆ on the Losev–Manin space (Section 3) onto the GIT
quotient. Proposition 5.4 and Lemma 6.13 have the following:
Corollary 6.15. Assume |N | = 2r is even. Let p : LMN → ZN be the reduction
map. For all subsets E ⊆ N with s = |E| either 0 or s ≥ 2 and all 1 ≤ a ≤ s− 1,
Rp∗
(
pi∗N\EG
∨
a
)
= pr∗EO(−1, . . . ,−1)
(∑ |a− |E ∩ T c||ET )⊗ z2a−s,
where |a − |E ∩ T c|| denotes the absolute value of (a − |E ∩ T c|). Moreover,
Rp∗O = O. For all G∨a ⊗G∨b supported on strata LMr × LMr we have
Rp∗
(
G∨a ⊗G∨b
)
= O(−a)O(−b) (0 < a, b ≤ r − 1),
All other Rp∗E for E in the collection Gˆ are either 0 or are generated by the above
torsion sheaves.
Clearly, Corollary 6.5 still holds for n even.
6.7. An exceptional collection on Z˜n from windows (n even). To describe
Z˜n using toric geometry, note that Wn is a polarized toric variety with the
polytope ∆ obtained by truncating the n-dimensional cube at vertices lying
on the hyperplane H normal to and bisecting the big diagonal. Then Z˜n
is a smooth polarized projective toric variety for the torus Gn−1m and its
polytope is ∆ ∩H . In particular, the topological Euler characteristic e(Z˜n)
is equal to the number of edges ∆ intersecting H :
e(Z˜n) = r
2
(
n
r
)
= (r − 1)2
(
n
r
)
+ (n− 1)
(
n
r
)
(n = 2r).
Note that
r
(
n
r
)
= n
(
n
0
)
+ (n− 2)
(
n
1
)
+ (n− 4)
(
n
2
)
+ . . .+ 2
(
n
r − 1
)
.
Notation 6.16. For a subset E ⊆ N and the integer p such that p + |E| is
even, letLE,p be the line bundle on Z˜n which is the descent of the restriction
to Wnss of the following Gm-linearized line bundles on Wn:
pr∗EO(−1, . . . ,−1)(
∑
|T |=r
αTET )⊗ zp,
αT = −|p+ |E ∩ T | − |E ∩ T
c||
2
, (6.1)
Lemma 6.17. The line bundles LE,p have the form:
LE,p = −
∑
i∈E
δi∞ +
p− |E|
2
ψ∞ +
∑
p+|E∩T |−|E∩T c|≥0
αT δT∪{∞},
where the second sum is over all subsets T ⊆ N , |T | = r and αT is as in (6.1).
Proof. Let s = |E|. It follows from the dictionary in Lemma 6.13, that the
line bundles LE,p have the form:
LE,p = −
∑
i∈E
δi∞ +
p− s
2
ψ∞ −
∑ 2|E ∩ T |+ p− s− 2αT
4
δT∪{∞}.
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Since 2|E ∩ T | + p − s = p + |E ∩ T | − |E ∩ T c|, the formula now follows
from the formula (6.1) for αT . 
Theorem 6.18. Let n = 2r. The derived category Db(Z˜n) has a full exceptional
(S2 × Sn)-equivariant collection consisting of the sheaves O(−a,−b), supported
on δT∪{∞} = Pr−1 × Pr−1, for all T ⊆ N with |T | = r, for all (a, b) such that
• either 0 < a < r and 0 < b < r,
• or a = 0, 0 < b < r2 ,• or b = 0, 0 < a < r2 ,
together with the line bundles LE,p for the following choices of E and p:
Case A. r = 2m.
• either |E| = l ≤ r − 2, in which case
p = −(r − 2− l),−(r − 2− l) + 2, . . . , (r − 2− l),
• or |E| = n− l ≥ r, in which case
p = −(r − l),−(r − l) + 2, . . . , (r − l).
.
Case B. r = 2m+ 1.
• either |E| = l < r, in which case
p = −(r − 1− l),−(r − 1− l) + 2, . . . , (r − 1− l),
• or |E| = n− l > r, in which case
p = −(r − 1− l),−(r − 1− l) + 2, . . . , (r − 1− l).
The order is as follows: all torsion sheaves precede the line bundles, the torsion
sheaves are arranged in the order of decreasing (a + b), while the line bundles are
arranged in decreasing order of |E|, and in arbitrary order for a fixed |E|.
Lemma 6.19. Let 0 ≤ a, b < r and let δ = Pr−1 × Pr−1 be one of the bound-
ary divisors δT∪{∞}. The sheaves {Oδ(−a,−b),Oδ(−a′,−b′)} do not form an
exceptional pair if and only if one of the following happens:
• a′ ≥ a, b′ ≥ b,
• a′ = 0, a = r − 1, b′ > b,
• b′ = 0, b = r − 1, a′ > a,
• a′ = b′ = 0, a = b = r − 1.
When a = a′, b = b′, we have RHom(Oδ(−a′,−b′),Oδ(−a,−b)) = C.
Proof. By Lemma 6.14, line bundle L = −a′ψ∞ − b′ψ0 on Z˜n restricts to
O(a′, b′) on δ. Hence, RHom(Oδ(−a′,−b′),Oδ(−a,−b)) equals
RHom(Oδ(−a′,−b′)⊗ L,Oδ(−a,−b))⊗ L) = RHom(Oδ,Oδ(a′ − a, b′ − b)).
Apply RHom(−,Oδ(a′ − a, b′ − b)) to the canonical sequence
0→ O(−δ)→ O → Oδ → 0.
There is a long exact sequence
. . .→ Exti(Oδ,Oδ(a′ − a, b′ − b))→
→ Hi(Oδ(a′ − a, b′ − b))→ Hi(Oδ(a′ − a− 1, b′ − b− 1))→ . . .
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It is clear now that if any of the conditions in the Lemma hold, then
RHom(Oδ(−a′,−b′),Oδ(−a,−b)) 6= 0.
Assume now that none of the conditions holds. Then either a′ < a or b′ < b.
Assume a′ < a. Since a′ − a ≥ −a > −r, Oδ(a′ − a, b′ − b) is acyclic. But in
this caseOδ(a′−a−1, b′− b−1) is not acyclic if and only if a′ = 0, a = r−1
and either b′− b > 0 or b′− b− 1 ≤ −r (in which case, we must have b′ = 0,
b = r−1), which give precisely two of the above conditions. The case b′ < b
is similar. 
The following result will be used several times in the proof of Thm. 6.18:
Lemma 6.20. For a fixed set I ⊆ N with |I| > r, we have
max
(E,p)
(|E∩I|−|E∩Ic|+p) = {2|I| − 2m if n = 4m ( Case A )
2|I| − 2m− 2 if n = 4m+ 2 ( Case B ),
min
(E,p)
(|E ∩ I| − |E ∩ Ic|+ p) = {−2m+ 2 if n = 4m ( Case A )−2m if n = 4m+ 2 ( Case B ),
where the maximum and the minimum are taken over all the pairs (E, p) corre-
sponding to each line bundle in the collection. Similarly, for T ⊆ N , |T | = r,
max
(E,p)
(
p+ |E ∩ T | − |E ∩ T c|) = 2m,
min
(E,p)
(
p+ |E ∩ T | − |E ∩ T c|) = −2m,
(in both Cases A and B).
The proof is straightforward and we omit it.
Corollary 6.21. The coefficient αT in the formula (6.1) satisfies
−m ≤ αT ≤ 0 (m =
⌊n
4
⌋
=
⌊r
2
⌋
).
Proof of Thm. 6.18. Lemma 6.19 implies that the torsion sheaves form an ex-
ceptional collection. We now prove that {Oδ(−a,−b), LE,p} form an excep-
tional pair, for every divisor δ = δT∪{∞} and every torsion sheaf O(−a,−b)
in our list. Equivalently, we prove that L∨|δ⊗O(−a,−b) is acylic. By Lemma
6.17 and Lemma 6.14, using (6.1)
L∨|δ =
{
O(0, αT ) if p+ |E ∩ T | − |E ∩ T c| ≥ 0
O(αT , 0) if p+ |E ∩ T | − |E ∩ T c| ≤ 0,
.
Clearly, if a, b > 0 then L∨|δ ⊗ O(−a,−b) is acylic. Consider now the case
when one of a, b is 0. Since the collection {LE,p} is invariant under the
action of S2, we may assume a = 0. Let 0 < b < r2 . By Cor. 6.21, we have−b r2c ≤ αT ≤ 0 and the result follows.
The Kempf-Ness stratification of the unstable locus in Wn. Let G = Gm.
As in the proof of Thm. 6.6, we consider pairs (λ, Z), with a one-parameter
subgroup λ : Gm → G and Z a connected component of the λ-fixed locus.
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It suffices to consider the two subgroups λ(z) = z and λ′(z) = z−1. The
G-fixed locus in W = Wn consists of the points
ZI = {(xi) |xi = 0 for i 6∈ I, xi =∞ for i ∈ I} ∈ (P1)n \ {pT }
for every subset I ⊆ N with |I| 6= r and the loci Z+T unionsq Z−T ⊆ ET , for each
subset T ⊆ N , |T | = r. The pairs (λ, Z) to be considered are therefore
(λ, ZI), (λ
′, ZI) (I ⊆ N, |I| 6= r),
(λ, Z+T ), (λ
′, Z+T ), (λ, Z
−
T ), (λ
′, Z−T ) (T ⊆ N, |T | = r).
Recall from (6.5 that for any subset I ⊆ N with |I| 6= r we have
weightλL|ZI = |Ic| − |I|, weightλ′L|ZI = −|Ic|+ |I|,
while for all subsets T ⊆ N with |T | = r we have:
weightλL|p = −2, weightλ′L|p = +2 (p ∈ Z+T ),
weightλL|p = +2, weightλ′L|p = −2 (p ∈ Z−T ).
As in the n odd case, we define for any subset I ⊆ N affine subsets:
SI = {(xi) |xi =∞ if i ∈ I, xi 6=∞ if i /∈ I} ∼= A|Ic|
S′I = {(xi) |xi = 0 if i 6∈ I, xi 6= 0 if i ∈ I} ∼= A|I|.
The unstable locus is the union of the following Kempf–Ness strata, com-
ing from the pairs with negative weight
(λ, ZI) (for |I| > r), (λ′, ZI) (for |I| < r),
(λ, Z+T ), (λ
′, Z−T ) (for |T | = r) :
SI ∼= A|Ic| (for |I| > r), S′I ∼= A|I| (for |I| < r),
S+T = BlpTST = Bl0A
|T c|, S−T = BlpTS
′
T = Bl0A|T | (for |T | = r).
The destabilizing one-parameter subgroup for SI (resp. for S′I ) is λ (resp. λ
′).
The one-parameter subgroup λ (resp., λ′) acts on the conormal bundleN∨SI |(P1)n
(resp., N∨S′I |(P1)n) restricted to ZI with positive weights and their sum ηI
(resp., η′I ) can be computed as in the n odd case to be:
ηI = 2|I|, resp. η′I = 2|Ic|.
When |T | = r, the destabilizing one-parameter subgroup for S+T (resp. for
S−T ) is λ (resp. λ
′). The one-parameter subgroup λ (resp., λ′) acts on the
conormal bundle N∨
S+T |W
(resp., N∨
S−T |W
) restricted to a point p ∈ Z+T , with
positive weights and their sum η+T (resp., η
−
T ) can be computed to be:
η+T = 4|T | = 2n, resp. η−T = 4|T c| = 2n.
To see this, let p ∈ Z+T . The sum of λ-weights of
(
N∨
S+T |W
)
|p equals
weightλ
(
detN∨
S+T |W
)
|p =
weightλ
(
detTS+T
)
|p − weightλ
(
TW
)
|p.
We use the local coordinates introduced in (6.5) (assume again w.l.o.g
that T = {r + 1, . . . , n}). We may assume also that the point
p = [t1, . . . , tr, 0 . . . , 0] ∈ Z+T ⊆ ET = Pn−1
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has t1 = 1. Then local coordinates on an open set U = An ⊆ W around p
are given by x1, t2, . . . , tr, u1, . . . , ur, with the blow-up map An → An:
(x1, t2, . . . , tr, u1, . . . , ur) 7→ (x1, x1t2, . . . , x1tr, x1u1, . . . , x1ur).
Then S+T ∩ U ⊆ U has equations u1 = . . . = ur (the proper transform of ST
which is cut by y1 = . . . = yr). The action of G on W induces the following
action on the open chart U :
z · x1 = z2x1, z · ti = ti (i = 2, . . . , r), z · ti = z−4ti (i = 1, . . . , r).
It follows that
weightλ
(
TW
)
|p = 2− 4r, weightλ
(
TS+T
)
|p = 2.
Hence, ηT = 4r = 2n. Similarly one obtains η′T = 4r, by considering
points p ∈ Z−T and using that in the affine chart u1 = 1, with coordinates
y1, t1, . . . , tr, u2, . . . , ur, the action of G is given by:
z · y1 = z−2y1, z · ti = z4ti (i = 1, . . . , r), z · ui = ui (i = 2, . . . , r).
Choice of windows. We make a choice of windows Gw:
[wI , wI + ηI), [w
′
I , w
′
I + η
′
I), [w
+
T , w
+
T + η
+
T ), [w
−
T , w
−
T + η
−
T ),
by letting
wI = w
′
I = −2m+ 2, w+T = w−T = −4m in Case A,
wI = w
′
I = −2m, w+T = w−T = −4m in Case B.
Recall that ηI = η′I = 2|I|, η+T = η−T = 4|T | = 2n.
We prove that Gw contains the G-linearized line bundles that descend to
the line bundles LE,p in the theorem. Since the collection is S2 equivariant
and S2 flips the strata SI and S′I , it suffices to check the window conditions
for strata SI and S+T . For I ⊆ N , |I| > r, at the point ZI ∈ SI we have,
using Lemma 6.20 :
weightλ
(
LE,p
)
|ZI = |E ∩ I| − |E ∩ I
c|+ p ∈ [wI , wI + ηI),
For T ⊆ N with |T | = r, we have, using the definition of αT ,
weightλ
(
LE,p
)
|q∈Z+T
= |E ∩ T | − |E ∩ T c|+ p+ 2αT =
=
{
0 if |E ∩ T | − |E ∩ T c|+ p ≥ 0
4αT if |E ∩ T | − |E ∩ T c|+ p ≤ 0.
,
which by, Cor. 6.21, lies in [w+T , w
+
T + η
+
T ). Hence, all line bundles are con-
tained in Gw.
Consider now two pairs (E, p), (E′, p′) as in the theorem and the corre-
sponding line bundles
LE,p = pr
∗
EO(−1, . . . ,−1)(
∑
|T |=r
αTET )⊗ zp,
LE′,p′ = pr
∗
E′O(−1, . . . ,−1)(
∑
|T |=r
α′TET )⊗ zp
′
,
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By the main result of [HL15, Thm. 2.10], we have thatRHom(LE′,p′ , LE,p)
equals the weight (p′− p) part (with respect to the canonical action of G) of
RHomW (pr
∗
E′O(−1, . . . ,−1)(
∑
|T |=r
α′TET ), pr
∗
EO(−1, . . . ,−1)(
∑
|T |=r
αTET )) =
= H∗
(
pr∗E′O(1, . . . , 1)⊗ pr∗EO(−1, . . . ,−1)⊗O
( ∑
|T |=r
(α′T − αT )ET
))
.
Assume that |E| ≥ |E′|. Denote
βT = αT − α′T ,
M0 = pr
∗
E′O(1, . . . , 1)⊗ pr∗EO(−1, . . . ,−1)⊗O
( ∑
|T |=r,βT≤0
(−βT )ET
)
.
By the projection formula,
H∗(M0) = H∗(pr∗E′O(1, . . . , 1)⊗ pr∗EO(−1, . . . ,−1)),
which equals 0 if E * E′. Note that since |E| ≥ |E′|, we do have that
E * E′, unless E = E′. To understand the weight (p′ − p) part of
H∗
(
M0 ⊗O
( ∑
|T |=r,βT>0
(−βT )ET
))
,
consider the following more general situation. Let M be a line bundle on
W . Denote for simplicity E = ET , β = βT . Assume β > 0. Consider the
short exact sequences:
0→M(−βE)→M(−(β − 1)E)→M(−(β − 1)E)|E → 0,
0→M(−(β − 1)E)→M(−(β − 2)E)→M(−(β − 2)E)|E → 0,
...
0→M(−E)→M →M|E → 0.
To prove that the weight (p′− p) of H∗(M(−βE)) is 0, it suffices to prove
that H∗(M) and H∗(M(−iE)|E) for all i = 0, 1, . . . , β − 1 have no weight
(p′ − p) part. Put an arbitrary order on the subsets T with βT > 0:
T1, T2, . . . .
Applying the above observation successively, first for M = M0, E = ET1 ,
then inductively for for M = M0(−β1T1 − . . .− βiTi), E = ETi+1 , it suffices
to show that H∗(M0) and H∗(M0(−iET )|ET ) for all i = 0, 1, . . . , β − 1 and
all T , have no weight (p′ − p) part.
If E 6= E′, then H∗(M0) = 0. If E = E′, then M0 = O and the action of G
on H∗(M0) is trivial. Hence, unless p = p′, H∗(M0) has no weight (p′ − p)
part. Note that if p = p′ then LE,p = LE′,p.
We have (M0)|ET = M0|pT ⊗ O, where M0|pT is the fiber of M0 at pT
(abusing notations, we denote M0 both the line bundle on (P1)n and its
pull back to W ). The action of G on M0|pT has weight(|E ∩ T | − |E ∩ T c|)− (|E′ ∩ T | − |E′ ∩ T c|).
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Consider coordinates t1, . . . , tr, u1, . . . , ur on E = Pn−1, such that t1, . . . , tr
(resp., u1, . . . , ur) have weight 2 (resp., weight −2). There is a canonical
identification of H∗(O(−iET )|ET ) with the vector space
C{
∏
takk
∏
ubkk |
∑
ak +
∑
bk = i},
with the weight of
∏
takk
∏
ubkk equal to 2
∑
ak− 2
∑
bk. As 2
∑
ak− 2
∑
bk
ranges through all even numbers between −2i and 2i, it follows that the
possible weights of elements in H∗(M0(−iET )|ET ) are(|E ∩ T | − |E ∩ T c|)− (|E′ ∩ T | − |E′ ∩ T c|)+ 2j,
for all the values of j between −i and i.
Assume now that for some
0 ≤ i ≤ βT − 1 = αT − α′T − 1, −i ≤ j ≤ i,
we have(|E ∩ T | − |E ∩ T c|)− (|E′ ∩ T | − |E′ ∩ T c|)+ 2j = p′ − p.
It follows that(
p+ |E ∩ T | − |E ∩ T c|)− (p′ + |E′ ∩ T | − |E′ ∩ T c|) = −2j.
Recall that
p+ |E ∩ T | − |E ∩ T c| = ±2αT , p′ + |E′ ∩ T | − |E′ ∩ T c| = ±2α′T .
It follows that ±2αT ± 2α′T = −2j.
Claim 6.22. None of the values ±αT ± α′T lies in the interval
[−(αT − α′T − 1), (αT − α′T − 1)]
.
Proof. By symmetry, it is enough to prove that none of ±αT ±α′T lies in the
interval [0, (αT − α′T − 1)]. Recall that αT , α′T ≤ 0 and we assume αT > α′T .
Hence, it remains to prove that−αT −α′T , αT −α′T do not lie in the interval
[0, (αT − α′T − 1)]. But clearly, −αT − α′T > αT − α′T − 1 and αT − α′T >
αT − α′T − 1. 
This finishes the proof that the collection is exceptional.
We now prove fullness. Let W be the collection in the theorem. Clearly,
it suffices to prove that W generates the collection Rp∗Gˆ (see Cor. 6.15).
We denote for simplicty δT = δT∪{∞}. We call a line bundle on Z˜n of type
(E, p) if it is the descent of a line bundle on Wn of the form
pr∗EO(−1, . . . ,−1)(
∑
βTET )⊗ zp,
for some βT ∈ Z. If |E| = s, we also say the line bundle has type (s, p).
We will use the following observations repeatedly:
(i) If for some a the sheaves O(a, b) on some δT are generated by W for
b = 0, 1, . . . , r − 1, then the same holds for all b.
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(ii) If M and L are line bundles related by M = L+
∑
βT δT with βT ≥ 0
for all T , then there are exact sequences
0→M i−1 →M i → Qi → 0,
with i = 1, . . . , t, M0 = L, Mt = M , such that each Qi is a direct sum over
some - possibly not all - subsets T with |T | = r, of the restrictions(
L+ iδT
)
|δT =
(
M − (t− i)δT
)
|δT .
As a result, if all Qi are generated by W, then L is generated by W if and
only if M is generated by W. Similarly, if both L, M and all but one of the
Qi are generated by W, then so is the remaining Qi.
We now prove that for every subset T ⊆ N with |T | = r, the sheaves
OδT (−a, 0), OδT (0,−a) for
r
2
≤ a ≤ r,
are generated by W. (Note, since W is invariant under the action of S2, it
suffices to prove that the sheaves OδT (−a, 0) are generated by W, for all
r
2 ≤ a ≤ r.) As a result, all the objects in Db(δT ) are generated by W. Note
that once this is established, if for some fixed (E, p) one line bundle of type
(E, p) is generated by W, then all line bundles of type (E, p) are generated
by W. This is because line bundles L, M of the same type are related by
M = L+
∑
βT δT ,
for some integers βT . By eventually considering a third line bundle of the
same type (E, p), we may assume that βT ≥ 0 for all T . Then we apply the
observation (ii) before.
As in the n odd case, we consider a table with rows indexed by 0 ≤ s ≤ n
and −r ≤ p ≤ r, marking in blue the spots (s, p) for which there is a line
bundle LE,p of type (s, p), and in red the spots for which there is a line
bundle of type (s, p) which is in Rp∗Gˆ, but not in W. See Figure 2 (n =
4m + 2) and Figure 3 (n = 4m). We point out the similarities between the
two cases. The blue region is the union of the following two parts:
(I) s < r : p− s ≥ −2k, p+ s ≤ 2k,
(II) s > r : p− s ≤ −2k − 2, p+ s ≥ 2k + 2.
where
k :=
⌊r − 1
2
⌋
=
{
m if n = 4m+ 2
m− 1 if n = 4m .
(k is the maximum i > 0 for which the sheavesO(−i, 0),O(0,−i) are inW.)
The red region has two symmetric parts, call them R+ and R−, depend-
ing on whether p > 0 or p < 0. The two parts are symmetric with respect
to the action of S2. We think of all pairs (s, p) as lying on the lines:
A2q−1 : p− s = −2k − 2 + 2q,
B2q−1 : p+ s = 2k + 2q.
Focus on the region R+. Fix q ∈ {1, . . . , k}. An important feature of
the lines A2q−1, B2q−1 is that they intersect the line s = 2k + 1 (the only
horizontal line which is disjoint from the blue region) at the points (2k +
62 ANA-MARIA CASTRAVET AND JENIA TEVELEV
FIGURE 2. Case n = 4m + 2. We mark in blue the window col-
lection W and in red the line bundles in Rp∗Gˆ that are not in W.
1, 2q − 1). These are precisely the points with s = 2k + 1 that are contained
in the red region. Furthermore, the region R+ is contained in the union(
(A1 ∪ . . . ∪Ak) ∩ (s ≥ r)
)⋃(
(B1 ∪ . . . ∪Bk) ∩ (s ≤ r)
)
.
Another important feature of the lines A2q−1 (resp., B2q−1) is that they cor-
respond to the terms appearing in Koszul resolutions arising from intersec-
tions ∩i∈E0δi∞ (resp., ∩i∈E0δi0), for subsets E0 with |E0| = r (Lemma 6.24).
Aside from {LE,p}, we consider two extra sets of line bundles:
Definition 6.23. For every E ⊆ N and −r ≤ p ≤ r, let
RE,p = −
∑
i∈E
δi∞ +
p− |E|
2
ψ∞, SE,p = −
∑
i∈E
δi0 − p+ |E|
2
ψ0,
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FIGURE 3. Case n = 4m. We mark in blue the window collection
W and in red the line bundles in Rp∗Gˆ that are not in W.
Lemma 6.24. For every E ⊆ N with |E| ≥ r and E0 ⊆ E with |E0| = r, there
are long exact sequences:
0→ RE,p →
⊕
j∈E0
RE\{j},p−1 →
⊕
j,k∈E0
RE\{j,k},p−2 → . . .→ RE\E0,p−r → 0,
0→ SE,p →
⊕
j∈E0
SE\{j},p−1 →
⊕
j,k∈E0
SE\{j,k},p−2 → . . .→ SE\E0,p−r → 0.
Note that all RE′,p′ that appear in the first sequence satisfy p′ − |E′| =
p− |E|, while all SE′,p′ that appear in the second satisfy |E′|+ p′ = |E|+ p.
Proof. We have
⋂
i∈E0 δi∞ = ∅ and the boundary divisors {δi∞}i∈E0 in-
tersect transversely (the divisors intersect properly and the intersection is
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smooth, being a Hassett space). It follows that there is a long exact sequence
0→ O(−
∑
i∈E0
δi∞)→
⊕
j∈E0
O(−
∑
i∈E0\{j}
δi∞)→
⊕
j,k∈E0
O(−
∑
i∈E0\{j,k}
δi∞)→ . . .
. . .→
⊕
i∈E0
O(−δi∞)→ O → 0.
By Lemma 6.13 note that O(−δi∞) has type (s, p) = (1, 1), hence, p− s = 0
for any line bundle O(−∑ δi∞). Tensoring this long exact sequence by
−
∑
i∈E\E0
δi∞ +
p− |E0|
2
ψ∞,
gives the first long exact sequence in the lemma. The second long exact
sequence is obtained by considering the Koszul resolution associated to
the intersection of the the boundary divisors {δi0}i∈E0 and tensoring with
−∑i∈E\E0 δi0 − p+|E0|2 ψ0. 
Notation 6.25.
xT,E,p =
p+ |E ∩ T | − |E ∩ T c|
2
=
p+ |E|
2
− |E ∩ T c| = p− |E|
2
+ |E ∩ T |.
We write xT if there is no risk of ambiguity.
Note that −|xT | = αT (Def. 6.1). We can strengthen Cor. 6.21 as follows:
Lemma 6.26. For a fixed (E, p), for all T , we have:
p− |E|
2
≤ xT,E,p ≤ p+ |E|
2
. (6.2)
Moreover, xT =
p+|E|
2 if and only if E ∩ T c = ∅, and p−|E|2 = xT if and only if
E ∩ T = ∅. Furthermore, if (E, p) belongs to the blue region, then
• if s < r then −k ≤ xT ≤ k,
• while if s ≥ r then
−(k + 1) + |E ∩ T c| ≤ −xT ≤ k ≥ (k + 1)− |E ∩ T |,
in particular,
−(k + 1) + r ≤ −xT ≤ k ≥ (k + 1)− r.
Hence, we have |xT | ≤ k, except when n = 4m, s = r, p = 0 and either E = T
(in which case xT = k + 1) or E = T c (in which case xT = −(k + 1)).
The proof is straightforward and we omit it.
Lemma 6.27. For a fixed (E, p), the line bundles LE,p, RE,p, SE,p all have type
(E, p) and are related as follows:
RE,p = LE,p +
∑
xT>0
|xT |δT , SE,p = LE,p +
∑
xT<0
|xT |δT , (6.3)
RE,p +
∑
xT<0
|xT |δT = SE,p +
∑
xT>0
|xT |δT , (6.4)
For every divisor δT , we have:
RE,p|δT = O(−xT , 0), SE,p|δT = O(0, xT ). (6.5)
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Proof. The formulas (6.3) and (6.4) follow from Lemma 6.13, as we have:
RE,p = pr
∗
EO(−1, . . . ,−1)(
∑
xTET )⊗ zp,
SE,p = pr
∗
EO(−1, . . . ,−1)(−
∑
xTET )⊗ zp,
LE,p = pr
∗
EO(−1, . . . ,−1)(−
∑
|xT |ET )⊗ zp.
By Lemma 6.14, we have (6.5). 
Lemma 6.28. For all (E, p) in the blue region, except when n = 4m those with
(|E|, p) = (2m, 0), the line bundles RE,p, SE,p are generated by W.
Proof. By (6.3), to prove that RE,p is generated by W, it suffices to prove
that for all T such that xT > 0, we have that
(
RE,p − iδT
)
|δT is generated
by W for all 0 ≤ i < xT . Similarly, to prove that SE,p is generated by W, it
suffices to prove that for all T such that xT < 0, we have that
(
SE,p−iδT
)
|δT
is generated by W for all 0 ≤ i < −xT . Using (6.5), we have:(
RE,p − iδT
)
|δT = O(−xT + i, i),
(
SE,p − iδT
)
|δT = O(i, xT + i),
and the statement follows from |xT | ≤ k (Lemma 6.26). 
Lemma 6.29. Let 1 ≤ q ≤ m. Assume that for all |T | = r, the sheaves
OδT (−a, 0) 1 ≤ a < k + q,
are generated by W. Let (E, p) be a pair with |E| = r and either p = 2q − 1 (if
n = 4m + 2) or p = 2q − 2 (if n = 4m). If RE,p, SE,p are generated by W, then
so is O(−(k + q), 0) on δT0 , where T0 = E.
Remark 6.30. The points (r, p) in the previous lemma are the intersection
points of the linesA2q−1,B2q−1 (if n = 4m+2) andA2q−3,B2q−1 (if n = 4m).
Proof. Assume that RE,p, SE,p are generated by W. Recall from (6.4) that
RE,p +
∑
xT<0
|xT |δT = SE,p +
∑
xT>0
|xT |δT .
By Lemma 6.31, the left hand side is generated by W. For 0 < i ≤ |xT |
and T with xT > 0, consider the restrictions(
SE,p + iδT
)
|δT = O(−i, xT − i).
By Lemma 6.26, xT ≤ p+|E|2 = k + q, with equality holding if and only if
E ∩ T c = ∅, i.e., when E = T , since |E| = r. It follows that all but one
(i = xT = q + k for T = E) the above sheaves are generated by W by
assumption. Since SE,p, SE,p+
∑
xT>0
|xT |δT are generated byW, it follows
that also the remaining sheaf O(−(k + q), 0) on δE is generated by W. 
Lemma 6.31. Let (E, p) be a pair lying on the line A2q−1 for some q ≥ 1. Then
RE,p is generated by W if and only if RE,p +
∑
xT<0
|xT |δT is generated by W.
Proof. It suffices to prove that for any T with xT < 0,
(
RE,p + iδT
)
|δT is
generated by W, for all 0 < i ≤ |xT |. Using (6.5), we have:(
RE,p + iδT
)
|δT = O(−xT − i,−i).
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By Lemma 6.26, we have that xT ≥ p−|E|2 = −k − 1 + q. Hence, −k ≤ i < 0
and this finishes the proof. 
Case n = 4m+ 2 (r = 2m+ 1, k = m).
Lemma 6.32. For all 1 ≤ q ≤ m+ 1, the following hold:
(i) For all |T | = r, the following sheaves are generated by W:
OδT (−a, 0) for all 1 ≤ a ≤ m+ q;
(ii) For all (s, p) lying along the lines
A2u−1, B2u−1 1 ≤ u ≤ q,
RE,p, SE,p are generated by W.
Proof. Induction on q ≥ 1. Assume q = 1. By Lemma 6.28, all RE,p corre-
sponding to pairs (s, p) on the line A1 with s = |E| < r are generated by
W. By Lemma 6.24, it follows that all RE,p on the line A1 are generated by
W. Similarly, by Lemma 6.28, all SE,p corresponding to pairs (s, p) on the
line B1 with s = |E| > r are generated by W. By Lemma 6.24, it follows
that all SE,p on line B1 are generated by W. Lemma 6.29 now implies that
O(−(m+ 1), 0) is generated by W.
Assume now that q > 1 and that the statements hold for all 1 ≤ u < q.
Note that (i) follows from (ii) and Lemma 6.29. To prove (ii), we need to
prove that for all (E, p) lying along the lines A2q−1, B2q−1, all RE,p, SE,p are
generated by W. Assume s = |E| < r. Then any (s, p) on the line A2q−1
that is not in the blue region, will lie on a line B2u−1, with u < q. Hence, by
assumption SE,p is generated by W. We now prove that RE,p is generated
by W. Recall from (6.4):
RE,p +
∑
xT<0
|xT |δT = SE,p +
∑
xT>0
|xT |δT .
By Lemma 6.31, it suffices to prove that SE,p +
∑
xT>0
|xT |δT is generated
by W. Since SE,p is generated by W, it suffices to prove that for all T with
xT > 0 and all 0 < i ≤ |xT |, the sheaf(
SE,p + iδT
)
|δT = O(−i, xT − i)
is generated by W. Since (E, p) lies on some B2u−1 with u < q, by Lemma
6.26, xT ≤ p+|E|2 = m + u < m + q and we are done by the inductive
assumption. By Lemma 6.24, it follows that all RE,p along the line A2q−1
are generated by W.
Assume s = |E| > r. Then any (s, p) on the line B2q−1 that is not in the
blue region, will lie on a line A2u−1 with u < q. Hence, by assumption RE,p
is generated by W. We prove that SE,p is generated by W. By Lemma 6.31,
RE,p +
∑
xT>0
|xT |δT is generated byW. Using (6.4) it suffices to prove that
for all T with xT > 0 and all 0 < i ≤ |xT |, the sheaf(
SE,p + iδT
)
|δT = O(−i, xT − i)
is generated byW. Since (E, p) lies on B2q−1, by Lemma 6.26, xT ≤ p+|E|2 =
m + q, with equality if and only if E ∩ T c = ∅. But if s > r, it cannot be
that E ∩ T c = ∅. Hence, i < m+ q and we are done again by the inductive
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assumption. By Lemma 6.24, it follows that all SE,p along the lineB2q−1 are
generated by W. This proves (ii) and the Lemma. 
By Lemma 6.32 and using the S2 symmetry, we have that Db(δT ) is gen-
erated by W for every T . Since the red region is covered by the lines A2q−1
and B2q−1 as in Lemma 6.32 (and their S2 symmetric counterparts) this
proves that all of the objects in Rp∗Gˆ are generated by W.
Case n = 4m (r = 2m, k = m− 1). The proof is similar, but we sketch it for
clarity. As before, it suffices to prove the following:
Lemma 6.33. For all 1 ≤ q ≤ m+ 1, the following hold:
(i) For all |T | = r, the following sheaves are generated by W:
OδT (−a, 0) for all 1 ≤ a ≤ m− 1 + q;
(ii) For all (s, p) lying along the lines
A2u−1 (0 ≤ u ≤ q − 1), B2u−1 (1 ≤ u ≤ q),
RE,p, SE,p are generated by W.
Proof. Induction on q ≥ 1. Assume q = 1. By Lemma 6.28, all SE,p corre-
sponding to pairs (s, p) on the line B1 with s = |E| > r are generated by
W. By Lemma 6.24, it follows that all SE,p on the line B1 are generated by
W. Since the part of the line A−1 in s > r is contained in the blue region,
it follows by Lemma 6.24 that all RE,p on the line A−1 are generated by W.
Lemma 6.29 now implies that O(−m, 0) is generated by W.
Assume now that q > 1 and that the statements hold for all 1 ≤ u < q.
Similarly, it suffices to prove (ii), i.e., that for all (E, p) lying along A2q−3,
B2q−1, all RE,p, SE,p are generated by W. The proof is similar to the one in
the case n = 4m+ 2 and we omit it. 

Remark 6.34. When n = 4 the map p : LMN → ZN is an isomorphism.
In particular, Rp∗Gˆ is a full exceptional collection. However, the collection
Rp∗Gˆ is different than the collection W in Thm. 6.18. The collection Rp∗Gˆ
consists of the torsion sheaves Oδ(−1,−1) and the line bundles
pr∗EO(−1, . . . ,−1)(
∑
|αT |ET )⊗ zp = LE,p +
∑
|αT |δT∪{∞},
with (|E|, p) among
(0, 0), (2, 0), (3,±1), (4, 0), (4,±2),
(the same as the ones in Thm. 6.18). Recall that the line bundles in W are
LE,p = pr
∗
EO(−1, . . . ,−1)(
∑
αTET )⊗ zp.
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7. EQUIVARIANT VERSION OF ORLOV’S BLOW-UP THEOREM
Orlov’s blow-up theorem 2.3 is a categorification of the following fact.
LetX be a smooth projective variety and let Y ⊂ X be a smooth subvariety
of codimension l. Let X˜ be the blow-up of X along Y . We have decompo-
sition of cohomology with integral coefficients, see e.g. [Voi07, Th. 7.31]
H∗(X˜) '
[
H∗(Y )⊗H+(Pl−1)
]
⊕H∗(X). (7.1)
Now consider the following more general situation. Let Y1, . . . , Yn ⊂ X
be smooth transversal subvarieties of codimension l. For any subset I ⊂
{1, . . . , n}, we denote by YI the intersection ∩i∈IYi. In particular, Y∅ = X .
Let q : X˜ → X be an iterated blow-up of (proper transforms of) Y1, . . . , Yn.
Since the intersection is transversal, blow-ups can be done in any order. The
analogue of (7.1) in this situation was worked out in [BM13, Prop. A.1]:
H∗(X˜) '
⊕
I⊂{1,...,n}
I 6=∅
[
H∗(YI)⊗H+(Pl−1)⊗|I|
]
⊕H∗(X), (7.2)
which we are going to rewrite as
H∗(X˜) '
⊕
I⊂{1,...,n}
[
H∗(YI)⊗H+(Pl−1)⊗|I|
]
.
The analogue of Theorem 2.3 is also straightforward. We fix the following
notation. Let Ei be the exceptional divisor over Yi for every i = 1, . . . , n.
For any subset I ⊂ {1, . . . , n}, let
EI = q
−1(YI) = ∩i∈IEi.
In particular, E∅ = X˜ . Let iI : EI ↪→ X˜ be the inclusion.
Lemma 7.1. Let {F βI } be a (full) exceptional collection inDb(YI) for every subset
I ⊂ {1, . . . , n}. There exists a (full) exceptional collection in Db(X˜) with blocks
BI,J = (iI)∗
[
(Lq|EI )∗(F βI )
(
n∑
i=1
JiEi
)]
for every subset I ⊂ {1, . . . , n} (including the empty set) and for every n-tuple of
integers J such that Ji = 0 if i 6∈ I and 1 ≤ Ji ≤ l − 1 for i ∈ I .
The blocks are ordered in any linear order which respects the following partial
order: BI1,J1 precedes BI2,J2 if
n∑
i=1
J1i Ei ≥
n∑
i=1
J2i Ei (as effective divisors).
Proof. We argue by induction on n, the case n = 1 being Orlov’s theorem.
We decompose q : X˜ → X as a blow-up q0 : X ′ → X of Yn and an iterated
blow-up q′ : X˜ → X ′ of proper transforms Y ′1 , . . . , Y ′n−1 of Y1, . . . , Yn−1.
By Orlov’s theorem, X ′ carries a (full) exceptional collection E′α, namely
i′∗
[
(q0|E)∗(F βn )((l − 1)E)
]
, . . . , i′∗
[
(q0|E)∗(F βn )(E)
]
, Lq∗0(F
β
∅ ).
Here i′ : E ↪→ X ′ is the exceptional divisor and q0|E is a projective bundle.
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More generally, for every subset I ′ ⊂ {1, . . . , n − 1}, let Y ′I′ = ∩i∈I′Y ′i
be the proper transform of YI′ isomorphic to the blow-up of YI′ in YI′∪{n}.
By Orlov’s theorem, Y ′I′ carries a (full) exceptional collection F
′β
I′ , namely
(i′I′)∗
[
(q0|EI′n )
∗(F βI′∪{n})((l − 1)E)
]
, . . . ,
(i′I′)∗
[
(q0|EI′n )
∗(F βI′∪{n})(E)
]
, L(q0|Y ′
I′
)∗(F βI′).
Here i′I′ : E
I′
n ↪→ Y ′I′ is the exceptional divisor over YI′∪{n}.
Applying the inductive assumption gives an exceptional collection on X˜
with blocks
(iI′)∗
[
(Lq′|EI′ )∗(F ′βI′ )
(
n−1∑
i=1
JiEi
)]
for every subset I ′ ⊂ {1, . . . , n− 1} (including the empty set) and for every
(n − 1)-tuple of integers J such that Ji = 0 if i 6∈ I ′ and 1 ≤ Ji ≤ l − 1 for
i ∈ I ′.
The blocks are ordered in any linear order which respects the following
partial order: BI′1,J1 precedesBI′2,J2 if
n−1∑
i=1
J1i Ei ≥
n−1∑
i=1
J2i Ei (as effective di-
visors). We have to check that these blocks are the same as in the statement
of the lemma. It is clear that
(Lq′|EI′ )∗(L(q0|Y ′I′ )
∗(F βI′)) ' (Lq|EI′ )∗(F βI′).
This takes care of the last element in F ′βI′ . For the rest, we have to show that
(iI′)∗
[
(Lq′|EI′ )∗
(
(i′I′)∗
[
(q0|EI′n )
∗(F βI )(JnE)
])(n−1∑
i=1
JiEi
)]
'
(iI)∗
[
(Lq|EI )∗(F βI )
(
n∑
i=1
JiEi
)]
,
where I = I ′ ∪ {n}. It suffices to show that
(Lq′|EI′ )∗
(
(i′I′)∗
[
(q0|EI′n )
∗(F βI )(JnE)
])(n−1∑
i=1
JiEi
)
'
(φ)∗
[
(Lq|EI )∗(F βI )
(
n∑
i=1
JiEi
)]
,
where φ : EI ↪→ EI′ is the inclusion. Applying projection formula, this
reduces to
(Lq′|EI′ )∗
(
(i′I′)∗
[
(q0|EI′n )
∗(F βI )
])
' (φ)∗
[
(Lq|EI )∗(F βI )
]
,
which follows by flat base change.
The last order of business is to prove the claim about the order of blocks.
We made a choice of blowing up Yn first, accordingly the collection has
blocks BI′,J ′ for every subset I ′ ⊂ {1, . . . , n − 1} (including the empty set)
and for every (n − 1)-tuple of integers J ′ such that J ′i = 0 if i 6∈ I ′ and
1 ≤ J ′i ≤ l − 1 for i ∈ I ′. The blocks are ordered in any linear order
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which respects the following partial order: BI′1,J ′1 ≺ BI′2,J ′2 if
n−1∑
i=1
J ′1i Ei >
n−1∑
i=1
J ′2i Ei (as effective divisors). Each block BI′,J ′ is a sequence of blocks
BI,J from the statement of the Lemma, where I ∩ {1, . . . , n − 1} = I ′ and
Ji = J
′
i for i < n. They are ordered in the decreasing order by Jn. In
particular, if BI1,J1 precedes BI2,J2 then either
n∑
i=1
J1i Ei −
n∑
i=1
J2i Ei is an
effective divisor or
n−1∑
i=1
J2i Ei−
n−1∑
i=1
J1i Ei is not effective. Therefore, it suffices
to prove that, for any two blocks BI1,J1 and BI2,J2 , if
n∑
i=1
J1i Ei −
n∑
i=1
J2i Ei
is not an effective divisor then {BI1,J1 , BI2,J2} is an exceptional pair. If
n−1∑
i=1
J1i Ei −
n−1∑
i=1
J2i Ei is not effective then we are done by the above. But
if it is effective, then
n∑
i=2
J1i Ei −
n∑
i=2
J2i Ei is not effective, and we are again
done by the above (by changing the order of blow-ups and blowing up Y1
first). 
We will need the following equivariant version of Lemma 7.1. Continu-
ing with its set-up, letG be a finite group acting onX permuting Y1, . . . , Yn.
Then it also acts on X˜ and the morphism q is G-equivariant. Let GI ⊂ G be
a normalizer of YI for each subset I ⊂ {1, . . . , n} (in particular, G∅ = G).
Lemma 7.2. Let {F βI } be a (full)GI -equivariant exceptional collection inDb(YI)
for every subset I ⊂ {1, . . . , n}. Choosing representative of G-orbits on the
set {YI}, we can assume that if YI = gYI′ for some g ∈ G then {F βI } = g{F βI′}.
There exists a (full) G-equivariant exceptional collection in Db(X˜) with blocks
BI,J (the same as in Lemma 7.1).
Proof. It suffices to observe that the blocks BI,J are permuted by G. 
Next we recall a few facts and notation from [BM13] in order to prove
Theorem 1.9. The subgroup Sk × Sn−k ⊂ Sn preserves the weight a and
therefore acts on Mnk,l. We have (Sk × Sn−k)-equivariant reduction mor-
phisms:
Mnk,1 →Mnk,2 → . . .→Mnk,r(n,k), (7.3)
where the first map is an isomorphism. Each of the maps in (7.3) is an it-
erated blow-up of transversal loci of the same codimension permuted by
Sk × Sn−k. Specifically, for every subset I ⊂ {k + 1, . . . , n} of cardinal-
ity l + 1, let Mnk,l+1(I) ⊂ Mnk,l+1 be the closure of the locus where points
marked by I collide. The reduction morphism Mnk,l → Mnk,l+1 is the blow-
up along the transversal union ∪IMnk,l+1(I) of sub varieties of codimen-
sion l, where I runs over all subsets of {k + 1, . . . , n} of cardinality l + 1
[BM13, Lemma 3.1]. Intersections of these loci are described in [BM13, 3.2]
as follows. Let I1, . . . , Im ⊂ {k + 1, . . . , n} are subsets of cardinality l + 1.
Then ∩mi=1M
n
k,l+1(Ii) 6= ∅ if and only if the subsets I1, . . . , Im are disjoint. In
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this case the intersection is isomorphic to Mn−lmk+m,l+1. Moreover, the stabi-
lizer of this stratum in Sk×Sn−k acts on it through a subquotient contained
in Sk+m,n−lm−k−m. Applying Lemma 7.2 proves Theorem 1.9.
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