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ABSTRACT
The following describes a model of a broad planetary ring whose sharp edge
is confined by a satellite’s mth Lindblad resonance (LR). This model uses the
streamline formalism of Borderies et al. (1982, 1985) to calculate the ring’s in-
ternal forces, namely, ring gravity, pressure, and viscosity. The model also allows
for the possibility of a drag force that can affect small ring particles directly, and
large ring particles indirectly via collisions with the small. The model calculates
the streamlines’ forced eccentricities e, their longitudes of peripase ω˜, and the
surface density σ throughout the perturbed ring. This model is then applied
to the outer edge of Saturn’s B ring, which is maintained by an m = 2 inner
LR with the satellite Mimas. A suite of ring models are used to illustrate how
a ring’s perturbed state depends on the ring’s physical properties: its surface
density, its viscosity, the ring particles’ dispersion velocity, and the strength of
the hypothetical drag force. A comparison of model results to the outer B ring’s
observed properties suggests that the ring’s surface density there is 10 . σ . 280
gm/cm2 in the ring’s outermost ∼ 40 km.
The ring’s sharp edge identifies the site where the ring’s viscous torque pre-
cisely counterbalances the perturbing satellite’s gravitational torque on the ring.
However, an examination of several seemingly conventional viscous B ring models
shows that they all fail, by wide margins, to balance these torques at the ring’s
outer edge. This is partly due to the ring’s self-gravity, which tends to reduce
forced eccentricities near the resonance. But this is also due to the fact that a
viscous ring tend to be nearly peri-aligned with the satellite. Both effects con-
spire to reduce the satellite’s torque on the ring, which in turn makes the ring’s
edge more difficult to maintain. Nonetheless, the following shows that a torque
balance can still be achieved in a viscous B ring, but only in an extreme case
where the ratio of the ring’s bulk/shear viscosities satisfy νb/νs ∼ 104. However,
if the dissipation of the ring’s forced motions is instead dominated by a weak
drag force, then the satellite can exert a much stronger torque across a wider an-
nulus in the ring, which can successfully counterbalance the ring’s viscous torque
there. We also show how this streamline model can be adapted to study other
interesting ring phenomena, such as narrow eccentric ringlets and nonlinear spiral
density waves.
Subject headings: planets: rings
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1. Introduction
The outer edge of Saturn’s main B ring is confined by anm = 2 inner Lindblad resonance
(ILR) with the satellite Mimas, while the outer edge of the main A ring is confined by m = 7
ILRs with the coorbital satellites Janus and Epimetheus (Porco et al 1984). Ring particles
orbiting near a resonance executem radial excursions, or epicycles, which gives a ring’s edge a
scalloped, m-lobed appearance. The ring particles’ epicyclic amplitude Rm, which is the half-
amplitude of the particles’ radial excursions, is obviously governed in part by the mass of the
perturbing satellite. However the ring’s internal forces—self gravity, pressure, and viscosity—
also play a role here by tempering the ring’s response to the satellite’s resonant gravitational
perturbations. Consequently, modeling these rings in a way that accounts for all of these
perturbations, and then comparing those models to observations of the ring’s edge, should
allow one to assess the relative importance of a ring’s various internal forces. This activity will
also allow one to make estimates of, or place limits on, the ring’s physical parameters, such
as its surface density σ, viscosity ν, and the ring particles’ dispersion velocity c. Also note
that small ring particles are susceptible to drag forces—plasma drag, Poynting-Robertson
drag, and/or the Yarkovsky effect—whose significance can also be assessed by this kind of
modeling, too.
The epicyclic amplitudes of the outer A and B rings are quite small, Rm ∼ 10’s of
km, while the ring’s radii are r ∼ 105 km, so the ring particles’ noncircular motions are
only ∼ 0.01% in a fractional sense. The smallness of those motions also makes any time-
dependent ring models, such as Nbody, SPH, or hydrodynamic treatments, very difficult,
due to the very many particles or hydrodynamic cells needed to simulate the ring-edge’s
entire circumference. Also keep in mind that one does not know the ring’s equilibrium
state in advance, so simulations of a ring’s time-evolution would initially be dominated by
transient motions that can easily mask the ring’s small forced motions. Consequently, time-
dependent models must also evolve the system until the ring’s dissipation has damped out
those transients, which can also cost a lot of CPU time.
Semi-analytic methods instead provide a much more efficient and illuminating method
for studying perturbed planetary rings. These methods are enabled by the streamline con-
cept, which is a very powerful tool for studying planetary rings. A streamline is the epicyclic
path that is traced by numerous ring particles that all have a common semimajor axis. A
planetary ring can then be thought of as a sum of many such streamlines. This streamline
approach also allows one to calculate the forces that any one streamline exerts on any one
ring particle. Summing over all the forces exerted by all of the ring’s streamlines, and in-
serting those forces into Newton’s equations of motion, then provides a model that can be
used to calculate the perturbed ring’s equilibrium state.
– 4 –
Streamlines were first used to show how a narrow ringlet’s self-gravity can counter the
differential precession that occurs when orbiting an oblate planet (Goldreich & Tremaine
1979). A streamline approach was also used to show how viscosity helps a satellite maintain a
planetary ring’s sharp edge (Borderies et al. 1982), and streamlines were used to examine how
the gap-embedded satellite Pan maintains the Encke gap in Saturn’s A ring (Borderies et al.
1989). Streamlines are also used to study nonlinear spiral density waves (Borderies et al.
1986; Longaretti & Borderies 1986). Evidently, the streamline concept is a very general tool
that can be used to study a variety of interesting ring phenomena. And in the following, we
use a streamline formalism to examine in detail how a satellite’s mth ILR can disturb as well
as maintain the sharp outer edges of Saturn’s main rings.
Section 2 reviews the subject in detail, and derives all of the equations that will be
needed to assemble a comprehensive model of a broad planetary ring whose edge is confined
by a satellite’s mth Lindblad resonance. However, a reader who is uninterested in the many
details and derivations can skip ahead to Section 3, which examines a suite of B ring models
that illustrate how the perturbed ring’s state—its epicyclic amplitude, its orientation, and
it surface density variations—all depend on the ring’s physical properties: σ, ν, and c. This
section also shows how observations can be used to infer a ring’s physical properties, which
for the B ring are quite unknown. Section 4 then discusses some important side issues, while
Section 5 summarizes our main findings.
2. Equation of motion
This Section derives the equation of motions that will be used to calculate the motion
of an orbiting ring particle while it is perturbed by an orbiting satellite and the planetary
ring. The particle’s position vector r(t) evolves over time t according to Newton’s second
law of motion,
r¨ =
d2r
dt2
= −∇Φ + a (1)
where Φ(r) = Φp+Φs is the total gravitational potential that is due to the central planet Φp
and satellite Φs, and a is the acceleration of the particle that is due to the forces exerted by the
planetary ring. For simplicity the following assumes that the satellite’s orbit is circular and
coplanar with the ring plane, but these results are unchanged if the satellite’s orbit is instead
slightly noncircular or inclined. Polar coordinates will also be used, where r = (r, θ) with
r(t) being the particle’s distance from the planet’s center, and θ(t) its longitude measured
relative to some xˆ axis, with the zˆ axis perpendicular to the orbital plane. Solutions to the
equation of motion (1) are then obtained after Fourier expanding the perturbations that are
acting on the orbiting ring particle.
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2.1. Fourier expansions of the perturbations
Planet-centered coordinates will be used, so the satellite’s gravitational potential has
direct and indirect parts that are
Φs(r, θ) = − Gms|r− rs| +
Gms
r3s
r · rs, (2)
where G is the gravitational constant, ms is the satellite’s mass, and rs = (as, θs) is its
position vector in polar coordinates, with as being the satellite’s semimajor axis and θs its
longitude. A Fourier expansion of that potential is
Φs(r, θ) =
1
2
φ0s(r) + ℜe
(
∞∑
m=1
φms (r)e
im(θ−θs)
)
(3)
where the potential’s Fourier amplitudes φms are
φms (r) =
1
π
∫ π
−π
Φs(r, ϕ) cos(mϕ)dϕ = −Gms
as
[
b
(m)
1/2 (β)− βδm1
]
(4)
where ϕ = θ − θs is the particle’s longitude relative to the satellite’s, and the Laplace
coefficient
b(m)s (β) =
2
π
∫ π
0
cos(mϕ)dϕ
(1 + β2 − 2β cosϕ)s (5)
is a function of the ratio β = r/as. The Kronecker delta δm1 in Eqn. (4) is due to the indirect
part of the potential in Eqn. (2), which only contributes to the m = 1 part of the satellite’s
gravity.
The acceleration that the ring exerts on the particle is a(r, θ) = ar rˆ+aθθˆ, where ar and
aθ are the radial and tangential components. A Fourier expansion of those accelerations will
also have the form
ar(r, θ) = A
0
r(r) + ℜe
(
∞∑
m=1
Amr (r)e
im(θ−θs)
)
(6a)
aθ(r, θ) = A
0
θ(r) + ℜe
(
∞∑
m=1
Amθ (r)e
im(θ−θs)
)
. (6b)
These Fourier expansions are convenient since each of the m ≥ 1 terms Eqn. (3) correspond
to Lindblad resonances that are all spatially segregated. Consequently, when solving the
equation of motion for the particle’s motion, we only need to retain a single mth term in the
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expression for Φs. This is also true for the ring’s internal accelerations ar and aθ, since they
are excited by the satellite’s mth resonant perturbation of the ring. In light of this, write
Φs(r, θ) ≃ φms (r)eim(θ−θs) (7a)
ar(r, θ) ≃ A0r(r) + Amr (r)eim(θ−θs) (7b)
aθ(r, θ) ≃ A0θ(r) + Amθ (r)eim(θ−θs) (7c)
with the ℜe() notation dropped henceforth, so it is to be understood that one is to preserve
only the real parts of the following equations. Also note that the axisymmetric part of the
satellite’s potential, φ0s, was omitted from Eqn. (7a), since it is convenient to combine it with
the planet’s potential, Φp → Φp + φ0s, which is also axisymmetric. Lastly, note that φms , A0r ,
and A0θ are all real, while the A
m
r and A
m
θ can be complex.
2.2. motion near a Lindblad resonance
The radial and tangential parts of the particle’s equation of motion are
r¨ − rθ˙2 = −∂Φ
∂r
+ ar (8a)
1
r
d
dt
(r2θ˙) = −1
r
∂Φ
∂θ
+ aθ (8b)
when Eqn. (7) is inserted into Eqn. (1). Similar equations are solved in Goldreich & Tremaine
(1982) for an isolated particle that does not experience a perturbation from the ring (i.e.,
a = 0), so the following solution to the more general a 6= 0 problem will use a strategy and
notation similar to that given in Goldreich & Tremaine (1982). A ring particle’s orbit will
be nearly circular, so its trajectory has the form
r(t) = r0 + r1(t) and θ(t) = θ0 + Ω0t + θ1(t) (9)
where the constant r0 is the particle’s mean distance from the planet, Ω0 is its mean angular
velocity about the planet, and θ0 is an arbitrary phase. Since the perturbing accelerations
a and −∇Φs are all small compared to the central planet’s gravity −∇Φp, the particle’s
displacements from a purely circular orbit will be small such that |r1| ≪ r0 and |θ1| ≪ 1,
which then allows the equation of motion to be linearized.
The satellite’s orbital angular velocity is Ωs, so its longitude is θs = Ωst when time
t = 0 is chosen to be the time when it traverses the xˆ axis. This also means that the
particle’s relative longitude that appears in Eqn. (7) is m(θ− θs) = mθ0 +ωmt+mθ1 where
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ωm(r) = m(Ω0 −Ωs) is the particle’s Doppler-shifted forcing frequency. But this quantity is
usually needed only to lowest order in the small angles, so
m(θ − θs) ≃ mθ0 + ωmt. (10)
The particle’s specific angular momentum is h = r2θ˙, and the time-evolution of that
quantity is obtained from Eqn. (8b) with θ˙ = h/r2:
dh
dt
= −∂Φ
∂θ
+ raθ = −imφms eim(θ−θs) + rA0θ + rAmθ eim(θ−θs). (11)
The first term is the specific torque that the satellite exerts on the ring particle, while the
other terms are the specific torques that are due to the ring’s internal forces. Evidently,
the total torque dh/dt is the sum of secular (i.e., non-oscillatory) terms like r0A
0
θ plus other
oscillatory terms. In light of this, write h(t) = h0(t) + h1(t) where h0 = r
2
0Ω0 is the secular
part of the particle’s specific angular momentum h(t), while h1(t) is the oscillatory part.
The secular and oscillatory torques on the particle, dh0/dt and dh1/dt, are then
dh0
dt
≃ r0A0θ + Ts (12a)
dh1
dt
≃ (−imφms + r0Amθ )ei(θ0+ωmt) (12b)
when Eq. (11) is written to lowest order in the particle’s coordinates, i.e., with r ≃ r0
and m(θ − θs) ≃ mθ0 + ωmt. Note that we have also added to Eqn. (12a) an additional
term Ts to represent the secular part of the specific torque that the satellite exerts on the
particle; Section 2.6 will show that this second–order term is important only near the ring’s
sharp edge. And if the ring particle’s orbit is to be static such that its mean orbit radius
r0 is constant, then the secular torque on the particle, dh0/dt, must be zero, for otherwise
that particle (as well as its neighboring ring particles) would drift radially. Consequently,
equilibrium thus requires all particles to satisfy the torque-balance equation, Ts = −r0A0θ.
Integrating Eqn. (12b) with respect to time t provides the oscillatory part of the parti-
cle’s specific angular momentum,
h1 = −
(
mφms
ωm
+
ir0A
m
θ
ωm
)
ei(mθ0+ωmt). (13)
Also note that |h1| is small compared to h0 = r20Ω0. The quantity h1 is then used to solve
the radial part of the equation of motion, which is
r¨ − h
2
r3
= −∂Φp
∂r
+ A0r +
(
−∂φ
m
s
∂r
+ Amr
)
ei(mθ0+ωmt) (14)
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when θ˙ = h/r2 and Eqns. (7) are substituted into Eqn. (8a). Inserting r = r0 + r1 and
h = h0 + h1 into the above, Taylor-expanding to first order in the small quantities r1 and
h1, and then inserting h0 = r
2
0Ω0 and Eqn. (13) into that result then yields
r¨0+
(
∂Φp
∂r
− r0Ω20 −A0r
)
+r¨1+
(
3Ω20 +
∂2Φp
∂r2
)
r1 ≃
(
−∂φ
m
s
∂r
− 2mΩ0
r0ωm
φms −
2iΩ0
ωm
Amθ + A
m
r
)
ei(mθ0+ωmt),
(15)
where it is understood that all quantities in the above are to be evaluated at r = r0.
The ring particle is assumed to be in torque balance, so r0 is constant and r¨0 = 0. And
since the terms in the first set of parentheses in Eqn. (15) are secular while the remaining
terms are oscillatory, that parentheses, which is the condition for centrifugal equilibrium,
must separately sum to zero, which provides the particle’s mean angular velocity Ω0 = Ω(r0)
where
Ω2 =
1
r
∂Φp
∂r
− A
0
r
r
. (16)
The constant in the second parentheses in Eqn. (15) is the particle’s epicyclic frequency,
κ0 = κ(r0), where
κ2 = 3Ω2 +
∂2Φp
∂r2
. (17)
Since the ring’s radial acceleration |A0r| is small compared to the central planet’s gravity,
these angular frequencies are
Ω ≃ Ωp
(
1− A
0
r
2rΩ2p
)
(18a)
and κ ≃ κp
(
1− 3A
0
r
2rκ2p
)
(18b)
where Ωp =
√
r−1∂Φp/∂r would be the particle’s angular velocity if ring forces were absent,
and κp =
√
4Ω2p + r∂Ω
2
p/∂r would be its epicyclic frequency when A
0
r = 0.
The terms on the right of Eqn. (15) that involve φms are the satellite’s forcing function,
Ψms (r) = −
∂φms
∂r
− 2mΩ
rωm
φms , (19)
which accounts for the satellite’s radial and tangential forcings. All the coefficients on the
right hand side of Eqn. (15) will be known as the system’s complex forcing function,
Ψmc (r) = Ψ
m
s −
2iΩ0
ωm
Amθ + A
m
r . (20)
Inserting this into the above then casts Eqn. (15) in its simplest form,
r¨1 + κ
2
0r1 ≃ Ψmc (r0)ei(mθ0+ωmt). (21)
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2.3. single particle motion
When the ring’s internal forces are absent, i.e., a = 0, then Ψmc = Ψ
m
s is a constant,
and Eqn. (21) describes a driven simple harmonic oscillator whose solution is
r1(t) = −Rmei(mθ0+ωmt). (22)
This solution is examined in Goldreich & Tremaine (1982), which is summarized here since
those results are used throughout this study. Inserting Eqn. (22) into Eqn. (21) then yields
the particle’s epicyclic amplitude Rm, which is
Rm = − Ψ
m
s
D(r0)
(23a)
where D(r) = κ2 − ω2m (23b)
is the particle’s distance from resonance in frequency-squared units. When a particle is far
from a resonance, |D| is of order Ω2, and the particle’s epicyclic amplitude Rm is negligibly
small. However, when the particle is near a resonance, |D| ≪ Ω2, and the particle’s response
to the satellite’s resonant forcing is much larger. Exact resonance is the site where D(rr) = 0,
or where κ = ǫωm with ǫ ± 1. If the central planet’s potential Φp were Keplerian, then
Φp = −GMp/r where Mp is the planet’s mass and κ = Ω =
√
GMp/r3. Inserting this
into the resonance condition κ = ǫωm = ǫm(Ω − Ωs) then yields the radius of the Lindblad
resonance,
rr = (1− ǫ/m)2/3as (24)
where as is the satellite’s orbit radius. Resonances having ǫ = +1 are inner Lindblad
resonances (ILRs) since they reside interior to the satellite’s orbit, while those with ǫ = −1
are outer Lindblad resonances (OLRs). The focus of this work will be on the outer edge
of Saturn’s main B ring, which is confined by an ILR with a satellite that orbits exterior
to the ring, so ǫ = +1 here. Lastly, note that if the central planet is oblate, then the
particle’s epicyclic frequency κ differs slightly from its angular velocity Ω, so Eqn. (24) is
only approximately true. However, a precise calculation of the resonance location is also
given in Section 2.3.1.
For a particle orbiting near a LR it is sufficient to linearize D(r) via D ≃ xD where
x = (r − rr)/rr is the particle’s fractional distance from resonance, and
D = rdD
dr
∣∣∣∣
rr
= 3ǫ(m− ǫ)Ω20. (25)
Inserting Eqn. (4) into (19) and noting that ωm ≃ ǫΩ near a LR also provides the satellite’s
forcing function, which is
Ψms (rr) = ǫf
m
ǫ µsr0Ω
2
0 (26)
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where µs is the satellite’s mass in units of the central planet’s, and f
m
ǫ is
fmǫ = ǫβ
2
∂b
(m)
1/2
∂β
+ 2mβb
(m)
1/2 − (2m+ ǫ)β2δm1, (27)
which is a positive numerical coefficient that depends on the resonance in question. For
instance, this study is interested in Mimas’ m = 2 ILR in the B ring, which has ǫ = +1 and
fmǫ = 1.500. Inserting these quantities into Eqn. (23a) then provides the particle’s epicyclic
amplitude,
Rm = − f
m
ǫ µsr0
3(m− ǫ)x, (28)
as well as its forced eccentricity
e =
|r1|
r0
=
fmǫ µs
3(m− ǫ)|x| =
∣∣∣∣ψsx
∣∣∣∣ (29a)
where ψs ≡ Ψ
m
s
|r0D| =
ǫfmǫ µs
3(m− ǫ) (29b)
is a dimensionless version of the satellite’s forcing function.
Note that Rm is real and has the opposite sign as x. This then allows a parametrization
of the particle’s radial displacement r1 in terms of its longitude θ,
r1(θ) ≃ sgn(x)|Rm| cosm(θ − θs), (30)
when Eqn. (10) is utilized. Also note that the magnitude of the particle’s radial excursion
|r1| is maximal when it arrives at that satellite’s longitude, θ = θs. Consequently, if the
particle’s orbit lies interior to the resonance with x < 0, then r1 < 0, so the particle must
also be at periapse since r(θ = θs) = r0 + r1 = r0 − |Rm|. Similarly, a particle orbiting
exterior to resonance would be at apoapse, r = r0 + |Rm|, when in conjunction with the
satellite. So in summary, orbits interior to a LR are expected to be peri-aligned with the
satellite’s longitude, while orbits exterior should be apo-aligned.
Interestingly, the outer edge of Saturn’s B ring does not behave according to these
expectations. Voyager observations revealed that the B ring’s outer edge actually lies about
24km exterior to the resonance (Porco et al. 1984). This is quite a curiosity, since, if Mimas’
m = 2 ILR is indeed responsible for maintaining this ring’s outer edge, then one might expect
the ring’s outer edge to lie at or just interior to the resonance. Another curiosity is that
the ring is peri-aligned with Mimas, whereas one would expect the ring to be apo-aligned
if it truly extended beyond the resonance. Porco et al. (1984) suggest that this interesting
behavior might be a consequence of the ring’s internal forces, which are considered in Section
2.4.
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2.3.1. resonance location
A Lindblad resonance is the site r = rr that satisfies D(rr) = 0, which is also where
κ(rr) = ǫωm(rr) = ǫm[Ω(rr)− Ωs], (31)
with the frequencies Ω and κ defined by Eqns. (16) and (17). Those quantities also depend
on gradients in the central planet’s gravitational potential Φp, which is
Φp(r) = −GMp
r
[
1−
∞∑
k=1
P2k(0)J2k
(
r
Rp
)−2k]
(32)
for bodies orbiting in an oblate planet’s equatorial plane, where the J2k are the planet’s
zonal harmonics and the P2k are Legendre polynomials (Murray & Dermott 1999). All of
the Saturnian system’s physical constants that are used in the model, GMp, J2k, etc., are
listed in Table 1. For instance, solving Eqn. (31) for the location of Mimas’ m = 2 ILR yields
ar = 117, 553.71 km when the standard Rp = 60, 330 km is adopted as Saturn’s radius. The
position ar will be referred to as the nominal resonance position, since exact resonance can
be shifted further by the ring’s internal forces, which are assessed below.
2.4. the ring’s internal forces
A ring particle is also subject to additional forces, such as the gravity exerted by the
entire ring, and collisions with other ring particles. The cumulative effect of those collisions
will be modeled here as if they were due to pressure (c.f., Goldreich & Tremaine 1978). A
ring particle is also subject to viscous effects, which could be due to collisions among ring
particles (Goldreich & Tremaine 1982), or perhaps due to transient self-gravitating wakes
in the ring (Daisaka et al. 2001) and/or the viscous overstability (Salo et al. 2001). Small
ring particles are also susceptible to a number of other drag forces (Goldreich & Tremaine
1982) that can be be accounted for here, too. The following subsections will assess the
ring’s internal forces, the calculation of which is greatly facilitated by the streamline con-
cept. Borderies et al. (1982) note that Eqn. (30) also represents a streamline in the ring,
which is a closed trajectory that is traced by numerous ring particles having a common
semimajor axis r0. A broader planetary ring can then be regarded as being comprised of
numerous streamlines having distinct semimajor axes r0. As Borderies et al. (1985) show,
the calculation of the acceleration a that the entire ring exerts on a single particle can be
simplified substantially by considering the particle’s interaction with individual streamlines.
But doing that will first require understanding the relationship between the ring’s surface
density σ(r, θ) and a streamline’s semimajor axis a = r0, eccentricity e, and its longitude of
periapse ω˜.
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2.4.1. streamlines
Equation (20) shows that if the ring’s internal forces have a tangential component, then
the equation of motion (21) for a ring particle’s radial displacement r1 is complex, so write
r1(t) = −Rmei(mθ0+ωmt) ≃ −Rmeim(θ−θs) = −Rmeim(θ−θs−ω˜) (33)
where Rm(a) ≡ Rme−imω˜ is the particle’s (or streamline’s) complex epicyclic amplitude,
and ω˜(a) its longitude of periapse, both of which are to be regarded as functions of the
streamline’s semimajor axis r0 = a. The particle’s total planetocentric distance is then
r(a, θ) = a+ r1 ≃ a−ℜe[Rm(a)eim(θ−θs)] = a− Rm(a) cosm(θ − θs − ω˜). (34)
Also identify e(a) = Rm/a as the particle’s forced eccentricity, with e and Rm to be regarded
as positive real quantities.
The following will also need the ring particle’s longitudinal displacement, θ1, which is
obtained by linearizing its total specific angular momentum h = r2θ˙ ≃ r20Ω0+r20θ˙1+2r0Ω0r1 =
h0 + h1, so h0 = r
2
0Ω0 as expected and
θ˙1 = −2Ω0r1
r0
+
h1
r20
=
(
2Ω0Rm
r0
− mΦ
m
s
r20ωm
+
iAmθ
r0ωm
)
ei(mθ0+ωmt), (35)
which is integrated to obtain
θ1 ≃
(
−2iǫRm
r
+
imΦms
r2Ω2
+
Amθ
rΩ2
)
eim(θ−θs) (36)
since ωm ≃ ǫκ ≃ ǫΩ near a LR. However the particle’s epicyclic amplitude Rm will be large
near a resonance, dwarfing the other terms, so
θ1 ≃ 2iǫ r1
a
(37)
and
θ˙1 ≃ 2eΩ0 exp [im(θ − θs − ω˜)]. (38)
2.4.2. nonlinear surface density
To calculate a perturbed ring’s surface density σ, it is convenient to make the ‘local’
approximation, which assumes that the interparticle forces are exerted primarily by nearby
ring particles that lie a small distance ℓ away from the perturbed particle, where ℓ ≪ a.
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Because these perturbing particles reside on streamlines that are close by, one can ignore
the streamlines’ curvature that only occurs at great distances ≫ ℓ, and instead treat the
streamlines as if they were straight wires having a linear mass density λ(a) that is essentially
constant1 about a streamline whose semimajor axis is a. Note, however, that perturbations
of the ring also changes its surface density σ, since these streamlines can be compressed or
rarefied in the radial direction. To see this, let δm = λδℓ be the total mass that resides
along a segment of a streamline whose tangential length is δℓ. If the ring were unperturbed,
δm = λδℓ = σ0δaδℓ, where δa is the streamline’s radial width, so λ = σ0δa is the streamline’s
linear density. If, however, the ring were perturbed, then δm = λδℓ = σδrδℓ, i.e. λ = σ0δa =
σδr where σ(a, θ) is the perturbed ring’s surface density. Consequently, mass conservation
requires σ(a, θ) = σ0(a)/J where J(a, θ) = δr/δa → ∂r/∂a in the limit that the streamline
width δa→ 0. Thus
σ(a, θ) =
σ0(a)
J
(39)
where
J(a, θ) =
∂r
∂a
= ℜe[1−R′meim(θ−θs)] (40)
is a measure of the streamlines’ degree of compression (Borderies et al. 1985). Note that this
quantity is sensitive to gradients in the streamlines’ orbit elements, since
R′m =
∂Rm
∂a
=
(
R′m − im
∂ω˜
∂a
Rm
)
e−imω˜ =
[
∂(ae)
∂a
+ ikae
]
e−imω˜ (41)
where Rm = ae and the wavenumber k ≡ −m(∂ω˜/∂a) is the rate at which the streamline’s
longitude’s of periapse varies with semimajor axis a. The above can also be written more
compactly as
R′m = qei(η−mω˜) (42a)
where q =
√
(e + e′)2 + (kae)2 and tan η =
kae
e+ e′
(42b)
since ∂(ae)/∂a = e+ de/dx ≡ e+ e′, so
J = 1− q cos(φ+ η) = 1− ℜe [qei(φ+η)] = ℜe{1− ∂
∂a
[ea exp(iφ)]
}
. (43)
where φ = m(θ − θs − ω˜). The angle η indicates when the ring’s response to perturbations
takes the form of a spiral density wave. When the ring’s responds is a tightly-wrapped wave,
|kae| ≫ |e+ e′| and so |η| ≃ π/2, while |η| ≪ 1 when there ring’s response is not wavelike.
1Actually, λ varies around the orbital ellipse by a small fractional amount that is of O(e) ≪ 1, which
may be neglected.
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Note that q = |R′m| is the nonlinearity parameter of Borderies et al. (1985), who point
out that adjacent streamlines cross if their separation |δr| exceeds |δa| at any longitude θ,
which would occur if q ≥ 1. However previous studies have shown that a ring’s internal
forces tend to adjust the streamlines so as to avoid crossing (c.f., Shu et al. 1985), and we
expect q < 1 here, too.
The ring’s response to perturbations is said to be linear when q ≪ 1. In that case, the
fractional variations in the ring’s surface density, (σ − σ0)/σ0 ≃ R′meim(θ−θs), are sinusoidal
and of low amplitude. However, when the ring is nonlinear, q = |R′m| is not small, and
large variations in σ(a, θ) can occur. Although those variations in σ(a, θ) would be periodic
in longitude θ, Eqn. (39) shows that they would not be sinusoidal. Lastly, note that Eqn.
(39) also implies that a nonlinear ring’s surface density can drop by no more than 50% since
|R′m| < 1, which also occurs in the troughs of nonlinear spiral density waves (Shu et al.
1985).
If this study were instead interested in spiral density waves, we would then note that
tightly wrapped spiral waves have wavenumbers |ka| ≫ 1 and amplitudes e(a) ∼ constant.
In this case, the second term in Eqn. (41) would dominate over the first, so R′m ≃ ikRm.
This is known as the tight-winding approximation, and it is valid when |kae| >> |e + e′|
such that η ≃ ±π/2 in this case. If we were to insert this into Eqn. (39) and proceed further,
we would then arrive at the theory for nonlinear spiral density waves (c.f. Borderies et al.
1986), which will in fact be considered in a followup study.
However this effort is interested in the motion of particles orbiting near an inner Lindblad
resonance, most of whom are on the non-wave side of the resonance. Also recall the results
of Section 2.3, which suggests that the ring particles there will have similar longitudes of
perihelia ω˜. Since ω˜ varies slowly with radial distance x, the |kae| term in the above is
usually small in comparison to |e + e′| ≃ |e′| term, since the streamline’s eccentricities e(a)
grow rapidly with proximity to the resonance. Thus R′m ≃ (de/dx)e−imω˜, qeiη ≃ e′, η ≃ 0 or
π, and σ(a, θ) = σ0(a)/J ≃ σ0/[1− e′ cosm(θ−θs− ω˜)] in most (but not all) of the scenarios
considered here.
Finally, recall that the forced eccentricity of a single isolated ring particle is e(x) = ψs/x
(Eqn. 29a), so the threshold for streamline crossing would be |R′m| = |de/dx| = ψs/x2 =
1. Solving for |x| ≡ xNL then provides a rough estimate for the fractional distance from
resonance where the ring’s surface density variations will be nonlinear, and where the ring’s
internal forces should be significant (e.g., Borderies et al. 1982):
xNL =
√
|ψs| =
√
fmǫ µs
3(m− ǫ) . (44)
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This study is interested in Mimas’ m = 2 ILR that lies near the B ring’s outer edge, which
has ǫ = 1 and fmǫ = 1.50. The perturbing satellite’s mass is µs = 6.60×10−8 Saturn masses,
and its m = 2 resonance lies at ar = 117, 553.7km from Saturn’s center, so ψs = 3.30×10−8,
xNL = 1.8×10−4, and ∆aNL = xNLar ≃ 20km is the physical distance from resonance where
nonlinear effects play a role in the ring’s dynamics. We also note that the outer edge of
the A ring is maintained by an m=7 ILR with the Janus/Epimetheus coorbital pair. That
resonance has fmǫ = 9.49, µs = 3.32×10−9 (which is the mass of Janus, the larger of the two
coorbitals, Porco et al. (2007)), and a mean semimajor axis ar = 136, 773km (Porco et al.
1984), so ψs = 1.75 × 10−9, xNL = 4.2 × 10−5, and ∆aNL ≃ 6km. It is over these spatial
scales where the ring’s internal forces, such as self gravity, are expected to play an important
role.
2.4.3. ring gravity
In the local approximation, a perturbing streamline is an infinitely long, straight wire
having a linear mass density λ(a′) = σ0(a
′)δa′, where σ0(a
′) is the unperturbed ring’s surface
density, a′ its semimajor axis, and δa′ is its radial width in semimajor axis space. The
gravitational acceleration that streamline exerts on a nearby particle is δag = 2Gλ(a
′)/d =
2Gσ0(a
′)δa′/d, where d = r′− r′ is the separation between the perturbing streamline, whose
planetocentric distance is r′, and the perturbed ring particle at r. Since the streamlines’
eccentricities e(a) are small, the streamlines are all nearly parallel, so the gravitational
forces that they exert are radial. If the particle’s semimajor axis is a, then that separation
is d = r′ − r = a′ − a − ℜe{[Rm(a′)e−im∆ω˜′ − Rm(a)]eim(θ−θs−ω˜)} by Eqn. (34), where
∆ω˜′ ≡ ω˜(a′) − ω˜. This separation is then written more compactly as d = a(x′ − x)ℜe[1 −
∆eim(θ−θs−ω˜)] = a(x′ − x)(1− δ cos φ), where φ = m(θ − θs − ω˜) + β and
∆ ≡ Rm(a
′)e−im∆ω˜
′ − Rm(a)
a′ − a =
e(x′)e−im∆ω˜
′ − e(x)
x′ − x ≡ δe
iβ (45)
where
tanβ =
−e(x′) sin(m∆ω˜′)
e(x′) cos(m∆ω˜′)− e(x) (46)
and δ = |∆| is real. The total acceleration that the entire ring exerts on the particle is then
ag(a, θ) =
∫
ring
δag =
∫ aout
ain
2Gσ0(a
′)da′
a(x′ − x)(1− δ cos φ) (47)
where ain and aout are the semimajor axes of those streamlines at the ring’s innermost and
outermost edges.
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Next, Fourier-expand the longitude-dependent factor (1− δ cosφ)−1 in Eqn. (47), which
is
1
1− δ cosφ =
1√
1− δ2 +
2
δ
[(1− δ2)−1/2 − 1] cosφ+ other terms, (48)
provided δ < 1 such that streamlines do not cross. Those other terms in the above are
proportional to cos(nφ) = cos[nm(θ − θs − ω˜) + nβ], where the integer n takes all values of
n ≥ 2. Those other terms represent non-resonant forcings of the ring, and they are negligible
since Rnm will be small. Inserting the surviving terms in Eqn. (48) back into Eqn. (47) then
shows that the ring’s gravity ag has the desired form of Eqn. (7b):
A0gr(x) = 2G
∫ aout
ain
σ0(a
′)dx′
(x′ − x)√1− δ2 (49a)
Amgr(x) = 4Ge
−imω˜
∫ aout
ain
σ0(a
′)[(1− δ2)−1/2 − 1]eiβ
(x′ − x)δ dx
′ (49b)
= 4Ge−imω˜
∫ aout
ain
σ0(a
′)[(1− δ2)−1/2 − 1]
e(x′)eim∆ω˜′ − e(x) dx
′ (49c)
where the r subscripts indicate that these are radial accelerations.
For numerical work it will be convenient to put Eqns. (49) in a dimensionless form,
which is obtained by dividing by |aD| = 3(m − ǫ)aΩ2. Also let s(x) = σ(x)/σ∞ be the
ring’s fractional surface density, where the constant σ∞ is the ring’s undisturbed surface
density far away from the resonance. Also introduce the so-called normalized disk mass
µd = πσ∞a
2/Mp = πGσ∞/aΩ
2, which is a dimensionless measure of the ring’s unperturbed
surface density that is quite convenient. With these definitions in hand, the dimensionless
version of the above accelerations become
α0gr(x) =
A0gr
|aD| =
2µd
3π(m− ǫ)
∫ xout
xin
s(x′)dx′
(x′ − x)√1− δ2 (50a)
and αmgr(x) =
Amgr
|aD| = α¯
m
gre
−imω˜ (50b)
where α¯mgr(x) =
4µd
3π(m− ǫ)
∫ xout
xin
s[(1− δ2)−1/2 − 1]dx′
e(x′)eim∆ω˜′ − e(x) , (50c)
with the integration variable x′ being the fractional distance from the nominal resonance
that ranges over the ring’s inner and outer boundaries xin and xout.
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2.4.4. the hydrodynamic approximation
Currently, there is some uncertainty in the rings literature on how to handle the micro-
scopic interactions that occur among ring particles. Those interactions are important, since
they control the dynamical heating of a ring as well as the transport of angular momentum
through the ring. For many years it had been thought that collisions were the most important
particle-particle interaction, and sophisticated models were developed to handle the effects of
collisions. For instance, Borderies et al. (1983) solve the Boltzmann equation for the stress
tensor that accounts for those interparticle interactions, which yielded a formalism known as
the particle-gas model. Borderies et al. (1985) also derive an alternate stress tensor for an
incompressible fluid-ring. We also note that the particle-jam model of Mosqueira & Estrada
(2002) appears to be an intermediate case, since their ring is quasi-incompressible.
However, we now know that self-gravitating wakes also play an important role in stirring
dense planetary rings (Daisaka et al. 2001), and that the viscous overstability can be another
mechanism for viscous transport in the ring (Salo et al. 2001). In light of the varied and
uncertain ways in which ring particles interact on microscopic scales, we have elected to treat
these interactions in the simplest way possible, via the hydrodynamic approximation, which
assumes that the ring is a Newtonian fluid whose internal stresses manifest themselves via
pressure and viscosity. This hydrodynamic approach has been described as “qualitatively
acceptable” (Borderies et al. 1982), but we consider it to be the most reasonable and practical
approach, given the current uncertainties.
A Newtonian fluid is one where stress is proportional to strain. However, Latter & Ogilvie
(2006) use kinetic theory to show that the influence of wakes and other instabilities in a ‘di-
lute’ planetary ring can in fact be non-Newtonian. But Latter & Ogilvie (2006) also show
that the results of the kinetic theory do agree with hydrodynamics when the ring is dense and
collisions are frequent, as is the outer B ring. It should also be noted that the many spiral
density waves that are seen in Saturn’s rings provides observational evidence that the hydro-
dynamic treatment is in fact appropriate, since the damping of linear spiral density waves
is well described by simple hydrodynamic viscosity (Tiscareno et al. 2007). Sremcevic et al.
(2008) also show that subtle variations seen in these waves’ dispersion relation are probably
due to hydrodynamic pressure. Both of these observations support the notion that the hy-
drodynamic approximation is in fact appropriate when studying a planetary ring’s large-scale
motion, and justify its usage here.
– 18 –
2.4.5. particle collisions and pressure
The following will account for the effects of particle collisions in a simple quantitative
way, with collisional effects being treated as if they were due to a pressure p(r, t) that tends to
repel particles away from regions of higher density (where collisions will be more frequent and
vigorous) and towards regions of lower density. To effect this, adopt a barotropic equation of
state that assumes that the pressure in the ring can be expressed as the function p(r, t) = p(ρ)
where ρ(r, t) is the ring’s volume density that obeys c2 = dp/dρ where c is the ring particles’
dispersion velocity. Then the radial acceleration that an individual ring particle experiences
due to collisional pressure is
ap = −1
ρ
dp
dr
= −1
ρ
dp
dρ
dρ
dr
= −c
2
ρ
dρ
dr
= −c
2
σ
dσ
dr
(51)
since ρ = σ/2h where h = c/Ω is the ring’s vertical half-thickness. Note, though, that this
acceleration depends on a radial gradient, so this formula will be problematic at the edge of a
sharp-edged ring. However that problem is avoided by first considering the linear momentum
flux Gp that pressure effects also transmit through the ring.
The linear momentum fluxGp is defined as the force-per-length (e.g., the two-dimensional
pressure) that one streamline exerts on that exterior to it due to pressure effects. Thus
δf = Gpδℓ is the radial force that one streamline exerts on a neighboring streamline segment
whose tangential length is δℓ. If those streamlines reside in the ring’s interior (rather than
at its edge), then the net force on a segment is ∆f = δf(r − δr)− δf(r) ≃ −(∂δf/∂r)δr =
−(∂Gp/∂r)δrδℓ where δr is the segment’s radial width. And since ∆f = apδm where
δm = λδℓ = σδrδℓ, then the acceleration due to pressure is related to the linear momentum
flux via
ap = −1
σ
∂Gp
∂r
= − 1
σ0
∂Gp
∂a
, (52)
noting that σ = σ0/J and that ∂r = J∂a. A comparison of Eqns. (51) and (52) shows that
the ring’s linear momentum flux due to pressure is
Gp = c
2σ =
c2σ0
J
, (53)
assuming that c is constant.
Next, Fourier expand the longitude dependent J−1 factor in Eqn. (53), which is Eqn.
(48) with δ → q and φ→ m(θ − θs − ω˜) + η where η is from Eqn. (42b), so
Gp ≃ c
2σ0√
1− q2
[
1 +
2(1−
√
1− q2)
q
ei[m(θ−θs−ω˜)+η]
]
(54)
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upon reverting to complex notation. Inserting this into Eqn. (52) shows that the acceleration
due to pressure now has the desired form of Eqn. (7) where
A0pr = −
c2
σ0
∂
∂a
(
σ0√
1− q2
)
(55a)
Ampr = −
2c2
σ0
∂
∂a
[
σ0(1−
√
1− q2)
q
√
1− q2 e
i(η−mω˜)
]
, (55b)
with the r subscript indicating that these are radial accelerations. The dimensionless ver-
sions of these accelerations are
α0pr(x) =
A0pr
|aD| = −
c′2
3(m− ǫ)s
∂
∂x
(
s√
1− q2
)
(56a)
and αmpr(x) =
Ampr
|aD| = α¯
m
pre
−imω˜ (56b)
where α¯mpr(x) = −
2 c′2
3(m− ǫ)s
(
∂gp
∂x
+ ikagp
)
(56c)
and gp(x) =
s(1−
√
1− q2)
q
√
1− q2 e
iη, (56d)
with c′ = c/aΩ = h/a being the particles’ dispersion velocity in units of their orbital velocity.
The α¯mpr quantity is introduced here for convenience, since it is a real quantity when the ring
is nearly peri- or apo-aligned. Since |mω˜| ∼ 0 or 180◦ in that case, qeiη ≃ e′ in Eqn. (56d),
while the terms proportional to kagp terms are negligible. Most (but not all) of the ring
scenarios considered here are in this limit.
Keep in mind that the accelerations in Eqns. (55–56) are only valid for a ring particle
that orbits in the ring’s interior. Those equations do not apply to particles inhabiting the
streamline at the ring’s outer edge, since the pressure there is exerted only by the streamline
that is orbiting just interior to it. In that case, δf = Gpδℓ = δmap = λapδℓ is the force on
a streamline segment having a tangential length δℓ due to pressure, so the acceleration on
the ring particles there is ap = Gp/λ = Gp/σ0∆a where ∆a is the outermost streamline’s
semimajor axis width. Inserting Eqn. (54) into ap then provides the coefficients for the
acceleration due to pressure at the ring edge, whose dimensionless forms are
α0pr(x) =
A0pr
|aD| =
c′2(a/∆a)
3(m− ǫ)
√
1− q2 (57a)
and αmpr(x) =
Ampr
|aD| = α¯
m
pre
−imω˜ (57b)
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where α¯mpr(x) =
2 c′2
(
1−
√
1− q2
)
3(m− ǫ)q
√
1− q2
( a
∆a
)
eiη. (57c)
This derivation also illustrates the utility of deriving the acceleration due to pressure from
the linear momentum flux Gp, since this approach easily handles the discontinuous pressure
drop that will occur are the ring’s outer edge.
2.4.6. ring viscosity
The viscous acceleration aν that a parcel of ring material experiences along one of the
Cartesian axes will be denoted as aνi, where the i = 1, 2, 3 subscript indicates one of the
x, y, z axes. That acceleration is
aνi =
1
ρ
{
3∑
j=1
∂
∂xj
[
η
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
3∑
k=1
∂uk
∂xk
)]
+
∂
∂xi
ζ
3∑
k=1
(
∂uk
∂xk
)}
(58)
where ρ is the ring’s volume density, η its shear viscosity2, ζ is its bulk viscosity, and ui is
the velocity along the ith axis (Landau & Lifshitz 1987). To transform this into cylindrical
coordinates, replace x1 → r so that the radial velocity u1 → vr = r˙ and the tangential
velocity u2 → vθ = rθ˙ in the above, while the differentials ∂x1 → ∂r and ∂x2 → r∂θ. Next,
note that the ring’s various quantities, such as its density or noncircular velocity, are all
expected to vary rapidly in the radial j = 1 = k direction, but vary slowly in the tangential
direction. Consequently, only the j = 1 = k terms need to be preserved in the above, so the
components of the viscous acceleration simplify to
ρaνr ≃ ∂
∂r
[(
4
3
η + ζ
)
∂vr
∂r
]
(59a)
ρaνθ ≃ ∂
∂r
(
η
∂vθ
∂r
)
. (59b)
Note that Eqn. (59b) implies that aνθ 6= 0 in a rigidly rotating disk having vr = rθ˙
where θ˙ is constant. But this is unphysical, because it implies that a rigid rotator would
also experience a viscous transport of angular momentum. However, this problem is easily
fixed by replacing the ∂vθ/∂r in Eqn. (59b) with r∂θ˙/∂r, which provides a more physical
2Note that the shear viscosity η that is used only in Section 2.4.6 is distinct from the angle η of Eqn.
(42b) that appears elsewhere in this paper.
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expression that is also in agreement with other treatments of viscous astrophysical disks
(e.g., Lynden-Bell & Pringle 1974). Also replace the viscosities in the above with η = νsρ
and ζ = νbρ, where νs is the kinematic shear viscosity and νb the kinematic bulk viscosity, and
integrate the repaired version of Eqns. (59) along the vertical direction so that
∫
ρdz → σ,
which results in
aνr ≃ 1
σ
∂
∂r
[(
4
3
νs + νb
)
σ
∂vr
∂r
]
(60a)
aνθ ≃ 1
σ
∂
∂r
(
νsσr
∂θ˙
∂r
)
. (60b)
Note that the viscous acceleration also depends on radial gradients, which would be prob-
lematic at a ring edge. But that difficulty is again avoided by considering the ring’s radial
flux of angular and linear momentum.
angular momentum flux
The viscous angular momentum flux Fν(r, θ) is the rate per-unit-length that one streamline
transmits angular momentum to that orbiting just exterior to it via the ring’s viscous friction.
Thus δt = Fνδℓ is the torque that a segment of length δℓ exerts on its exterior neighbor. If
that segment orbits in the ring’s interior, then it is also torqued by ring material orbiting just
interior to it, so the net torque on that segment is ∆t = δt(r− δr)− δt(r) ≃ −(∂δt/∂r)δr =
−(∂Fν/∂r)δℓδr where δr is the radial spacings between the adjacent streamlines. And since
the net torque on this streamline segment is also ∆t = raνθδm where δm = λδℓ = σδrδℓ is
the segment’s mass, this provides a relation between the viscous angular momentum flux Fν
and the tangential acceleration aνθ,
aνθ = − 1
rσ
∂Fν
∂r
= − 1
aσ0
∂Fν
∂a
. (61)
Comparing this to Eqn. (60b) shows that the viscous angular momentum flux is
Fν ≃ −νsσr2∂θ˙
∂r
≃ −νsσ0a
2
J2
∂θ˙
∂a
. (62)
The ring’s angular velocity is θ˙ = Ω + θ˙1 ≃ Ω[1 + 2e exp(iφ)] where φ = m(θ − θs − ω˜)
(see Eqn. 38), so ∂θ˙/∂a ≃ ∂Ω/∂a + 2(Ω/a)(1− J) since
1− J = ∂
∂a
(
eaeiφ
) ≃ a ∂
∂a
[e exp(iφ)] (63)
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by Eqn. (43) when small terms of O(e) are ignored. The derivative of Eqn. (18a) provides
∂Ω/∂a ≃ −(3Ω/2a)[1 + (m− ǫ)∂α0r/∂x] where α0r = A0r/|aD| = α0g + α0p is the axisymmetric
part of the ring’s gravity + pressure, so ∂θ˙/∂a ≃ −(3Ω/2a)[4J/3 − 1/3 + (m − ǫ)∂α0r/∂x].
Inserting this into Eqn. (62) then yields
Fν ≃ 2νsσ0aΩ
{
1
J
− 1
4J2
[
1− 3(m− ǫ)∂α
0
r
∂x
]}
(64)
to lowest order in the streamline’s eccentricity e. This expression is equivalent to the viscous
angular momentum flux that is given in Borderies et al. (1982) when the gradient in the ring’s
radial acceleration, ∂α0r/∂x, is negligible. Next, Fourier-expand the longitude-dependent
factors in Fν , which yields J
−2 = [1 + 2q cos(φ+ η)]/(1− q2)3/2+ other terms, with the J−1
expansion obtained from Eqn. (48), so
Fν ≃ 3
2
νsσ0aΩ
[
fν + 2q
(
fν − 4/3
1 +
√
1− q2
)
ei(φ+η)
]
(65)
where fν is shorthand for
fν(x) = (1− q2)−3/2
[
1 + (m− ǫ)∂α
0
r
∂x
− 4
3
q2
]
, (66)
and remembering to preserve only the real part of Eqn. (65).
The angular momentum luminosity through the ring is the integral about a streamline,
Lν(x) =
∮
Fνdℓ = 3πfννsσ0a
2Ω. (67)
This is equivalent to that given in Borderies et al. (1982) when ∂α0r/∂x = 0, which is probably
true for most planetary rings. Note that Lν ∝ fν(x), and that fν < 0 when the nonlinearity
parameter q > q⋆ where q⋆ =
√
3/2 ≃ 0.866 (again, provided that ∂α0r/∂x ≃ 0; see Eqn.
66). This is the threshold for the angular momentum flux reversal that was first described
in Borderies et al. (1982). When streamlines become so disturbed that q > q⋆, the viscous
torque causes the streamline’s angular momentum to flow inwards (Lν < 0) rather than in
the usual outwards direction. The ring particles orbiting in this disturbed region then spiral
inwards due to this angular momentum loss, which also opens a gap in the ring.
linear momentum flux
The radial component of the ring’s viscous acceleration aνr also transmits a flux of linear
momentum Gν where
aνr = −1
σ
∂Gν
∂r
= − 1
σ0
∂Gν
∂a
(68)
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(see Section 2.4.5). Comparison with Eqn. (60a) shows that the ring’s viscous linear mo-
mentum flux is
Gν = −
(
4
3
νs + νb
)
σ
∂vr
∂r
= −
(
4
3
νs + νb
)
σ0
J2
∂vr
∂a
. (69)
The time derivative of Eqn. (33) provides the streamline’s radial velocity, which is vr = r˙1 =
−iωmRmeiφ ≃ −iǫΩeaeiφ, so ∂vr/∂a ≃ −iǫΩ(1 − J) = −iǫΩqei(φ+η) by Eqns. (43) and (63).
Inserting the real part into Eqn. (69) then yields Gν = −ǫ
(
4
3
νs + νb
)
Ωσ0q sin(φ+η)/J
2. The
Fourier expansion of the longitude-dependent factor in Gν is sin(φ+ η)/[1− q cos(φ+ η)]2 =
2 sin(φ+η)/[
√
1− q2(1+
√
1− q2)] + other unimportant terms, so the viscous flux of linear
momentum is
Gν ≃
2iǫ
(
4
3
νs + νb
)
Ωσ0qe
i(φ+η)√
1− q2
(
1 +
√
1− q2
) (70)
upon switching back to the complex notation.
acceleration due to viscosity
Inserting the linear and angular momentum fluxes Gν and Fν into Eqns. (61) and (68) then
provides the radial and tangential acceleration that are due to the ring’s viscosity, which also
have the same form as Eqns. (7) with
A0νθ(a) ≃ −
3Ωνs
2aσ0
∂
∂x
(σ0fν) (71a)
Amνθ(a) ≃ −
3Ωνs
aσ0
∂
∂x
[
σ0q
(
fν − 4/3
1 +
√
1− q2
)
ei(η−mω˜)
]
(71b)
and Amνr(a) ≃ −
2iǫΩ
aσ0
(
4
3
νs + νb
)
∂
∂x

 σ0qei(η−mω˜)√
1− q2
(
1 +
√
1− q2
)

 , (71c)
where it is assumed that only σ0, e, and ω˜ might vary rapidly with distance x while the ν’s
are treated as constants. The dimensionless versions of the tangential accelerations are
α0νθ(x) =
A0νθ
|aD| = −
ν ′s
2(m− ǫ)s
∂(sfν)
∂x
(72a)
and αmνθ(x) =
Amνθ
|aD| = α¯
m
νθe
−imω˜ (72b)
where α¯mνθ(x) = −
ν ′s
(m− ǫ)s
(
∂gθ
∂x
+ ikagθ
)
(72c)
with gθ(x) ≡ sq
(
fν − 4/3
1 +
√
1− q2
)
eiη, (72d)
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where ν ′s = νs/a
2Ω is a dimensionless version of the ring’s shear viscosity, and s(x) =
σ(x)/σ∞ its fractional surface density. Similarly, the dimensionless version of the radial
acceleration is
and αmνr(x) =
Amνr
|aD| = iα¯
m
νre
−imω˜ (73a)
where α¯mνr(x) = −
2ǫ
(
4
3
ν ′s + ν
′
b
)
3(m− ǫ)s
(
∂gr
∂x
+ ikagr
)
(73b)
with gr(x) ≡ sqe
iη√
1− q2
(
1 +
√
1− q2
) , (73c)
where ν ′b = νb/a
2Ω. Also note that the α¯mνθ and α¯
m
νr become real quantities when the ring is
peri- or apo-aligned.
Again, these accelerations are only valid for ring particles orbiting in the ring’s interior,
and do not apply to particles that inhabit the streamline at the ring’s outer edge. In that case,
δt = Fνδℓ = δmraν = λraνδℓ is the viscous torque that is exerted on a streamline segment
on the edge that has a tangential length δℓ, so the viscous acceleration on the ring particles
there is aν = Fν/λr ≃ Fν/σ0a∆a where ∆a is the outermost streamline’s semimajor axis
width. Inserting Eqn. (65) into aν then provides the coefficients for the tangential viscous
acceleration,
α0νθ(x) =
A0νθ
|aD| =
ν ′sfν
2(m− ǫ)
( a
∆a
)
(74a)
and αmνθ(x) =
Amνθ
|aD| = α¯
m
νθe
−imω˜ (74b)
where α¯mνθ(x) =
ν ′sqe
iη
m− ǫ
(
fν − 4/3
1 +
√
1− q2
)( a
∆a
)
, (74c)
for particles orbiting in the ring’s outermost streamline. Similarly, the radial component of
the viscous acceleration is aνr = Gν/σ0∆a for particles in the outermost streamline, so the
dimensionless version of this acceleration is
αmνr(x) =
Amνr
|aD| = iα¯
m
νre
−imω˜ (75a)
where α¯mνr(x) =
2ǫ
(
4
3
ν ′s + ν
′
b
)
qeiη
3(m− ǫ)
√
1− q2
(
1 +
√
1− q2
) ( a
∆a
)
. (75b)
Finally, note that there are several known sources of viscosity in planetary rings: inter-
particle collisions which have ν ∝ σ in an optically thin ring (Goldreich & Tremaine 1982),
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and self-gravitating wakes that result in ν ∝ σ2 (Daisaka et al. 2001). Nbody simulations
also indicate that the viscous overstability varies as ν ∼ σ2 (see Fig. 13 of Salo et al. 2001).
Alternatively, one could also have employed a more sophisticated viscous stress tensor to
account for the effects of collisions (Borderies et al. 1983; Mosqueira & Estrada 2002). How-
ever, previous studies have shown that the surface density near a perturbed ring-edge tends
to be nearly constant (Borderies et al. 1989), so the results obtained here are not expected
to be particularly sensitive to any viscosity law. In light of this, a simple constant-viscosity
law is employed here. Nonetheless, if a power-law ν ∝ σc viscosity were instead preferred,
then the formulas derived here may be adapted.
2.4.7. drag
Small ring particles are also susceptible to drag forces, such as Poynting-Robertson
(PR) and plasma drag (Goldreich & Tremaine 1982), atmospheric drag (Goldreich & Porco
1987), and possibly the Yarkovsky effect (Rubincam 2006). Drag forces can cause particles
to migrate radially, and are particularly effective at damping orbital eccentricities. Although
large ring particles are relatively immune to drag forces, they can still experience the effects
of drag indirectly by colliding with smaller drag-sensitive ring particles.
Most drag forces vary with the particle’s velocity relative to the local circular speed∆v,
so this work will assume that the acceleration on a ring particle due to drag has the generic
form ad = −CdΩ∆v where Cd is a dimensionless drag coefficient whose value will depend on
particulars of the unspecified drag force and the particle size. Since ∆v = r˙rˆ+(rθ˙−aΩ)θˆ =
(θˆ − iǫrˆ)eaΩeiφ where φ = mθ0 + ωmt −mω˜ ≃ m(θ − θs − ω˜) (from Eqns. 33 and 38), this
drag acceleration has the same form as Eqns. (7) whose radial and tangential components
are Amdθ = −CdeaΩ2e−imω˜ and Amdr = −iǫAmdθ . The dimensionless versions of these drag
accelerations are
αmdr(x) =
Amdr
|aD| = iα¯
m
dre
−imω˜ (76a)
where α¯mdr(x) =
ǫCde
3(m− ǫ) (76b)
and αmdθ(x) =
Amdθ
|aD| = α¯
m
dθe
−imω˜ (76c)
where α¯mdθ(x) = −
Cde
3(m− ǫ) . (76d)
This drag force will damp the ring particle’s eccentricity at a rate that may be obtained
– 26 –
by inserting the drag accelerations Amdr and A
m
dθ into the equation of motion (21), which yields
de
dt
= −3
2
CdeΩ. (77)
This corresponds to an e-damping timescale of
τe =
∣∣∣∣ ede/dt
∣∣∣∣ = 23CdΩ =
Porb
3πCd
(78)
where Porb = 2π/Ω is the particle’s orbit period.
2.5. dimensionless equation of motion
The equation for the particle’s motion is Eqn. (1) with a = ag + ap + aν + ad being
the acceleration due to the ring’s gravity, pressure, viscosity, and a possible drag. Now that
the ring’s internal forces are suitably Fourier-decomposed (Eqns. 49, 55, and 71–76), insert
those as well as the anticipated solution for the particle’s motion (Eqn. 33) into its equation
of motion (21) to obtain
DRm = −Ψmc = −Ψms +
2iΩ
ωm
Amθ − Amr , (79)
where D(r) = κ2 − ω2m is again the particle’s frequency-distance from resonance. The
dimensionless version of this equation is obtained by dividing by |aD| and noting that Rm =
ea exp(−imω˜) and ωm = ǫκ ≃ ǫΩ near a resonance, so
ǫede−imω˜ − 2iǫαmθ + αmr + ψs = 0 (80)
where d(x) = D/D is the dimensionless version of D, and the constant ψs is the satellite’s
dimensionless forcing function, Eqn. (29b). The radial part of the dimensionless acceler-
ation is the sum of the contributions due to ring gravity, pressure, viscosity, and drag,
so αmr = A
m
r /|aD| = [α¯mgr + α¯mpr + i(α¯mνr + α¯mdr)]e−imω˜, while the tangential acceleration
is αmθ = A
m
θ /|aD| = (α¯mνθ + α¯mdθ)e−imω˜ by Eqns. (50, 56–57, 72–75, and 76). Then let
α¯mcr = α¯
m
gr + α¯
m
pr, which is the sum of all the accelerations that are due to conservative forces
(gravity plus pressure) while ψd = −(α¯mνr + α¯mdr) + 2ǫ(α¯mνθ + α¯mdθ) becomes the sum of all the
dissipative accelerations (viscosity plus drag), so that the equation of motion becomes
(ǫde+ α¯mcr − iψd)e−imω˜ + ψs = 0, (81)
where ψd is called the dissipative forcing function, in analogy with Eqn. (19). The factor
d(x) = D/D in the above is obtained by inserting Eqns. (18) into D to show that
d(x) = x− (3ǫ−m)(α0gr + α0pr), (82)
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where x is understood to the fractional distance from the nominal resonance, which is where
the resonance would be if the ring’s internal accelerations where zero. Equation (82) thus
shows how the axisymmetric part of the ring’s radial acceleration will displace the resonance.
The equation of motion (81) is complex, so its real and imaginary parts provide two
coupled equations for the streamline’s forced orbital elements e(x) and ω˜(x). However those
equations decouple when the dissipation is weak, |ψd| ≪ |ψs|, which also results in a ring
that is nearly peri- or apo-aligned such that |mω˜| ≪ 1. In that case, the accelerations α¯mcr
and ψd are all real and depend only on e(x), so the real and imaginary parts of Eqn. (81)
yield
ǫed + α¯mcr + ψs ≃ 0 (83a)
and ω˜ ≃ ψd
mψs
. (83b)
As one might expect, a numerical algorithm that uses the approximate decoupled equations
of motion (83) is will converge to a solution much faster than one that attempts to solve the
exact coupled Eqn. (81). But keep in mind that these approximate solutions to the equations
of motion are only valid when |mω˜| ≪ 1 and |kae| ≪ |e′|.
Lastly, we note that this problem also has a third unknown, the ring’s surface density
σ0(a) or, equivalently, its fractional surface density s(x). To address this, a third equation
for this quantity is derived below, which is obtained by requiring that all of the torques
exerted on each streamline balance to zero.
2.6. angular momentum transport
Two mechanisms transport angular momentum through the ring: the ring’s viscosity,
and the satellite’s gravitational torque. The rate at which this transport occurs is the ring’s
angular momentum luminosity, and it has two parts, L(a) = Lν+Ls, where Lν is the viscous
angular momentum luminosity (Eqn. 67), and Ls is the angular momentum luminosity that is
due to the satellite’s torque on the ring. Note that L must also be conserved, i.e., ∂L/∂a = 0,
for if this were not the case, then streamlines would gain or lose angular momentum over
time, which would also cause them to evolve radially since ∂L/∂a ∝ A0θ. Consequently,
static equilibrium requires L(a) to be a constant everywhere, which also provides that third
equation for the ring’s unknown surface density σ0(a).
To calculate the ring’s angular momentum luminosity Ls that is due to the satellite
torque, first consider the specific torque that the satellite exerts on a single ring particle,
which is T1(r, θ) = r× (−∇Φs) · zˆ = −∂Φs/∂θ = mφms (r) sinm(θ − θs). The time-averaged
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torque on the particle is obtained by inserting r(t) = a+ r1 and θ(t) = θ0 +Ωt+ θ1 into T1,
Taylor-expanding to first order in the small quantities r1 and θ1 (which are Eqns. 33 and
37), and then time-averaging, which yields
T1 ≃
〈
m
(
φms + r1
∂φms
∂a
)
[sinm(θ − θs) +mθ1 cosm(θ − θs)]
〉
=
1
2
mRmΨ
m
s sin(mω˜), (84)
where the brackets indicate a time-average over the forcing period 2π/|ωm|. An equivalent
expression is also derived in Hahn et al. (1995). The time-averaged torque that the satellite
exerts on an entire streamline is then δTs = T1δm, where δm = 2πσ0aδa is that streamline’s
mass and δa its radial width. Another useful quantity is the satellite’s radial torque density
∂Ts/∂a = δT/δa, so
∂Ts
∂a
= mπσ0aRmΨ
m
s sin(mω˜). (85)
Also note that the torque that a streamline exerts on the satellite is simply −δTs, so the total
gravitational torque that is exerted by all streamlines having semimajor axis (sma) interior
to a is
Tr(a) = −
∮
sma<a
δTs = −
∫ a
0
mπσ0aRm(a
′)Ψms sin (mω˜(a
′)) da′. (86)
This torque is a second-order effect since it is the product of two small quantities—the
satellite’s forcing Ψms and the streamline’s epicyclic response Rm. This explains why the
ring-satellite torque was formally absent from the linearized equations of motion (12a). And
since Eqn. (86) is the torque that the ring interior to a exerts on the satellite, it is also the
luminosity of angular momentum Ls that the ring material interior to a transmits gravita-
tionally to the satellite, which becomes
Ls(x) = Tr = −ǫmfmǫ µsµdγ(x)Mp(aΩ)2 (87a)
where γ(x) =
∫ x
s(x′)e(x′) sin(mω˜(x′))dx′ (87b)
when Ψms is replaced by Eqn. (26), σ0 = s(x)σ∞, and Rm = e(x)a.
The ring’s total angular momentum luminosity is
L(x) = Lν + Lg = 3fνsν ′sµdMp(aΩ)2 − ǫmfmǫ µsµdγMp(aΩ)2, (88)
which is a constant everywhere when the ring is in static equilibrium. At sites far from the
resonance, e and γ → 0 while s and fν → 1, so L = 3ν ′sµdMp(aΩ)2 is the ring’s angular
momentum luminosity. This is also the rate at which the unmodeled part of the ring, which
lies interior to the simulated region, delivers angular momentum to the simulated part of
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the ring. Inserting this into Eqn. (88) and dividing by L then provides a third equation of
motion for the third unknown, the ring’s fractional surface density s(x):
ℓν(x) + ℓs(x) = 1 (89a)
where ℓν(x) = sfν (89b)
and ℓs(x) = −ǫmf
m
ǫ µs
3ν ′s
γ(x) (89c)
are the dimensionless angular momentum luminosities due to viscosity and the satellite’s
perturbations, in units of L. Equation (89a) can also be used to determine the location
of the ring’s edge, since the edge streamline at x = xedge is where the viscous torque is
counterbalanced by the satellite’s torque. Or, equivalently, the edge is where the ring’s
angular momentum luminosity L(xedge) is entirely due to the satellite’s gravitational torque.
Consequently, the ring’s edge is the streamline that satisfies ℓs(xedge) = 1 and ℓν(xedge) = 0.
Lastly, we note that if the dissipation in the ring is weak, i.e., |mω˜| ≪ 1, then ω˜ ≃
ψd/mψs (see Eqn. 83b), and the fractional angular momentum luminosity due to satellite
perturbations becomes
ℓs(x) ≃ −m(m− ǫ)
ν ′s
∫ x
s(x′)e(x′)ψd(x
′)dx′, (90)
where ψd is the dissipative forcing function. Most of the ring scenarios considered below will
be in this limit.
3. Numerical simulations of a sharp-edged planetary ring
The streamline model described above provides three equations of motion, the real and
imaginary parts of Eqn. (81) and the torque-balance Eqn. (89), which are to be solved
for the system’s three unknowns, the ring’s eccentricity e(x), longitude of periapse ω˜(x),
and the ring’s fractional surface density s(x), where x is the radial coordinate in the ring.
Note that this is a coupled set of nonlinear integro-differential equations, since the ring’s
gravitational acceleration requires integrating over the unknown e(x), ω˜(x), and s(x) (see
Eqns. 50), while the accelerations due to pressure and viscosity involve derivatives of these
quantities (Eqns. 56, and 72—73). The next subsection describes how these equations are
solved numerically, with the streamline model then applied to the outer edge of Saturn’s
B ring. The following subsections then show how the simulated outcomes vary with the
model’s physical parameters, which are the ring’s unperturbed surface density σ∞, the ring
particles’ dispersion velocity c, the ring kinematic shear and bulk viscosities νs and νb, and
the drag coefficient Cd.
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3.1. numerical method
To solve Eqns. (81) and (89), treat the broad planetary ring as if it were composed of
N discrete streamlines that are uniformly spaced with semimajor axes ai = ain + (i− 1)∆a,
where the ring index i ranges between 1 and N , and ∆a is the rings’ width in semimajor
axis. The ith streamline’s eccentricity is ei = e(ai), its longitude of periapse ω˜i = ω˜(ai), and
its fractional surface density si = σ0(ai)/σ∞. This discretization then allows integrals like
Eqns. (50) to be replaced with sums over the ei, ω˜i, and si, with finite differences used to
calculate the derivatives that appear in the accelerations due to pressure and viscosity. This
results in a coupled system of 3N nonlinear equations for the 3N unknown ei, ω˜i, and si,
which are then straightforward to solve for numerically.
For example, them = 0 component of the ring’s dimensionless gravitational acceleration,
Eqn. (50a), is the sum α0gr(xi) =
∑N
j 6=iGij where Gij = 2µdsj∆a/3π(m− ǫ)(xj −xi)
√
1− δ2ij
is the gravitational acceleration that streamline j exerts on a particle in streamline i, where
µd is the ring’s normalized mass (see Section 2.4.3), and with δij calculated via a similarly
quantized version of Eqn. (45). Note that Gii = 0 here, because in the local approximation,
a straight wire-thin streamline exerts no net gravitational force on the particles inhabiting
that streamline. A similar strategy is also used to calculate the dimensionless m ≥ 1 part of
the ring’s gravity, α¯mgr(xi); see Eqn. (50b). Also note that the accelerations due to pressure
and viscosity, Eqns. (56) and (72—73), require derivatives of e, ω˜, and s, which are calculated
numerically using a three-point Lagrangian interpolation scheme (Hildebrand 1956). Lastly,
keep in mind that Eqns. (57) and (74–75) are the accelerations on the N th streamline at the
ring’s edge that is exerted by the adjacent N − 1 streamline, so the right hand sides of those
equations are evaluated at xN−1 = (aN−1 − ar)/ar.
The number of streamlines N , as well as their radial widths ∆a, are both chosen so that
the streamline model can readily resolve the disturbances that Mimas excites at the outer
edges of the B ring. The following subsections will show that these disturbances are usually
confined to the rings’ outermost 50 or so km, so most calculations use N = 300 streamlines
that have radial widths of ∆a = 0.5 km so that the total radial extent of the simulated region
w = N∆a is usually about w = 150 km. For most ring models, this width is broad enough
to show that the simulated ring’s innermost part furthest from the resonance has in fact
adopted the single particle solution, Eqn. (29a). This indicates that the ring’s internal forces
there are negligible, and that a wider a ring need not be simulated. However, the following
simulations will also show that the self-gravity in a more massive ring is able to transmit
the satellite’s disturbance to greater distances inwards of the resonance. To account for the
greater reach of these ring’s internal forces, the streamlines’ radial widths are increased to
∆a = 1 or 2 km so that the total radial extent of the simulated region becomes w = 300 to
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600 km in these more massive planetary rings.
The streamline model developed here, called NLsgvp, is written in IDL, and it solves the
coupled set of 3N nonlinear equations for the streamlines’ 3N orbit elements and surface den-
sities. Although IDL does supply routines for solving coupled systems of nonlinear equations,
they are not particularly robust, and sometimes fail to find a satisfactory solution to these
equations. So the MPFIT algorithm is instead used here, which is an IDL procedure written
by Craig Markwardt that is available at http://cow.physics.wisc.edu/∼craigm/idl/fitting.html.
MPFIT is a parameter search algorithm, and it was formally designed to search parameter
space for the purpose of fitting a parametrized model to a dataset. However, the act of seek-
ing solutions to a coupled set of nonlinear equations is conceptually very similar to modeling
data, since we wish to find the set of 3N ‘parameters’ ei, ω˜i, and si, that best satisfy the
3N equations (81) and (89), whose right-hand sides are ‘data’. MPFIT is quite efficient and
very well-suited for solving this type of problem.
MPFIT must be initialized by first providing it with a trial solution. That initial guess
is formed from the single particle solution, Eqn. (29a), which is also the solution to the
equation of motion (83a) at sites far from the resonance where the conservative part of
ring’s internal acceleration, α¯mcr, is negligible. Note, however, that Eqn. (29a) diverges at the
resonance where d(x) ≃ x → 0, whereas e(x) is expected to stay finite inside the nonlinear
region where |x| < xNL (see Eqn. 44) due to the ring’s internal forces. So to qualitatively
mimic this effect, replace x in Eqn. (29a) with x→ −ǫ√x2 + x2NL such that
etrial(x) =
ψs√
x2 + |ψs|
, (91)
where ψs is the satellite’s dimensionless forcing function, Eqn. (29b). This is the trial solution
that is used to initialize MPFIT, which also adopts s(x) = 1 and ω˜(x) = 0.
All of the calculations described below use double-precision arithmetic. To assess the
accuracy of the model results, we insert all numerical solutions obtained by NLsgvp back
into the equation of motion (81) and divide by ψs, with those solutions also being inserted
into the torque-balance equation (89a) subtracted by 1. The residuals on the right-hand side
of those equations are the solutions’ fractional errors, which for the models described below
are all smaller than 4× 10−12.
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3.2. simulations of the outer B ring
3.2.1. variations with surface density
Figure 1 illustrates how the ring’s epicyclic amplitude Rm(x) = ae(x) varies with σ∞,
which is the ring’s undisturbed surface density far from the edge. These curves are solutions
to Eqns. (81) and (89), and were obtained using the numerical method described in Section
3.1. The main point of this figure is to show that the epicyclic amplitude Rm at the ring
edge is larger when the ring has a lower mass. Note that the ring’s response approaches
the single particle result, Eqn. (28), as σ∞ → 0. All of these simulations adopt viscosities
of νs = νb = 50 cm
2/sec, which is comparable to the viscosity measured in Saturn’s A ring
(Tiscareno et al. 2007; Porco et al. 2007). There is no drag in these simulations (Cd = 0),
and the ring’s outer edge is chosen to be at the nominal resonance at x = 0 = a−ar. The ring
particles’ dispersion velocity c is also chosen such that the ring is marginally gravitationally
stable. A gravitationally stable ring has a Q > 1 (Toomre 1964), where Q ≃ cΩ/πGσ∞ =
c′/µd. However, Saturn’s main A and B rings also exhibit brightness asymmetries that are
believed to be due to the presence of self-gravitating wakes, but those wakes only occur
when Q . 2 (Salo 1992). Consequently, a higher-mass but marginally stable ring also has
a larger dispersion velocity, and the simulations reported in Fig. 1 have c chosen so that
Q = 2. The dotted horizontal line also indicates the B ring’s observed epicyclic amplitude,
Robs ≃ 45 km, which was measured in Cassini spacecraft observations that were acquired in
2005 (Spitale & Porco 2006). Figure 1 tentatively suggests that the outer edge of the B ring
might have a surface density as low as σ∞ ∼ 10 gm/cm2.
Figure 2 plots the nonlinearity parameter q versus distance from resonance for the
simulations described in Fig. 1. In all of these simulations, |kae| ≪ |e′|, so the nonlinearity
parameter q ≃ |e′| is also the ring’s eccentricity gradient. Figure 2 shows that the disturbed
edges of lighter rings tend to be more nonlinear than heavier rings. The ring’s epicyclic
amplitude Rm is also proportional to the satellite’s mass, so increasing the perturber’s mass
also makes the ring more nonlinear.
3.2.2. variations in the ring-edge location
Section 2.3 notes that the outer edge of the B ring could lie as far as 24km exterior to
Mimas’ nominal m = 2 ILR. This displacement was first measured by Porco et al. (1984)
from Voyager observations, but with a large uncertainty. However, a preliminary analysis
of Cassini observations of the B ring, which is described in Spitale & Porco (2006), does
indicate that the ring-edge lies about 20 or so km beyond the resonance.
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Figure 3 illustrates the consequences of displacing the B ring’s edge radially outwards;
the three curves show the ring’s epicyclic amplitude Rm(a) for simulated rings whose outer-
most semimajor axis lies a distance ∆a = 0, 10, and 25 km exterior to the nominal resonance
location. Figure 3 also shows that the ring’s epicyclic amplitude Rm(a) grows linearly as
the edge is approached, even in the portion of the ring edge that lies exterior the resonance.
Consequently, letting the ring edge lie farther beyond the resonance will result in a larger
epicyclic amplitude. However, Section 3.2.1 shows that the increase in the epicyclic ampli-
tude can be offset by increasing the ring’s surface density σ∞. So Fig. 3 assigns a larger
surface density to rings whose outer edges are displaced farther outwards, but in a manner
that keeps the epicyclic amplitude at the edge comparable to the observed value, Robs ≃ 45
km, which is dotted line in Fig. 3. The rightmost curve in Fig. 3, which agrees with the B
ring’s observed epicyclic amplitude as well as the likely upper limit on the edge’s location,
now shows that the B ring could have a much higher surface density of σ∞ ∼ 280 gm/cm2.
3.2.3. variations with dispersion velocity
Figure 4a shows that the ring’s epicyclic amplitude Rm is quite insensitive to the particles
dispersion velocity c. Those simulations are for a B ring that has a surface density fixed
at σ∞ = 30 gm/cm
2 and a stability parameter that ranges over 0 ≤ Q ≤ 12, which is
a convenient proxy for c since Q ≃ cΩ/πGσ∞. These Q values correspond to dispersion
velocities of c ≤ 4.9 mm/sec and vertical scale heights h = c/Ω of h ≤ 32 m. Note that
the black Q = 0 curve, which represents a pressureless ring, is indistinct from the other
Q ≤ 5 models. Figures 4b and 4c plot the simulated rings’ fractional surface densities
s(a) and longitudes of periapse ω˜(a) versus semimajor axis a, which is able to distinguish
the dynamically hotter Q & 10 models from the cooler Q ≤ 5 models. Note the large
variations in s(a) and ω˜ that is seen at the outer edges seen of the hotter rings that have
Q ≥ 10; those variations are due to the larger pressure drop that occurs across the outermost
streamline (e.g., Eqns. 57). Those surface density excesses seen at the rings’ edges are also
reminiscent of those occurring in models of narrow ringlets (e.g., Chiang & Goldreich 2000;
Mosqueira & Estrada 2002), but the variations seen in Figs. 4 are poorly resolved due to
the models’ radial sampling of ∆a = 0.5 km. Nonetheless, Figs. 4 do show that pressure
effects, if important at all, are confined to the ring’s outermost ∆a . 0.5 km. Since this
study is interested in the perturbed ring’s state over a much broader radial scale, ∆a ∼ 40
km according to B ring models of Fig. 4, the following will for simplicity keep Q = 2 for
most of the ring scenarios that are considered below.
Lastly, note that ω˜(a) > 0 in the hotter Q = 12 model (Fig. 4c). Equation (85) indicates
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that the torque that the satellite exerts on this model ring is positive. But that torque has
the wrong sign, since a satellite must exert a negative torque on the ring if it is to be confined
interior to an ILR. This inability of the satellite to confine a viscous and dynamically hot
ring is another reason why hot ring models need not be considered further. The confinement
of the B ring by Mimas’ gravitational torque is also considered in greater detail below.
3.2.4. ring viscosity, and the torque-balance problem
Figure 5 shows how the simulated outcomes depend on the ring’s viscosity. These models
are similar to the B ring simulations shown in Fig. 4, except that the rings’ viscosities take
values of νs = νb = 5, 50, and 500 cm
2/sec while Q = 2. Note that the rings’ epicyclic
amplitudes Rm = ea are all insensitive to the viscosity νs = νb (Fig. 5a), as are the rings’
fractional surface densities s (Fig. 5b), and their angular momentum luminosities ℓν and ℓs
(Fig. 5d). This is due to the ring being nearly peri- or apo-aligned, i.e., |ω˜| ≃ |ψd/mψs| ≪ 1
(see Eqn. 83b) in all of these simulations. Since the dissipative forcing function ψd is small
compared to the other terms in the equation of motion, it has little effect on e (see Eqns 81
and 83). However, Fig. 5c demonstrates that the streamlines’ longitudes of periapse ω˜ ∝ ψd
are proportional to the ring viscosity, since
ψd = −α¯mνr + 2ǫα¯mνθ ≡ ψν ∝ (νs + fνb) (92)
where the factor f is of order 1 (see Eqns. 72–73).
Figure 5d also shows that the ring’s angular momentum luminosity ℓs, which is due
to the satellite’s gravitational torque on the ring, is small, i.e., |ℓs| ≪ 1. This is very
problematic, because Section 2.6 showed that the ring’s outer edge should be the site where
the viscous torque is counterbalanced by the satellite’s torque, which is also where ℓν → 0 and
ℓs → 1. However, this torque-balance requirement is not satisfied by any of the simulations
described in Figs. 1–5. Although the simulations described above provide useful illustrations
of how a ring’s simulated outcome depend on its physical properties σ∞, ν, and c, they are
all unphysical since they do not achieve a torque-balance at the ring’s outer edge. However,
Section 3.2.5 does explore an alternate ring scenario that does in fact achieve the desired
torque balance.
But first, a final comment on Fig. 5b, which shows that the simulated ring’s surface
density has a ∼ 20% excess in its outermost ∼ 20km. This is a due the conservation of
the ring’s angular momentum luminosity L ≃ Lν ∝ sfν (see Eqn. 88 and note that Ls
is negligible in these simulations) where the function fν varies approximately as 1 − 4q2/3
(see Eqn. 66) where the nonlinearity parameter is q ≃ |de/dx|, which is also plotted in Fig.
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5d. Because the ring’ eccentricity gradient gets large near the resonance, the quantity fν
is diminished there, but that must be offset by an increase in the ring’s fractional surface
density s = σ0(a)/σ∞ in order to conserve L ∝ sfν .
3.2.5. possible B ring solution
Section 3.2.4 notes that all of the ring simulations considered thus far fail to balance the
ring’s viscous torque against the satellite’s gravitational torque, so the proximity of the B
ring’s outer edge near Mimas’ m = 2 ILR is not yet accounted for. Equation (87) shows that
the satellite’s torque on the ring is proportional to γ(x) =
∫ x
se sin(mω˜)dx′, which is the
product of the streamline’s forced eccentricity e(x) and the angle by which that streamline
lags behind the satellite’s longitude, ω˜(x). That lag angle depends on the ring’s shear and
bulk viscosity via sinmω˜ ∝ ψd ∝ νs + fνb where f ∼ O(1) (Section 3.2.4), so the satellite’s
total torque on the ring is controlled by the sum of these viscosities. Although an increase in
the ring’s shear viscosity νs does increase the satellite’s torque, this is of no help here because
the viscous torque (Eqn. 67) would increase by the same factor, and the torque mismatch
would still persist. However, Eqn. (87) indicates that an increase in the ring’s bulk viscosity
νb can increase the satellite’s torque without altering the viscous torque.
But first, a comment on measurements of the viscosity of planetary rings. The shear
viscosity νs is, as the name suggests, a measure of the friction that results from the ring’s
shearing motions. On the other hand, the ring’s bulk viscosity νb is the friction that occurs
due to the ring’s compressive or decompressive motions, which explains why νb enters into the
equations of motion when there is a gradient in the ring’s radial velocity (Eqn. 59a). One way
to infer νs and νb is to examine spacecraft observations of spiral density waves; these waves are
damped by viscous effects over the radial scale ∆rν ∝ (νs+ 37νb)−1/3 (Goldreich & Tremaine
1978; Shu 1984), so a measurement of ∆rν provides an estimate of the combined viscosities
νs+
3
7
νb. Tiscareno et al. (2007) use Cassini observations of spiral density waves in Saturn’s
A ring to infer viscosities of 30 . ν . 300 cm2/sec there. However, Tiscareno et al. (2007)
dropped the bulk viscosity νb from their Eqn. (7), so the viscosities quoted there should
instead be interpreted as the combination ν → νs + 37νb. Similarly, Eqns. (73) and (75)
indicates that our simulations will be sensitive to the combination νs+
3
4
νb. Porco et al. (2007)
also use the widths of the Keeler and Encke gaps in Saturn’s A ring to infer viscosities of 20 .
ν . 87 cm2/sec, but again these viscosities are likely measurements of some combination of
νs and νb. The upshot is that current ring observations only constrain the sum of νs and νb,
and that νs and νb are not known individually.
With this in mind, Fig. 6 shows the results of three B ring simulations whose viscosities
– 36 –
sum to νs + νb = 100 cm
2/sec (which is roughly the A ring’s total viscosity), while their
ratios obey νb/νs = 0, 1, 1000, and 7873. That last ratio was chosen so that the viscous and
satellite torques do indeed balance at the ring’s outer edge, which is where s → 0 while
ℓν → 0 and ℓs → 1 (black curves in Fig. 6b and d). These simulations’ other parameters
are similar to that adopted previously in Fig. 5, with σ∞ = 30 gm/cm
2, Q = 2, Cd = 0, and
with the ring’s outer edge stationed at the nominal resonance position at a = ar.
But note that the B ring’s mean outer edge actually lies about 24km exterior to the
nominal resonance, and that an outwards shift in the resonance position would also result in
a larger epicyclic amplitude Rm (Section 3.2.2). But that can compensated for with a larger
surface density σ∞, which reduces Rm (Section 3.2.1). Figure 7 illustrates one possible B
ring solution that does achieve a balance of the viscous and satellite torques at the ring’s
outer edge at a − ar = 24 km, which is where s → 0 while ℓν → 0 and ℓs → 1, and also
has the observed epicyclic amplitude of Rm ≃ 45 km at the ring’s edge. This simulation has
σ∞ = 226 gm/cm
2, Q = 2, Cd = 0, a total kinematic viscosity of νs + νb = 100 cm
2/sec, a
shear viscosity of νs = 0.00603 cm
2/sec, and a viscosity ratio of νb/νs ≃ 1.6×104. Note that
these simulations depend only on the viscosity ratio νb/νs. For instance, when the simulation
of Fig. 7 is executed again using shear and bulk viscosities that are ×10 larger, the same
Figs. 7a, b, and d are obtained, while the longitude of periapse ω˜ (Fig. 7c) is larger by ×10,
as expected (e.g., Eqn. 83b).
Figure 7b shows that the simulated ring is also very nonlinear, with q = 0.868 at its
outer edge. This is actually just slightly larger the expected maximum possible value of
q⋆ ≃ 0.866, but keep in mind that this q⋆ threshold is approximate; see just below Eqn. (67).
This large nonlinear parameter also results in significant longitudinal variations in the ring’s
surface density σ. These variations are demonstrated in Fig. 8, which plots radial profiles
of the ring’s surface density σ(r, θ) along the satellite’s longitude θ = θs, as well as along
longitude θ = θs ± 45◦ and θ = θs ± 90◦. Those curves are calculated via
σ(a, θ)
σ∞
=
s(a)
1− q cos(φ+ η) (93a)
∆r(a, θ) = r − ar ≃ ar(x− e cosφ) (93b)
and φ(a, θ) = m(θ − θs − ω˜) = φ⋆ +m[ω˜(aedge)− ω˜(a)] (93c)
which may be obtained from Eqns. (34), (39), and (43), where ∆r(a, θ) = r−ar is the radial
distance of streamline a at longitude θ from the nominal resonance ar, and ω˜(aedge) is the
longitude of periapse at the ring’s outer edge. Setting the angle φ⋆ = m[θ−θs− ω˜(aedge)] = 0
generates a radial profile along the ring-edge’s longitude of periapse, while setting φ⋆ = ±180◦
results in a surface-density profile towards the ring-edge’s apoapse. Figure 8 shows that the
periapse profile has a large surface density excess at the ring’s outer edge, which is due to the
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satellite’s perturbation having shoved ring material inwards and compressing the streamlines
there. Conversely, the outer edge of the apoapse profile shows a broad low-density shoulder,
which is due to the streamlines being more distended there. Since the |ω˜| and |η| are all small
in this model, the intermediate φ⋆ = ±90◦ profile, which is along longitude θ = θs ± 45◦, is
also where J ≃ 1 and r ≃ a, so the surface density along this longitude equals its so-called
undisturbed surface density σ0(a) that the ring has adopted in order in order to achieve a
torque balance.
So to summarize the results of this model of a viscous gravitating B ring: if the B ring is
indeed a viscous Newtonian fluid, then its edge near Mimas’m = 2 ILR can only be accounted
for when the ratio of the ring’s bulk/shear viscosities at the ring’s edge takes extreme values
of νb/νs & 10
4. The ring’s bulk viscosity νb is a measure of the friction that results when
the ring is compressed radially by the satellite’s perturbation. When that is large enough,
the shepherding torque exerted by the satellite is then strong enough to counterbalance the
ring’s viscous torque, thereby confining the ring in the vicinity of the resonance. However, it
was a surprise to find that a more conventional model, one having a νb that was comparable
or less than νs, failed by a wide margin to balance the viscous and satellite torques. Also
keep in mind that the ring viscosity ν that is inferred from studies of planetary rings (e.g.,
Tiscareno et al. 2007; Porco et al. 2007) is actually a linear combination of νs and νb. So
if the preceding scenario is correct, then the ring-edge’s viscosity is dominated by its bulk
viscosity νb, while the ring’s shear viscosity νs is negligible in comparison. If this finding is
correct, then the B ring can shear freely with little dissipation, while its compressed radial
motions are very dissipative.
This is an unexpected finding. Nonetheless, the viscosity requirement νb/νs & 10
4 might
be satisfied if the B ring’s compressed regions are so densely packed that the ring particles
there are ‘shoulder to shoulder’, with little voidspace between them. In this case, the ring’s
volumetric density would be nearly incompressible, as envisioned by Borderies et al. (1985).
This volumetric incompressibility means that as the satellite attempts to compress the ring’s
streamlines further in the radial direction, ring particles must rise vertically and roll or tumble
over each other as they are shoved inwards. This could be a very lossy process, one that
might satisfy νb/νs & 10
4, since the particles at the ring-edge would effectively experience
2m ‘avalanches’ during each orbit.
However it is unknown whether the compressed regions in a confined ring-edge are in
fact close-packed. And the suggestion that tumbling close-packed ring particles might satisfy
νb/νs & 10
4 is at this stage mere speculation. Indeed, the reviewer of this paper suggests that
the non-Newtonian properties of self-gravitating wakes might instead play an important role
here. However, the relevant physics, such as the kinetic theory of Latter & Ogilvie (2006),
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or the results of Nbody simulations (Daisaka et al. 2001; Salo et al. 2001), are not easily
adapted to a semi-anlytic treatment like ours, and so the consequences of non-Newtonian
behavior are not explored here. In light of these uncertainties, we also consider an alternate
ring confinement mechanism below, to demonstrate that there may be more than one way
for a satellite to resonantly confine a sharp-edged planetary ring.
3.2.6. drag in a planetary ring
Section 2.4.7 notes that small ring particles are also susceptible to drag forces, such as
PR, plasma, and atmospheric drag, and possibly the Yarkovsky effect. Although a drag force
tends to have the greatest influence among smaller ring particles, the smaller particles can
still communicate the effects of this drag to the larger particles via collisions. This is due to
the enhanced eccentricity damping that a smaller particle experiences (Eqn. 77); its lower e
will then favor collisions with the larger, more eccentric particles. The cumulative effect of
these collisions would then resemble a drag force that also acts on the larger particles, too.
But this scenario only works if the smaller ring particles are also sufficiently abundant, i.e.,
if the ring particles’ size distribution is sufficiently steep. Obviously, the outcome of this
scenario will depend on the particular drag force that is operative in the ring, as well as the
particles’ size distribution. And this initial study of drag is not prepared to deal with these
uncertain details in a rigorous, quantitative way. Nonetheless, the effects of drag can still be
assessed qualitatively by using the simple generic drag acceleration that is described Section
2.4.7, and by assuming that there is a single effective drag parameter Cd that adequately
describes how this drag effects the entire ensemble of ring particles.
When the drag is the dominant source of dissipation, a particle’s dissipation function
becomes
ψd = ψdrag = −α¯mdr + 2ǫα¯mdθ = −
ǫCde
m− ǫ (94)
(see Sections 2.4.7—2.5). This drag force also causes the streamlines’ longitudes of perihelia
to trail behind the satellite’s longitude θs by an angle ω˜ ≃ ψdrag/mψs = −3Cde/mfmǫ µs (from
Eqns. 29b and 83b). The torque Ts that the satellite exerts on the ring is −1× Eqn. (87a),
so Ts ∝
∫
ring
ǫse sinmω˜dx′ and sgn(Ts) = −ǫ. Consequently, this drag force also enables a
shepherding torque that tends to drive ring particles radially away from the satellite’s orbit,
since Ts < 0 at an ǫ = +1 ILR and Ts > 0 at an ǫ = −1 OLR. And if the shepherding torque
is strong enough, it can counterbalance the viscous torque and maintain the ring’s edge near
the resonance3. This torque-balance is also known as resonance trapping, and it can occur in
3Of course, drag forces such as plasma drag, Yarkovsky, etc., can also exert an axisymmetric m = 0
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a wide variety of disk-perturber systems that also have some dissipation, such as dust trapped
at a planet’s OLR due to PR drag (Roques et al. 1994), and the capture of planetesimals at
a protoplanet’s OLR due to the solar nebula’s aerodynamic drag (Weidenschilling & Davis
1985; Malhotra 1993; Hahn et al. 1995).
Ring confinement due to drag is illustrated in Fig. 9, which is for a B ring that has
a surface density σ∞ = 265 gm/cm
2 far from the resonance, a kinematic shear viscosity of
νs = 46 cm
2/sec, and a drag parameter Cd = 1.0 × 10−4. These parameters were chosen
so that the epicyclic amplitude at the ring’s outer edge has the observed value of Rm = 45
km, and that the ring’s viscous torque balances the satellite’s torque at a distance of 24
km beyond the nominal resonance. Keep in mind that Fig. 9 represents just one possible
solution for the B ring, since other judiciously chosen combinations of ring parameters will
also lead to a torque balance at 24 km beyond the nominal resonance.
Figure 9c also shows that when drag is the dominant source of dissipation, then a large
longitudinal offset becomes possible, with ω˜ ≃ −23◦ at the ring’s outer edge in this example.
But keep in mind that ω˜ ∝ −Cd, so stronger drag would result in a larger ω˜. Interestingly,
Spitale & Porco (2006) measured an offset of ω˜ ≃ −28◦ in Cassini observations of the B
ring’s orientation, yet Voyager observations revealed no significant offset (Porco et al. 1984).
Figure 10 uses Eqns. (93) to calculate the ring’s relative surface density σ(r, θ)/σ∞ as
a function of radial distance r along selected longitudes θ = θs (which is along the ring’s
longitude of periapse), θs ± 90◦ (towards the ring’s apoapse), and along the intermediate
longitude θs ± 45◦. Again, the model predicts a large surface density enhancement at the
ring–edge’s periapse, as well as a low surface density shoulder at the ring–edge’s apoapse
Evidently, one of this model’s main predictions is that the ring-edge’s surface density
should increase by ∼ 50% at periapse; see Figs. 8 and 10. Presumably, this periapse en-
hancement would have been seen by the Cassini spacecraft, if not by Voyager. One possible
explanation for this non-detection can be found in Porco et al. (2008), which describes a
sophisticated photometric model of a swarm of ring particles that are illuminated by the
Sun and Saturn, and also imaged by a nearby spacecraft. That model predicts that the
optical surface brightness I/F of Saturn’s main rings should saturate when the ring’s op-
tical depth exceeds about 0.3. Since the optical depth of the outer B ring exceeds that
threshold (Colwell et al. 2007), this I/F saturation could account for the absence of any
detection of the expected periapse enhancement of the ring-edge’s surface density. However,
the ring should be less optically thick when observed at longer wavelengths, so the antic-
torque on a ring particle that would cause it to migrate radially. In that case, a sharp ring-edge would
instead indicate a balance between the satellite’s shepherding torque and the m = 0 part of the drag torque.
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ipated periapse enhancement might be detectable when observing the ring-edge during a
radio occultation.
The main purpose of this Section is to illustrate how other forms of ring dissipation
might enable a satellite to confine a ring at a Lindblad resonance. For instance, drag
forces might play a role in the confinement of the inner Uranian rings, which do orbit close
enough to that planet to experience a drag with that planet’s extended upper atmosphere
(Goldreich & Porco 1987). However, it should be noted that the differential particle size
distribution in Saturn’s B ring varies as dN(s) ∝ s−q, where s is the particle radius and
q ≃ 2.75 (French & Nicholson 2000). Consequently, the B ring’s differential mass distribu-
tion varies as dM(s) ∝ s3−q≃0.25, which is weighted towards the larger particles, so the B
ring is probably immune to the effects of drag forces.
3.2.7. the satellite’s torque
As was noted above in Section 3.2.4, all of the B ring models that are described in
Sections 3.2.1–3.2.4 and Figs. 1–5 failed to find a solution that balances the satellite’s torque
on the ring against the ring’s own viscous torque. This was rather surprising since most
of those models were constructed (or so we thought) so that the satellite’s torque would
counter-balance the viscous torque. The maximum torque that a satellite can exert on
material orbiting at its mth Lindblad resonance is
TGT = −ǫmπ
2σ∞a
2(Ψsm)
2
|D| = −
ǫπ(fmǫ µs)
2
3(1 − ǫ/m)µdMp(aΩ)
2 (95)
(Goldreich & Tremaine 1978, 1982). The viscous torque is the ring’s viscous angular mo-
mentum luminosity, L = 3(νs/a2Ω)µdMp(aΩ)2 (see just below Eqn. 88), so one might expect
a torque-balance to be possible when |TGT| > Tν , or when
νs <
π(fmǫ µs)
2
9(1− ǫ/m)a
2Ω, (96)
which evaluates to νs < 145 cm
2/sec for Mimas’ m = 2 ILR. Thus a torque-balance at the B
ring’s outer edge should seemingly be possible if the B ring’s shear viscosity were comparable
or less than that inferred for the A ring. However, the following review of the derivation of
the Goldreich-Tremaine torque formula, Eqn. (95), will show why it can overestimate by a
large margin the torque that Mimas exerts at a ring’s outer edge.
The easiest way to derive Eqn. (95) is to consider a drag-dominated ring whose dissi-
pation function is Eqn. (94); that scenario was also considered in Meyer-Vernet & Sicardy
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(1987). The real and imaginary parts of a ring particle’s equation of motion (81) are
sinmω˜ =
ψd
ψs
and cosmω˜ = −ǫde + α¯
m
cr
ψs
, (97)
where it is assumed that α¯mcr is real. Squaring and summing Eqns. (97) also shows that
(ǫed + α¯mcr)
2 + ψ2d = ψ
2
s , where ψd is Eqn. (94) and the α¯
m
cr is the acceleration on a particle
that is due to gravity plus pressure. If that α¯mcr term can be neglected, then the above
expressions provide the particle’s orbit elements in a drag-dominated ring, which are
e(x) ≃ |ψs|√
x2 + c2d
and sinmω˜(x) ≃ − cd√
x2 + c2d
(98)
where d(x) ≃ x (see Eqn. 82) and with cd = Cd/(m−ǫ). The satellite’s radial torque density
is Eqn. (85), so the total torque that the satellite exerts on the ring is the integral
Ts =
∫
ring
∂Ts
∂a
da = mπσ∞a
3Ψms
∫
ring
es sin(mω˜)dx′ (99a)
= −ǫmπσ∞a3Ψms ψscd
∫ ∞
−∞
dx
x2 + c2d
= −ǫmπ
2σ∞a
2(Ψsm)
2
|D| = TGT (99b)
when it is assumed that the ring has a constant surface density (s = 1) that extends
everywhere. But if the ring instead had a sharp edge at the resonance, then the satellite’s
torque would be half that.
The integrand in Eqn. (99b) indicates that the satellite’s torque on the ring is exerted
over a fractional radial scale |x|torque ∼ cd, which makes sense since this is where the stream-
lines’ e and |ω˜| are maximal (Eqns. 98). But keep in mind that Eqns. (98) also ignored
the ring’s internal forces α¯mcr, which Section 2.4.2 showed to be important in the nonlinear
zone whose radial extent is xNL =
√
|ψs| from the resonance (Eqn. 44). Those internal ring
forces also tend to inhibit streamline-crossing, which they achieve by reducing the stream-
line’s eccentricities below that given in Eqn. (98). This in turn reduces the satellite torque
to something less than Eqn. (99b). But this torque reduction should still be insignificant
whenever xNL ≪ |x|torque, i.e., when the revised drag parameter satisfies cd ≫
√|ψs|. If,
however, this criterion is not satisfied, then the Goldreich-Tremaine torque formula, Eqn.
(95), will overestimate the satellite’s torque on the ring.
Of course, the dissipation in the ring models of Sections 3.2.1–3.2.4 and Figs. 1–5 was
due to viscosity rather than drag. However, the preceding discussion suggests that Eqn. (95)
will provide a reliable estimate of the satellite’s torque whenever ∆aω˜, which is defined here
as the radial distance over which the satellite substantially excites the streamlines’ ω˜, satisfies
∆aω˜ ≫ ∆aNL where ∆aNL =
√
|ψs|ar is the width of the nonlinear zone in physical units.
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Note that the width of Mimas’ m = 2 ILR is ∆aNL ≃ 20 km (Section 2.4.2), while Figs. 4–5
show that these viscous ring models have ∆aω˜ . 10 km. Consequently, the satellite’s torque
is reduced below Eqn. (95), which explains those models’ difficulty in achieving a torque
balance at the ring’s outer edge.
The torque Ts that the satellite exerts on each model ring is also reported in all of the
figure captions. Those captions show that the ring’s internal forces—gravity and pressure—
reduce the satellite’s torque below Eqn. (95) by three to seven orders of magnitude. This
explains why the viscous ring model of Fig. 7 requires a viscosity ratio νb/νs ∼ 104, which
also boosts the satellite’s torque by that factor, in order to achieve a torque-balance at the
B ring’s outer edge. The exception of course is the drag-dominated ring of Fig. 9. In that
model, the satellite’s torque is only about three times smaller than TGT, with the greater
torque efficiency being due to the drag’s ability to excite larger ω˜ across a wider radial span
in the ring such that ∆aω˜ > ∆aNL.
3.2.8. assessing the ring’s internal forces
The relative importance of the various accelerations that a ring particle experiences due
to ring gravity, pressure, viscosity, etc., is assessed by dividing the real part of the complex
equation of motion (81) by the satellite’s forcing function ψs, which yields
(Acp +Ag +Ap) cos(mω˜)− (Aν +Ad) sin(mω˜) + 1 ≃ 0 (100)
where Acp = ǫde/ψs, Ag = ℜe(α¯mgr)/ψs, Ap = ℜe(α¯mpr)/ψs, Aν = ℜe(ψν)/ψs, and Ad =
ℜe(ψdrag)/ψs, where ψν and ψdrag are Eqn. (92) and (94). Note that Eqn. (100) is only
approximately true because the accelerations appearing in the equation of motion (81) are
complex, yet Eqn. (100) neglects their smaller imaginary parts. The quantities Ag, Ap,
Aν , and Ad represent the strength of the mth component of a particle’s acceleration due
to ring gravity, pressure, viscosity, and drag, all in units of the satellite’s forcing ψs, while
Acp = ǫed/ψs is the relative strength of the centrifugal and Coriolis accelerations that the
central planet exerts on the particle due to its noncircular motions.
The relative accelerations A are shown in Fig. 11 for the two models that achieved a
torque-balance at the ring’s outer edge: the model described in Section 3.2.5 and Figs. 7–8
that invokes an extreme viscosity ratio νb/νs ≫ 1 to achieve its torque-balance (see Fig.
11a), and the model of Section 3.2.6 and Figs. 9–10 that relies on drag to balance the ring-
satellite torques (Fig. 11b). Both models show that the B ring’s internal accelerations are
small interior to the ring’s outermost ∼ 40 km. There, the particle’s motion balances the
satellite’s forcing against the central planet’s centrifugal/Coriolis forces, i.e., Acp ≃ −1 since
– 43 –
|ω˜| ≪ 1, which is equivalent to the single particle solution, Eqn. (29a). Figure 11 also shows
that, in the model B ring’s outermost ∼ 40 km, the ring’s gravity is the dominant internal
ring-force whose strength is comparable to the satellite’s forcing and the central planet’s
centrifugal/Coriolis forces. Those curves show that the acceleration due to ring pressure is
small everywhere except at the ring’s outer edge, whose effects there are only marginally
resolved in these models (see Section 3.2.3). Figure 11 also shows that viscosity has no
direct effect on the ring’s epicyclic amplitude; instead, its influence enters indirectly via the
torque-balance Eqn. (89). Figure 11b also illustrates how strong the drag force must be if it
is indeed responsible for a torque-balance at the B ring’s outer edge.
Lastly, recall Eqn. (82), which shows that the m = 0 component of the ring’s conser-
vative accelerations, α0gr + α
0
pr, can displace the location of the resonance, which is the site
where d(x) = 0. It turns out that this displacement is quite small—too small to be resolved
in the models considered here. However, that displacement is easily inferred from a linear
interpolation of the d(xi) data that the streamline model generates. For instance, an inter-
polation of the data generated by the two B ring models in Figure 11 shows that the ring’s
internal forces displaces Mimas’ m = 2 ILR inwards about 15m. That small displacement is
due to ring gravity, since the ring pressure is negligible there.
4. Discussion
4.1. Heating the ring’s outer edge
Another issue that merits consideration is the viscous heating of the ring’s outer edge
(e.g, Borderies et al. 1982), which might be important when collisions are the dominant
source of viscosity, since ν ∝ c2 in this case. To assess this heating, one has to calculate
the rate at which the ring’s dissipative forces do work on each ring particle. That quantity
is probably positive, because the viscous delivery of orbital energy to the ring’s outer edge
likely exceeds the rate at which the satellite withdraws orbital energy from the ring edge,
resulting in a dynamical heating of the ring-edge (Borderies et al. 1982). Of course, other
processes also tend to cool the ring particles’ random velocities, such as dissipative collisions
that convert impact energies into thermal heat, mechanical grinding and fracturing of ring
particles, and thermal radiation. Those other cooling mechanisms have not yet been consid-
ered, but do need to be included in the ring’s energy-balance equation, which could be used
to relate the ring’s viscosity ν(a) to the ring particles’ dispersion velocity c(a). But many
of the terms in that equation will be difficult to quantify, and will be deferred to a followup
study. One might have to resort to an order-of-magnitude type analysis, or perhaps settle
for an upper limit on the heating that occurs at the ring’s edge. However, upcoming Cassini
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observations of the rings during the August 2009 equinox will be helpful here, since that is
when the Sun will pass through the ring plane. If the ring-edge is dynamically hot and thick,
then the shadows it will cast onto the ring-plane should be observable, which would allow
one to infer the ring-edge’s vertical scale height h and the ring particles’ dispersion velocity
c = hΩ there.
4.2. Future applications
The outer edge of Saturn’s A ring is maintained by an m = 7 ILR with the coorbital
satellites Janus and Epimetheus (Porco et al. 1984), whose semimajor axes differ only by
about 0.03% (Jacobson et al. 2008). These satellite’s mutual attractions cause their orbits
to swap about every four years (Yoder et al. 1983), such that only one coorbital appears to
have its m = 7 ILR in the A ring at any instant of time (Spitale et al. 2009). One might
be tempted to use this streamline model to calculate the ring’s response to each individual
satellite, and then to superimpose the model outputs to obtain the ring’s total response
to both satellites. However this might not lead to reliable results, due to the satellites’
time-varying orbits. Because the torque that they exert on the A ring changes periodically
with time, the outer A ring never experiences a balance of the viscous and satellite torques
at any given instant, and so the model’s torque balance Eqn. (89) does not apply here.
Instead, a time-average of the outer A ring’s viscous torque should be balanced against
the time-averaged torque that the coorbitals exert on the ring. However, the calculation of
those time-averaged torques is subtle, and will be saved for a followup study of the A ring
(Spitale et al. 2009).
The streamline model can also be used to study narrow eccentric ringlets, but with some
revision. For instance, if ringlets are maintained by small unseen shepherd satellites, then
the impulse approximation should be used to calculate the torque that they exert on the
nearby ringlet. Also, the differential precession that is due to planetary oblateness, which is
important in a ringlet system, will also need to be accounted for in a revised version of the
streamline model.
Lastly, the streamline model can also be modified so that it can simulate linear as well
as nonlinear spiral density waves. Spiral waves transport angular momentum through a ring
via the tangential accelerations that particles experience due to ring gravity and pressure.
Those terms are negligible in this study of a nearly peri-aligned B ring, but their inclusion
will be needed in order to handle the spiral waves’ angular momentum transport. Those and
other related problems will be considered in followup studies of planetary rings.
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5. Summary of Results
The preceding describes a model of a broad, sharp-edged planetary ring that is confined
by a satellite’s mth Lindblad resonance. This model utilizes the streamline formalism of
Borderies et al. (1982, 1985), which makes the calculation of the ring’s internal forces—
ring gravity, pressure, and viscosity—quite tractable. The model also includes a simple
prescription for handling the drag forces, such as such as plasma, Yarkovsky, atmospheric,
and/or PR drag, that small ring particles might experience. The model’s main inputs are
the ring’s surface density σ∞, the ring particle’s dispersion velocity c, the ring’s kinematic
shear and bulk viscosities νs and νb, and a dimensionless drag coefficient Cd. This streamline
model solves a nonlinear form of Newton’s second law of motion to obtain the streamlines’
orbital eccentricities e(a) and longitudes of perihelia ω˜(a) as functions of the streamlines’
semimajor axis a. The model also balances the ring’s viscous torque against the satellite’s
gravitational torque in order to calculate the ring’s surface density σ(r, θ) as a function of
radius r and longitude θ. That analysis also shows how to use linear and angular momentum
fluxes to calculate the effects of viscosity and pressure, both of which are discontinuous at a
ring’s sharp edge.
The streamline model is then applied to the outer edge of Saturn’s B ring, which is
maintained by an m = 2 ILR with the satellite Mimas. A suite of B ring scenarios are
examined in order to illustrate how the model outcomes depend upon the the ring’s physical
properties σ∞, c, νs and νb, and possibly Cd, with the main findings listed below.
1. As one might expect, increasing the ring’s surface density tends to decrease the
ring-edge’s epicyclic amplitude Rm.
2. Pressure in the ring is controlled by the ring particle’s dispersion velocity c, but
increases in c are manifest only at the ring’s outer edge, which is where the ring’s pressure
drop is greatest. However the consequences of that pressure drop are not fully resolved in
the models considered here, which have radial samplings of 0.5 to 2 km.
3. The magnitude of the B ring’s internal forces are compared, and it is shown that the
ring’s gravity dominates over its other internal forces that are due to pressure and viscosity.
In the B ring’s outer ∼ 40 km, the gravitational force that the ring exerts on a particle is
comparable to the satellite’s forcing. However, at sites well interior to the ring’s outer ∼ 40
km, ring gravity is relatively small, so the ring particles adopt the familiar single-particle
solution e = |ψs/x| there.
4. The ring’s viscous torque is controlled by its shear viscosity νs, which also governs
the rate of the ring’s radial spreading. However the satellite’s torque on a viscous ring, which
opposes that spreading, is proportional to the angle by which the streamline’s periapse lags
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behind the satellite’s longitude. That lag angle is a linear combination of the ring’s shear
νs and bulk νb viscosities, so the satellite’s torque on the ring is sensitive to the sum of
those viscosities. Interestingly, a conventional ring model that has a bulk viscosity that is
comparable or less than the shear viscosity fails, by a very wide margin, to balance the
satellite’s torque against the ring’s viscous torque, so that scenario fails to account for the B
ring’s sharp edge near a resonance. Nonetheless, increasing νb does strengthen the satellite’s
torque on the ring, and models show that a torque balance becomes possible if νb/νs ∼ 104.
In other words, the ring particles’ shearing tangential motions must be relatively free of
frictional dissipation, while the ring particles’ compressed radial motions must result in heavy
frictional dissipation. Such a scenario might be possible if particles in the B ring’s compressed
regions are confined shoulder-to-shoulder so that there is little voidspace between the ring
particles there, and ring’s volumetric density becomes incompressible there. In this case,
ring particles must rise and then fall vertically, sliding or perhaps tumbling past one another
as the satellite’s perturbations drives the ring-edge radially inwards and then outwards. This
periodic avalanche of ring particles could be quite lossy, possibly resulting in a very large
bulk viscosity νb. However it is unclear whether the B ring edge actually behaves in this
way, and whether its viscosity can satisfy this remarkable requirement of νb/νs ∼ 104, so this
finding is speculative. Note also that current ring observations only provide measurements of
the combined viscosity νs+ fνb where f ∼ O(1), so the ratio νb/νs in a perturbed planetary
ring-edge is actually unknown.
5. Drag forces provide an alternate means of boosting the satellite’s torque on the ring.
A generic drag force is considered, one that is proportional to a ring particle’s noncircular
velocity, and its main effect is to damp the particle’s eccentricity while causing its longitude
of perihelia ω˜ to trail behind the satellite’s longitude. Since the satellite’s torque on the
particle is proportional to sin(mω˜), this allows the satellite to torque a wide annulus in the
ring, which also makes a torque-balance at the ring-edge favorable. However this torque-
balance due to drag can only be effective if the ring particles’ mass distribution is dominated
by small particles, which is probably not the case for Saturn’s B ring.
6. The torque that the satellite exerts on the entire ring is calculated for a variety of
viscous B ring models, and it is shown to be 3-7 orders of magnitude smaller than that
anticipated by the Goldreich-Tremaine torque formula TGT (Goldreich & Tremaine 1978,
1982). This is due to the ring’s self-gravity, which suppresses the streamline’s eccentricities
in the nonlinear zone that is near the resonance, which also reduces the satellite’s torque
there. However, a drag-dominated ring can experience a much larger torque. This is due to
the streamlines’ trailing longitudes of perihelia ω˜, which communicates the satellite’s torque
beyond the nonlinear zone, and can result in a torque that is comparable to TGT.
– 47 –
7. The outer edge of the B ring could lie as far as ∆a ≃ 24 km beyond Mimas’ m = 2
inner Lindblad resonance, which is the site where the ring’s viscous torque precisely balances
the satellite’s torque on the ring. Models of the B ring are adjusted so that the simulated
ring-edge’s epicyclic amplitude agrees with the observed Rm = 45 km amplitude, and that
a torque balance is achieved at distances of 0 ≤ ∆a ≤ 24 km beyond Mimas m = 2 ILR.
This requires the outer B ring to have a surface density of 10 . σ∞ . 280 gm/cm
2 in
the ring’s outermost ∼ 40 km, with the larger surface densities required for rings whose
edges lie farther beyond the resonance. A more detailed comparison of models to Cassini
observations, which is ongoing, will lead to a more precise measurement of that ring’s surface
density. Note, though, that the displacement of the ring-edge from the resonance is not due
to the ring’s internal forces altering the resonance location. For instance, the displacement
of the resonance due to ring self-gravity and pressure is tiny, only about 15m for the models
considered here. But if Mimas had instead been more or less massive, then the B ring’s outer
edge would then lie interior or exterior to its present location.
8. Models of the B ring predict that the ring-edge’s surface density should be enhanced
by ∼ 50% at the ring’s longitude of peripase. The ring’s outer edge should also exhibit a low
surface density shoulder at the ring’s longitude of apoapse. These surface density variations
are due to the satellite’s perturbations, which compresses the streamlines at periapse and
rarefies them at apoapse. It is curious that these periapse enhancements have not been
reported in spacecraft observations of the B ring edge, but this non-detection may be due to
a saturation of the ring’s surface brightness I/F that is expected to occur when the ring’s
optical depth exceeds about 0.3 (Porco et al. 2008).
9. Modifications to the streamline model will also allow its application to other dense
planetary rings, such as the outer edge of Saturn’s A ring, and the many narrow and some-
times eccentric ringlets that orbit both Saturn and Uranus. And with additional physics,
this model will also provide a useful tool that can be used to simulate nonlinear spiral den-
sity waves. Detailed comparisons of models to spacecraft observations of Saturn’s rings are
ongoing (c.f. Spitale et al. 2009), and that activity should yield better estimates of, or else
place limits on, the ring’s physical parameters σ∞, c, νs and νb, and Cd. Such studies will
also lead to a better understanding of the mutual interactions that are exerted in these very
interesting ring-satellite systems.
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Table 1. Physical properties of the Saturn–Mimas systema
Saturn’s GMp 3.79312077× 107 km3/sec2
Saturn’s zonal harmonic J2 1.629071× 10−2
J4 −9.3583× 10−4
J6 8.614× 10−5
J8 −1.0 × 10−5
Mimas’ angular velocitybΩs 381.9944522 degree/day
Mimas’ fractional mass µs 6.5969×10−8
afrom Jacobson et al. (2006), except where noted otherwise
bas reported by the JPL Solar System Dynamics website
http://ssd.jpl.nasa.gov/?sat elem on June 26, 2008
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Fig. 1.— Simulations of the B ring’s epicyclic amplitude Rm are plotted versus a−ar, which
is the radial distance from Mimas’ nominal m = 2 ILR. Solid curves are for simulated rings
that have a variety of surface densities σ∞ that are indicated above in units of gm/cm
2. The
dashed σ∞ = 0 curve is the single particle solution, Eqn. (28), and the horizontal dotted
line indicates the B ring’s observed epicyclic amplitude of Robs ≃ 45 km (Spitale & Porco
2006). The model rings all have viscosities of νs = νb = 50 cm
2/sec, a stability parameter of
Q = 2, and no drag (Cd = 0.) The rings’ outer edges are also forced to reside at the nominal
resonance where x = 0 = a − ar; see Section 3.2.1 for details. All of these simulations
use N = 300 streamlines that are distributed uniformly at the B ring’s outer edge. The
streamlines’ radial widths differ in each model, with ∆a = 0.50, 0.50, 0.67, 1.0, and 2.0 km,
with wider streamlines used in the heavier rings for reasons explained in Section 3.1. The
total radial extent of the modeled region is w = N∆a = 150 km in the lightest ring and
w = 600 km in the heaviest ring. The torque Ts that the satellite exerts on the ring is Eqn.
(86) evaluated at the ring’s outer edge, and it is quoted in units of TGT (Eqn. 95). Those
torque ratios range over |Ts/TGT | = 7.6 × 10−4 for the lighter σ∞ = 10 gm/cm2 ring to
|Ts/TGT | = 1.7× 10−7 in the heavier σ∞ = 1000 gm/cm2 ring.
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Fig. 2.— The nonlinear parameter q is plotted versus distance from resonance for the B
ring models of Fig. 1.
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Fig. 3.— Results of three simulations of the outer B ring as it is perturbed by Mimas’ m = 2
ILR. The three simulated rings have outer edges that lie at radial distances of a−ar = 0, 10,
and 25 km beyond the nominal m = 2 resonance position. Labels indicate each ring’s surface
density σ∞ in units of gm/cm
2, which is adjusted so that the epicyclic amplitude Rm at the
ring’s outer edge is comparable to the observed value Robs ≃ 45 km, which is indicated by
the dotted line. These models use N = 300 streamlines having widths of ∆a = 0.50, 0.87,
and 1.42 km, with wider streamlines being used in the heavier rings, so the total radial
extent of the modeled regions are 150, 260, and 425 km. The remaining model parameters
are identical to that used in Figs. 1–2, with νs = νb = 50 cm
2/sec, Q = 2, and Cd = 0. The
torque that the satellite exerts on the ring ranges over |Ts/TGT | = 7.6 × 10−4 in the lighter
σ∞ = 10 gm/cm
2 ring to |Ts/TGT | = 2.9× 10−5 in the heavier σ∞ = 280 gm/cm2 ring.
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Fig. 4.— The B ring’s epicyclic amplitude Rm(a), its fractional surface density s(a), and
its longitude of periapse ω˜(a) are plotted versus distance from resonance a − ar for models
that all have the same surface density σ∞ = 30 gm/cm
2, viscosities νs = νb = 50 cm
2/sec,
and stability parameters of Q = 0 (which corresponds to a pressureless ring, black curve),
Q = 1 (yellow), Q = 5 (cyan), Q = 10 (green), Q = 11 (red), and Q = 12 (blue). The Q = 0
to 5 simulations are nearly indistinguishable and lie under the black curves. There is no
drag in these simulations (Cd = 0), and the rings’ outer edges are at the nominal resonance
where a = ar. These simulations use N = 300 streamlines that are distributed uniformly
over the ring’s outermost 150 km, so the radial resolution here is 0.5 km. The torque that
the satellite exerts on the ring ranges is |Ts/TGT | = 1.5 × 10−4 in the 0 < Q ≤ 5 models,
7.7× 10−5 in the Q = 10 model, 6.1× 10−6 for Q = 11, and 2.3× 10−4 for Q = 12.
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Fig. 5.— The simulations of the B ring’s epicyclic amplitude Rm (Fig. a), fractional surface
density s (Fig. b), and longitude of periapse ω˜ (Fig. c) are all plotted against the radial
distance from resonance a− ar. Figure d plots the rings’ dimensionless angular momentum
luminosity due to viscosity ℓν and the satellite’s gravitational torque ℓs, as well as the rings
nonlinearity parameter q. Three simulations are shown, and they all have an undisturbed
surface density σ∞ = 30 gm/cm
2, stability parameter Q = 2 (which corresponds to particle
dispersion velocity of c = 0.82 mm/sec and a ring vertical half-thickness of h = 5.4 meters).
The ring’s outer edge is also placed at resonance at a = ar, and the drag coefficient Cd = 0.
N = 300 streamlines are used to model the ring’s outermost w = N∆a = 150 km with
a spatial sampling of ∆a = 0.5 km. These three simulations do have distinct viscosities
νs = νb = 5, 50, and 500 cm
2/sec, which are indicated by the labels in Fig. c. Note also that
the curves in Figs. a, b, and d all lie on top of each other for each of the three simulations,
due to Rm, s, q, and ℓ being insensitive to the choice of νs = νb. The torque that the satellite
exerts on the ring is |Ts/TGT | = 1.5×10−5, 1.5×10−4, and 1.5×10−3 for the νs = νb = 5, 50,
and 500 cm2/sec ring models.
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Fig. 6.— The epicyclic amplitude Rm (Fig. a) is plotted versus radial distance a− ar from
the simulated B ring’s outer edge, as well as its fractional surface density s (Fig. b), longitude
of periapse ω˜ (Fig. c), and the angular momentum luminosities ℓν and ℓs (Fig. d). Shown are
the results of three simulations that all have the same undisturbed surface density σ∞ = 30
gm/cm2, stability parameter Q = 2, no drag (Cd = 0), and an edge at the nominal resonance
where a = ar. N = 300 streamlines are used to model the ring’s outermost w = 150 km with
a spatial sampling of ∆a = 0.5 km. The simulated rings’ shear and bulk viscosities all satisfy
νs + νb = 100 cm
2/sec while having distinct ratios νb/νs = 0 (green curve), 1 (red), 1000
(blue), and 7873 (black curve, which is the only simulation that satisfies the torque-balance
requirement). Note that simulations having νb/νs = 0 and νb/νs = 1 are indistinguishable in
Figs. a,b, and d, so the green curves are hidden under the red. The torque that the satellite
exerts on these model rings ranges over 8.8× 10−5 < |Ts/TGT | = 1.5× 10−4.
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Fig. 7.— Epicyclic amplitude Rm (Fig. a), fractional surface density s and nonlinearity pa-
rameter q (Fig. b), longitude of periapse ω˜ (Fig. c), and the angular momentum luminosities
ℓν and ℓs (Fig. d) are all plotted versus radial distance a − ar for a simulated B ring that
has an undisturbed surface density σ∞ = 226 gm/cm
2, stability parameter Q = 2, a kine-
matic shear viscosity of νs = 0.00603 cm
2/sec, kinematic bulk viscosity νb = 100 cm
2/sec,
no drag (Cd = 0), and with an outer edge that lies 24 km beyond the nominal resonance
position. N = 300 streamlines are used over the ring’s outer 424 km, so this calculation has
a spatial sampling of ∆a = 1.41 km. The torque that the satellite exerts on the model ring
is |Ts/TGT | = 4.2× 10−5.
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Fig. 8.— Equation (93a) is used to calculate the ring’s relative surface density σ/σ∞ as a
function of semimajor axis a for the viscous B ring model that is described in Fig. 7. Equation
(93b) is then used to convert that surface density profile into a function of planetocentric
distance r, which is plotted here versus distance ∆r = r − ar from the nominal resonance.
These curves give the simulated B ring’s relative surface density along longitude θ = θs
(which is along the ring’s longitude of periapse), longitude θ = θs ± 90◦ (along the ring’s
longitude of apoapse), and along the intermediate longitude θ = θs ± 45◦.
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Fig. 9.— This simulated B ring has a surface density σ∞ = 265 gm/cm
2, stability parameter
Q = 2, a kinematic shear viscosity of νs = 46 cm
2/sec, kinematic bulk viscosity νb = 0, and
a drag parameter Cd = 1.0×10−4, with these parameters chosen so that epicyclic amplitude
at the ring’s outer edge is Rm = 45 km, and that the ring’s viscous torque balances the
satellite’s torque at a distance of a − ar = 24 km beyond the ring’s nominal resonance.
N = 300 streamlines were used to model the ring’s outermost 424 km, so the spatial sampling
here is ∆a = 1.41km. The torque that the satellite exerts on the ring is |Ts/TGT | = 0.32.
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Fig. 10.— Equations (93) are used to calculate the ring’s relative surface density σ(r, θ)/σ∞
as a function of radial distance ∆r = r−ar from the nominal resonance for the model B ring
that is described in Fig. 9. These curves give the simulated ring’s relative surface density
along the ring-edge’s longitude of periapse, its longitude of apoapse, and at an intermediate
longitude. Note also the small bumps seen at the rightmost part of these curves. They are
due to the small, marginally resolved surface density excess that is barely seen to the right
in Fig. 9b. That bump is due to the pressure drop that the outermost streamline experiences
(e.g, Eqn. 57), and it disappears when the ring is pressureless with Q = 0.
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Fig. 11.— These figures plot the relative accelerations that a ring particle experiences due
to ring gravity Ag (black curve), pressure Ap (green curve), viscosity Aν (red curve), drag
Ad (orange curve), and Acp, which is the acceleration that the central planet exerts on the
particle; see Section 3.2.8 for details. The upper figure is for the model reported in Figs.
7–8 that achieved its torque-balance at the ring’s outer edge via an extreme viscosity ratio
νb/νs = 8473. The lower Figure is for the model described in Figs. 9–10, which relies on drag
to enable a torque-balance.
