Abstract-This paper introduces the novel concept of proactive resource allocation for wireless networks, through which the predictability of user behavior is exploited to balance the wireless traffic over time, and significantly reduces the bandwidth required to achieve a given blocking/outage probability. We start with a simple model in which smart wireless devices are assumed to predict the arrival of new requests and submit them to the network time slots in advance. Using tools from large deviation theory, we quantify the resulting prediction diversity gain to establish that the decay rate of the outage event probabilities increases with the prediction duration . Remarkably, we also show that, in the cognitive networking scenario, the appropriate use of proactive resource allocation by primary users improves the diversity gain of the secondary network at no cost in the primary network diversity. We also shed light on multicasting with predictable demands and show that proactive multicast networks can achieve a significantly higher diversity gain that scales superlinearly with . Finally, we conclude by a discussion of the new research questions posed under the umbrella of the proposed proactive wireless resource framework.
I. INTRODUCTION
I DEALLY, wireless networks should be optimized to deliver the best quality of service (QoS) to the subscribers with the minimum expenditure in resources. Such resources include transmitted power, transmitter and receiver complexity, and allocated frequency spectrum. Over the last few years, we have experienced an ever increasing demand for wireless spectrum resulting from the adoption of throughput hungry applications in a variety of civilian, military, and scientific settings.
Since the available spectrum is nonrenewable and limited, this demand motivates the need for efficient wireless networks that maximally utilize the spectrum. In this paper, we focus our attention on the resource allocation aspect of the problem and propose a new paradigm that offers remarkable spectral gains in a variety of relevant scenarios. More specifically, our proactive resource allocation framework exploits the predictability of our daily usage of wireless devices to smooth out the traffic demand in the network and, hence, reduce the required resources to achieve a certain point on the QoS curve. This new approach is motivated by the following observations. 1) While there is a severe shortage in the spectrum, it is well documented that a significant fraction of the available spectrum is underutilized [1] . This is the main motivation for the cognitive networking, where secondary users are allowed to use the spectrum at the off-peak time of the primary so as to maximize the spectral efficiency [2] - [4] . The cognitive radio approach, however, will offer only a partial solution to the problem. This limitation is tied to the main reason behind the underutilization of the spectrum; namely the large disparity between the average and peak traffic demand in the network. At the off-peak times, the secondary traffic is considerably low. 2) It is obvious that the new generation of smart devices enjoys significantly enhanced capabilities in terms of both processing power and available memory. These capabilities inspire a paradigm shift in the design of wireless networks whereby smart wireless terminals are leveraged to maximize the utility of the frequency spectrum, a nonrenewable resource that does not scale according to Moore's law.
3) The human usage of the wireless devices is highly predictable. This claim is supported by a growing body of evidence that ranges from the recent launch of Google Instant to the interesting findings on our predictable mobility patterns [5] . An example would be the fact that our preference for a particular news outlet is not expected to change frequently. So, if the smart phone observes that the user is downloading CNN, for a sequence of days in a row, then it can anticipate that the user will be interested in the CNN again the following day. When a predictive network serves a request before its deadline, the corresponding data are stored in the cache memory of the wireless device. At the time when the request is actually initiated, the application pulls the information directly from the memory instead of accessing the wireless network. It is worth noting that not all applications, although predictable, can be served prior to their time of initiation. For example, some multimedia traffic maybe predictable, but can only be served on a real-time basis. However, predicting such types of requests can still be considered as an advantage, as the network may schedule other non-real-time requests while taking into account the predicted real-time requests in a way that enhances the QoS of all applications.
These observations motivate us in this study to develop and analyze proactive resource allocation strategies for wireless U.S. Government work not protected by U.S. copyright. networks in the presence of user predictability, and under various conditions, dynamics, and operational capabilities. Our investigations also unveil an interesting advantage of the proactive communication paradigm, namely multicast alignment. The basic idea is that, by predicting the future requests, the service provider is able to align similar requests from geographically colocated users and serve them simultaneously in a multicast fashion. As shown by our analysis, this approach results in significant performance gains in different scenarios.
Our contributions along with their position in the rest of the paper are as follows.
1) In Section III, we state the predictive network model and introduce the outage probability and the associated diversity gain for two main scaling regimes, namely, linear and polynomial scaling. 2) In Section IV, we establish the diversity gain of nonpredictive and predictive networks, and analyze the effect of the look-ahead window size, . Our analysis reveals a minimum improvement factor of in the diversity gain for both linear and polynomial scaling regimes.
3) In Section V, we investigate proactive scheduling in a network with heterogeneous QoS requirements, typical of a cognitive radio network. We prove the existence of a proactive scheduling policy that can maintain the diversity gain level of the primary predictive network while strictly improving it for the secondary nonpredictive network. 4) In Section VI, we analyze the robustness of the proactive resource allocation scheme to prediction errors and determine the optimal choice of the look-ahead window size, given an imperfect prediction mechanism, to maximize the diversity gain. Further, we show the leveraged diversity gain to be always strictly greater than that of the nonpredictive network. 5) In Section VII, we analyze proactive multicasting with predictable demands and investigate the potential gains to be reaped through the alignment property offered by predictable multicast traffic. We show that the diversity gain of a proactive multicasting network increases superlinearly with the window size, , for the linear scaling regime.
II. RELATED WORK
The proactive wireless network can be viewed as an ordinary network with delay tolerant requests, i.e., when the network predicts a request ahead of time, the actual arrival time of that request can be considered as a hard deadline that the scheduler should meet. However, there are major differences between the two types of networks: First, proactive networks are supposed to operate in a considerably larger time scale than traditional delay tolerant networks; such a time scale can be in the order of minutes and possibly hours as it is determined by the dynamics of the application layer. The remarkable expansion of the time scale of operation enhances the offered degree of QoS and provides relaxation in the modeling of fast changing parameters such as channel variations and available capacity.
From a mathematical perspective, the large time scale justifies the independence assumption on the arrival process (defined in Section III) in the proactive scenario where it would be a little more challenging to argue for this independence in the case of the classical delay tolerant model operating on the time scale of a packet.
Second, in delay tolerant networks, the deadlines are imposed on the scheduler by the users; therefore, the scheduler has no control on the received deadlines. On the contrary, the prediction window in predictive networks is determined and controlled by the network scheduler. In fact, the network can employ sophisticated learning and prediction techniques that can improve the prediction window size and hence yield significantly higher levels of QoS. Mathematically, this translates to the fact that in delay tolerant networks, the deadlines are deterministic and cannot be considered as a design parameter. On the contrary, in our model, the look-ahead times are, in the general settings, derived from a stochastic process corresponding to the underlying learning algorithm and the degree of predictability of the user behavior.
In this paper, we have taken a first step by incorporating the effect of prediction errors in our analysis. We shed light on the tradeoff characterizing the design of proactive scheduling (i.e., more aggressive prediction will increase the average traffic for the sake of reducing the probability of urgent requests.).
In [6] , scheduling with deadlines was considered for a single packet under the objective of minimizing the expected energy consumed for transmission. In [7] , the asymptotic performance of the error probability with the signal-to-noise ratio was analyzed when the bits of each codeword must be delivered under hard deadline constraints. In [8] and [9] , scheduling with deadlines was also addressed from a queuing theoretic point of view under different objectives and multiple priority classes, while optimal scheduling policies were investigated for different scenarios.
In this paper, however, we look at the scheduling problem with deadlines from a different perspective, where we define the outage probability as the probability of having a time slot suffering expiring requests, and we analyze the asymptotic decay rate of this outage probability with the system capacity, , when the input traffic is increasing in either linearly or polynomially, and is approaching infinity. We call this metric the diversity gain of the network and show that its behavior can be improved significantly by exploiting the predictable behavior of the users. These metric and line of investigation are also motivated by the orderwise difference between the time scale of the prediction window lengths (typically of the order of tens of minutes, if not hours) and the time scale of application-based deadline-constraints (of the order of milliseconds) considered in other works.
Another class of emerging related work involves the design of time-dependent pricing schemes that aim to delay the peak-hour load to the off-peak times [10] . This study offers low prices during the off-peak hour so as to motivate the users to regulate their demand over time. The provided model, however, assumes that users are willing to change their activity patterns and shift their demand to the off-peak hour. This assumption is somewhat very strong, since the off-peak demand occurs during late night hours, when users are almost idle. In our proposed framework, pricing can be used as an incentive to render the users demand more predictable [11] . Service providers, for example, can price some data items relatively cheaper than others so as to increase is the prediction duration of that request, and is the actual slot of arrival which can be considered as the deadline for such a request. their likelihood of their demand and, hence, the efficiency of proactive service.
III. SYSTEM MODEL
We consider a simplified model of a single-server, time-slotted wireless network where the requests arrive at the beginning of each slot. The arrivals of new requests form a sequence of independent and identically distributed (i.i.d.) random variables. This sequence is denoted by , with being the number of arriving requests at time slot . Further, follows a Poisson distribution with mean . Each request is assumed to consume one unit of resources and is completely served in a single time slot. Moreover, the wireless network has a fixed capacity per slot. We distinguish two types of wireless resource allocation: reactive and proactive.
A. Reactive and Proactive Networks
In reactive resource allocation, the wireless network responds to user requests right after they are initiated by the user, whereas in proactive resource allocation, the network can track, learn, and then predict the user requests ahead of time and, hence, possesses more flexibility in scheduling these requests before their actual time of arrival. We refer to the networks that perform reactive and proactive resource allocation, respectively, as nonpredictive and predictive networks.
The predictive wireless network can anticipate the arrival of requests a number of time slots ahead. That is, if the pair , , represents a specific request predicted at the beginning of time slot , the predictive network has the advantage of serving this request within the next slots. Hence, when request arrives at a predictive network at time , it has a deadline at slot , as shown in Fig. 1 . Conversely, in a nonpredictive network, all arriving requests at the beginning of time slot must be served in the same time slot , i.e., if the pair represents an unpredicted request at time slot , then and . At this point, we stress the fact that the model operates at the time scale of the application layer at which 1) the traditional paradigm, i.e., nonpredictive networking, treats all the requests as urgent, 2) each slot duration may be in the order of minutes and possibly hours, and 3) the system capacity is fixed since the channel fluctuation dynamics are averaged out at this time scale.
B. Scheduling of Predictable Requests
In our investigations, we consider, for simplicity, the earliest deadline first (EDF) scheduling policy, which has also been called in [15] shortest time to extinction. This policy, as proved in [15] , maximizes the number of served requests under a per-request deadline constraint. Further studies on this policy can be found in [8] and [16] , where it is proven to optimally maximize the fraction of served requests under different classes with associated deadlines. In [17] - [19] , analysis of EDF has been conducted and the probability of deadline violation has been investigated. However, the asymptotic scenarios for EDF when the input traffic scales linearly and polynomially with network capacity have not been analyzed before under the diversity gain metrics defined in the following section. The EDF scheduling policy is defined as follows.
Definition 1 (EDF): Let the maximum prediction interval for a request be denoted by , i.e.,
, and let be the number of requests in the system at the beginning of time slot and having a deadline of . Then, at the beginning of slot , the EDF policy sorts in an ascending order with respect to and serves them in that order until either a total of requests get served or the network completes the service of all existing requests in this slot. 
The above definition states that an outage occurs at slot if and only if at least one of the requests in the system expires in this slot. The term coincides on when the network is nonpredictive and is different when the network is predictive.
C. Diversity Gain Metrics
Following the definition of the outage event, we denote the probability that the wireless network runs into an outage at slot by . 1 Throughout this paper, we will focus on analyzing the asymptotic decay rate of the outage probability with the system capacity when it approaches infinity. We call this decay rate the diversity gain of the network. Moreover, in our analysis, we assume that the mean input traffic scales with the system capacity in two different regimes as follows.
1) Linear Scaling: In this regime, the arrival process is Poisson with rate that scales with as And with outage probability denoted by , the associated diversity gain is defined as 2) Polynomial Scaling: In this regime, the arrival process is also Poisson with rate , but the rate scales with the system capacity polynomially as And with outage probability , the associated diversity gain is defined as
We consider the linear scaling of the input traffic with the system resources because it is commonly used in the networking literature where the parameter serves as bandwidth utilization factor. As approaches 1, the average input traffic approaches the capacity and the system becomes critically stable and more subject to outage events, whereas small values of imply underutilized resources but small probability of outage. The polynomial scaling regime is also introduced because under this type of scaling, the optimal prediction diversity gain can be fully determined through the asymptotic analysis of simple scheduling policies like EDF. Except for Section VII and its associated appendixes, we consistently use the accents and to denote linear and polynomial scaling regimes, respectively, while symbols without accents are used to denote a general case.
IV. DIVERSITY GAIN ANALYSIS

A. Diversity Gain of Reactive Networks
The reactive networks are supposed to have no prediction capabilities so they cannot serve any request prior to its time of actual arrival. Hence, the reactive network encounters an outage at time slot if and only if as . Theorem 1: Denote the outage probability and the diversity gain of the nonpredictive network, respectively, by and ; then (2) and (3) Proof: Refer to Appendix B. It can be noted that as and approach 1, the corresponding diversity gains and approach 0, as in this case, the arrival rate in both regimes matches the system capacity, and hence, the system becomes critically stable and the logarithm of the outage probability does not decay with . However, the behavior of the diversity gain is not the same when both and approach 0. As , because the system actually has no arriving requests at all, whereas implies that which is the case when the input traffic is still positive but does not scale with the system capacity.
B. Diversity Gain of Proactive Networks
In the rest of this paper, we use the term optimal prediction diversity gain to indicate the maximum diversity gain that can be achieved by the predictive network. Such a gain corresponds to the minimum outage probability denoted . It can be noted that EDF does not necessarily minimize the outage probability as it is only concerned with maximizing the number of served requests. On the other hand, the outage event does not take into account the number of dropped requests. Nevertheless, EDF has two main characteristics that help in analysis. Namely, it always serves requests as long as there are any, i.e., it is a work conserving policy, and it serves requests in the order of their remaining time to deadline.
We consider a general scenario where the prediction window of each pair is a nonnegative integer-valued random variable defined over a finite support , . Further, for tractability of analysis and ease of exposition, we assume independent prediction windows for different requests and time slots. That is, and are independent for any . The independence of the look-ahead intervals also constitutes a worst-case scenario on the network scheduler. Dependent prediction windows cannot yield a worse performance. The random variable has the following probability mass function:
The cumulative distribution function of is By the independence of prediction window sizes, the overall process can be decomposed to the following superposition of independent Poisson processes:
where , is the process of requests predicted slots ahead,
. The mean of is . In this scenario, we denote the outage probability under EDF by and the optimal diversity gain by . Upper and lower bounds on are introduced in the following lemma.
Lemma 2: For a time slot , let and Then, the events and constitute necessary and sufficient conditions on the outage event, respectively. Hence, . Proof: Refer to Appendix C. Theorem 2: The optimal diversity gain of a proactive wireless network with random prediction interval, , satisfies
for the linear scaling regime, and (6) for the polynomial scaling regime.
Proof: Refer to Appendix D. Theorem 2 determines a lower bound on the optimal prediction diversity gain of the linear scaling regime and fully characterizes the optimal prediction diversity for the polynomial scaling regime. It is obvious that the lower bound on depends on the distribution of ; however, this lower bound is strictly larger than as long as and . This can be viewed by considering the term which is strictly larger than and since , , and is monotonically decreasing. For the polynomial scaling regime, Theorem 2 shows that the prediction diversity gain of a proactive wireless network with random look-ahead interval is dominated by arrivals with . Hence, the main drawback of this is that if , the prediction diversity becomes tantamount to that of the nonpredictive scenario. However, even though , the outage probability of the predictive network is evaluated numerically in Section VIII and shown to outperform the nonpredictive case.
Corollary 1 (Deterministic Look-Ahead Time):
The optimal prediction diversity gain of a proactive network with deterministic prediction interval , denoted , satisfies
The above result shows that proactive resource allocation offers a multiplicative diversity gain of at least for the linear scaling regime and exactly for the polynomial scaling regime when the prediction interval is deterministic and equal to for all types of requests. Proof: By direct substitution with events, and will reduce, respectively, to and for any time slot , where
The rest of the proof follows exactly through the same technique used in the proof of Theorem 2.
Note that an upper bound on can be established using and following the same approach of deriving the lower bound in the theorem. This upper bound will be given by (11) Comparing the right-hand sides of (7) and (11), it can be seen that they match only when , and in this case, they also match the nonpredictive diversity gain obtained in (2) . Otherwise, for positive values of , the two bounds differ.
V. HETEROGENEOUS QOS REQUIREMENTS
We consider two types of users with different QoS requirements: the first is a primary user who has the priority to access the network, whereas the second is a secondary user that is allowed to access the primary network resources opportunistically. That is, it can use the primary resources at any time slot only when there is sufficient capacity to serve all primary requests at that slot with the remaining capacity assigned to the secondary user. This type of opportunistic access to the primary network adds more utilization to its resources, while it may get paid by the secondary user for the offered service.
The primary and secondary requests arrive to the network following two i.i.d. Poisson processes and with arrival rates and , respectively, with and being independent for any time slot . We also assume that the network is stable and dominated by primary arrivals as follows.
Assumptions 1:
The network is reactive to the secondary requests, and hence, each secondary request will expire if it is not served in the same slot of arrival. In the following section, we analyze the performance of the secondary outage probability and diversity gain when the primary network is also reactive; then, we proceed to the proactive case.
A. Nonpredictive Primary Network
At the beginning of time slot , the network has arrivals that should be served within the same slot, i.e., all have a deadline of . The network typically serves the primary requests before the secondary. Hence, the diversity gain of the primary network in this scheme, denoted , follows the same expressions obtained in Theorem 1, i.e., (14) (15) where and . The secondary user, therefore, suffers an outage at time slot if and only if . In this figure, and .
Theorem 3:
The diversity gain of the secondary network, , when the primary network is nonpredictive, satisfies (16) (17) (18) where , and , and . Proof: Refer to Appendix E. Theorem 3 reveals that the diversity gain of the secondary user, under nonpredictive network, is at most equal to the diversity gain of the primary network in the linear scaling regime and is exactly equal to it in the polynomial scaling regime although the secondary user has strictly less traffic rate than the primary. It can also be noted that is independent of , i.e., regardless of how small is, the diversity gain of the secondary user is kept fixed at as long as . The lower bound in (17), although does not match the upper bound in (16) , it is always positive and approaches the upper bound when is much smaller than , as shown in Fig. 2 .
B. Predictive Primary Network
When the primary network is predictive, the arriving are assumed to be predictable with a deterministic look-ahead time . The secondary requests, , conversely, are all urgent. Let be the number of all primary requests awaiting in the network at the beginning of time slot with deadline , and let . 1) Selfish Primary Scheduling: By a selfish primary behavior, we mean the primary network has a dedicated capacity per slot and no secondary request is served in time slot unless all primary requests are served at this slot and . The optimal prediction diversity gain and the outage probability of the primary network in this case are not affected by the presence of the secondary user. On the other hand, the selfish behavior of the primary predictive network cannot improve the outage probability of the secondary user. To show this, let denote the outage probability of the secondary user when the primary network is predictive. Then (19) (20) where inequality (19) follows since and . Here, we note that the above result holds for any scheduling policy that serves all primary requests in the network at any slot before the secondary requests.
2) Cooperative Primary User: The predictive primary network, however, can act in a less-selfish manner without losing performance and, at the same time, enhance the diversity gain of the secondary user. This can be done by limiting the per-slot capacity dedicated to serve the primary requests in the system. One possible way to do so is to decide the capacity for the primary network dynamically at the beginning of each slot. We suggest the following less-selfish policy.
Definition 3: The number of primary requests to be served at slot is denoted by and given by (21) where , and the primary requests are served according to EDF.
This scheme determines the maximum number of primary requests that the primary network can serve at the beginning of each slot depending on the number of requests with deadline at this slot as well as some factor of the number of other primary requests in the system. Hence, at the beginning of time slot , arriving secondary requests will have the chance to get service if , while the primary network has the capability to schedule the requests according to a service policy that minimizes the primary outage probability (we address the EDF scheduling, however, for simplicity). In the above scheme, if is chosen to be 1, the primary network will act selfishly, whereas implies a performance of primary nonpredictive network. In the following theorem, we show that for some range of , the diversity gain expressions for the primary network satisfy the same bounds of the selfish scenario.
Theorem 4: Under the dynamic capacity assignment policy in Definition 3 with , the diversity gain of the primary network satisfies (22) (23)
Proof: Refer to Appendix F. The above theorem thus shows that the predictive primary network satisfies the same diversity gain bounds of the selfish behavior under the proposed dynamic capacity assignment policy as long as . Moreover, it gives a potential for improvement in the outage performance of the secondary users by limiting the number of primary requests served per slot. The outage probability of the secondary network in this case is given by (24) To show that even the diversity gain of the secondary network is improved under such policy, we consider the case when , and for simplicity. In this case, the per-slot capacity of the primary network turns out to be That is, the discrete-time random process satisfies the Markov property, and hence, it is a Markov chain. Moreover, it can be easily verified that is irreducible and aperiodic as for all . The drift of the chain can thus be obtained as (27) Then, by Foster's theorem [20] , the Markov chain is positive recurrent and, hence, has a stationary state distribution.
Theorem 5: Suppose that the system is operating at the stationary distribution of , the diversity gain of the secondary network, , under the dynamic capacity allocation for the primary satisfies Proof: Refer to Appendix G. The right-hand side of inequality (28) will be shown in Section VIII to be strictly larger than the right-hand side of (16) for a range of , which implies a strict improvement in the diversity gain of the secondary network without any loss in the diversity gain of the primary. However, the right-hand side of inequality (29) shows that if , then the diversity gain of the secondary network is at least equal to its nonpredictive counterpart.
VI. ROBUSTNESS TO PREDICTION ERRORS
In the previous sections, we have assumed that the prediction mechanism is error free, i.e., all predicted requests are true and will arrive in future after exactly the same look-ahead period of prediction. However, the prediction mechanism employed by the network may cause errors. Accordingly, the predicted arrival process differs from the actual arrival process. The prediction mechanism is supposed to cause two types of errors:
1) It predicts false requests, those will not arrive actually in future, and serves them, resulting in a waste of resources.
2) It fails to predict requests and, as a consequence, the network encounters urgent arrivals (unpredicted requests that should be served in the same slot of arrival). So, we model the predicted process as (30) where is the arrival process of the predicted requests. It represents the number of arriving requests at the beginning of time slot with deadline . The process represents the number of unpredicted requests that arrive at the beginning of time slot and must be served in the same slot because the network has failed to predict them. We assume further that and are independently Poisson distributed with arrival rates and , respectively.
Since is a part of the requests , then
where the second inequality is strict because we assume that contains truly predicted requests as well as mistakenly predicted requests, which also implies (32) Moreover, the network is stable as long as 
and (35) So, if the prediction mechanism is perfect, then whereas .
The arrival process , , can be considered as a predicted process with random look-ahead interval that takes on values 0 and . Hence, using the event defined in Lemma 2, we obtain the following lower bound on the prediction diversity gain, :
The best operating point (prediction window) that maximizes the right-hand side of (36) If the prediction mechanism is perfect, then , whereas . We also use events and from Lemma 2 to determine the prediction diversity gain with imperfect prediction mechanism, , as
Nevertheless, since at is at , then from (39), (40), as , we obtain, . And from (38), . Hence (42) So, to obtain the maximum diversity gain, the best prediction window should satisfy
and at this point, since , we have . This section hence has shown theoretically that even under imperfect prediction mechanisms, the prediction window size can be judiciously chosen to strike the best balance between the predicted traffic and the urgent one.
VII. PROACTIVE SCHEDULING IN MULTICAST NETWORKS
This section sheds light on the predictive multicast networks and investigates the diversity gains that can be reaped from efficient scheduling of multicast traffic. Typically, multicast traffic minimizes the usage of the network resources because the same data are sent to a group of users consuming the same amount of resources that serve only a single user which is taken to be unity [21] . So, even in the nonpredictive case, the multicast traffic is expected to result in an improved diversity gain performance over its unicast counterpart, discussed in the previous sections.
Furthermore, when the multicast traffic is predictable, there is an additional gain that can be obtained from the ability to align the traffic in time. That is, the network can keep on receiving predictable requests that target the same data over time, and then serve them altogether as the earliest deadline approaches. In this case, the network will end up serving all the gathered requests in a window of time slots with the same resources required to serve one request. This approach would significantly improve the diversity gain of the network. We assume that there are data sources available (e.g., files, packets, movies, podcasts, etc.) for multicast transmission. The number of multicast requests arriving at the beginning of time slot is a random variable which is assumed to be Poisson distributed with mean . Assuming that the data sources are demanded independently across time and requests, the process can be decomposed into where denotes the number of multicast requests for data source arriving in slot and is Poisson distributed with mean where is a valid probability distribution 2 capturing the potentially asymmetric multicast demands over the pool of data sources.
In this section, we focus only on the analysis of the linear scaling regime where the potential improvement in the diversity gain is tangible. 3 The mean number of arriving multicast requests scales with as , . We denote the total number of distinct multicast data requests arriving in slot as defined as (46) 2 is a valid distribution if and . 3 The additional multicast gains do not appear in the polynomial scaling regime because the traffic to each data source vanishes asymptotically, as , when the number of data sources scales with , implying that at most one request can target a data source at each slot, i.e., the multicast traffic will approach the unicast as .
Definition 4:
Let denote the indicator that there is at least one awaiting multicast request for data source that expires in slot Then, letting the multicast outage event at any time slot is defined as The pure multicast network will be investigated in the following section where the diversity gain of its nonpredictive side will be shown to be larger than its unicast counterpart. Furthermore, the alignment property of the predictive multicast will be proven to result in a significantly improved diversity gain, that scales superlinearly with the prediction interval . Then, the subsequent section will address a composite network consisting of unicast and multicast traffics; the potential diversity gain will be investigated under different prediction scenarios.
A. Symmetric Multicast Demands
Suppose that the number of data sources scales with as , . Then, implies zero outage probability and infinite diversity gain regardless of the value of . This is the first gain improvement that can be leveraged from the nature of the multicast traffic. We now confine the analysis to the case when . Assume that the multicast demands are equally distributed on the available data sources, i.e.,
1) Nonpredictive Multicast Network:
Under the above symmetric setup (and assuming ), the random variable turns out to have a binomial distribution with parameter and the outage probability in this case, denoted by , is equal to . In other words, the multicast outage occurs in slot if and only if the number of distinct data sources requested at this slot is larger than the network capacity.
Theorem 6: The diversity gain of nonpredictive multicasting, denoted by , is given by (47) Proof: Refer to Appendix H. Theorem 6 and Fig. 3 , which depicts the diversity gains of nonpredictive multicast(47) and unicast(2) networks with , show that is monotonically decreasing in . As increases, the number of data sources in the network grows faster with , and hence, from (47),
That is, multicast diversity gain is strictly greater than its unicast counterpart and converges to it in the Fig. 3 . Diversity gain of the nonpredictive multicast network monotonically decreases with . However, it is lower bounded by the diversity gain of nonpredictive unicast networks.
limit as . In fact, a much stronger result is that, when , (49) we have also and as . Therefore, converges in distribution to , and consequently, , . In this section, we have highlighted the extra diversity gain achieved through one of the multicast properties, i.e., all the requests arriving to the network at time slot and demanding a certain data source are all served with one unit resources exactly as if only one request demands that data source.
2) Predictive Multicast Network: Now suppose that the symmetric multicast network has predictable demands with a prediction window of slots. The traffic alignment in this case appears in the following sense: the resource serving a group of requests arriving at slot also serves all other requests in the system (that have arrived within the previous slots) requesting the same data source. So, the resource value is extendable across time. The prediction capability of the network is thus equal to infinity as long as , which implies a multiplicative gain of in the number of data sources that the network can support with zero outage probability, as compared to the nonpredictive case.
Consider then the other range of , i.e., . The network now is subject to outage events and efficient scheduler has to be employed. Because of the symmetric demands, we focus the analysis on the EDF scheduling. Let the optimal diversity gain in this predictive scenario be denoted by ; in [22] , we have shown that which is consistent with the results of Section IV-B as the predictability multiplies the diversity gain by a factor of at least . However, we show now that the alignment property can even improve the diversity gain and result in a superlinear scaling of with . 
Theorem 7:
The optimal diversity gain of the predictive multicast network with symmetric demands, , satisfies
where Proof: Refer to Appendix I. The new lower bound takes into account the alignment property of the predictable multicast traffic and thus shows significant increase in the diversity gain with as compared to the older bound in Fig. 4 .
B. Multicast and Unicast Traffic
Generally, wireless networks support both types of traffic: multicast and unicast. For instance, a smart phone user may receive unicast data such as e-mail or electronic bank statement as well as multicast data such as movies or podcasts. In this section, we investigate the potential diversity gain of wireless networks encompassing both types of traffic under different predictability conditions. The multicast traffic model adopted here is exactly as defined in the beginning of this section, with the only difference is we assume that , where . The multicast data sources are also equally demanded, each with probability
The unicast traffic arrives at the beginning of each slot according to which is Poisson distributed with mean ,
. Each of the unicast requests consumes one unit of the system capacity. The stability condition of the nonpredictive network necessitates that (51)
Definition 5:
Letting denote the number of unicast requests in the system at the beginning of time slot , the combined outage event of the wireless network with unicast and multicast traffic is defined as
In [22] , we have addressed the case when only one multicast data source exists in the network and consumes , of the available resources to supply data. This data source shares the network with unicast traffic. We have shown the impact of the multicast traffic alignment on the diversity gain where more gains can be leveraged by gathering more of the predictable multicast traffic and serving them altogether in a single slot. Alternatively, in this section, we address the scenario of multiple data sources each consumes one unit of the available resources. We will investigate the diversity gain of the network in the following four scenarios of demand predictability.
1) Both unicast and multicast traffics are nonpredictive.
2) Unicast is nonpredictive but multicast is predictive.
3) Both unicast and multicast traffics are predictive. 4) Unicast is predictive but multicast is nonpredictive.
1) Scenario 1: Both Unicast and Multicast Traffics are Nonpredictive:
In this scenario, all of the arriving requests are urgent, and hence, and . Theorem 8: Let the outage probability in Scenario 1 be denoted by and the associated diversity gain be denoted by ; then (52) where Proof: Refer to Appendix J. Theorem 8 thus tightly characterizes the diversity gain of the network in Scenario 1. The expression of , however, is not insightful, so it will be compared graphically to the results of the other scenarios.
2) Scenario 2: Unicast is Nonpredictive but Multicast is Predictive:
In this scenario, the network can predict the multicast requests slots ahead, whereas the unicast traffic is urgent. We consider a scheduling policy to establish a lower bound on the optimal diversity gain, denoted , of this scenario.
Definition 6 (Scheduling Policy ): At each slot , the scheduling policy serves as much as possible of the existing requests in the system in the following order: 1) Multicast data sources demanded by urgent requests, . 2) Unicast requests, .
3) The rest of the multicast data sources according to EDF. The policy is a slightly modified version of EDF with priority given to urgent multicast requests. Note that policy is similar to EDF as it serves requests according to their remaining time to deadlines, and it is also a work conserving policy. Hence, the stationarity of the system under holds. Theorem 9: Let the outage probability in Scenario 2 under the scheduling policy be denoted and the optimal diversity gain be denoted by ; then (53) and (54) where is as derived in (2) with , and
Proof: Refer to Appendix K. The upper and lower bounds on established in Theorem 9 match each other as increases. In fact, the second term in of expression (53) is monotonically increasing in , and hence, such that implies . This result means that efficient scheduling of the predictable multicast traffic results in the same diversity gain that will be obtained if the system sees only the unicast traffic. This result is clarified in Fig. 5 where the lower bound increases in until it becomes dominated by at , and from this point on, and coincide and the diversity gain of the network is only determined by the nonpredictive unicast traffic.
3) Scenario 3: Both Unicast and Multicast Traffics are Predictive:
In this scenario, we assume that both traffics are predictable with the same look-ahead interval of slots. The scheduling policy we consider is EDF where requests are served in the order of their arrival. Theorem 10: Let the outage probability of the network in Scenario 2 under EDF scheduling policy be denoted by and the optimal diversity gain of this scenario be denoted by ; then (55)
Proof: Refer to Appendix L. In Scenario 3, one should expect that the optimal diversity gain should be the largest amongst the other three scenarios. To highlight this intuition, an upper bound will be established on the diversity gain of Scenario 4.
Scenario 4: Unicast is Predictive but Multicast is Nonpredictive:
Assuming that the unicast traffic is predictable with a look-ahead window of slots, and the multicast traffic is urgent.
Theorem 11: Let the optimal diversity gain of Scenario 4 be denoted by and the minimum possible outage probability be denoted by ; then
where Proof: Refer to Appendix M. Fig. 6 . Bounds on the optimal diversity gain versus the unicast traffic factor . In this figure, , , and for any predictive network. Fig. 7 . Bounds on the optimal diversity gain versus the prediction look-ahead time . In this figure, , , and .
To collectively compare the obtained bounds on the optimal diversity gain of the discussed scenarios, Fig. 6 plots the different bounds obtained in the last four theorems versus , where the range of ensures that (51) is satisfied, and hence, the nonpredictive network always sees a positive diversity gain. It is clear from the figure that the totally predictive network (of Scenario 3) has the highest possible diversity gain as the lower bound even exceeds the upper bound on the entire range of plotted . Also, it shows that and are coinciding at , and of course, this is the best diversity gain that the network can achieve with unpredictable unicast traffic.
Also, Fig. 7 demonstrates the effect of the prediction lookahead period on the derived bounds. It shows that both and are both increasing in , and that as increases, exceeds and matches .
VIII. SIMULATION RESULTS
The analytical results obtained in this paper are demonstrated through numerical simulations in this section. The outage prob- ability is quantified as the ratio of the number of slots that suffer expired requests to the total number of simulated slots. Each simulation result is obtained by averaging 100 sample paths each contains 1000 slots. Fig. 8 compares the outage probability of proactive networks with different look-ahead schemes to the nonpredictive network. The results obtained for the linear scaling regime are plotted versus in Fig. 8(a) and for the polynomial scaling regime are plotted versus in Fig. 8(b) . It is obvious from both figures that being proactive significantly enhances the outage probability performance at a given capacity, or it considerably reduces the required capacity to satisfy a given level of outage performance. The effect of the distribution of random look-ahead prediction interval is demonstrated in Fig. 9 for both the linear and polynomial scaling regimes.
A. Diversity Gain of Deterministic and Random Scenarios
The predictive network in each regime is assumed to anticipate requests by a random period which varies between and , where and . We consider a general binomial distribution with parameter , , to represent the PDF of the look-ahead interval. Hence, the probability that an arriving request at the beginning of time slot has a deadline at slot , , is given by
We consider different values of in each regime in addition to the nonpredictive network scenario. The obtained results for the linear scaling regime are shown in Fig. 9(a) , where at , , and at . The results of the polynomial scaling regime are shown in Fig. 9(b) . Although the diversity gain is tantamount to that of the nonpredictive network, it is clear from the figure that the outage probability is significantly improved. Here, we want to point out that diversity gain represents the asymptotic decay rate of the outage probability with the system capacity (or ), but it does not capture the relative difference between the outage probability curves themselves. This is why the curves show different trends at small values of . After all, the figure shows that even if the network achieves a significantly better outage performance when it follows a proactive resource allocation technique.
Finally, from Fig. 9(a) and (b), we can roughly infer that as increases, it is more likely to have arriving requests with larger prediction interval, and hence, the network gets more degrees of freedom in scheduling such requests in an efficient way that reduces the number of outage events.
B. Two-QoS Network
Fig . 10 demonstrates the result (20) for both the linear scaling and polynomial scaling regimes. The simulation is run assuming time slots and averaged over sample paths. For the selfish predictive primary network, we assume that and the primary requests are served according to EDF. The results of the linear scaling regime are depicted in Fig. 10(a) , whereas that of the polynomial scaling regime are depicted in Fig. 10(b) . Fig. 11 shows the potential improvement in the diversity gain of the secondary network by efficient use of prediction at the primary side only. Also, simulation results and analytical results are plotted together on the same figure to show the relative differences.
The performance of the dynamic-primary-capacity scheme has been evaluated numerically and plotted in Fig. 12 for different values of and under the two scaling regimes, namely, the linear scaling in Fig. 12(a) and the polynomial scaling in Fig. 12(b) . The prediction interval is chosen to be , and at each slot , the primary network is assumed to serve the primary requests according to EDF policy. For the two schemes, the selfish primary network, at , results in the smallest primary outage probability, while at , the primary outage probability is slightly increased beyond the selfish case, but the secondary outage probability outperforms its counterpart of the nonpredictive primary network obtained at . It is clear from the figures that at , the secondary outage probability achieves the primary outage probability of the primary nonpredictive network at in the linear scaling regime and is even better in the polynomial scaling regime. The simulation is for time slots averaged over sample paths.
C. Proactive Multicasting With Symmetric Demands
The outage probability of the predictive multicast and unicast networks of the symmetric input traffic is compared numerically to that of nonpredictive network and is plotted in Fig. 13 . The figure shows the significant enhancement to the outage probability of the multicast network when prediction is employed. Moreover, we can see that the outage probability of the unicast predictive network is better than that of the multicast nonpredictive network. The impact of also appears clearly, as it can easily be noticed that as decreases, the outage performance is enhanced even for the same value of . When , the multicast curves coincide with the unicast, as shown in Section VII.
IX. CONCLUSION AND DISCUSSION
We have proposed a novel paradigm for wireless resource allocation which exploits the predictability of user behavior to minimize the spectral resources (e.g., bandwidth) needed to achieve certain QoS metrics. Unlike the traditional reactive resource allocation approach in which the network can only start serving a particular user request upon its initiation, our proposed scheme anticipates future requests. This grants the network more flexibility in scheduling those potential requests over an extended period of time. By adopting the outage (blocking) probability as our QoS metric, we have established the potential of the proposed framework to achieve significant spectral efficiency gains in several interesting scenarios.
More specifically, we have introduced the notion of prediction diversity gain and used it to quantify the gain offered by the proposed resource allocation algorithm under different assumption on the performance of the traffic prediction technique. Moreover, we have shown that, in the cognitive network scenario, prediction at one side only does not only enhance its diversity gain, but it also improves the diversity gain performance of the other user class. On the multicasting front, we have shown that the diversity gain of predictive multicast network scales superlinearly with the prediction window. Our theoretical claims were supported by numerical results that demonstrate the remarkable gains that can be leveraged from the proposed techniques.
We believe that this work has only scratched the surface of a very interesting research area which spans several disciplines and could potentially have a substantial impact on the design of future wireless networks. In fact, one can immediately identify a multitude of interesting research problems at the intersection of information theory, machine learning, behavioral science, and networking. For example, the analysis has focused on the case of fixed supply and variable demand. Clearly, the same approach can be used to match demand with supply under more general assumptions on the two processes. , i.e., in the interval the system is serving requests with deadlines not exceeding .
Event represents the case when at time slot , the number of requests in the system, in addition to the requests that will arrive with deadlines not larger than , is larger than , i.e., larger than the maximum number of requests that the system can serve in the subsequent slots ( Fig. 14(a (17) .
For the polynomial scaling regime, , . From (12) and (13), we get . From (70) Hence (73) From (71), we obtain, using tightest Chernoff bound,
where . Then, it follows that (75) From (73) and(75), result(18) follows.
APPENDIX F PROOF OF THEOREM 4
Let the outage probability of the primary network under the dynamic scheduling policy be denoted by . To upper bound this outage probability, it suffices to show that implies , where is as defined in (10) , and consequently, we obtain the lower bounds on and in the same manner as in Corollary 1. Also, it is straightforward to see that the event of Lemma 1 satisfies
. So the diversity gain of the polynomial scaling regime is fully determined.
APPENDIX G PROOF OF THEOREM 5
We will show the result for the linear scaling regime, while its polynomial scaling regime counterpart is obtained through the same approach by taking into account the difference in the diversity gain definitions.
From (24) and (25), we can upper bound by But implies , and hence, the joint event implies . Therefore
Now, we show that the decay rate of the second term on the right-hand side of (76) Substitution with into (83), we obtain(52).
APPENDIX K PROOF OF THEOREM 9
Under the policy , suppose that an outage event has occurred in slot ; then, , which can be decomposed to either of the following to events: 1) or 2) but so that . Now, focus on the second event, specifically, . To each data source of , at least one corresponding request has already arrived at slot . Since and , then the system is operating at full capacity in the slots . That is, where is the number of distinct multicast data sources demanded by at least one request existing in the system at slot . From (82),
, where is as defined in Appendix A; then, we can now write
We have from Theorem 1 that 
APPENDIX M PROOF OF THEOREM 11
Regardless of the scheduling policy used, the following event is sufficient for an outage at slot : and The above event ensures that the number of delayed unicast requests is increasing over the window of slots , where at slot , the network will end up having implying that the total number of resources that have to be consumed by slot inclusive is greater than the aggregate available capacity which would cause an outage. Noting that are i.i.d., we can write which, using the Chernoff bound, leads to (56).
