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Abstract — Explosive data growth has created conditions data-
rich but little information. The existing data still to be processed 
or processed further to obtain useful information. Data mining is 
extracting new information to look for patterns or particular 
rules of a number of large amounts of data are expected to tackle 
the condition. By leveraging master data and data graduation 
student, is expected to yield information about graduation rates 
through data mining techniques. Categories graduation rate is 
measured from the time of study and IPK. The algorithm used is 
the a priori algorithm, the value of the information displayed in 
the form of support and confidence from each category 
graduation rates. 
 




Berkembang pesatnya teknologi informasi (TI) dan 
komunikasi dewasa ini, informasi yang akurat sangat 
dibutuhkan dalam kehidupan sehari-hari, sehingga informasi 
akan menjadi suatu elemen penting. Namun kebutuhan 
informasi yang tinggi kadang tidak diimbangi dengan 
penyajian informasi yang memadai, sering kali informasi 
tersebut masih harus di gali ulang dari data yang jumlahnya 
sangat besar. 
Hal ini mendorong munculnya cabang ilmu baru 
untuk mengatasi masalah penggalian informasi atau pola yang 
penting atau menarik dari data dalam jumlah besar. Data 
mining merupakan teknologi yang diharapkan dapat 
menjembatani komunikasi antara data dan pemakainya. Data 
mining memiliki beberapa fungsi seperti fungsi klasifikasi, 
prediksi, dan asosiasi. Penggunaan teknik data mining 
diharapkan dapat memberikan pengetahuan-pengetahuan yang 
sebelumnya tersembunyi di dalam gudang data sehingga 
menjadi informasi yang berharga. 
Perguruan tinggi saat ini dituntut untuk memiliki 
keunggulan bersaing dengan memanfaatkan semua sumber 
daya yang dimiliki. Selain sumber daya sarana, prasarana, dan 
manusia, sumber daya berupa data, informasi, dan 
pengetahuan yang berguna adalah salah satu sumber daya 
yang dapat digunakan untuk meningkatkan keunggulan 
bersaing. Program Sarjana di Fakultas Ilmu Komputer 
Universitas Sriwijaya adalah program pendidikan akademik 
setelah pendidikan menengah, yang memiliki beban sekurang 
– kurangnya 146 (seratus empat puluh enam) sks (satuan 
kredit semester) yang dijadwalkan untuk 8 (delapan) semester 
dan dapat ditempuh dalam waktu kurang dari 8 (delapan) 
semester paling lama 14 (empat belas) semester. Berdasarkan 
data histori kelulusan yang dimiliki pihak fakultas, rata-rata 
hampir 50% peserta yudisium Program Sarjana (S1) di 
Fakultas Ilmu Komputer menempuh masa studi lebih dari 8 
semester. Hal ini menunjukan bahwa masih banyak 
mahasiswa Program Sarjana (S1) regular dan bilingual di 
Fakultas Ilmu Komputer Universitas Sriwijaya yang 
menempuh lama studi lebih dari 8 semester dari yang 
dijadwalkan 8 semester. Oleh karena itu, dengan 
memanfaatkan data induk mahasiswa dan data kelulusan 
mahasiswa, nantinya dapat diketahui informasi tentang faktor 
yang mempengaruhi tingkat kelulusan mahasiswa melalui 
teknik data mining. 
1.1. Rumusan Masalah 
Tingkat kelulusan mahasiswa dapat dilihat dari lama 
studi dan IPK (Indeks Prestasi Kumulatif) yang terdapat pada 
data kelulusan mahasiswa. Data mining diharapkan dapat 
membantu menyajikan informasi tentang tingkat kelulusan 
mahasiswa dengan menggunakan data kelulusan mahasiswa 
dan data induk mahasiswa. 
Permasalahan yang dibahas dalam penelitian ini adalah 
sebagai berikut : 
1. Bagaimana langkah-langkah dalam perancangan data 
mart kelulusan dan data induk mahasiswa? 
2. Bagaimana menganalisa atau mengolah data kelulusan 
mahasiswa untuk menghasilkan informasi yang 
berguna tentang hubungan tingkat kelulusan dengan 
data induk mahasiswa menggunakan teknik data 
mining? 
3. Bagaimana mengimplementasikan data mining dengan 
algoritma Assiation rule untuk menganalisa pola 
tingkat kelulusan mahasiswa? 
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PERANCANGAN DATA MART UNTUK 
ANALISIS TINGKAT KELULUSAN 
MAHASISWA MENGGUNAKAN TEKNIK 
DATA MINING ASSOCIATION RULE  
 1.2. Tujuan 
Tujuan dari penelitian ini adalah sebagai berikut : 
1. Merancang data mart sederhana untuk menyimpan 
data mahasiswa yang telah menyelesaikan studi di 
Fakultas XYZ untuk digunakan pada proses mining. 
2. Menerapkan langkah-langkah teknik data mining 
association rule untuk mencari pola kombinasi 
atribut yang mempengaruhi tingkat kelulusan 
mahasiswa berdasarkan nilai support dan 
confidence. 
3. Mengimplementasikan teknik data mining 
association rule dan algoritma apriori untuk 
mengekstrak pengetahuan, informasi penting dan 
menarik dari data yang ada. 
1.3. Manfaat 
Adapun manfaat dari penelitian ini adalah sebagai 
berikut : 
1. Menghasilkan informasi tentang tingkat kelulusan 
mahasiswa. 
2. Dapat membantu menyajikan informasi berupa nilai 
support dan confidence tentang hubungan dan faktor 
yang mempengaruhi tingkat kelulusan mahasiswa. 
3. Dapat dijadikan sebagai referensi untuk 
meningkatkan khasanah ilmu pengetahuan dalam 
bidang teknologi terkhusus data mining. 
II. METODE PENELITIAN 
 
2.1. Pengumpulan Data 
Peneliti mengumpulkan data–data yang berkenaan 
dengan kondisi lapangan guna penulisan laporan meliputi dua 
bagian pokok sebagai berikut : 
1. Dokumentasi, pada metode penelitian ini, data-data 
yang diambil berupa data kelulusan mahasiswa. 
2. Tinjauan Pustaka, metode ini dilakukan dengan 
mengumpulkan data melalui buku-buku yang 
berhubungan dengan penelitian serta sumber-sumber 
lain, seperti browsing di internet yang dapat 
memberikan informasi mengenai penelitian ini. 
2.2. Perancangan Data Warehouse 
Menurut referensi [2] metode perancangan data 
warehouse meliputi tahap yang dikenal dengan Nine-step 
Methodology . Kesembilan tahap dalam membangun data 
mart yaitu : 
1. Pemilihan Proses 
Proses mengacu pada subjek masalah dari 
bagian data mart.  
2. Pemilihan Grain 
Pemilihan grain berarti menentukan secara tepat 
apa yang di representasikan oleh record pada tabel 
fakta. 
3. Identifikasi dan penyesuaian dimensi 
Pada tahap ini dilakukan penyesuaian dimensi 
dan grain yang ditampilkan dalam bentuk matriks. 
4. Pemilihan Fakta 
Grain dari tabel fakta menentukan fakta yang 
bisa digunakan. 
5. Penyimpanan pre-calculation di tabel fakta 
Setelah fakta-fakta dipilih, maka dilakukan 
pengkajian ulang untuk menentukan apakah ada 
fakta-fakta yang dapat diterapkan untuk kalkulasi 
awal. 
6. Memastikan tabel dimensi 
Dalam tahap ini, kembali pada tabel dimensi 
dan menambahkan gambaran teks terhadap dimensi 
yang memungkinkan. Gambaran teks harus mudah 
digunakan dan dimengerti oleh user. 
7. Pemilihan durasi database 
Pemilihan durasi data history yang dimiliki 
dapat dilakukan sesuai dengan kebutuhan informasi 
dari pihak eksekutif. Pada umumnya semakin banyak 
data yang dipindahkan ke dalam data matr, semakin 
lengkap pula informasi yang bisa dihasilkan.  
8. Melacak perubahan dari dimensi secara perlahan 
Mengamati perubahan dari dimensi pada tabel 
dimensi dapat dilakukan dengan tiga cara yaitu 
mengganti secara langsung pada table dimensi, 
membentuk record baru untuk setiap perubahan baru 
dan perubahan data yang membentuk kolom baru 
yang berbeda. 
9. Penentuan prioritas dan model query 
Mempertimbangkan pengaruh dari rancangan 
fisik, seperti penyortiran urutan tabel fakta pada disk 
dan keberadaan dari penyimpanan awal ringkasan 
(summaries) atau penjumlahan (aggregate). 
2.3. Analisis Data Mining 
Tahapan dalam analisis data mining adalah sebagai 
berikut : 
1. Preprocessing Data : pembersihan data (data cleaning) 
yang harus dikerjakan sebelum melakukan tahap 
pengolahan data dengan tujuan membersihkan data yang 
akan diolah dari redudancy dan missing value. 
2. Atribut Selection : Menyeleksi atribut apa saja yang 
digunakan dan atribut apa saja yang akan diabaikan atau 
tidak digunakan. 
Atribut yang digunakan dalam data induk mahasiswa 
meliputi : 
1. Atribut jalur masuk digunakan untuk proses mining 
guna mengetahui hubungan antara tingkat kelulusan 
dengan jalur masuk yang digunakan mahasiswa. 
2. Atribut nama program studi digunakan untuk proses 
mining guna mengetahui hubungan antara tingkat 
kelulusan dengan program studi. 
Atribut yang digunakan dalam data kelulusan meliputi :  
1. Indeks Prestasi Kumulatif digunakan sebagai ukuran 
tingkat kelulusan mahasiswa. 
2. Lama studi digunakan sebagai ukuran tingkat 
kelulusan mahasiswa. 
3. Program studi digunakan untuk proses mining guna 
mengetahui hubungan tingkat kelulusan dengan 
program studi. 
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 3. Dataset : Merupakan kumpulan data yang sudah dirapikan 
yang berasal dari pengumpulan data. 
4. Penyajian data : merupakan data yang akan diproses 
mining yang nantinya akan diproses menggunakan 
algoritma Apriori dan akan dibentuk aturan asosiasinya. 
5. Minimum support : merupakan suatu batasan yang 
ditentukan oleh user untuk mencari aturan asosiasinya. 
Minimum support digunakan untuk mencari frequent 
itemset. 
6. Pencarian Frequent Itemsets 
 Pencarian frequent itemset merupakan proses yang 
penting dalam asosiasi. Pada tahap ini mencari kombinasi 
item yang memenuhi syarat minimum support yang 
ditentukan oleh user. 
7. Frequent Itemset 
  Salah satu bagian dari aturan asosiasi. 
8. Minimum confidence 
Merupakan suatu batasan yang ditentukan oleh user 
untuk membentuk association rule. Minimum cofidence 
digunakan untuk mencari association rule. 
 
Confidence = P( B | A ) = 
 
9. Pembentukan Association Rule : proses pembentukan 
association rule ini menggunakan pola frequent itemset 
yang telah ditemukan tersebut kemudian barulah dicari 
aturan asosiasi yang memenuhi syarat minimum 
confidence yang ditentukan oleh user. 
10. Association Rule 
Sebuah aturan asosiasi, yang berupa aturan-aturan 
barang apa saja yang memenuhi hasil dari minimum 
support dan minimum confident. Hasil dari association 
rule ini mengetahui pola faktor yang mempengaruhi 
tingkat kelulusan. 
 
2.4. Pembangunan Model Asosiasi 
 Pembangunan model asosiasi didasarkan pada proses 
pencarian frequent item set dan pembentukan association rule. 
Untuk melakukan pencarian frequent item set dan 
pembentukan association rule membutuhkan algoritma. 
Dalam penelitian ini algoritma yang digunakan adalah 
algoritma Apriori. 
1) Pencarian Frequent Item set : pada proses ini 
dilakukan pencarian frequent item set. Frequent item 
set yang diperoleh harus memenuhi nilai minimum 
support. Sebelum dilakukan pencarian pola dari data 
kelulusan terlebih dahulu, dicari semua nama jenis 
atribut yang ada didalam data kelulusan sekaligus 
menentukan support per-item, dimana tahap ini 
mencari kombinasi item yang memenuhi syarat 
minimum dari nilai support dalam database, nilai 
supports sebuah item diperoleh dengan rumus 
sebagai berikut. 
 
Support (A, B) =  
Secara teoritis, tahapan yang dilakukan 
algoritma Apriori untuk membangkitkan large item 
set adalah sebagai berikut:  
1. Menelusuri seluruh record di basis data 
transaksi dan menghitung support count dari 
tiap item. Ini adalah kandidat 1-item set, C1.  
2. Large 1-item set L1 dibangun dengan 
menyaring C1 dengan support count yang 
lebih besar sama dengan minimum support 
untuk dimasukkan kedalam L1.  
3. Dari hasil L1 yang sudah didapatkan tadi 
kemudian digunakan untuk membangun L2. 
Untuk membangun L2, algoritma Apriori 
menggunakan proses join untuk menghasilkan 
C2. 
4. Dari C2, 2-item set yang memiliki support 
count yang lebih besar sama dengan minimum 
support akan disimpan ke dalam L2 dan yang 
memiliki support count lebih kecil dari 
minimum support akan di prune atau 
dipangkas tidak akan disimpan ke dalam L2. 
5. Proses ini diulang sampai tidak ada lagi 
kemungkinan k-item set. 
Berikut adalah tabel dari semua jenis item set 
kelulusan yang terdapat di dalam data kelulusan. Dengan 
menelusuri seluruh record di basis data transaksi dan 
menghitung support count dari tiap item yang akan 
menghasilkan kandidat 1-item set, C1 seperti yang ditunjukkan 
pada tabel  1.  
 
Tabel 1 Daftar Support Atribut Kelulusan (C1) 
 




A1 38 7% 
A2 101 18% 
A3 3 0,5% 
B1 33 6% 
B2 361 63% 
B3 41 7.1% 
Sistem Informasi 209 36% 




USM 169 29% 
SNMPTN 408 71% 
 
Data pada table 1 menggambarkan bentuk data 1 item 
yang terdiri atas nama atribut sebagai nama item, count adalah 
jumlah setiap item yang ada di transaksi, sedangkan support 
adalah persentase jumlah item yang ada di dalam transaksi  
yang di dapat dari jumlah item dibagi jumlah semua transaksi 
yang akan di analisis lalu dikali 100%. Proses pembentukan 
C1 tidak melalui proses join, hanya terdapat proses prune dari 
proses scan D. Proses pruning pada C1 adalah menghilangkan 
item yang memiliki nilai support kurang dari nilai minimum 
support yang telah ditentukan yaitu 15%. 
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Tabel 2 Daftar item yang memenuhi nilai support  (L1) 




A2 101 18% 
B2 361 63% 
Sistem Informasi 209 36% 




USM 169 29% 
SNMPTN 408 71% 
 
Tabel 2 merupakan data item kelulusan yang terpilih 
sesuai dengan support yang telah ditentukan. Dimana data 
diatas akan digunakan untuk membentuk pola atau kombinasi 
item dan juga digunakan untuk menentukan support dan 
confidence pada pembahasan selanjutnya. 
Pembentukan pola frekuensi dua item dibentuk dari 
item-item kelulusan yang memenuhi support minimal yaitu 
dengan cara mengkombinasikan semua item ke dalam dua 
kombinasi, hasil dari kombinasi dua item seperti pada Tabel 3 
berikut ini. 







1 S. Informasi,A2 63 1.1% 
2 S. Informasi,B1 9 1,6% 
3 S. Informasi,B2 101 17,5% 
4 S. Informasi,B3 21 3,6% 
5 T. Informatika,A1 24 4,1% 
6 T. Informatika,A2 33 5,7% 
7 T. Informatika,B1 23 3,9% 
8 T. Informatika,B2 159 27,6% 
9 T. Informatika,B3 15 2,6% 
10 S. Komputer,A1 2 0,34% 
11 S. Komputer,A2 5 0,86% 
12 S. Komputer,B1 1 0,17% 
13 S. Komputer,B2 101 17,5% 
14 S. Komputer,B3 5 0,87% 
15 USM,A1 17 2,9% 
16 USM,A2 25 4,3% 
17 USM,B1 11 1,9% 
18 USM,B2 99 17,1% 
19 USM,B3 15 2,6% 
20 SNMPTN,A1 21 3,6% 
21 SNMPTN,A2 76 13,17% 
22 SNMPTN,B1 22 3,8% 
23 SNMPTN,B2 262 45,4% 
24 SNMPTN,B3 26 4,5% 
25 S. Informasi, USM 40 6,9% 
26 T. Informatika, USM 129 22,3% 
27 S. Informasi, SNMPTN 169 29,3% 
28 T. Informatika, 
SNMPTN 
125 21,7% 
29 S. Komputer, SNMPTN 114 19,7% 
 
 Setelah didapat L1, dilakukan proses join L1 x L1 
untuk menghasilkan C2. Setelah C2 terbentuk, dilakukan 
proses pruning pada C2 dengan menghilangkan item set yang 
memiliki nilai support kurang dari minimum support. Proses 
ini menghasilkan L2 yang akan digunakan untuk proses 
selanjutnya. 







1 T. Informatika,B2 159 27,6% 
2 S. Komputer,B2 101 17,5% 
3 USM,B2 99 17,1% 
4 SNMPTN,B2 262 45,4% 
5 T. Informatika, USM 129 22,3% 
6 S. Informasi, SNMPTN 169 29,3% 
7 T. Informatika, 
SNMPTN 
125 21,7% 
8 S. Komputer, SNMPTN 114 19,7% 
 
Setelah didapat L2, dilakukan proses join L2 x L2 untuk  
menghasilkan C3. Setelah C3 terbentuk, dilakukan proses 
pruning pada C3 dengan menghilangkan item set yang tidak 
frequent dan yang memiliki nilai support kurang dari 
minimum support. Proses ini menghasilkan L3 yang akan 
digunakan untuk proses selanjutnya. Fokus utama pada proses 
pencarian frequent item set ini adalah penggambaran proses 
pembentukan item set dengan proses join dan yang tidak 
termasuk dalam large item set tidak diikutkan dalam iterasi 
selanjutnya. 
 
Tabel 5 Daftar calon pola kombinasi 3-item set (C3) 
 
N





1 T. Informatika, USM, A2 11 1,9% 
2 T. Informatika, SNMPTN, 
B2 
75 13% 
3 T. Informatika, USM, B2 84 15% 
4 T. Informatika, SNMPTN, 
A2 
22 3,8% 
5 S. Informasi, SNMPTN, A2 49 8,49% 
6 S. Informasi, SNMPTN, B2 86 15% 
7 S. Informasi, USM, A2 14 6,9% 
8 S. Informasi, USM, B2 15 2,4% 
9 S. Komputer, SNMPTN, B2 101 17,5% 
10 S. Komputer, SNMPTN, A2 5 0,87% 
 








1 T. Informatika, USM, B2 84 15% 
2 S. Informasi, SNMPTN, B2 86 15% 





 Data pada tabel 6 merupakan sampel hasil dari proses 
pencarian pola faktor kelulusan dengan cara perhitungan 
manual dimulai dengan mencari kombinasi frequent 1-item, 
frequent 2-item, frequent 3-item sampai frequent tidak bisa 
terbentuk lagi. Adapun tahapan selanjutnya yaitu mencari pola 
asosiasi dengan menentukan pemangkasan (prune) kembali 
pada calon pola asosiasi yang tidak memenuhi nilai 
confidence minimum yang telah ditentukan. 
 
2). Pembentukan aturan Asosiasi : frequent itemset yang telah 
dihasilkan sebelumnya digunakan untuk membentuk 
association rule. Association rule yang dihasilkan harus 
memenuhi nilai support dan confidence minimum. Aturan 
yang memenuhi support dan confidence minimum disebut 
dengan strong rule. Support dan confidence dituliskan 
dengan nilai antara 0% sampai 100% atau 0 sampai 1. 
[1],[3] 
Aturan asosiasi didapat dari proses analisis semua 
data dengan memberikan batasan support dan  confidence 
minimum. Dalam hal ini misalkan diberikan batasan 
support minimum = 15% atau 0.15. Pada tabel 5 adalah 
daftar frequent itemsets yang telah memenuhi batas 
minimum support. 
Tabel 7 Daftar Frequent Item set 
N
o 






1 T. Informatika,B2 159 27,6% 
2 S. Komputer,B2 101 17,5% 
3 USM,B2 99 17,1% 
4 SNMPTN,B2 262 45,4% 
5 T. Informatika, USM 129 22,3% 
6 S. Informasi, SNMPTN 169 29,3% 
7 T. Informatika, SNMPTN 125 21,7% 
8 S. Komputer, SNMPTN 114 19,7% 
9 T. Informatika, USM, B2 84 15% 
10 S. Informasi, SNMPTN, B2 86 15% 
11 S. Komputer, SNMPTN, 
B2 
101 17,5% 
Adapun aturan asosiasi final setelah dilakukan 
proses prune dengan nilai confidence minimum 30% dan 
telah diurutkan berdasarkan nilai confidence tertinggi 
dapat dilihat pada tabel 8. 
Tabel 8 Aturan Asosiasi 
N




1 S. Komputer → SNMPTN 100% 
2 S. Komputer, B2 → 
SNMPTN 100% 
3 S. Komputer, SNMPTN → 
B2 89% 
4 S. Komputer → SNMPTN, 
B2 89% 
5 S. Komputer → B2 89% 
6 S. Informasi → SNMPTN 81% 
7 USM → T. Informatika 76% 
8 B2 → SNMPTN 73 % 
9 SNMPTN → B2 64 % 
10 T. Informatika → B2 63% 
11 USM → B2 59% 
12 T. Informatika → USM 51% 
13 T. Informatika → SNMPTN 49% 
14 S. Informasi → B2 48% 
15 B2 → T. Informatika 44% 
16 SNMPTN → S. Informasi 41% 
17 SNMPTN, B2 → S. 
Komputer 39% 
18 SNMPTN → T. Informatika 31% 
 
Untuk tahapan selanjutnya akan dilakukan evaluasi 
terhadap proses data mining association rule menggunakan 
algoritma apriori. Proses ini dilakukan untuk menguji rules 
yang telah dibuat. Pengujian ini akan lebih akurat jika 
implementasi data mining pada data yang cukup banyak 
menggunakan tools data mining seperti WEKA atau 
perangkat lunak dengan terlebih dahulu menentukan nilai-nilai 
parameters yang dibutuhkan. 
III. HASIL DAN PEMBAHASAN 
Association rule  yang dihasilkan harus memenuhi nilai 
minimum support dan minimum confidence. Rule yang 
memenuhi minimum support dan minimum confidence disebut 
dengan strong rule. Support dan confidence dituliskan dengan 
nilai antara 0% sampai 100% atau 0 sampai 1. [1] 
Adapun hasil dari proses data mining menggunakan tools 
Weka dengan algoritma apriori dengan parameter minimum 




Gbr. 1 RULES menggunakan WEKA 
Minimum confidence merupakan nilai kepastian yaitu 
kuatnya hubungan antar item dalam sebuah Apriori. Semakin 
besar nilai confidence, semakin kuat hubungan atau 
keterkaitan antar item. Nilai confidence harus lebih dari  50 %. 
Dilihat dari nilai confidence yang didapat dari kombinasi 
antar atribut. Maka atribut B2 yang berkombinasi dengan 
atribut sistem komputerlah yang paling tinggi. Maksudnya 
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 nilai kepastian yaitu kuatnya hubungan antara ketegori 
kelulusan B2 dengan program studi sistem komputer yang 
memiliki nilai kepercayaan sebesar 77 %, kategori kelulusan 
B2 dengan jalur masuk SNMPTN memiliki nilai kepercayaan 
sebesar  71%. Artinya adalah bahwa rata-rata semua alumni 
jurusan sistem komputer lulus dengan kategori B2, yaitu Masa 
Studi > 4 tahun dengan IPK lebih dari 3,00 dan kurang dari 
3,5. 
IV  KESIMPULAN 
 
1. Informasi yang didapat dari data mart yaitu jumlah alumni 
fakultas XYZ dari angkatan 2006 sampai 2011 program 
studi Sistem Informasi sebanyak 414 orang. Jumlah 
alumni jurusan Sistem Komputer dengan angkatan 2006 
sampai 2011 sebanyak 113 orang. Dan jurusan Teknik 
Informatika dengan angkatan 2006 sampai 2011 sebanyak 
408 orang. 
2. Penggunaan teknik data mining association rule dengan 
algoritma apriori dapat membantu dalam mengidentifikasi 
pola asosiasi tingkat kelulusan mahasiswa berdasarkan 
data histori kelulusan dan data induk mahasiswa yang 
telah menyelesaikan studi. Dimulai dengan pengumpulan 
data, kemudian melakukan preprocessing, attribute 
selection yang menghasilkan dataset, lalu dilakukan 
perhitungan dan pembentukan association rule dengan 
parameter minimum support dan minimum confidence, 
menghasilkan pola hubungan antara data kelulusan dengan 
data induk berupa rule-rule asosiasi. 
3. Dilihat dari nilai confidence yang didapat dari kombinasi 
antar atribut. Maka atribut B2 yang berkombinasi dengan 
atribut sistem komputerlah yang paling tinggi. Maksudnya 
nilai kepastian yaitu kuatnya hubungan antara ketegori 
kelulusan B2 dengan program studi sistem komputer yang 
memiliki nilai kepercayaan sebesar 77 %, kategori 
kelulusan B2 dengan jalur masuk SNMPTN memiliki nilai 
kepercayaan sebesar  71%. Artinya rata-rata semua alumni 
jurusan sistem komputer lulus dengan kategori B2, yaitu 
Masa Studi > 4 tahun dengan IPK lebih dari 3,00 dan 
kurang dari 3,5. 
4. Dari hasil penelitian disimpulkan bahwa faktor-faktor 
yang mempengaruhi tingkat kelulusan antara lain faktor 
mahasiswa, faktor ketersediaan alat pendukung penelitian, 
dan faktor mata kuliah. 
5. Adapun solusi yang telah dilakukan pihak jurusan antara 
lain mempermudah Standar Operasional Prosedur (SOP) 
seperti sistem administrasi dipermudah, peralatan 
penelitian di fasilitasi oleh jurusan, adanya kursus 
pemrograman, dan lain sebagainya. 
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