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Resumen
En base al crecimiento continuo de los u´ltimos an˜os en el transporte ae´reo de pasajeros
y con la finalidad de estudiar los motivos que producen retrasos en los vuelos, se propone
este TFM.
Para ello se va a desarrollar un cuadro de mando con el que poder visualizar de forma
sencilla y clara toda la informacio´n con la que se trabaje y un modelo predictivo que ayude
a entender y predecir si un vuelo comercial tendra´ o no retraso y el tiempo que conllevara´
el mismo.
Para llevar a cabo esta tarea, se utilizan datos del an˜o 2016 de los 6 aeropuertos con
ma´s tra´nsito de pasajeros de Estados Unidos:
Hartsfield-Jackson Atlanta International Airport. Atlanta.
Los Angeles International Airport. Los A´ngeles.
O’Hare International Airport. Chicago.
Dallas/Ft Worth International Airport. Dallas.
John F. Kennedy International Airport. Nueva York.
Denver International Airport. Denver.
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Vuelos, Modelos predictivos, Control de puntualidad, SAS, R, Qlik Sense, Redes Neu-
ronales, A´rboles de decisio´n, Inteligencia de Negocios, Machine Learning.
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Cap´ıtulo 1
Introduccio´n
En el primer cap´ıtulo de esta memoria se tratan los aspectos ba´sicos del trabajo, el
contexto del Trabajo Fin de Ma´ster (TFM) y la estructura de esta memoria.
1.1. Contexto
Analizando los datos del International Air Transport Association (IATA), que publica
en su comunicado No 5 del 1 de Febrero de 2018 [1], como vemos en la Figura 1.1, la
demanda Revenue Passenger Kilometres (RPK) en el 2017 aumento´ un 7,6 % con respecto
al 2016 y supero´ la tasa promedio de crecimiento de la u´ltima de´cada que se situ´a en el
5,5 %.
Figura 1.1: RPK de la industria en 2017.
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2 CAPI´TULO 1. INTRODUCCIO´N
En Norteame´rica la demanda de pasajeros ae´reos internacionales registro´ la mayor
aceleracio´n desde 2011. Los RPK aumentaron un 4.8 %.
En 2011 la Comisio´n Europea publicaba un informe [2] donde se predice que en 2030
diecinueve aeropuertos europeos estara´n saturados por la congestio´n del tra´fico ae´reo, lo
que podr´ıa provocar retrasos que afectara´n al 50 % de los vuelos de pasajeros y mercanc´ıas.
Con estos datos relativos al crecimiento de pasajeros y en previsio´n de que se pueda
llegar a estados de congestio´n en diversos aeropuertos se plantea este trabajo fin de ma´ster.
Para ello se estudiara´ el tra´fico ae´reo de los 6 aeropuertos ma´s importantes de Estados
Unidos y se buscara´ predecir el tiempo de retraso que producira´ una ruta ae´rea segu´n
diversas condiciones.
Para la visualizacio´n de los datos relativos al tra´fico ae´reo se creara´ un cuadro de
mando en el que poder explotar todas las fuentes de datos involucradas en este trabajo.
1.2. Estructura de la memoria
Esta memoria consta de 6 cap´ıtulos, 2 ape´ndices, glosario, lista de acro´nimos y biblio-
graf´ıa, en donde se explica la realizacio´n de este trabajo.
Cap´ıtulo 1 - Introduccio´n Se da una visio´n general del contexto del trabajo y la
estructura de la memoria.
Cap´ıtulo 2 - Fuentes de datos Se muestran las diferentes fuentes de datos que
intervienen en el trabajo y se explica su contenido.
Cap´ıtulo 3 - Objetivos y metodolog´ıa En este cap´ıtulo se indican los objetivos
del trabajo y se presenta la metodolog´ıa empleada, SEMMA.
Cap´ıtulo 4 - Variables Se definen las variables implicadas en el trabajo y se hace
un ana´lisis descriptivo de las mismas.
Cap´ıtulo 5 - Modelado Se muestran los diferentes modelos predictivos generados.
Cap´ıtulo 6 - Conclusiones y l´ıneas futuras Se describen los objetivos conseguidos
y las l´ıneas de trabajo futuras.
Ape´ndice A - Manual de usuario Se muestran las indicaciones para realizar la
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instalacio´n de la herramienta y las instrucciones de uso.
Ape´ndice B - Co´digo Contiene parte del co´digo de programacio´n empleado en este
trabajo.

Cap´ıtulo 2
Fuentes de datos
En este cap´ıtulo se presentan las diferentes fuentes de datos que se utilizan para la
explotacio´n de informacio´n y bu´squeda del mejor modelo predictivo.
2.1. Naturaleza de los datos
Para este trabajo se ha tenido en cuenta datos desde el 1 de Enero de 2016 hasta el 31
de Diciembre de 2016, teniendo as´ı un an˜o completo para el estudio.
El conjunto de datos que contiene informacio´n sobre las diferentes rutas ae´reas se
extrae de la Bureau of Transportation Statistics (BTS) 1 que es la oficina de estad´ıstica
de transporte de Estados Unidos y es la principal fuente de estad´ısticas sobre la aviacio´n
comercial, de carga y la economı´a del transporte.
La informacio´n que se puede extraer es diaria en archivos mensuales por lo que se
obtendra´n 12 archivos en csv con la informacio´n de los diferentes vuelos realizados en
Estados Unidos en el an˜o 2016.
El conjunto de datos que se refiere a rutas ae´reas esta´ compuesto por 35 variables y
5617660 observaciones. Esta informacio´n se refiere a rutas que tienen aeropuerto de origen
y destino en Estados Unidos (so´lo vuelos nacionales) y que son operadas por compan˜´ıas
Estadounidenses, en total 12 compan˜´ıas.
1BTS webpage: https://www.bts.dot.gov/.
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Al tener un conjunto de datos tan grande se decide limitarlo cogiendo como origen
los 6 aeropuertos con ma´s trafico de Estados Unidos independientemente del destino. Con
esto el conjunto de datos se reduce a 1361376 observaciones.
La variable relativa a la aerol´ınea que opera la ruta viene su co´digo OACI, cuya co-
rrespondencia en nombre se extrae de un proyecto en GitHub 2 del usuario bbejeck.
De la web http://ourairports.com/ se extrae informacio´n referente a los aeropuer-
tos. Son un total de 52804 aeropuertos y la variable ma´s interesante de este conjunto de
datos es la clasificacio´n de los aeropuertos, donde tenemos los siguientes niveles:
close: Aeropuertos inutilizados.
heliport : Helipuertos, so´lo esta´ permitido que operen helico´pteros.
small airport : Ma´s de 10 operaciones de vuelos y ma´s de 15 aviones con base.
medium airport : Ma´s de 1000 operaciones de vuelos, 1 base o ma´s de jets, ma´s de
10 vuelos internacionales.
large airport : Ma´s de 5000 operaciones vuelos, ma´s de 11 bases de jets, ma´s de 20
vuelos internacionales o ma´s de 500 salidas interestatales.
Un factor que podr´ıa influir en el retraso de los vuelos comerciales son las condiciones
climatolo´gicas. Por esto se buscan datos del an˜o 2016 relativos a las 6 ciudades de origen.
Esta informacio´n esta´ en la National Oceanic and Atmospheric Administration (NOAA) 3
que es una agencia cient´ıfica del Departamento de Comercio de los Estados Unidos cuyas
actividades se centran en las condiciones de los oce´anos y la atmo´sfera. De su web se
extraen los archivos csv que contienen la informacio´n meteorolo´gica. Son 6 archivos, uno
por ciudad con 366 observaciones cada archivo.
Por u´ltimo se extrae un archivo con los d´ıas festivos en Estados Unidos desde el 2012
hasta 2020. Este archivo esta´ en un proyecto GitHub del usuario shivaas que se encuentra
en la web https://gist.github.com/shivaas/4758439.
2Spark-experiments project webpage: https://github.com/bbejeck/spark-experiments/blob/
master/src/main/resources/airtraffic/L_AIRLINE_ID.csv-.
3NOAA webpage: http://www.noaa.gov/.
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2.2. Extraccio´n, Transformacio´n y Carga
Se hace un proceso de Extract, Transform and Load (ETL) con Qlik Sense. Las fuentes
de datos descritas en la seccio´n 2.1 componen el conjunto de datos que se utilizara´ en este
TFM.
Para extraer la informacio´n de ellos, explotarla y por u´ltimo generar un u´nico archivo
que contiene todos los datos, se utiliza la herramienta Qlik Sense Desktop 4 que ofrece
a los individuos la posibilidad de crear visualizaciones de datos, informes y cuadros de
mando personalizados e interactivos a partir de mu´ltiples fuentes de datos.
La extraccio´n se hace desde el script de carga de Qlik Sense. Para mejorar los tiempos
de carga de los datos en la aplicacio´n se genera un QlikView Data (QVD) que es un
formato nativo de Qlik. El formato de archivo esta´ optimizado para mejorar la velocidad
de lectura de datos desde un script, siendo al mismo tiempo muy compacto. Leer datos
desde un archivo QVD es por lo general 10-100 veces ma´s ra´pido que leer desde otras
fuentes de datos. Este QVD contiene todos los datos extra´ıdos de la web https://www.
bts.dot.gov/, con esto nos ahorraremos utilizar un bucle para cargar los 12 archivos que
contienen estos datos.
La transformacio´n tambie´n se realiza desde el script de carga, generando nuevas
variables como pueden ser el tiempo de retraso en la salida del vuelo en minutos (Hora
de salida real - Hora de salida), el coeficiente de retraso (Tiempo de retraso/Tiempo de
vuelo), una variable que se llamara´ TipoDı´a en la que se crean 6 categor´ıas (-2F, -1F,
F, +1F, +2F y L) para indicar desde 2 d´ıas antes hasta 2 d´ıas despue´s los d´ıas que son
festivos, etc.
Se hacen transformaciones en los campos para cambiarles el formato y as´ı poder utili-
zarlos en las visualizaciones de la aplicacio´n, como por ejemplo con la latitud y longitud
de los aeropuertos. En el siguiente co´digo 2.1 se muestra un ejemplo de una sentencia
del script de carga cuya finalidad es traer la informacio´n de los aeropuertos de destino
transformando sus coordenadas y marca´ndolas como geolocalizaciones para poder utilizar
4Qlik Sense webpage: https://www.qlik.com/es-es/products/qlik-sense/desktop.
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mapas dentro de la aplicacio´n.
1 LOAD
2 type as [Tipo aeropuerto],
3 GeoMakePoint(Replace(Text(latitude_deg),’.’,’,’), Replace(Text(
longitude_deg),’.’,’,’)) as [Localizacion Destino],
4 Replace(Text(latitude_deg),’.’,’,’) as [Latitud destino],
5 Replace(Text(longitude_deg),’.’,’,’) as [Longitud destino],
6 municipality as [Ciudad destino],
7 iata_code as [Destino]
8 FROM
9 [’lib:// Aeropuertos\airports.csv’]
10 (txt , codepage is 1252, embedded labels , delimiter is ’,’, msq)
11 where type <>’closed ’;
Co´digo 2.1: Carga de informacio´n de los aeropuertos destino.
Con todo esto se crea un modelo de datos asociativo do´nde toda la informacio´n estara´
relacionada, como se muestra en la Figura 2.1 donde tenemos dos tablas de hechos que
son Vuelos y Meteorolog´ıa, dos tablas de dimensio´n Calendario y AeropuertosOrigen y una
tabla de enlace entre las dimensiones y las tablas de hechos.
Todos estos datos se cargan en una aplicacio´n Qlik Sense para poder visualizarlos y
explotarlos.
Por u´ltimo se genera un archivo csv con toda la informacio´n recopilada que se analizara´
en busca del mejor modelo predictivo.
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Figura 2.1: Modelo asociativo de la aplicacio´n.

Cap´ıtulo 3
Objetivos y metodolog´ıa
Se definen los objetivos de este TFM y se describe la metodolog´ıa Sample, Explore,
Modify, Model, and Assess (SEMMA)
3.1. Objetivos
El objetivo principal de este trabajo es desarrollar un cuadro de mando para la visua-
lizacio´n y explotacio´n de los datos de los 6 aeropuertos con ma´s tra´fico de Estados Unidos
y la bu´squeda de un modelo predictivo que nos ayude a adelantarnos a futuras situaciones
relativas al tra´fico ae´reo.
Como objetivos ma´s concretos se marcaron:
Definir y estudiar las diversas fuentes de datos.
Visualizar todos los datos relativos a los aeropuertos que se van a estudiar.
Explotar la informacio´n con diferentes gra´ficos.
Crear un modelo asociativo que ayude a la visualizacio´n y explotacio´n de los datos.
Definir diferentes me´tricas que se consideren importantes para la explotacio´n de la
informacio´n.
11
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Figura 3.1: Metodolog´ıa SEMMA.
Creacio´n de modelos predictivos con el fin de proporcionar un modelo preciso de
prediccio´n del tiempo de retraso de un vuelo.
3.2. SEMMA
SAS Institute es el desarrollador de la metodolog´ıa SEMMA [3], la define como el
proceso de seleccio´n, exploracio´n y modelado de grandes cantidades de datos para des-
cubrir patrones de negocio desconocidos. El nombre de esta terminolog´ıa es el acro´nimo
correspondiente a las cinco fases ba´sicas del proceso que se muestran en la Figura 3.1.
El proceso se inicia con la extraccio´n de la poblacio´n muestral sobre la que se va a apli-
car el ana´lisis. El objetivo de esta fase consiste en seleccionar una muestra representativa
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del problema en estudio. Una vez determinada una muestra de la poblacio´n en estudio,
la metodolog´ıa SEMMA indica que se debe proceder a una exploracio´n de la informacio´n
disponible con el fin de simplificar en lo posible el problema para optimizar la eficiencia
del modelo. La tercera fase de la metodolog´ıa consiste en la manipulacio´n de los datos,
en base a la exploracio´n realizada, de forma que se definan y tengan el formato adecuado
los datos que sera´n introducidos en el modelo. Una vez que se han definido las entradas
del modelo, con el formato adecuado para la aplicacio´n de la te´cnica de modelado, se pro-
cede al ana´lisis y modelado de los datos. Finalmente, la u´ltima fase del proceso consiste
en la valoracio´n de los resultados mediante el ana´lisis de bondad del modelo o modelos,
contrastado con otros me´todos estad´ısticos o con nuevas poblaciones muestrales.
La Figura 3.1 de la metodolog´ıa SEMMA puede sufrir diferentes variaciones, tanto en
el orden de la aplicacio´n de la metodolog´ıa ya que hay procesos que se podr´ıan repetir
muchas veces, pasando de unas fases a otras sin respetar el orden como en el contenido,
puesto que no siempre intervienen todas las fases en la metodolog´ıa.
3.2.1. Te´cnicas de modelado
En esta seccio´n se mostrara´n las te´cnicas de modelado que se utilizara´n en este TFM
exponiendo sus caracter´ısticas principales.
Regresio´n lineal
Los modelos de regresio´n lineal [4] son simples y a menudo proporcionan una des-
cripcio´n adecuada e interpretable de co´mo las entradas afectan la salida. Con fines de
prediccio´n, a veces pueden superar a los modelos no lineales ma´s sofisticados, especial-
mente en situaciones con un nu´mero pequen˜o de casos de entrenamiento, baja relacio´n
sen˜al-ruido o datos dispersos. A los me´todos lineales se pueden aplicar transformaciones
de las entradas lo que ampl´ıa considerablemente su alcance. Tenemos un vector de entra-
da XT = (X1, X2, ..., Xp), y se quiere predecir una salida de valor real Y. El modelo de
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regresio´n lineal tiene la forma
Yt = β0 +
p∑
j=1
Xjβj + ε (3.1)
donde
Yt es la variable dependiente u objetivo.
Xj son las variables explicativas, independientes o de entrada.
βi son los para´metros respectivos a cada variable independiente que miden la in-
fluencia que las variables explicativas tienen, siendo β0 el te´rmino constante.
ε es una variable aleatoria, que recoge el error cometido con el modelo. Frecuente-
mente se asume que su distribucio´n es N(0, σ)
El modelo lineal supone que la funcio´n de regresio´n E(Y—X) es lineal o que el modelo
lineal es una aproximacio´n razonable. Aqu´ı los βj son para´metros o coeficientes descono-
cidos, y las variables Xj pueden provenir de diferentes fuentes:
Entradas cuantitativas.
Transformaciones de entradas cuantitativas, como log, ra´ız cuadrada o cuadrado.
Expansiones de base, como X2 = X
2
1 , X3 = X
3
1 , lo que lleva a representacio´n po-
lino´mica.
Codificacio´n nume´rica o ”dummy”de los niveles de entradas cualitativos. Por ejem-
plo, si G es una entrada de factor de cinco niveles, podr´ıamos crear Xj , j = 1, ..., 5,
tal que Xj = I(G = j). En conjunto, este grupo de Xj representa el efecto de G por
un conjunto de constantes dependientes del nivel, ya que en
∑5
j=1Xjβj , uno de los
Xj es uno, y los otros son cero.
Interacciones entre variables, por ejemplo, X3 = X1X2.
Dentro de las ventajas de este modelo tenemos:
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El ana´lisis de regresio´n es una herramienta muy flexible en cuanto a la naturaleza
de las variables explicativas, pues e´stas pueden ser nume´ricas y catego´ricas.
Permite hacer una prediccio´n del comportamiento de alguna variable en un deter-
minado punto o momento.
Sus principales desventajas:
Por su naturaleza, la regresio´n lineal so´lo se basa en las relaciones lineales entre las
variables dependientes e independientes.
La regresio´n lineal mira a una relacio´n entre la media de la variable dependiente y
las variables independientes. Al igual que la media no es una descripcio´n completa de
una sola variable, la regresio´n lineal no es una descripcio´n completa de las relaciones
entre variables. Puede hacer frente a este problema mediante el uso de regresio´n por
cuantiles.
Sensible a los valores at´ıpicos, los valores extremos pueden ser univariado (basado
en una variable) o con varias. Los valores at´ıpicos pueden tener enormes efectos en
la regresio´n.
La regresio´n lineal asume que los datos son independientes.
Redes neuronales
Una red neuronal artificial [5] es un sistema de procesamiento de informacio´n que
intenta emular el comportamiento con las redes neuronales biolo´gicas. Las redes neurona-
les artificiales han sido desarrolladas como generalizaciones de modelos matema´ticos del
conocimiento humano o de la biolog´ıa neuronal, con base en las siguientes consideraciones:
1. El procesamiento de informacio´n se realiza en muchos elementos simples llamados
neuronas.
2. Las sen˜ales son pasadas entre neuronas a trave´s de enlaces de conexio´n.
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3. Cada enlace de conexio´n tiene un peso asociado, el cual, en una red neuronal t´ıpica,
multiplica la sen˜al transmitida.
4. Cada neurona aplica una funcio´n de activacio´n (usualmente no lineal) a las entradas
de la red (suma de las sen˜ales de entrada pesadas) para determinar su sen˜al de salida.
La distribucio´n de las neuronas dentro de una red neuronal artificial se realiza formando
niveles de un nu´mero de neuronas determinado. Si un conjunto de neuronas artificiales
reciben simulta´neamente el mismo tipo de informacio´n, lo denominaremos capa. En una
red podemos diferenciar tres tipos de niveles:
Entrada: Es el conjunto de neuronas que recibe directamente la informacio´n pro-
veniente de las fuentes externas de la red.
Oculto: Corresponde a un conjunto de neuronas internas a la red y no tiene con-
tacto directo con el exterior. El nu´mero de niveles ocultos puede estar entre cero y
un nu´mero elevado. En general las neuronas de cada nivel oculto comparten el mis-
mo tipo de informacio´n, por lo que formalmente se denominan Capas Ocultas. Las
neuronas de las capas ocultas pueden estar interconectadas de diferentes maneras, lo
que determina, junto con su nu´mero, las distintas arquitecturas de redes neuronales.
Salida: Es el conjunto de neuronas que transfieren la informacio´n que la red ha
procesado hacia el exterior.
En la Figura 3.2, se puede apreciar la estructura de capas de una red neuronal artificial
con varios niveles.
La capa de entrada se conecta con la capa oculta (θj) mediante una funcio´n de com-
binacio´n, donde los pesos Wij (pesos sina´pticos) hacen el papel de para´metros a estimar.
Sobre esta funcio´n se aplica una funcio´n de activacio´n, que puede ser, entre otras: funcio´n
sigmoidal, funcio´n gaussiana, funcio´n tangente hiperbo´lica, etc. De los nodos ocultos a los
nodos de salida θ
′
k se aplica el mismo procedimiento sobre las nuevas variables provenientes
de los nodos ocultos: una funcio´n de combinacio´n y ocasionalmente una de activacio´n. El
valor final de la funcio´n de activacio´n en cada nodo oculto es el valor de salida en ese nodo.
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Figura 3.2: Estructura de una red multinivel con todas las conexiones hacia adelante.
Las Redes Neuronales tienen numerosas ventajas frente a otras te´cnicas de prediccio´n,
describiendo las ma´s destacables a continuacio´n:
El aprendizaje del modelo no necesita ser programado, las redes neuronales son ca-
paces de extraer sus propias reglas a partir de ejemplos reales mediante la adaptacio´n
de la matriz de ponderaciones. Estas reglas quedan almacenadas y extendidas a lo
largo de las conexiones.
Son tolerantes al ruido, es decir, son capaces de abstraer las caracter´ısticas esen-
ciales de los datos y as´ı generalizar de forma correcta au´n en presencia de datos
distorsionados o incompletos.
No son parame´tricas, no necesitan hacer supuestos de la forma funcional de la funcio´n
que van a aproximar, ni sobre la distribucio´n de las variables independientes.
No tienen por que´ ser lineales, permiten realizar a trave´s de sus funciones de acti-
vacio´n todo tipo de transformaciones de los datos, lo cual supone una gran ventaja
frente a los modelos tradicionales de regresio´n.
Pero tiene dos grandes limitaciones:
La imposibilidad de determinar co´mo se procesa internamente la informacio´n.
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No existe au´n una metodolog´ıa clara y rigurosa para determinar el nu´mero de capas
ocultas o el nu´mero de nodos que tiene que tener cada capa, lo que hace dif´ıcil
encontrar el modelo o´ptimo a la primera, se trata ma´s bien de un proceso de ensayo-
error del investigador.
A´rboles de decisio´n
Los a´rboles de clasificacio´n y regresio´n [6] constituyen una herramienta u´til para la
prediccio´n de variables de clase y de intervalo, respectivamente, de una manera sencilla y
sin asunciones teo´ricas sobre los datos. Los a´rboles representan una segmentacio´n de los
datos a partir de una serie de reglas simples, que se van aplicando de forma jera´rquica
y secuencial. De esta forma, se obtienen una serie de segmentos (llamados nodos) que
contienen subconjuntos de la muestra. El segmento original contiene a la totalidad de
los datos y recibe el nombre de nodo ra´ız. Una vez obtenida la segmentacio´n “o´ptima”,
entendiendo as´ı aquella que da lugar a nodos con comportamiento homoge´neo respecto a
la variable objetivo y heteroge´neos entre ellos, se asigna un valor de prediccio´n a aquellos
nodos que no tienen sucesores (y que reciben el nombre de hojas) de forma que todas
las observaciones pertenecientes a dicha hoja sera´n predichos a partir de dicho valor. Los
a´rboles de decisio´n se componen por los siguientes elementos:
Un nodo ra´ız es el punto inicial (y u´nico) del a´rbol y contiene el conjunto total
sobre el que se va a proceder.
Nodos padres es todo aquel nodo que se divide en nodos descendientes.
Nodos terminales u hojas son los nodos que no poseen descendientes, esto es,
que no se dividan en otro nivel. Siempre tienen asignada una etiqueta de clase.
Las ventajas de este me´todo son las siguientes:
Los resultados son simples y se comprenden fa´cilmente.
Permite encontrar interacciones y reglas dif´ıciles de encontrar con otros me´todos.
3.2. SEMMA 19
Aportan medidas de importancia de las variables.
Permite tratar los missing de una manera eficiente, que forma parte del proceso de
construccio´n del a´rbol.
Son modelos robustos frente a datos at´ıpicos.
Se pueden incluir costes sobre los errores en las decisiones tomadas.
Sus principales desventajas son:
Cuando la relacio´n entre la variable objetivo y una de entrada es claramente lineal
le cuesta modelizarlo.
Los valores de prediccio´n son “toscos” (mismo valor para todas las observaciones del
nodo).
La construccio´n de un a´rbol es computacionalmente compleja.
Las desventajas de los a´rboles son tratadas con te´cnicas como Random Forest o Gra-
dient Boosting, por esto, no se realizara´ un estudio de este me´todo de forma directa y s´ı
usa´ndolos en los algoritmos de Random Forest y Gradient Boosting.
Random forest
Random Forest [7] es un algoritmo de combinacio´n de a´rboles predictores, tal que cada
a´rbol depende de los valores de un vector aleatorio probado independientemente y con la
misma distribucio´n para cada uno de estos basado en a´rboles de decisio´n y de clasificacio´n.
En este caso, lo vamos a utilizar como a´rbol de decisio´n ya que la variable objetivo es de
cara´cter continuo. A continuacio´n, se presenta el esquema de este algoritmo en la Figura
3.3:
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Dados los datos de taman˜o N.
1. Repetir m veces a), b), c):
a) Seleccionar nN observaciones con reemplazamiento de los datos originales.
b) Aplicar un a´rbol de la siguiente manera:
En cada nodo, seleccionar p variables de las k originales y de las p elegidas,
escoger la mejor variable para la particio´n del nodo.
c) Obtener predicciones para todas las observaciones originales N.
2. Promediar las m predicciones obtenidas en el apartado 1.
Figura 3.3: Algoritmo Random forest.
En general, los para´metros a tener en cuenta en este algoritmo son:
El taman˜o de las muestras, n, y si se va a utilizar bootstrap (con reemplazo) o sin
reemplazamiento.
El nu´mero de iteraciones a promediar, m.
Caracter´ısticas del a´rbol: nu´mero de hojas, profundidad, el nu´mero de divisiones
ma´ximas en cada nodo, el p-valor para las divisiones en cada nodo, y el nu´mero de
observaciones mı´nimas en cada rama-nodo.
Nu´mero de variables a muestrear en cada nodo, p.
Este algoritmo incorpora dos fuentes de variabilidad (remuestreo de observaciones y de va-
riables) para mejorar la capacidad de generalizacio´n, y reducir el sobreajuste, conservando
en cualquier caso la facultad de ajustar bien las relaciones particulares de los datos (inter-
acciones, no linealidad, cortes, problemas de extrapolacio´n, etc.). Las principales ventajas
de esta te´cnica son:
Aumenta la capacidad predictiva y disminuye la varianza.
Disminuye la sensibilidad frente a cambios en los datos, aumenta la estabilidad y la
robustez.
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Aumenta la suavidad (funcio´n de prediccio´n menos escalonada), lo que a veces re-
dunda en menor error promedio de prediccio´n.
Por otro lado, esta te´cnica de prediccio´n presenta la desventaja de la pe´rdida de
interpretabilidad de los resultados, donde solo se puede evaluar la importancia de cada
una de las variables explicativas del modelo, crea´ndose un ranking de las variables segu´n
su frecuencia utilizada en el algoritmo.
Gradient boosting
Gradient Boosting [8] es una evolucio´n de los modelos de Random Forest.
Para poder calcular estos modelos es necesario una primera etapa, en la cual se obtiene
el modelo inicial. Este modelo sera´ ajustado en una segunda etapa, ya que la construccio´n
del segundo modelo tendra´ en cuenta la informacio´n del modelo anterior. El proceso de
ajuste modificara´ las predicciones del modelo anterior con el objetivo de minimizar los
errores de los modelos, obteniendo as´ı, de manera gradiente modelos que convergen en un
modelo final donde los errores son mı´nimos.
Ya que la base son los modelos de Random Forest, compartira´n las variables que los
definen y a su vez ganan nuevos para´metros, los cuales son:
Iteraciones: reflejan el nu´mero de etapas del modelo.
Para´metro Shrinkage, refleja el grado con el que se ajustara´ el modelo en cada una
de las iteraciones.
Las ventajas del Gradient Boosting:
Invariante frente a transformaciones mono´tonas: no es necesario realizar transforma-
ciones logar´ıtmicas, etc.
Buen tratamiento de missing, variables catego´ricas, etc. Universalidad.
Muy fa´cil de implementar, relativamente pocos para´metros a monitorizar (nu´mero
de hojas o profundidad del a´rbol, taman˜o final de hojas, para´metro de regulariza-
cio´n. . . ).
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Gran eficacia predictiva, algoritmo muy competitivo. Supera a menudo al algoritmo
Random Forest.
Robusto respecto a variables irrelevantes. Robusto respecto a colinealidad. Detecta
interacciones ocultas.
Su principal desventaja es que en datos relativamente sencillos (pocas variables, no
missing, no interacciones, linealidad (regresio´n) o separabilidad lineal (clasificacio´n)), el
gradient boosting no tiene nada nuevo que aportar y pueden ser preferibles modelos senci-
llos (regresio´n, regresio´n log´ıstica, discriminante) o modelos ad-hoc que adapten aspectos
concretos como la no linealidad (redes por ejemplo).
Ensamblado de modelos
Los me´todos Ensamble [9] consisten en la construccio´n de predicciones a partir de la
combinacio´n de varios modelos. Existen infinidad de me´todos para la combinacio´n de las
distintas predicciones. Con el objetivo de mejorar la precisio´n alcanzada por los modelos
de clasificacio´n empleados en el estudio y reducir la varianza de los errores cometidos, se
proponen distintos me´todos de ensamble de clasificadores mediante la te´cnica de stacking.
Este me´todo consiste en construir clasificadores dados por la combinacio´n, lineal o no, de
las probabilidades estimadas por los modelos ajustados, algunos de los cuales son ensambles
en s´ı mismos (Random Forest, Gradient Boosting). Con ello se consiguen las probabilidades
estimadas conjuntas y se realiza la clasificacio´n mediante la te´cnica del punto de corte
o´ptimo de la probabilidad estimada.
Las principales ventajas del ensamble de modelos son:
Bastante robustos, unos modelos corrigen a otros.
Reducen la varianza del error en general, casi nunca empeoran los modelos.
Por otro lado se comentan las principales desventajas de los me´todos ensamble:
Cada modelo tiene sus errores de estimadores de para´metros lo que aumenta apa-
rentemente la complejidad.
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Excesivas posibilidades que a veces llevan al sobreajuste.
Los resultados no son interpretables.
3.2.2. Comparacio´n de modelos
Una vez aplicadas todas las te´cnicas mencionadas en la seccio´n anterior 3.2.1, nues-
tra finalidad es escoger cua´l de esas te´cnicas se ajusta mejor a nuestros datos, es decir,
elegiremos el mejor modelo. Para ello, nos vamos a basar en el Error Cuadra´tico Medio
(ASE) [10] en los datos de test que es un estimador que mide el promedio de los errores
al cuadrado, es decir, la diferencia entre el estimador y lo que se estima. Su fo´rmula es la
que se muestra en la figura 3.2
ASE =
1
n
n∑
i=1
(Yˆi − Yi)2 (3.2)

Cap´ıtulo 4
Variables
En este capitulo se definira´n las variables extra´ıdas de las diferentes fuentes de datos,
se explicara´ el proceso de creacio´n de nuevas variables y se hara´ un ana´lisis descriptivo de
las mismas.
4.1. Definicio´n
Uno de los objetivos de este TFM es la creacio´n de un cuadro de mando con el que
poder visualizar toda la informacio´n, por lo que adema´s de crear nuevas variables que nos
ayuden a entender la problema´tica, tambie´n se hara´n transformaciones con la finalidad de
poder mostrar los datos de una forma ma´s clara en la aplicacio´n.
La informacio´n que se extrae de la BTS esta´ compuesta por 1361376 observaciones y
las variables que se detallan en la siguiente tabla:
A las variables presentadas en la Tabla 4.1 se les aplican diferentes transformaciones
como cambiar la distancia original (en millas) a Kilo´metros, pasar el tiempo de vuelo al
formato HH:MM, cambios de formato en las horas de salida y llegada y otras transforma-
ciones. Tambie´n se generan nuevas variables como puede ser ’esRetraso’ que indica con 1
o´ 0 si el vuelo ha tenido o no retraso respectivamente. Todo esto se hace en el script de
carga de la aplicacio´n. En el Co´digo 4.1 se muestran algunas l´ıneas que ejemplifican estas
transformaciones.
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Variable Tipo Descripcio´n
YEAR Nominal An˜o del Vuelo
MONTH Nominal Mes del vuelo
DAY OF MONTH Nominal Dı´a del mes del vuelo
AIRLINE Nominal Co´digo de la aerol´ınea
TAIL NUM Nominal Nu´mero del avio´n
FL NUM Nominal Nu´mero de vuelo
ORIGIN AIRPORT ID Nominal Co´digo del aeropuerto de origen
ORIGIN Nominal Origen
ORIGIN CITY NAME Nominal Ciudad de origen
ORIGIN STATE NM Nominal Estado de origen
DEST Nominal Destino
DEST CITY NAME Nominal Ciudad de destino
DEST STATE NM Nominal Estado de destino
CRS DEP TIME Nominal Hora de salida programada
DEP TIME Nominal Hora de salida real
DEP DELAY Intervalo Retraso en la salida
CRS ARR TIME Nominal Hora de llegada programada
ARR TIME Nominal Hora de llegada real
ARR DELAY Intervalo Retraso en la llegada
CANCELLED Binaria Cancelado
AIR TIME Intervalo Tiempo de vuelo
DISTANCE Intervalo Distancia recorrida
CARRIER DELAY Intervalo Tiempo de retraso por motivo del opera-
dor
WEATHER DELAY Intervalo Tiempo de retraso por motivo meteo-
rolo´gico
NAS DELAY Intervalo Tiempo de retraso por motivo del Natio-
nal Air System
SECURITY DELAY Intervalo Tiempo de retraso por motivos de seguri-
dad
LATE AIRCRAFT DELAY Intervalo Tiempo de retraso total en minutos
Tabla 4.1: Variables extra´ıdas de la BTS
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1 Num(SubField ([ DISTANCE],’.’ ,1)/0.62137 ,’#.##0 ,00’) as [Distancia KM
],
2 Time(TimeStamp #(If(len([ CRS_DEP_TIME ])=3, 0&[ CRS_DEP_TIME ],[
CRS_DEP_TIME ]),’hhmm’),’hh:mm’) AS [Hora Salida],
3 Interval(SubField ([ AIR_TIME],’.’ ,1)/24/60 ,’hh:mm’) AS [Tiempo de
Vuelo],
4 If([ ARR_DELAY]>0, 1, 0) AS [esRetraso]
Co´digo 4.1: Transformaciones en Qlik Sense.
Se realizan transformaciones con el objetivo de mejorar los modelos predictivos, como
puede ser la agrupacio´n de las variables de hora de salida o llegada, que se agrupan en 5
categor´ıas como se muestra en el Co´digo 4.2 en el lenguaje de programacio´n de SAS.
De esta manera se reduce el nu´mero de categor´ıas en esta variable (ma´s de 60 en el
momento inicial) con lo que tambie´n, por ejemplo, bajaremos el tiempo de ejecucio´n en
las redes neuronales.
1 DATA BASEANALISIS;SET BASEANALISIS;format Hora_Llegada_Agr $250.;
2 IF Hora_Llegada IN (7,8,9,10,11)
3 THEN Hora_Llegada_Agr=’MANANA ’;
4 IF Hora_Llegada IN (12 ,13 ,14 ,15 ,16)
5 THEN Hora_Llegada_Agr=’MEDIO DIA’;
6 IF Hora_Llegada IN (17 ,18 ,19 ,20 ,21)
7 THEN Hora_Llegada_Agr=’TARDE’;
8 IF Hora_Llegada IN (22 ,23 ,0)
9 THEN Hora_Llegada_Agr=’NOCHE’;
10 IF Hora_Llegada IN (1,2,3,4,5,6)
11 THEN Hora_Llegada_Agr=’MADRUGADA ’;
12 RUN;
Co´digo 4.2: Transformaciones de la variable Hora Llegada en SAS.
De la web http://ourairports.com/ se extraen las siguientes variables:
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Variable Tipo Descripcio´n
type Nominal Clasificacio´n del aeropuerto
latitude deg Intervalo Latitud del aeropuerto
longitude deg Intervalo Longitud del aeropuerto
continent Nominal Continente del aeropuerto
iso country Nominal Pa´ıs del aeropuerto
municipality Nominal Municipio del aeropuerto
iata code Nominal Co´digo del aeropuerto
Tabla 4.2: Variables referentes a aeropuertos
Las variables de la Tabla 4.2 servira´n para clasificar los diferentes tipos de aeropuertos
de destino y para poder representar en gra´ficos de mapa la situacio´n de los aeropuertos.
Para esto se utiliza el Co´digo 4.3 con el que se convierte la longitud y latitud a un
GeoPoint de Qlik.
1 GeoMakePoint(latitude_deg , longitude_deg) as [Localizacion origen]
Co´digo 4.3: Generacio´n de Geo Point de Qlik.
La informacio´n meteorolo´gica esta´ compuesta por las variables que se muestran en la
Tabla 4.3.
Variable Tipo Descripcio´n
AWND Intervalo Intensidad del viento medio
PRCP Intervalo Precipitaciones
SNOW Intervalo Nieve
TAVG Intervalo Temperatura media
TMAX Intervalo Temperatura ma´xima
TMIN Intervalo Temperatura mı´nima
WSF2 Intervalo Viento ma´s ra´pido en 2 minutos
WSF5 Intervalo Viento ma´s ra´pido en 5 minutos
Tabla 4.3: Variables extra´ıdas de los datos meteorolo´gicos
Del proyecto de GitHub del usuario shivaas que se encuentra en la web https://gist.
github.com/shivaas/4758439 se extraen 2 variables, la festividad y la fecha, y se genera
una nueva que marcara´ el tipo de d´ıa como se indicaba en la seccio´n 2.1 Naturaleza de los
datos.
Todas las variables presentadas anteriormente son las que se han extra´ıdo de las dife-
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rentes fuentes de datos, pero no todas estas variables se utilizara´n para realizar los modelos
predictivos. Todas las variables que tienen una relacio´n directa con la variable objetivo
(que sera´ el Retraso minutos) y las variables que sean equivalentes, como por ejemplo, el
co´digo del aeropuerto de origen y el origen, no se utilizara´n en las diferentes te´cnicas de
miner´ıa de datos. Estas variables son las siguientes:
ORIGIN AIRPORT ID
EP TIME
DEP DELAY
ARR TIME
ARR DELAY
CARRIER DELAY
WEATHER DELAY
NAS DELAY
SECURITY DELAY
LATE AIRCRAFT DELAY
Variable objetivo
La variable que se utilizara´ como objetivo en la bu´squeda del mejor modelo predictivo
es Retraso minutos. Esta variable se genera en el script de carga de la aplicacio´n y se
hace con el Co´digo 4.4 donde restamos la hora de llegada real menos la hora de llegada
programada. Por esto, la variable puede tomar valores negativos o positivos, indicando
que el vuelo llega antes de tiempo cuando el resultado de la operacio´n es negativo y que
se retrasa si es positivo.
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1 interval ([Hora Llegada Real]-[Hora Llegada],’mm’) as [Retraso
minutos]
Co´digo 4.4: Generacio´n de la variable objetivo.
4.2. Ana´lisis descriptivo
Para realizar el ana´lisis descriptivo de las variables presentadas en la seccio´n anterior,
se utiliza la herramienta Qlik Sense.
Se comienza con una representacio´n general de los datos. Esta representacio´n se mues-
tra en la Figura 4.1. En el gra´fico de bloques de la izquierda se representan los aeropuertos
de origen, este gra´fico muestra que el aeropuerto de Atlanta es el que tiene ma´s retrasos.
Se representan los 25 aeropuertos de destino con ma´s retrasos en el gra´fico de bloques de
la derecha y podemos ver como San Francisco es con diferencia el aeropuerto que tiene
ma´s retrasos.
En la parte inferior izquierda se muestra un histograma de la variable objetivo donde
vemos que la mayor´ıa de los vuelos tienen un retraso en minutos de −35 <= x < 40,
es decir, la mayor´ıa de los vuelos (1,2M) llegan entre 35 minutos antes de su hora y 40
despue´s. El gra´fico inferior derecha nos muestra un histograma enfrentando el tiempo de
vuelo contra el retraso de los vuelos. Vemos que los vuelos ma´s largos no son los que ma´s se
retrasan, esto podr´ıa ser debido a que tienen mucho ma´s tiempo de vuelo para recuperar
el retraso.
Se analiza la informacio´n por bloques, comenzaremos por la informacio´n de los destinos.
Para estudiar la informacio´n por aeropuerto se crea la me´trica No Retrasos / No Vuelos,
esto nos dara´ el porcentaje de retrasos que se producen sobre el total de los vuelos que
tiene cada aeropuerto. En base a esto podemos ver en la Figura 4.2 claramente como si
so´lo analizamos el nu´mero de retrasos todo los aeropuertos son de tipo large airport pero
si lo hacemos con la nueva me´trica (No Retrasos / No Vuelos) se ve como los aeropuertos
con mayor porcentaje de retrasos son de tipo medium airport e incluso aparece alguno
small airport.
4.2. ANA´LISIS DESCRIPTIVO 31
Figura 4.1: Hoja principal.
Figura 4.2: Comparativa destinos.
Tambie´n se busca informacio´n segu´n la zona en la que esta´ el aeropuerto de destino.
Como se muestra en la Figura 4.3 los retrasos se concentran en las ciudades del per´ımetro
del pa´ıs siendo las del centro las que menos retrasos tienen. El nu´mero de retrasos lo marca
el taman˜o de la burbuja y el color nos muestra el tipo del aeropuerto.
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Figura 4.3: Mapa de destinos.
Otro bloque que se estudia es la parte temporal. Como vemos en la Figura 4.4, en la
hoja principal de este bloque podemos ver los d´ıas con ma´s retrasos en el gra´fico superior
coloreado por tipo de d´ıa y en la parte inferior los gra´ficos de bloques con la me´trica No
Retrasos / No Vuelos con el que ya vemos que el 3o trimestre es el que mayor porcentaje
de retrasos se producen. El peor mes es Julio, seguido de Diciembre, Agosto y Junio. Los
peores d´ıas de la semana son Jueves, Viernes y Lunes.
Figura 4.4: Hoja temporal.
As´ı podr´ıamos analizar, por ejemplo, la probabilidad de coger un vuelo con retraso
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un Sa´bado de Noviembre que es del 25 %, y por el contrario el d´ıa que ma´s probabili-
dad tendr´ıamos de coger un vuelo con retraso ser´ıa un Jueves de Julio con un 51 % de
probabilidad. Este ana´lisis se muestra en la imagen 4.5
Figura 4.5: Ana´lisis diario.
El u´ltimo bloque de estudio es la meteorolog´ıa. En este bloque cruzaremos el nu´mero
de retrasos con las distintas condiciones meteorolo´gicas para ver en forma de gra´fico si hay
dependencia entre estas variables. Se ve claramente en la Figura 4.6 como hay una fuerte
dependencia del nu´mero de retrasos y las 3 principales condiciones meteorolo´gicas, viento,
lluvia y nieve. Se ve claramente como, por ejemplo, el d´ıa 23/03/2016 hay un ma´ximo en
los datos de nieve, y al d´ıa siguiente se dispara el dato de retrasos.
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Figura 4.6: Gra´ficos No Retrasos y condiciones meteorolo´gicas.
Lo que se obtiene al final es una aplicacio´n con 3 bloques claramente diferenciados
(Destino, Temporal y Meteorolog´ıa) que nos sirve para estudiar el conjunto de datos en
profundidad. Con la funcionalidad asociativa de Qlik podremos hacer un estudio ma´s
exhaustivo de las diferentes dimensiones establecidas en la aplicacio´n, es decir, podr´ıamos
seleccionar un aeropuerto de origen y toda la aplicacio´n mostrar´ıa so´lo sus datos. De esta
manera tenemos la opcio´n de ir bajando en el nivel de detalle hasta llegar por ejemplo a
d´ıas en concreto como hemos hecho con la parte meteorolo´gica.
Con esta herramienta se consigue extraer la informacio´n que se ha obtenido de las
diferentes fuentes de datos y como paso final, mediante el script de carga, se crea un
archivo con u´nicamente las variables que se utilizara´n para la bu´squeda del mejor modelo
predictivo.
Las variables de intervalo que se incluira´n en los modelos se muestran en la Figura 4.7
con sus estad´ısticos principales.
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Figura 4.7: Estad´ısticos descriptivos de las variables de intervalo.
Y las variables catego´ricas se muestran en la Figura 4.8 donde vemos el nu´mero de
clases que tienen.
Figura 4.8: Estad´ısticos descriptivos de las variables de clase.
Se tratara´n las variables como Ciudad Destino agrupando las categor´ıas ya que, por
ejemplo, esta variable tiene 247 clases y ciertos algoritmos de prediccio´n como las redes
neuronales no funcionan bien con un gran nu´mero de categor´ıas. La variable Festividad
se elimina ya que contiene el motivo de la festividad del d´ıa, por esto tiene tantos valores
ausentes, en su lugar se utilizara´ Tipo dia que nos aporta la misma informacio´n.
El coeficiente de correlacio´n de Pearson es un ı´ndice que puede utilizarse para medir
el grado de relacio´n de dos variables siempre y cuando ambas sean cuantitativas. En la
Figura 4.9 se muestra un gra´fico de este coeficiente que nos da una idea de co´mo afectan
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las variables de entrada a la objetivo Retraso minutos. Se observa que las variables que
ma´s influyen sobre el retraso que se comete en un vuelo de forma positiva 1 son las
meteorolo´gicas, es decir, cuanto ma´s nieve, o ma´s precipitaciones, o ma´s viento, los vuelos
se retrasara´n ma´s. Por el contrario, la variable Distancia KM afecta negativamente a la
variable objetivo, esto quiere decir que cuanto mayor sea el recorrido de la ruta ae´rea,
menos retraso se producira´. La razo´n de esto es que en vuelos largos los retrasos que
se producen antes de la salida del vuelo se puede recuperar. Para utilizar este nodo en
SAS Miner (multi gra´fico) se ha tenido que eliminar la variable Ciudad Destino ya que no
devuelve ningu´n resultado con variables con un gran nu´mero de categor´ıas.
Figura 4.9: Gra´fico de correlacio´n de Pearson.
Combinando la utilizacio´n de las herramientas Qlik Sense y SAS Miner se realiza un
ana´lisis descriptivo con dos enfoques diferenciados. Qlik Sense nos da una visio´n ma´s
enfocada a negocio, donde podremos navegar por la informacio´n hasta encontrar patrones
de comportamiento de los datos y SAS Miner nos muestra los datos con una clara visio´n
estad´ıstica, do´nde su finalidad ser´ıa realizar miner´ıa de datos para encontrar el mejor
modelo predictivo.
1Hablar de que una variable afecta de forma positiva sobre la objetivo significa que aumenta, con lo
cual habra´ ma´s retraso.
Cap´ıtulo 5
Modelado
Se muestran los diferentes modelos predictivos que se han generado y evaluado. En la
Seccio´n 3.2.1 se da una descripcio´n teo´rica de las diferentes te´cnicas de modelado y, en
este cap´ıtulo, se detallara´ de una forma pra´ctica.
Para la bu´squeda del mejor modelo se utilizan los programas estad´ısticos SAS Miner
para la regresio´n lineal y SAS Base para los modelos de red neuronal, random forest,
gradient boosting y ensamblado.
5.1. Training-Test
Para el estudio de los diferentes modelos predictivos se contemplaban dos te´cnicas
de fragmentacio´n de los datos, training-test o validacio´n cruzada. Para este trabajo en
concreto se decide utilizar una particio´n de los datos training-test [11] ya que el volumen
de datos es grande para el hardware del que se dispone y los tiempos de ejecucio´n con
validacio´n cruzada son muy superiores a training-test.
Este me´todo consiste en dividir en dos conjuntos complementarios los datos de la
muestra, realizar el ana´lisis de un subconjunto (denominado datos de entrenamiento o
training), y validar el ana´lisis en el otro subconjunto (denominado datos de prueba o
test), de forma que la funcio´n de aproximacio´n so´lo se ajusta con el conjunto de datos de
entrenamiento y a partir de aqu´ı calcula los valores de salida para el conjunto de datos
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de prueba (valores que no ha analizado antes), de esta forma, se consigue una evaluacio´n
ma´s realista del modelo.
En las te´cnicas de modelado que se expondra´n a continuacio´n se realiza una particio´n
80 %-20 % de forma aleatoria.
Figura 5.1: Ejemplo de divisio´n de un conjunto de datos en training-test.
5.2. Regresio´n lineal
La bu´squeda del mejor modelo de regresio´n lineal se hara´ con el software estad´ıstico
SAS Miner. La razo´n principal por la que se utilizara´ este programa es que se probara´n
tres modelos de seleccio´n de variables:
Stepwise : En cada paso del algoritmo se evaluara´n las posibles variables a eliminar
y a introducir y se seleccionara´ aquella con mejor p-valor.
Forward : Este me´todo va introduciendo una a una las variables que mayor mejora
produzcan hasta que no haya ninguna variable que aporte informacio´n.
Backward : Parte del modelo que contiene todas las variables y va eliminando una
a una las que menos influyan en el modelo hasta que todas las variables sean signi-
ficativas.
Y tres criterios de parada BIC, AIC y SBC, lo que hace un total de 9 modelos, por
lo que crear estos modelos en SAS Miner se hace de una forma sencilla y a nivel de
representacio´n de las salidas del modelo nos da ma´s opciones que SAS Base.
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Se utilizara´ el nodo de regresio´n lineal con los para´metros anteriormente descritos, por
lo que sera´n 9 los nodos como se muestra en la Figura 5.2.
Figura 5.2: Regresio´n lineal en SAS Miner.
Con el nodo comparador de modelos evaluando el ASE en los datos test obtenemos los
resultados de la Figura 5.4
Figura 5.3: ASE de los modelos de regresio´n lineal.
Los errores de los 9 modelos son similares, siendo el de los primeros dos que se muestran
en la Figura 5.4 iguales y ma´s bajos. Seleccionamos como mejor modelo la regresio´n lineal
con el modelo de seleccio´n de variables backward con criterio de parada BIC
que tiene un ASE de 1650,89.
Para el estudio de esta te´cnica se emplean interacciones entre las variables. Con esto, el
modelo se produce en la 17a iteracio´n del algoritmo por lo que las variables que producen la
regresio´n lineal son las que se muestran en la Tabla 5.1. En la primera columna se muestran
las variables seleccionadas en el modelo. De cara a mejorar el modelo, se generan todas las
interacciones de grado 2 de dichas variables y se seleccionan. Para este modelo de regresio´n
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lineal son las 36 que se muestran en la segunda columna.
El modelo de regresio´n lineal es el compuesto por todas estas variables ma´s todas las
interacciones.
Se utiliza la variable Aerol´ınea como ejemplo para explicar los estimadores del modelo.
Como se observa en la Figura 5.4, el estimador indica que un vuelo operado por las
aerol´ıneas Alaska Airlines Inc. o Hawaiian Airlines Inc. influye de forma negativa en la
variable objetivo que es el retraso en minutos, es decir, habra´ menos retraso en estos
vuelos. Por el contrario, si el vuelo lo cubre JetBlue Airways o Spirit Air Lines habra´ ma´s
retraso ya que estas aerol´ıneas tienen un estimador positivo.
Figura 5.4: Estimadores de ma´xima verosimilitud de la variable Aerol´ınea.
5.3. Redes neuronales
Para conseguir la red neuronal que menos error cometa en los datos de test se ejecutan
diferentes bucles con los que iremos variando los para´metros del procedimiento neural 1
de SAS, de este modo tendremos en una tabla los diferentes modelos de red neuronal con
su ASE.
Se utilizara´ en los modelos de red neuronal early stopping que nos ayudara´ a no sobre-
ajustar la red.
Los para´metros que se modificara´n en bucle del proc neural son:
1Documentacio´n neural : http://documentation.sas.com/?docsetId=inmsref&docsetTarget=
p0o8wrmmp8zkisn1riwf74uvagq9.htm&docsetVersion=2.81&locale=en.
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Variables Interacciones de dos variables
Aerolinea Distancia KM*Distancia KM
Ciudad Destino Distancia KM*Nieve
Dia semana Distancia KM*Precipitaciones
Distancia KM Distancia KM*Temperatura minima
Festividad Distancia KM*Temperatura maxima
Hora Llegada Cat Distancia KM*Temperatura media
Hora Salida Cat Distancia KM*Tiempo de Vuelo minutos
Nieve Distancia KM*Viento 5min
Precipitaciones Distancia KM*Viento medio
Region origen Nieve*Nieve
Temperatura maxima Nieve*Precipitaciones
Temperatura media Nieve*Temperatura minima
Tiempo de Vuelo minutos Nieve*Tiempo de Vuelo minutos
Tipo Dia Precipitaciones*Precipitaciones
Viento 2min Precipitaciones*Temperatura minima
Viento medio Precipitaciones*Temperatura media
Precipitaciones*Tiempo de Vuelo minutos
Precipitaciones*Viento 2min
Temperatura minima*Temperatura maxima
Temperatura minima*Temperatura media
Temperatura minima*Tiempo de Vuelo minutos
Temperatura minima*Viento 2min
Temperatura minima*Viento 5min
Temperatura minima*Viento medio
Temperatura maxima*Temperatura media
Temperatura maxima*Tiempo de Vuelo minutos
Temperatura maxima*Viento 2min
Temperatura maxima*Viento medio
Temperatura media*Tiempo de Vuelo minutos
Temperatura media*Viento 2min
Temperatura media*Viento 5min
Tiempo de Vuelo minutos*Tiempo de Vuelo minutos
Viento 2min*Viento 2min
Viento 2min*Viento 5min
Viento 2min*Viento medio
Tabla 5.1: Variables e interacciones seleccionadas en el modelo de regresio´n lineal.
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Algoritmo de optimizacio´n: Son 6 algoritmos que iremos combinando con los
dema´s para´metros, Levmar, QuaNew, ConGra, DBLDog, BProp y TruReg.
Funcio´n de activacio´n: La funcio´n activacio´n [12] calcula el estado de actividad
de una neurona; transformando la entrada global en un valor (estado) de activacio´n,
cuyo rango normalmente va de (0 a 1) o de (–1 a 1). Esto es as´ı, porque una neurona
puede estar totalmente inactiva (0 o –1) o activa (1). A continuacio´n se muestran
los para´metros que se van a probar en el proc neural con la funcio´n de activacio´n
que aplican a la red neuronal:
• Lin: Lineal t
• Arc: Arcotangente arctan(t) · 2pi
• Sin: Seno sin(t)
• Sof: Funcio´n exponencial normalizada et∑ exponentials
• Gau: Gaussiana e−t2
• Tanh: Tangente tanh(t) = 1− 2
(1+e(2t))
• Log: Log´ıstica 1
1+e−t
Nu´mero de nodos ocultos: Las diferentes redes que se ira´n probando tendra´n
una capa oculta e iremos variando el nu´mero de nodos. Este para´metro ira´ creciendo
desde 2 hasta 20 de 2 en 2.
Las redes neuronales consumen muchos recursos computacionales por lo que en lugar
de iterar todos los para´metros entre si, se hara´ de una forma escalonada, es decir, primero
se probara´ con el nu´mero de nodos ocultos para un algoritmo de optimizacio´n Levmar y
una funcio´n de activacio´n Tanh.
De esta manera se obtienen 10 modelos. En la Tabla 5.2 se muestra el ASE cometido
por cada uno de ellos cambiando en nu´mero de nodos y manteniendo como algoritmo de
optimizacio´n Levmar y como funcio´n de activacio´n Tanh. El ca´lculo del error se aplica sobre
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Nu´mero de nodos ASE
2 1578,19
4 1592,91
6 1574,95
8 1584,08
10 1585,64
12 1576,97
14 1574,90
16 1568,55
18 1585,91
20 1581,11
Tabla 5.2: Modelos de red neuronal cambiando el nu´mero de nodos.
Algoritmo de optimizacio´n ASE
Levmar 1568,55
QuaNew 1609,86
ConGra 1625,06
DBLDog 1620,56
BProp 1712,49
TruReg 1588,56
Tabla 5.3: Resultados variando el algoritmo de optimizacio´n.
el conjunto de datos test de la funcio´n de salida score que se ejecuta en el procedimiento
neural.
En base a los resultados obtenidos se escoge como nu´mero de nodos ocultos 16 que
comete un error de 1568,55. Con estos nodos pasaremos a probar los diferentes algoritmos
de optimizacio´n con la funcio´n de activacio´n Tanh, con lo que obtenemos otros 6 modelos
cuyos resultados se muestran en la Tabla 5.3.
Por u´ltimo, se probara´ con las 7 funciones de activacio´n descritas anteriormente, otras
7 iteraciones lo que hara´n un total de 21 redes neuronales. Los resultados de estas u´ltimas
iteraciones se muestra en la Tabla 5.4
Con todo esto, el mejor modelo de red neuronal es la que tiene como nu´mero de nodos
ocultos 16, el algoritmo de optimizacio´n Levmar y como funcio´n de activacio´n
Arc con un ASE de 1563,95. Este modelo sera´ el que compararemos con la regresio´n,
random forest y gradient boosting.
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Funciones de activacio´n ASE
Lin 1590,88
Arc 1563,95
Sin 1568,94
Sof 1583,27
Gau 1598,85
Tanh 1568,55
Log 1585,53
Tabla 5.4: Resultados para las diferentes funciones de activacio´n.
Cabe decir que no se han ejecutado ma´s modelos de red neuronal por las limitaciones de
hardware para la realizacio´n de este TFM ya que al tener en el conjunto de datos variables
con muchas categor´ıas (se tuvieron que agrupar para la ejecucio´n de estos modelos) que se
mostraron en la Seccio´n 4.1 los tiempos de ejecucio´n eran muy malos teniendo que esperar
ma´s de 96 horas para finalizar la ejecucio´n del procedimiento neural en algunos casos.
5.4. Random forest
Random forest trata de incorporar dos fuentes de variabilidad (remuestreo de observa-
ciones y de variables) para ganar en capacidad de generalizacio´n, y reducir el sobreajuste
conservando a la vez la facultad de ajustar bien relaciones particulares en los datos (in-
teracciones, no linealidad, cortes, problemas de extrapolacio´n, etc.).
El mejor modelo de random forest lo buscaremos utilizando el procedimiento de SAS
hpforest 2. Se procedera´ de la misma forma que con el procedimiento neural, es decir, se
crearan macros con las que iterar los diferentes para´metros que el procedimiento admite
para conseguir el modelo con el menor ASE. Los para´metros que se utilizara´n para este
modelo son los siguientes:
Nu´mero de a´rboles: Se probara´ desde 10 hasta 210 a´rboles aumenta´ndolos de 50
en 50. El para´metro que marcara´ el nu´mero de a´rboles que se utilizan es maxtrees.
Profundidad ma´xima del a´rbol: Se probara´n en este para´metro los valores de 15
2Documentacio´n hpforest : http://go.documentation.sas.com/?docsetId=emhpprcref&
docsetVersion=14.2&docsetTarget=emhpprcref_hpforest_details.htm&locale=en.
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a 25 aumentando en intervalos de 5. El para´metro que indica la profundidad ma´xima
es maxdepth.
Nu´mero de variables: Es el para´metro vars to try del procedimiento hpforest,
variara´ entre 2 y 18 de 2 en 2 sin llegar a utilizar todas ya que en lugar de random
forest estar´ıamos haciendo bagging.
Taman˜o mı´nimo de hoja: Esto indica el nu´mero mı´nimo de observaciones que
tiene que tener un nodo para ser una hoja. Los valores asignados al para´metro
leafsize son de 100 a 2100 aumentando en cada iteracio´n 500.
Porcentaje de datos en el remuestreo: El para´metro que representa este por-
centaje es trainfraction. El valor de este para´metro siempre sera´ 0,5.
p-valor: A este para´metro se le ha asignado el valor 0,1 que se corresponde con el
para´metro alpha de construccio´n de a´rboles.
Los tiempos de ejecucio´n de los modelos de random forest son asumibles por lo que
se itera ”todo con todo”. Esto produce ma´s de 750 modelos de random forest. En la
figura 5.5 se muestra el resultado de los 25 mejores modelos de random forest. La columna
Variables se corresponde con el para´metro vars to try, maxtrees con el para´metro mactrees,
porcenbag es el para´metro trainfraction, tamhoja se corresponde a leafsize, maxdepth a
la profundidad ma´xima del a´rbol y pvalor es el para´metro alpha. El error ASE se muestra
en la columna que tiene como nombre media. Nos quedaremos con el mejor modelo para
utilizarlo en ensamblado.
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Figura 5.5: 25 mejores modelos de random forest.
Estos 25 primeros modelos cometen un error muy similar pero nos quedaremos con el
primero de la Figura 5.5 que tiene los siguientes para´metros:
Nu´mero de a´rboles: maxtrees=110
Profundidad ma´xima del a´rbol: maxdepth=15
Nu´mero de variables: vars to try=2
Taman˜o mı´nimo de hoja: leafsize=2100
Porcentaje de datos en el remuestreo: trainfraction=0,5
p-valor: alpha=0,1
Con este modelo se comete un ASE de 1724,44.
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5.5. Gradient boosting
Esta te´cnica de aprendizaje automa´tico consiste en repetir la construccio´n de a´rbo-
les de regresio´n/clasificacio´n, modificando ligeramente las predicciones iniciales cada vez,
intentando minimizar los residuos en la direccio´n de decrecimiento.
Se ejecutara´ el procedimiento de SAS Base treeboost 3 variando sus para´metros de
entrada para conseguir el modelo de gradient boosting con menos ASE.
Los para´metros del procedimiento treeboost que se ira´n cambiando en cada iteracio´n
son los siguientes:
Iteraciones: Esta opcio´n especifica el nu´mero de te´rminos en boosting. Para varia-
bles objetivo de intervalo y binarias, el nu´mero de iteraciones es igual a la cantidad
de a´rboles. El valor de este para´metro debe ser un nu´mero entero entre 1 y 1000 y
por defecto esta´ a 50 para variables objetivo de intervalo y binarias. El para´metro
iterations se movera´ en este caso entre 10 y 110 en intervalos de 50, por lo que
tendremos 10, 60 y 110 iteraciones en cada ejecucio´n.
Nu´mero de subconjuntos: Esta opcio´n especifica el nu´mero ma´ximo de subcon-
juntos que puede producir una regla de divisio´n. Por ejemplo, si establece un nu´mero
igual a 2, solo se producira´n divisiones binarias en cada nivel. Si establece el nu´mero
igual a 3, entonces son posibles las divisiones binarias o ternarias en cada nivel. El
para´metro maxbranch variara´ entre 2 y 6 con incrementos de 2, es decir, se probara´
con 2, 4 y 6 nu´meros ma´ximos de subconjuntos.
Profundidad ma´xima del a´rbol: Esta opcio´n determina la profundidad ma´xima
de un a´rbol de decisio´n. La profundidad de un a´rbol es el nu´mero de reglas de
divisio´n que son necesarias para llegar la hoja ma´s ”lejana”. El nodo ra´ız tiene una
profundidad de cero, mientras que sus hijos inmediatos tienen una profundidad de
uno, y as´ı sucesivamente. El procedimiento treeboost continuara´ buscando nuevas
reglas de divisio´n siempre que la profundidad del nodo actual sea menor que el
3Documentacio´n treeboost : http://support.sas.com/documentation/solutions/emtmsas/93/
emprcref.pdf.
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nu´mero. El valor predeterminado para el nu´mero es 6 y la opcio´n MAX establece
este valor en 50. Para buscar el mejor modelo de gradient boosting se variara´ el
para´metro maxdepth entre 15 y 25 con incrementos de 5 obteniendo as´ı 3 iteraciones.
Taman˜o de hoja mı´nimo: Especifica el nu´mero mı´nimo de observaciones que
es necesario para formar una nueva rama. Este argumento especifica un nu´mero
exacto de observaciones. Variaremos el valor del leafsize desde 100 hasta 1100 con
incrementos de 500, por lo que sera´n 3 iteraciones.
Para´metro de Regularizacio´n: Esta opcio´n especifica cua´nto, en porcentaje, se
reduce la prediccio´n de cada a´rbol. El valor del nu´mero debe estar entre 0 y 1 y el
valor predeterminado es 0.2. Este para´metro shrinkage variara´ en nuestro caso entre
los valores 0.01, 0.05, 0.09.
Al igual que pasaba con la te´cnica de random forest, gradient boosting tiene unos
tiempos de proceso ma´s que aceptables por lo que se va a iterar todo con todo, esto quiere
decir, que se producira´n ma´s de 200 modelos de gradient boosting y segu´n el ASE que
cometan se elegira´ el mejor modelo.
En la Figura 5.6 se muestran los 25 mejores modelos de esta te´cnica. Donde las co-
lumnas maxbranch, tamhoja se corresponde con leafsize, shrink, iterations y maxdepth se
corresponden con los para´metros descritos anteriormente y la columna media se corres-
ponde al ASE de cada modelo.
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Figura 5.6: 25 mejores modelos de gradient boosting.
El mejor modelo es el que contiene los siguientes para´metros:
Iteraciones: iterations=60
Nu´mero de subconjuntos: maxbranch=2
Profundidad ma´xima del a´rbol: maxdepth=25
Taman˜o de hoja mı´nimo: leafsize=100
Para´metro de Regularizacio´n: shrinkage=0.09
Que produce un ASE de 1133,38.
5.6. Ensamblado
Para finalizar el estudio de las diferentes te´cnicas de miner´ıa de datos se propone
realizar un modelo de ensamblado utilizando los mejores modelos de regresio´n lineal, red
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neuronal, random forest y gradient boosting.
Para realizar el ensamblado se utilizara´ el me´todo Stacking [9] con SAS Base. Se
utiliza en general este te´rmino para cualquier tipo de combinacio´n de modelos. Dadas
las predicciones y1, y2, y3 obtenidas por diferentes algoritmos, se combinan sus resultados.
Existen tres opciones ba´sicas:
1. Averaging (promediado): se calcula el promedio de las predicciones. Se puede utilizar
tambie´n promedio ponderado, por ejemplo 0.80*predigbm+0.20*predirandomforest
2. Voto (para clasificacio´n): se predice el resultado con mayor´ıa entre las predicciones:
y1 = 0, y2 = 0, y3 = 1→ prediccion = 1
3. Combinacio´n a partir de otro algoritmo (esto es estrictamente stacking). Por ejemplo,
se introducen en una regresio´n o a´rbol y1, y2, y3 como variables independientes. En
regresio´n equivaldr´ıa a un promediado de modelos con pesos diferentes.
En este caso concreto se utilizara´ la primera opcio´n, averaging. Para ello se construye
un conjunto de datos que contiene las predicciones de los cuatro modelos y en base a estos
resultados se combinan las predicciones generando 11 nuevos modelos que se muestran a
continuacio´n.
Partiendo de que yreg es la prediccio´n de la regresio´n lineal, ynn la prediccio´n de la red
neuronal, yrf la prediccio´n del random forest y ygb las predicciones del gradient boosting:
Regresio´n lineal con red neuronal: yens1 = (yreg + ynn)/2
Regresio´n lineal con random forest: yens2 = (yreg + yrf )/2
Regresio´n lineal con gradient boosting: yens3 = (yreg + ygb)/2
Red neuronal con random forest: yens4 = (ynn + yrf )/2
Red neuronal con gradient boosting: yens5 = (ynn + ygb)/2
Random forest con gradient boosting: yens6 = (yrf + ygb)/2
Regresio´n lineal, red neuronal y random forest: yens7 = (yreg + ynn + yrf )/3
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Regresio´n lineal, red neuronal y gradient boosting: yens8 = (yreg + ynn + ygb)/3
Regresio´n lineal, random forest y gradient boosting: yens9 = (yreg + yrf + ygb)/3
Red neuronal, random forest y gradient boosting: yens10 = (ynn + yrf + ygb)/3
Regresio´n lineal, red neuronal, random forest y gradient boosting: yens11 = (yreg +
ynn + yrf + ygb)/4
Con todas estas combinaciones se obtienen 11 modelos diferentes en los que tendremos
la prediccio´n media de cada observacio´n. Calculando la media de la prediccio´n de todas
las observaciones obtendremos el ASE de cada modelo de ensamblado.
En la Figura 5.7 se muestran los modelos de ensamblado ordenado por su ASE.
Figura 5.7: ASE de los modelos de ensamblado.
El modelo de ensamblado que menor ASE tiene es el que combina la regresio´n lineal
con la red neuronal con error de 1361,25.
5.7. Seleccio´n del mejor modelo
En las secciones anteriores se han presentado las diferentes te´cnicas de miner´ıa de datos
que se han utilizado en este TFM, con su explicacio´n teo´rica, sus ventajas y desventajas,
el estudio pra´ctico de las te´cnicas con la variacio´n de sus principales para´metros para
conseguir el modelo que menos ASE produzca.
En la Tabla 5.5 podemos ver los 5 mejores modelos, uno por cada te´cnica presentada.
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Te´cnica Para´metros ASE
Regresio´n Lineal
- Seleccio´n de variables: Backward
- Criterio de parada: BIC
1650,89
Redes Neuronales
- Nodos ocultos: 16
- Algoritmo de optimizacio´n: Levmar
- Funcio´n de activacio´n: Arc
1563,95
Random Forest
- Nu´mero de a´rboles: 110
- Profundidad ma´xima del a´rbol: 15
- Nu´mero de variables: 2
- Taman˜o mı´nimo de hoja: 2100
- Porcentaje de datos en el remuestreo: 0,5
1724,44
Gradient Boosting
- Iteraciones: 60
- Nu´mero de subconjuntos: 2
- Profundidad ma´xima del a´rbol: 25
- Taman˜o de hoja mı´nimo: 100
1133,38
Ensamblado
- Regresio´n lineal
- Red neuronal
1361,25
Tabla 5.5: Mejores modelos de cada te´cnica de miner´ıa de datos.
Claramente podemos concluir que el mejor modelo se produce con la te´cnica gradient
boosting presentada en la Seccio´n 5.5 con un ASE en el conjunto de datos test de 1133,38.
El coeficiente de determinacio´n [13], denominado R2, es un estad´ıstico que determina
la calidad del modelo para replicar los resultados, y la proporcio´n de variacio´n de los
resultados que puede explicarse por el modelo.
Teniendo el ASE del modelo, para calcular el R2 se utilizara´ la Fo´rmula 5.1 que de-
vuelve una estimacio´n de este estad´ıstico.
R2 ≈ 1− ASE
σ2
(5.1)
Siendo la varianza de la variable objetivo de los datos de test 1692,50 se calcula el
R2 que da un resultado de 0,34 con lo que se puede concluir que el mejor modelo de
las te´cnicas estudiadas en este trabajo explica aproximadamente un 34 % de la variable
objetivo.
Las variables ma´s importantes de este modelo son las que se muestran en la Figura 5.8.
Este gra´fico se genera al reproducir el mejor modelo de gradient boosting de SAS Base en
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SAS Miner exportando todos los para´metros. As´ı podemos observar que para esta te´cnica
de miner´ıa de datos con los para´metros anteriormente descritos las cinco variables que ma´s
importancia tienen en el modelo son Mes, Precipitaciones, Hora Llegada Cat, Aerolinea y
Hora Salida Cat.
Lo que confirma lo que se describ´ıa en la Seccio´n 4.2 sobre las variables meteorolo´gicas
y temporales tienen mucha influencia sobre la variable objetivo.
Figura 5.8: Variables ma´s importantes del mejor modelo de gradient boosting.

Cap´ıtulo 6
Conclusiones y l´ıneas futuras
En este cap´ıtulo se hara´ una reflexio´n sobre el trabajo realizado y las posibles l´ıneas
de trabajo futuras.
En la Seccio´n 6.1 se explican las conclusiones del proyecto una vez finalizado y en la
Seccio´n 6.2 se estudiara´n las l´ıneas futuras de trabajo sobre la aplicacio´n.
6.1. Conclusiones
El objetivo de este trabajo es el desarrollo de una aplicacio´n en Qlik Sense que nos
muestre toda la informacio´n recopilada de las diferentes fuentes de datos de las que se ha
hablado en la Seccio´n 2.1 y la bu´squeda del mejor modelo predictivo empleando diferentes
te´cnicas de miner´ıa de datos.
Se han cumplido los objetivos que presenta´bamos en la Seccio´n 3.1:
Se consigue la realizacio´n de una aplicacio´n en Qlik Sense intuitiva y sencilla do´nde
poder explotar toda la informacio´n recopilada.
Se ha conseguido elaborar un modelo de datos asociativo con el que podemos rela-
cionar todos los datos extra´ıdos de las diferentes fuentes de datos y que nos ayudara´
a navegar por los datos de una forma fa´cil.
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Se puede explotar la informacio´n relativa a las diferentes rutas ae´reas desde diversos
puntos de vista, los cuales ayudan a entender las causas de los retrasos de los vuelos.
Se han elaborado diversas me´tricas que ayudan a entender el co´mo se produce un
retraso, no conforma´ndonos con una u´nica me´trica sobre el retraso en minutos de
las rutas ae´reas.
La creacio´n de diversos gra´ficos en la herramienta de Qlik Sense nos muestra toda la
informacio´n desde diversos puntos de vista y con dimensiones y me´tricas cruzadas, lo
que ofrece infinidad de oportunidades de encontrar informacio´n dentro de los datos.
Estudiar las variables con una finalidad ma´s orientada al modelado y bu´squeda de
los diferentes modelos predictivos que se aplicaron en este TFM.
Se profundizo´ en la bu´squeda del mejor modelo predictivo empleando diversas te´cni-
cas de miner´ıa de datos, consiguiendo un resultado comparable para la evaluacio´n
de los diferentes modelos y escogiendo en modelo con menor ASE. Este modelo es
el presentado en la Seccio´n 5.7 generado con la te´cnica gradient boosting. El valor
de R2 indica el porcentaje explicativo del modelo sobre la variable objetivo, en este
caso es de un 34 %. Las diez variables que ma´s influencia tienen en el modelo son
Mes, Precipitaciones, Hora llegada, Aerol´ınea, Hora Salida, Destino, Origen, Vien-
to, Temperatura mı´nima y Dı´a de la semana. Esto nos confirma lo comentado en
la Seccio´n 4.2, las variables referentes a la climatolog´ıa y el tiempo tienen una gran
importancia sobre la variable objetivo.
Se consigue crear diferentes macros en SAS Base para la generacio´n de los modelos
predictivos, tanto para la parametrizacio´n de los procedimientos propios de SAS,
como para la automatizacio´n de la bu´squeda de los mejores modelos utilizando bucles
anidados que facilitaban iterar los diferentes para´metros. Tambie´n se consiguieron
adaptar diferentes macros construidas por el profesor Javier Portela Garc´ıa-Miguel
para que fuesen funcionales con training-test y con una variable objetivo de intervalo.
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Relativo a los conocimientos adquiridos sobre el software empleado, se profundizo´ en
los tres programas empleados en la realizacio´n de este TFM que son Qlik Sense, SAS Base
y SAS Miner y se adquirieron mejores habilidades de programacio´n en lenguaje SAS.
Se adquirieron conocimientos relativos al desarrollo de un proyecto de miner´ıa de datos,
adema´s de profundizar en la metodolog´ıa SEMMA que se describe en la Seccio´n 3.2
Con todo esto la experiencia personal en este trabajo ha sido satisfactoria, ya no
so´lo por haber logrado los objetivos marcados antes de empezarlo, tambie´n por todos los
conocimientos adquiridos que me ayudara´n en un futuro.
6.2. L´ıneas futuras
Como la mayor´ıa de trabajos de este cara´cter, existe la posibilidad de que cambien las
variables que influyen sobre el tema. Podr´ıa darse el caso de que nuevas variables influyan
en la determinacio´n de el retraso de un vuelo comercial o que las que ahora mismo son
importantes en esta prediccio´n pierdan su importancia. Por todo esto, la actualizacio´n de
la informacio´n, la revisio´n de los modelos predictivos y la adecuacio´n del cuadro de mando
de Qlik Sense a la realidad es esencial en un trabajo como este. Para que el trabajo aporte
cada d´ıa ma´s valor, es indispensable que sea capaz de adaptarse a todos estos cambios.
Como l´ıneas de trabajo futuro, se destacan las siguientes caracter´ısticas:
Una gran limitacio´n para este trabajo ha sido la inherente al hardware del que se
dispon´ıa para la realizacio´n de los modelos predictivos. Esta limitacio´n ha provocado
que la ejecucio´n de las diferentes te´cnicas de miner´ıa de datos tuviesen una duracio´n
de varias semanas, con lo que conlleva eso, perdida de conexio´n de la ma´quina
en diversos momentos provocando la pe´rdida de la informacio´n recopilada hasta
el momento y obligando as´ı a volver a repetir la ejecucio´n de los modelos. En base
a esto, una mejora del hardware para la bu´squeda de los modelos ayudar´ıa a probar
ma´s modelos y conseguir mejores resultados.
Explorar nuevos modelos en otras herramientas como por ejemplo R.
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Utilizar los conectores anal´ıticos que tiene Qlik Sense para incorporar el mejor mo-
delo predictivo a la herramienta creada. No se ha podido realizar esta inclusio´n en
el cuadro de mando ya que so´lo esta´n disponibles los conectores en la versio´n Server
de Qlik Sense.
Sabiendo que las condiciones climatolo´gicas afectan al retraso de un vuelo comercial,
ser´ıa una buena pra´ctica automatizar la extraccio´n de datos climatolo´gicos de las
ciudades de destino. No se ha realizado en este TFM ya que se han extra´ıdo estos
datos de forma manual y ten´ıamos en la variable Ciudad destino 247 categor´ıas.
Generar ma´s me´tricas en Qlik Sense que nos ayuden a entender mejor la problema´tica
mostrando de forma visual la informacio´n.
Ape´ndice A
Manual de usuario
Este ape´ndice pretender ser un acercamiento al usuario sobre la utilizacio´n de la apli-
cacio´n desarrollada.
A.1. Instalacio´n y preparacio´n Qlik Sense
El programa Qlik Sense (versio´n Abril 2018) se incluye en los contenidos de este Trabajo
Fin de Ma´ster. En el contenido del CD adjunto a esta memoria se puede encontrar un .exe
que es el instalador del programa Qlik Sense.
Cualquier duda acerca de la instalacio´n del producto consultar la web https://help.
qlik.com/en-US/.
Una vez instalado el producto, se debe copiar y pegar el archivo Control de vuelos.qvf
en la ruta < usuario > /Documentos/Qlik/Sense/Apps.
Una vez hecho esto, en la pantalla principal de Qlik Sense deber´ıa aparecernos la
aplicacio´n Control de vuelos como se muestra en la Figura A.1.
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Figura A.1: Pantalla principal de Qlik Sense.
A.2. Aplicacio´n Control de vuelos
Lo primero que veremos al entrar en la aplicacio´n (se muestra en la Figura A.2) son
las hojas que la componen. La divisio´n de la informacio´n se ha hecho en los siguientes
bloques:
Figura A.2: Hojas de la aplicacio´n Control de vuelos.
Principales KPIs.
Destinos.
Calendario.
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Meteorolog´ıa.
Origen.
Tabla
A.2.1. Principales KPIs
En esta primera hoja se muestran los principales KPIs que se marcaron para la repre-
sentacio´n en la aplicacio´n. En la Figura A.3 se puede ver el nu´mero total de vuelos en
2016, el nu´mero de retrasos y el porcentaje de retrasos sobre el total de vuelos como cifras
ma´s representativas. Los gra´ficos centrales de bloques representan el nu´mero de retrasos
en el aeropuerto de origen y en el destino. El veloc´ımetro central representa el porcentaje
de retrasos (cuanto ma´s se acerque la aguja al color verde estaremos en niveles ma´s bajos
de retrasos). En la parte inferior de esta primera hoja, se muestra un histograma de las
rutas frente a los retrasos en minutos y un gra´fico de dispersio´n de los distintos vuelos
do´nde tenemos en el eje X el tiempo de retraso y en el eje Y el tiempo de vuelo.
Figura A.3: Hoja principal con los KPIs.
Gracias al modelo asociativo que se ha elaborado previamente en el script de carga
de la aplicacio´n y que se muestra en la Figura 2.1, la aplicacio´n tiene un comportamiento
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responsive, esto quiere decir que si, por ejemplo, seleccionamos un aeropuerto de origen
pulsando sobre su nombre en cualquier gra´fico, toda la informacio´n que nos muestre la
aplicacio´n sera´ la relacionada con ese aeropuerto. Esto se puede ver en la Figura A.4 donde
seleccionamos como aeropuerto de origen Dallas.
Figura A.4: Visualizacio´n de los datos del aeropuerto de origen de Dallas.
A.2.2. Destinos
Lo que se busca en este bloque es ver la informacio´n relativa a los aeropuertos de
destino. En este bloque se dividira´ la informacio´n en 3 hojas. La primera hoja que se
muestra en la Figura A.5 y nos da, en el gra´fico de trazado de distribucio´n que esta´
situado arriba a la izquierda, informacio´n de la relacio´n que tiene el origen con el destino,
siendo las burbujas los aeropuertos de destino. En el gra´fico de tarta vemos como la
mayor´ıa de los retrasos se producen en los grandes aeropuertos pero si nos fijamos en el
gra´fico situado en la parte inferior izquierda la me´trica es No de retrasos / No de vuelos, de
esta manera medimos de igual forma todos los aeropuertos sin penalizar a los que menos
vuelos tienen. As´ı ya vemos que los aeropuertos medianos (color anaranjado) aparecen con
bastante frecuencia entre los de mayor porcentaje de retrasos.
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Figura A.5: Primera hoja del bloque de destinos.
La siguiente hoja nos muestra en un mapa los aeropuertos de destino con su color por
tipo de aeropuerto y el taman˜o de la burbuja nos indica el No de retrasos que hay en ese
aeropuerto. Esto se puede observar en la Figura A.6
Figura A.6: Segunda hoja del bloque de destinos.
Por u´ltimo en este bloque tenemos la hoja que tiene como nombre Vuelos vs. Retrasos
Destinos y que se muestra en la Figura A.7 do´nde analizamos el nu´mero de vuelos en el
primer gra´fico con color rojo si es retraso y azul si no lo es, en el segundo gra´fico so´lo
el nu´mero de retrasos segu´n el tipo de aeropuerto que nos lo indica el color de la barra
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(en la imagen todas azules ya que los aeropuertos grandes hay ma´s cantidad de retrasos)
y el u´ltimo gra´fico basado en la me´trica de No de Retrasos / No de vuelos donde vemos
claramente como en porcentaje no son los aeropuertos grandes donde ma´s retrasos se
cometen.
Figura A.7: Tercera hoja del bloque de destinos.
A.2.3. Temporal
En este bloque se dara´ una visio´n trimestral, mensual, semanal y diaria. En la Figura
A.8 podemos ver un gra´fico en la parte superior por d´ıas en el que se representa como
me´trica el No de Retrasos y lo que nos indica el color de la barra es la tipolog´ıa del d´ıa,
recordemos que se ha categorizado el d´ıa en -2F, -1F, F, 1F, 2F y L para representar
hasta dos d´ıas antes de un festivo y dos despue´s, y los d´ıas laborables.
En la parte inferior de la hoja se muestran 3 gra´ficos de bloques, trimestral, mensual
y semanal, de esta manera podremos ver la informacio´n por diferentes niveles temporales.
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Figura A.8: Ana´lisis temporal.
La siguiente hoja temporal lleva como nombre Retrasos Calendario y nos muestra en
diferentes gra´ficos de barras la informacio´n dividida entre los vuelos que han llegado a
tiempo (en color azul) y los que han llegado con retraso (en color rojo). Esta hoja se
muestra en la Figura A.9
Figura A.9: Ana´lisis temporal por retraso.
La u´ltima hoja de la parte temporal nos muestra por trimestre, mes y d´ıa la evolucio´n
en gra´ficos de l´ıneas para poder estudiar la tendencia de los retrasos. Se puede ver en la
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Figura A.10.
Figura A.10: Ana´lisis temporal con gra´ficos de l´ıneas.
A.2.4. Meteorolog´ıa
Aqu´ı se cruza la informacio´n meteorolo´gica con el No de Retrasos. Para hacer esto se
crean tres series temporales donde la me´trica que se refiere a los retrasos es la l´ınea de
color azul y la que representa las condiciones meteorolo´gicas es de color azul.
Como se mostraba en la Figura 4.4, estos gra´ficos nos sirven para ver la influencia que
ejercen las condiciones meteorolo´gicas sobre el nu´mero de retrasos.
A.2.5. Origen
En esta hoja lo que se muestra es la informacio´n de los aeropuertos de origen siendo
su estructura similar a la de los aeropuertos de destino que se muestra en la Figura A.5
pero suprimiendo el gra´fico del porcentaje de retrasos por tipo de aeropuerto ya que todos
los or´ıgenes son de tipo large airport. Esta hoja se muestra en la Figura A.11
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Figura A.11: Hoja que muestra la informacio´n de los aeropuertos de origen.
A.2.6. Tabla
Por u´ltimo se muestra toda la informacio´n en formato tabla. La aplicacio´n esta´ pensada
para que el usuario navegue por todas las hojas y vaya filtrando de manera que al llegar
a la hoja de tabla se muestre so´lo la informacio´n que se desea analizar.
Esta tabla se muestra en la Figura A.12 y contiene todas las variables introducidas en
la aplicacio´n.
Figura A.12: Tabla con toda la informacio´n cargada en la aplicacio´n.

Ape´ndice B
Co´digo
En este ape´ndice se incluye parte del co´digo utilizado en la ETL y en la generacio´n de
los distintos modelos predictivos.
B.1. Qlik Sense
1 for each file in filelist(’lib ://16\*. xlsx’)
2 Vuelos_tmp:
3 LOAD *
4 FROM [$(file)]
5 (ooxml , embedded labels);
6 next file
7 Store Vuelos_tmp into [’lib ://16\ vuelos.qvd’] (qvd);
Co´digo B.1: Extraccio´n de los archivos mensuales y generacio´n del QVD.
1 Calendario:
2 LOAD
3 Distinct Date(DATE) as Fecha ,
4 Day(Date(DATE)) as [Dia],
5 Month(Date(DATE)) as Mes ,
6 Year(Date(DATE)) as [Anho],
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7 WeekDay(Date(DATE)) as [Dia semana],
8 ’Q’ & ceil(month(Date(DATE))/3) as Cuatrimestre
9 FROM
10 [’lib:// Tiempo\Atlanta_16.xlsx’]
11 (ooxml , embedded labels , table is Atlanta_16)
12 Where Year(Date(DATE))=2016;
13 Join(Calendario)
14 LOAD
15 Date(Date#(FechaFest ,’YYYY -MM -DD’),’D/MM/YYYY’) as Fecha ,
16 Festividad ,
17 [TipoDia_tmp]
18 Resident Festivos;
Co´digo B.2: Generacio´n de las dimensiones temporales.
1 AeropuertosOrigen:
2 LOAD
3 type as [Tipo aeropuerto origen],
4 GeoMakePoint(latitude_deg , longitude_deg) as "Localizacion
origen",
5 continent as [Continente origen],
6 iso_country as [Pais origen],
7 municipality as [Region origen],
8 iata_code as [Origen]
9 FROM
10 [’lib:// Aeropuertos\airports.xlsx’]
11 (ooxml , embedded labels , table is airports)
12 WHERE Match(iata_code , $(vAeropuertos)) ;
Co´digo B.3: Extraccio´n de la informacio´n de los aeropuertos de origen.
1 [Vuelos ]:
2 LOAD *,
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3 interval ([Hora Salida Real]-[Hora Salida ]) as [Retraso
Salida],
4 interval ([Hora Salida Real]-[Hora Salida],’mm’) as [Retraso
Salida minutos],
5 Num(( Retraso)/[ Tiempo de Vuelo],’#.##0 ,00’) as [Coeficiente
Retraso],
6 interval ([Hora Llegada Real]-[Hora Llegada],’mm’) as [Retraso
minutos ];
7 LOAD
8 [AIRLINE_ID] AS [IDAerolinea],
9 [TAIL_NUM] AS [IDAvion],
10 [FL_NUM] AS [IDVuelo],
11 [ORIGIN_AIRPORT_ID] AS [IDAeropOrigen],
12 AutoNumber(ORIGIN & ’#’ & MakeDate ([YEAR], [MONTH], [
DAY_OF_MONTH ])) as key_VueloFecha ,
13 [DEST] AS [Destino],
14 [DEST_CITY_NAME] AS [Ciudad Destino],
15 [DEST_STATE_NM] AS [Estado Destino],
16 Time(TimeStamp #(If(len([ CRS_DEP_TIME ])=3, 0&[ CRS_DEP_TIME
],[ CRS_DEP_TIME ]),’hhmm’),’hh:mm’) AS [Hora Salida],
17 Time(TimeStamp #(If(len([ DEP_TIME ])=3, 0&[ DEP_TIME],[DEP_TIME ]),
’hhmm’),’hh:mm’) AS [Hora Salida Real],
18 Time(TimeStamp #(If(len([ CRS_ARR_TIME ])=3, 0&[ CRS_ARR_TIME
],[ CRS_ARR_TIME ]),’hhmm’),’hh:mm’) AS [Hora Llegada],
19 Time(TimeStamp #(If(len([ ARR_TIME ])=3, 0&[ ARR_TIME],[ARR_TIME ]),
’hhmm’),’hh:mm’) AS [Hora Llegada Real],
20 interval(SubField(ARR_DELAY ,’.’ ,1)/24/60 ,’hh:mm’) AS [Retraso],
21 If([ ARR_DELAY]>0, 1, 0) AS [esRetraso],
22 [CANCELLED] AS [Cancelado],
23 [CANCELLATION_CODE] AS [Codigo Cancelacion],
24 interval(SubField ([ AIR_TIME],’.’ ,1)/24/60 ,’hh:mm’) AS [
Tiempo de Vuelo],
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25 SubField ([ AIR_TIME],’.’ ,1) as [Tiempo de Vuelo minutos],
26 Num(SubField ([ DISTANCE],’.’ ,1)/0.62137 ,’#.##0 ,00’) as [
Distancia KM],
27 [CARRIER_DELAY],
28 [WEATHER_DELAY],
29 [NAS_DELAY],
30 [SECURITY_DELAY],
31 [LATE_AIRCRAFT_DELAY],
32 APPLYMAP( ’__cityKey2GeoPoint ’, APPLYMAP( ’__cityName2Key ’,
LOWER ([ ORIGIN ])), ’-’) AS [Abril.ORIGIN_GeoInfo],
33 APPLYMAP( ’__cityKey2GeoPoint ’, APPLYMAP( ’__cityName2Key ’,
LOWER ([DEST])), ’-’) AS [Abril.DEST_GeoInfo]
34 FROM [’lib ://16\ vuelos.qvd’] (qvd)
35 Where Match(ORIGIN , $(vAeropuertos))
36 ;
37
38
39 TAG FIELD [Origen] WITH ’$geoname ’, ’$relates_Abril.ORIGIN_GeoInfo ’
;
40 TAG FIELD [Abril.ORIGIN_GeoInfo] WITH ’$geopoint ’, ’$hidden ’, ’
$relates_Origen ’ ;
41 TAG FIELD [Destino] WITH ’$geoname ’, ’$relates_Abril.DEST_GeoInfo ’
;
42 TAG FIELD [Abril.DEST_GeoInfo] WITH ’$geopoint ’, ’$hidden ’, ’
$relates_Destino ’ ;
Co´digo B.4: Generacio´n de la tabla de hechos.
1 Left Join(Vuelos)
2 LOAD
3 type as [Tipo aeropuerto],
4 GeoMakePoint(Replace(Text(latitude_deg),’.’,’,’), Replace(Text(
longitude_deg),’.’,’,’)) as [Localizacion Destino],
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5 Replace(Text(latitude_deg),’.’,’,’) as [Latitud destino],
6 Replace(Text(longitude_deg),’.’,’,’) as [Longitud destino],
7 municipality as [Ciudad destino],
8 iata_code as [Destino]
9 FROM
10 [’lib:// Aeropuertos\airports.csv’]
11 (txt , codepage is 1252, embedded labels , delimiter is ’,’, msq)
12 where type <>’closed ’;
13
14
15 Left Join(Vuelos)
16 LOAD Code as IDAerolinea ,
17 Description as [Aerolinea]
18 FROM
19 [’lib:// Companias\L_AIRLINE_ID.csv’]
20 (txt , codepage is 1252, embedded labels , delimiter is ’,’, msq);
Co´digo B.5: Extraccio´n de los datos del aeropuerto de origen y el nombre de la aerol´ınea.
1 Meteorologia:
2 LOAD
3 AutoNumber(IF(Left(Archivo ,3)=’Atl’,’ATL’,
4 If(Left(Archivo ,3)=’Dal’,’DFW’,
5 If(Left(Archivo ,3)=’Den’,’DEN’,
6 If(Left(Archivo ,2)=’LA’,’LAX’,
7 IF(Left(Archivo ,2)=’NY’,’JFK’,
8 If(Left(Archivo ,3)=’Orl’,’ORD’)
9 )
10 )
11 )
12 )
13 )& ’#’ & Date(DATE)) as key_VueloFecha ,
14 Num(Replace(AWND ,’.’,’,’)) as [Viento medio],
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15 Num(Replace(PRCP ,’.’,’,’)) as Precipitaciones ,
16 Num(Replace(SNOW ,’.’,’,’)) as Nieve ,
17 Num(Replace(TAVG ,’.’,’,’)) as [Temperatura media],
18 Num(Replace(TMAX ,’.’,’,’)) as [Temperatura maxima],
19 Num(Replace(TMIN ,’.’,’,’)) as [Temperatura minima],
20 Num(Replace(WSF2 ,’.’,’,’)) as [Viento 2min], //Num#(WSF2 ,
’#.#’, ’.’ , ’,’)
21 Num(Replace(WSF5 ,’.’,’,’)) as [Viento 5min]
22 FROM
23 [’lib:// Tiempo\Meteorologia.qvd’] (qvd)
24 Where Match(STATION , $(vEstacionesMeteo)) ;
Co´digo B.6: Extraccio´n de los datos meteorolo´gicos.
B.2. SAS Base
1 %macro redneuronal(archivo=,listclass=,listconti=,vardep=,porcen=,
semilla=,ocultos=,algo=,acti=,earlystop =);
2 %if &listclass eq %then %do;
3 PROC DMDB DATA=& archivo dmdbcat=catauno;
4 target &vardep;
5 var &listconti &vardep;
6 run;
7 %end;
8 %else %do;
9 PROC DMDB DATA=& archivo dmdbcat=catauno;
10 target &vardep;
11 var &listconti &vardep;
12 class &listclass;
13 run;
14 %end;
15 data ooo;set &archivo;run;
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16 data datos;set ooo nobs=nume;tr=int(& porcen*nume);call symput(’tr’,
left(tr));u=ranuni (& semilla);run;
17 proc sort data=datos;by u;run;
18 data datos valida;set datos;if _n_ >tr then output valida;else
output datos;run;
19 proc neural data=datos dmdbcat=catauno validata=valida graph;
20 input &listconti / id=i;
21 input &listclass / level=nominal;
22 target &vardep / id=o;
23 hidden &ocultos / id=h act=&acti;
24 nloptions maxiter =10;
25 netoptions randist=normal ranscale =0.1 random =15115;
26 train maxiter =25 outest=mlpest estiter =1 technique =&algo;
27 score data=datos out=mlpout outfit=mlpfit;
28 score data=valida out=mlpout2 outfit=mlpfit2 role=valid;
29 run;
30 data mlpest2 ;
31 k=3;
32 retain iterepocas 0;
33 set mlpest;
34 eval=_VOBJERR_;
35 x3=lag3(eval);
36 x6=lag6(eval);
37 if _n_ >6 and eval >x3 and eval >x6 then iterepocas=_n_;
38 run;
39 data;
40 set mlpest2;
41 if iterepocas ne 0 then do;
42 call symput(’earlystop ’,left(iterepocas));
43 stop;
44 end;
45 run;
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46 data fin_&ocultos._&algo._&acti.;j=& earlystop;set mlpest point=j;
output;stop;run;
47 data mlpest;set mlpest nobs=nume; if _n_=& earlystop then do;
48 cosa1=put(_OBJERR_ ,20.6) ;
49 cosa2=put(_VOBJERR_ ,20.6) ;
50 end;
51 else do;cosa1=’ ’;cosa2=’ ’;end;
52 run;
53 title1
54 h=2 box=1 j=c c=red ’TRAIN ’ c=blue ’ VALIDA ’
55 h=1.5 j=c c=black "EARLY STOPPING =& earlystop " "semilla =& semilla"
56 h=1 j=c c=green "NODOS OCULTOS: &ocultos " " METODO: &algo " "
ACTIVACION: &acti";
57 ;
58 symbol1 c=red v=circle i=join pointlabel =("#cosa1" h=1 c=red
position=bottom j=c);
59 symbol2 c=blue v=circle i=join pointlabel =("#cosa2" h=1 c=blue
position=top j=c);
60 axis1 label=none;
61 proc gplot data=mlpest;plot _OBJERR_ *_iter_ =1 _VOBJERR_*_iter_ =2
62 /overlay href=& earlystop vaxis=axis1 haxis=axis1 ;run;
63 proc print data=fin_&ocultos._&algo._&acti.;
64 var _iter_ _OBJERR_ _AVERR_ _VNOBJ_ _VOBJ_ _VOBJERR_
_VAVERR_
65 ;run;
66 %mend;
Co´digo B.7: Macro red neuronal training-test.
1 %macro randomforest(archivo=,
2 vardep=,listconti=,listcategor=,
3 semilla1=,porcen1=,
4 maxtrees=,variables=,porcenbag=,maxbranch=,tamhoja=,maxdepth=,
B.2. SAS BASE 77
pvalor =);
5 proc surveyselect data=& archivo out=muestra1 outall method=srs seed
=& semilla1 samprate =& porcen1 noprint;run;
6 data muestra1;set muestra1;if selected =1 then vardep =& vardep;else
vardep =.; run;
7 data entreno testeo;set muestra1;if selected =1 then output entreno;
else output testeo;drop selected;run;
8 ods listing close;
9 proc hpforest data=muestra1
10 maxtrees =& maxtrees
11 vars_to_try =& variables
12 trainfraction =& porcenbag
13 leafsize =& tamhoja
14 maxdepth =& maxdepth
15 alpha =& pvalor
16 exhaustive =5000
17 missing=useinsearch ;
18 target &vardep/level=interval;
19 input &listconti/level=interval;
20 %if (& listcategor ne) %then %do;
21 input &listcategor/level=nominal;
22 %end;
23 score out=saltesteo;
24 run;
25 data saltesteo ;merge saltesteo muestra1;error=(P_&vardep -& vardep)
**2; run;
26 proc sort data=saltesteo;by selected;
27 proc means data=saltesteo;var error;output out=final mean=media;by
selected;run;
28 data final;set final;if selected =0; run;
29 %mend;
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Co´digo B.8: Macro random forest training-test.
1 %macro boosting(archivo=, vardep=, listconti=, listcategor=,
semilla1=, porcen1=, iterations=, shrink=, maxbranch=, tamhoja=,
maxdepth =);
2 proc surveyselect data=& archivo out=muestra1 outall method=srs seed
=& semilla1 samprate =& porcen1 noprint;run;
3 data muestra1;set muestra1;if selected =1 then vardep =& vardep;else
vardep =.; run;
4 data entreno testeo;set muestra1;if selected =1 then output entreno;
else output testeo;drop selected;run;
5 ods listing close;
6 proc treeboost
7 data=muestra1
8 shrinkage =& shrink
9 maxbranch =& maxbranch
10 maxdepth =& maxdepth
11 iterations =& iterations
12 leafsize =& tamhoja;
13 %if (& listcategor ne) %then %do;
14 input &listcategor/level=nominal;
15 %end;
16 input &listconti/level=interval;
17 target &vardep /level=interval;
18 score data=muestra1 out=saltesteo;
19 run;
20 ods listing ;
21 data saltesteo ;merge saltesteo muestra1;error=(P_&vardep -& vardep)
**2; run;
22 proc sort data=saltesteo;by selected;
23 proc means data=saltesteo;var error;output out=final mean=media;by
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selected;run;
24 data final;set final;if selected =0; run;
25 %mend;
Co´digo B.9: Macro gradient boosting training-test.
1 %macro ensamblado (archivo=,vardepen=,listcategor=,listconti =);
2 data final;run;
3 proc printto print=’C:\ Users\iesperon\Dropbox\PROPIO \17 -18\ SAS Base
\ca.txt’ log=’C:\Users\iesperon\Dropbox\PROPIO \17 -18\ SAS Base\
loga.txt’;run;
4 /* *********************************************************** */
5 /* REGRESION */
6 /* *********************************************************** */
7 ods output SelectedEffects=efectos;
8 proc glmselect data=muestra1;
9 class &listcategor;
10 model &vardepen= &listcategor &listconti
11 / selection=forward(select=SBC choose=SBC);
12 output out=salreg p=predi;
13 ;
14 proc print data=efectos;run;
15 data;set efectos;put effects ;run;
16
17 data sal1 ;set salreg;predi1=predi;run;
18
19 /* *********************************************************** */
20 /*RED */
21 /* *********************************************************** */
22 PROC DMDB DATA=& archivo dmdbcat=catauno;
23 target &vardepen;
24 var &listconti &vardepen;
25 class &listcategor;
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26 run;
27
28 data ooo;set Baseanalisis;run;
29 data datos;set ooo nobs=nume;tr=int (0.8* nume);call symput(’tr’,left
(tr));u=ranuni (2348);run;
30 proc sort data=datos;by u;run;
31 data datos valida;set datos;if _n_ >tr then output valida;else
output datos;run;
32
33 /* *********************************************************
34 EJECUTAR LA RED
35 ********************************************************** */
36 proc neural data=datos dmdbcat=catauno validata=valida graph;
37 input &listconti / id=i;
38 input &listcategor / level=nominal;
39 target &vardepen / id=o;
40 hidden 16 / id=h act=ARC;
41 nloptions maxiter =10;
42 netoptions randist=normal ranscale =0.1 random =15115;
43 train maxiter =25 outest=mlpest estiter =1 technique=LEVMAR;
44 score data=datos out=salred ;
45 run;
46
47 data sal2 (keep=& vardepen predi2 grupo vardep);set salred;predi2=p_
&vardepen;run;
48
49 /* *********************************************************** */
50 /* RANDOM FOREST */
51 /* *********************************************************** */
52
53 proc hpforest data=muestra1
54 maxtrees =110
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55 vars_to_try =2
56 trainfraction =0.5
57 leafsize =2100
58 maxdepth =15
59 alpha =0.1
60 exhaustive =5000
61 missing=useinsearch ;
62 target &vardepen /level=interval;
63 input &listconti /level=interval;
64 input &listcategor /level=nominal;
65 score out=sal;
66 run;
67
68 data sal3 (keep=& vardepen predi3 grupo vardep);set sal;predi3=p_&
vardepen;run;
69
70 /* *********************************************************** */
71 /* GRADIENT BOOSTING */
72 /* *********************************************************** */
73 proc treeboost
74 data=muestra1
75 shrinkage =0.01
76 maxbranch =2
77 maxdepth =25
78 iterations =10
79 leafsize =500;
80 input &listcategor /level=nominal;
81 input &listconti /level=interval;
82 target &vardepen /level=interval;
83 score data=muestra1 out=salboost;
84 run;
85
82 APE´NDICE B. CO´DIGO
86 data sal4 (keep=& vardepen predi4 grupo vardep);set salboost;predi4=
p_&vardepen;run;
87
88 /* STACKING */
89
90 data unionsal (drop=ygorro);merge sal1 sal2 sal3 sal4;
91 predi5 =( predi1+predi2)/2;
92 predi6 =( predi1+predi3)/2;
93 predi7 =( predi1+predi4)/2;
94 predi8 =( predi2+predi3)/2;
95 predi9 =( predi2+predi4)/2;
96 predi10 =( predi3+predi4)/2;
97 predi11 =( predi1+predi2+predi3)/3;
98 predi12 =( predi1+predi2+predi4)/3;
99 predi13 =( predi1+predi3+predi4)/3;
100 predi14 =( predi2+predi3+predi4)/3;
101 predi15 =( predi1+predi2+predi3+predi4)/4;
102 run;
103 ata salfin (keep=& vardepen vardep predi1 -predi15 grupo);set
unionsal;if grupo =&exclu then output;run;
104 data salbos (drop=i);
105 array predi {15};
106 array ase {15};
107 set salfin;
108 do i=1 to 15;
109 ase{i}=( predi{i}-&vardepen)**2;
110 end;
111 run;
112 data fantasma;set fantasma salbos;run;
113 proc means data=fantasma noprint;var ase1 -ase15;
114 output out=mediaresi mean=ase1 -ase15;
115 run;
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116 %mend;
Co´digo B.10: Macro ensamblado training-test.

Glosario
C
csv Tipo de documento en formato abierto sencillo para representar datos en forma de
tabla, en las que las columnas se separan por comas o por punto y coma y las filas
por saltos de l´ınea.. 5, 6, 8
G
GitHub Plataforma de desarrollo colaborativo para alojar proyectos utilizando el sistema
de control de versiones Git. . 6, 28
O
OACI Los co´digos OACI de compan˜´ıas ae´reas son co´digos de tres letras, asignadas por
la OACI a las compan˜´ıas ae´reas de todo el mundo.. 6
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