We present an automatic reconstruction pipeline for large scale urban scenes from aerial images captured by a camera mounted on an unmanned aerial vehicle. Using state-of-the-art Structure from Motion and Multi-View Stereo algorithms, we first generate a dense point cloud from the aerial images. Based on the statistical analysis of the footprint grid of the buildings, the point cloud is classified into different categories (i.e., buildings, ground, trees, and others). Roof structures are extracted for each individual building using Markov random field optimization. Then, a contour refinement algorithm based on pivot point detection is utilized to refine the contour of patches. Finally, polygonal mesh models are extracted from the refined contours. Experiments on various scenes as well as comparisons with state-of-the-art reconstruction methods demonstrate the effectiveness and robustness of the proposed method.
MVS pipeline starts by automatically matching features among
and it is robust to a wide range of data qualities.
39
The contributions of our work include:
40
• a novel framework for automatic reconstruction of large 41 scale urban scenes from UAV images, which provides 42 realistic reconstruction with semantic information.
43
• an object level point cloud segmentation algorithm and these processes relies on a regularized MRF labeling strategy.
152
An overview of our method is shown in Figure 1 .
153
We first classify the point cloud of a large scene into four 154 different categories, i.e., buildings, ground, trees, and others.
155
We define a set of point features based on a 2D supporting 156 grid by projecting the point set onto the ground. Then the 157 classification is achieved using a regularized MRF formulation.
158
Graph cut [30, 31] is used to solve the labeling problem (see
159
Section 4).
160
After point cloud classification, the data for each building is generated using SfM and MVS. Then an object level segmentation is performed to decompose the entire scene into buildings and other objects (c). For each individual building, we extract the roofs (e) from its depth map (d) defined on a grid representation. Then a polygonal model (f) is extracted from the roofs (e). Finally, the entire scene can be textured (g) for various applications. we compute attributes for the points projected into this cell.
Object Level Segmentation

189
In the grid, each cell has the standard 4-connected neighbors.
190
An illustration of a 2D supporting grid is shown in Figure 2 . for it to be identified separately. Our point cloud classification 207 algorithm incorporates features defined by these observations.
208
We introduce an identification function F(·) that measures 209 the probability of a grid cell c i ∈ C belonging to one of these • the standard deviation of the height of the points in a cell:
Then, the normalized identification function F(·) is defined as
where z ground denotes the elevation of the ground plane;
220
is a threshold such that a point is considered belonging to a cells. We define the data cost for each category as follows
Smoothness cost. The smoothness term measures the spatial 242 correlation of neighboring cells. Given two adjacent elements 243 p and q, the smoothness energy term is defined by Optimization. Thus the overall energy function is into a set of planar regions (including roofs and the ground).
337
This optimization is formulated as a cell-wise labeling problem,
338
which is similar to the one used in the previous classification 339 step (see Section 4.2). Our objective function still has a data 340 cost term and a smoothness cost term.
341
Data cost. The data cost term D(p, f p ) encodes the likelihood of assigning a label f p to a cell p ∈ P. It is defined as the distance measured from p to the corresponding plane with
where x p is the position of cell p in the grid, n f is the normal 
344
Smoothness cost. Smoothness cost term V p,q penalizes the assignment of two different labels to adjacent cells p and q, and thus encourages the coherence between neighboring cell pairs:
where l ground denotes the ground plane. The penalty term δ 1 is a constant term that makes the penalty robust to region boundaries. δ 2 is another penalty term defined as the distance between the projected points on different planes
where pro j(p) is the projection of the point on the correspond-345 ing plane.
346
Optimization. By combining the above two terms, the overall energy is defined similar to that in Equation 4:
where P is the cells set and N represents the standard 4- 
363
Experiments show that the alignment of the grid with the 2D 364 coordinate system significantly helps to eliminate the zigzag 365 artifacts in the extracted roof patches. Figure 3 shows the 366 extracted roofs after the rotation step.
367
To extrude polygonal models from the roof patches, we first patches (see Figure 4) .
382
We linearize, and thus simplify the contours of roof that has the maximum distance to the simplified segments, and 387 this point is discarded if it is closer than a threshold ε to the 388 approximating segments. The recursion is continuing until no 389 more points can be found that have distances greater than ε to 390 the simplified segments. In our experiment, we set ε to 0.2 m.
391 Figure 5 shows an example of contour simplification results.
392
In the end, we finish the whole pipeline by constructing a 
Results and Discussion
401
We have tested our approach on several datasets of large compensates the low quality of the data in an excellent way.
435
As can be seen from this figure, although the roofs of the Outlier ratio: 1.6% 3.0 % 6.7% 7.5% 
468
In Figure 9 , we demonstrate the robustness of our roof further processing.
502
In Table 1 , we show a quantitative comparison with the 503 aforementioned methods on the buildings shown in Figure 10 .
504
As can be seen from this Besides the individual buildings, the experiments also 522 demonstrate that our reconstruction framework has satisfactory 523 performance on large scenes (see Figures 6 and 7) . We record 524 the running times for these scenes, which can be seen in Table 2 . 
538
Another limitation is that the piecewise planar roof structure 539 Table 2 : Running times (in seconds) of the two core steps (object level segmentation and roof extraction) for the two large scenes shown in Figure 6 and Figure 7 .
Segmentation Roof extraction Figure 6 2.36 3.36 Figure 7 15.01 6.92 assumption becomes too restrictive when dealing with atypical 540
architectures, e.g., buildings with curved roofs or facades.
541
Currently our method can not handel these types of buildings. 
