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El presente trabajo de tesis doctoral se enmarca dentro de los métodos debúsqueda heurística en Inteligencia Artificial. Más concretamente se ha centradoen el diseño de algoritmos utilizando una perspectiva de computación emergentey auto-organización.El diseño se inspira en las capacidades de auto-organización de las coloniasde insectos. Esta auto-organización consiste en ajustar la conducta en funciónde la respuesta obtenida al realizar una acción en un determinado entorno. Estemismo esquema se ha trasladado a un algoritmo de búsqueda: las acciones seríanla generación de soluciones y el entorno sería el problema que se desea resolver.De este modo se consigue que el algoritmo se auto-organice según el estado dela búsqueda.El punto de partida ha sido un sistema multi-agente: la meta-heurística AntColony Optimisation. La cual ha sido modificada para aplicar un enfoque clásico deInteligencia Artificial: búsquedas en espacios de estados. Los agentes del sistemaoperan de manera asíncrona. De este modo, se reduce la influencia a la que seve sometido cada agente, lo cual se traduce en un mejor proceso de búsqueda, alreducirse el riesgo de estancarse por una pérdida de diversidad.Además, se ha desarrollado una dinámica auto-organizativa para regular lapoblación de agentes. Esta dinámica de población permite mantener un equilibrioen la búsqueda mediante el balance de la población de agentes tanto en tamañocomo en composición. Estas técnicas de diseño permiten disminuir el número deparámetros del algoritmo.Todo este conjunto de ideas se materializan en la implementación de un nue-vo algoritmo: Ant Colony Extended, el cual ha obtenido buenos resultados enproblemas de búsqueda y optimización muy diferentes tales como el problemadel viajante de comercio (TSP), problemas clásicos de programación genética, yplanificación-optimización de maniobras para barcos.




The present doctoral thesis is devoted to heuristic search methods in Artifi-cial Intelligence. More specifically, it is focused on designing algorithms using aperspective of emerging computation and self-organisation.The design is inspired by the self-organising capabilities of colonies of insects.This self-organisation adjusts the behaviour of the system, depending on the res-ponse obtained from performing an action in a certain environment. This schemehas been translated to a search algorithm: actions would be the generation ofsolutions and the environment would be the problem to be solved. This ensuresthat the algorithm is self-organised by the state of the search.The starting point has been a multi-agent system: the meta-heuristic Ant Co-lony Optimisation. Which has been modified to apply a classical approach of Ar-tificial Intelligence: solving problemas by searching a state space. System agentsoperate asynchronously. This reduces the influence each agent is subjected to,which results in a better search process by reducing the risk of stagnation due toa loss of diversity.Moreover, a self-organising dynamic has been developed to regulate the agentpopulation. This population dynamic allows holding an equilibrium of the search,balancing the population of agents in both size and composition. These techniquesallow designing algorithms with fewer parameters.These ideas lead to the implementation of a new algorithm: Ant Colony Exten-ded, which has performed well in very different problems of search and optimisationproblems, such as the traveling salesman problem (TSP), classical problems of ge-netic programming, and planning-optimisation of ship manoeuvres.
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Saber que no se sabe constituye talvez el más difícil y delicado saber.J. Ortega y Gasset
La inteligencia y la mente humana es un tema que ha suscitado muchísimointerés a lo largo de la historia. René Descartes en el s.XVII en su famoso Tratadodel hombre [DA90] postula el cuerpo y la mente (alma) como dos sustancias dife-rentes. La interacción mente-cuerpo la resolvía mediante la glándula pineal queservía de nexo.Lo interesante de la teoría de Descartes no es su solución, sino la problemáticaque plantea: la interacción mente-cuerpo. El problema fundamental viene a raíz delo que se conoce como clausura causal del mundo físico (causal closure): Todos losefectos físicos únicamente pueden tener una causa física. El cuerpo en tanto quesustancia física, no podía ser influenciado por la mente, la cual como sustanciaideal, no pertenecía al mundo físico.Se puede ver la problemática filosófica del problema: la mente está compuestade ideas, sustancias ideales, y mi cuerpo es una sustancia física. Entonces, ¿cómopueden mis ideas causar mi comportamiento? O dicho de otro modo ¿cómo algoideal puede ser causa de un efecto físico?.El nacimiento de la computación y la Inteligencia Artificial trajo una nuevaperspectiva al debate. La máquina de Turing representa una máquina física, queescribe símbolos sobre una cinta. El movimiento de dicha máquina está goberna-do por reglas, asociaciones de movimiento y símbolos, dependiendo del símbolo,la máquina escribía, se movía, etc... Dependiendo del orden de los símbolos, elpatrón de movimiento de la máquina cambiaba. Filosóficamente, la computacióndemostraba que sustancias no físicas, como la sintaxis, el orden de los símbolos,podrían ser causa de un fenómeno físico: el comportamiento de una máquina. Naceentonces la llamada metáfora computacional: la mente es una computadora. Estahipótesis gozó de gran popularidad impulsada por el nacimiento de la InteligenciaArtificial a mediados del s. XX.La Inteligencia Artificial oficialmente nace en la famosa conferencia de Dart-mouth College en 1956 auspiciada por John McCarthy, Marvin Minsky, AllenNewell y Herbert Simon, considerados como los padres fundadores de la inves-tigación en Inteligencia Artificial. La disciplina tiene su germen en un artículo
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publicado por Alan Turing [Tur50], donde plantea la cuestión de si una máquinapuede pensar.En el contexto histórico en que nace la Inteligencia Artificial existe otro hechofundamental: el nacimiento del cognitivismo. El cognitivismo es una corriente ideo-lógica que nace entre 1950 y 1960 como reacción al conductivismo, el cual postu-laba la mente humana como una caja negra inaccesible, donde el comportamientopuede explicarse recurriendo únicamente a asociaciones estímulo-respuesta. Encontraste, el cognitivismo afirma que el comportamiento debe atender a los pro-cesos mentales: procesamiento de información. El individuo percibe informaciónmediante los sentidos y la procesa, el resultado de ese procesamiento da lugar adiferentes conductas. El cognitivismo va ligado a la idea de computación en tantoque la computación constituye la definición formal, matemática, de procesamientode la información.Definir la mente humana como un procesamiento de información, no como unacaja negra, hace posible trasladar ese procesamiento a otro sistema, a un ordena-dor. De tal modo que si un ordenador procesa la información como lo hace la mentehumana, al ser ésta inteligente, el ordenador también sería inteligente. De estemodo las primeras investigaciones en Inteligencia Artificial tienen una profundaraíz teórica, textos como “Human Problem Solving” [NS+72] de Newell y Simonprofundizan en modelos o hipótesis de cómo es un proceso cognitivo mediantemodelos computacionales.La Inteligencia Artificial consiguió grandes avances en distintos campos, pe-ro la meta principal se asumió casi como imposible: no fue capaz de recrear lainteligencia humana. La imposibilidad de la Inteligencia Artificial trajo como con-secuencia el declive de la metáfora computacional, en ciertos aspectos la mentees parecida a un computador, se acepta que procesa información, pero no es uncomputador. En su lugar apareció la Neurociencia: el estudio del cerebro. Estanueva perspectiva al ser de base biológica, abrió la puerta al estudio del cerebrocomo una adaptación evolutiva.La aproximación de la Neurociencia es la vigente a día de hoy pero llevaconsigo un problema: mientras se profundiza en la compresión del cerebro, apenasse obtienen respuestas acerca de la mente humana. Términos como “inteligencia”,“conciencia”, “el yo”, etc... siguen siendo problemáticos.La Neurociencia unida a las llamadas ciencias de la complejidad, el estudio desistemas complejos, trajo una nueva hipótesis: la mente como fenómeno emergentede la dinámica cerebral. La novedad de esta teoría radica en que hasta ahorasiempre se había buscado una explicación explícita de la mente y por ende de lainteligencia, una definición concreta. Esta aproximación propone la mente comofenómeno. La idea es, por lo menos, sugerente.Igual que ocurre con la mente humana, la misma aproximación se puede apli-car a la inteligencia artificial. No hay ninguna razón para que la inteligenciatenga que ser diseñada explícitamente mediante un conjunto de procedimien-tos o instrucciones. Como se puede encontrar en algunos textos de R. Brooks[Bro90, Bro91, Bro99], la inteligencia puede ser una propiedad de un sistemacomputacional, en el sentido que el sistema se comporte de manera inteligentesin necesidad de que en su programación haya ninguna mención explícita a lainteligencia. La inteligencia resulta una propiedad emergente.En esta tesis lo que se propone es diseñar un algoritmo de búsqueda capaz deresolver problemas de una manera inteligente, donde la inteligencia del algoritmosurja de la dinámica propia del algoritmo, es decir, sea de carácter emergente.
1.1. COMPORTAMIENTOS EMERGENTES Y AUTO-ORGANIZACIÓN 131.1. Comportamientos emergentes y auto-organización
La primera cuestión consiste en definir que es un “comportamiento emergente”,una definición adecuada la podemos encontrar en el texto de Steven Johnson[Joh02]:A higher-level pattern arising out of parallel complex interactions bet-ween local agents.El término emergente se aplica a aquellos sistema que exhiben patrones decomportamiento causados por las interacciones locales de sus agentes. Es decir,dicho patrón no es consecuencia de las capacidades de cada agente, sino de lainteracción entre ellas.Cuando hablamos de patrón, implícitamente estamos introduciendo un sistemaque evoluciona en el tiempo. Si en instantes sucesivos de tiempo el “aspecto”del sistema permanece estable, no cambia, entonces dicho aspecto constituye unpatrón: una repetición temporal.Ejemplo típicos los encontramos en la evolución, a lo largo del tiempo, unaespecie puede evolucionar en otra. Ambas especies constituyen un patrón de unaforma de vida, mientras que en el proceso lo que se dan son estados intermedios–transiciones– donde se va concretando la morfología de la nueva especie.Las propiedades emergentes constituyen un área multi-disciplinar, dentro de lacual podemos encontrar multitud de estudios de diferentes autores [Hol75, L+89,For90, Kau93, Kau95, Mit09].En nuestro caso nos vamos a centrar en lo que se conoce como computaciónemergente que consiste en el estudio de propiedades emergentes en sistemascomputacionales.
Computación emergenteEl inicio de lo que se conoce como Computación Emergente lo podemos fechar“oficialmente” en una conferencia del año 1990 que tuvo lugar en “Los AlamosNational Laboratory”. La conferencia, organizada por Stephanie Forrester con eltitulo de “Emergent Computation” [For91], tenía como objetivo dar una definiciónal área de estudio de la emergencia dentro de las ciencias computacionales.La propia Forrester [For90] nos da una definición de qué constituye la compu-tación emergente:(i) A collection of agents, each following explicit instructions(ii) Interactions among the agents (according to their instructions),which form implicit global patterns at the macroscopic level, i.e.epiphenomena(iii) A natural interpretation of the epiphenomena as computationsLo que indica Forrester es básicamente la misma idea de emergencia perotrasladada a un sistema computacional: los agentes tienes reglas explícitas pro-gramadas e interactuan entre ellos. De dicha interacción se puede observar unpatrón global de comportamiento entre los agentes. Dicho patrón es un fenómenosecundario derivado de uno primario: la interacción entre los agentes.La pregunta clave es ¿por qué podemos considerar este segundo fenómeno,el patrón global, como computación? La respuesta proviene de la teoría de la
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computación. Como señala Forrester, de acuerdo con la tesis de Church-Turing, unamáquina de Turing puede implementar cualquier posible sistema computacionaly ejecutar cualquier conjunto de instrucciones. Por tanto las misma reglas quedefinen un fenómeno de computación emergente pueden ser definidas como unamáquina de Turing, y el epifenómeno que denominamos emergente, no sería másque el cómputo realizado por dicha máquina de Turing.La computación emergente no tiene propiedades mágicas, sigue siendo compu-tación. La diferencia es que el sistema está diseñado de otra manera, la compu-tación no se expresa de una manera explícita mediante un conjunto de reglas, sinoque surge, es consecuencia, de la interacción de conjuntos de instrucciones mássencillas (agentes) entre sí. El gran avance de la computación emergente es queposibilita el diseño de sistemas computacionales complejos a partir de otros mássencillos.Para ver en qué consiste la computación emergente vamos a introducir losautómatas celulares (CA) [Lan90, Wol02] que constituyen el ejemplo típico decomputación emergente.
Autómatas CelularesFormalmente se definen como una matriz de dimensión n × m donde en cadacelda de dicha matriz reside un autómata. Cada autómata recibe como entradas losestados de los autómatas adyacentes, dicha región se conoce como el vecindariodel autómata. El estado de cada autómata es función de sus vecinos.Por ejemplo, un autómata celular de dos dimensiones con un vecindario de 8vecinos se representa de la siguiente manera:a0 a1 a2a3 x a4a5 a6 a7la función de transición(δ) que dictamina el estado de x viene dada por los estadosde sus vecinos: δ(x) = f (a0, a1, a2, a3, a4, a5, a6, a7). Dependiendo de la definiciónde δ podemos obtener un autómata u otro.Típicamente los autómatas celulares se utilizan para el estudio de sistemasfísicos, ya que permiten estudiar los comportamientos de sistemas no lineales.Por ejemplo, un autómata celular muy conocido es el denominado “majority rule”.Cada autómata puede tener dos estados 1, voto favorable, o 0 voto desfavorable.Primeramente, se inicializa al azar cada autómata, después se procede con laevolución de la siguiente manera:estado = 0 si en el vecindario del autómata la opción mayoritaria es 0 :(no 0 >no 1)estado = 1 si en el vecindario del autómata la opción mayoritaria es 1 :(no 1 >no 0)En caso de empate (no 0 = no 1) el estado permanece inalterado.En la figura 1.1 podemos ver un ejemplo de este autómata con un vecindario de8 vecinos para cada autómata. Inicialmente, iteración 1, cada autómata representaun individuo y sus creencias: voto favorable o desfavorable. Pero las creencias dedicho individuo se ven influenciadas por sus conocidos (vecindario), de tal modo
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que si éstos muestran una opinión clara (mayoría) entonces el individuo se alineacon dicha opción. El autómata celular simula cómo la alineación de los individuosse propaga por la sociedad ya que un conocido mío, es conocido de otro. Detal modo que mi opinión influye directamente en los individuos más cercanos eindirectamente en los más lejanos.
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Figura 1.1: Evolución de un autómata celular “majority rule” de tamaño 50× 50,con un vecindario de 8 vecinos. .
Si observamos el autómata, en el estado inicial no hay más que caos, cadaindividuo tiene su opinión y ésta únicamente responde a sus creencias internasque se modelan por azar. Ahora bien, al interactuar los individuos, los autómatas,se alinean los unos con otros y van creando patrones de opinión. En la evoluciónse puede observar cómo aquellos grupos reducidos inmersos en una corriente deopinión contraria tienden a desaparecer.Finalmente, el autómata celular pone de relieve como existe una tendencia, unaconvergencia, hacia la formación de patrones: grandes grupos estables con unaopinión compartida. Estos patrones constituyen el fenómeno emergente ya que noestán programados en el conjunto de instrucciones que definen un autómata, sinoque el orden que exhiben los autómatas en su conjunto es producto de la relaciónentre ellos.
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Uno de los pioneros en el estudio de los autómatas celulares fue S. Wolfram[Wol02, Fla98], el cual estableció diferentes clases:Clase I: la evolución es estable y homogénea, existe convergencia hacia un únicoestado.Clase II: la evolución converge a un patrón de estados, trayectoria, que es establey periódica.Clase III: la evolución es inestable, no existe convergencia hacia ningún tipo depatrón. Esta falta de orden se denomina caos. Igualmente un sistema des-ordenado se dice que es caótico1.Clase IV: la evolución converge a comportamientos complejos donde “conviven”el orden y el caos. Es decir, coexisten tanto regiones ordenadas, en formade patrones locales, como regiones desordenadas, sin presencia de ningúnpatrón.En la figura 1.2 se ilustran las distintas clases. Se trata de autómatas unidi-mensionales: vectores. En la figura se muestra cómo evoluciona en el tiempo dichoautómata, el eje de ordenadas representa el tiempo (iteraciones). Como se puedever, la clase 1, converge a un único estado, la clase 2 tiene un patrón repetitivo,la clase 3 es caótica, no muestra ningún patrón; y la clase 4 es compleja: lospatrones son locales, no se dan a lo largo de todo el autómata sino que se muevenen el espacio – a lo largo del vector– y del tiempo –de una iteración a otra–.
Figura 1.2: Ejemplos de distintas clases de autómata unidimensionales según elcriterio establecido por Wolfram.
La clase IV de autómatas de Wolfram son un ejemplo de lo que se denomina“computation at the edge of chaos”, el término fue acuñado por C. Langton uno delos fundadores de lo que se conoce como “Artificial Life” [L+89] que consiste enel estudio y simulación de los sistemas biológicos mediante modelos computacio-nales. En un artículo publicado en 1990 [Lan90], Langton sugiere que un sistema
1Aunque guarda relación, el término caótico no se utiliza en el mismo sentido que en la teoría delcaos, únicamente para indicar la ausencia de patrones ordenados.
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físico con capacidad para realizar cómputo, encuentra las condiciones óptimas deprocesamiento cuando se encuentra cercano, en las vecindades, del cambio de fase(phase transition). En estas condiciones es cuando aparecen los comportamientoscomplejos.En este contexto, cambio de fase [SG08] hace referencia a sistemas complejos yha de entenderse como el cambio de un estado ordenado a un estado desordenado.Hablamos de estado ordenado cuando la configuración del sistema presenta unpatrón claro, es decir, un orden. Por ejemplo, en la figura 1.2 los autómatas declase I son sistemas ordenados. A medida que disminuye el orden en el sistema,vamos avanzando hacia el cambio de estado. Los autómatas de clase II siguensiendo sistemas ordenados, pero menos que los de clase I. Finalmente alcanzamoslo que se denomina estado desordenado (caótico), donde no se vislumbra ningúnpatrón que predomine en el sistema, por ejemplo los autómatas de clase III.Como se puede intuir existe un gradación desde más ordenado hasta que elsistema entra en un estado caótico. Langton hace referencia a los últimos estadiosde un sistema ordenado, cuando está a punto de cambiar de fase, es decir, pequeñosfragmentos de orden en un mar caótico, como por ejemplo los autómatas de claseIV. Es lo que se denomina “edge of chaos” o frontera del caos. En estos estadiosel sistema presenta unas características “especiales” puesto que ni está ordenado,ni desordenado, digamos que está cambiando, está en transición.Langton sugiere que en ese estadio de transición es cuando el sistema presentala máxima flexibilidad manteniendo un mínimo de coherencia, lo cual maximiza lascapacidades de cómputo del sistema, es decir, el procesamiento de información. Encomputación la información debe entenderse como la variabilidad de un conjuntode símbolos (véase el apéndice A). Igualmente, cuando se habla de procesamien-to de la información no debe entenderse como comprensión u entendimiento. Elprocesamiento debe entenderse como la capacidad de un sistema para producirinformación según la información que recibe.Para comprender la idea de Langton vamos a ver un ejemplo tomado de [SG08],una simulación de propagación de fuego en un bosque. La simulación la realizamoscon autómatas de dos dimensiones. Partimos de una probabilidad h que indicala probabilidad de que una celda del autómata contenga un árbol o esté vacía. Acontinuación, inicializamos el autómata y “prendemos fuego” al extremo inferior delautómata. La figura 1.3 muestra los estados iniciales de la simulación para distintosvalores de h. La función de transición es muy sencilla, utilizamos vecindarios de 8autómatas, de tal modo que si el autómata es un árbol y hay fuego en su vecindario,éste se propaga y el árbol se quema. Es decir, un autómata árbol pasa al estadofuego si existe fuego en su vecindario.
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Figura 1.3: Simulación de propagación de fuego en un bosque, el término h esuna medida de la densidad del bosque. .
Como se ve en la figura 1.3 si la probabilidad h es baja, no hay apenas densidadde árboles y el fuego no se propaga, el estado final contiene casi el bosque intacto.En cambio, si la densidad es alta, el fuego se propaga y todo el bosque arde. Sila probabilidad es intermedia, el resultado varía, existirán zonas que se salven dela quema y otras que aparezcan chamuscadas.
Lo interesante de esta simulación viene a continuación: ¿cuánto tarda el fuegoen estabilizarse en función de la densidad del bosque? consideraremos que el fuegose estabiliza cuando no puede propagarse más, bien porque todos los árbolesestén ardiendo, o bien porque no pueda alcanzar a más árboles. El tiempo depropagación lo podemos medir en el número de iteraciones que tarda el autómatacelular en converger.
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Figura 1.4: No de iteraciones que tarda en estabilizarse la simulación de propa-gación del fuego en un bosque y contenido de información del estado final..
En la figura 1.4 mostramos los resultados de realizar la simulación. Podemosobservar que a medida que aumentamos la densidad aumenta el tiempo requeridopara alcanzar un estado estable, ahora bien, el tiempo máximo no se da cuando ladensidad es máxima, sino cuando la densidad está próxima a 0,6. La razón es muysencilla, a mayor densidad, mayor número de árboles y más posibilidades paraque el fuego se propague de un autómata a otro. Si la densidad decae, todavíaes posible que se alcancen los árboles más alejados del borde inferior. Pero elfuego no puede seguir muchas rutas, únicamente unas pocas, con lo cual tardamás en propagarse. Si además nos fijamos en el estado final que es estable, másconcretamente en su contenido de información –la cantidad de información nece-saria para representar dicho estado–, podemos ver que la información es máximacuando coinciden los patrones de árboles y fuego. Por el contrario en los extremosno existe esa diversidad o hay árboles o hay fuego, pero no ambos.Esta tesis no tiene como objetivo el estudio de la computación emergente ensí misma, sino como principio de diseño aplicado al campo de algoritmos meta-heurísticos. A continuación vamos a introducir en qué consisten los algoritmosmeta-heurísticos y cómo los podemos relacionar con lo que hemos visto en losautómatas celulares.
Meta-Heurísticas
El término meta-heurística aparece por primera vez en 1986, Glover lo utilizapara describir la búsqueda tabú [Glo86] como un procedimiento que superpone auna heurística determinada. Literalmente, “meta-heurística” significa “más allá dela heurística”. En general, una meta-heurística consiste en estrategias de diseñopara procedimientos heurísticos, aproximados, aplicados a la resolución de pro-blemas complejos. Una revisión completa de diversos algoritmos meta-heurísticosla podemos encontrar en [GK03].Las meta-heurísticas las podemos clasificar en diferentes estrategias, véasepor ejemplo [BM03]. Para este trabajo resultan particularmente interesante lossiguientes tipos:
- Constructivas, basadas en la selección individual de las partes que componenuna solución. Ejemplo típico los algoritmos del tipo Ant Colony Optimization[DS04].
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- De búsqueda, basada en la transformación de una solución en otra medianteoperadores de transformación. Ejemplo típico los algoritmos como búsquedaTabú [Glo86] y el templado o recocido simulado [KGV+83].- Evolutivas, basadas en la evolución de conjuntos de soluciones. Ejemplotípico los algoritmos genéticos [Gol06].Un procedimiento meta-heurístico lo podemos entender como un método ite-rativo de búsqueda de soluciones. En cada iteración se obtienen nuevas solu-ciones de acuerdo con la estrategia adoptada, bien por composición –estrategiaconstructiva– o por combinación –estrategia evolutiva–.La parte crítica del diseño en un algoritmo meta-heurístico la exponen clara-mente Blum y Roli [BR03]:In short we could say that metaheuristics are high level strategies forexploring search spaces by using different methods. Of great importan-ce thereby is that a dynamic balance is given between diversificationand intensification. The term diversification generally refers to the ex-ploration of the search space, whereas the term intensification refersto the exploitation of the accumulated search experience.La búsqueda debe mantener un balance entre exploración (diversification): cap-tación de información mediante la generación de nuevas soluciones, o explotación(intesification): uso de la información disponible mediante la generación de so-luciones similares a las actuales. Es decir, el conjunto de soluciones representadiferentes áreas del espacio de soluciones. Un algoritmo puede generar una solu-ción perteneciente a un área ya conocida. En este caso, el algoritmo no obtienemucha información; pero, si la zona era prometedora, puede obtener una solu-ción de calidad. Por el contrario, puede tratar de generar una solución de otraárea hasta ahora desconocida, aumentando la información acerca del espacio debúsqueda.La capacidad de un algoritmo es limitada, esto es lo que hace tan crítico elproceso. Si el algoritmo opta por explotar la información conocida, pierde infor-mación, ya que va a obtener un mayor número de soluciones de una misma zona.Como las nuevas soluciones sustituyen a las antiguas, una excesiva explotacióndegenera en una pérdida de diversidad en el proceso de búsqueda. Igualmente,si el algoritmo explora la búsqueda se dispersa; se conocen muchas zonas delespacio de búsqueda pero apenas se tiene información de ellas, no se sabe cuales mejor y por tanto en cual conviene centrarse para buscar soluciones de mejorcalidad.Este balance de la búsqueda lo podemos implementar explícitamente, mediantemecanismos de control más o menos complejos. Pero también podemos recurrira la computación emergente. El mecanismo de control no sería explícito, sinouna capacidad emergente del sistema. Como señala Forrester [For90], diseñarun sistema flexible puede ser imposible mediante una definición explícita de losprocedimientos, pero dicha flexibilidad puede aparecer en un nivel emergente,producto de las interacciones entre el entorno y los componentes del sistema.En este punto es donde tiene relación lo dicho anteriormente sobre los autóma-tas celulares, porque el contenido de información de un autómata guarda relacióncon el orden que exhibe dicho autómata. A medida que el autómata se desorde-na, aparecen más patrones, aumenta el contenido de información del autómata; yviceversa, cuando el autómata converge a un único patrón, la información decae.
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Los autómata son entidades computacionales dirigidas por información, dondedicha información proviene de los estados de los autómata adyacentes. Cuando lainformación puede circular libremente por toda la red de autómatas, se tiende ala formación de patrones globales. Si la información puede circular parcialmenteaparecen patrones locales. Es la simulación del modelo de propagación de fuegoen el bosque, figura 1.3. Es decir, el orden en una autómata celular está influidopor la conectividad que se de entre los autómatas.Como el objetivo es diseñar un algoritmo meta-heurístico, necesitamos una en-tidad computacional más compleja que un autómata. Supongamos que disponemosde agentes. Al igual que los autómatas, los agentes son entidades computaciona-les dirigidas por información pero con capacidad de búsqueda. La información nodetermina el estado del agente, sino la solución que éste es capaz de construir.Al igual que ocurre con los autómatas, los agentes comparten información.Si la conectividad entre los agentes es baja, cada uno funcionará aisladamentey el sistema no será eficaz. Por el contrario, si la conectividad es muy alta, losagentes convergerán a una misma información; producirán el mismo tipo de solu-ciones, resultando en una baja diversidad en la búsqueda. Lo que interesa es quelos agentes presenten una conectividad intermedia, que permita la formación degrupos. Agentes próximos entre sí tienden a trabajar con una misma información,explorando un determinado conjunto de soluciones; mientras que agentes más ale-jados tienden a trabajar con otra información, en otro grupo. Es decir, los agentesse agrupan y cada grupo buscaría en un área de soluciones distinto, de este modoconseguimos un balance entre exploración: se cubren varias zonas de búsqueda,y explotación: se adquiere un buen conocimiento de las soluciones presentes encada zona.
Auto-organizaciónLa idea de agrupar esfuerzos de búsqueda por zonas no es ni mucho menosoriginal, la originalidad radica en que esa agrupación se haga de manera emer-gente. Al ser una propiedad emergente se flexibiliza enormemente, ya que no estándefinidas cuantas zonas deben cubrirse ni el número de agentes presente en cadauna de ellas. Será una forma de organización que surja del propio proceso debúsqueda en sí mismo, una forma de auto-organización.La auto-organización introduce en el contexto de las capacidades emergentesde un sistema la noción de entorno. El entorno no forma parte del sistema, es dondese encuentra el sistema. Cuando introducimos el entorno aparece vinculado a lanoción de tarea, actividad, objetivo. Podemos definir la auto-organización como lacapacidad de un sistema para ordenarse de acuerdo con alguna finalidad en undeterminado entorno. Los ejemplos más comunes de auto-organización refieren asistemas biológicos, véase por ejemplo [CDF+03].En los ejemplos de los autómatas celulares, la noción de entorno no existía anivel de sistema, para cada autómata, el vecindario consistía en su entorno. Perola red, la matriz que contiene todos los autómatas no tenía entorno. Por tanto,la evolución del autómata celular venía determinada por el estado inicial delautómata y las reglas. En la auto-organización la evolución del sistema dependede las reglas, los estados de los individuos que componen dicho sistema y delentorno.Podemos tomar por ejemplo el vuelo en formación de los pájaros. Este compor-tamiento se puede simular de una manera sencilla utilizando dos simples reglas:
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Figura 1.5: Formación de una bandada de aves en presencia o ausencia de undepredador.
En un algoritmo meta-heurístico, el entorno es el problema que se está re-solviendo, el estado de la búsqueda. La auto-organización nos permite diseñarcomportamientos emergentes que ordenen el sistema de acuerdo con el entorno,con el proceso de búsqueda en sí mismo. En función de la búsqueda el sistemapuede organizarse para incrementar la exploración de nuevas soluciones o bienpara intensificar la generación de soluciones en función de la información dis-ponible. De este modo es posible diseñar una dinámica que permita un ordenemergente con una finalidad: mantener el equilibrio en la búsqueda.En el resto de la tesis presentaremos los pasos de diseño que muestran comoincluir propiedades emergentes y auto-organizativas en el contexto de un algoritmometa-heurístico.
1.2. Objetivos
De acuerdo con lo expresado anteriormente, podemos concretar los siguientesobjetivos de investigación:
i) Definir un sistema multi-agente básico que sirva de marco de trabajo parala implementación de un algoritmo de búsqueda.
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ii) Estudio de la toma de decisiones colectivas en las colonias de insectos comomodelos de procesos emergentes que permitan incrementar la eficiencia enla búsqueda.Una vez realizado el estudio se procederá de la siguiente manera:- Las conclusiones extraídas de este estudio se utilizarán como guía dediseño de un prototipo: un algoritmo de búsqueda funcional.- Se utilizará el prototipo para realizar un análisis experimental de caraa confirmar la viabilidad de las técnicas utilizadas.iii) Estudio de la procesos de auto-organización de las colonias de hormigascomo modelo de un esquema de control. Dicho esquema permitiría al sistemamulti-agente controlar por sí mismo el proceso de búsqueda.Una vez realizado el estudio se procederá de la siguiente manera:- Se completará el prototipo diseñado para el objetivo anterior con el finde incluir dinámicas auto-organizativas de acuerdo con las conclusionesextraídas del estudio realizado.- Posteriormente, se realizará un análisis experimental de cara a confir-mar la viabilidad de las técnicas utilizadas.iv) Utilizando los desarrollos realizados con anterioridad, se definirá un algo-ritmo completo. Este algoritmo se aplicará a diferentes problemas con el finde comprobar que el esquema de diseño seguido es eficaz.




¿Cómo puede surgir la inteligencia de algo no inteligente? Para hallar la respuesta,demostraremos que es posible construir una mente a partir de muchas partes pequeñasque entre sí no la poseen.Llamaré “sociedad de la mente” a este modelo, según el cual cada mente está formada pornumerosos procesos más pequeños. Daremos a estos procesos el nombre de agentes. Porsí solo, cada agente no es capaz de realizar más que alguna cosa sencilla que no requiereen absoluto poseer mente ni pensamiento. M. Minsky “La sociedad de la Mente”
Como se vió en la introducción, la computación emergente requiere de un sis-tema donde las partes se relacionan entre sí. En computación una forma de definiresta clase de sistemas son los denominados sistemas multi-agentes, los cuales seenmarcan dentro de lo que se denomina Inteligencia Artificial Distribuida (DAI)[DMRP10, Wei99, SLB09, Min88, WJK00, ZJW03]. La DAI engloba sistemas concapacidades inteligentes, donde estas capacidades no están centralizadas, sinodistribuidas entre las partes que componen el sistema. Esta distribución puedeser explícita, donde cada parte o agente del sistema posea alguna capacidad inte-ligente. Pero también pueden ser emergentes, siendo la inteligencia una propiedadglobal resultado de la interacción de los agentes.En el contexto de este trabajo un sistema multi-agente debe entenderse comouna técnica de diseño. En vez de realizar un sistema excesivamente complicado,se diseñan partes más sencillas que se relacionan entre sí: en el caso de losagentes se diseñan procesos computacionales sencillos y se coordinan entre ellos.Véase como ejemplo los estudios de coordinación para el movimiento de caracteresrealizados por C. Reynolds [Rey00, Rey99].Además de facilitar el diseño, los sistemas multi-agentes se usan frecuente-mente para modelar sistemas complejos. En muchos casos no es posible describirmatemáticamente el comportamiento de este tipo de sistemas, por lo que se recu-rre a estudios de simulación computacional. Por ejemplo, estudios de simulaciónsocial [GC95, MP09, Gil95, GD94, Axe97].Dentro de las meta-heurísticas los algoritmos de hormigas: Ant Colony Optimi-sation (ACO), son ya de por sí sistemas multi-agentes. La metodología ACO forma
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parte de lo que se denomina swarm intelligence, que significa literalmente “inte-ligencia de enjambre”. El término es relativamente nuevo, aparece por primera vezen 1989 [BW93] pero su uso no se ha extendido hasta hace poco. El término hacereferencia al comportamiento colectivo que muestran los sistemas descentralizadosy auto-organizados. Realmente la “swarm intelligence” no es muy diferente de loque antes se denominaba DAI, su particularidad es que típicamente está inspiradaen modelos biológicos.El estudio de los sistemas multi-agentes en el contexto de la meta-heurísticaACO constituirá el primer paso en nuestra investigación.
2.1. Ant Colony Optimization















Figura 2.1: Esquema sencillo de un agente que busca soluciones a un problema.
Volviendo a la figura 2.1, como se observa, el agente es autónomo, es unbucle que genera soluciones, las cuales son evaluadas frente al problema dado yen función de esa evaluación se actualiza la información disponible. El procesoentero podría describirse de la siguiente manera:
1. Utilizando la información disponible, el agente genera una solución al pro-blema.2. Una vez que ha finalizado la búsqueda, se evalúa la solución obtenida.
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3. El resultado de dicha evaluación, junto con la solución generada se utilizapara actualizar la información disponible.4. Una vez que se ha actualizado la información se procede a buscar de nuevo.
Si disponemos de más de un agente como el de la figura 2.1, estamos dando unpaso hacia un Sistema Multi-agente. El paso siguiente consiste en definir cómose relacionan los agentes entre sí.M. Dorigo cuando introduce por primera vez los algoritmos de hormigas conla publicación del Ant System (AS) [DMC96], no utiliza reglas explícitas paradefinir la coordinación de los agentes, los relaciona a través de la información.Los agentes son entidades computacionales dirigidas por información, por tanto, sila información es compartida entre un grupo de agentes, se establece un vínculoentre ellos a través de la propias información. La idea de Dorigo se basa en elconcepto de “stigmergy”.El término stigmergy fue acuñado por el francés Pierre-Paul Grassé en 1959para referirse al comportamiento exhibido por las termitas [Gra59]. Dorigo lo utilizaen términos de comunicación: “indirect communication through enviroment”. Lainformación que guía un agente es en principio privada, está incluida en la propiaespecificación del agente. Dorigo la extrae del contexto del agente y la definede forma externa. Al hacerla externa, ya no forma parte del agente sino que seconvierte en entorno. A la vez, el acceso a esta información puede ser realizadopor diferentes agentes al mismo tiempo, convirtiéndola en información pública:disponible para todos los agentes que conforman el sistema. De este modo sedefine un intercambio de información entre los agentes, pero de manera indirecta,mediante la modificación por parte de un agente de la información pública.Este esquema desarrollado por Dorigo se representa en la figura 2.2. Losagentes siguen disponiendo de una información privada, la cual es necesaria paraalmacenar la solución generada; pero la información que guía el proceso de ge-neración de soluciones proviene de una estructura de datos pública, compartida.Al finalizar el proceso de generación, los agentes actualizan el contenido de lainformación pública a partir de la solución generada, es decir, según el contenidode su información privada.Al compartir la información es posible que los agentes se coordinen de ma-nera espontánea, ya que la información generada por un agente puede dirigir elcomportamiento de los demás agentes.



































Figura 2.2: Coordinación de agentes mediante información compartida. La gene-ración de soluciones es un bucle que representa el proceso constructivo.
Para explicar el funcionamiento básico de los algoritmos de hormigas, Dorigoutiliza el denominado algoritmo base o simple: S-ACO [DS04].
Simple Ant Colony Optimization (S-ACO)La metodología ACO se aplica para resolver problemas de optimización com-binatorial [DS04], es decir se persigue optimizar la secuencia de elementos queconstituyen las soluciones al problema.Para representar el problema se utiliza un grafo estático, denominado cons-truction graph: GL = (N,A) donde N es el conjunto de vértices del grafo y A es el
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conjunto de aristas que conectan los nodos. Cada nodo del grafo ni ∈ N consti-tuye un elemento de la solución. Por tanto, partiendo de un cierto nodo inicial n0,la secuencia de nodos que se recorran y su orden constituyen la secuencia queconforma una solución al problema.A su vez se definen un conjunto de agentes que conformarán el sistema, de-nominados hormigas. Cada agente dispone de una estructura de memoria básica,privada, donde almacenan la ruta que han seguido para recorrer el grafo, así comoel coste de la misma.En relación con cada hormiga, en S-ACO definimos dos procedimientos fun-damentales:
Construcción de una solución: cada hormiga tiene que construir una solución,una secuencia, debe por tanto recorrer un determinado número de nodos.Una hormiga qué se encuentre en un determinado nodo i escoge, de maneraprobabilística, qué nodo visitar a continuación. Esta decisión está basada en in-formación y por ende se dice que ACO es una meta-heurística constructiva: cadaelemento que conforma una solución se escoge de manera independiente, es decir,las soluciones se construyen paso a paso.Como el problema lo representamos con un grafo, para determinar qué nodoescoger a continuación podemos asignar un peso a las aristas del grafo. Utilizandoestos pesos es posible definir una distribución de probabilidad que será usada porcada hormiga para determinar el nodo que visite a continuación.Los pesos asociados con una arista se definen mediante dos componentes:
Heurística (η): consiste en un componente estático, que se utiliza para incluirinformación a priori acerca del problema y servir de guía para la búsqueda.
Feromona (τ): consiste en un componente dinámico que varía a lo largo de labúsqueda. Típicamente, la feromona constituye una tabla (tabla de feromona)que representa la matriz de adyacencia del grafo. Para cada arista del grafo,la tabla contiene un peso que se utiliza para decidir qué nodo se visita acontinuación.
Una hormiga situada en el nodo i selecciona qué nodo visitar a continuaciónutilizando una elección al azar proporcional a los pesos asociados con cada arista.La probabilidad (pij ) de escoger un nodo j ∈ Ni, donde Ni es el vecindario delnodo i, que viene dada por la siguiente ecuación:
pij = [τij ]α [ηij ]β∑l∈Ni [τil]α [ηil]β (2.1)Se puede ver que la ecuación es simplemente una normalización del productode los dos componentes: heurística y feromona. Cada componente lleva asociadoun parámetro: α para la feromona y β para la heurística, para determinar el pesode cada componente en la construcción de la distribución de probabilidad.Como la heurística es un componente estático, para variar el conjunto de so-luciones que se generan, las hormigas deben cambiar los valores asociados a laferomona. Lo que da lugar al segundo procedimiento fundamental en ACO.
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Actualización de feromona: este procedimiento se compone de dos pasos: decre-mento e incremento. El primero se denomina evaporación de feromona, el segundoes la actualización propiamente dicha.
Evaporación de feromona: este procedimiento consiste en decrementar todos lospesos asociados a alguna arista mediante un valor constante ρ (“pheromoneevaporation rate”). τij ← (1− ρ)τi,j ∀(i, j) ∈ A (2.2)
Actualización: cuando una hormiga construye una solución, ésta se evalúa me-diante la función de coste del problema J . De acuerdo con el coste obtenidose obtiene un valor para el incremento de feromona: ∆τ .Utilizando este valor de incremento, una hormiga k incrementa la feromo-na asociada a aquellas aristas que hayan utilizado en su recorrido de lasiguiente manera: τij ← τi,j + ∆τk ∀(i, j) ∈ T k (2.3)donde T k representa el recorrido del grafo realizado por la hormiga k .
Para comprender mejor el funcionamiento de ACO, vamos a presentar un pe-queño ejemplo: disponemos de 10 hormigas que eligen siguiendo una distribuciónde feromona inicialmente plana, representada en la primera iteración de la figura2.3. Utilizando esta distribución, las hormigas eligen una arista, marcadas con le-tras desde la a a la j . A continuación se procede a la actualización de la feromona,donde cada hormiga incrementa la feromona de aquella arista que ha elegido.Como se trata de un ejemplo, no usaremos ni función de coste, ni heurística.Cada hormiga incrementa el valor de la feromona de manera constante: ∆τ = 0,5y ρ = 0,1.

















































































Figura 2.3: Evolución de una distribución de feromona de acuerdo con las ecua-ciones de evaporación y actualización. Los valores de feromona se representan yanormalizados (probabilidad).
Como se observa en la figura 2.3, en la iteración 2 existen aristas que no hansido elegidas (a, b, e) y por tanto su valor ha decrecido debido a la evaporación.Otro grupo de aristas (d, g, h, i) ha sido escogido por pocas hormigas, lo que le hapermitido conservar su valor, pero no se ha convertido en la elección dominante.
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Por último, existen dos aristas que han sido elegidas con mayor frecuencia (c, f , j),incrementando su valor.En la iteración 3, las hormigas escogen con la distribución resultante de laiteración 2, y así sucesivamente. Esto permite que cuando alguna de las opcionesse desmarca del resto, acumula suficiente feromona, tiende a ser elegida predomi-nantemente en iteraciones sucesivas. Se forma un bucle de realimentación positiva:la decisión más frecuente tiene más probabilidades de volver a ser elegida, per-mitiendo al algoritmo converger hacia una distribución con unas pocas opcionesdestacadas sobre el resto de la distribución.La metodología ACO se ha aplicado a muchos tipos de problemas, inclusooptimización real. Entre los problemas donde se ha mostrado más competitivadestacan la búsqueda de camino en grafos [DMC96, DG97, Stu97], planificaciónde tareas [Blu02, Stü98], y enrutamiento en redes de comunicaciones [DCD97].Una colección más detallada de las aplicaciones donde ACO ha tenido mejorrendimiento puede encontrase en [DS04].En el contexto de este estudio no nos interesan tanto los detalles de la meto-dología de ACO como su filosofía de diseño, en la siguiente sección veremos cómotrasladar algunas ideas clave de Dorigo a otro contexto: la búsqueda en espaciosde estados.
2.2. Búsquedas en espacios de estados
Cuando nació la Inteligencia Artificial, ésta perseguía un esquema genérico desolución de problemas, uno de los primeros enfoques que se adoptó fue el que sedenomina: “solving problems by searching” [NS+72, RN95]. La metodología partede la noción de espacio de estados.En teoría de la computación, el espacio de estados hace referencia a un modelocomputacional: un modelo matemático de un supuesto computador. El modelo mássimple que se puede encontrar se denomina máquina de estados finita o autómatafinito [Hop07, Sip06].Partiendo de los términos que conforman la definición de un autómata, se ex-tiende esta definición para obtener lo que se denomina un problema bien definido1en un espacio de estados:1. Espacio de estadosQ0 ∈ Q el conjunto posible de estados iniciales.U el conjunto de acciones (operadores) posibles.δ : Q × U → Q la función de transición.El espacio de estados queda definido como aquellos estados alcanzablesdesde un estado inicial mediante alguna secuencia de operadores. A suvez se define el término ruta (path) como la secuencia de operadores quepermiten transitar de un estado a otro.2. Criterio de aceptación o parada, constituye un procedimiento que se aplicapara determinar si el proceso de búsqueda se considera finalizado o no. Es lamisma idea de los estados de aceptación de un autómata, pero generalizadaen forma de procedimiento.
1El término bien definido fue introducido por primera vez por J. McCarthy [McC56]
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3. Función de coste (J), es una función que asigna un coste a una ruta deter-minada.
4. Definición de solución, es el criterio que determina qué se considera solu-ción al problema. Por ejemplo, en algunos problemas la solución puede serel estado final alcanzado, pero también puede ser que estemos interesadosen la secuencia de operadores aplicada, etc...
La idea fundamental de esta aproximación clásica es muy sencilla. Al definir elproblema como un modelo computacional, la solución que buscamos está contenidaen el espacio de estados de dicho modelo. Si conocemos el espacio de estados,conocemos la solución. Por tanto el problema reside en la construcción del espaciode estados. Es decir, el espacio se explora construyéndolo. El método de búsquedano es más que una política, una estrategia, que define cómo ha de construirse dichoespacio.
2.3. Esquema de trabajo
El esquema básico del algoritmo que estamos diseñando se compondrá de doselementos fundamentales, por un lado tomamos la coordinación de un sistemamulti-agente mediante la idea de “Stigmergy” adoptada por Dorigo en la metodo-logía ACO. Pero los agentes, las hormigas, que componen dicho sistema adoptanla aproximación clásica de buscar en un espacio de estados.El esquema básico del sistema multi-agente que vamos a diseñar se muestraen la figura 2.4. Para comprender mejor como funciona el sistema descrito, vamosa detallar las diferencias comparativamente con la metodología de ACO.
- Los agentes, al igual que en ACO, son procesos iterativos de búsqueda. Encada paso de búsqueda el agente avanza en la obtención de una solución.La diferencia es que en ACO, los agentes recorren un nodo, añadiendo uncomponente a la solución. En nuestro caso los agentes recorren un espaciode estados, de tal modo que en cada paso de búsqueda el agente realiza losiguiente:
i) Escoge una acción u en función de su estado actual q.ii) En función de la acción escogida cambia de estado: q+ = δ(q, u)
- En ACO, los agentes almacenaban (memoria privada) la ruta seguida alrecorrer el grafo: [n0, n1, . . . , ni].En nuestro caso los agentes almacenan en su memoria privada asociacionesestado-acción que representan las decisiones tomadas:
q0 q1 . . . qiu0 u1 . . . ui
- En ACO la información pública se define mediante la combinación de doscomponentes la tabla de feromona y el componente heurístico. Estos doscomponentes definen una distribución de pesos acerca de qué nodo visitara continuación.
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En nuestro caso, al trabajar en un espacio de estados, la información deberepresentar una distribución de pesos acerca de qué acción realizar en fun-ción del estado actual. Pero como se ha dicho antes, el algoritmo desconoceel espacio de estados, tiene que construirlo. Por tanto, como se descono-ce qué estados constituyen el espacio hasta que se visitan, la informaciónpública la dividimos en dos distribuciones independientes:
Información previa o Heurística (η): consiste en una distribución de pesosasociados a las acciones disponibles según el estado actual. La distri-bución es estática.Si disponemos de conocimiento a priori acerca del problema, lo pode-mos utilizar para definir esta distribución. En caso contrario siemprepodemos recurrir a una distribución uniforme (equiprobable) para de-terminar la elección de la acción.Información adquirida o Feromona (τ): consiste en el conocimiento que seobtiene acerca del espacio de estados proveniente de la búsqueda decada agente.Se trata de una tabla de asociación, donde para cada estado se vin-cula una lista de pares [acción, peso] que indican la probabilidad derealizar una determinada acción en un determinado estado que hayasido visitado con anterioridad.
En nuestro caso, un agente que escoja una acción nunca combina ambasdistribuciones, sino que o bien utiliza la heurística para tomar una decisión,o utiliza la feromona. En caso de que no haya conocimiento adquirido parasu estado actual en la tabla de feromona, irremediablemente se recurre a lainformación heurística.- Finalmente, en ACO un agente actualizaba la feromona en función de losnodos visitados y la calidad de la solución obtenida. En nuestro caso elprocedimiento es similar, pero se incorpora para cada estado visitado laacción realizada y un peso. El peso es función de la calidad de la soluciónobtenida por el agente.
Como se puede apreciar mantenemos una coordinación basada en la informa-ción como en ACO, lo que cambia es el carácter de dicha información. En nuestrocaso esa información hace referencia a un espacio de estados y no a un gra-fo. Además, la información pública no la definimos como la combinación de doscomponentes. En nuestro caso la información pública está formada por dos distri-buciones independientes: una estática (heurística) y una dinámica (feromona).













































Figura 2.4: Esquema básico de diseño del sistema multi-agente.
2.4. RECAPITULACIÓN 352.4. Recapitulación
En estos primeros estadios del diseño hemos tomado dos decisiones importan-tes: utilizar la filosofía de ACO y una representación de los problemas en espaciode estados. Aunque las razones de estas decisiones se comprenderán mejor cuan-do avancemos en el diseño, podemos avanzar alguna consideración del porqué deestas decisiones.Una de la razones de utilizar como base ACO frente a otras meta-heurísticasya fue introducida previamente: se trata de un sistema multi-agente, que es unatécnica típica para simular/estudiar comportamientos auto-organizados. Por tanto,facilitamos el “traslado” desde los modelos biológicos que vamos a ver a conti-nuación, al esquema de algoritmo que estamos diseñando.La segunda razón tiene que ver con que se trate de una meta-heurística cons-tructiva. En las otras clases de meta-heurísticas, búsqueda y evolutivas, el co-nocimiento del problema se representa mediante una colección de soluciones delproblema, una nueva solución se obtiene por transformaciones de anteriores. Noexiste una separación definida entre el conocimiento y la generación de soluciones.Esto puede plantear problemas añadidos a la búsqueda.En nuestro caso preferimos un esquema donde el conocimiento y la soluciónsean elementos separados. Obviamente existe una relación, pues el conocimientodetermina el tipo de solución que un algoritmo genera. Pero al tratarlos por sepa-rado, no existe un vínculo tan fuerte, ya que permitimos que exista conocimientoque no se use. Es decir, un algoritmo puede disponer de un conocimiento amplioacerca de un problema y en cambio producir un patrón claro de soluciones, bas-ta con que únicamente utilice una parte del conocimiento del que dispone paragenerar soluciones.Al separar conocimiento y solución en un esquema constructivo, obtenemosuna flexibilidad que es más difícil de obtener si optamos por un esquema dondela solución represente el conocimiento.Éstas son las razones fundamentales por las que escogimos ACO como esque-ma de partida. Respecto al uso una aproximación clásica de espacio de estados,las razones son igualmente dos. La primera es que un grafo puede ser una repre-sentación complicada según qué tipos de problemas. Además exige su construcciónpreviamente a la aplicación del algoritmo, si el grafo tiene un tamaño considerablecomenzamos a tener problemas de rendimiento (tiempo de cómputo) y convergen-cia. Recordemos que la feromona inicialmente es una distribución plana que elalgoritmo hace converger hacia unas pocas opciones, si dicha distribución tie-ne miles de opciones (cada nodo tiene miles de vecinos), la convergencia puederesultar bastante complicada.Al utilizar un espacio de estados abrimos la metodología a otra clase de proble-mas sin perder los anteriores, ya que un grafo es una manera de definir, representarun espacio de estados. En problemas donde el grafo no sea una representaciónadecuada, es posible que un espacio de estados si lo sea.Además el espacio de estados no necesita construirse previamente, sino quese va descubriendo. Esto implica que ya no partimos de una distribución planaque hacer converger, sino de una distribución “vacía” que vamos a ir “llenando”.Por tanto, podemos evitar más fácilmente el problema de rendimiento en proble-mas complejos (tiempo de cómputo), e igualmente el problema de dificultad deconvergencia.La segunda razón es que la aproximación en espacio de estados nos permite
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definir la información pública como dos distribuciones independientes. Al tratarsede agentes, permite convertir el problema del balance de la búsqueda (explora-ción/explotación) en términos de actividad: dependiendo de la frecuencia de uso decada tipo de información, heurística o feromona, la búsqueda global puede resultarmás o menos dispersa.Como veremos en el capítulo siguiente, las dinámicas auto-organizativas bio-lógicas están dirigidas por la actividad que un individuo del sistema realice ensu entorno. Por tanto, si conseguimos expresar el problema del balance de labúsqueda en términos de actividad, podemos expresar fácilmente las propiedadesauto-organizativas de los sistemas estudiados en el contexto de un algoritmo.
Capítulo 3Decisiones colectivas en losinsectos
En este capítulo vamos a desarrollar un prototipo de algoritmo utilizando elesquema de sistema multi-agente visto anteriormente. Este prototipo estará ins-pirado en la inteligencia colectiva que muestran las colonias de insectos. Cadainsecto de manera aislada se comporta de una manera mecánica, es decir, no sepuede calificar como inteligente de la misma manera que calificamos un perro oun delfín. Pero cuando los insectos se agrupan en colonias, la colonia es capaz deresolver problemas complejos que requieren de inteligencia.Los problemas a que se enfrenta una colonia de insectos son variados, ennuestro caso nos vamos a centrar en la toma de decisiones. Vamos a estudiardos tipos de colonias distintas: las hormigas y las abejas, centrándonos en loselementos más atractivos de cara a diseñar un algoritmo.
3.1. Colonias de hormigas
La formación de senderos de feromona que llevan a cabo las colonias de hor-migas inspiró a M. Dorigo a desarrollar la metodología ACO. Nosotros nos vamosa centrar igualmente en esta característica, pero poniéndola en relación con lascolonias de abejas. Por esta razón hemos separado la inspiración biológica de lapresentación de ACO.La feromona [HW90, HW09] es una sustancia química segregada por las hormi-gas para comunicarse entre ellas. Aunque se suele hablar de comunicación, real-mente es más un proceso de organización que una comunicación estándar, porquela feromona únicamente puede variar en concentración. Al variar de concentración,la feromona permite dejar un huella y por tanto establecer rutas:- Cuando una hormiga se mueve, segrega feromona quedando depositada enel terreno.- Cuando una hormiga debe decidir en que dirección moverse, tiende a escogeraquellas direcciones donde la concentración de feromona es mayor.Como se puede apreciar, las hormigas se mueven siguiendo huellas químicas. Estetipo de comportamiento se suele denominar comunicación indirecta basada en el
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entorno: un individuo es capaz de percibir en el entorno la acción que previamenteha realizado otro individuo. Se establece un vínculo entre los individuos, pero sinnecesidad de transmitir información explícita entre ambos. Por ejemplo, una hormi-ga no sabe donde fue la hormiga anterior, ni sus intenciones, etc.... Únicamente escapaz de percibir que en el mismo lugar donde ella se encuentra, otras hormigasavanzaron en una dirección determinada.Una manera de ilustrar la capacidad de la toma de decisiones colectivas de lashormigas es con una sencilla simulación. Supongamos que la hormiga avanza desdeel hormiguero hacia delante buscando una fuente de comida, este movimiento esal azar guiado por la concentración de feromona. Cuando la hormiga encuentracomida, vuelve al hormiguero depositando una cierta cantidad de feromona. Lasimulación se muestra en la figura 3.1, en las sub-figuras superiores se muestra lafuente de comida (cuadrado rojo), el hormiguero (azul), las hormigas que avanzan(negro) y las que vuelven (rojo). En las sub-figuras inferiores se muestra comoevoluciona la concentración de feromona.Como se puede ver las hormigas salen del hormiguero de manera continúa,al principio como no existe ninguna marca de feromona, este movimiento es alazar; por lo que algunas hormigas dan con la comida y otras simplemente sepierden. A medida que empiezan a encontrar la fuente con más frecuencia, empiezaa incrementarse la concentración de feromona significativamente, permitiendo unmovimiento más efectivo. Finalmente la ruta se establece perfectamente como sepuede ver en la línea –casi– recta que une el hormiguero y la comida.
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Figura 3.1: Formación de senderos de feromona.
La clave del comportamiento de las hormigas reside en el refuerzo positivo quese establece con la feromona: se escoge preferentemente aquellas direcciones conmayor concentración. Como al avanzar depositan feromona, al elegir una direccióndeterminada, se incrementa la concentración de feromona de dicha dirección. Detal modo que cuanto más veces se elija cierta dirección, mayor concentración deferomona será depositada y más probable resulta la elección de dicha dirección enel futuro. Este mecanismo de refuerzo permite a las hormigas escoger de maneracolectiva una ruta entre la fuente de comida y su hormiguero. Es colectiva porquedicha ruta no ha sido establecida por una hormiga, sino por muchas.
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El experimento del doble puenteEste experimento fue desarrollado por Goss, Aron, Deneubourg y Pasteels[GADP89]. El experimento consistía en utilizar un doble puente para conectar unacolonia de hormigas de la especie Argentina I. humilis y una fuente de comida.Realizaron los experimentos variando el ratio r = l1l2 que es la longitud entre losdos ramales del puente. l1 es la longitud del más largo y l2 la del más corto. Lascondiciones del experimento pueden verse en la figura 3.2.
2. Griffiths, D. A., et al.: J. Econ. Ent. 
52, 514 (1959) 
3. Sinha, R. N.: ibid. 59, 1227 (1966); 
Sinha, R. N., Mills, J. T. : ibid. 61, 1548 
(1968) 
4. Solomon, M. E., et al.: Ann. Appl. 
Biol. 33, 280 (1946) 
5. Leal, W. S., et al. : Agric. Biol. Chem. 
(in press) 
6. Cole, L. K., et al.: Mycologia 67, 701 
(1975) 
7. Okamoto, M., et al.: Jap. J. Sanit. 
Zool. 32, 265 (1981) 
8. Kuwahara, Y., et al. : ibid. (in press) 
9. Leal, W. S., et al.: Agric. Biol. Chem. 
53, 875 (1989); Leal, W. S., et al. : ibid. 
53, 1193 (1989) 
10. Leal, W. S., et al. : ibid. 53, 295 (1989) 
11. Leal, W. S., et al.: Naturwissenschaften 
76, 332 (1989) 
12. Brand, J. M., et al. : ibid. 76, 277 (1989) 
Naturwissenschaften 76, 579- 581 (1989)  9 Springer-Verlag 1989 
Self-organized Shortcuts in the Argentine Ant 
S. Goss, S. Aron,  J. L. Deneubourg,  and J. M. Pasteels 
Unit  of  Behavioural Ecology, C.P.  231, Universit6 Libre de Bruxelles, 
B- 1050 Bruxelles 
It is evident that  finding the shortest 
route is extemely impor tan t  not only 
for Roman road builders,  thirsty 
rugbymen and applied mathematic ians  
working on this very problem,  but also 
for any animal  that  must move regu- 
larly between different points.  How can 
an animal with only limited and ocal 
navigational  informat ion achieve this? 
Many  ant and epigeic termite species il- 
lustrate this problem in the clearest pos-  
sible way. The individual workers are 
generally less than 1 or 2 cm long, and  
must cover distances of  1 to 100 m be- 
tween their nest and food sources. Even 
those that are capable,  by visual or 
other  means [1], of  returning in a 
straight line to the nest are confronted  
with innumerable obstacles in their 
path that form a labyrinth worthy of  
the Minotaur .  The Argentine ant  Iri- 
domyrmex  humilis studied in this ar- 
ticle has only a limited individual  ca- 
pacity for orientat ion [2], yet we shall 
see how by interacting with each other  
via their trail pheromone,  they are ca- 
pable of  selecting with great reliabili ty 
the shortest route between nest and 
food.  
Labora to ry  colonies of  1. humilis are 
given access to a food source in an 
arena linked to the nest by a bridge 
(Fig. 1), consisting of  two identical 
modules.  Each module has two 
branches of  different lengths, ar ranged 
Naturwissenschaften 76 (1989) 
such that a forager going in either di- 
rection (leaving the nest or leaving the 
food) must  choose between one or the 
other (at choice points 1 and 2, respec- 
tively). Each branch is at an angle of  
30 ~ to the axis of  the central bridge, so 
that  the forager has no preference for 
one or the other branch due to its dis- 
posit ion. This value o f  30 ~ has been 
chosen to minimize the per turbat ion to 
the forager ' s  movement,  so that  on 
leaving one or the other branch they 
continue rather than double back onto 
the other branch. To examine if any ex- 
ternal bias is involved, one module ' s  
short branch is on the opposite side of  
the bridge as the other. 
Five to 10 min after placement of  the 
bridge, explorers have crossed it and 
discovered the food.  Food  recruitment 
then adds to the exploratory recruit- 
ment,  and traffic on the bridge in- 
creases, the foragers at first choosing 
equally between the short and long 
branch of  both modules.  Abrupt ly ,  
some minutes later, one branch be- 
comes visibly preferred (Fig. lb ,c) .  
Knowing that L humilis workers mark 
both leaving and returning to the nest, 
during food [3] and exploratory [2] re- 
cruitment,  we model  the behavior on 
the bridge as follows, q, ants cross the 
bridge in each direction per second, 
each laying one pheromone unit. Arriv-  
ing at one of  the choice points ( j =  1,2) 
of  a module,  each ant chooses the short  
or the long branch with probabi l i ty  Ps,j 
food 
Fig. 1. A colony of L humilis selecting the short branches on both modules of the bridge; a) 
one module of the bridge, b) and c): photos taken 4 and 8 min after placement of the bridge 
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Figura 3.2: Experimento del do le puente (Imagen tomada de [GADP89])
En un primer experimento, los investigadores presentaron a las hormigas losdos ramales desde el inicio. Transcurrido cierto tiempo las hormigas alcanzabanla fuente de comida utilizando los ramales más cortos. La explicación es senci-lla: consideremos que la segregación de feromona por parte de una hormiga esconstante. Por tanto en un cierto intervalo de tiempo ∆t el camino más cortopresentará una concentración mayor, simplemente porque al ser más corto se hapodido recorrer un mayor número de veces. Al presentar una mayor concentración,cuando “nuevas” hormigas parten del hormiguero, escogerán preferentemente elramal corto, pues su concentración de feromona es superior. Se puede intuir quetranscurrido más tiempo, se establece una ruta entre el hormiguero y la comidamediante los ramales más cortos.En un segundo experimento, los ramales largos estaban disponibles desde elinicio y los cortos fueron introducidos después. En este caso la ruta se establecióutilizando los ramales largos. Al ser la única opción disponible desde el inicio,acumularon una concentración de feromona tal que hizo imposible la elección delramal más corto cuando éste fue introducido.Esta serie de experimentos muestra la capacidad de toma de decisiones delas hormigas: entre todas las rutas posibles para alcanzar una fuente de comida,una colonia tiende a seleccionar la que presenta una menor longitud. Ahora bien,el experimento también revela que dicha decisión es fija: aunque las condiciones
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varíen, una decisión tomada es inamovible.
3.2. Colonias de abejas
Al igual que en el caso de las colonias de hormigas, nos centraremos en latoma de decisiones en las colonias de abejas. El mecanismo es más complejo, yaque no existe feromona, los individuos se comunican directamente mediante unadanza.El investigador Karl R. von Frisch [VF67] fue quien estudió y descubrió elmecanismo de comunicación en las abejas a través de lo que él denominó “danza”.La danza consiste en una serie de movimientos y desplazamientos realizados poruna abeja, los cuales son observados e interpretados por otras abejas. Medianteestos movimientos, una abeja es capaz de transmitir la dirección y distancia deuna fuente de polen y néctar.Dejando la danza a un lado, nos centraremos en cómo una colonia de abejasdecide qué fuente explotar cuando existen varias disponibles.
Toma de decisiones colectivas
El modelo de decisiones colectivas en las colonias de abejas [SCS91, CDF+03]se puede representar gráficamente de una manera sencilla.La figura 3.3 representa dicho modelo para el caso de que existan dos fuentesde néctar. Existen diferentes elementos básicos: las fuentes de néctar, la zonade danza (indicada con un circulo gris) y la colmena. A su vez también existendiferentes estados para una abeja:
Comunicación: son aquellas abejas que tras explotar una fuente de néctar in-gresan en la zona de danza para transmitir la información acerca de estafuente.
Observación: son aquellas abejas que se encuentran en la zona de danza reci-biendo información (observando el baile) acerca de las fuentes de néctar enexplotación.
Una observadora elige al azar entre la totalidad de fuentes que le estánsiendo comunicadas. Es decir, únicamente se fija en un baile.
Recolectoras: son aquellas abejas que están explotando una fuente de néctar. Laexplotación de una fuente puede conducir a un proceso de danza (comuni-cación) o a un abandono de la recolección (inactividad).
Inactiva: son aquellas abejas que se encuentra en el interior de la colmena. Dichasabejas pueden activarse para ingresar en la zona de danza y convertirse enobservadoras. O bien pueden convertirse en abejas “scout” (exploradoras),las cuales parten en busca de una posible fuente de néctar a explotar.





























Figura 3.3: Modelo de toma de decisiones colectivas en una colonia de abejas.
Cuando encuentra una fuente de néctar, dependiendo de la concentración deglucosa de la fuente una abeja puede tomar diferentes decisiones :a) abandonar la recolección.b) continuar con la recolección sin comunicar su localización.c) comunicar la localización de la fuente de néctar. Una vez que termina decomunicar (termina la danza), la abeja continua con la recolección.
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Para facilitar la explicación, vamos a reducir las decisiones que toma unaabeja a únicamente dos tipos: abandonar y comunicar. Teniendo esto en cuenta,la actividad de recolección de néctar la podemos resumir de la siguiente manera:
- El proceso comienza con las denominadas abejas “scout” o exploradoras. Lascuales, de manera espontánea, parten a explorar los alrededores en buscade una fuente de néctar.
- Cuando una abeja encuentra una fuente de néctar comienza a explotarla. Enbase a la concentración de glucosa, la abeja puede:
a) Abandonar la fuente de néctar, volviendo al interior de la colmena(inactiva).b) Comunicar la localización de la fuente de néctar. En este caso produceun proceso de reclutamiento: las abejas observadores pueden adquirirel conocimiento acerca de la localización del néctar, explotando a suvez la misma fuente.
- Las abejas inactivas, periódicamente, ingresan en la zona de baile pasandoa ser observadoras. Esto permite la transición entre abejas inactivas y ob-servadoras, aumentando el número de abejas dedicadas a la recolección denéctar.
La decisión colectiva se realiza por medio de un mecanismo de refuerzo positivo:
i) Una abeja comunica la posición de una fuente de néctar X .
ii) Otra abeja observadora recoge esa información y comienza a explotar lafuente X .
iii) Existen dos abejas explotando y comunicando la localización de la fuenteX . Lo cual incrementa las probabilidades de que otras abejas se unan a laexplotación de la fuente X .
Como se puede apreciar el refuerzo positivo consiste en que cuantas más abejasexploten una fuente, más abejas comunicarán la localización de dicha fuente y másabejas se unirán a la explotación de la misma fuente.
Experimento realEn el estudio de campo [SCS91] que investigaba la toma de decisiones co-lectivas, los investigadores plantearon el siguiente experimento: dos fuentes denéctar (sur y norte), con diferentes concentraciones de glucosa. Una vez que lasabejas se habían decidió por una de ellas, intercambiaban las concentraciones. Elesquema del experimento puede verse en la figura 3.4.En un principio la abejas encuentran ambas fuentes con igual probabilidad.Como existen diferentes concentraciones de glucosa, para la fuente de concen-tración más alta existe una mayor probabilidad de comunicar su posición que deabandonar la recolección. Para la fuente más baja ocurre lo contrario. Poco a poco,las abejas que descubren la fuente de mayor concentración, reclutan más abejaspara su recolección. Finalmente la colonia en su totalidad está explotando la mejorde las fuentes disponibles.
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unexpectedly large forager group size - as many  as 32 
bees - for the poorer  (south, 0.75 mol/1) feeder on the 
morning of  20 June. This morning surge in foragers to 
the poorer  feeder arose because bees that  had foraged 
here the previous morning came out to reconnoitre the 
site of  their prior success, not because bees were recruit- 
ing nestmates to the 0.75 re•l/1 solution at this feeder. 
Virtually all of  the bees (46 out of  48) that visited the 
south feeder on the morning of  20 June had foraged 
there the previous morning. Also many  (18 out of  48) 
of  these bees ceased visiting the feeder within an hour 
of  their first visit, so that the bees were actually abandon- 
ing this feeder at a rather high rate f rom 9:30 a.m. to 
12 noon (see Fig. 2). 
These results indicate that  colonies are highly skilled 
at adjusting the rates of  recruitment and abandonment  
for each nectar source in relation to its profitability, 
and that it is the precise modulat ion of these rates which 
generates a colony's selective exploitation of superior 
nectar sources. This raises the next question: what do 
individual bees do to produce this adaptive tuning of  
their colony's  rates of  recruitment and abandonment?  
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Fig. 1. The basic decision-making phenomenon. When given a 
choice between two food sources with different profitabilities, the 
colony consistently directed most of its foraging effort onto the 
richer one. The number of dots above each feeder denotes the 
forager group size for that feeder, i.e., the number of different 
bees that visited the feeder in the half hour preceding the time 
shown on the left. For several days prior to the start of observa- 
tions, a small group of bees was trained to each feeder (12 and 
15 bees for the north and south feeders, respectively), thus on 
the morning of 19 June, the two feeders had essentially equivalent 
histories of low-level exploitation. The feeders were located 400 m 
from the hive and were identical except for the concentration of 
the sugar solution 
the forager group size here rose from 12 to 121 bees. 
Similar patterns of  reciprocal recruitment and abandon-  
ment, in accordance with food source profitability, were 
recorded on the second day as well. One difference be- 
tween the data for 19 and 20 June, however, was an 
2. Individual-level analysis 
Pattern: behavior modulation in relation to nectar source 
profitability. The data presented in Table 1 illustrate the 
ability of  bees to finely adjust several components  of  
their foraging behavior in accordance with nectar source 
quality. On the one hand, when the quality was high 
(as when the feeder was loaded with the 2.0 re•l/1 sucrose 
solution), the bees continued visiting the food source, 
worked quickly, and danced vigorously, thereby bring- 
ing additional nestmates to help exploit their rich find. 
On the other hand, when the nectar source quality was 
low (0.5 mol/1 solution, or less), the bees tended to aban- 
don the source or, if they did continue foraging there, 
they behaved relatively slowly and did not perform re- 
cruitment dances. This set of  responses resulted in a 
drop in the number  of  bees at the feeder. Setting the 
feeder at intermediate levels of  quality elicited behavioral 
responses of  intermediate strength, with correspondingly 
intermediate rates of  recruitment to or abandonment  of  
the feeder. Note that  simultaneous measurements of  re- 
cruitment rate for a control colony showed no significant 
changes, which implies that  the ambient  conditions were 
stable during the observations and, therefore, that the 
behavioral changes documented in Table 1 were solely 
in response to changes in food source profitability. 
Process: assessing nectar source profitability. How does 
a forager assess the profitability of  its nectar source? 
Three hypotheses come to mind. First, each forager 
might acquire this information by making direct com- 
parisons of  nectar sources. This would require that  a 
forager visit several nectar sources to judge the relative 
value of the source f rom which it is foraging. Second, 
each forager might rely instead upon indirect compari-  
sons made by the food storer bees inside the hive. Each 
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quality. On the one hand, when the quality was high 
(as when the feeder was loaded with the 2.0 re•l/1 sucrose 
solution), the bees continued visiting the food source, 
worked quickly, and danced vigorously, thereby bring- 
ing additional nestmates to help exploit their rich find. 
On the other hand, when the nectar source quality was 
low (0.5 mol/1 solution, or less), the bees tended to aban- 
don the source or, if they did continue foraging there, 
they behaved relatively slowly and did not perform re- 
cruitment dances. This set of  responses resulted in a 
drop in the number  of  bees at the feeder. Setting the 
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responses of  intermediate strength, with correspondingly 
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the feeder. Note that  simultaneous measurements of  re- 
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changes, which implies that  the ambient  conditions were 
stable during the observations and, therefore, that the 
behavioral changes documented in Table 1 were solely 
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(b) Alta concentración de gluc sa inicialen la fuen norte.
Figura 3.4: Experimento con diferentes fuentes de néctar (Imagen tomada de[SCS91]).
Lo más interesante de este experimento es que cuando los investigadores modi-ficaron las concentracio es, las abejas ca biaron la decisión si apenas dificultad.Esta capacidad de las a j s co trasta con las colonias de hormigas, las cualeseran incapaces de cambiar una decisión y tomada.La capacidad de cambio de las abejas se debe a que los individuos funcionande manera asíncrona: mientras unas abejas xplot n una fuente de néctar, otrasestán bailando. Como la co unicación, la transmisión de información, es directa(individuo a individuo), la inf rmación presenta un carácter t mporal: únicamenteestará disponible mientras la abeja baila. Este componente temporal incrementala flexibilidad del proceso de toma de decisiones. En una colonia de hormigas, lainformación se deposita en el medio y permanece accesible ininterrumpidamente.
3.3. Hormigas + Abejas
Hemos presentado dos modelos de toma de decisiones colectivas, las coloniasde hormigas y las colonias de abejas. El objetivo es obtener un diseño de algo-ritmo básico que permita combinar las virtudes de ambos modelos, para lo cualdestacaremos sus aspectos fundamentales.
Hormigas: información local
Lo más interesante de la toma de decisiones basada en una marca de feromonaes la asociación de la información a cada decisión individual que debe realizaruna hormiga para llevar a cabo un cierto recorrido. Denominaremos a esta carac-terística “información local”.La mejor manera de entender las bondades de la información local es medianteun ejemplo sencillo. En la figura 3.5 se muestra un escenario para alcanzar unafuente de alimento desde una colonia. Existen dos puntos de decisión: A y B,en cada punto existen tres decisiones posibles: avanzar en línea recta o dar unrodeo (izquierda o derecha). Obviamente la mejor solución es avanzar en línea
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Figura 3.5: Ejemplo sencillo de la información local en la toma de decisionescolectivas. Las lineas discontínuas indican posibles caminos para alcanzar la fuentede comida, cada color representa el camino que ha seguido una hormiga diferente.
La información local hace referencia a cada decisión de manera independiente,por tanto permite combinar conocimiento de decisiones tomadas por individuosdiferentes y obtener un comportamiento nuevo.En nuestro ejemplo, significa combinar las decisiones de las rutas de las hormi-gas roja y azul para obtener una ruta verde. Encontrar el camino recto sin recurrir
3.3. HORMIGAS + ABEJAS 45
al conocimiento tiene una probabilidad de 13 · 13 = 16 . Al utilizar el conocimientoesta probabilidad aumenta 12 · 12 = 14 .En un algoritmo constructivo el uso de información local, por ejemplo vinculan-do las acciones a los estados, permite hacer uso de la información generada por unagente en el proceso de construcción de su solución, por otro agente distinto queconstruye una solución diferente, únicamente es necesario coincidir en el mismoestado, en el mismo punto de decisión.
Abejas: información temporal
Lo más interesante del modelo de las abejas es su capacidad de cambiar lafuente de néctar que están explotando cuando las concentraciones cambian. Elproceso de decisión de las abejas converge a una solución, igual que las hormigasconvergen a un cierto camino. Pero si las condiciones cambian, las abejas son ca-paces de alterar su decisión. Por el contrario las hormigas se quedan “atascadas”.La diferencia entre ambos comportamientos se explica fundamentalmente aten-diendo a los procesos de comunicación de cada colonia de insectos. En las hormi-gas la comunicación es a través del medio: una hormiga deja una marca de acuerdocon la decisión tomada. Esto produce que la información quede adscrita al medio:no desaparece. Con lo cual, cuando una hormiga toma una decisión accede a latotalidad de información que exista acerca de esa decisión: a todas las marcasdejadas por el resto de hormigas previamente.En la comunicación de una colonia de hormigas, la conectividad es “máxima”:todas las hormigas tiene comunicación con el resto de la colonia. Esto produceuna convergencia rápida hacia un tipo de patrón determinado, por ejemplo una filade hormigas. Pero además implica que dicho patrón sea estable, porque el ratiode acumulación de feromona en el patrón predominante es tan alto, que impide laacumulación significativa de concentración en patrones de conducta minoritarios.Por ejemplo, cuando una hormiga ‘trata” de salirse de la fila, la influenciadel resto de hormigas (las que continúan en la fila) enmascara cualquier rastrosimplemente porque son muchas hormigas “haciendo otra cosa”.En las colonias de abejas, la conducta no se adquiere según información localadscrita a cada decisión. Las abejas adquieren toda la información “de golpe” enla zona de baile; una vez adquirida la información la aplican para determinar lalocalización de la fuente de néctar. La conectividad es “limitada”: el proceso decomunicación se establece entre una abeja que baila y otras que observan, unavez finalizada la danza, el proceso finaliza y la información comunicada deja deestar disponible.Supongamos tres abejas, cada una explotando una fuente de néctar distinta:cada abeja tarda 5 segundos en recolectar el polen y después danza durante 5segundos para comunicar la posición de la fuente. La abeja 1 empieza en t = 0, laabeja 2 en t = 1 y la abeja 3 en t = 2. En la figura 3.6 se ilustra la evolución enel tiempo de los estados de las abejas. Como se puede observar existen instantesde tiempo donde sólo hay una abeja reclutando, en otros instantes hay dos y enotros están todas. Por tanto, dependiendo de cuando aparezca un observador lainformación a la que tiene acceso es distinta.
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Figura 3.6: Diferentes instantes de reclutamiento de tres abejas distintas.
Si las tres abejas del supuesto indican fuentes de néctar distintas, la coloniapuede establecer un patrón de recolección que abarque las tres fuentes. Es decir,la toma de decisiones puede converge a una conjunto de soluciones múltiple, en vezde a una única solución. Igualmente si una abeja encuentra una fuente de néctardesconocida y comunica su decisión a la colonia, esta información no se enmascarapor el resto de las abejas que estén asignadas a otra fuente. La información nuevaúnicamente “compite” con la información que esté siendo comunicada en ese mismoinstante de tiempo.Los patrones minoritarios de conducta no tienen que hacer frente al patrónmayoritario. Al estar distribuido en el tiempo, la superposición se da entre el patrónminoritario y un fragmento del mayoritario. Esto facilita la inclusión de nuevasconductas en la dinámica de la colonia. Como la dinámica es un refuerzo positivo,una vez que la nueva conducta se consolida, puede extenderse y convertirse en elnuevo patrón mayoritario de conducta.Si recordamos, en el capítulo de Introducción, se mencionó la idea de reducirla conectividad entre los agentes de un sistema para aumentar su capacidad deprocesar información, debido a que los agentes podían converger localmente engrupos. Esto es justamente lo que ocurre en las colonias de abejas ya que lainformación presenta una ventana temporal que reduce la conectividad entre losdistintos miembros de una colmena.Esta propiedad nos parece realmente interesante para un algoritmo meta-heurístico, ya que al tratarse de procesos iterativos que convergen a un patrónde soluciones, este tipo de dinámica, propia de una colonia de abejas, puedepermitir al algoritmo manejar un conjunto mayor de soluciones flexibilizando suconvergencia.
Resumen: cada modelo biológico presenta sus ventajas y sus desventajas. Lashormigas son capaces de combinar información entre ellas, pero no existe el com-ponente temporal que otorga esa flexibilidad para cambiar una decisión ya tomada.Por el contrario las abejas pueden cambiar su decisión en cualquier momento, einclusive decidirse por varias opciones simultáneas. Por contra, no existe locali-
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dad en la información: la secuencia de acciones se adquiere en la zona de bailey después se aplica.La idea es combinar ambos modelos desarrollando un esquema híbrido. Laclave está en convertir la tabla de feromona típica de ACO en un “buffer”: unaestructura de datos reservada para el almacenamiento temporal de informaciónmientras espera ser procesada. De este modo combinamos la localidad de lashormigas con la temporalidad de las abejas.Para ilustrar esta idea vamos a realizar una simulación sencilla a modo deejemplo de un sistema multi-agente básico.
3.4. Simulación de un esquema híbrido
La idea del esquema híbrido es construir un sistema multi-agente simple quecombina las dos propiedades fundamentales de la toma de decisiones en los mo-delos biológicos de las hormigas y de las abejas. Para estudiar estas propiedades,vamos a definir un sistema simple a modo de ejemplo.La simplificación fundamental de este ejemplo consiste en definir un sistemaconvirtiendo la tabla típica de los algoritmos de hormigas en un especie de “buffer”,es decir en un almacenamiento temporal. Para convertir la tabla en un “buffer”eliminamos las probabilidades, definiendo una política de actualización por sobre-escritura: cuando la tabla se actualiza la información se remplaza completamente.De este modo, la información tiene carácter temporal, únicamente estará disponiblehasta que se realice una nueva actualización.
DescripciónEl sistema consiste en un conjunto de agentes coordinados mediante una tablaque almacena información compartida.El cometido del sistema es simplemente generar secuencias simbólicas, el esta-do del agente vendría indicado por la posición de la secuencia donde se generaríael símbolo siguiente. Por ejemplo, el agente A = {A0, A1} estaría en el estado 3.La tabla funciona asociando símbolos con posiciones, al igual que en un problemareal asociaría acciones a estados.Más concretamente:- El sistema se compone de n agentes.Cada agente es capaz de construir una secuencia simbólica de longitud l.La construcción de dicha secuencia se realiza paso a paso, añadiendo unsímbolo detrás de otro hasta que se alcanza la longitud l.- El sistema dispone a su vez de una tabla de feromona que representa lainformación adquirida. La tabla tiene como clave una posición de la secuenciay como valor asociado un símbolo cualquiera:Posición símbolo1 s02 s13 s2... ...l sl
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- Cuando un agente esté construyendo una secuencia, el símbolo que añadeserá el indicado por la tabla para la posición que tiene que rellenar actual-mente. En caso de que no exista información de la tabla, un agente generaráel símbolo Xi donde X es la letra asignada al agente e i la posición de lasecuencia donde se añade el siguiente símbolo.- La actualización de la tabla se lleva a cabo por sobre-escritura. Es decir,para cada posición de la secuencia generada por el agente, se escribe –para su correspondiente posición– el símbolo que ocupa dicha posición enla secuencia.Por ejemplo, supongamos un agente que genera la secuencia [A,B], dichoagente actualizaría la tabla de la siguiente manera: 1→ A, 2→ B.- El estado inicial del sistema, previamente a que se haya actualizado la infor-mación por primera vez, consiste en una tabla vacía. Los agentes comienzanen un punto determinado del proceso de construcción de una secuencia.El algoritmo que implementa este sistema se ilustra en la figura 3.7. Primera-mente se inicializa el sistema, a continuación entramos en el bucle principal queconsiste en dos etapas:a) Actualización de la tabla. En una primera etapa se actualiza la tabla porsobre-escritura para cada agente que haya finalizado la construcción deuna secuencia. A su vez, dicho agente se reinicia para volver a construir unasecuencia.b) Una segunda etapa consiste en que cada agente añade un nuevo símbolo asu secuencia utilizando el contenido de la tabla.
1: agentes = Inicialización2: tabla = []3: while i <N do4: for a ∈ agentes do5: if finalizado(a) then6: tabla = sobre_escribe(a) . Sobre-escritura de la tabla7: a = []8: end if9: end for10: for a ∈ agentes do11: a = símbolo(tabla,a)12: end for13: i = i + 114: end while
Figura 3.7: Esquema algorítmico utilizado en las simulaciones.
Para facilitar la compresión del esquema se detallan unos breves pasos para elcaso de tres agentes: A, B y C que construyen secuencias de tres elementos. Enla tabla3.1 se detallan los dos primeros pasos de simulación. Es importante tener
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en cuenta que la tabla se actualiza previamente a la construcción de la secuenciapor parte de los agentes.
Agentes TablaA A1 A2 - Posición 1 -B B1 - - Posición 2 -C - - - Posición 3 -(a) Iteración 0 (estado inicial).
Agentes TablaA A1 A2 A3 Posición 1 -B B1 B2 - Posición 2 -C C1 - - Posición 3 -(b) Iteración 1.
Agentes TablaA A1 - - Posición 1 A1B B1 B2 A3 Posición 2 A2C C1 A2 - Posición 3 A3(c) Iteración 2.
Tabla 3.1: Simulación de dos iteraciones.
Un sistema en el que todos los agentes comienzan en un mismo estado esun sistema síncrono, los agentes actualizan la información al mismo tiempo (mis-ma iteración), acceden a la misma información, etc... No existe una componentetemporal porque todo ocurre siempre con la misma frecuencia.Un sistema donde todos los agente comienzan en un estado distinto es unsistema asíncrono, en cada iteración un agente diferente actualiza la tabla, cadaagente accede a la información en diferentes iteraciones, etc... Existe una compo-nente temporal.Hay que recordar que estamos estudiando un esquema híbrido, concretamentenos interesa el sistema asíncrono porque permite la aparición de una componentetemporal. El esquema síncrono es más típico de algoritmos tipo ACO.
Simulación: componente temporal
Las simulaciones se van a realizar para el caso concreto donde el sistemaestá compuesto por 4 agentes, los cuales construyen secuencias de 4 símbolospertenecientes al alfabeto: {A,B, C,D}. La simulación consiste en evolucionar elsistema durante 50 iteraciones.El objetivo es analizar la convergencia del modelo según se trate de un esque-ma síncrono o asíncrono, para lo cual partimos de dos inicializaciones distintasmostradas en la tabla 3.2.
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Asíncrono SíncronoAgente A A0 A1 A2 A3 A1 A1 A2 A3Agente B B0 B1 B2 - B0 B1 B2 B3Agente C C0 C1 - - C0 C1 C2 C3Agente D D0 - - - D0 D1 D2 D3
Tabla 3.2: Inicialización de los agentes según que el sistema sea síncrono o asín-crono.
Para analizar el comportamiento del sistema recurriremos a medir la entropíade la información. En el apéndice A se puede consultar una descripción acerca dela entropía de acuerdo con la Teoría de la Información.
Resultados de la simulación
Los resultados de la evolución pueden observarse en las figuras 3.8 y 3.9.
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Figura 3.8: Evolución de los agentes para el modelo asíncrono.
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Figura 3.9: Evolución de los agentes para el modelo síncrono.
Como era de esperar, el modelo síncrono converge a una única secuencia. Estose debe a que tras el estado inicial, donde cada agente genera una secuenciadistinta, se actualiza la información por sobre-escritura, con lo cual el estado dedicha información coincide con el estado del último agente que ha actualizado latabla: agente D.El caso del modelo asíncrono es mucho más interesante. La convergencia decada agente es a una trayectoria periódica de 3 secuencias, donde cada secuenciase genera con la misma periodicidad: 4 iteraciones pero desfasadas.Como se puede apreciar existe un componente temporal en el sistema asín-crono, dependiendo de la iteración, el contenido de información variará según elagente que en dicha iteración haya actualizado la tabla. Por el contrario, en elsistema síncrono esta componente no existe, independientemente de la iteración,el contenido de la tabla será siempre el mismo.De hecho, se puede observar que los agentes generan secuencias pertenecien-tes a diferentes patrones, ver tabla 3.3. Igualmente podemos obtener las distribu-ciones de probabilidad de utilizar cierto símbolo en cierta posición de la secuencia.Estas distribuciones, tanto para los agentes como para la tabla, se muestran enla figura 3.10.
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Agente Posición 1 Posición 2 Posición 3 Posición 4A A1 X A3 A4B B1 X B3 A4C C1 X A3 A4D D1 X B3 A4
Tabla 3.3: Patrones de secuencias generados por cada agentes. El término en Xindica que puede aparecer un símbolo A2, B2, o C2.
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Figura 3.10: Modelo asíncrono: distribución de probabilidad del uso de cada po-sible símbolo según la posición de la secuencia.
Con las distribuciones de probabilidad obtenidas, se puede obtener la entro-pía normalizada (acotada entre 0 y 1), del sistema y los agentes. Puesto que elcontenido de información de los agentes es el mismo para todos ellos, basta conobtener la cantidad de información presente en uno de ellos. Los resultados delanálisis de la entropía se muestran en la figura 3.11. Debido a que el númerode símbolos utilizados decrece a medida que aumentamos las posiciones en unasecuencia, la entropía también decrece a medida que avanzamos en las posicionesde una secuencia.También es interesante remarcar que el contenido de información del sistemaes superior al contenido de información de los agentes, sin llegar a ser la sumade todos ellos.Antes de concluir la discusión del esquema, vamos a realizar un último análisisrelativo a cómo la información está distribuida.
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Figura 3.11: Contenido de información, entropía, respecto de cada posición en unasecuencia.
Distribución de la información
Podemos comenzar el análisis con un hecho muy simple, pero que hasta ahorano hemos tenido en cuenta: en un modelo inspirado en una colmena de abejas,la información se almacena en los agentes, por tanto en el mejor de los casos sepuede tener información acerca de 4 secuencias distintas. En un modelo inspiradoen las hormigas la información reside en la tabla, en nuestro caso 1 sola secuencia.El esquema propuesto almacena hasta 12 secuencias. La cuestión es: ¿cómo sedistribuye la información? porque obviamente se almacena, se repite de maneraperiódica, y es superior a la capacidad de almacenamiento de las estructuras dememoria disponibles (4 + 1 = 5 secuencias).La respuesta viene dada si atendemos a las propiedades de cada modelo bio-lógico utilizado. Las abejas aportan un componente temporal, por otro lado, lashormigas añaden un componente local a la información. De la combinación deambos componentes resulta un sistema donde la información se almacena en frag-mentos que varían a diferente frecuencia lo que da lugar a una combinatoria quepermite almacenar un número superior de secuencias.Esto se ve muy claramente si analizamos la frecuencia de aparición de undeterminado símbolo según la posición en la tabla. La figura 3.12 muestra esteanálisis, para cada posición, la señal es distinta porque el número de símbolosvaría. Para la posición 1 la señal se repite cada 4 iteraciones, para la 2 cada 3iteraciones, etc... Si solapásemos todas las señales nos daría lugar a un conjuntode combinaciones finitas de secuencias que son las que se observan en la evoluciónde la tabla del sistema.Al combinar inspiración de ambos modelos, obtenemos un almacenamiento enfrecuencia típico de las abejas sumado a una fragmentación de la información enfunción del estado del agente típica de las hormigas. Por esta razón se consigueaumentar la capacidad de almacenamiento de información del sistema.
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Figura 3.12: Frecuencia de aparición de los símbolos para cada posición en latabla del sistema asíncrono.
Organización de los agentes como una red
Para comprender mejor el funcionamiento del esquema que estamos utilizandopodemos visualizarlo como una red. El concepto de red hay que entenderlo bajo laperspectiva de las denominadas redes complejas y teoría de redes [Mit09, Wat99].Es otra forma de estudiar el comportamiento global de un sistema en función delas relaciones que se dan entre sus partes. Esta disciplina se basa en el uso degrafos para modelar el sistema, los nodos representan los componentes del sistemay las aristas las relaciones entre las partes.El mismo enfoque de teoría de redes lo podemos aplicar en el estudio denuestro esquema. Para analizar dicha red, es necesario atender a cómo circulala información entre los agentes y construir un modelo utilizando un grafo. Losnodos de dicho grafo serán los agentes del sistema y las aristas, información quese comunica.El grafo resultante se ilustra en la figura 3.13. En cada color están marcadosdistintos sub-grafos, ya que la información no fluye por toda la red al mismo tiemposino por etapas. Cuando el agente A actualiza la tabla, se activa la parte de lared correspondiente a la circulación de información entre el agente A y el resto(sub-grafo marcado en azul). Esto significa que la actividad de la red sigue unpatrón: los distintos sub-grafos se van activando de manera consecutiva. Cada 4ciclos se repite el mismo patrón.Supongamos que se activa el patrón del agente B, el cual transmite el símboloB3 al agente D. El estado del agente B sería [B1]. A continuación se activa elpatrón del agente C , el cual transmite un símbolo X , el que sea, al agente B,que lo recoge en segunda posición: [B1, X2]. A continuación se activa el agente Dque transmite el símbolo B3 al agente B: [B1, X2, B3]. Es decir, se establece un
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patrón de comunicación entre el agente B y el D donde la información que circulaentre ellos se transmite cada 2 ciclos. Este patrón permite conservar el símboloB3 como tercer elemento de una secuencia. Lo interesante es que esta informaciónse almacena en ambos agentes por “turnos”.
















Figura 3.13: Red de comunicación que se establece entre los agentes del sistema.Los valores de las aristas representan la información transmitida y en qué posiciónse recoge.
Como se puede ver en el grafo, figura 3.13, distintos fragmentos de informa-ción recorren caminos distintos en la red, por tanto circulan a distinta velocidad.Por ejemplo ya hemos visto que el símbolo B3 circula, es transmitido, cada dosciclos. En cambio el símbolo A1 únicamente viaja del agente A a sí mismo, comoeste agente transmite la información cada 4 ciclos, la velocidad de transmisión delsímbolo A1 es de cuatro ciclos. La distinta velocidad de circulación es la razón porla cual la red es capaz de almacenar información por encima de las capacidadesde las estructuras de memoria del sistema. Si para cada posición de una secuen-cia, la información que se transmite y recoge en dicha posición circula a diferente
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velocidad, es posible realizar un almacenamiento del conjunto de secuencias “co-dificadas en frecuencia”.
ConclusiónA la vista de estas simulaciones se puede ver claramente que existe un com-ponente temporal como el anteriormente visto en las colonias de abejas. Estecomponente temporal implica que la información ya no está contenida en la tabla,como ocurre en ACO, sino que se distribuye entre los agentes. Como todos losagentes no se encuentran en el mismo estado, la información que un agente co-munica al resto únicamente está disponible durante una ventana de tiempo, hastaque el siguiente agente comunica la suya. En un esquema síncrono esta ventanano existe, al ser escrituras sincronizadas, la misma información está disponibledurante toda la búsqueda de un agente.El componente local de la información es algo que ya está presente en ACO. Lanovedad radica en el uso de la tabla para incorporar el componente temporal típicode las colmenas de abejas. Esto permite diversificar la búsqueda sin ralentizar laconvergencia. Distintos grupos de agentes pueden trabajar de manera aislada consu propia información, haciendo posible la convergencia a soluciones distintas; locual reduce el estancamiento general del algoritmo.En el modelo biológico de las abejas dejamos sin comentar el papel que juegala “respuesta a un umbral”. Este umbral es necesario para evitar la dispersiónen la toma de decisiones, ya que las fuentes de néctar que no son adecuadas(se encuentran por debajo del umbral) se abandonan, permitiendo que el procesode decisión converja. Si no existiese este umbral, podría darse el caso de que lacolonia explotase múltiples fuentes muy pobres y la recolección fuese ineficiente.Aunque en el esquema no lo hemos tenido en cuenta, en la implementación del pro-totipo necesitamos introducir un criterio de umbral para favorecer la convergenciadel algoritmo. Dicho criterio se introducirá más adelante.
3.5. Implementación de un prototipo de algoritmo
Comenzaremos introduciendo los elementos que componen el prototipo, losagentes, las fuentes de información, etc... Una vez introducidos los elementos sepasará a introducir el esquema general y los procedimientos del sistema.Para la implementación asumimos un esquema de minimización de costes. Paraun esquema de maximización el desarrollo sería equivalente.
Definición de elementosRecordemos brevemente que el algoritmo se utiliza un enfoque clásico de laInteligencia Artificial: representar un problema en un espacio de estados. Los treselementos fundamentales de dicha representación los constituyen el conjunto deestados (Q), el conjunto de acciones u operadores (U) y la función de transición(δ : Q × U → Q).
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Agente (A): dispone de dos listas, una que indica los estados recorridos y otraindicando la acción que se ha aplicado en cada estado.
Lista de estados (AQ):→ [q0, q1, ...., qn] q0 ∈ Q0 ∧ ∀i ∈ {1, ...n}, qi ∈ QLista de acciones (AU ):→ [u0, u1, ...., un−1] ∀i ∈ {0, ...n− 1}, ui ∈ U
La lista de estados comienza con un estado inicial (q0), a continuación sedisponen el resto de estados que ha atravesado el agente. El estado inicialal ser dado, implica que la lista de acciones contiene un elemento menos queel número de estados visitados. El último elemento de la lista de estadosvisitados indica el estado actual del agente.Para cada estado qi existe una acción asociada ui que es la responsable dela transición al estado siguiente:
δ(qi, ui) = qi+1
Los agentes parten de la configuración inicial siguiente:
AQ = [q0]AU = []
Los agentes pueden ser de dos tipos:a) Patrollers, agentes que al buscar adquieren nueva información.b) Foragers, agentes que buscan utilizando únicamente la información ad-quirida por el algoritmo.El hecho de que haya dos agentes en el sistema guarda relación con elbalance de la búsqueda. Este balance lo podemos conseguir mediante elequilibrio de una población donde cada agente esté asignado a una tareadistinta: explorar o explotar. A medida que avancemos en el desarrollo delestudio se entenderá mejor el papel de cada agente.Heurística (η): representa la información previa, viene definida como una distribu-ción de pesos, mediante la cual se obtiene una distribución de probabilidadutilizando una función de normalización:
η : Q × U → {x ∈ R|0 ≤ x ≤ 1}
la función recibe como entrada un estado y una acción y devuelve un valorde probabilidad.A través de la fuente de información previa se puede incorporar el conoci-miento a priori que dispongamos de un problema: la heurística.En caso de no disponer de conocimiento heurístico, simplemente la podemosdefinir como una función constante, asignando el mismo peso a toda acciónen cualquier estado, dando lugar a un distribución uniforme.
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Feromona (τ): representa la información adquirida. Igualmente viene dada poruna distribución de pesos, la cual será necesario normalizar para obteneruna distribución de probabilidad:
τ : Q × U → {x ∈ R|0 ≤ x ≤ 1}
Es importante recalcar que al ser información adquirida, la función τ es-tá parcialmente definida. El sistema adquiere información a partir de lasbúsquedas, por tanto sólo se dispondrá de entradas –de información– paraaquellos pares estado-acción que hayan sido utilizados en alguna búsqueda.En los casos donde no esté definida la feromona, los agentes deberán recurrira la información heurística, la cual sí está definida para todo estado y acción.
Umbral (µ) el umbral es aquel valor de coste mínimo para considerar una bús-queda exitosa y su solución aceptable. En caso de que una búsqueda seaexitosa se procede a actualizar el contenido de la feromona (τ), de este modoel algoritmo adquiere conocimiento. En nuestro caso como criterio de umbralvamos a utilizar la media (µ) del coste de las soluciones conocidas hasta elmomento.El uso del umbral es idéntico al de una colonia de abejas, determinar cuan-do un agente comunica su información al resto, haciendo pública dicha in-formación. En nuestro caso la información se hace pública, se comunica,incorporando dicha información al contenido de la feromona.
Una vez introducidos los elementos del sistema, pasamos a detallar los proce-dimientos.
Esquema general
El sistema es un algoritmo de búsqueda iterativo, es decir, se compone de unbucle principal, dentro del cual podemos distinguir las dos etapas mostradas enla figura 3.14.
Construcción de soluciones: engloba aquellos procedimientos necesarios para queun agente construya una solución –una secuencia–. Al ser un esquema cons-tructivo, las secuencias se construyen paso a paso, cada uno constituye loque denominamos paso de búsqueda.En cada paso de búsqueda el agente debe realizar tres procedimientos:
a) Selección de una fuente de información: los agentes disponen de dosfuentes de información, deben elegir cual de ellas usar para llevar acabo el paso de búsqueda actual. No se permite el uso combinado deambas fuentes en un mismo paso de búsqueda.b) Selección de una acción: una vez seleccionada una fuente de informa-ción, el agente debe escoger la acción que va a realizar.c) Actualización del estado: por último el agente debe aplicar la acciónseleccionada para obtener un nuevo estado. Ademas, el agente actua-liza la lista de estados visitados y acciones aplicadas.
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El esquema general de un paso de búsqueda por parte de un agente puedeverse en el pseudo-código que describe al algoritmo, figura 3.14.Actualización de información: engloba aquellos procedimientos necesarios paraque un agente actualice el contenido de la feromona (información adquirida)y el valor de umbral de acuerdo con la secuencia construida.El primer paso es considerar si la búsqueda del agente ha tenido éxito ono, para lo cual se utilizará un criterio de umbral. En caso de que al agentehaya tenido éxito, se actualizará la información. En caso contrario el agenteno hará nada (se descarta la información de la búsqueda).El esquema general de la actualización puede verse en el pseudo-códigoque describe al algoritmo, figura 3.14. El procedimiento finalizado() repre-senta el criterio de parada para determinar si la búsqueda del agente hafinalizado, El término J(Sa) representa el coste dado por la función objetivodel problema(J asociado a la solución del agente: Sa.
1: Inicialización2: while condición de terminación no satisfecha do3: for a ∈ Población do . Paso de búsqueda4: seleccionar información5: escoger acción6: actualizar(a)7: end for8: for a ∈ Población do . Actualización de información9: if finalizado(a) == > then10: if J(Sa) < µ then . Criterio de umbral11: actualizar(µ, a)12: actualizar(τ, a)13: end if14: end if15: end for16: end while
Figura 3.14: Esquema general en pseudo-código.
Construcción de solucionesLa construcción de soluciones se detalla en la figura 3.15.- En primer término el agente selecciona una lista de acciones disponibles(LU ), donde cada acción tiene una cierta probabilidad de ser escogida: P(LU ).- Como existen dos fuentes de información, es necesaria una política de controlque regule cuando se utilizará la heurística o la feromona para determinarlos valores de LU y P(LU ).- A continuación, el agente escoge un acción perteneciente a LU haciendo usode la distribución de probabilidad asociada: P(LU ).
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- Por último el agente actualiza su estado actual, la lista de estado visitadosy las acciones aplicadas.
1: procedure Paso de búsqueda(agente)2: {LU , P(LU )} ← política de control3: acción← selección(LU , P(LU ))4: agente← actualizar(agente)5: end procedure
Figura 3.15: Construcción de soluciones: paso de búsqueda.
Comenzaremos definiendo un paso de búsqueda que consiste en la actualiza-ción de las estructuras de datos de un agente.
Política de controlLa finalidad de la política de control es determinar los valores de LU y P(LU )en función de la información que se utilice. Antes de desarrollar un criterio dedecisión, veremos como obtener estos valores dependiendo de la información.
Feromona (τ): representa la información adquirida que se codifica utilizando unatabla. Siguiendo la nomenclatura de ACO, la denominaremos tabla de feromona.Se trata de una tabla asociativa, la cual almacena la información referente alos estados y las acciones. Una tabla asociativa es una estructura que permite elacceso directo al contenido en función de una clave. En este caso las claves sonestados, y el contenido una lista de pares acción-peso. La estructura de la tablase representa en la figura 3.16.
Clave Valorq0 [(u0, τ0), (u1, τ1), . . .]q1 [(u1, τ1), (u2, τ2), . . .]
Figura 3.16: Estructura de la tabla de feromona. El símbolo τi representa un peso.
Utilizando la tabla, la probabilidad asociada a una acción en función de unestado queda definida mediante una sencilla ecuación de normalización:
Pτ (ui|qn) = τqnui∑
j∈|τqn | τqnuj
(3.1)
donde τqnui es el peso asociado a la acción ui correspondiente al estado qn, y |τqn |es el número de elementos de la lista asociada al estado qn.- Para un cierto estado qn definimos la lista de acciones disponibles (LqnU ) comoaquellas acciones que estén contenidas en la lista de la tabla asociada alestado qn: LqnU = [ui] ui ∈ τqn
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- Una vez que está definida la lista de acciones disponibles (LqnU ), la probabi-lidad de cada acción viene dada por la ecuación 3.1 :
P(LqnU ) = [Pτ (ui|qn)] ui ∈ LqnU
Heurística (η): representa la información previa que viene dada por una funcióndependiente del problema (η). A su vez se asume que existe otra función ad-hocpara cada problema (Υ : Q → U), la cual dado un estado, devuelve una lista deacciones disponibles para dicho estado.Utilizando la función η y la función Υ, la probabilidad asociada a una acciónen función de un estado queda definida mediante otra ecuación de normalización:
Pη(ui|qn) = η(ui, qn)∑
j∈|Υ(qn)| η(uj , qn)
(3.2)
donde η(ui, qn) es el peso asociado a la acción ui correspondiente al estado qn,y |Υ(qn)| es el número de acciones disponibles para el estado qn.
- Para un cierto estado qn, la lista de acciones disponibles vendrá dada por unprocedimiento o función, representado por el término Υ, que será dependientede la definición del problema:
LqnU = Υ(qn)
- Una vez que está definida la lista de acciones disponibles (LqnU ), la probabi-lidad de cada acción viene dada por la ecuación 3.2 :
P(LqnU ) = [Pη(ui|qn)] ui ∈ LqnU
Selección de información según el tipo de agenteUna vez que tenemos detallado como obtener LU y P(LU ) podemos pasar adetallar el criterio que determina cuándo utilizar la feromona o la heurística.Para indicar el uso de la feromona se recurrirá a los símbolos LτU y P(LτU ),mientras que para denotar la heurística se utilizaran los símbolos LηU y P(LηU ).
Foragers. Este tipo de agente trata de usar exclusivamente la información ad-quirida, luego el criterio es muy sencillo: si existe información en la tabla deferomona para el estado actual del agente se hará uso de ella. En caso de noexistir dicha información, se recurre a la información heurística.Más formalmente: {LτU = ∅ → LηU ∧ P(LηU )e.o.c → LτU ∧ P(LτU ) (3.3)La razón de recurrir a la información heurística en caso de no existir informaciónadquirida tiene como motivo el preservar la búsqueda que ha realizado el agente.
Patrollers. En este caso el agente debe hacer uso de la heurística para adquirirnueva información e incorporarla a la tabla de feromona.
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Cuando un patroller debe realizar una acción, escoge entre usar la heurísticao la feromona, pero nunca combina ambas fuentes de información. El criterio queregula el uso de una u otra es el siguiente:
- Si la última información utilizada provenía de la feromona (LτU ), o el estadoactual es un estado inicial, entonces:{χ < 1− (1− γ1)1/NS → LηU ∧ P(LηU )e.o.c → eq. 3.3 (3.4)
- Si la última información utilizada provenía de la heurística (LηU ):{χ < γ2 → LηU ∧ P(LηU )e.o.c → eq. 3.3 (3.5)Como se puede observar el criterio es más complejo que en el caso anterior, loexplicamos por partes:
- El término → eq. 3.3 simplemente indica que cuando un patroller deba usarla feromona pero no esté definida para el estado actual, entonces recurriráa la heurística.
- El término χ < 1− (1− γ1)1/NS regula el uso de la heurística empleandoχ ∈ (0, 1], un número generado al azar. El término γ1 ∈ [0, 1) es un paráme-tro definido por el usuario y NS es el número de acciones necesarias paraconstruir una secuencia completa1.En la figura 3.17 se muestra el valor de χ para distintos valores de NS yγ1. Como puede verse hasta que γ1 no se aproxima a valores cercanos a 1,el valor de χ es próximo a 0. A medida que aumentamos el valor de NSaumenta la influencia de la raíz, impidiendo el crecimiento de la curva hastaque γ1 no alcanza valores realmente próximos a 1.














Figura 3.17: Evaluación de la expresión 1− (1− γ1)1/NS para distintos valores deNS y γ1.
1Puede darse el caso que el número de acciones sea variable, de ser así, para el valor de NShabrá que recurrir a algún método de estimación sencillo. Como usar la longitud de la mejor soluciónconocida, etc...
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El parámetro γ1 refleja la probabilidad de que un patroller utilice al menosuna vez la información heurística para construir una secuencia. Ya que siesto no ocurriese, el patroller no adquiriría información nueva. No habríadiferencia entre un forager y un patroller.Supongamos que queremos construir una secuencia de n elementos, usandouna probabilidad p de utilizar la heurística. Por tanto, la probabilidad deconstruir una secuencia utilizando al menos una vez la heurística viene dadapor la siguiente expresión: 1− (1− p)n.Esta última expresión nos permite relacionar el valor de p con γ1:
γ1 = 1− (1− p)np = 1− n√1− γ1
Intuitivamente manejar γ1 es mucho más simple que asignar un valor a p.Porque, independientemente del problema, los patrollers deberán construiruna secuencia utilizando la información previa al menos una vez. Por tantoγ1 debe reflejar una probabilidad alta (≈ 1).- El término χ < γ2 introduce el uso condicional de un segundo parámetroγ2 ∈ [0, 1). De esta manera permite la definición de una probabilidad recu-rrente2, donde la decisión actual está condicionada en función del tipo deinformación utilizada en la decisión anterior. Es decir, la probabilidad (p) deque una acción se escoja utilizando la heurística depende de la probabilidadanterior:
p[0] = p1p[n] = p1 + (p2 − p1) · p[n− 1]
donde p1 = 1− NS√1− γ1 y p2 = γ2.Resolviendo la recurrencia, obtenemos la siguiente expresión general:
p[n] = p1 − p1 · (p2 − p1)n1 + p1 − p2
Como tanto p1 como p2 son valores positivos menores que 1, existe un límiteen la recurrencia:
l´ımn→∞ p1 − p1 · (p2 − p1)n1 + p1 − p2 = p11 + p1 − p2
Si evaluamos la expresión p[n], figura 3.18, para unos ciertos valores (γ1 =0,99, γ2 = 0,5, NS = 10), podemos ver como la probabilidad crecer hastaque tiende a un límite: comienza a saturar alcanzado un valor estable.El hecho de introducir un segundo parámetro γ2 permite definir una proba-bilidad que aumenta a medida que se toman más decisiones, favoreciendo eluso de la feromona en las primeras decisiones donde se puede asumir que
2Una ecuación recurrente (o ecuación en diferencias) es el análogo discreto de una ecuación dife-rencial.
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Figura 3.18: Evolución de la probabilidad (p[n]) de utilizar la información heurísticapara seleccionar una acción en función del número previo de pasos de búsquedadados (n).
es más fiable. Este uso decrece a medida que tomamos más decisiones y lafiabilidad sea dudosa.
Selección de una acciónEste procedimiento es una selección al azar sobre una lista de acciones LU ,donde cada acción tiene una cierta probabilidad de ser escogida, P(LU ).Una selección al azar consiste en escoger la primera acción cuya probabilidadacumulada sea mayor que un cierto valor χ generado utilizando una distribuciónuniforme entre (0, 1].Formalmente, la selección al azar de una acción la podemos definir de lasiguiente manera:
Sean
LU = [u0, u1, ...., un−1, un]P(LU ) = [p(u0), p(u1), ...., p(un−1), p(un)]
La acción seleccionada ui vendrá dada por el mínimo valor de i:
mı´ni i ∈ {0, 1, ...., n}χ < F (ui)
- χ es un número aleatorio generado a partir de una distribución uniformeentre (0, 1]
- F (ui) = i∑j=0 p(uj )
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Una vez que el agente ha escogido una acción, únicamente resta actualizar suestado.
Actualización del agenteEste procedimiento consiste en aplicar una acción determinada un para tran-sitar a un nuevo estado. La lista de estados visitados se actualiza de acuerdo alestado resultante de la transición y la acción utilizada se añade a la lista deacciones aplicadas. Formalmente podemos definir el procedimiento de la siguientemanera:Dado un agente A tal que
AQ = [q0, q1, ...., qn]AU = [u0, u1, ...., un−1]
la aplicación de la acción un por parte del agente da como resultado la siguienteactualización:
A+Q = [q0, q1, ...., qn] ++ [qn+1] = [q0, q1, ...., qn, qn+1]A+U = [u0, u1, ...., un−1] ++ [un] = [u0, u1, ...., un−1, un]donde qn+1 = δ(qn, un).
Actualización de la información
La actualización de la información es el procedimiento mediante el cual unagente modifica el contenido de información de la tabla de feromona, la informaciónadquirida, en función de la solución que ha construido.Este procedimiento de actualización se compone de dos pasos:
a) Actualización del umbral
b) Actualización de la tabla de feromona
Detallaremos cada paso de manera independiente.
Actualización del umbralEn nuestro caso como valor umbral vamos a utilizar la media (µ) del costede las soluciones conocidas hasta el momento. El utilizar la media tiene variasventajas fundamentales:
i) Es un valor definido completamente por el estado de la búsqueda. No re-quiere configuración por parte del usuario y además no introduce ningúnsesgo en la dinámica del sistema, lo cual es fundamental cuando se trabajacon sistemas auto-organizados.Un sistema auto-organizado se comporta en función de su entorno, de sumarco de trabajo. En el caso de un algoritmo el entorno es el problema dado.El hecho de introducir elementos previamente definidos que no forman partedel problema, pero sí del marco de trabajo, por ejemplo parámetros definidos
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por el usuario, implica que el sistema se va a organizar de acuerdo al marcoprovisto, no al problema. De tal modo que la organización resultante puedeno ser adecuada para resolver el problema, simplemente porque el marco detrabajo definido no es correcto.
ii) La media tiene un comportamiento asintótico en función del número de mues-tras. Si además únicamente actualizamos la media con valores inferiores aella, esto implica que la media sólo puede decrecer. El resultado es que suvalor decrecerá rápidamente si el número de muestras es pequeño y tenderáa permanecer estable si el número es alto.Trasladado a un proceso de búsqueda implica que el umbral variará signifi-cativamente en los primeros estadios de la búsqueda, lo cual es beneficiosoporque limita la ganancia de información e impide la dispersión en esasprimeras iteraciones. Pero a su vez tiende a estabilizarse a medida que elproceso avanza, favoreciendo la ganancia de información y la dispersión amedida que la búsqueda avanza.
iii) El cálculo de la media es un proceso computacionalmente eficiente, única-mente requiere operaciones aritméticas sencillas:
µn+1 = µn + xn − µnn+ 1
De manera genérica podemos definir el umbral como una media móvil goberna-da por un parámetro γ3 que limita el número de muestras empleado en el cálculo dela media. En general, dicho parámetro se puede asignar como infinito, γ3 =∞, deeste modo la media móvil sería simplemente la media “clásica”: el valor ponderadode todas las soluciones conocidas.El procedimiento de actualización de la media para γ3 = ∞ se detalla en lafigura 3.19. El procedimiento es muy simple: se lleva un contador con el númerode muestras m y se actualiza el valor de la media de la manera correspondiente.La única salvedad es el caso inicial: al tratarse de un umbral, antes de obtenerla primera solución, la media tiene valor ∞. De este modo siempre se acepta laprimera solución proveniente de una búsqueda. Cuando la media se actualiza porprimera vez, se inicializa al valor del coste de esa primera solución.
1: procedure Actualiza media(S,m)2: m← m+ 13: if m = 1 then . Inicialización de la media4: µ ← J(S)5: else6: µ ← µ + (J(S)− µ)/m7: end if8: end procedure
Figura 3.19: Actualización de la media: descripción en pseudo-código, para γ3 =∞. El símbolo S indica una solución y m el número de muestras.
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En la figura 3.20 se detalla el procedimiento en caso de que γ3 6= ∞. Elprocedimiento es prácticamente igual, únicamente se incluye una pila Lµ dondese almacenan los valores sobre los que se obtiene la media. Primeramente vamosañadiendo valores a la pila hasta que se alcanza el número de muestras permitido.Una vez que se alcanza dicho límite, se extrae el último elemento de la pila (Lµ(γ3)),se añade el nuevo valor y se actualiza la media de la manera correspondiente.
1: procedure Actualiza media(S,m)2: m← m+ 13: Lµ ← add(J(S))4: if m = 1 then5: µ ← J(S) . Inicialización de la media6: else7: if m < γ3 then8: µ ← µ + (J(S)− µ)/m9: else10: µ ← µ + J(S)/γ3 − Lµ(γ3)/γ311: Lµ ← extraer(γ3)12: m← m− 113: end if14: end if15: end procedure
Figura 3.20: Actualización de la media: descripción en pseudo-código. El símbolo Sindica una solución, m el número de muestras y Lµ es una pila donde se almacenanlos valores sobre los que se obtiene la media.
Actualización de la tabla de feromonaCuando introdujimos el esquema híbrido (sección 3.4), describimos la políti-ca de actualización como una operación de sobre-escritura. Obviamente para unalgoritmo necesitamos un procedimiento más refinado. Lo que vamos a hacer esponderar el reemplazo de la información contenida en la tabla por la informaciónproveniente de una búsqueda en función de la calidad de la solución encontrada.
Elementos del procedimientoPreviamente a describir el procedimiento de actualización, vamos a definir loselementos que lo conforman.La calidad de una solución (λ) se indica mediante un número entre 0 y 1 que secalcula tomando como referencias el valor de umbral µ y el coste de la mejorsolución encontrada hasta el momento (Jbest):
λ = J(S)− µJbest − µ (3.6)donde J(S) es el coste asociado a la solución generada por el agente.
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Es decir, una solución S tendrá mayor calidad a medida que su coste seacerque al coste de la mejor solución descubierta hasta el momento (Jbest),y calidad 0 si su coste es igual o inferior al valor umbral µ que indica si unasolución es aceptable o no.
Frecuencia relativa (ν) de una acción respecto a un estado, es el número de vecesque el agente A ha utilizado dicha acción en dicho estado, respecto al númerode veces que el agente ha visitado dicho estado. Más formalmente:
νqnui = NqnuiNqn (3.7)donde Nqnui indica el número de veces que el agente ha aplicado la acciónui en el estado qn, Nqn es el número de veces que el agente ha visitado elestado qn.Por ejemplo:
Aj = [AQ = [qm, qn, qm, qn, qm], AU = [ui, uj , uj , ui, ui]]νqmui = 23 νqnui = 12νqmuj = 13 νqnuj = 12νqmul = 0 νqnul = 0
La ecuación que define como actualizar el valor de τ asociado a una acción enla tabla es la siguiente:
τ+ = τ + (C − τ) · λ (3.8)
La ecuación que estamos utilizando es de nuevo recurrente, donde el valorde τ se aproxima a C . El valor de λ gobierna la velocidad de convergencia.Como λ es un número positivo menor que 1, si resolvemos la recurrencia paraun valor inicial τ0, podemos ver que al ir aumentando las actualizaciones(n → ∞) el valor de τ será aproximadamente C , independientemente de λy su valor inicial (τ0).
τ+ = τ + (C − τ) · λτn = C + (τ0 − C ) · (1− λ)nl´ımn→∞C + (τ0 − C ) · (1− λ)n = C
Esta tendencia en el comportamiento de la ecuación 3.8 se ilustra en lafigura 3.21.Utilizando la frecuencia relativa, podemos particularizar la ecuación 3.8 dela siguiente manera: τ+ = τ + (ν − τ) · λ (3.9)
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Figura 3.21: Evaluación de la ecuación τn = C + (τ0 −C ) · (1− λ)n para C = 1 yτ0 = 0.
La ecuación 3.9 indica que el peso asociada a una acción se actualiza demanera que dicho valor refleje la frecuencia relativa de dicha acción.
Procedimiento de actualizaciónEl procedimiento de actualización se detalla en la figura 3.22. Para cada estadovisitado por el agente (Aq) se actualiza el contenido de la tabla (τ(qi)) modificandoel valor asociada a cada acción en función de la calidad de la solución obtenidapor el agente (λ). Como se puede observar, el valor asociado refleja la frecuenciarelativa: la probabilidad de utilizar una determinada acción en un determinadoestado.El contenido de la tabla será reemplazado en mayor o menor medida en funcióndel valor de λ. Es importante remarcar que este reemplazo puede darse porque λtenga un valor próximo a 1. Pero también puede darse si se acumula el efecto desucesivas actualizaciones con valores menores de λ. El contenido se conservaráúnicamente si la acción utilizada es siempre la misma.
1: procedure Actualización(Aq, Au, λ)2: for i ∈ |Aq| do . Estados visitados por el agente3: qi ← Aq(i)4: Lτ ← τ(qi) . Contenido de la tabla para el estado qi5: for j ∈ |Lτ | do6: [τj , uj ]← Lτ (j)7: τj = τj + (νqiuj − τj ) · λ8: end for9: end for10: end procedure
Figura 3.22: Actualización de la información: descripción en pseudo-código.
Un caso particular que ayuda a ilustrar el procedimiento de actualización se
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da cuando los estados únicamente pueden ser visitados una vez. De hecho es unarestricción muy típica en diversos problemas, con lo cual merece la pena ilustrarel procedimiento de actualización para este caso.Si un estado sólo puede ser visitado una vez, entonces νqiuj sólo puede ser 1si la acción aplicada en el estado qi es uj . En caso contrario la frecuencia sería0. De este modo el procedimiento de actualización sería el mostrado en la figura3.23.Para este caso particular puede observarse mejor el reemplazo de la informa-ción, puesto que si λ = 1, entonces, para los estados visitados por el agente, latabla únicamente contiene las acciones que dicho agente ha utilizado. El resto deinformación ha sido descartada.
1: procedure Actualización(Aq, Au, λ)2: for i ∈ |Aq| do . Estados visitados por el agente3: qi ← Aq(i)4: Lτ ← τ(qi) . Contenido de la tabla para el estado qi5: for j ∈ |Lτ | do6: [τj , uj ]← Lτ (j)7: if uj == Au(i) then8: τj = τj + (1− τj ) · λ9: else10: τj = τj + (0− τj ) · λ11: end if12: end for13: end for14: end procedure
Figura 3.23: Actualización de la información: descripción en pseudo-código parael caso de que los estados únicamente puedan ser visitados una vez.
Por último es interesante resaltar que la información no se modifica para aque-llos estados que no han sido visitados por un agente: dicha información no sepierde con el tiempo, con lo cual, los agentes pueden re-utilizarla en cualquiermomento de la búsqueda.
Esquema en pseudo-códigoUna vez que hemos introducido todos los elementos que forman parte de laactualización de la información, podemos reunirlos en un único esquema paravisualizar el orden en que se realiza cada procedimiento. El esquema se muestraen la figura 3.24, se han vuelto a incluir los procedimientos previamente descritospara la actualización de la tabla y del valor de la media (criterio de umbral).
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1: procedure Bucle Principal2: for a ∈ Población do . Actualización de información3: if finalizado(a) == > then4: S ← a(S) . Obtenemos la solución a partir del agente5: if J(S) < µ then . Criterio de umbral6: if J(S) < Jbest then . Actualizamos la mejor solución7: Jbest ← J(S)8: end if9: µ ← actualizaMedia(S,m)10: λ← J(s)−µJbest−µ . Calidad de la solución (Eq. 3.6).11: τ ← actualizaTabla(a(Aq), a(Au), λ)12: end if13: end if14: end for15: end procedure16:17: procedure actualizaMedia(S,m)18: m← m+ 119: Lµ ← add(J(S))20: if m = 1 then21: µ ← J(S) . Inicialización de la media22: else23: if m < γ3 then24: µ ← µ + (J(S)− µ)/m25: else26: µ ← µ + J(S)/γ3 − Lµ(γ3)/γ327: Lµ ← extraer(Lµ(γ3))28: m← m− 129: end if30: end if31: end procedure32:33: procedure actualizaTabla(Aq, Au, λ)34: for i ∈ |Aq| do . Estados visitados por el agente35: qi ← Aq(i)36: Lτ ← τ(qi) . Contenido de la tabla para el estado qi37: for j ∈ |Lτ | do38: [τj , uj ]← Lτ (j)39: if uj == Au(i) then40: τj = τj + (1− τj ) · λ41: else42: τj = τj + (0− τj ) · λ43: end if44: end for45: end for46: end procedure
Figura 3.24: Proceso de actualización de la información.
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Una vez introducida la implementación del prototipo podemos realizar un pe-queño estudio experimental para su verificación. Para llevarlo a cabo se va autilizar el problema del viajante de comercio: Travelling Salesman Problem (TSP)[JM97], consistente en recorrer n ciudades sin pasar dos veces por la misma, ex-ceptuando la ciudad inicial, de manera que la distancia recorrida sea mínima. Lasinstancias que utilizaremos se toman de la librería TSPLIB’95 [Rei95], donde elnúmero de ciudades viene indicadas en el nombre de la instancia.El TSP es un problema bien conocido, que tiene una heurística muy fiable,definida como la inversa de la distancia entre dos ciudades. A su vez, el problemaes cíclico, cada ciudad es inicio y final de un recorrido, permitiendo construir unmismo recorrido partiendo de distintas ciudades.Para resolver el TSP utilizaremos una representación en espacio de estadosmuy sencilla: el estado actual viene determinado por la ciudad actual. Desde cadaestado, las acciones disponible son ciudades que se pueden visitar, que no han sidovisitadas con anterioridad. La solución final viene dada por la lista ordenada deciudades visitadas. No se utilizará la heurística, sino que las ciudades se escogenal azar. Los recorridos se construyen siempre partiendo de la misma ciudad.La representación que utilizamos no persigue resolver el TSP, sino analizar elprototipo bajo unas condiciones generales: ausencia de heurística y estado inicialfijo.Para este pequeño estudio experimental utilizaremos dos variaciones del proto-tipo: una versión síncrona, donde todas las hormigas presentan siempre un númeroidéntico de ciudades visitadas. Esta versión se compara con una versión asíncro-na, donde una hormiga puede llevar visitadas x ciudades y otra x ′. El objetivo escomparar el rendimiento de ambos esquemas.En todos los casos utilizaremos igual número de hormigas que ciudades tienela instancia del TSP. La razón se debe a que éste es –aproximadamente– el valornecesario para que se observe con claridad la diferencia entre la versión asíncronay la síncrona.
Tabla de feromonaUn primer experimento, consiste en estudiar la evolución de la tabla de fero-mona a lo largo de la búsqueda. Es interesante porque el contenido de la tablainfluye sustancialmente en el rendimiento del algoritmo.Para realizar el estudio hemos utilizado una instancia de 51 ciudades (Eil51),la población consiste en 51 hormigas. Hemos ido variando la configuración dela población, indicando el porcentaje de foragers que la componen, para ilustrarcomo influye cada tipo de agente. Para cada configuración de la población, se haejecutado el algoritmo 100 veces y se ha calculado un promedio de la entropíamedia de la tabla en función del número de soluciones construidas.En la figura 3.25 se puede ver el resultado de este experimento. En el casosíncrono la entropía de la tabla desciende a cero drásticamente a no ser que lapoblación no esté compuesta exclusivamente por patrollers. En el caso asíncrono,se puede observar como la entropía media es proporcional al porcentaje de foragersempleados: cuantos más foragers menos entropía y menos dispersión.Cuando una hormiga actualiza la tabla, incrementa la probabilidad de lasacciones utilizadas y decrementa el resto. Por tanto, a medida que se realizan
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Figura 3.25: entropía media de la tabla de feromona empleando distintos porcen-tajes de foragers, utilizando la instancia eil51.
actualizaciones, los cambios de la primera actualización se van perdiendo debidoa las actualizaciones posteriores.Supongamos un recorrido de n ciudades, para la ciudad i la tabla indica quehay que visitar la ciudad j . Obviamente los foragers cuando actualicen la tablapara la ciudad i, reforzarán el visitar la ciudad j . En cambio, los patrollers puedenignorar la tabla en algún punto de la construcción de una secuencia. Pero paracada ciudad en concreto, la probabilidad de usar la tabla por parte de un patrolleres alta. Esto tiene como consecuencia que para la ciudad i, la mayoría de lospatrollers también reforzarán la ciudad j , en cambio, unos pocos reforzarán otraopción:i→ j ′. Si estos pocos actualizan la tabla en último lugar, es posible que lainformación quede reflejada en la tabla, pero justamente por ser un grupo escaso,lo más probable es que no sean los últimos en actualizar la tabla. La consecuenciaes que ese cambio se pierde, en favor de la información antigua: i→ j .Obviamente el uso de probabilidades, más la función de calidad que se asignaa una solución influye, permitiendo que la información se conserve mejor en funciónde la calidad de la solución que produce. Pero si la población es numerosa, apareceun efecto secundario debido a la repetición, que bien puede ser positivo: se refuerzauna cierta información, o bien negativo: se decremento de manera repetitiva laprobabilidad asociada a una acción.En el esquema síncrono este efecto de repetición es muy significativo cuandola población alcanza un cierto número de individuos y la secuencia a construires larga. Cuando la población es pequeña o la secuencia es corta, no se apreciael efecto. En un esquema asíncrono este efecto no tiene una influencia aprecia-ble, porque como cada hormiga actualiza la tabla en iteraciones distintas. Antesque posteriores actualizaciones eliminen cierta información de la tabla, existe laposibilidad de que dicha información se utilice por alguna hormiga que continúebuscando. La hormiga que la usa, la almacena en su memoria interna, de tal modoque cuando finalice su búsqueda, devolverá dicha información a la tabla.Es decir, la información que determina el recorrido que una hormiga constru-ye no se encuentra únicamente en la tabla, sino en las hormigas que llevan laconstrucción de solución más avanzada y que actualizarán la tabla mientras ellacontinúa buscando. En cambio, en el esquema síncrono esta información se en-cuentra únicamente de la tabla. Es la misma idea que se expuso de manera teóricaal comparar el modelo biológico de las hormigas y de las abejas, al distribuir la
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información entre los individuos se incrementa la información que maneja el al-goritmo, lo que indirectamente se traduce en un mayor nivel de información en latabla, como se aprecia en la figura 3.25.Esta diferencia entre asíncrono y síncrono se ilustra mejor utilizando una ins-tancia pequeña, 16 ciudades, y estudiando como evoluciona el contenido de latabla durante la ejecución de las primeras 100 iteraciones.Las figuras 3.26 y 3.27 muestran un “diagrama de temperatura”. Para cadaciudad se muestra el contenido de la tabla (vector en la dirección del eje x) segúnla iteración (eje y). El código de colores varían entre más peso (rojo = 1) y menospeso (blanco = 0). Para esta pequeña simulación se ha utilizado una poblaciónde 16 hormigas con 7 foragers (40 %) y 9 patrollers (60 %).Como se puede observar en el caso síncrono, la tabla se actualiza cada 16iteraciones que es el periodo que tarda una hormiga en construir un recorrido.Para casi todas las ciudades se puede ver cómo la tabla muestra un patrón muyestable.Por el contrario, la tabla en el caso asíncrono es mucho más dinámica, porqueen cada iteración existe la posibilidad de que una hormiga la actualice si ha tenidoéxito en la búsqueda. Aunque también se estabiliza, muestra una mayor diversidadde patrones que en el caso síncrono. Es interesante ver cómo para la ciudad 16 seproduce una pequeña oscilación entre dos valores, indicativo de una convergenciaa dos ciudades (acciones) distintas.
3.6. ANÁLISIS EXPERIMENTAL 75
































































































































Figura 3.26: Evolución del contenido de la tabla de feromona para la versiónsíncrona, utilizando la instancia ulysses16.
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Figura 3.27: Evolución del contenido de la tabla de feromona para la versiónasíncrona, utilizando la instancia ulysses16.
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SolucionesEl análisis de la tabla es indicativo de como está realizando la búsqueda elalgoritmo, pero para tener una medida más fiable es necesario analizar el conjuntode soluciones procesadas. Para realizar dicho análisis podemos recurrir de nuevoa la entropía, solo que aplicada al conjunto de recorridos construidos por lashormigas.A medida que las hormigas construyen recorridos, los almacenamos en un con-junto y vamos midiendo la entropía de dicho conjunto. De esta manera obtenemosla evolución de la entropía del conjunto de soluciones generadas. Si los recorridosson diferentes, la entropía del conjunto debe incrementarse a medida que vamosañadiendo nuevas soluciones, en cambio, si las soluciones comienzan a repetirsela entropía decrecerá.Al igual que en el caso anterior, el valor de la entropía se promedia utilizando100 ejecuciones independientes.El resultado de este análisis puede verse en la figura 3.28, como era de esperarel esquema asíncrono tiende a manejar un conjunto mayor de soluciones a lo largode la búsqueda que el esquema síncrono. Únicamente cuando la población secompone exclusivamente de patrollers los conjuntos de soluciones presentan unnivel de entropía similar.
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Figura 3.28: Entropía media del conjunto de soluciones, utilizando la instanciaeil51.
EficienciaPor último, como estamos utilizando instancias conocidas del TSP, podemosmedir la eficiencia real de cada esquema, utilizando el error relativo cometidorespecto al óptimo: coste− óptimoóptimoPara medir el error cometido, hemos seleccionado 10 instancias con diferentenúmero de ciudades. Para cada instancia, hemos fijado la población de foragersa un 40 % con igual número de hormigas que ciudades hay en la instancia. Elnúmero de recorridos construidos para cada instancia es de n · 104, donde n esel número de ciudades de la instancia. Cada instancia se resuelve 100 veces paraobtener un valor promedio del error.
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Los resultados se muestran en la figura 3.29, como puede verse el esquemaasíncrono es claramente superior al esquema síncrono. Dicha diferencia se acentúaa medida que aumenta la complejidad de una estancia.
��������� ��������
�������
�� ���� ����� �������









Figura 3.29: Error medio cometido al resolver cada instancia.
3.7. Recapitulación
Se adoptan ideas de la toma de decisiones colectivas de las colmenas deabejas, lo que permite ampliar la fuente de inspiración biológica de los algoritmosde hormigas. Esta inspiración se resume en dos ideas clave: a) los agentes trabajande manera asíncrona, y b) utilizar la tabla como un buffer temporal.El resultado es un sistema donde la información se distribuye entre los agen-tes, en vez de residir totalmente en la tabla. Esto permite una mayor eficacia enla búsqueda ya que la información contenida en los agentes permanece indepen-diente una de otra, favoreciendo una dispersión global a nivel de sistema, peropermitiendo una convergencia local, a nivel de cada agente.Los análisis experimentales realizados con un prototipo sugieren que la imple-mentación de estas ideas permite aumentar la eficiencia de la búsqueda ya quese procesa una mayor cantidad de información y por tanto se consigue una mejorexploración del espacio de soluciones del problema.
Capítulo 4Dinámica de población
En el capítulo anterior hemos introducido el esquema del prototipo, donde sucaracterística principal es que la información se distribuye entre la población deagentes. Por tanto el rendimiento de la búsqueda depende en gran medida de laorganización de esta población.Como la información se distribuye entre los agentes, una población mayorpuede contener más información y favorecer la dispersión en la búsqueda. Por elcontrario, una población menor favorece la convergencia. También es importanteconsiderar la composición de la población: un número elevado de patrollers induceuna excesiva dispersión en la búsqueda y un número elevado de foragers, puedellevar al estancamiento de la búsqueda. Regular la población de manera adecuadase antoja como uno de los aspectos claves para pasar de un prototipo a un algoritmoque funcione de manera eficaz.
4.1. Alternativa al uso de parámetros
El esquema típico que se puede encontrar en muchos algoritmos meta-heurísticosal control1 del proceso de búsqueda es la introducción de parámetros. Los proce-dimientos de generación de soluciones se regulan mediante constantes numéricasintroducidas previamente a la ejecución del algoritmo, en función de dichos va-lores se controla el proceso de búsqueda. El uso de parámetros presenta dosdificultades:
a) Obtención de los valores adecuados. Previamente a la aplicación del algo-ritmo se debe buscar qué valores de los parámetros son adecuados para eluso del algoritmo.En muchos casos este proceso puede automatizarse, por ejemplo el algoritmode optimización por descenso de gradiente [Sny05] consiste en avanzar enla dirección indicada por el gradiente. Ahora hay que definir “cuanto” seavanza en dicha dirección, para lo cual se puede definir dicho valor comouna constante o utilizar un método de búsqueda lineal como por ejemplo elmétodo de la bisección [Sny05].
1El control en este contexto consiste en definir un balance en el proceso de búsqueda: la generaciónde nuevas soluciones puede orientarse hacia la exploración de nuevas soluciones o la explotación deaquellos patrones de solución ya conocidos.
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b) Excesiva rigidez. Al ser los parámetros valores predeterminados se pierdeflexibilidad en el control del proceso. Por ejemplo, durante la ejecución delalgoritmo pueden darse diferentes situaciones, donde cada una podría be-neficiarse de un valor diferente de los parámetros de dicho algoritmo o depequeños ajustes de dichos valores. Si los parámetros son constantes noexiste tal posibilidad.La dificultades inherentes al uso de parámetros pueden ilustrarse muy bien conel método de descenso por gradiente. El cual se basa en la siguiente ecuación:
xn+1 = xn + γ · ∇F (xn)
El valor de xn+1 se obtiene avanzando desde el valor anterior, xn, en la direccióndada por el gradiente ∇F (xn). La magnitud del avance viene controlado por elparámetro γ.Si queremos aplicar el método del gradiente, la opción más simple es fijarγ a un valor razonable que determinamos a priori. Dicho valor puede funcionarmuy bien durante casi todo el proceso de búsqueda excepto cuando el método seaproxima a un mínimo, donde comienza a oscilar debido a que el valor escogido deγ es demasiado grande. Podemos probar con otro más pequeño, pero eso ralentizael tiempo de convergencia del método.Una solución estándar es el uso de métodos de búsqueda lineales. Como te-nemos fijos el valor de xn y el valor del gradiente ∇F (xn) aplicamos un métodode búsqueda en un intervalo para determinar el valor de γ que mejor resultadoofrece.Como se puede intuir, para cada paso de búsqueda del método del gradientehay que ejecutar un segundo proceso de búsqueda que determine el valor de γ,incrementando el coste computacional del método de manera significativa. Lo quese suele hacer es aproximar el valor de γ para garantizar que es relativamenteaceptable sin llegar a sobrecargar la búsqueda general.La problemática del gradiente es extensible a métodos meta-heurísticos máscomplejos donde existan parámetros que controlan la búsqueda: en el momentoque se intenta afinar el control de los parámetros, se introducen técnicas auxi-liares que incrementan el coste computacional del método general. En general,cuando se diseña un algoritmo meta-heurístico es deseable evitar lo más posiblela introducción de parámetros.Diseñar un algoritmo carente de parámetros es una tarea casi imposible, perose puede tratar de reducir su número. Si entendemos un parámetro como una formade control de un proceso, entonces es posible sustituir dicho parámetro por otrotipo de estructura que cumpla el mismo rol. Una forma autónoma de controlar unproceso son las denominadas dinámicas auto-organizativas que consisten en laregulación mediante lazos de realimentación.La organización de un sistema de agentes utilizando dinámicas auto-organizativasse enmarca dentro de dos enfoques clásicos de la Inteligencia Artificial respectoa la organización de un sistema.
Organización: información vs dinámicaHerbert Simon en su libro “The sciences of the Artificial” [Sim69] al abordarlos sistemas complejos indica que para entender dichos sistemas hay que pres-tar especial atención a la jerarquía. En palabras de Simon un sistema jerárquico
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Figura 4.1: Estructura de una sociedad de agentes, tomada del libro “La sociedadde la mente” de M. Minsky. Los distintos recuadros son ejemplos de posiblesagrupaciones entre los agentes.
Como se puede observar en la figura 4.1, cada agente del nivel más inferiorinteractúa con el mundo y por tanto es capaz de percibir cierta información. Dichainformación será local, en el sentido que se localiza en el entorno del agente:hace referencia única y exclusivamente a aquella parte del mundo que el agentees capaz de percibir. La información global, referente al sistema completo, será latotalidad de las informaciones parciales de cada agente.Si tuviésemos que describir el funcionamiento del sistema de la figura 4.1,podríamos simplemente decir que es una estructura jerárquica donde los agentesse relacionan entre ellos a través de información: cada agente de un nivel superiorprocesa la información proveniente de niveles inferiores, así sucesivamente hastallegar a la cúspide de la pirámide. De este modo, el nivel superior tiene –o podríatener– acceso a toda la información del sistema. Una vez que la información seha procesado podrían descender, desde los niveles superiores a los inferiores, lasordenes de actuación que deben realizar los agentes que están en contacto conel mundo.Otro tipo de organización la podemos encontrar en una serie de artículos escri-
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tos por Rodney Brooks [Bro90, Bro91] recogidos en el libro “Cambrian intelligence:the early history of the new AI” [Bro99]. En esta serie de artículos el autor propo-ne un cambio de perspectiva respecto al diseño de los sistemas tradicionales enInteligencia Artificial:
The fundamental decomposition of the intelligent system is not into in-dependent information processing units which must interface with eachother via representation. Instead, the intelligent system is decompo-sed into independent and parallel activity producers which interfacedirectly to the world through perception and action.
En la figura 4.1 cada subsistema es una unidad de procesamiento de la in-formación y la relación entre los subsistemas es información que circula. Brooks,en cierta medida, sugiere que el mundo ya es en sí un canal de información. Detal modo que un agente o un elemento de un sistema actúa sobre el mundo. Alactuar cambia el estado del mundo y dicho cambio puede ser percibido por otrocomponente del sistema que actúa en consecuencia. Un ejemplo de este tipo deorganización se ilustra en la figura 4.2, como se puede observar no existe ningunavia de transmisión de información entre los agentes, sino que la influencia de unagente a otro es a través de una acción.
Agente Agente Agente Agente
Mundo
Figura 4.2: Estructura de un sistema de agentes relacionados a través del mundo.Los distintos recuadros son ejemplos de posibles agrupaciones que pueden darseentre los agentes.
Desde el punto de vista de la organización, podemos decir que el sistema dela figura 4.1 se organiza en función de la información: el sistema procesa informa-ción y dicho procesamiento determina la actuación de los agentes y por ende elcomportamiento del sistema. Ahora bien, para que un sistema utilice informaciónes necesario definir las vías de transmisión. En tanto que dichas vías establecenrelaciones entre los elementos o agentes del sistema y son definidas de antemano,la estructura u organización del sistema está definida de manera previa.El sistema de la figura 4.2 se organiza de manera dinámica. Cada agentepuede realizar una serie de acciones, la cuales determinarán el comportamiento delresto: reforzando o inhibiendo ciertas conductas en función de las estructuras derealimentación presentes. No existe ninguna organización previa, pues únicamenteal actuar es cuando los elementos se relacionan entre sí. Nótese que si se eliminaun agente del sistema este puede continuar funcionando, de otra manera, pero esposible su funcionamiento. Por el contrario, en el sistema basado en la información,si eliminamos un agente, el procesamiento ya no será completo y el sistema puedeno funcionar.
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La organización mediante información permite el desarrollo de conductas pla-nificadas, lo que conlleva un desempeño eficaz de un determinado comportamiento.Ahora bien, para llevar a cabo un determinado planificación es necesario que seden unas determinadas circunstancias, si éstas no se dan, el plan no se puedellevar a cabo y el sistema no será operativo.En cambio, una organización dinámica es puramente reactiva, su propósitotambién puede ser el desarrollo de una cierta conducta. No importa tanto si dichaconducta se realiza de forma eficaz o no, sino que se realice. Es decir, el objetivofinal es la realización de un cierto comportamiento “como se pueda” sin importarlas circunstancias.Optar por una organización dinámica, permite el diseño de un algoritmo reac-tivo: él mismo es capaz de organizarse en función del problema que le sea dado.Es claro que se pierde control, no es posible un ajuste tan fino como permite unaparametrización y teóricamente se pierde rendimiento. Ahora bien, dicho ajustefino hay que encontrarlo, lo cual compensa si se está desarrollando un algoritmoo método ad-hoc para un cierto problema. Si lo que se pretende es un algoritmode propósito general, que se va a aplicar a una colección de problemas amplia, elenfoque dinámico es más flexible.
4.2. Auto-organización en sistemas biológicos
Self-organization is a process in which pattern at the global level of a system emergessolely from numerous interactions among the lower-level components of the system.S. Camazine et al. “Self-Organization in Biological Systems”Como indica la cita, la auto-organización está ligada a la aparición de pa-trones, los cuales emergen de las interacción entre los elementos de un sistema.Para analizar cómo interactúan los elementos de un sistema, vamos a introducirbrevemente la denominada dinámica de sistemas.La dinámica de sistemas consiste en el estudio de la evolución del sistema.Como realmente cualquier objeto puede ser considerado un sistema, la dinámicade sistemas se puede aplicar en campos muy diversos, véase por ejemplo [Gha11,Mea08]. En nuestro caso nos interesan las técnicas de representación (diagramascausales) porque permiten obtener un esquema formal de los procesos de auto-organización de un sistema biológico. Al ser un esquema formal, se puede extraerdel contexto biológico y trasladarlo a un contexto computacional.Las colonias de insectos constituyen lo que se conoce como “super-organismos”,donde los individuos se organizan en una sociedad [HW90, HW09, Wil00]. Estosignifica que los insectos actúan de manera conjunta para llevar a cabo ciertastareas. Un insecto es un organismo muy simple, carente de aprendizaje o inte-ligencia individual, todo el comportamiento complejo que exhibe una colonia esdebido a la interacción que se da entre sus individuos.
Deborah Gordon: organización en una colonia de hormigasLos estudios biológicos de Deborah Gordon [Gor10, Gor99, Gor91, Gor89,GK96, Gor96] revelan que una colonia de hormigas auto-regula su organización através de las interacciones –encounters– entre las hormigas, es decir, comunica-ción directa. Esta organización consiste principalmente en la forma de distribuir
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las hormigas entre las diferentes tareas que deben realizarse. La organización estábasada en los roles –patrones de comportamiento–, donde cada rol está asociadoa la realización de una tarea específica2.Antes de entrar en los detalles del trabajo de Gordon conviene introducir varioselementos clave:
Distribución de tareas: los comportamientos complejos de una colonia surgen amedida que las hormigas realizan diferentes tareas sencillas. Es común di-ferenciar entre hormigas activas, aquellas que ya están desempeñando unatarea, y hormigas inactivas, aquellas que aún no están comprometidas conninguna tarea.
Reclutamiento: una hormiga que esté realizando una cierta tarea, puede estimulara otra hormiga que se encuentre inactiva para que comience a desempeñarla misma tarea que ella realiza, u otra distinta.
Activación espontánea: un mecanismo que permite a las hormigas inactivas co-menzar a desempeñar una tarea sin necesidad de ser estimuladas por otrahormiga activa.
La organización de las hormigas descrita por Gordon se basa en el conceptode encounter, el cual no es más que el encuentro de dos hormigas. El resultado dedicho encuentro viene determinado por las tareas que realiza cada hormiga, dandolugar a un cambio de roles (tareas). Por ejemplo, una hormiga está extrayendoresiduos del interior del hormiguero, se encuentra con una hormiga inactiva y dedicha interacción resulta que la hormiga inactiva comienza a su vez la extracciónde residuos.Anteriormente hemos hablado de la diferencia entre intercambio de informa-ción y actividad. El encuentro entre dos hormigas no suponen ningún intercambiode información, simplemente una hormiga está llevando a cabo una actividad –realizando una acción– y se encuentra con otra. Al encontrarse dos actividadesdistintas3, se produce una “influencia” mutua, dando lugar a un cambio y per-mitiendo la organización de los individuos a través de la acción, sin necesidadde intercambiar información. Por ejemplo, una hormiga no le indica a otra si haymuchos residuos que extraer o pocos, esa información no es necesaria para laorganización de la colonia.Como se puede intuir, los encuentros forman un mecanismo de reclutamientomediante lazos de realimentación positivos. Cuantas más hormigas realicen unadeterminada tarea, más encuentros habrá donde participe una hormiga que realizadicha tarea, por tanto más hormigas se verán asignadas a dicha tarea. Es decir,el desempeño de una tarea tiene como consecuencia un reclutamiento de nuevashormigas a dicha tarea.Por último, es necesaria una activación espontánea, puesto que si todas lashormigas se encuentran inactivas, no existe posibilidad de reclutamiento.Veamos estos conceptos dentro de una actividad determinada: la recolección decomida. Dicha actividad se compone de dos tareas: la localización de las fuentes
2Aunque, todas las hormigas son idénticas, es común diferenciar distintos tipos de hormigas deacuerdo con los diferentes roles.3La inactividad también es una actividad, especial porque consiste en “no hacer nada”, pero no dejade ser un patrón de comportamiento.
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de alimento y la recogida de dicho alimento. Por tanto se necesitan dos tipos dehormigas4 (dos tareas):
Patrollers: encargadas de la localización de las fuentes de comida.
Foragers: encargadas de la recolección de alimento.
La recogida de alimento funciona de la siguiente manera:
I. Comienza con la activación espontánea de los patrollers.
II. Un patroller que logra localizar una fuente de alimento regresa al hormigue-ro, encontrándose con hormigas inactivas. El resultado de este encuentro esun reclutamiento de hormigas inactivas, las cuales pasan a adquirir el rolde foragers. En otras palabras, los patrollers que han tenido éxito reclutanforagers para que dé comienzo la tarea de recolección de alimento.
III. Una vez que un pequeño grupo de foragers han sido activados, la actividad derecolección es auto-sostenida, ya que los foragers también pueden reclutarnuevos foragers:
- Cuando un forager tiene éxito en la explotación de una fuente de ali-mento, vuelve al hormiguero portando alimento. Cuando esto ocurre,dicho forager estimula a hormigas inactivas para que a su vez realicenla tarea de recolección de alimento, es decir, recluta nuevos foragers.- En el caso de que un forager no encuentre comida, vuelve al hormigueroy se torna inactivo, abandonando la tarea de recolección.
La descripción dada por Gordon la podemos representar utilizando un diagramacausal para ilustrar cuál es la dinámica del sistema. El diagrama se representa enla figura 4.3, como se puede observar, hay dos lazos de realimentación que regulanel número de foragers activos. El de la derecha es un bucle de realimentaciónpositiva: mientras más foragers estén activos, más foragers volverán al hormiguerollevando comida, reclutando otros nuevos y aumentando el número de foragersactivos. El de la izquierda es un bucle de realimentación negativa: los foragersque vuelven al hormiguero sin alimento pasan a ser hormigas inactivas, con lo cualel número de foragers activos disminuye. En la parte superior se puede observarla activación externa por parte de los patrollers.
Respuesta a un estímulo Gordon describe toda la actividad de recolección uti-lizando el concepto de encuentro, donde una hormiga puede estimular a otra paracomenzar a realizar una cierta tarea. Pero esto sólo ocurre si el estímulo generadoes mayor que un cierto umbral.Por ejemplo, una hormiga adquiere el rol de forager únicamente si su tasade encuentro con hormigas patroller es mayor que un cierto umbral. Es decir, losencuentros esporádicos, muy espaciados en el tiempo, no producen reclutamiento,ya que el efecto producido por un encuentro decae con el tiempo. Este comporta-miento tiene sentido debido a que un alto porcentaje de encuentros significa quehay abundancia de alimentos disponibles y por lo tanto la actividad de recogida
4Los nombres dados a los diferentes agentes se tomaron de los nombres originales utilizados porGordon















Figura 4.3: Diagrama causal de la actividad de recolección.
merece la pena. Por otro lado, una baja tasa significa que el alimento es escasoo demasiado disperso, y por lo tanto su recogida no merece la pena.La respuesta a un estímulo utilizando un umbral es una forma común paramodelar la división de tareas en los insectos sociales [BTD96, BDT99]. En estosmodelos, es común que los estímulos sean generados por el medio, permanecien-do externos a los insectos. Por ejemplo, el alimento disponible que puede serpercibido. Además, los estímulos disminuyen a medida que se realiza la tarea.Deborah Gordon propone que los estímulos se producen por la actuación dela tarea, no son externos. Es la actividad de recogida en sí misma la que producelos estímulos necesarios para mantener la propia actividad funcionando.Por ejemplo, vamos a suponer una pequeña fuente de alimento cerca de la en-trada de una colonia. La comida es escasa, pero ya que está cerca de la colonia, esfácil de encontrar. Si las hormigas reaccionan a la cantidad de alimento disponible,estímulos externos, podrían ignorarla ya que no es suficientemente abundante. Sinembargo, si los estímulos son producidos por la actividad de recogida, la coloniaprobablemente explote esta pequeña fuente de alimento, ya que sólo se necesitaque unas pocas hormigas lleven algo de comida para estimular la actividad derecogida. Una vez que la actividad se inicia, no depende de la cantidad disponiblede alimentos, sino de las posibilidades de encontrarlo: del desempeño de la propiaactividad de recogida.El comportamiento de las hormigas de Gordon es muy interesante ya quepodemos definir una dinámica que organice la población de agentes del sistemaen función de su propia actividad, sin recurrir a elementos externos. La propiabúsqueda de los agentes determinará su organización.
Agentes de búsqueda y auto-organizaciónUtilizando las ideas de Gordon acerca de la recolección de comida en unacolonia de hormigas, podemos definir un modelo de auto-organización similar peroen un entorno computacional.En la figura 4.4 se puede ver el esquema básico de esta dinámica. Se trata delnúmero de agentes asignados a cierta tarea, a medida que los agentes culminanla tarea con éxito, se vuelven inactivos y dejan de desempeñar la tarea. Si los
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agentes fracasan en el desempeño de la tarea, se refuerza el número de agentesasignados (reclutamiento) para incrementar el esfuerzo destinado al cumplimientode la tarea. La activación externa permite iniciar el proceso.
Nº de agentes 











Figura 4.4: Diagrama causal de una dinámica básica para asignar agentes alcumplimiento de una tarea.
La idea de esta dinámica es sencilla: mientras sea difícil resolver una tarea,se incrementarán el número de agentes asignados a ella, a medida que se vacompletando la tarea, se reduce el número de agentes asignados a su consecución.De esta dinámica (figura 4.4) podemos extraer la idea principal que nos servirápara diseñar la auto-organización del sistema:
La auto-organización del sistema se consigue creando lazos de refuerzopositivo entre los agentes a través de sus lazos negativos. De este modo amedida que la actividad de un agente decae se estimula la actividad del resto.
La auto-organización está basada en lazos de realimentación que fomentan oinhiben una determinada actividad (tarea). Una búsqueda no deja de ser una activi-dad, por tanto, la misma dinámica previamente introducida se puede particularizarpara el caso de que la tarea consista en buscar. De este modo podemos controlarun sistema multi-agente de búsqueda mediante una dinámica auto-organizativa.El esquema de la dinámica sería el que se muestra en la figura 4.5. El sistemadispone de una inicialización que genera una serie de patrollers. Estos primerosagentes son los encargados de realizar las primeras búsquedas. Los patrollersque tienen éxito en la búsqueda generarán nueva información. Inmediatamenteestos agentes pasarán a ser inactivos y estimularán la generación de foragers,igualmente cuando estos agentes tengan éxito, se volverán inactivos y activaránel reclutamiento de patrollers.Como disponemos de dos tipos de agentes que buscan de manera distinta, elbalance de la población se traduce en el balance de la búsqueda5. El uso de unadinámica de auto-organización permite definir el balance de la búsqueda a travésde un balance de la población:
5Por esta razón cuando diseñamos el prototipo introdujimos los dos tipos de agentes.
88 CAPÍTULO 4. DINÁMICA DE POBLACIÓN
Inicialización
+
Nº de patrollers 
(exploración)
Fracaso en la 
búsqueda







Nº de foragers 
(explotación)
Fracaso en la 
búsqueda









Figura 4.5: Diagrama de la dinámica auto-organizativa para controlar la poblaciónde agentes del sistema.
Exploración: cuando la población de patrollers domina sobre la de foragers, seproduce una ganancia de información que permite incrementar la dispersiónen la búsqueda.Explotación: cuando la población de foragers domina sobre la de patrollers, seproduce una disminución de información que permite reducir la dispersiónen la búsqueda.Es interesante advertir que la auto-organización permite el equilibrio entreambos tipos de búsqueda gracias a los diferentes lazos de realimentación que sedan en el sistema:- Realimentación positiva local: se garantiza la consecución de cada búsqueda(tarea), puesto que hasta que no se realiza con éxito los agentes no sevuelven inactivos.- Realimentación positiva cruzada: cuando un agente se vuelve inactivo esque ha tenido éxito, por tanto incrementa el número de agentes asignadosa otro tipo de búsqueda. De este modo se consigue equilibrar cada tipo debúsqueda para realizarlas de manera ponderada.A su vez, la auto-organización permite introducir en el sistema capacidadesreactivas, el sistema reacciona en función de lo que ocurra, adecuando la distri-bución de los agentes. La reacción siempre es en el sentido opuesto de lo queestá ocurriendo: si la información aumenta, el sistema reacciona disminuyéndola,y viceversa: cuando la información disminuye, el sistema trata de incrementarla.De este modo el sistema trata de encontrar siempre un equilibrio, donde no hayaexcesiva información, pues dispersaría la búsqueda, ni lo contrario: escasez deinformación, lo cual estancaría la búsqueda.
4.3. IMPLEMENTACIÓN 89
Éxito en la búsqueda la auto-organización requiere un criterio que permita cla-sificar cuando la búsqueda (la tarea) se ha llevado a cabo satisfactoriamente o no.Este criterio ya está incluido en el prototipo: el mismo que sirve para determinarcuando se lleva a cabo una actualización de la tabla de feromona:{J(s) ≤ µ → ÉxitoJ(s) > µ → Fracaso
4.3. Implementación
En esta sección vamos describir la implementación de la dinámica de poblaciónbasada en la ideas expuestas en la sección 4.2.La dinámica de población se basa en el uso de dos señales:
- UP: número de patrollers sin éxito.
- SP: número de patrollers con éxito.
Las señales simulan estímulos, de tal modo que cuanto mayor es el valor dela señal, más intenso podemos considerar el estímulo. La intensidad de una señaldetermina la activación de un agente, de igual modo que la intensidad de unestímulo determina la activación de una hormiga.Antes de describir la implementación de la dinámica de población, es importan-te advertir que poblaciones con un número elevado de foragers que conduciríanal estancamiento de la búsqueda. Para evitar esto, vamos a recurrir al uso defunciones de respuesta a un umbral.Estas funciones ya la hemos mencionado antes: sirven para modelar la res-puesta de un individuo dependiendo de si la intensidad de un estímulo supera uncierto valor umbral [BTD96, BDT99].Existen diferentes formas de definir una función de respuesta, en nuestro casoal ser un sistema discreto son simples funciones de escalón:
Tθ(s) = {1 s ≥ θ0 s < θ
donde s es el valor del estímulo y θ es el umbral.Podemos utilizar las funciones de umbral para definir un reclutamiento deforagers de acuerdo al valor de la señal SP pero teniendo en cuenta el númeroactual de foragers:
TFR (sp) = {1 SP ≥ FR0 SP < FR (4.1)
donde FR indica el número actual de foragers activos.Esta función permite a los foragers reaccionar al valor de SP pero teniendoen cuenta su número actual, de tal modo que no se activan más foragers de losnecesarios. De esta manera se evitan posibles situaciones de sobre-explotaciónque conducirían al estancamiento de la búsqueda.
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Descripción





















Figura 4.6: Esquema de la dinámica de población. UP = no de patrollers sin éxito,y SP = no de patrollers con éxito.
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El comportamiento del sistema emerge de la reacción a los eventos que puedenocurrir:
- Si un patroller fracasa, desencadena un evento que incrementa el valor dela señal UP .El incremento de la señal UP tiene como consecuencia el incremento de lapoblación de patrollers. De este modo se implementa un reclutamiento depatrollers en base a la tasa de fallo de los propios patrollers. Utilizando unlazo de refuerzo positivo, se ajusta el esfuerzo que dedica el sistema (númerode patrollers) en función de la dificultad de tener éxito en la búsqueda.
- Si un patroller tiene éxito, desencadena un evento que incrementa el valorde la señal SP y decrementa el valor de la señal UP .Cuando los patrollers tienen éxito, inhiben el valor de la señal UP , de estemodo se detiene el reclutamiento y se hace posible la disminución de lapoblación de patrollers. A su vez, se incrementa el valor de la señal SP , lacual activa a la población de foragers.
- Si un forager tiene éxito, desencadena un evento que decrementa el valorde la señal SP y estimula la activación de patrollers.Como se puede observar, no hay reclutamiento de foragers en caso de quefallen. La razón es que podemos asumir que la probabilidad de éxito de unforager es ≈ 1, y por tanto no necesitamos el lazo de refuerzo positivo.
El sistema se auto-organiza en función de la frecuencia de los eventos, loque le permite adaptar su comportamiento de acuerdo a las diferentes situacionesque puedan ocurrir. Por ejemplo, si los patrollers no tienen éxito con frecuencia,el sistema tiende a reclutar nuevos patrollers. Al mismo tiempo, el número deforagers disminuye, ya que estos terminan sus búsquedas y no existen suficientespatrollers con éxito para estimular la activación de nuevos foragers, desplazandoel carácter de la búsqueda hacia una exploración.
Implementación de la dinámica de poblaciónLos siguientes procedimientos implementan la regulación de la población deagentes del algoritmo. Existen tres procedimientos: éxito, fracaso, y reclutamiento.Los cuales comparten las siguientes variables (contadores):
- RP , número de patrollers a reclutar.
- RF , número de foragers a reclutar.
- UP , número de patrollers sin éxito desde el último patroller con éxito.
- SP , número de patrollers con éxito desde el último forager con éxito.
- FR , número de foragers activo.
- PR , número de patrollers activo.
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ÉxitoLa figura 7.5 muestra el pseudo-código del procedimiento Exito(ant):
- Un forager con éxito recluta un patroller y pone a cero el contador SP ,inhibiendo de este modo el reclutamiento de nuevos foragers.
- Un patroller con éxito incrementa el valor del contador SP y recluta unforager dependiendo del valor de SP y del número de foragers activos. Encaso de no producirse un reclutamiento de un forager, se recluta un patrollerpara mantener el tamaño de la población.
1: procedure Éxito(ant)2: if ant es Forager then3: FR ← FR − 14: SP ← 05: RP ← 16: else7: PR ← PR − 18: SP ← SP + 19: UP ← 010: if SP ≥ FR then11: RF ← 112: else13: RP ← 114: end if15: end if16: end procedure
Figura 4.7: Descripción en pseudo-código del procedimiento Exito(ant).
FracasoLa figura 7.6 muestra el pseudo-código del procedimiento Fracaso(ant):
- Cuando un forager fracasa se aplica el siguiente criterio para determinarsi fuese necesario reclutar un nuevo forager o no. En caso de no serlo,simplemente se recluta un patroller para mantener el tamaño de la población.
RF+ = {1 (1− Jbestµ ) > FRFR+PRRF e.o.c (4.2)
RP+ = {1 (1− Jbestµ ) ≤ FRFR+PRRP e.o.c (4.3)
La diferencia entre el valor umbral, µ, y el coste de la mejor solución des-cubierta Jbest sirve como estimación de la probabilidad de que un patroller
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tenga éxito. Si dicha diferencia es superior a la proporción de foragers enla población ( FRFR+PR ), entonces se activa un forager para ajustar el balancede la población.- Un patroller que fracasa incrementa el valor de la señal UP y activa elreclutamiento de nuevos patrollers de acuerdo al logaritmo del valor dedicha señal: round(log(UP+1)). De este modo, a medida que los patrollersfracasan se van activando nuevos teniendo en cuenta el número de fracasosanteriores.Como la generación de patroller según su tasa de fallos es un realimentaciónpositiva, puede darse el caso de que la población crezca rápidamente. Sila población de foragers no aumenta de manera proporcional, y un ciertonúmero de patrollers tienen éxito, entonces se podría generar una excesivadispersión en la búsqueda. Para evitar este problema, cuando reclutamospatrollers, comprobamos si es necesario reclutar un forager según el criteriode la ecuación 4.2, para mantener un equilibrio mínimo entre las poblaciones.
1: procedure Fracaso(ant)2: if ant es Forager then3: FR ← FR − 14: if (1− Jbestµ ) > FRFR+PR then5: RF ← 16: else7: RP ← 18: end if9: else10: PR ← PR − 111: UP ← UP + 112: RP ← round(log(UP + 1))13: if (1− Jbestµ ) > FRFR+PR then14: RF ← 115: end if16: end if17: end procedure
Figura 4.8: Descripción en pseudo-código del procedimiento Fracaso(ant).
ReclutamientoFigura 7.7 representa el procedimiento de reclutamiento. Hasta que se des-cubre una primera solución (muestras < 1), se activa un patroller cada ciclo.Esto constituye la fase de inicialización. Una vez que se dispone de esa primerasolución, se opera de manera normal de acuerdo a los valores de RP y RF .
94 CAPÍTULO 4. DINÁMICA DE POBLACIÓN
1: procedure Reclutamiento2: if muestras < 1 then . Fase de inicialización3: Población← activarPatroller()4: PR ← PR + 15: else6: while RP > 0 do7: Población← activarPatroller()8: PR ← PR + 19: RP ← RP − 110: end while11: while RF > 0 do12: Población← activarForager()13: FR ← FR + 114: RF ← RF − 115: end while16: end if17: end procedure
Figura 4.9: Descripción en pseudo-código del procedimiento Reclutamiento().
SimulaciónPara entender el funcionamiento de la dinámica y su lógica vamos a recurrira unas sencillas simulaciones. El esquema de simulación es el siguiente:- Un agente tarda 10 iteraciones en construir una secuencia.- Definimos una probabilidad de éxito para la búsqueda de un agente. En lasmás sencillas asumiremos que esta probabilidad es 1 y después introduci-remos valores más reales.- Como las señales UP y SP son contadores podemos alterar su valor encada iteración para simular distintas condiciones. Por ejemplo, aumentamosen una unidad la señal UP por cada iteración, simulando que un patrollerfracasa en cada iteración. De este modo podemos ilustrar las poblacionespor separado en condiciones sencillas.El propósito de estas simulaciones es ilustrar como se relaciona de maneraindependiente cada población con la señal que gobierna el numero de agentes.Después se vincular el efecto de una población sobre la señal de gobierno dela otra población, para mostrar como es posible sincronizar ambas poblaciones.Finalmente, simulamos un caso realista para mostrar un el comportamiento finalque se obtiene.
Simulación 1: evaluación independiente.En esta primera simulación vamos a evaluar el reclutamiento de foragers ypatrollers de manera independiente. Lo vamos a hacer desacoplando las señalesy evaluando por separado como afecta la señal SP a la población de foragers ycomo la señal UP afecta a los patrollers.
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Para esta simulación establecemos lo siguiente:
- Un agente siempre tiene éxito:
P(Éxito|Forager) = 1P(Éxito|Patroller) = 1
- Simulamos los incrementos en la señales que manejan las poblaciones:
UP [i+ 1] = UP [i] + 1SP [i+ 1] = SP [i] + 1
Los resultados de la simulación se muestran en la figura 4.10. Para el caso delos foragers, la idea es generar foragers en función del éxito de los patrollers, elcual se contabiliza en la señal SP , teniendo en cuenta los foragers ya activos paraevitar reclutar foragers en exceso. La población se controla mediante la condición:SP > FR , a medida que se incrementa el valor de la señal se activa un nuevoforager hasta la iteración 10. En dicha iteración, el primer forager activado haterminado de construir una secuencia y pone el valor de SP = 0. Según vanfinalizado los foragers, ponen dicha señal a cero, lo que resulta en una inhibiciónen la activación de los foragers durante 10 iteraciones puesto que SP < FR .Finalmente comienza el reclutamiento otra vez.Para el caso de la población de patroller, estos se activan según el logaritmodel valor de UP . Al igual que los foragers, a medida que los patrollers finalizansu búsqueda se inhibe la activación de nuevos patrollers manteniendo el valor dela señal UP a cero. En un caso real, la señal UP sirve como histórico de los fallosacumulados. Cuanto mayor sea el número de fallos, más difícil es tener éxito enla búsqueda, por tanto se incrementa el número de patrollers reclutados con laesperanza de que algunos tengan éxito.
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(b) Población de patrollers.
Figura 4.10: Simulación del comportamiento de las poblaciones de acuerdo a losvalores de SP y UP .
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Simulación 2: evaluación conjunta.En esta segunda simulación vamos a combinar las dos poblaciones para vercómo son capaces de organizarse la una a la otra.- Un agente siempre tiene éxito:
P(Éxito|Forager) = 1P(Éxito|Patroller) = 1
- Simulamos la señal UP:
UP [i+ 1] = UP [i] + 1
La señal SP viene gobernada por el número de patroller que han tenido éxito:
SP [i+ 1] = SP [i] + número de patrollers que han finalizado
de este modo relacionamos de manera simple la población de foragers y patrollersmediante la señal SP .
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Figura 4.11: Simulación del comportamiento de las poblaciones combinadas. Elvalor de SP es función del éxito de los patrollers.
El resultado de esta simulación lo podemos ver en la figura 4.11. En este casolo interesante es notar como aunque finalice más de un patroller por iteración,como mucho se recluta un forager. Esto impide que se genere un número excesivode foragers. A medida que los foragers finalizan, reclutan un único patroller. Estoinhibe el reclutamiento de los patroller en función de la señal UP , lo que permitesincronizar ambas poblaciones.
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Simulación 3: evaluación realista.En esta última simulación vamos a introducir un componente probabilístico, detal modo que ambas señales ya no son manejadas de manera externa, sino quedependen del rendimiento de los agentes. Más concretamente:
P(Éxito|Forager) = 0,8P(Éxito|Patroller) = 0,2
El resultado de la simulación se puede ver en la figura 4.12, en este caso alintroducir probabilidades desaparecen los patrones regulares de la simulacionesprevias. Como se puede ver, puntualmente aparecen picos en las poblaciones quese producen debido a situaciones donde se han acumulado una serie de fracasosen los patrollers. El sistema reacciona a esta serie incrementando el número depatrollers, lo que después se traduce en un pico en la población de foragers.Lo más interesante de esta simulación es ver cómo las dos poblaciones sesincronizan, cuando una está en su pico más alto, la otra está en un valle. De estemodo se consigue maximizar el efecto de cada población sobre la información, yaque no se generan foragers si no existe información que procesar proveniente delos patrollers, y viceversa: mientras los foragers no reduzcan la dispersión en latabla, no interesa generar nueva información.
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Figura 4.12: Simulación del comportamiento de las poblaciones combinadas utili-zando probabilidades.
ResumenLa inclusion de los procedimientos que se han descrito en la dinámica depoblación se incluyen en el prototipo diseñado en la sección anterior (3.5), pa-ra definir una versión final del algoritmo que se muestra en la figura 4.13. Laimplementación completa del algoritmo se puede consultar en el apéndice D.En la tabla 4.1 se muestra una comparativa de la parametrización en funciónde si se incluye o no la dinámica. El algoritmo tiene tres parámetros básicos:γ1,γ2 y γ3. Los dos primeros, con independencia del problema, se pueden acotarsus valores predefinidos de acuerdo con la función que cumplen (ver sección 3.5).El parámetro γ3 es dependiente del problema, puesto que representa el númerode muestras para calcular la media móvil. En mucho problemas no será necesario
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1: procedure Bucle Principal2: for a ∈ Población do . Paso de búsqueda3: {LU , P(LU )} ← política de control4: acción← selección(LU , P(LU ))5: agente← actualizar(agente)6: end for7: for a ∈ Población do . Actualización de información8: if finalizado(a) == > then9: S ← a(S) . Obtenemos la solución a partir del agente10: if J(S) < µ then . Criterio de umbral11: if J(S) < Jbest then . Actualizamos la mejor solución12: Jbest ← J(S)13: end if14: µ ← actualizaMedia(S,m)15: λ← J(s)−µJbest−µ . Calidad de la solución (Eq. 3.6).16: τ ← actualizaTabla(a(Aq), a(Au), λ)17: exito(a) . Dinámica de población18: else19: fracaso(a) . Dinámica de población20: end if21: end if22: end for23: reclutamiento . Dinámica de población24: end procedure25:
Figura 4.13: Inclusion de la dinámica de población en el bucle principal.
usarlo (γ3 =∞).Aparte de los tres parámetros básicos, existen otros dos: tamaño de la po-blación y composición de la población, los cuales deben tener algún valor y sondependientes del problema. Además, al restringir los valores de γ1 y γ2, cobranmayor importancia para garantizar un balance de la búsqueda. La dinámica eli-mina la necesidad de ajustar estos dos parámetros, ya que son sustituidos por unesquema de auto-organización.La auto-organización no solo permite eliminar parámetros, sino que reduce lasensibilidad al resto de parámetros. Aunque variemos el valor de los parámetrosγ1,γ2 y γ3, no se observara una diferencia de rendimiento en la búsqueda, ya quela población se adapta en función de la configuración paramétrica para mantenerun rendimiento estable.Por tanto, podemos decir que la dinámica de población permite eliminar pará-metros dependientes del problema, a la par que reduce la sensibilidad del algo-ritmo6 frente al resto de los parámetros.
6Un estudio de sensibilidad del algoritmo respecto de los parámetros γ1,γ2 y γ3 se puede consultaren [EJGS15].
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Parámetro Valor Prototipo Prototipo + Dinámicaγ1 {0,9 0,99} X Xγ2 0.5 X Xγ3 {∞ ?} X XTamaño de la Pobl. ? X ×Composición de la Pobl. ? X ×
Tabla 4.1: Comparativa de la parametrización en función de la inclusión on de ladinámica de población. Para cada parámetro se indica los valores recomendadoscon independencia del problema, el símbolo “?” indica que el valor debe ajustarsede acuerdo con el problema que se quiera resolver.
4.4. Análisis experimental
Una vez introducida la dinámica de población disponemos del algoritmo com-pleto. El siguiente paso consiste en un pequeño estudio experimental para verificarempíricamente los efectos de la auto-organización.Para realizar este estudio se va a utilizar de nuevo el problema del viajante decomercio (TSP), en las mismas condiciones que el estudio experimental anterior(sección 3.6) donde evaluamos el prototipo asíncrono. Nuevamente, las instanciasque utilizaremos se toman de la librería TSPLIB’95 [Rei95], el número de ciudadesviene indicado en el nombre de la instancia.Para obtener una mejor perspectiva de los efectos de la auto-organización, secompara la versión completa, que incluye la dinámica de población, con la versióndel prototipo asíncrono donde la población es fija, definida mediante parámetros:número de hormigas y porcentaje de foragers.
AnálisisUn primer experimento que hemos realizado consiste en estudiar cómo la di-námica de población afecta a la evolución de la tabla de feromona, al conjunto desoluciones generadas por el algoritmo y cómo se organiza la población. Para esteestudio utilizaremos la instancia eil51 (51 ciudades). Para realizar la comparativa,se varía la composición de la población en el prototipo, indicando el porcentajede foragers que componen la población de 51 hormigas.
Evolución de la entropíaUna primera comparativa consiste en medir la evolución de la entropía, pro-mediada utilizando 100 ejecuciones independientes. Por un lado obtenemos unpromedio de la entropía media de la tabla, y el promedio de la entropía de lassoluciones generadas por las hormigas.En la figura 4.14 se puede ver el resultado de este experimento. Como se puedeobservar, la dinámica de población varía sustancialmente el comportamiento delalgoritmo: la tabla de feromona presenta una mayor dispersión en caso de incluirla dinámica de población. Respecto a la entropía del conjunto de soluciones, si elnúmero de patrollers es suficientemente alto, es similar se use o no la dinámica.Esto es interesante porque indica que al incluir la dinámica, la entropía delconjunto de soluciones es alta debido al contenido de información de la tabla.
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La entropía del conjunto de soluciones únicamente mide si son distintas, es decir,si hay estancamiento o no. Por tanto, si la entropía es producto de la acciónde los patrollers, las diferencias entre las soluciones son producidas al azar. Porel contrario, si la entropía proviene en gran parte de la tabla de feromona, lassoluciones generadas, aunque distintas, serán generadas siguiendo patrones.Se puede esperar que las calidades de las soluciones generadas sean supe-riores cuando se generan utilizando la tabla, siguiendo un determinado patrón,más que puramente al azar. Es decir, el incluir la dinámica de población puedeaumentar el rendimiento de la búsqueda.
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(a) Entropía media de la tabla de feromona.
● �% ■ ��% ◆ ��% ▲ ��% ▼ ��% ○ ���% □ ���� ��� �
●
● ●
● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ●
■
■ ■
■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■
◆
◆ ◆
◆ ◆ ◆ ◆ ◆ ◆
◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
▲
▲ ▲ ▲
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
▼
▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼
○
○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○
□
□ □
□ □ □ □ □ □
□ □ □ □ □ □ □ □ □ □ □










(b) Entropía media del conjunto de soluciones.
Figura 4.14: Evolución de la tabla de feromona y el conjunto de soluciones.
Evolución de la población
Para ver cómo funciona la dinámica de población, podemos ver cómo varía lapoblación a lo largo de la búsqueda. Por un lado podemos medir la tendenciageneral, midiendo el promedio de la población en las 100 ejecuciones, y por otrolado podemos ver la evolución de la población en una ejecución aislada.Como se puede ver en la figura 4.15, la población se organiza de maneradistinta según se va avanzando en la búsqueda. La tendencia general muestraque el número de foragers se incrementa en los primeros estadios de la búsquedapara evitar una excesiva dispersión inicial, como esta configuración conduciría alestancamiento, la dinámica de población va disminuyendo el porcentaje de foragerspara incrementar la exploración en situaciones más avanzadas.La capacidad de organización de la dinámica se aprecia mejor si atendemos auna ejecución independiente. En la figura 4.16 se puede ver cómo la población seva ajustando en función del rendimiento: si el éxito de los patrollers es frecuente,se incrementa el porcentaje de foragers, aumentado su número y reduciendo eltamaño de la población. De igual modo, cuando los patrollers comienzan a fracasar,se aumenta su número para facilitar la exploración.
Características adaptativas
Una de las características más interesantes de la dinámica de población esjustamente que se organiza en función del estado de la búsqueda, de tal modoque si variamos la representación del problema, los valores de los parámetros,
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(a) Evolución de la población.














(b) Evolución del porcentaje de foragers.
Figura 4.15: Auto-organización de la población a lo largo de la búsqueda, prome-diada en 100 ejecuciones.
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(a) Evolución de la población.














(b) Evolución del porcentaje de foragers.
Figura 4.16: Auto-organización de la población a lo largo de la búsqueda en unaejecución independiente.
etc... la población se organizará de otra manera para obtener un buen rendimientode acuerdo a las circunstancias de la búsqueda.Para ilustrar esta característica podemos realizar un pequeño estudio variandoel valor del parámetro γ1 ∈ 0,9, 0,99, 0,999, cuanto mayor sea el valor de γ1, menosprobabilidades hay de que un patroller utilice la tabla de feromona para tomaruna decisión.En general, al utilizar menos la tabla aumentamos la exploración del algoritmo,pero disminuimos las probabilidades de que un patroller tenga éxito. Por tanto siqueremos garantizar un cierto flujo de información proveniente de los patrollerstendríamos que aumentar su número. Los foragers utilizan siempre la tabla, suprobabilidad de éxito tiende asintóticamente a 1 – casi– independientemente delvalor de de γ1. En la figura 4.17 se puede ver la probabilidad de éxito tanto parapatrollers como para foragers, según el valor de γ1.En la figura 4.18 se puede ver cómo la dinámica ajusta la población en funcióndel valor de γ1, disminuyendo los foragers según los patrollers tiengan menos éxitoy aumentando su número cuando los patrollers tienen más éxito. En los patrollersocurre al revés, al aumentar γ1 incrementamos la dispersión producida por cadapatroller, pero en general aciertan menos, por lo tanto es necesario aumentar sunúmero para que la exploración global sea eficaz.
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Figura 4.17: Evolución de la probabilidad de éxito.
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Figura 4.18: Auto-organización de la población en función del valor de γ1.
EvaluaciónPor último, podemos medir la eficiencia real de la dinámica de población,recurriendo al error relativo cometido respecto al óptimo7, utilizando la mismas 10instancias que en los experimentos anteriores (sección 3.6). El error lo obtenemoscalculando un promedio utilizando lotes de 100 ejecuciones.Para comprobar que efectivamente la dinámica de población es capaz de or-ganizar la población de manera eficiente en situaciones diferentes introducimosvariaciones en forma de heurística y γ1. De nuevo compararemos los resultadosutilizando el prototipo asíncrono que utiliza tantas hormigas como ciudades tienela instancia, variando el porcentaje de foragers desde 0 % hasta un 90 %.
- Vamos a utilizar una heurística definida como la inversa de la distancia,parametrizada según el valor de β: 1d(ci, cj )βdonde d(ci, cj ) es la distancia entre las ciudades ci y cj , y β ∈ {0 . . . 5}.- Para cada valor de β utilizamos un valor de γ1 acorde con la heurística. Si laheurística tienen una dispersión notable, utilizamos valores de γ1 menores,
7error relativo = coste−optimooptimo
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y viceversa.
β γ10 0.91 0.92 0.93 0.994 0.995 0.99
Los resultados se muestran en la figura 4.19, en la figura comparamos la dife-rencia de rendimiento de la dinámica con un ajuste paramétrico de la población.Como puede verse mientras la heurística no sea excesiva, el mejor rendimientose obtiene utilizando la dinámica de población. Cuando la heurística es muy res-trictiva, β  1, tiene tanto peso que da prácticamente igual la población queutilicemos, ya que el rendimiento del algoritmo está muy sesgado por el uso de laheurística. Aún así, el mejor rendimiento en promedio corresponde con el uso dela dinámica de población.La heurística del TSP es muy fiable, no es de esperar encontrar este tipo deheurísticas en otro tipo de problemas. Normalmente, las heurísticas son bastantemenos fiables, lo que impide que las utilicemos de una manera tan restrictiva,donde todo el peso se acumula en unos pocos valores. Es más esperable que laheurística presente cierta dispersión, más en la linea de β ∈ {0 . . . 2}. En estoscasos, la búsqueda está guiada por la heurística pero el rendimiento depende másde las características del algoritmo. En estas condiciones, podemos ver cómo laauto-organización permite un rendimiento que no se consigue mediante el uso deparámetros que mantienen una configuración fija.
4.5. Recapitulación
Inspirándonos en las dinámicas de organización de las colonias de hormigas,incluimos un procedimiento que permite a la población de agentes del algoritmoauto-organizarse. Al disponer de dos tipos de agentes podemos vincular el éxito enla búsqueda de un tipo de agente a la activación de agentes del tipo contrario. Porel contrario, el fracaso conlleva la activación de agentes del mismo tipo. De estemodo se consigue reforzar un tipo de búsqueda si ésta no está teniendo éxito ola contraria si fuese necesario, manteniendo siempre una alternancia entre ambostipos para tratar de conseguir un equilibrio.El resultado es que el sistema es capaz de auto-organizarse sin necesidad derecurrir a parámetros para configurar la población de agentes. Como la poblaciónse adapta al estado de la búsqueda, puede comportarse de diferente manera segúnvaya evolucionando la búsqueda, consiguiendo una gran flexibilidad.


















































































































(f ) γ1 = 0,99 y β = 5.Figura 4.19: Comparativa del rendimiento relativo entre el uso de la dinámica depoblación y una configuración de la población mediante parámetros (porcentajede foragers). Al final de cada diagrama de caja, se indica el valor medio del errorcorrespondiente a cada caso.
Capítulo 5Estudios experimentales
El algoritmo diseñado en los capítulos anteriores puede considerarse un algo-ritmo de hormigas. Por esta razón le hemos llamado Ant Colony Extended (ACE)1.Sin embargo, ACE amplía varios elementos clave de los algoritmos de hormigas:
a) Al utilizar un espacio de estados, se extiende la representación de los pro-blemas más allá de un grafo.
b) La fuente de inspiración biológica incorpora elementos de las colonias deabejas y la organización de una colonia de hormigas. La inspiración típicade los algoritmos de hormigas se reduce a la formación de senderos deferomona.
c) Se añade una dinámica de población que permite la auto-organización de lapoblación en función del estado de la búsqueda. De este modo el algoritmoes capaz de equilibrar la exploración de nuevas soluciones con la explotaciónde las ya conocidas.
En este capítulo realizaremos una serie de estudios experimentales, utilizandoACE para resolver diversos problemas. Para realizar los estudios hemos escogidotres problemas radicalmente diferentes, en vez de considerar problemas similares.De este modo se puede ver cómo los principios de auto-organización en los queesta basado el diseño del algoritmo, le permiten alcanzar un buen rendimientoen diferentes entornos de búsqueda sin necesidad de particularizar el algoritmopara cada tipo de problema, únicamente es necesario definir una representaciónadecuada.Los problemas que hemos escogido son los siguientes:
i) Comparativa con algoritmos ACO clásicos utilizando el problema del TSPcomo banco de pruebas. El objetivo de este estudio es evaluar el rendimientode ACE en el escenario de prueba típico de los algoritmos de hormigas.
ii) Aplicación de ACE a problemas de programación genética, comparando surendimiento con un algoritmo genético estándar. El objetivo de este estudioes evaluar ACE en un escenario de pruebas radicalmente diferente al TSP:el desarrollo de expresiones formales.
1La implementación completa del algoritmo se puede consultar en el apéndice D.
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Comparado con el TSP, la características más relevantes de este bancode pruebas son dos: por un lado, no existe una heurística para guiar labúsqueda; y por otro, las soluciones no tienen un tamaño prefijado, sino queéste es variable y desconocido.
iii) Aplicación de ACE a un problema real: planificación de maniobras parabarcos. Este problema se diferencia de los dos anteriores fundamentalmenteen que presenta una componente real. El objetivo es encontrar una serie deconsignas discretas (velocidad y rumbo) que permitan al barco realizar unadeterminada maniobra. El calculo de la trayectoria consiste en resolver unmodelo diferencial que incluye las restricciones de la dinámica del barco.Debido al coste computacional que supone la resolución numérica de unmodelo diferencial, el objetivo de ACE es obtener una maniobra viable yminimizar el tiempo que requiere su realización, evaluando el modelo unnúmero limitado de veces.
5.1. Comparativa con algoritmos ACO clásicos
Como ya se introdujo en el capítulo dos (sección 2.1), el primer algoritmo de lametodología ACO fue el AS. Dicho algoritmo fue evaluado utilizando el TSP comobanco de pruebas. Aunque los resultados probaron la viabilidad de la metodologíaACO, también mostraron un bajo rendimiento del algoritmo AS. Investigacionesposteriores para mejorar el rendimiento del algoritmo llevaron al desarrollo dedos algoritmos clásicos de ACO: Ant Colony System (ACS) [DG97] y Max-MinAnt System (MMAS) [SH00]. Desarrollados respectivamente por M. Dorigo y T.Stüztle.Conviene señalar que ACS y MMAS son reconocidos como muy buenos al-goritmos. De hecho, se utilizan comúnmente en el desarrollo de versiones másespecializadas de algoritmos ACO para resolver otros problemas diferentes deTSP. Una revisión reciente de las modificaciones y aplicaciones de ACO se puedeencontrar en [CMB12].Aunque ACE presenta diferencias sustanciales respecto a los algoritmos quesiguen la metodología ACO, es interesante realizar un estudio comparativo deACE dentro del marco de dicha metodología. El estudio consiste en evaluar elrendimiento de ACE al resolver instancias del TSP y comparar dichos resultadoscon el rendimiento que ofrecen tanto ACS como MMAS.Con el fin de facilitar la lectura, se presentará una versión simplificada delestudio comparativo llevado a cabo. Básicamente sustituiremos los detalles numé-ricos de los análisis estadísticos por representaciones gráficas de los mismos. Elestudio completo puede consultarse en [EJGS15].
Configuración de los algoritmosLos valores de los parámetros empleados en el TSP para ACS y MMAS sonlos sugeridos por la literatura [DS04]. Estos valores se muestran en la Tabla 5.1,“−” significa que el parámetro no está presente en el algoritmo. El término cles el número de elementos en la lista de candidatos2, Lnn es la longitud del
2Una lista de candidatos [JM97, Rei94] es una lista estática de las ciudades preferidas para servisitadas. Para una determinada ciudad i la lista consiste en las n ciudades más cercanas.
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recorrido generado utilizando la heurística del vecino más cercano, Lmejor es lalongitud del recorrido de la mejor solución encontrada hasta el momento, y nc esel número de ciudades. En la tabla también se incluyen las ecuaciones utilizadaspara establecer los límites, τmax y τmin, de MMAS. Por último, hay que decir queMMAS utiliza otro parámetro para regular la actualización de feromona que noestá incluido en la tabla: la feromona se actualiza usando la mejor solución de laactual iteración, pero cada 25 iteraciones la feromona se actualiza utilizando lamejor solución encontrada.
Parámetro ACS MMASα 1 1β 2 2m 10 ncρ 0,1 0,02q0 0,9 −ξ 0,1 −τ0 1/(nc · Lnn) 1/(ρ · Lnn)cl 20 20τmax − 1/(ρ · Lmejor)τmin − 2 · τmax · (1− nc√0,05)nc√0,05·(cl+1)
Tabla 5.1: Valores de los parámetros para ACS y MMAS.
Ambos algoritmos, ACS y MMAS fueron aplicados al TSP más con la idea deresolver el problema que para estudiar la viabilidad de la metodología utilizando elTSP como banco de pruebas. Esto implica adecuar bastante el algoritmo a las ca-racterísticas del TSP, con lo cual el carácter de los algoritmos como metodologíasde propósito general se difumina.Para poder comparar el rendimiento de ACE con los dos algoritmos indicadoses necesario adecuar la aplicación del algoritmo al problema. En primer lugarse modifica la representación del problema, en vez de definir el estado como laciudad actual, el estado viene dado por dos ciudades: la actual y la anterior. Estopermite mantener una mayor información en la tabla de feromona acerca de posi-bles recorridos, ya que ampliamos el espacio de estados. Al ampliar el espacio deestados, podemos utilizar una heurística más restrictiva sin que se pierda excesivadispersión en la búsqueda. Como heurística utilizaremos la inversa de la distanciaelevada a la sexta potencia: d(ci, cj )−6. Los detalles de esta representación sepueden consultar en [EJGS15].El modificar la representación tiene como objetivo explotar de manera adecua-da la heurística del vecino más cercano, la cual es clave para obtener un buenrendimiento al resolver instancias del TSP.También se introduce como técnica auxiliar un refuerzo de la mejor solución:consiste en centrar la búsqueda en torno a la mejor solución encontrada hastael momento. El procedimiento de refuerzo actualiza la tabla utilizando la mejorsolución descubierta hasta el momento, si se acumula un cierto número de actuali-zaciones en la tabla utilizando soluciones cuya calidad sea inferior a 1. Igualmentelos detalles se pueden consultar en [EJGS15].Los valores de los parámetros para ACE se pueden ver en la tabla 5.2, di-chos valores se obtienen de un estudio experimental que se puede consultar en[EJGS15]. Los parámetros γ1 y γ2 determinan el uso de la heurística por parte de
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un patroller. El valor de γ3 determina el número máximo de muestras que se utili-zan para calcular la media móvil. Si se trabaja con instancias pequeñas-medianas(no ciudades < 200) no sería necesario utilizar una media móvil. Como resolvemosinstancias grandes donde el algoritmo calcula un número considerable de solucio-nes, es necesario utilizar la media móvil para limitar el número de muestras queutilizamos en el cálculo de la media y favorecer su convergencia. Por último, elparámetro W controla el refuerzo de la mejor solución introducido anteriormente.
Parámetro ACEγ1 0,99γ2 0,5γ3 400 · ncW 4 · nc
Tabla 5.2: Valores de los parámetros para ACE.
Como se puede ver comparando ambas configuraciones, existe una clara dife-rencia entre ACE y los dos algoritmos ACO. Al estar diseñado utilizando principiosde auto-organización, ACE utiliza menos parámetros. Además, ninguno de los pa-rámetros típicos de ACO se encuentran en ACE y viceversa.
Comparativa de rendimiento
De acuerdo con la literatura [Stu96], se sabe que AS no presenta un buen ren-dimiento para instancias con más de 75 ciudades. ACS y MMAS pueden resolverproblemas mucho más grandes. En nuestra comparación, primero hemos resueltoinstancias medianas-pequeñas de hasta 200 ciudades, cada instancia se resuelve1000 veces. En un segundo paso, hemos tratado casos incluso más grandes, hasta1400 ciudades, con lotes de 100 ejecuciones por instancia. En cada ejecución sepermite a los algoritmos explorar como máximo nc · 104 recorridos.Una primera medida que podemos tomar es la probabilidad de encontrar elvalor óptimo para cada instancia y la media del error relativo. Los resultados semuestran en las figuras 5.1, 5.2, 5.3 y 5.4. Como se puede apreciar tanto ACE comoMMAS obtienen un rendimientos superior a ACS. También se puede apreciar cómoen términos generales el rendimiento de ACE es superior al de MMAS, aunqueen varias instancias este último algoritmo obtiene los mejores resultados.El rendimiento de los algoritmos lo podemos comparar de una manera muchomás precisa utilizando el test de hipótesis Wilcoxon-Mann-Whitney [GC03]. Éstaes una prueba no paramétrica de dos colas utilizada para comparar si dos poblacio-nes son iguales. Más específicamente, la hipótesis nula es que ambas poblacionestienen medianas iguales. Si existe evidencia estadística de que los conjuntos desoluciones al resolver una estancia determinada de dos algoritmos no son iguales,se puede concluir que un algoritmo resuelve la instancia significativamente mejorque otro.Los resultados de rendimiento se resumen en la figura 5.5. Esta figura muestrael ranking (cuanto más externo mejor) de cada algoritmo de acuerdo con la pruebade Wilcoxon-Mann-Whitney. Como se puede observar ACE supera a MMAS enun 72 % de los casos probados. En comparación con ACS, la mejora es del 100 %.

































































































































Figura 5.2: Relación entre los valores de probabilidad según la instancia: proba-bilidad de cada algoritmo en relación con el total (suma de probabilidades).















































































































































Figura 5.4: Relación entre los valores de error según la instancia: error de cadaalgoritmo en relación con el total (suma de errores).






















Figura 5.5: Comparativa de rendimiento de los algoritmos para cada instancia. Lagráfica muestra si un algoritmo es significativamente mejor o igual que el restode los algoritmos, de acuerdo con los resultados de la prueba de Wilcoxon-Mann-Whitney.
Esfuerzo computacionalAparte del rendimiento que presenta cada algoritmo, también es interesanteestudiar el comportamiento a lo largo de la búsqueda que ofrece cada algoritmo: siconverge rápidamente hacia soluciones de calidad razonable, pero por el contrariole cuesta alcanzar soluciones próximas al óptimo, etc... Para realizar este estudiorecurrimos a lo que se denomina esfuerzo computacional (computational effort), elcual es una medida común en problemas de programación genética [CO02, Koz92].El esfuerzo computacional mide el número de evaluaciones de la función ob-jetivo –el número de soluciones– que deben ser procesadas con el fin de obteneruna solución de cierta calidad (δ) con una cierta probabilidad (por ejemplo, 0,99).Con esta estimación se establece cómo de eficiente es la búsqueda: cuantas menossoluciones se necesiten procesar, más eficiente será.La comparación del esfuerzo computacional se realiza utilizando las mismascondiciones experimentales de la sección anterior. Para cada instancia, la calidadde la solución (δ) se define como una diferencia, expresada en porcentaje, respectode la solución óptima de la instancia: 10 %, 5 %, 1 %, y 0 % (el valor óptimo). Losdetalles de cómo se calcula el esfuerzo computacional pueden consultarse en elapéndice B.Como el esfuerzo computacional es una medida que depende de la instancia,se requiere procesar más soluciones para resolver una instancia de 200 ciuda-
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des que de 50, tomamos los resultados para obtener medidas relativas y poderrepresentarlas gráficamente.Por ejemplo, para una instancia X y un valor de δ determinado, el esfuerzocomputacional de cada algoritmo es respectivamente: CEACE , CEACS , CEMMAS . Elesfuerzo computacional relativo de ACE (RCEACE ) frente a los otros dos algoritmoslo obtenemos de la siguiente manera:
RCEACE = CEACECEACE + CEACS + CEMMASel cálculo es idéntico para los otros algoritmos.Los resultados del experimento se muestran en las figuras 5.6, 5.7, 5.8, y 5.9.
- Para soluciones de calidad razonable pero no excesiva, 10 % (figura 5.6) y5 % (figura 5.7), se puede ver como ACE y ACS, por lo general, muestran unamayor eficiencia que el MMAS.
- Para obtener una solución por debajo del 1 % (figura 5.8) respecto a lasolución óptima, ACS se encuentra por detrás de ACE y MMAS. El esfuerzoque requieren estos dos algoritmos es bastante similar, en algunas instanciasMMAS está por debajo de ACE y viceversa.
- Cuando la solución es la óptima (figura 5.9), existen casos (las cuatro ins-tancias con más ciudades) donde ninguno de los tres algoritmos es capazde obtener el óptimo, pero en general, ACE es el algoritmo que requiere demenos esfuerzo para obtener una solución óptima.
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Figura 5.6: Comparativa del esfuerzo computacional para un valor de δ = 10%.
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Figura 5.7: Comparativa del esfuerzo computacional para un valor de δ = 5%.
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Figura 5.8: Comparativa del esfuerzo computacional para un valor de δ = 1%.
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Figura 5.9: Comparativa del esfuerzo computacional para un valor de δ = 0%(valor óptimo).
Es común cuando se diseña un algoritmo, si queremos obtener una soluciónrazonable y relativamente rápido –con un número de búsquedas pequeñas– optarpor un diseño que explote de manera significativa la información disponible. Elpeaje es que la búsqueda se estanca, el algoritmo requiere procesar una grancantidad de información para conseguir mejorar la solución. Igualmente se puedeoptar por un diseño que aumente la dispersión de la búsqueda, el algoritmo noserá muy rápido obteniendo soluciones razonablemente buenas, pero la calidadfinal mejora significativamente.Esta es la dicotomía que aparece cuando se diseña un algoritmo. Lo más comúnes que el diseño final presente algún tipo de sesgo hacia uno de los dos tipos depatrones de búsqueda. Por ejemplo, ACS es un algoritmo que diversifica poco labúsqueda. MMAS es un algoritmo que la diversifica de manera significativa.Comparativamente, ACE presenta una búsqueda mucho más equilibrada, siendocapaz de obtener soluciones de razonable calidad con un número de búsquedasreducido. A medida que se le permite procesar una mayor cantidad de informaciónes capaz de aprovecharla de manera eficaz para mejorar la calidad de la solución.Es decir, la búsqueda no es excesivamente dispersa, pero tampoco se estanca.Esta flexibilidad se debe fundamentalmente a cómo está diseñado el algoritmo: ladistribución de información entre los agentes, reforzada por el uso de la dinámicade población que permite una evolución en la organización de la población.
5.1. COMPARATIVA CON ALGORITMOS ACO CLÁSICOS 115
Comparativa temporal
Este experimento compara el tiempo consumido por cada algoritmo para resol-ver varias instancias. Para realizar la comparación, cada algoritmo se ejecuta 200veces por instancia. Una sola ejecución consiste en ejecutar el algoritmo, hastaque se construye un número fijo de recorridos: nc · 104, donde nc es el número deciudades. Finalmente obtenemos el tiempo promedio en segundos necesario pararesolver cada instancia.Análogamente que al caso del esfuerzo computacional, cada instancia requiereun tiempo de cómputo diferente, normalizamos los resultados para obtener unamedida relativa entre los algoritmos para cada instancia.
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Figura 5.10: Comparativa del tiempo consumido. El valor es relativo a cada ins-tancia: se representa un valor normalizado del tiempo que requiere cada algoritmopara resolver dicha instancia en relación con el resto de algoritmos.
La figura 5.10 muestra una comparación entre los resultados obtenidos. ACEes el que menos tiempo consume de los tres algoritmos, siendo aproximadamente52 % más rápido que ACS, y un 33 % más rápido que MMAS. Las diferencias sedeben principalmente a las diferencias en el procedimiento de construcción desoluciones y a la representación utilizada.Como se señaló anteriormente en el texto, la tabla de feromona en ACE seinicia como una estructura vacía. Dado que el espacio de estados es desconocido,la información proporcionada por las búsquedas de las hormigas se encarga de“llenar” la tabla. Típicamente, para un cierto estado sólo hay una breve listade operadores disponibles, haciendo el uso de esta tabla computacionalmenteeficiente. En comparación, la tabla de ACO es una matriz de adyacencia de ungrafo. Por lo tanto, construir una solución puede ser una operación costosa, quepuede requerir el uso de técnicas auxiliares como las listas de candidatos en elcaso del TSP o soluciones más refinadas como [AC07].
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Concretamente para el TSP, en ACS y MMAS, las hormigas debe elegir entreuna lista CL (lista de candidatos) de elementos. En ACE, cuando una hormigautiliza la feromona elige entre 2 o 3 ciudades, las que se encuentran en esemomento en la tabla. Únicamente cuando utilizan la heurística deben escogerentre todas las ciudades de la instancia. Como la feromona se usa en el 90 % delas decisiones, en promedio, las hormigas construyen recorridos utilizando listascon menos elementos que la lista de candidatos CL.
Hibridación con operadores de búsqueda local
La hibridación con búsqueda local es una tendencia en la aplicación de losalgoritmos ACO [Stu97, DS04] y en el uso de meta-heurísticas en general [HS04].De manera genérica los podemos definir como operadores de búsqueda ex-haustiva o ciega que permiten la exploración de un conjunto de soluciones segúnun determinado patrón. Es decir, a partir de una solución se genera un conjunto desoluciones, realizando pequeñas modificaciones sucesivas a la solución original.Un operador de búsqueda local combinado con un algoritmo de orden superiorcomo una meta-heurística aumenta el volumen de información procesada por lameta-heurística, lo que obviamente conlleva un incremento en el rendimiento delalgoritmo. En parte, el éxito de la búsqueda local está ligado al aumento de lapotencia de cómputo de los ordenadores, lo cual ha permitido el uso de técnicas debúsquedas pseudo-exhaustivas que con una potencia de cómputo limitada seríaninviables.Es común presentar los operadores de búsqueda local como una generalizaciónde los algoritmos ACO. Hay que advertir que ACO se define como un procedimientogeneral, mientras que el operador de búsqueda local puede no serlo. Por ejemplo,los operadores locales del TSP 2-opt, 3-opt, Lin–Kernighan [JM97] son métodosheurísticos ad hoc para resolver el TSP.Para los experimentos de hibridación con búsqueda local utilizaremos el ope-rador 3−opt [JM97]. Con el fin de realizar la comparación, se seleccionaron varioscasos de instancias grandes del TSP. Los detalles del estudio se pueden encontraren [EJGS15].Si queremos combinar adecuadamente los algoritmos con el operador de bús-queda local, es necesario modificar el MMAS de tal modo que la actualizaciónde la feromona sea siempre con la mejor solución descubierta hasta el momento.Igualmente, ACE también debe ser modificado. En la misma línea, la modificaciónconsiste en permitir la actualización de la feromona únicamente para aquellashormigas con una calidad de solución igual a la mejor solución descubierta hastael momento. Como se puede ver, para ambos algoritmos la modificación consiste enreducir la dispersión de la búsqueda, el operador de búsqueda local ya dispersasuficiente, con lo cual si no se modifican los algoritmos, el rendimiento generaldecae ya que la dispersión global es excesiva.Los resultados se muestran en las figuras 5.11 y 5.12, donde se compara elrendimiento de los algoritmos de acuerdo con los resultados de la prueba deWilcoxon-Mann-Whitney. Cuando el número de soluciones exploradas permitidoes bajo (100 ·nc), ACE es mejor que MMAS en todos los casos probados, y mejorque ACS en 6 de los 10 instancias. Cuando aumentamos el número de solucionesconstruidas, MMAS es capaz de lograr el mismo rendimiento que ACE en casitodos los casos, mejorando los resultados de ACS.




















Figura 5.12: Comparativa de la hibridación con búsqueda local, permitiendo cons-truir 5000 · nc soluciones.
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Aunque hay diferencias pequeñas en función de la instancia, los algoritmostienen un rendimiento similar. Esto se debe a que las capacidades de búsque-da de cada algoritmo se ven eclipsados por el procedimiento de búsqueda localque domina la búsqueda. De hecho para el TSP, los operadores locales son tanefectivos que no necesitan combinarse con ninguna meta-heurística, por si so-los resuelven el problema. Solamente hay que aplicarlos dentro de un esquemaiterativo sencillo.
5.2. Programación genética
La programación genética (GP) [LP02, Koz92] fue el término acuñado por Kozapara denominar al campo que consiste en el desarrollo de expresiones formalesmediante el uso de algoritmos genéticos. Aunque teóricamente se puede considerarcomo una aplicación de un algoritmo genético, dicho algoritmo está tan particu-larizado para este tipo de problemas que se considera como un campo de estudioen sí mismo.El objetivo de los problemas de programación genética es obtener una ex-presión de acuerdo con los elementos de una gramática formal G. En general,una gramática puede ser especificada por un conjunto de términos functores GF ,término cuya aridad (número de argumentos) es mayor que cero, y un conjuntode símbolos terminales GT , cuya aridad es cero. Las expresiones se representancomo árboles ordenados con una raíz única3, compuestos por una serie de nodosy hojas. Los nodos representan términos funcionales de la gramática y las hojaslos símbolos terminales.Por ejemplo, supongamos que disponemos de una gramática con los operadoreslógicas and y or, como son operadores binarios (aridad dos) utilizamos dos símbo-los terminales que representen sus argumentos: D0 y D1. Podríamos especificar4la gramática de la siguiente manera:
GF = AND|ORGT = D1|D0
Utilizando esta gramática podemos desarrollar infinitas expresiones lógicas,como la que se muestra en la figura 5.13: AND(OR (D0, D1), D0). Como se puedeintuir las expresiones se forman uniendo nodos funcionales entre sí. Las hojas se“rellenan” con símbolos terminales.Obviamente dada una gramática, el objetivo es obtener una expresión de uncierto tipo. Es decir, que satisfaga algún predicado. En programación genética escomún encontrar el uso del término predicado como el requisito a satisfacer paradar por buena una expresión como solución del problema. Para lo cual se utilizauna función objetivo J que permite evaluar una expresión y determinar cual es elerror cometido frente al predicado que se desea satisfacer.Por ejemplo, si estamos buscando una expresión lógica es normal recurrir a latabla de verdad: para cada valor de las variables se especifica el valor de salida
3En aras de la legibilidad, un árbol ordenado de raíz única se denominará simplemente árbol.4Siendo estrictos la gramática no está bien especificada como gramática formal (Véase por ejemplo[BN99]), pero para este contexto consideraremos una gramática especificada correctamente simplementemediante la enumeración del conjunto de símbolos funcionales y terminales.




Figura 5.13: Ejemplo sencillo de una expresión lógica compuesta por símbolosand y or.
de la expresión. Por ejemplo la tabla de verdad de la expresión XOR (O exclusiva)es la siguiente: A B Z⊥ ⊥ ⊥⊥ > >> ⊥ >> > ⊥Si quisiésemos evaluar la expresión de la figura 5.13 para ver si se ajusta ala tabla de verdad de la expresión XOR , simplemente tendríamos que ir dandovalores la los términos D0 y D1 y evaluar la expresión:D0 D1 Z⊥ ⊥ ⊥⊥ > ⊥> ⊥ >> > >Como se puede ver únicamente coinciden 2 combinaciones posibles de las 4que definen la tabla de la función XOR , por tanto el error cometido es del 50 %(2/4).Al utilizar una función objetivo para medir el error de una expresión, es po-sible desarrollar expresiones de manera automática utilizando un algoritmo debúsqueda meta-heurístico. El algoritmo explora posibilidades, posibles expresio-nes. Utilizando la minimización del error como guía, se obtiene un conocimientoacerca de qué estructuras son más idóneas para satisfacer el predicado.Este tipo de problemas constituyen un marco de estudio muy atractivo ya quelas gramáticas formales son, en cierta manera, la base de la computación. Me-diante una gramática formal podemos desarrollar expresiones lógicas, expresionesmatemáticas e incluso programas de ordenador si la gramática provista represen-ta un lenguaje de programación. Como se puede intuir existen dos dificultadesfundamentales:a) Dada una gramática el conjunto posible de expresiones que podemos generares infinito, luego para predicados que requieran expresiones complejas ogramáticas grandes una búsqueda directa no es posible si se desea obtenerresultados aplicables. Es necesario aproximar el problema de otra manera.
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b) La expresión generada mediante un algoritmo puede ser “extraña” desde laperspectiva humana. Nosotros tendemos a generar expresiones simplificadasy legibles, un algoritmo no tiene tal capacidad, simplemente va combinandofragmentos de expresiones hasta que satisface el predicado, por tanto laexpresión resultante suele ser bastante caótica.Aunque en este contexto únicamente nos vamos a plantear ejemplo sencillos, laprogramación genética forma parte de un área interesante conocida como diseñoevolutivo. En muchos casos los diseños originales están realizados por humanosy responden a un cierto conocimiento “intuitivo”. Algunos diseños ni se planteanporque “no tienen sentido”. En cambio, una técnica evolutiva los prueba todos, losque para nosotros tienen sentido y los que no. Si bien es cierto que la intuiciónhumana es bastante fiable, existen ejemplos donde el diseño automático mediantetécnicas evolutivas ha conseguido obtener resultados que un humano no se hubieraplanteado por considerarlos absurdos [LHL05].En este segundo estudio experimental nos proponemos aplicar ACE a diversosproblemas tipo de los originales utilizados por Koza. El objetivo de este estudiotiene un doble propósito, primero evaluar el algoritmo fuera de los problemas tipode ACO, y ver cómo la forma de buscar de ACE puede ayudar a obtener expresionesmás simples de manera automática.En la literatura del ACO apenas existen unos pocos trabajos preliminares pararesolver problemas de programación genética. Uno de los primeros trabajos publi-cados es la aproximación del AntTag [AHM02], el estudio se centra bastante encómo aplicar la metodología al problema, pero carece de un estudio experimentaladecuado para obtener alguna conclusión. Otro trabajo que merece la pena des-tacar es el llamado “Enhanced Generalized Ant Programming” [SAW08] que sebasa en un trabajo previo [KS02]. Este segundo trabajo es más completo que elanterior, pero aún así el análisis experimental tampoco es concluyente, ya que uti-liza versiones simplificadas de los problemas originales de Koza. A día de hoy, noexiste un estudio experimentalmente riguroso que utilice ACO para resolver pro-blemas de programación genética como para considerar una posible comparacióncon ACE.
Representación del problemaEl uso de un algoritmo genético implica que se dispone inicialmente de unacolección de expresiones previamente generadas, las cuales se combinan o semodifican para formar expresiones complejas. En ACE no se dispone de solucioneso expresiones completas, sino que cada hormiga debe ser capaz de construir unasolución. Por tanto un primer paso para obtener una representación adecuada delproblema consiste en definir cómo se construye una expresión en forma de árbol.Como la búsqueda de una hormiga puede detenerse en cualquier momento, elresultado de realizar un paso de búsqueda debe ser siempre una expresión quepueda ser evaluada. Esto se conoce como una representación robusta [Koz92]. Paraconstruir un árbol de manera robusta podemos realizar el siguiente proceso:1. Generar un árbol simple compuesto por un único nodo funcional y tantosterminales como la aridad del functor utilizado. Este tipo de árboles los lla-maremos árboles atómicos para denominar aquellos árboles que no puedenser descompuestos en otros más simples5.
5No estamos considerando como árboles aquellos compuestos por un único nodo.
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Figura 5.14: Ejemplo de construcción de un árbol complejo utilizando árbolesatómicos (árboles completos que únicamente contienen un nodo funcional).
Representación adecuadaCon representación adecuada nos referimos a una que permita utilizar el co-nocimiento obtenido en la construcción de un árbol para construir otros posterior-mente, es decir permitir el aprendizaje.En nuestro caso el aprendizaje se basa en asociaciones estado-acción. Estaforma de aprendizaje plantea un problema cuando el estado es tan específicoque dificulta reutilizar el conocimiento. Es decir, para poder repetir una acciónaprendida previamente, el estado actual debe coincidir exactamente con un estadoprevio. Si los estados son muy específicos, contienen mucha información, esteencaje es muy difícil que se de y el aprendizaje se puede volver inviable.Este problema se puede solventar si se utilizan patrones locales referidos auna situación global para definir los estados. El encaje de un patrón local esrelativamente sencillo, por lo que se puede repetir la acción asociada a él enmultitud de situaciones. De este modo se facilita la reutilización del conocimientoadquirido, mejorando la viabilidad del aprendizaje.
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En el apéndice C se puede consultar un ejemplo detallado acerca de estaproblemática y el uso de patrones locales como forma de solución.En el caso de los árboles de expresión, para evitar este problema definimoslos estados como sub-árboles relativos al árbol de expresión que estamos constru-yendo. Como un árbol puede contener multitud de sub-árboles, definimos un tipode acción que nos permite cambiar de estado escogiendo otro sub-árbol distintoal actual, pero sin modificar el árbol de expresión que estamos construyendo.Una vez introducido el tipo de representación, podemos detallar el procedi-miento de construcción de expresiones.
Construcción de expresionesEl proceso se inicializa a partir de un árbol atómico dado. Este árbol atómicopasa a ser el árbol de expresión que estamos generando.
- Definimos los estados como patrones simples a partir del árbol de expresiónque estamos generado. La forma más sencilla es utilizar sub-árboles con unaprofundidad máxima L. De este modo si L es suficientemente pequeña lossub-árboles son sencillos y los árboles complejos pueden compartir multitudde sub-árboles.
- Las acciones consisten en seleccionar un nodo del sub-árbol distinto de laraíz y un árbol atómico.
- La transición entre dos estados depende del nodo seleccionado en la acción:
a) Si el nodo es funcional, se pasa a un nuevo estado utilizando el sub-árbol que tiene como raíz el nodo seleccionado. El árbol atómico no seutiliza y se descarta.b) Si el nodo es terminal, se sustituye por el árbol atómico escogido. Comoel árbol de expresión ha cambiado, el estado siguiente se construyecomo el sub-árbol definido a partir de la raíz del árbol de expresión.
Como se puede ver el proceso es muy simple vamos moviéndonos por el árboldesde la raíz hacia abajo a partir de sub-árboles con una profundidad restringida.Cuando realizamos una sustitución de un terminal por un árbol atómico, volvemosa la raíz para comenzar de nuevo.El proceso de búsqueda se ilustra en la figura 5.15. Los estados son árbolesde profundidad 2 como máximo, pero pueden ser más pequeños. Como se puedeapreciar partimos de un árbol atómico que sirve de inicialización para la búsqueda.
i) El primer paso consiste en seleccionar del estado actual un nodo “distinto dela raíz”. Como solo hay nodos terminales, se inserta un nuevo árbol atómicodonde exista un terminal. Hemos realizado una sustitución, por tanto elestado actual viene dado por el nodo raíz del árbol de expresión.
ii) En el siguiente paso volvemos a elegir un nodo del estado actual. En estecaso se trata de un nodo funcional, por tanto actualizamos el estado selec-cionando como raíz del sub-árbol el nodo seleccionado. El árbol atómico sedescarta puesto que no existe sustitución.
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Paso de Búsqueda Nodo Terminal
Paso de Búsqueda Nodo Terminal
Paso de Búsqueda Nodo Funcional
Figura 5.15: Ejemplo sencillo de un proceso de búsqueda para la construcción deun árbol de expresión.
Esta representación permite almacenar conocimiento acerca de patrones sen-cillos de construcción que pueden usarse en la generación de diferentes árboles deexpresión. Así permitimos al algoritmo que aprenda cómo construir las expresionesmás adecuadas de acuerdo con la gramática y el predicado pedido.Aparte del grueso de la representación tal y como se ha descrito, existen otrosdetalles que merece la pena considerar con más detenimiento.
Tabla de feromonaEn la tabla almacenamos como estado sub-árboles de profundidad L. A cadaestado se le asocia una lista de posibles acciones cada una con un peso para
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Figura 5.16: Esquema del contenido de la tabla de feromona.
Estado inicialPara inicializar la construcción es necesario un primer árbol atómico. Definimosun estado inicial (q0) que representa el estado previo a que se seleccione eseprimer árbol atómico. De este modo, este primer árbol se puede escoger al azarutilizando la heurística, pero también se puede seleccionar utilizando la feromona:accediendo al contenido del estado q0.
Criterio de paradaPara establecer el criterio de parada en la construcción de un árbol recurrimosa un símbolo funcional especial: END que tiene aridad 0. Como tiene aridad 0nunca va a formar parte de una posible gramática.Cuando se selecciona una acción cuyo árbol atómico está formado por un úniconodo funcional END, es la señal que utiliza una hormiga para dar por finalizadala construcción del árbol (el proceso de búsqueda) y pasar a evaluar la expresióngenerada. Por tanto, si el problema viene especificado por un conjunto de símbolosfuncionales GF , ACE trabaja con un conjunto ampliado G′F : GF ∪ {END}Al definir la parada como una acción (el símbolo END debe formar parte deun árbol atómico seleccionado en un acción), el propio algoritmo aprende cúandodebe detener la construcción de un árbol. Recordemos que en la tabla de fero-mona almacenamos asociaciones-estado acción, por tanto la acción de parada sealmacena como una acción más vinculada a un estado. De este modo, en sucesivasconstrucciones se puede saber cuándo detener la generación del árbol.
Elección heurísticaComo en este caso parte de las acciones son elementos de una colección finitade árboles atómicos, podemos evaluarlos previamente a iniciar la búsqueda y deeste modo obtener un distribución de qué árboles atómicos conviene utilizar mása menudo.Más formalmente, para elegir al azar una acción se deben tomar dos decisiones:
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Selección de nodo La selección de un nodo v se realiza de acuerdo a la si-guientes ecuaciones: Pη(v |q) = 1|Lq| (5.1)El término Pη(v |q) es la probabilidad de elegir el nodo v en el estado q, Lqes el conjunto de nodos contenidos en el sub-árbol que representa el estado qexcluyendo el nodo raíz, |Lq| es el número de elementos de dicho conjunto.Como se puede ver es simplemente una elección al azar sobre el conjunto denodos diferentes a la raíz que componen un sub-árbol.
Selección de un árbol atómico La selección de un árbol atómico e1 se realizade acuerdo con la siguientes ecuaciones:
Pη(e1|q) = η(e1, q)∑
e′1∈E1
η(e′1, q) (5.2)
donde η(e1, q) = 1J(e1) (5.3)El término E1 es el conjunto de todos los posibles árboles atómicos que se puedenconstruir, |E1| es la cardinalidad de dicho conjunto. El término J(e1) es el errorasociado al árbol atómico e1.En este caso cada árbol atómico tiene asociada una probabilidad de ser esco-gido en función del error cometido al utilizarlo de manera aislada como soluciónal problema.La única salvedad es el símbolo END, al tratarse de un símbolo auxiliar nopuede ser evaluado. Para solucionarlo se le asocia una probabilidad a priori,PEND , la cual se utiliza para determinar cuando una hormiga que realiza unabúsqueda heurística, va a generar un árbol atómico de parada o bien un árbolatómico con el resto de símbolos de la gramática. Este procedimiento se describeen pseudo-código en la figura 5.17.
1: procedure Heurística(ant)2: R ← random(0, 1)3: if R > PEND then4: acción = [∅, END]5: else6: nodo← seleccionNodo()7: atómico← seleccionAtomico()8: acción = [nodo, atómico]9: end if10: ants← actualiza(acción)11: end procedure
Figura 5.17: Descripción en pseudo-código del procedimiento del uso del símboloEND para detener una búsqueda cuando se utiliza la heurística.
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Experimentos
Vamos a realizar dos bloques de experimentos. Un primer bloque consiste en unconjunto de problemas tipo definidos por Koza [Koz92], en los cuales la función deevaluación está definida sobre los números enteros, es discreta. Para este bloqueutilizaremos una librería de solución de problemas de programación genética (ECJ)[LPB+06] para resolver los problemas con un algoritmo genético básico y obtenerasí una comparativa.El segundo bloque consiste en utilizar una gramática matemática para realizarregresiones de funciones. Se utiliza una función de evaluación que mide un errorreal y es por tanto contínua. En este segundo bloque utilizaremos resultados dela literatura para realizar la comparativa.
Problemas discretos
Los estudios experimentales consisten en medir el esfuerzo computacional querequiere cada algoritmo para resolver el problema, es decir, el número de expre-siones necesarias para garantizar con un 99 % que se satisface el predicado decada problema.Como ya se introdujo en los experimentos del TSP, el esfuerzo computacional[Koz92] es un medida típica de programación genética que precisa estimar la pro-babilidad de encontrar el óptimo según el número de expresiones evaluadas. Estaestimación se hace experimentalmente y no es fiable si el número de muestras esreducido. Por lo tanto, para estimar el esfuerzo computacional ejecutamos cadaalgoritmo 1000 veces permitiéndole evaluar hasta 1× 106 expresiones. Si el pre-dicado se satisface antes de haber consumido el número máximo de evaluacionespermitida, la búsqueda se detiene.Una segunda medida que vamos a tomar es el número de nodos que compo-nen aquellas expresiones que satisfacen el predicado. Tomamos este segundo datoporque en programación genética existe un problema que se conoce como “Bloat”[Pol03, LP06] que hace referencia al tamaño de la expresión generada. Al igualque en la naturaleza el código genético está lleno de material inservible, frag-mentos que se han ido acumulando a lo largo de la evolución, en programacióngenética ocurre algo parecido, se acumulan fragmentos de expresiones sin ningunafuncionalidad, términos que se cancelan entre sí, etc... Al final aunque el algoritmodé con la solución, la calidad y la legibilidad de la expresión propuesta puedeser bastante pobre. Una forma sencilla de estimar la calidad de una expresión escontabilizar su número de nodos.El Algoritmo Genético (GA) lo parametrizamos con los valores por defecto quevienen indicados en [Koz92], únicamente incluimos los valores del tamaño de lapoblación y el número de generaciones, que se han aumentado para permitir alalgoritmo evaluar 1 × 106 expresiones antes de finalizar la ejecución. En el casode ACE los valores de los parámetros se detallan en la tabla 5.3.
Artificial Ant Trail
Este problema consiste en encontrar una expresión que gobierne un hipotéticorobot. El objetivo es que el robot encuentre diferentes elementos (piezas de comida)distribuidos en un mallado. El robot puede orientarse en cuatro direcciones: norte,
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Parámetro ACEγ1 0,9γ2 0,5γ3 ∞L 2PEND 0,95
Parámetro GAPoblación M 1000Generaciones G 1000
Tabla 5.3: Valores de los parámetros para el algoritmo genético y ACE.
sur, este, y oeste. Únicamente puede avanzar (una casilla) en la dirección haciadonde está orientado.Existen dos escenarios posibles: “Santa Fe trail” y “Los Altos trail”, con 89 y157 piezas respectivamente. Obviamente el segundo es más grande y representaun escenario más complejo. El error (Fitness) se mide como el número de elementosque el robot deja sin encontrar. Aquí presentamos únicamente un versión abreviadadel enunciado del problema, los detalles se pueden consultar en [Koz92].La gramática de este problema se especifica en la tabla 5.4. Los símbolosterminales son las acciones que puede realizar el robot: avanzar o girar (derechao izquierda). De los tres símbolos funcionales, dos de ellos son de composición:P2 y P3, se ejecuta en orden (de izqd. a dcha.) todos sus argumentos, 2 y 3respectivamente. El restante, IF −FOOD−AHEAD, es un operador condicional:si existe comida en la casilla siguiente del mapa hacia donde está orientado elrobot entonces se ejecuta el primer argumento de la expresión, en caso contrariose ejecuta el segundo.Las expresiones representan programas de control que determinan el compor-tamiento del robot. El robot dispone de cierta energía: E , la cual es consumidacada vez que avanza o gira. El programa de control se ejecuta de manera contínuahasta que el robot se queda sin energía (la energía no se recupera por encontrarcomida). Cuanta menos energía disponga, más eficiente tiene que ser la expresiónde control para permitirle encontrar todos los elementos del mapa. Plantearemosdiferentes niveles de dificultad variando la energía disponible en cada escenario.
Functores (GF ) IF-FOOD-AHEAD(2), P2(2), P3(3)Terminales (GT ) LEFT, RIGHT, FORWARD
Tabla 5.4: Especificación de la gramática para el problema “Artificial Ant Trail”.Entre paréntesis se indica la aridad de cada símbolo funcional.
Un ejemplo de una expresión con esta gramática se muestra en la figura 5.18, laexpresión simboliza el comportamiento siguiente: “Si hay comida delante avanzauna casilla. Si no la hay, gira a la izquierda y avanza una casilla”. El robot repetiráesta pauta de comportamiento hasta que se quede sin energía.




Figura 5.18: Ejemplo de una expresión utilizando la gramática del “Artificial Ant”.
“Santa Fe trail” “Santa Fe” es el primer escenario propuesto por Koza, verfigura 5.19, como se puede apreciar es un mapa que tiene un tamaño de 32× 32y contiene 89 elementos a encontrar (comida). En la imagen también se puede vermarcada la casilla de inicio del robot.
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Figura 5.19: Escenario de los “Santa Fe”.
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Los resultados de este primer estudio, permitiendo una energía máxima deE = 400, se pueden ver en la figura 5.20. El rendimiento de ACE (Esfuerzocomputacional mínimo = 0,66×106) es 2,8 veces inferior al del algoritmo genético(Esfuerzo computacional mínimo = 2,51748× 106).
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.20: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, con una energía disponible E = 400.
Si aumentamos la energía disponible en el robot, E = 600, éste puede moversemás tiempo luego es más fácil encontrar una expresión que satisfaga el predicado.Como se puede ver en la figura 5.21, ambos algoritmos aumentan su rendimiento.El rendimiento de ACE (Esfuerzo computacional mínimo = 142741) sigue siendoinferior, aproximadamente 2,1 veces, al del algoritmo genético (Esfuerzo compu-tacional mínimo = 479520).
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.21: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, con una energía disponible E = 600.
En la tabla 5.5 se muestran el tamaño de las expresiones generadas por cadaalgoritmo y que satisfacen el predicado. Como se puede observar, ACE utilizaexpresiones con la décima parte de nodos que un algoritmo genético. Cuantosmenos nodos, menor es el efecto del “Bloat”, ya que es necesario que los nodoscumplan algún papel a la hora de que la expresión satisfaga el predicado pedido.Un ejemplo de las expresiones generadas por ACE se muestra en la figura 5.22.
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ACE GA35 388 Media31 329 Mediana17 269 Desviación Estándar
ACE GA25 221 Media21 127 Mediana15 256 Desviación Estándar





















(b) E = 600.
Figura 5.22: Expresión generada por ACE para la solución del “Artificial Ant”utilizando el escenario de “Santa Fe”.
En este problema concreto es interesante advertir que el hecho de evaluar losárboles atómicos parece dar una ventaja significativa a ACE, ya que un enfoquesimilar (analizar las estructuras pequeñas para componer otras más complejas) esel estudio de programación genética que consigue los mejores resultados en esteescenario [CO07].
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“Los Altos trail” “Los Altos” es el segundo escenario propuesto por Koza, verfigura 5.23, como se puede apreciar es un mapa mucho más grande (100×100) queel escenario de “Santa Fe” y contiene un mayor número de elementos (comida =157).
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Figura 5.23: Escenario de los “Los Altos”.
Las condiciones experimentales son las mismas que para el escenario anteriorexcepto la introducción de un símbolo funcional nuevo: P4(4), para componer ins-trucciones con cuatro órdenes. Además se incrementa la energía disponible parael robot: E ∈ {4000, 6000}.
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Los resultados permitiendo una energía máxima de E = 4000 se puedenver en la figura 5.24. Aunque ACE tiene una mayor probabilidad de encon-trar una expresión adecuada, el algoritmo genético consigue encontrar solucio-nes muy rápidamente, lo que se traduce en un menor esfuerzo computacional:ACE = 1,12801 × 107 y GA = 9,04095 × 106. ACE requiere un 36 % más deesfuerzo que el algoritmo genético para garantizar satisfacer el predicado con un99 % de probabilidad.
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.24: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, con una energía disponible E = 4000.
Si aumentamos la E = 6000 ocurre lo mismo, ver figura 5.25. La probabilidadde ACE es mayor, pero crece más lentamente, lo que se traduce en un mayoresfuerzo computacional ACE = 8,46 × 106 y GA = 5,63 × 106, 1,5 veces menosesfuerzo que ACE.
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.25: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, con una energía disponible E = 6000.
Si atendemos al tamaño de las expresiones generadas, las desarrolladas porACE son muchísimo más pequeñas que las del algoritmo genético, ver tabla 5.6.Concretamente, el genético genera expresiones aproximadamente con un númerode nodos 41 veces más elevado que ACE. Un ejemplo de las expresiones generadaspor ACE se muestra en la figura 5.26.
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ACE GA48 1921 Media38 1651 Mediana29 1317 Desviación Estándar
ACE GA41 1964 Media35 1738 Mediana28 1211 Desviación Estándar
















































































(b) E = 6000.
Figura 5.26: Expresión generada por ACE para la solución del “Artificial Ant”utilizando el escenario de “Los Altos”.
El hecho de que el algoritmo genético sea capaz de encontrar soluciones eva-luando menos expresiones es algo que cabría esperar, pues ACE es una meta-
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heurística constructiva. ACE para alcanzar cierto tamaño en las expresiones tieneque aprender a construirlas, lo que consume un cierto número de evaluaciones.En cambio, el genético ya dispone de expresiones de varias decenas de nodos enla inicialización, hacerlas crecer no le cuesta ningún esfuerzo. Como se necesitaun tamaño mínimo para que la expresión satisfaga el problema, por debajo de uncierto número de nodos no existen soluciones, el algoritmo genético alcanza estepunto con muchas menos evaluaciones que ACE, lo que se traduce en un menoresfuerzo computacional.
MultiplexorEste problema consiste en encontrar una expresión lógica que concuerde conla tabla de verdad de un multiplexor [Her98]. Un multiplexor se compone de unaserie de variables de dirección y otra serie de variables de datos. La salida secorresponde con el valor del dato indicado por el valor de las variables de dirección.Por ejemplo, la tabla de un multiplexor con una sola variable de dirección (A0)es la siguiente:
A0 D0 D1 Z0 0 1 01 0 1 1
cuando A0 = 0 entonces Z = D0, y cuando A0 = 1, entonces Z = D1.Dependiendo del número de variables de dirección podemos obtener dos con-figuraciones del problema: un multiplexor de 11 bits con 3 variables de direccióny un multiplexor de 6 bits, con 2 variables de dirección.La gramática de este problema se especifica en la tabla 5.7. En este casose especifica la gramática para un multiplexor de 11 bits (número de símbolosterminales) con 3 variables de dirección. Los símbolos terminales son las variablesde datos (DX ) y dirección (AX ). En la búsqueda, el tipo de cada variable esdesconocido, no existe distinción entre dirección y datos, para el algoritmo todosson variables. Los símbolos funcionales son funciones lógicas estándar, excepto lasentencia IF (3) que es un condicional, de tal modo que si el primer argumentos escierto, se devuelve el valor del segundo argumento. En caso de que no sea ciertoel primer argumento, se devuelve el valor del tercer argumento.
Functores (GF ) AND(2),NOT(1),OR(2),IF(3)Terminales (GT ) A0,A1,A2,D0,D1,D2,D3,D4,D5,D6,D7
Tabla 5.7: Especificación de la gramática para el problema “Multiplexor”. Entreparéntesis se indica la aridad de cada símbolo funcional.
Multiplexor 6 El primer estudio consiste en resolver la versión más sencilla delmultiplexor: 6 bits con dos variables de dirección (A0, A1) y cuatro variables dedatos (D0, D1, D2, D3). En este caso la tabla de verdad contiene 64 posiblesentradas que la expresión lógica debe cumplir.Los resultados se pueden ver en la figura 5.27. Ambos algoritmos no tienenninguna dificultad en solucionar el problema. El Algoritmo Genético (Esfuerzo
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computacional mínimo = 29340) es 1,92 veces más eficiente que ACE (Esfuerzocomputacional mínimo = 85901).
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.27: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, para un multiplexor con 2 variables de dirección (6 bits).






Figura 5.28: Expresión generada por ACE para la solución del multiplexor de 6bits.
ACE GA40 118 Media36 75 Mediana20 120 Desviación Estándar
Tabla 5.8: Estadística descriptiva sencilla del no de nodos de aquellas expresionesque satisfacen la tabla de verdad del multiplexor de 6 bits.
Multiplexor 11 Este estudio consiste en resolver la versión más compleja delmultiplexor: 11 bits con tres variables de dirección. En este caso la tabla deverdad contiene 2048 posibles entradas que la expresión lógica debe cumplir.
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Los resultados se pueden ver en la figura 5.29. Como se puede ver ambosalgoritmos son capaces de resolver el problema satisfactoriamente. El AlgoritmoGenético (Esfuerzo computacional mínimo = 1,998×106) es 1,7 veces más eficienteque ACE (Esfuerzo computacional mínimo = 3,4 × 106) porque aunque ACE seacapaz de dar con una expresión correcta con mayor probabilidad, requiere unmayor número de evaluaciones para conseguirlo.
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.29: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, para un multiplexor con 3 variables de dirección (11 bits).






















Figura 5.30: Expresión generada por ACE para la solución del multiplexor de 11bits.
ACE GA61 969 Media53 905 Mediana31 451 Desviación Estándar
Tabla 5.9: Estadística descriptiva sencilla del no de nodos de aquellas expresionesque satisfacen la tabla de verdad del multiplexor de 11 bits.
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Paridad imparEste problema consiste en encontrar una expresión lógica que de como resul-tado 1 cuando el número de 1 de una serie de variables sea impar. Por ejemplo,la tabla de la paridad de 2 bits es la siguiente:
D0 D1 Z0 0 00 1 11 0 11 1 0
La gramática de este problema para el caso de 4 bits se especifica en la tabla5.10.
Functores (GF ) AND(2),NOR(1),OR(2),NAND(2),XOR(2)Terminales (GT ) D0,D1,D2,D3
Tabla 5.10: Especificación de la gramática para el problema “Paridad Impar”. Entreparéntesis se indica la aridad de cada símbolo funcional.
En este caso nos vamos a plantear dos situaciones: a) Que los términos fun-cionales incluyan la función XOR o que no la incluyan. Si no incluimos la funciónXOR la dificultad del problema se incrementa.
Sin incluir la función XOR Los resultados se pueden ver en la figura 5.31. Comose puede ver el Algoritmo Genético (Esfuerzo computacional mínimo = 82500) esclaramente más eficiente (31 veces más eficiente) que ACE (Esfuerzo computacio-nal mínimo = 2,7× 106).
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.31: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, para la paridad impar sin incluir la función XOR .
Aunque el algoritmo genético sea más eficiente, como se puede ver en la tabla5.11, genera expresiones aproximadamente 5 veces mayores que las generadas porACE. Aún así, ACE genera expresiones de aproximadamente 100 nodos, como laque se muestra en la figura 5.32.








































































Figura 5.32: Expresión generada por ACE para la solución de la paridad imparsin incluir la función XOR .
ACE GA90 528 Media87 481 Mediana43 228 Desviación Estándar
Tabla 5.11: Estadística descriptiva sencilla del no de nodos de aquellas expresionesque satisfacen la tabla de verdad de la paridad impar sin incluir la función XOR .
El problema de la paridad es complejo ya que se necesita construir estructurascomplejas con funciones lógicas básicas, como la respuesta es un valor de lógico(>, ⊥), el valor máximo de error que obtenemos para una expresión es un 50 %. Esdecir, existen infinidad de expresiones que arrojan el mismo resultado, la funciónobjetivo no ofrece una guía clara, sino grandes planicies donde un gran conjuntode expresiones arrojan el mismo valor.Una estrategia bastante eficaz para resolver este tipo de problemas, donde lacomplejidad es proporcional al número de variables, consiste en resolver el casomás sencillo. Esta solución la encapsulamos como un procedimiento auxiliar queutilizamos como elemento estructural para resolver las instancias más complejas.Para el caso de la paridad, la solución más simple (2 bits) es la función XOR . Portanto, podemos resolver el mismo problema (paridad de 4 bits) pero incluyendo lafunción XOR .
Incluyendo la función XOR Los resultados se pueden ver en la figura 5.33.Como se puede apreciar al incluir la función XOR la dificultad se reduce consi-derablemente. El Algoritmo Genético (Esfuerzo computacional mínimo = 11160)es ligeramente más eficiente (1,5 veces más eficiente) que ACE (Esfuerzo compu-tacional mínimo = 16876).
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(a) Probabilidad de satisfacer el predicado.
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Figura 5.33: Probabilidad de encontrar satisfacer el predicado y esfuerzo compu-tacional requerido, para la paridad impar incluyendo la función XOR .







Figura 5.34: Expresión generada por ACE para la solución de la paridad imparsin incluir la función XOR .
ACE GA27 97 Media25 83 Mediana15 61 Desviación Estándar
Tabla 5.12: Estadística descriptiva sencilla del no de nodos de aquellas expresionesque satisfacen la tabla de verdad para la paridad impar incluyendo la funciónXOR .
Se puede ver como al disponer de un elemento de construcción más eficazXOR y no tener que desarrollar estructuras complejas, la diferencia respectoal algoritmo genético se ha reducido considerablemente. Dada la naturaleza delgenético, concretamente al operador de cruce, este es más eficiente conservandoestructuras completas y re-utilizándolas. En cambio, ACE si quiere utilizar lamisma estructura repetida en distintas partes de una expresión debe construirla.Dependiendo de la complejidad de la estructura a repetir, este proceso será máso menos difícil.
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Problemas contínuos: regresiones matemáticasEste último estudio constituye el segundo bloque de experimentos, se dife-rencia de los anteriores fundamentalmente en que la función de evaluación escontínua.El problema consiste en aproximar una serie de funciones matemáticas me-diante una serie de puntos generados al azar a partir de la definición general dela función. Utilizando el punto y el valor de la función en dicho punto, obtenemosuna tabla para evaluar las diferentes expresiones matemáticas que genera el algo-ritmo. Un punto se considera evaluado correctamente cuando el error absoluto endicho punto es inferior a 0,01. Se considera que se ha aproximado correctamentela función cuando se evalúan correctamente todos los puntos de la tabla.Al tratarse de números reales, podemos utilizar el error cuadrático medio paraevaluar una expresión. Esto cambia radicalmente frente a los problemas anteriores,porque en muchos casos una modificación de una expresión, al ser la función deevaluación discreta, no producía cambio alguno en el resultado. Ahora en cambio,al ser contínua, cualquier cambio en la expresión se ve reflejado en el valor de lafunción de evaluación.La lista de funciones que vamos a evaluar ha sido tomada de [KOKG12], semuestran en la tabla 5.13.Función Puntos a evaluarF1 = x3 + x2 + x 20 puntos ⊆ [−1, 1]F2 = x4 + x3 + x2 + x 20 puntos ⊆ [−1, 1]F3 = x5 + x4 + x3 + x2 + x 20 puntos ⊆ [−1, 1]F4 = x6 + x5 + x4 + x3 + x2 + x 20 puntos ⊆ [−1, 1]F5 = sin(x2)cos(x)− 1 20 puntos ⊆ [−1, 1]F6 = sin(x) + sin(x + x2) 20 puntos ⊆ [−1, 1]F7 = log(x2 + 1) + log(x + 1) 20 puntos ⊆ [0, 2]F8 = √x 20 puntos ⊆ [0, 4]F9 = sin(x) + sin(y2) 100 puntos ⊆ [−1, 1]× [−1, 1]F10 = 2sin(x)cos(y) 100 puntos ⊆ [−1, 1]× [−1, 1]
Tabla 5.13: Conjunto de funciones para realizar la regresión.
La gramática utilizada se muestra en la tabla 5.14, para las funciones de unasola variable únicamente se utiliza el terminal X . El símbolo rlog es el logaritmodefinido positivo: rlog(0) = 0.
Functores (GF ) +,−,×,÷, sin, cos, exp, rlogTerminales (GT ) X,Y
Tabla 5.14: Especificación de la gramática utilizada para las regresiones matemá-ticas.
La comparativa se realiza tomando los datos de [KOKG12], según estos tér-minos, únicamente vamos a medir la probabilidad de que el algoritmo sea capazde encontrar una expresión adecuada. Como forma de contabilizar el tiempo debúsqueda, ya no se define un número máximo de expresiones a evaluar, sino un
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número máximo de nodos. Se permite evaluar hasta un total de 15×106 nodos porejecución. Esta forma de contabilizar la búsqueda es más justa porque el esfuerzode evaluar un nodo es el mismo para todos los algoritmos.La configuración de ACE es la misma que hemos utilizado en los experimentosanteriores (sección 5.2). Para obtener la estadística, cada función se realizan 1000ejecuciones independientes.Para la comparación tomamos los resultados de [KOKG12] que es un estu-dio del 2012 donde se compara un algoritmo de colonia de abejas (ABCP) conun conjunto de algoritmos genéticos que utilizan diferentes operadores de cru-ce desarrollados para programación genética: standard crossover (SC), no samemate (NSM) selection, semantics aware crossover (SAC), context aware crossover(CAC), soft brood selection (SBS), and semantic similarity-based crossover (SSC).Para cada algoritmo, cada función se resuelve de manera independiente 100 veces.Cada ejecución permite evaluar hasta un total de 15× 106 nodos.Los resultados podemos verlos en la figura 5.35 y una estadística descriptivaen la tabla 5.15, como se puede comprobar ACE supera con mucho el rendimientodel resto de algoritmos. Hay que señalar que la comparativa se ha realizado frentea un estudio del 2012 que incluye técnicas del estado del arte actual.
Algoritmo Media Mediana Desviación Std. Maximo MínimoABCP 0.466 0.435 0.266966 0.89 0.12SC 0.212 0.19 0.142891 0.48 0.04NSM 0.216 0.18 0.158899 0.48 0.04SAC2 0.184 0.15 0.158198 0.53 0.04SAC5 0.181 0.145 0.154593 0.53 0.01CAC4 0.161 0.14 0.0999389 0.35 0.03SBS42 0.304 0.28 0.136561 0.51 0.1SBS44 0.305 0.335 0.111878 0.43 0.09SSC12 0.412 0.425 0.186536 0.67 0.12SSC16 0.4 0.415 0.177326 0.67 0.11ACE 0.8075 0.865 0.22 0.999 0.334
Tabla 5.15: Estadística descriptiva de la probabilidad de encontrar la expresiónvalida para cualquier función de la indicadas previamente.
Aparte de la comparativa, podemos ver cuál es el porcentaje de éxito que hatenido ACE aproximando cada función. Para cada función, las expresiones han sidosimplificadas para facilitar la legibilidad. Los resultados se muestran en la tabla5.16. Como se puede ver todas las expresiones han sido aproximadas correctamentecon una probabilidad mínima del 20 %.
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Figura 5.35: Probabilidad de encontrar la expresión que ajuste todos los puntosgenerados.
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Función original Expresión aproximadaF1 = x3 + x2 + x x3 + x2 + x 60 %F2 = x4 + x3 + x2 + x x4 + x3 + x2 + x 28 %F3 = x5 + x4 + x3 + x2 + x x5 + x4 + x3 + x2 + x 28 %F4 = x6 + x5 + x4 + x3 + x2 + x x6 + x5 + x4 + x3 + x2 + x 21 %F5 = sin(x2)cos(x)− 1 sin(x2)cos(x)− 1 33%F6 = sin(x) + sin(x + x2) sin(x) + sin(x + x2) 67 %F7 = log(x2 + 1) + log(x + 1) log(x2 + 1) + log(x + 1) 29 %F8 = √x √x 57 %F9 = sin(x) + sin(y2) sin(x) + sin(y2) 81 %F10 = 2sin(x)cos(y) 2sin(x)cos(y) 58 %
Tabla 5.16: Conjunto de de las expresiones más comunes encontradas por ACEpara aproximar cada función. Para cada expresión se indicada el porcentaje decasos en los que se ha dado como solución final la expresión indicada.













Figura 5.36: Expresión generada por ACE para aproximar la función √x .
DiscusiónSi nos centramos en los resultados del primer bloque de experimentos (”Artifi-cial Ant”, Multiplexor y paridad impar), hay un dato interesante: en general ACEaumenta la probabilidad de satisfacer el predicado según aumenta el número deevaluaciones permitidas. Es indicativo de que la búsqueda no se atasca. Esto coin-cide con los resultados obtenidos en la comparativa del TSP (sección 5.1) que esun problema radicalmente diferente.En cambio, el algoritmo genético aunque muestra una probabilidad alta en losprimeros estadios de la búsqueda, ésta no aumenta tan significativamente según
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el número de evaluaciones. De cara al esfuerzo computacional, como las ejecucio-nes de un algoritmo son sucesos independientes, conviene ejecutar un algoritmogenético muchas veces y con pocas evaluaciones para satisfacer el predicado. Porel contrario, ACE debe procesar un mayor número de evaluaciones para que unaejecución aislada alcance una probabilidad mínima de satisfacer el predicado.Esto quiere decir que en algunos problemas, como los que incluyen funcio-nes lógicas, el algoritmo genético parece ser más eficiente que ACE. Pero hayque considerar que las expresiones generadas son de tamaños significativamentedistintos. Nosotros hemos respetado el planteamiento original de Koza por man-tener una medida de referencia utilizando el algoritmo genético. Pero para queel esfuerzo computacional fuese comparable habría que medir las evaluaciones ennodos, no en expresiones completas. Ya que si la desviación entre el tamaño delas expresiones es significativa, esto afecta al esfuerzo: no es lo mismo evaluar700 nodos que 100.El último experimento de la regresión matemática es significativo de esta con-sideración. Como la evaluación tiene en cuenta el número de nodos, ACE es capazde probar un número amplio de diferentes expresiones, en vez de probar unas po-cas complejas. Lo que se traduce en una mejor exploración y un mayor rendimientocomparado con el resto de algoritmos.Otro dato interesante que aportan estos experimentos es la capacidad de ACEpara generar expresiones donde el efecto del “Bloat” es mucho menos signifi-cativo de partida. Es cierto que las expresiones generadas contienen términosredundantes. Pero como son expresiones muchos más pequeñas, la redundanciarespecto a un algoritmo genético también es mucho menor. Lo que incrementa lacalidad de la soluciones generadas sin necesidad de utilizar técnicas auxiliaresde post-procesado.A la vista de los resultados obtenidos ACE puede constituir un buen método departida para la solución de problemas de programación genética. Obviamente elestado del arte de los algoritmos genéticos esta más avanzado, pero el problemadel “Bloat” es mucho menos significativo de partida, lo cual constituye lo másatractivo de estos resultados.
5.3. Planificación de maniobras para barcos
Este último trabajo experimental se diferencia de los anteriores en tanto queya no interesa el estudio del algoritmo en sí, sino su aplicación para resolverun problema práctico: la planificación y optimización de maniobras viables paraun barco autónomo. El objetivo consiste en obtener la trayectoria descrita porun barco entre dos puntos empleando el mínimo tiempo posible. Se parte de unestado inicial con velocidad y orientación arbitraria, y se trata de alcanzar el puntode destino con unos valores predeterminados para la velocidad y la orientación.La dinámica especifica del barco impone las correspondientes restricciones a sumaniobrabilidad.Para conseguir este objetivo, se utiliza un modelo simplificado de la dinámicade un barco, considerando únicamente tres grados de libertad (avance, guiñaday deriva). La propulsión se ha modelado utilizando un sistema de waterjets ajus-table, que juega también el papel de timón. La velocidad y el rumbo se ajustanutilizando un controlador PID clásico que estabiliza el rumbo y la velocidad. Unailustración básica de las coordenadas empleadas se puede ver en la figura 5.37,
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la parametrización del modelo se indica en la tabla 5.17. Para más detalles de ladescripción del modelo se puede consultar [EJGS11, EJGS12, EJG09, EJG10b].
Figura 5.37: Esquema general de las coordenadas empleadas.
Parámetro símbolo valor1 Eslora ls 4m2 Masa mb 100kg3 Fuerza máxima Waterjets Fmax 2500N4 Ángulo máximo de giro del waterjet θwtmax 45grados5 Componente líneal de la resistencia al avance µll 7N.s/m8 Componente cuadrática de la resistencia al avance µlc 10N.s2/m29 Componente líneal de la resistencia al desplazamiento lateral µtl 1000N.s/m10 Componente cuadrática de la resistencia al desplazamiento lateral µtc 10000N.s2/m211 Coeficiente líneal de las masas añadidas en la dirección l rmal 0,5kg.s/m12 Coeficiente líneal de la masas añadidas en la dirección t rmat 10Kg.s/m13 Momento de inercia Ib kg.m14 Coeficiente líneal del momento de inercia añadido rIba 1 kg.m.s/rad15 Coeficiente líneal de la resistencia al giro µal 10N.m.s/rad16 Coeficiente cuadrático de la resistencia al giro µac 100N.m.s2/rad2Tabla 5.17: Valores de los parámetros que componen el modelo
Descripción de un escenario de maniobras
El escenario de maniobras se especifica mediante dos estados: inicial y final.Un estado queda descrito en función de las siguientes variables:
[x(t), y(t), vl(t), θ(t)]
donde x, y indica la posición del barco en coordenadas cartesianas, vl es el valorde la velocidad en la dirección longitudinal y θ el ángulo de apuntamiento.Para considerar que se ha alcanzado el estado final ([xf , yf , v fl , θf ]), se trabaja
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con un cierto grado de tolerancia:
|x(t)− xf | ≤ 5m|y(t)− yf | ≤ 5m|vl(t)− v fl | ≤ 1m/s|θ(t)− θf | ≤ 7,5o
estos valores se han ajustado en función de las características del barco.La maniobra queda completamente determinada dando las posiciones, orien-taciones y velocidades iniciales y finales del barco. La transición entre el estadoinicial y el final debe hacerse respetando las restricciones diferenciales impuestaspor la dinámica del barco.En nuestro caso lo que vamos a buscar es una secuencias de órdenes parael controlador PID de a bordo de tal modo que su utilización permita realizar lamaniobra pedida. La solución no se especifica como puntos a seguir, sino comoórdenes a realizar:
Uv = [U1v , U2v , . . . Unv ]Uθ = [U1θ , U2θ , . . . Unθ ]donde Uv representa una secuencia de consignas para el controlador de la velo-cidad, y Uθ representa una secuencia para el controlador de rumbo.Dado un escenario podrían establecerse dos objetivos, el primero sería encon-trar trayectorias posibles que permitan completar la maniobra, el segundo seríaencontrar de entre ellas una que sea óptima en algún sentido. En el presentetrabajo se aborda la búsqueda de trayectorias que minimicen el tiempo empleadoen recorrerlas, es decir el objetivo es minimizar la función ∆t = tf − ti.Desde el punto de vista de la búsqueda de las trayectorias, el problema pierdesentido si la distancia que separa la posición inicial de la final del barco esexcesivamente grande. En este caso bastaría con descomponer el movimiento delbarco, en una maniobra de partida –una trayectoria en línea recta hacia la posiciónobjetivo– y una maniobra final de aproximación hacia el objetivo. El conceptode maniobra cobra realmente sentido cuando se desarrolla en distancias cortas,porque la maniobra exige cambios de rumbo de cierta complejidad. Estos casosserán los que compondrán los escenarios de trabajo.A continuación se describen algunos ejemplos de escenarios de maniobra. Losescenario se describen en base a los valores de los estados inicial y final de cadamaniobra.
Virado en redondo sobre la dirección de avance: se trata de hacer un virajede 180 grados sobre la propia trayectoria del barco. Un ejemplo posible deesta maniobra sería,
Ei = [0m, 0m, 0m/s, 90o] ⇀ Ef = [0m, 20m, 4m/s, 270o]
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Figura 5.38: Ejemplo de maniobras: virado en redondo sobre la dirección de avance.
Desplazamiento lateral: el barco debe alcanzar una posición a babor o es-tribor de su posición inicial, con el mismo rumbo con que inició la maniobra.Por ejemplo,
Ei = [0m, 0m, 0m/s, 90o] ⇀ Ef = [20m, 0m, 15m/s, 90o]















Figura 5.39: Ejemplo de maniobras: desplazamiento lateral.
Las maniobras descritas tienen el interés de exigir grandes cambios de rum-bo en distancias relativamente cortas, a la vez que ponen de manifiesto lasrestricciones al movimiento del barco. Aunque en estos ejemplos no se indi-que, se considera la presencia de obstáculos en el escenario de maniobras.
148 CAPÍTULO 5. ESTUDIOS EXPERIMENTALES
Representación
Hay casos de planificación de maniobras/rutas con algoritmos heurísticos queson escenarios donde no existen –o son mínimas– las restricciones al movimientodel vehículo. Por ejemplo, se asume que un vehículo puede detenerse en el acto.Esto no quiere decir que este tipo de asunción sea incorrecta, sino que nuestro es-cenario es otro. El objetivo es planificar considerando las restricciones impuestaspor la dinámica del vehículo, de este modo se garantiza que la maniobra plani-ficada puede ser realizada por el barco modelado. Si no tenemos en cuenta lasrestricciones dinámicas, entonces cuando el barco real quiera realizar la manio-bra, precisará de un complejo cálculo que adapte la trayectoria planificada al tipode movimiento que puede realizar, pudiendo incluso llegar a ser imposible. Porejemplo una maniobra que exija detenerse prácticamente en el acto, sin considerarla inercia, puede ser inviable dependiendo de la velocidad del barco.Para satisfacer las restricciones diferenciales lo que hacemos es utilizar elmodelo diferencial de la dinámica como función de transición de estados. De estemodo cuando el algoritmo calcule el resultado de aplicar una acción, establecerunos valores de consigna para el rumbo y la velocidad, el nuevo estado viene dadopor las características dinámicas del barco.El enfoque utilizado en ACE no exige conocer el espacio de estados previa-mente, sino que simplemente la propia exploración es la construcción de dichoespacio. De tal modo que el algoritmo comienza sin saber nada acerca de como“mover” el barco. A partir de maniobras “de prueba”, el algoritmo irá obteniendoel conocimiento necesario para guiar al barco hasta el estado final.El modelo diferencial del barco es contínuo, mientras que ACE es un algorit-mo que trabaja en espacio de estados discretos. Por tanto la representación delproblema está basada en una discretización.
Acciones: son pares de órdenes de consigna. Las consignas de velocidad las dis-cretizamos en intervalos de 1/ms hasta la velocidad máxima del modelo(14/m/s), y el rumbo en intervalos de 1o:
[uv , uθ ]
donde uv ∈ {1m/s, 2/m/s, . . . 14m/s} y uθ ∈ {1o, 2o, . . . 360o}.
Estados: proyectamos la posición real del barco sobre un espacio discreto, uti-lizando un mallado que permite agrupar los estados contínuos. Se asignauna malla al espacio real, donde cada celda tiene un tamaño proporcionalal error que se permite (10m× 10m).
Este mallado se construye según las siguientes ecuaciones, donde x, y sonlas posición real y X, Y la posición discreta.
X = 10 ∗ sign(x) ∗ |round( x10)| (5.4)Y = 10 ∗ sign(y) ∗ |round( y10)| (5.5)
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Figura 5.40: Discretización del espacio, empleando un mallado de celdas de10x10m
En la figura 5.41 podemos ver la proporción entre el tamaño del mallado yel barco. El tamaño de celda (10m) se ha escogido considerando la esloradel barco (4m) para permitir el movimiento en su interior.
Figura 5.41: Proporción entre el tamaño del mallado y el barco.
El objetivo fundamental del mallado es definir los estados discretos que vaa utilizar ACE para almacenar la información en la tabla de feromona. Enla tabla almacenamos asociaciones de consignas y rumbo con posicionesdiscretas: las celdas. De este modo aunque los estados del barco sean delespacio real, al proyectarlos sobre el mallado podemos saber cuáles son lasórdenes de consigna que debemos aplicar en función de la celda donde seencuentra el barco.Función de transición: la transición entre estados viene dada por la integraciónnumérica del modelo del barco. Para ilustrar el proceso vamos a considerarque el barco se encuentra inicialmente en el estado x(0) = [x0, y0, θ0, vl0, vt0, ωb0].Si proyectamos la posición inicial x0, y0, obtenemos una primera celda ini-cial: x(0) 7→ Lij . A continuación seleccionamos un par de valores de consigna
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asociados a la celda actual: X1 = [rhd(Lij ), rvl (Lij )]. Por último integramos elmodelo diferencial del barco hasta que se alcance el borde de la celdaactual:
x(T1) = ∫ T10 x˙(t)dtdonde T1 representa el tiempo que tarda el barco en alcanzar el borde dela celda actual.El barco se encuentra localizado en una nueva celda: x(T1) 7→ Lkl, la cuales adyacente a Lij . Se seleccionan un par de nuevos valores de consigna(X2 = [rhd(Lkl), rvl (Lkl)]) y se vuelve a integrar el modelo hasta que se alcanzael borde de la celda Lkl.
x(T2) = ∫ T2T1 x˙(t)dt

































Figura 5.42: Diagrama tomado de [EJGS12] que muestra la relación entre lastrayectorias contínuas del barco y el mallado discreto.
5.3. PLANIFICACIÓN DE MANIOBRAS PARA BARCOS 151
HeurísticaPara que ACE sea capaz de resolver una maniobra de manera eficiente esimprescindible que cuente con una heurística razonable. La heurística no tieneque ser perfecta, puesto que el algoritmo es capaz de adquirir conocimiento sobreel problema y mejorar el rendimiento que se obtendría buscando únicamente conla heurística. Pero sí que debe servir para mejorar el rendimiento de la búsqueda.En ACE la heurística se define como distribuciones de probabilidad sobre elconjunto de acciones. Como en este caso una acción es un par de velocidad yrumbo, necesitaremos definir dos tipos de heurística.
Velocidad la heurística de la velocidad la definimos como una distribución normaldiscretizada, centrada en el valor de la velocidad especificado como requisito enel estado final. En caso de que el estado final no imponga ninguna velocidadconcreta, centramos la distribución en el valor máximo de la velocidad. La figura5.43 ilustra estas distribuciones.
V = 5m/s V = 10m/s V = --
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● ●










■ ■ ■ ■ ■
■















Figura 5.43: Distribuciones de probabilidad para la heurística de la velocidad paralos casos donde la velocidad final está restringida y cuando está libre (−−).
Rumbo la heurística del rumbo supone definir un procedimiento más complejoya que en cierto modo debe cumplir alguna restricción del movimiento del barcoy tratar con la presencia de obstáculos. Por ejemplo debe tener en cuenta queel barco no se puede mover hacia atrás, que un obstáculo se debe bordear peroyendo hacia el objetivo, etc ...El mallado en principio es infinito, es decir no se restringe el movimiento delbarco. La heurística también está asociada al mallado, pero únicamente se calculapara una zona determinada. El mallado donde se calcula la heurística consiste enun cuadrado en cuyo centro se encuentra la celda objetivo que se quiere alcanzary en algún borde se encuentra la celda inicial. Fuera de los límites del cuadrado,si se quiere hacer uso de la heurística, entonces la posición del barco se proyectasobre la frontera del mallado para obtener un valor de la heurística.
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Para calcular la heurística vamos a utilizar un autómata celular [Wol02]. Laidea es aprovechar las propiedades de auto-organización del autómata para con-figurar la heurística. Definimos una serie de autómata fijos, que no cambian deestado, en unas posiciones claves del mallado. Estos autómatas fijos constituyenel estado inicial del autómata celular. Poco a poco, la información contenida enlos autómatas fijos se propaga por toda la red de autómatas, auto-organizándoseen función de esos primeros autómatas fijos.Los autómatas los definimos como vectores, puesto que deben indicar un rumbo.Esto nos permite definir el estado de un autómata como la media de los autómatasadyacentes utilizando un vecindario de 8 casillas.La idea básica es muy sencilla: intuitivamente en ciertas posiciones, como pue-dan ser las esquinas o las posiciones adyacentes a la casilla objetivo, un obstáculo,etc... No nos cuesta mucho esfuerzo definir como debería moverse el barco en esaposición. Por ejemplo, en una esquina el rumbo debería ser hacia el centro delmallado que es donde se encuentra el objetivo. Si nosotros suministramos la infor-mación necesaria en forma de autómatas, la capacidad de auto-organización de lared nos calcula cómo debe moverse el barco en el resto de casillas sin necesidadde cálculos complejos.Se puede ver que en realidad estamos definiendo un patrón, lo único es queen vez de definirlo explícitamente por todo el mallado, únicamente definimos unospocos puntos (autómatas) y dejamos que la auto-organización complete el restodel patrón.
Obstáculos: son un caso especial ya que no son autómatas (no tienen estado)sino celdas que dependiendo de la casilla adyacente indican un valor de rumbo uotro. Es decir, la contribución de un obstáculo al estado de un autómata es relativaa la posición del autómata frente a dicho obstáculo. La figura 5.44 ilustra comocontribuye un obstáculo a sus casillas adyacentes, como se puede ver, se definenunas direcciones que permiten circunnavegar el obstáculo en dirección al objetivo.Cuando los obstáculos adquieran estructuras más complejas el propio autómatase auto-organizará para sortearlos.
Figura 5.44: Contribución de un obstáculo a los autómatas adyacentes en funciónde la posición del autómata y el objetivo, marcado en rojo.
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La figura 5.45 muestra un ejemplo de la evolución completa del autómata:
- El estado inicial A únicamente se compone de autómata fijos, dispuestosen las esquinas y alrededor de la celda objetivo. Estos autómatas tiene lamisión de configurar la red. Los autómatas de los bordes mantienen el flujohacia el objetivo. Los autómatas adyacentes al objetivo se encargan de darforma al flujo según sea el ángulo con el que queremos alcanzar el objetivo.
- En la iteración B, se puede ver como los autómatas propagan su estadoa los vecinos. Existe ya una pequeña auto-configuración sobre todo en lascercanías del objetivo. Los autómatas de los bordes, al estar más aislados,la única fuente de orden es el autómata fijo, y todos adquieren su mismoestado.
- En el paso C se puede ver como la red va tomando forma sobre todo en aque-llas celdas donde el autómata tiene diversas influencias: objetivo, obstáculo,etc...
- Finalmente en D se puede ver la configuración final del autómata, desde lazona superior del mallado nos guía en dirección al objetivo prácticamenteen línea recta, mientras que en la zona inferior nos envía bordeando losobstáculos.
La red de autómatas se utiliza para definir una distribución de probabilidadpara el rumbo en cada celda, centrada en el estado del autómata asociado condicha celda.Por ejemplo, si un autómata tiene un ángulo de 180o, para la celda que ocupadicho autómata, construimos una distribución de probabilidad centrada en 180.La distribución que construimos la definimos de forma triangular para evitar quese tomen rumbos contrarios a la dirección sugerida por el autómata. En la figura5.46 se puede ver como queda la distribución final de probabilidad para elegir unrumbo, suponiendo que un autómata tiene un ángulo de 180o.Hay que indicar que las heurísticas se definen mediante dos procedimientos,lo que permite generalizar su cálculo para cualquier escenario. Es decir, para cadaescenario no se genera un autómata ad-hoc, sino que el autómata se auto-organizaen función del escenario. Estrictamente hablando es siempre el mismo, puesto quefunciona con las mismas reglas, únicamente cambia su estado inicial, a partir delcual él se configura.Con ambas heurísticas, ACE es capaz de planificar maniobras tanto en marabierto como en presencia de obstáculos, sin necesidad de evaluar miles de tra-yectorias lo cual sería computacionalmente costoso. Como veremos en los expe-rimentos una vez que ACE dispone de unas heurísticas adecuadas, es capaz deresolver diferentes maniobras con buena precisión y en un tiempo de cómputorazonable.
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Figura 5.45: Evolución completa del autómata celular desde el estado inicial Ahasta el final D. Las flechas rojas indican autómatas fijos y la celda objetivo estámarcada en azul. Las celdas grises constituyen obstáculos.








Figura 5.46: Distribuciones de probabilidad para la heurística del rumbo supo-niendo un autómata con un ángulo de 180o.
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ExperimentosA continuación, presentamos y discutimos una selección de maniobras pla-nificadas aplicando ACE a diferentes escenarios. Hemos estudiado dos tipos deposibles maniobras: a) el movimiento sólo está limitado por las restricciones di-námicas, mar abierto, y b) maniobras en presencia de obstáculos.A menos que se indique lo contrario, las condiciones iniciales son siempre lasmismas para todas las maniobras:
[x0, y0, θ0, vl0] = [0m, 0m, 90o, 0m/s]
Dado que las condiciones iniciales son siempre las mismas, una maniobra sólose especifica mediante el estado final, que se describe de la siguiente manera:[xτ , yτ , θτ , vlτ ]. En algunos casos la velocidad final puede no estar restringida,indicándose con el símbolo −−.Los parámetros del algoritmo son los que se indican a continuación:
Parámetro ACEγ1 0,99γ2 0,5γ3 ∞Para cada escenario se realiza un conjunto de 100 experimentos de búsqueda.Un solo experimento ejecuta el algoritmo hasta que se estudian 2,000 trayectoriaspara realizar la maniobra.Los resultados los presentaremos de una manera gráfica6: una primera figuramuestra todas las trayectorias encontradas en el conjunto de las 100 búsquedas.Se utiliza un degradado de color para representar la comparación del tiempo, elgradiente va desde el rojo (trayectorias más lentas) al azul (trayectorias más rá-pidas). En una segunda figura se muestra la mejor solución obtenida entre todaslas descubiertas, mostrando sus trayectorias, las consignas de rumbo y veloci-dad y la evolución del rumbo y velocidad del barco según las celdas que ha idoatravesando.Un colección más amplia de maniobras estudiadas se puede consultar en[EJGS11, EJGS12, EJG09, EJG10b].
Maniobras en mar abiertoEscenario 1Este escenario consiste en una navegación en línea recta de 100m. Como lasolución en este caso es conocida es posible comparar la solución del algoritmocon el óptimo: rumbo 90o y velocidad 14m/s.Las condiciones finales son las siguientes:
[xτ = 0, yτ = 100, θτ = 90o, vlτ = −−]
La figura 5.47 muestra el conjunto de trayectorias encontradas para realizarla maniobra, como se puede ver, excepto alguna que se desvía un poco, la mayorde las trayectorias consisten en una navegación en línea recta.
6El análisis estadístico puede consultarse en [EJGS12].
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En la figura 5.48 se puede ver la trayectoria encontrada que menos tiempoconsume. Como se aprecia en las consignas de rumbo y velocidad, la trayectoriaes muy cercana al óptimo (pi/2,14m/s), exceptuando las últimas consignas que seutilizan para enderezar el rumbo y alcanzar el objetivo con una aptitud de 90o.
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Figura 5.47: Mejores trayectorias encontradas en cada uno de los experimentos..
Típicamente un valor de consigna es un valor que se desea alcance el sistema,siendo el controlador responsable de que esa consigna se cumpla. En nuestrocaso las consignas que el algoritmo genera no necesariamente deben alcanzarsepor el barco. Como se puede apreciar en la figura 5.48 (sub-figura de rumbo), elalgoritmo marca un valor alejado de pi/2 para forzar al controlador PID a girarel barco. El algoritmo mantiene esa consigna hasta que el barco alcanza unos90o, en ese momento le indica al PID que mantenga el rumbo estableciendo unaconsigna de 90o.
Aunque en los resultados pudiese parecer que se genera mucho error, ya queninguna de las trayectorias son líneas rectas perfectas, sino que presentan osci-laciones. La trayectoria óptima de este escenario requiere un tiempo de 8,69s. Eltiempo medio de las mejores trayectorias encontradas está en torno a los 8,88s, unerror del 2,07 %. La mejor trayectoria encontrada consume 8,75s, lo que da un errordel 0,67 %. Es decir, aunque visualmente parezca un error apreciable, en tiempoel error cometido es bastante aceptable, ya que estamos hablando del orden dedécimas de segundo.

















































































Figura 5.48: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
Escenario 2Este escenario consiste en un desplazamiento lateral de 20m. Las condicionesfinales son las siguientes:
[xτ = 0, yτ = 20, θτ = 90o, vlτ = −−]
La figura 5.49 muestra el conjunto de trayectorias encontradas para realizar lamaniobra. Un desplazamiento lateral se puede realizar de dos maneras: girandopor el exterior de los dos puntos (inicial y final), o maniobrando por el interiortrazando una especie de “s”. Como se ve en los resultado la maniobra por el interiores bastante más rápida y la gran mayoría de soluciones se realizan maniobrandoen “s”.En la figura 5.50 se puede ver la trayectoria encontrada que menos tiempoconsume.En general, cuando se quiere determinar una conducta o comportamiento, latoma de decisiones requiere especificar la secuencia de acciones y la duraciónde cada acción. Si bien es cierto que en muchos casos la duración de una acciónviene dada por el propio contexto del problema. Por ejemplo, la planificación deun itinerario de un viaje podría ser: visitar A, visitar B, etc... Obviamente hasta que
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Figura 5.49: Mejores trayectorias encontradas en cada uno de los experimentos..
no llegamos a A, la acción “visitar A” sigue activa. En este caso la planificación, elitinerario, no requiere más especificación que una lista de puntos a donde llegar.En el caso del barco hay que determinar la duración de un valor de consigna,porque la trayectoria varía según el tiempo que dicha consigna esté activa. Pode-mos denominar distribución de la toma de decisiones a la distribución temporal delos distintos valores que componen una trayectoria. Es decir, la duración temporalde un cierto valor de consigna.Como hemos descrito en los apartados anteriores, se utilizan los límites delas celdas de cuadrícula para encontrar cuándo y dónde cambiar los valores deconsigna. De este modo la distribución en la toma de decisiones está definidapor eventos. La propia distribución surge del proceso de búsqueda, ya que nosabemos de antemano cuándo y dónde la trayectoria del ASV cruzará el límitede una celda. Una consecuencia obvia es que las decisiones no se distribuyen demanera uniforme, como se puede observar en este caso para la celda D0 (figura5.50).Este tipo de políticas de decisión, basada en eventos, flexibiliza el conjunto desoluciones que se pueden obtener. Al no existir un criterio fijo para la distribuciónde decisiones, ésta surge en función de las acciones que se realizan, al ser loseventos una consecuencia de las acciones realizadas. Pero los eventos no quedandefinidos únicamente por una acción, sino que dependen también del comporta-miento del sistema. De este modo, es posible vincular la distribución de la tomade decisiones a la propia dinámica del sistema.Es decir, la toma de decisiones no depende exclusivamente del mallado, ladiscretización, sino que el comportamiento del barco tiene una influencia notableen la distribución de la toma de decisiones. Una trayectoria estará en parte defi-nida por la propia dinámica del barco, por cómo es capaz de moverse y cruzar lasceldas.
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Figura 5.50: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
Maniobras en presencia de obstáculosEscenario 1Este escenario consiste en una navegación entre obstáculos. Las condicionesfinales son las siguientes:
[xτ = 0, yτ = 100, θτ = 90o, vlτ = unrestricted]
La figura 5.51 muestra el conjunto de trayectorias encontradas para realizarla maniobra. Lo interesante de este escenario es que existen dos barreras de obs-táculos, se pueden sortear ambas por el exterior, lo que da lugar a las trayectoriasmás lentas ya que se tiene que recorrer un mayor espacio. Igualmente se puedeatravesar la primera barrera y sortear la segunda, lo que mejora respecto a sor-tear ambas barreras. Por último se pueden atravesar ambas, lo que da lugar a lastrayectorias más rápidas, ya que es casi una navegación en línea recta.La mayoría de las trayectorias encontradas discurren por entre las dos barre-ras, lo cual indica la capacidad del algoritmo para explorar posibles solucionesdiferentes. Aunque parezca trivial, no es fácil atravesar las dos barreras y cum-plir con las condiciones finales de la maniobra. Muchas pruebas chocan contralos obstáculos, otras, aún consiguiendo superar los obstáculos, no satisfacen los
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Figura 5.51: Mejores trayectorias encontradas en cada uno de los experimentos..
objetivos finales de la maniobra.... Cuando se descubre una primera trayectoria,como la información se almacena en la tabla de feromona, las siguientes búsque-das tienen una tasa de éxito mucho más elevada, puesto que ya existe informaciónprecisa de como sortear los obstáculos y cumplir los requisitos finales.En la figura 5.52 se puede ver la mejor trayectoria encontrada, nótese comose trata prácticamente de una navegación en línea recta, con un desplazamientosuave hacia la izquierda para sortear la segunda barrera de obstáculos y unacorrección final para alcanzar la celda objetivo con una aptitud de 90o.Este escenario sirve muy bien para ilustrar las capacidades del algoritmo. Enla figura 5.53 se muestra una evolución de la búsqueda de trayectorias. Lo másinteresante son las búsquedas de los foragers marcadas en rojo, porque revelanel patrón de soluciones que está generando el algoritmo en base a la informacióncontenida en la tabla de feromona. Los patrollers van al “azar” siguiendo la heu-rística, por tanto es mucho más difícil apreciar el uso de la feromona en su patrónde búsqueda.La primera solución se obtiene por el flanco izquierdo de las barreras, siguiendola trayectoria que está repitiendo el forager. Como la heurística recomienda otrotipo de búsqueda, los patrollers tienden a salir hacia la dirección opuesta: centro-derecha. En la segunda sub-figura, se puede ver como hay patrollers que buscanpor ambos flancos: izquierda, siguiendo la información de la feromona, y derecha,utilizando la heurística. Como encontrar una trayectoria que bordee los obstáculoses sencillo, rápidamente se encuentra una alternativa mejor y la búsqueda sedesplaza hacia la derecha.En la tercera sub-figura ya se ha encontrado una ruta interior. Lo interesantees advertir como existen foragers utilizando la trayectoria antigua (derecha) yotros la nueva (interior-centro). Al ser un algoritmo asíncrono, cuando se encontróla trayectoria interior ésta no se perdió, ya que la información no se “machacó”por el resto de las hormigas que utilizaban trayectorias por la derecha. Sino que



















































































Figura 5.52: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
permaneció el tiempo suficiente en la tabla para que los foragers la utilizasen yfuesen por el interior.Como la información está distribuida entre los agentes: foragers en el interiory foragers por la derecha, se pueden explorar ambos tipos de trayectorias a la vez,sin necesidad de que la búsqueda se incline hacia un patrón rápidamente. Con eltiempo, aquel patrón de búsqueda que permita obtener significativamente mejoressoluciones se hará predominante.En la última sub-figura se puede apreciar cómo se converge hacia trayectoriaspor el interior: no existen foragers que busquen por otros lados. También es in-teresante advertir cómo la población es reducida para evitar dispersar la búsquedaantes de “asegurar” la información actual.
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(b) Búsqueda de trayectorias por la derecha.


























Figura 5.53: Evolución de la búsqueda de trayectorias. Las trayectorias rojas in-dican la búsqueda llevada a cabo por los foragers y las negras las llevadas a cabopor patrollers.
Escenario 2
Este escenario representa una posible maniobra de aproximación a un muelle.La maniobra comienza con el barco navegando paralelo al muelle y debe finalizarcon el barco situado en el muelle con una velocidad final de 1m/s.Las condiciones iniciales de navegación son:
[x0 = 0, y0 = 0, θ0 = 88o,vl0 = 12,3m/s, vt0 = 0m/s, ωb0 = 0,3rad/s]
Las condiciones finales son:
[xτ = 50, yτ = 0, θτ = 90o, vlτ = 1m/s]
La figura 5.54 muestra el conjunto de trayectorias encontradas para realizarla maniobra. Como se puede observar, debido a la inercia, el barco no comienza agirar inmediatamente sino que tiene un desplazamiento hacia delante que luegose corrige a lo largo de la maniobra.En la figura 5.55 se puede ver la trayectoria encontrada que menos tiempoconsume. Como se aprecia en las consignas de rumbo, la maniobra se compone deun viraje a derechas, una navegación en línea recta, y un viraje a izquierdas parasituarse paralelo al muelle. Las consignas de velocidad son igualmente interesan-tes, se puede apreciar como el frenado se comienza a realizar desde la casillaG0, ya que no existe posibilidad de un frenado inmediato, la velocidad se ha de
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reducir con antelación para aproximarse al muelle lentamente.
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Figura 5.55: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
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Escenario 3
Este escenario representa un maniobra complicada en el interior de algún tipode estructura, por ejemplo un puerto. Tiene una pequeña entrada, una barrera enfrente de dicha entrada y el estado final requiere realizar un giro de 180o en unespacio reducido. Además la velocidad final está restringida para incrementar lacomplejidad.
Las condiciones finales son:
[xτ = 0, yτ = 100, θτ = 270o, vlτ = 1m/s]
La figura 5.56 muestra el conjunto de trayectorias encontradas para realizarla maniobra. Lo interesante de este escenario es que existen trayectorias simétri-cas, el algoritmo es capaz de aproximar ambas. Obviamente algunas ejecucionesconvergen hacia un lado u otro, pero en el cómputo global no se aprecia ningúnsesgo.
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Figura 5.56: Mejores trayectorias encontradas en cada uno de los experimentos..
En la figura 5.57 se puede ver la mejor trayectoria encontrada. Se puede apre-ciar la complejidad de la maniobra en la variabilidad de las órdenes de consignaque se realizan, incluyendo el giro final para situar el barco en el objetivo con elapuntamiento correcto: 270o.
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Figura 5.57: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
Escenario 4Este escenario representa una maniobra real en una zona de costa, obtenidoa partir de los datos barimétricos [MJE13] reales facilitados por la universidad deCalifornia y la NASA.Las condiciones iniciales son:
[xτ = 0, yτ = 200, θτ = 180o, vlτ = 0m/s]
Las condiciones finales son:
[xτ = 0, yτ = 100, θτ = 135o, vlτ = −−]
La figura 5.58 muestra el conjunto de trayectorias encontradas para realizarla maniobra. Realmente la maniobra es bastante menos complicada que en losescenarios anteriores, que son artificiales. La única complejidad es que comienzamuy cercana a un obstáculo lo que restringe los movimientos de partida, pero unavez superado el escollo inicial, existe suficiente espacio como para que el barcorealice la maniobra sin problemas.En la figura 5.59 se puede ver la mejor trayectoria encontrada. Se puedeapreciar cómo el giro para superar el islote final se planifica durante varias casillas
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Figura 5.58: Mejores trayectorias encontradas en cada uno de los experimentos..
































































































Figura 5.59: Mejor trayectoria encontrada, las sub-figuras muestran las consignasde rumbo y velocidad que describen la trayectoria: la línea azul contínua muestrala evolución del barco y la línea discontínua negra muestra los valores de consigna..
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Discusión
Como demuestran los resultados, ACE es capaz de resolver satisfactoriamentela planificación de maniobras bajo restricciones diferenciales. En todos los casosprobados, el algoritmo ha sido capaz de encontrar una forma de maniobrar viable,cumpliendo con las restricciones del escenario, y mejorarla hacia una maniobraóptima en tiempo consumido.Lo más interesante de esta aplicación, son los desarrollos futuros. En este casoconsideramos dos vías particularmente interesantes:
- Planificación en tiempo real para vehículos autónomos.Teóricamente es posible utilizar el método descrito para que un vehículoautónomo sea capa de planificar sus propias trayectorias, pero existen doselementos críticos. El algoritmo requiere una representación del escena-rio, aunque suene obvio es necesario conocer el terreno donde uno quieremoverse antes de planificar una trayectoria.Un vehículo autónomo se mueve en muchos casos en terreno desconocido,lo que exigiría algún tipo de mapeo previo a aplicar el algoritmo de pla-nificación. Ahora bien, el mapeo exige moverse, explorar, etc... por tanto esmuy probable que aún no siendo óptimo, el propio mapeo lleve al vehículoa donde quiera ir sin necesidad de planificación ninguna.El otro elemento crítico es el tiempo de cómputo. La planificación requiereun coste computacional nada despreciable, una primera solución aceptablese puede alcanzar en minutos. Si el vehículo cambia de posición a granvelocidad puede ser que la planificación no sea viable, pues los cambiosde posición invalidarían la planificación. Se podría planificar hacia futuro,extrapolando la posición al cabo de unos minutos o alguna solución similar.Pero una aplicación directa no es viable, es necesario un estudio previo.
- Planificación de flotas. El segundo escenario interesante consiste en la pla-nificación de varios vehículos conjuntamente. Cada vehículo tiene sus con-diciones de maniobra especificas y representa un obstáculo móvil frente alresto.Este caso sería una planificación “offline”, requiriendo menos estudio que laplanificación en tiempo real. De hecho modificando la función de coste, sepodría plantear una flota de exploración que maximizase el área cubiertapor diferentes vehículos en un determinado lapso de tiempo.La complejidad de la búsqueda aumentaría, pero para el algoritmo sería lomismo, lo único es que ahora dispone de un modelo que representa una flotay no un barco individual, las órdenes de consigna serían una lista de valores;pero volvería a ser una búsqueda en un espacio de estados.
Por último hay que señalar que se trabaja con un barco porque tiene unasrestricciones dinámicas claras, pero la planificación es independiente del modelo.El mismo método se podría aplicar a un petrolero, una zodiak, o un coche, etc...Lo que posibilita también planificación mixta de vehículos.
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El algoritmo desarrollado, ACE, se ha probado satisfactoriamente en tres pro-blemas completamente distintos: el viajante de comercio, un problema de opti-mización combinatorial clásico; programación genética, donde se persigue la ob-tención de expresiones formales que satisfagan un determinado predicado; y laplanificación de maniobras para barcos incluyendo restricciones dinámicas. En losproblemas de programación genética y el viajante de comercio, ACE se ha mostra-do competitivo respecto de los demás algoritmos comparados, inclusive mejorandosus resultados.Obviamente, disponer de una heurística adecuada es capital a la hora de re-solver un problema. Como puede verse en el análisis experimental, ACE es capazde hacer uso de heurísticas adecuadas (TSP) o aproximadas (planificación debarcos), y de este modo mejorar su rendimiento de búsqueda. Igualmente, el algo-ritmo es capaz de encontrar soluciones cuando la heurística sea inexistente o casiinexistente, como es el caso de la programación genética.El enfoque basado en la auto-organización, permite diseñar un algoritmo muyflexible. Prácticamente, solo es necesario dar una representación adecuada delespacio de estados de cada problema, el propio algoritmo se adapta al problema.Este carácter se pone de manifiesto en la poca variación que presentan los pará-metros propios del algoritmo –no vinculados a la representación– de un problemaa otro: Parámetro TSP P. Genética Maniobrasγ1 0,99 0,9 0,99γ2 0,5 0,5 0,5γ3 400 · nc ∞ ∞
La capacidad de búsqueda de ACE depende del estado de la población, la cuálse adapta según el problema. En la figura 5.60 se muestra un ejemplo de comola población varía dependiendo del problema que esté resolviendo En el TSP,construir una solución requiere 51 pasos (tantos como ciudades), lo que da lugara un espacio de búsqueda considerable y por tanto se necesita una población conun alto número de agentes. En el caso de la programación genética, el tamaño delas soluciones varía considerablemente, por este motivo, la población presenta uncomportamiento más complejo que en el caso del TSP. En el caso de la planifica-ción de maniobras, ocurre igual que en la programación genética: el tamaño de lassoluciones oscila. A su vez encontrar maniobras viables puede resultar difícil, loque da lugar a unas oscilaciones más pronunciadas en la población de patrollers.En todos los casos de la figura 5.60, se puede apreciar como el balance entrelas poblaciones oscila. Según sea necesario adquirir nueva información, se incre-menta el número de patrollers para forzar la exploración de nuevas soluciones. Encambio, cuando se desea explotar la información adquirida, se reduce el númerode patrollers y se aumenta el número de foragers.El resultado es un algoritmo flexible y robusto que es capaz de resolver unproblema auto-organizándose en función del estado de la búsqueda. Combinadocon el hecho de que una representación en espacio de estados es a su vez unaforma “universal” de representar problemas, obtenemos un algoritmo de propósitogeneral que puede ser aplicado de manera sencilla a diferentes problemas.
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(a) Instancia del TSP de 51 ciudades.
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(b) TSP, porcentaje de foragers.
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(c) Programación genética: “Santa Fe, artifi-cial ant trail”.
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(d) Programación genética, porcentaje de fo-ragers.
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(e) Planificación de una maniobra de 100m conobstáculos.
●●●
●● ●
● ● ● ● ● ● ●●● ●● ● ● ●















(f ) Planificación de una maniobra, porcentajede foragers.
Figura 5.60: Ejemplo de la evolución de la población durante las 1000 primerassoluciones para los distintos problemas evaluados.

Capítulo 6Conclusiones
A lo largo de esta investigación se ha mostrado detalladamente cómo diseñarun algoritmo meta-heurístico utilizando una aproximación de computación emer-gente. El diseño se inspira en las capacidades de auto-organización de las coloniasde insectos. Esta auto-organización consiste en ajustar la conducta en función dela respuesta obtenida al realizar una acción en un determinado entorno. Este mis-mo esquema lo trasladamos a un algoritmo de búsqueda: las acciones serían lageneración de soluciones y el entorno sería el problema que se desea resolver.De este modo se consigue que el algoritmo se auto-organice según el estado dela búsqueda.
- Para desarrollar el algoritmo hemos partido de la meta-heurística ACO: unsistema multi-agente, donde los agentes se coordinan mediante la informa-ción compartida en una estructura de datos común, la tabla de feromona. Esteesquema se modifica para aplicar un enfoque clásico de la Inteligencia Arti-ficial: búsquedas en espacios de estados. El resultado es un sistema capazde explorar el espacio de estados de un problema aprendiendo a construirlo.Es decir, un sistema capaz de explorar nuevas soluciones a un problema, ala vez que optimiza las ya encontradas.- Inspirándonos en los procesos de toma de decisiones colectivas de las co-lonias de insectos, obligamos a los agentes del sistema a operar de maneraasíncrona. A su vez, modificamos la función de la tabla de feromona, paraque actúe más como un dispositivo de comunicación que como un almacénde información. Al ser la tabla un canal compartido, el flujo de informaciónes limitado y la conectividad entre los agentes se reduce.La baja conectividad hace posible distribuir la información entre la poblaciónde agentes. De este modo, reducimos la influencia a la que se ve sometidocada agente, incrementando su libertad de converger a un patrón distintoque el mayoritario. Lo cual se traduce en un mejor proceso de búsqueda, alreducirse el riesgo de estancarse por una pérdida de diversidad.- Para conseguir que el sistema busque de manera eficiente es necesario al-canzar un equilibrio en la búsqueda, que ésta no sea excesivamente dispersa,ni demasiado restringida. Es decir, de algún modo hay que controlar el sis-tema. De nuevo nos inspiramos en la naturaleza: partiendo de las dinámicasauto-organizativas típicas de las colonias de insectos, hemos desarrollado
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una solución para permitir que el algoritmo sea capaz de controlarse a símismo.Introducimos en la población dos tipos de agentes, un primer tipo (patrollers)aumenta la diversidad y un segundo tipo (foragers) la reduce. Desarrollamosuna dinámica auto-organizativa para regular la población de agentes. Estadinámica de población consiste en un reclutamiento: cada agente, en funciónde su rendimiento, recluta o inhibe un tipo de agente. Si un agente tieneéxito en la tarea asignada, recluta un agente del tipo contrario para mantenerun equilibrio. En caso de no tener éxito, recluta un agente de su mismo tipo.La dinámica también permite al sistema auto-regular el tamaño de la po-blación. Cuando es necesario incrementar la diversidad en la búsqueda, sefavorecen poblaciones grandes. Cuando conviene reducir la diversidad, sereduce el número de individuos.
- Estas técnicas de diseño, disminuyen el uso de parámetros de un algoritmo,a la par que reducen la influencia de los parámetros en el rendimiento delmismo. El valor de un parámetro deja de ser algo crítico, puesto que elalgoritmo se auto-organiza. También es importante advertir que el uso de laauto-organización comparada con el uso de parámetros, puede incrementarel rendimiento de un algoritmo al permitir variar el comportamiento delalgoritmo a lo largo de la búsqueda.
Todo este conjunto de ideas se materializan en la implementación de un al-goritmo que hemos llamado ACE, el cual se ha sometido a diferentes análisisexperimentales:
a) Resolver el problema del viajante de comercio, comparando el rendimientode ACE con dos algoritmos ACO clásicos: ACS y MMAS.El resultado de este experimento muestran que, en general, ACE ofrece unrendimiento significativamente superior a ambos algoritmos.
b) Resolver problemas clásicos de programación genética, comparando su ren-dimiento con un algoritmo genético simple.Los resultados de este experimento muestran que el algoritmo es capaz deresolver los problemas estudiados. En comparación con un algoritmo gené-tico, dependiendo del problema estudiado, ACE ofrece un rendimiento supe-rior o inferior. En programación genética, la comparativa se hace atendiendoal esfuerzo computacional: numero de expresiones procesadas para satisfa-cer un predicado. Los resultados muestran que las expresiones de ACE sonsignificativamente más pequeñas que las del algoritmo genético. Por tantohabría que considerar el tamaño de las expresiones a la hora de calcular elesfuerzo computacional.
c) También hemos comparado ACE con técnicas del estado del arte actual parala aproximación de expresiones matemáticas. En estos casos, se utiliza laevaluación de nodos y no expresiones completas para contabilizar el tiempode búsqueda. Los resultados muestran que ACE es claramente superior alos demás algoritmos comparados.
d) Optimización de maniobras para barcos autónomos.
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Este último ensayo consiste en la aplicación de ACE a un problema real. Elproblema implica realizar integraciones numéricas del modelo diferencial delbarco para satisfacer sus restricciones dinámicas, lo que conlleva un costecomputacional alto. Esto obliga a resolver el problema evaluando muy pocassoluciones en comparación con otros problemas típicos de optimización. Losresultados muestran que ACE es capaz de obtener maniobras cercanas a lasolución óptima con un número de integraciones reducido.Como se ha demostrado en esta investigación, la computación emergente es unaalternativa viable y eficaz para el diseño de algoritmos, permitiendo el desarrollode entornos flexibles y robustos, sin necesidad de procedimientos complejos.
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The proposal of this thesis is to design a search algorithm capable of solvingproblems in a intelligent way, where this intelligence arises from the dynamics ofthe algorithm, i.e., it is a form of emergent computation.Quoting S. Forrester [For90], we can define the term “emergent computation”as follows:
(i) A collection of agents, each following explicit instructions(ii) Interactions among the agents (according to their instructions),which form implicit global patterns at the macroscopic level, i.e.epiphenomena(iii) A natural interpretation of the epiphenomena as computations
A typical example of emergent computation is the cellular automata (CA)[Lan90, Wol02]Formally, a cellular automata is defined as a matrix of dimension n×m whereeach cell of the matrix is an automaton. Each automaton receives as inputs thestates of adjacent automata, where this region is known as the neighbourhood ofthe automaton. Thus, the state transition of each automaton is a function of itsneighbours.For instance, a cellular automata of two dimensions, where the neighbourhoodconsists of 8 automaton, can be represented as follows:
a0 a1 a2a3 x a4a5 a6 a7the transition function (δ) which determines the state of x , is given by the states ofits neighbours: δ(x) = f (a0, a1, a2, a3, a4, a5, a6, a7). Depending on the definitionof δ , it is possible to obtain different kind of cellular automata.For example, a well-known cellular automata is the “majority rule”. Each au-tomaton can have two states: 1 (favourable vote), or 0 (unfavourable vote). Firstly,each automaton is initialised by random. After that, it is proceed with evolution asfollows:
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state = 0 if in the neighbourhood of the automaton the overwhelming pre-ference is 0 : (No. 0 >No. 1)state = 1 if in the neighbourhood of the automaton the overwhelming pre-ference 1 : (No. 1 >No. 0)In case of a tie (No. 0 = No 1) the state remains unchanged.In figure 1.1, it is represented an example of the “majority rule” automata for aneighbourhood of 8 automaton. As the automata in the same neighbourhood tendto converge to similar states, it can be observed the emergence of clear patternsof opinion.Cellular automata are a form of emergent computation. Cellular automata showa tendency towards the formation of patterns: large stable groups of automata whe-re all are in the same state. These patterns are an emerging phenomenon becausethey are not programmed in the set of instructions that define an automaton. Theorder exhibited by the cellular automata as a whole, is the product of the rela-tionship between the automaton.The emergent computation approach can be used to tackle the critical aspectof the design of metaheuristic algorithms[BR03]:In short we could say that metaheuristics are high level strategies forexploring search spaces by using different methods. Of great importan-ce thereby is that a dynamic balance is given between diversificationand intensification. The term diversification generally refers to the ex-ploration of the search space, whereas the term intensification refersto the exploitation of the accumulated search experience.This balance of the search can be explicitly implement, but it can also be imple-mented through emerging computing. The control mechanism would not be explicit,but an emerging system capacity. If the algorithm is designed as a multi-agentsystem, then it is possible to achieve a search balance through the interactionsamong the agents.
7.1. Preliminary framework
The first stage of design can be summarised as the combination of the AntColony Metaheuristic (ACO)[DS04] with a representation of the problems using astate space.ACO meta-heuristic is already a multi-agent system. Thus it is a reasonablechoice in order to design a system where the dynamics comes from the interactionsamong the agents. Besides, a multi-agent system is a typical technique to studyself-organised behaviour in nature.Regarding the use of a classical representation in a state space, the reasonsare two:i) A graph can be a complicated representation depending on the kind of pro-blems tackled.A graph representation requires to be built prior to the application of the al-gorithm, if the graph has a remarkable size, then there could be performanceissues regarding the computation time and the algorithm convergence. The
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initial pheromone is a flat distribution of probability. The algorithm makesthis distribución to converge towards a few choices.. If such distribution hasthousands of options (each node has many neighbours), convergence can bequite complicated.Using a state space methodology, it is possible to tackle other class ofproblems. In problems where the graph is not an adequate representation,it is possible that a state space can be. Since a graph is a way to define (torepresent) a state space, this change does not mean a loss of generalisability.Besides, the state space does not need to be previously constructed, sincethe search itself consist of building this space. This implies that the search nolonger starts from a flat distribution, but from an “empty” distribution that isfilled along the search. Therefore, it can be more easy to avoid performanceissues in complex problems (computation time), and at the same time itdecreases the convergence issues.ii) The state space approach allows us to define public information as twoseparate distributions: one static (heuristic information), and one dynamic(pheromone information).In ACO, these are not distributions, but component to define a way to take adecisions. In our case, these distribution are independent in terms of takinga decisions: any of them can be used in a isolated way as information sourceto take a decision, but they can not be used together.This separation allows expressing the problem of finding a search balance(exploration / exploitation) in terms of activity: depending on the frequencyof use of each type of information, heuristics or pheromone, the algorithmsearch can be more or less dispersed.As the framework is a multi-agent system, we can define two kind of agentsdepending on which information source they use to take decisions. In thisway, the search balance can be tackled as a problem of how to distributethe agents of the system.An scheme of this preliminary framework is shown in figure 7.1, where it canbe observed how the relationship among the agents is through the problem andthe public information (pheromone).








































Figura 7.1: Basic outline design multi-agent system.
7.2. COLLECTIVE DECISIONS IN SOCIAL INSECTS 1797.2. Collective decisions in social insects
There are two interesting models of collective decision making in social insects:ant colonies and bee colonies. The purpose is to combine elements from bothmodels in order to strength the algorithm design. In order to fulfil this purpose,in the following sections it will be highlighted the fundamental aspects of eachmodel.
Ants: local informationThe ants decisions are based on pheromone mark, which is deposit in theground while the ants are moving around. The most interesting thing of this schemeis that this way the information is associated to each singular decision. This meansthat in order to carry out a certain behaviour, an ant does not have informationabout the global pattern of conduct. Instead, the information is fragmented: eachtime it has to take a decision, the ant has information available regarding to thedecision to be taken.This form of association of information to each individual decision is that werefer as “ local information ”.The main advantage is that it allows to combine different sources of informationobtained by different individuals. Since the information only refers to a singleaction, not a complete behaviour, it is possible to develop a new behaviour justcombining decisions that comes from different individuals.
Bees: temporal informationThe most interesting characteristic of bees is their ability to change the sourceof nectar that they are exploiting if a better one is discovered. Like ants foragingpattern converge to a certain path, the decision process of bees converge to acertain solution. However, if the conditions change, the bees are able to alter theirdecision, instead, the ants are unable to change it.The difference between these two behaviours is mainly explained by the processof communication used by each kind of insect colony:- In ants communication is through the environment: an ant leaves a mark inaccordance with the decision. This causes that the information is attached,so it does not disappear.This produces a rapid convergence towards a certain pattern, for examplea line of ants. However, this also means that the pattern is stable. Theaccumulation rate of pheromone in the predominant pattern is so high thatprevents any significant accumulation of it in any other behaviour pattern.For example, when an ant tends to get out of the row, the influence of otherants (which remain in the row) masks any pheromone trace left by this ant,simply because there are many ants in the row.- In bee colonies, all information is acquired in a single communication event.After acquiring it, the bee is ready to use it in order to exploit a nectarsource.In bee colonies, the behaviour is not acquired as local information attachedto each decision. Bees acquire all information in a single communication
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event. After acquiring it, the bee is ready to use it in order to exploit anectar source. The information is shared by one bee to another. This meansthat the communication has a period, once it ends the information can not beacquired by anyone else. Thus it is possible for a colony to exploit multiplenectar sources at a time.
The bees works asynchronously. This makes possible that one bee com-municates information about one nectar source at time t, while other beecommunicates information regarding to other source at time t′. Since thecommunication only holds for a certain time, it is possible that both commu-nication processes never overlap each other. Since the communication doesnot overlap, the recruitments remain independent one from each other, andthe colony can exploit both sources.
This makes a very flexible collective decision dynamics because the majoritypattern does not need to influence the minor ones, since everything occursat different times. Thus the colony can maintain different options at a time,focusing on the better one, but not completely discarding the minority op-tions. In such way, if the situation changes, the bee colony is able to alterthe global pattern of foraging.
Each biological model has its advantages and disadvantages. Ants are ableto combine information between them, but there is no temporal component thatprovides the flexibility to change a decision already made. Conversely bees caneasily change a decision already made, and even settling on several simultaneouschoices. In contrast, their information about a behaviour is global.The idea is to combine both models developing a hybrid scheme. The key is toconvert the pheromone table of ACO on a “ buffer ”: a data structure reserved fortemporary storage, waiting to be processed. In this way it is combined the localinformation of ants with the temporal dynamics of bees.
Experimental example
A simple example of this hybrid scheme can be shown through simulations.The code of the algorithm is shown in figure 7.2. The example consists in a simplemulti-agent system where each agent has to generate a sequence of symbols.The system has a table which holds the information in pairs of sequenceposition-symbol: for instance, 4→ A. This means that at the position 4, an agentshould write the symbol A.Once an agent finishes the construction of a sequence, it updates the tableby overwriting the table contents. This means that firstly, it wipes out the tablecontent. Afterwards, it fills the table according to the sequence it has generated.There are four agents (A,B,C,D), and the length of a sequence is 4 symbols.We can initialise them synchronously (typical scheme of ACO), but also they canbe initialised asynchronously. The initialisation is shown in table 7.1.
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1: agent = Initialisation2: table = []3: while i <N do4: for a ∈ agents do5: if end(a) then6: table = update(a)7: a = []8: end if9: end for10: for a ∈ agents do11: a = symbol(table,a)12: end for13: i = i + 114: end while
Figura 7.2: Simple algorithmic scheme.
Asynchronous SynchronousAgent A A0 A1 A2 A3 A1 A1 A2 A3Agent B B0 B1 B2 - B0 B1 B2 B3Agent C C0 C1 - - C0 C1 C2 C3Agent D D0 - - - D0 D1 D2 D3
Tabla 7.1: Agents initialisation.
The results of the simulation are shown in figures 7.3 and 7.4. It can be seenthat asynchronous scheme can develop a large collection of sequences. This ispossible because the agents does not converge to the same sequence.This scheme provides a more flexible system that reduces the risk of losingsearch diversity, making a better searching process. However, it needs some formof control in order to achieve a balance of the search. In order to do this, we will“imitate” the self-organising processes of an ant colony.
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Figura 7.3: Evolution of agents for asynchronous model.
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Figura 7.4: Evolution of agents for synchronous model.
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Biological researcher Deborah Gordon [Gor10, Gor99] reveals that a colonyself-regulates its organisation by the interactions or encounters among the ants,i.e. direct communication. The organisation of a colony refers to how the antsare distributed among the different tasks that must be undertaken. It is based onroles –behaviour patterns–, where each role is associated to the performance of aspecific task1.Especially interesting is her description on how the foraging activity is regu-lated. Gordon points out that there are two kinds of ants:- Patroller ants: their task is to locate the food sources before the foragingactivity begins.- Forager ants: their task is to exploit the food sources discovered.How an ant is assigned to one of these tasks, arises from encounters. Forexample, once patroller ants locate the food source, they return to the colony andinteract with those ants that are at the entrance of the colony. These last canreact to encounters with patroller ants and start gathering food, i.e. they becomeforagers. Thus, the total number of foragers is determined by the rate of encounterswith patroller ants.The pool of unassigned workers, i.e. the nest, allows to distribute the availa-ble ants among the tasks to be performed: each unassigned ant can perceive anstimulus associated to one task and reacts to it, i.e. the ant starts to perform thetask. Thus the nest acts as the “meeting point” where all the stimuli converge. Thestronger the stimulus, the greater the number of ants associated to it. But an antdoes not perform a task for a long period of time. Instead, it tends to come back tothe nest, becoming inactive as soon as possible. Only if the stimulus is adequatethe ant is re-engaged to its previous task. This prevents the ants to get engagedto non-priority tasks, allowing fast changes in the organisation.For example, an inactive ant starts to forage only if it interacts with anotherant. So each forager that comes back to the colony with food, does not start toforage again immediately; it has to be stimulated by a patroller ant which hasfound food or by another returning forager carrying food. In this example, thestimuli are related to the rate of success in task completion.The foraging activity of the colony works by a positive feedback: a highersuccess in finding food increases the number of ants assigned to foraging. As moreants are assigned, the chance of success also increases. Thus a stable pattern ofactivity emerges and the colony self-organises. But since the activity requires a“continuous” reinforcement of interactions, as soon as the food source begins to beexhausted, the reinforcement decays and the pattern of activity starts to disappear,allowing the forager ants to be engaged to another tasks.In her studies, Gordon points out that the forager ants only start foraging iftheir rate of encounter with patroller ants is higher than a threshold, sporadicencounters do not seem to stimulate forager ants. A high rate of encounters meansthat there is abundant food available, so, the foraging activity is worthwhile. Alow rate means that the food is scarce or too sparse, so, the foraging activity isnot worthwhile. This description can be translated to an algorithm context: a high
1Although, all ants are identical, it is common to differentiate kinds of ants according to differentroles.
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rate of success of exploration search means that it is worthwhile some exploitationsearch in order to reduce the dispersion, a low rate of exploration success meansthat the exploitation search is not worthwhile.Finally, the spontaneous activation of ants is needed to guarantee activity;since the stimulus is the activity, if there is no activity, there is no recruitment.For this reason some ants can become active spontaneously due to environmentalcauses. For example, patroller ants activity does not depend on recruitment, thepatroller ants become active every day in the morning.In the context of an algorithm, it is also possible to consider these two tasks.Exploration can be assigned to one kind of agents: patrollers. Exploitation can beassigned to other kind of agents: foragers.
Population Dynamics procedureThis procedure implements a mechanism for regulating exploration and exploi-tation.In a first stage, once an ant has completed the construction of a solution itis removed from the population of active ants. Depending on whether the ant hassucceeded or not, it activates the procedure Success(ant) or the procedure Failu-re(ant). These procedures determine the kind and number of ants to be recruited.In a second stage, once the whole population of active ants has been processed,the prescribed number of ants are recruited using the procedure Recruitment().These three procedures share the following common set of variables (counters),
- RP , number of patrollers to be recruited.
- RF , number of foragers to be recruited.
- UP , number of unsuccessful patrollers since the last successful one.
- SP , number of successful patrollers since the last successful foragers.
- FR , current number of active foragers.
- PR , current number of active patrollers.
SuccessFigure 7.5 shows the Success(ant) pseudocode.A successful forager recruits a patroller and resets to zero the counter SP .A successful patroller increases the counter SP , resets the counter UP andrecruits a patroller or a forager depending on the number of foragers already activeand the number of successful patrollers counted by SP .
FailureFigure 7.6 shows the Failure(ant) pseudocode.An unsuccessful forager limits itself to decrease the counter of active foragers.On the other hand, an unsuccessful patroller first increments in one the counter ofunsuccessful patroller UP and then, recruits patrollers according to the value ofUP , using the function: round(log(UP + 1)).
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1: procedure Success(ant)2: if ant is Forager then3: FR ← FR − 14: SP ← 05: RP ← 16: else7: PR ← PR − 18: SP ← SP + 19: UP ← 010: if SP ≥ FR then11: RF ← 112: else13: RP ← 114: end if15: end if16: end procedure
Figura 7.5: Pseudo-code description: Success case.
Lastly, the procedure, no matter which kind of ant it has been applied to,calculates and normalises the difference between µ and g(best). If this quantityis greater than the rate of foragers in the active ant population, a new forager isrecruited.
1: procedure Failure(ant)2: if ant is Forager then3: FR ← FR − 14: else5: PR ← PR − 16: UP ← UP + 17: RP ← round(log(UP + 1))8: end if9: if µ−g(best)µ ≥ FRFR+PR then10: RF ← 111: end if12: end procedure
Figura 7.6: Pseudo-code description: Failure case.
RecruitmentFigure 7.7 represents the procedure of recruitment. Until a first solution hasbeen found, a patroller is released at every cycle. This is particularly useful forthose problems in which finding feasible solutions is part of the problem. Once
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this initialisation phase ends, the population is updated according to the valuesof RP and RF .
1: procedure Recruitment2: if samples < 1 then . Initialisation phase.3: Population← createPatroller()4: PR ← PR + 15: else6: while RP > 0 do7: Population← createPatroller()8: PR ← PR + 19: RP ← RP − 110: end while11: while RF > 0 do12: Population← createForager()13: FR ← FR + 114: RF ← RF − 115: end while16: end if17: end procedure
Figura 7.7: Pseudo-code description: Recruitment and initialisation.
Self-regulating exploration and exploitation
The pheromone table contains a probability distribution of actions to perform ateach state. The foragers tend to make this distribution converge towards a singleaction. In contrast, the patrollers tend to spread the probability over differentactions. For instance, a patroller may add new actions that previously were notpresent in the pheromone table.Usually, the solutions provided by foragers are not significant: they just repeatsolutions that were first discovered by patrollers. They are suitable instead forredirecting and maintaining the search into promising areas of the solution space.Patrollers, meanwhile, are suitable to discover new solutions, but they can easilydisperse the search far from these promising areas. The population dynamics at-tempts to coordinate patroller and forager populations in order to maintain thesearch capacities of the patrollers bounded into promising zones.The basic way of coordination relies on the recruiting made by successfulants : they always recruit an ant from the other kind. For instance, if patrollersare succeeding, they tend to become inactive, and the number of foragers tendsto increase. Once the foragers have succeeded, they recruit new patrollers. Thishelps to avoid patrollers disperse themselves too much, because the foragers helpto converge the search towards suitable zones.In general, a low number of foragers is enough to do the work. In addition, ahigh number of them can lead the search to stagnation. That is why the mechanismto recruit new foragers is ruled by the number of them already active. Besides,
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their number is also adjusted using the mean and the best-so-far solution, whichis a rough estimation of the algorithm convergence.Patrollers, in contrast, are recruited whenever a forager succeeds and, also,when they are not able to find good enough solutions. In this last case, the explo-ration is failing and it is mandatory to reinforce it.The behaviour of the population dynamics varies from problem to problem. Aninteresting example can be found in [EJGS13] where, after finding a suboptimalsolution, foragers and patrollers cooperate to improve it as much as possible.Later on, the algorithm jumps to another solution, found by patrollers, avoidingstagnation.
7.4. Experimental summary
Departing from the ideas of the previous sections, it has been developed a newant algorithm: Ant Colony Extended (ACE)2In order to evaluate ACE, it is applied to solve various problems. Since thealgorithm is based on self-organisation, we have chosen three radically differentproblems instead of considering similar problems. This principle allows to achievegood performance in different search environments without particularising the al-gorithm for each type of problem. Of course, it needs the definition of an adequaterepresentation.The selected problems are:
i) Comparison with ACO algorithms using the TSP as a benchmark. The aimof this study is to evaluate the performance of ACE on a typical benchmarkof ant algorithms.The results of this study can be consulted in 5.1 and in [EJGS15].
ii) Application to genetic programming problems, comparing its performancewith standard genetic algorithm. The aim of this study is to evaluate ACEon a scenario radically different from TSP: developing formal expressions.Compared to the TSP, the most relevant characteristics of this benchmarkare two: a) there is no heuristics to guide the search; and b) the solutionsdo not have a default dimension, instead it is is variable and unknown.The results of this study can be consulted in 5.2.
iii) Application to a real problem: ship planning manoeuvres. The goal is to finda sequence of discrete set-points (speed and direction) to enable the shipto a particular manoeuvre. The trajectory calculation is achieved by solvinga differential model including the dynamic constraints of the vessel.Due to the computational cost of the numerical solution of a differentialmodel, in order to obtain a viable manoeuvre and minimise the time requiredfor their implementation, ACE should be able to search efficiently, since themodel is only evaluated a limited number of times.The results of this study can be consulted in 5.3 and in [EJGS12].
2The full implementation can be consulted in the appendix D.
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In all problems ACE has shown a remarkable performance. Besides, in the TSPand genetic programming benchmarks it has shown to be competitive with the stateof arts techniques, even improving their results.Since ACE has been designed using emergent computation and self-organisationproperties, it does not require extensive configuration of parameters values. In fact,although the problems are very different among them, parameters values of ACEare very similar among them (see table below). This all os possible due to theself-organisation ability of the algorithm, which is able to adapt its population tothe state of the search.Parameter TSP Genetic P. Ship planningγ1 0,99 0,9 0,99γ2 0,5 0,5 0,5γ3 400 · nc ∞ ∞
7.5. Conclusions







La teoría de la información, es una teoría matemática propuesta por ClaudeE. Shannon a finales de la década de los años 1940. Inicialmente, la propuestase llamó “A mathematical theory of communication” [Sha48], donde el foco estabapuesto en el análisis matemático para la transmisión y el procesamiento de lainformación. Posteriormente, la propuesta de Shannon dio origen a una rama delas ciencias de la computación que estudia la información y lo relacionado conella.El uso del término “información” lo asociamos a conocimiento, sentido,etc...Pero en la teoría de la información el significado del término es radicalmenteopuesto.
Frequently the messages have meaning; that is they refer to or are co-rrelated according to some system with certain physical or conceptualentities. These semantic aspects of communication are irrelevant to theengineering problem. The significant aspect is that the actual messageis one selected from a set of possible messages. [..] If the number ofmessages in the set is finite then this number or any monotonic fun-ction of this number can be regarded as a measure of the informationproduced when one message is chosen from the set, all choices beingequally likely.
Como señala Shannon en su articulo, el término información es una medidacuantitativa que expresa la variabilidad de la aparición de ciertos símbolos. Porejemplo, supongamos que queremos establecer una comunicación vía morse, por lotanto tenemos que enviar letra a letra. Para enviar la palabra “queso” deberíamosenviar primero la “q”, luego la “u”, etc.. Pero en español después de la “q” siempreva una letra “u”, por tanto no existe variabilidad y no es necesario enviar la “u”.Si enviamos “qeso”, ya sabemos que falta la “u”. La letra “u” no aporta ningunainformación, lo que diferencia la palabra “queso” del resto de las palabras enespañol son los demás símbolos, los que presentan variabilidad.La información está asociada a la variabilidad, ésta variabilidad se cuantificamediante la entropía de la información (H). La entropía es una medida de lacantidad de información que se calcula de la siguiente manera:
H = −∑p ∗ log(p)
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donde p es la probabilidad de aparición de un determinado símbolo. La entropíatotal será el sumatorio de la variabilidad asociada a cada símbolo.Por ejemplo, si tenemos una variable x que puede únicamente representar dossímbolos: a y b, donde la probabilidad de cada símbolo es: P(x = a) = p yP(x = b) = 1− P(x = a). La entropía asociada (H(x)) a la variable x en funcióndel valor de P(x = a) varía según se muestra en la figura A.1. La entropía midela cantidad de información asociada a la variable x , y esta cantidad será máximacuando los dos sucesos x = a o x = b son equiprobables porque la variabilidades máxima.









Figura A.1: Entropía de una variable x que puede tomar dos valores x = a ox = b, en función de la probabilidad de P(x = a).
La idea intuitiva detrás del concepto de información es muy sencilla. Si nosabemos que puede ocurrir, el hecho de que ocurra algo nos aporta una cantidadde información importante. Si por el contrario, un suceso es mucho más probableque otro, la información que recibimos es menor porque ya sabíamos lo que ibaa ocurrir. Es decir, la información no es que x = a o x = b, el símbolo no tienevalor. La información está asociada a la probabilidad de tomar como valor uno uotro símbolo, independientemente de cuales sean.Cuando utilizamos un algoritmo de búsqueda para resolver un problema, elanálisis se centra en la dispersión de la búsqueda. Una búsqueda excesivamentedispersa es aquella que “mira” en cualquier “sitio”, por tanto las probabilidadesde dar con la solución son bajas. Una búsqueda con poca dispersión (atascada) esaquella que sólo “mira” en un “sitio”, igualmente si la solución no está ahí, puesno se va a encontrar. La dispersión en un algoritmo de búsqueda, no es más quela variabilidad de producir unos símbolos u otros, y por tanto se puede cuantificarutilizando la entropía de la información.
Apéndice BEsfuerzo computacional
El esfuerzo computacional es una medida de rendimiento definida por Koza[Koz92]en programación genética.A method for measuring the performance of the genetic programmingparadigm in terms of the amount of computer processing necessaryto solve a particular problem. Specifically, we measure the numberof individuals that must be processed in order to satisfy the successpredicate of the problem with a certain specified probability (e.g., 99 %).La medida desarrollada por Koza está aplicada a algoritmos genéticos, por estarazón se habla de “número de individuos a procesar”. En términos más generalespodríamos hablar de evaluaciones de candidatos o llamadas a la función objetivo.El proceso de cálculo es el siguiente:a) Definimos la probabilidad de encontrar la solución a un problema condi-cionada al número de evaluaciones realizadas: P(S|i), como la probabilidadacumulada entre 0 e i de encontrar la solución al problema.Esta probabilidad se estima experimentalmente.b) La probabilidad P(S|i) hace referencia a una sola ejecución del algoritmo.Por tanto, si el algoritmo lo ejecutamos R veces de manera independientey en cada ejecución realizamos i evaluaciones, la probabilidad de encontrarla solución al problema al menos una vez en las R ejecuciones viene dadapor: 1− [1− P(S|i)]R
c) Si queremos garantizar la solución del problema con una probabilidad z,entonces: z = 1− [1− P(S|i)]RUtilizando la igualdad anterior, podemos obtener un valor de R en funciónde i: R (i) = log(1− z)log(1− P(S|i))d) Una vez obtenido el valor de R (i) sabemos que necesitamos ejecutar elalgoritmo R (i) veces. En cada ejecución evaluaremos i candidatos, con locual el esfuerzo computacional será: R (i) · i.
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Por ejemplo, supongamos que ejecutamos un algoritmo para obtener la solucióna un problema. Al algoritmo le dejamos evaluar como mucho 106 candidatos y loejecutamos de manera independiente 100 veces.A partir de los datos empíricos, obtenemos un histograma de la probabilidadde encontrar la solución al problema: figura B.1a. En este ejemplo hemos realizadouna agrupación utilizando un tamaño de 105 evaluaciones.A partir del histograma de la probabilidad obtenemos la probabilidad acu-mulada (P(S|i)), figura B.1b. Con la probabilidad acumulada podemos calcularel número de ejecuciones independientes necesarias para resolver el problemacon una seguridad del 99 % (z = 0,99), figura B.1c. Finalmente podemos obtenerel esfuerzo computacional necesario en función del número de evaluaciones quehagamos por ejecución: figura B.1d.En este ejemplo, el esfuerzo computacional mínimo para resolver el proble-ma con una probabilidad del 99 %, se obtiene al ejecutar el algoritmo 4 vecespermitiéndole evaluar hasta 106 candidatos en cada ejecución.











































(b) Probabilidad acumulada: P(S|i).
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Figura B.1: Ejemplo sencillo del cálculo del esfuerzo computacional.
Apéndice C
Representación y aprendizaje
Supongamos que queremos obtener una representación para que un compu-tador sea capaz de aprender a jugar al ajedrez. En la figura C.1 se representaun movimiento muy simple de las blancas: comer un peón. Dicho movimiento lopodemos almacenar como conocimiento mediante una sencilla asociación estado-acción.







































Mover Peón F4 a G5
Asociación
Figura C.1: Representación de la jugada de blancas utilizando una asociaciónestado-acción.
Esta representación plantea un problema, el estado es tan especifico que di-ficulta reutilizar el conocimiento. Supongamos la figura C.2, como se puede ver lasituación del tablero es casi idéntica al estado contenido en la asociación, exceptopor un peón que ocupa una posición diferente. Como los patrones no encajan nopodemos aplicar el conocimiento adquirido de mover el peón blanco para comer elpeón de de las negras.
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Mover Peón F4 a G5
Asociación
Figura C.2: Situación del tablero y el conocimiento disponible en forma de aso-ciación.

















































Figura C.4: Situación del tablero y el conocimiento disponible en forma de aso-ciación cuando el estado está definido como las casillas adyacentes.
























Estado 1 Estado 2 Estado 3
Figura C.5: Situación del tablero y posibles estados asociados.
Si queremos que el aprendizaje sea eficaz, la representación utilizando pa-trones locales debe incluir algún mecanismo que permita seleccionar el estadoadecuado a cada situación. Una forma posible es incluir la selección del estado(del patrón local) en el propio conocimiento que se almacena. Es decir, dado unpatrón local permitir la aplicación de una acción que cambie el patrón local pero
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sin alterar la situación global. En nuestro ejemplo del ajedrez consistiría en unaacción que nos permita “fijarnos” en otra pieza pero sin mover ninguna, de estemodo cambiamos de estado (cambiamos de patrón) pero el conjunto de estadosposibles asociados a la situación del tablero permanece inalterado.Por ejemplo, si observamos la figura C.6, toda la jugada de comer un peónde negras se realiza utilizando el conocimiento asociado. Partimos del estadodeterminado por la reina. En base al conocimiento disponible, no interesa moverla reina, por tanto la acción consiste en seleccionar el caballo. Igualmente nointeresa mover el caballo, pasamos al patrón del peón. Una vez en el patrón delpeón, realizamos el movimiento de la pieza y termina nuestra jugada.


























Estado 1 Estado 2 Estado 3
Jugada
Figura C.6: Situación del tablero y posibles estados asociados.
La idea es ir procesando los estados sucesivamente: una pieza después de otra,por lo tanto es importante advertir lo siguiente:i) Mientras la situación global no cambie (el tablero sea el mismo), es impor-tante evitar que aparezcan transiciones infinitas, por ejemplo: seleccionarreina, seleccionar caballo, seleccionar reina, seleccionar caballo, etc...ii) Cuando la situación global (el tablero) cambia, por ejemplo movemos unapieza. Debemos volver permitir visitar todos los estados otra vez, es decir,poder comprobar todas las piezas.Una forma sencilla de resolver este problema es definir un estado inicial, porejemplo el rey, a partir del cual avanzamos sin repetir piezas. Cuando movemos unapieza, simplemente volvemos al estado inicial. De este modo cuando el contrincantemueve y es nuestro turno otra vez, podemos acceder a todas nuestras piezas denuevo.
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Utilizando esta aproximación es posible obtener una representación que per-mita a un algoritmo aprender de una partida a otra. No estamos hablando deconseguir un campeón, sino de algo más básico como aprender a mover la reina sise encuentra amenazada, en vez de mover un peón y perder la reina. Es decir, amedida que el computador juegue más partidas poder observar un comportamientointeligente consistente en ir aprendiendo una serie de reglas básicas.
Funciones de similitud. El aprendizaje debe entenderse como resolver situacio-nes nuevas haciendo uso del conocimiento obtenido de situaciones pasadas quecomparten algún rasgo con la actual. Más concretamente aplicar el conocimientoque tenemos acerca de como actuar en un determinado estado a multitud de ellosque consideremos “parecidos”.Una solución muy extendida para tratar con multitud de estados es utilizarfunciones de similitud. Estas funciones sirven para clasificar los estados en gruposde acuerdo con algún criterio de similitud. El conocimiento simplemente hacereferencia a tipos de estados: grupos de estados similares.En ocasiones ocurre que no es fácil definir una función de similitud. Por ejem-plo, el caballo negro amenaza a nuestra reina. Por un lado la amenaza a nuestrareina podría ser un componente similar a otras partidas, pero otras piezas puedenestar dispuestas de manera completamente distinta. Se puede ver la problemática:¿es un estado similar?, ¿podemos aplicar el conocimiento almacenado acerca decómo proteger a nuestra reina?.Si utilizamos patrones locales la información relevante a nuestra reina es locala ella: sus casillas adyacentes. Por tanto, aunque las partidas sean distintas,la reina se puede ver amenazada por el mismo patrón local y sabremos comodefenderla.En vez de definir reglas explícitas para la similitud de estados, restringimos lainformación que define cada estado. Implícitamente, la similitud surge –emerge–del número de patrones que comparten situaciones diferentes. De este modo, noes necesario definir ninguna comparación explícita, sino que basta con vincular laacción al patrón local. El propio sistema aprende qué patrones son relevantes paraactuar –mover una pieza– y cuales conviene ignorar –seleccionar otra pieza–. Alfinal, cuando el sistema adquiere el suficiente conocimiento es capaz de desarrollaruna conducta inteligente.

Apéndice D
Esquema de la implementación
En este apéndice se agrupan todos los fragmentos de código mostrados a lolargo del documento para dar una visión completa de cómo resulta finalmente laimplementación de ACE.
1: µ ←∞ . Inicialización2: procedure Bucle Principal3: for a ∈ Población do . Paso de búsqueda4: {LU , P(LU )} ← política de control5: acción← selección(LU , P(LU ))6: agente← actualizar(agente)7: end for8: for a ∈ Población do . Actualización de información9: if finalizado(a) == > then10: S ← a(S) . Obtenemos la solución a partir del agente11: if J(S) < µ then . Criterio de umbral12: if J(S) < Jbest then . Actualizamos la mejor solución13: Jbest ← J(S)14: end if15: µ ← actualizaMedia(S,m)16: λ← J(s)−µJbest−µ . Calidad de la solución (Eq. 3.6).17: τ ← actualizaTabla(a(Aq), a(Au), λ)18: exito(a) . Dinámica de población19: else20: fracaso(a) . Dinámica de población21: end if22: end if23: end for24: reclutamiento . Dinámica de población25: end procedure26:
Figura D.1: Bucle principal del algoritmo.
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Tanto la población de agentes, como la tabla de feromona comienzan siendoestructuras vacías. El propio proceso de búsqueda se encarga de irlas generando.Excepto la media, el resto variables se inicializan a cero
1: procedure actualizaMedia(S,m)2: m← m+ 13: Lµ ← add(J(S))4: if m = 1 then5: µ ← J(S) . Inicialización de la media6: else7: if m < γ3 then8: µ ← µ + (J(S)− µ)/m9: else10: µ ← µ + J(S)/γ3 − Lµ(γ3)/γ311: Lµ ← extraer(Lµ(γ3))12: m← m− 113: end if14: end if15: end procedure
Figura D.2: Procedimiento para actualizar el valor de la media.
1: procedure actualizaTabla(Aq, Au, λ)2: for i ∈ |Aq| do . Estados visitados por el agente3: qi ← Aq(i)4: Lτ ← τ(qi) . Contenido de la tabla para el estado qi5: for j ∈ |Lτ | do6: [τj , uj ]← Lτ (j)7: if uj == Au(i) then8: τj = τj + (1− τj ) · λ9: else10: τj = τj + (0− τj ) · λ11: end if12: end for13: end for14: end procedure
Figura D.3: Procedimiento para actualizar el contenido de la tabla de feromona.
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1: procedure Éxito(ant)2: if ant es Forager then3: FR ← FR − 14: SP ← 05: RP ← 16: else7: PR ← PR − 18: SP ← SP + 19: UP ← 010: if SP ≥ FR then11: RF ← 112: else13: RP ← 114: end if15: end if16: end procedure
Figura D.4: Procedimiento para actualizar las variables de control de la dinámicade población en caso de éxito.
1: procedure Fracaso(ant)2: if ant es Forager then3: FR ← FR − 14: if (PR + FR ) · (1− Jbestµ ) > FR then5: RF ← 16: else7: RP ← 18: end if9: else10: PR ← PR − 111: UP ← UP + 112: RP ← round(log(UP + 1))13: if (PR + FR ) · (1− Jbestµ ) > FR then14: RF ← 115: end if16: end if17: end procedure
Figura D.5: Procedimiento para actualizar las variables de control de la dinámicade población en caso de fallo.
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1: procedure Reclutamiento2: if m < 1 then . Fase de inicialización3: Población← activarPatroller()4: PR ← PR + 15: else6: while RP > 0 do7: Población← activarPatroller()8: PR ← PR + 19: RP ← RP − 110: end while11: while RF > 0 do12: Población← activarForager()13: FR ← FR + 114: RF ← RF − 115: end while16: end if17: end procedure
Figura D.6: Procedimiento para actualizar la población.
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Glosario
Q Conjunto de estados.q0 Estado inicial.Q0 Conjunto de estados iniciales.q Estado.U Conjunto de acciones..u Acción.δ Función de transición.J Función de coste.A Agente.AQ Lista de estados recorridos por un agente.AU Lista de acciones aplicadas por un agente.η Heurística: distribución de pesos que representa la Información previa.τ Feromona: distribución de pesos que representa la Información adquirida.µ Media de las soluciones descubiertas hasta el momento, se utiliza como valorumbral para determinar si una búsqueda tiene éxito o no.Υ Función dependiente de un problema que indica cuales son las acciones dispo-nibles para un estado dado.γ1 Parámetro definido por el usuario que regula el uso de la heurística por partede los patrollers.γ2 Parámetro definido por el usuario que regula el uso de la heurística por partede los patrollers.γ3 Parámetro definido por el usuario que regula el número de muestras para elcalculo de la media móvil.NS número de elementos contenidos en una secuencia que es solución de unproblema.λ valor entre 0 y 1 que representa la calidad asociada a una solución del problema.
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ν Frecuencia relativa del uso de una acción.UP número de patrollers sin éxito desde el último patroller con éxito.SP número de patrollers con éxito desde el último forager con éxito.
Siglas
DAI Inteligencia Artificial Distribuida.ACO Ant Colony Optimisation.AS Ant System.TSP Travelling Salesman Problem.ACE Ant Colony Extended.ACS Ant Colony System.MMAS Max-Min Ant System.PSO Particle Swarm Optimization.
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