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Abstract: The rate of entropy production in a classical dynamical system is character-
ized by the Kolmogorov-Sinai entropy rate hKS given by the sum of all positive Lyapunov
exponents of the system. We prove a quantum version of this result valid for bosonic sys-
tems with unstable quadratic Hamiltonian. The derivation takes into account the case of
time-dependent Hamiltonians with Floquet instabilities. We show that the entanglement en-
tropy SA of a Gaussian state grows linearly for large times in unstable systems, with a rate
ΛA ≤ hKS determined by the Lyapunov exponents and the choice of the subsystem A. We
apply our results to the analysis of entanglement production in unstable quadratic potentials
and due to periodic quantum quenches in many-body quantum systems. Our results are
relevant for quantum field theory, for which we present three applications: a scalar field in
a symmetry-breaking potential, parametric resonance during post-inflationary reheating and
cosmological perturbations during inflation. Finally, we conjecture that the same rate ΛA
appears in the entanglement growth of chaotic quantum systems prepared in a semiclassical
state.
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1 Introduction
Entanglement plays a central role in the thermalization of isolated quantum systems [1–
3]. The paradigmatic setting consists in a Hamiltonian system prepared in a pure state
and evolving unitarily, |ψt〉 = e−iHt|ψ0〉. The objective is to study the thermalization of
observables OA belonging to a subalgebra of observables AA which define a bipartition H =
HA ⊗ HB of the system in a subsystem A and its complement B. While the von Neumann
entropy of the system vanishes at all times, the entropy of the subsystem A,
SA(t) = −TrA
(
ρA(t) log ρA(t)
)
with ρA(t) = TrB
(|ψt〉〈ψt|) , (1.1)
in general does not vanish and has a non-trivial evolution. The origin of this entropy is
the entanglement between the degrees of freedom in the subsystem A and its complement.
Equilibration in the subsystem A occurs when the entanglement entropy SA(t) approaches an
equilibrium value Seq, with thermalization corresponding to Seq given by the thermal entropy.
A generic behavior has been observed for various systems prepared in a state with initially
low entanglement entropy, SA(t0)  Seq : After a transient which depends on the details of
the initial state of the system, the entropy of the subsystem goes through a phase of linear
growth,
SA(t) ∼ ΛA t , (1.2)
until it saturates to an equilibrium value as described in figure 1. This behavior is observed
in the evolution of various isolated quantum systems, in particular in systems that show
the signatures of quantum chaos [4–8], in many-body quantum systems [9] and quantum
fields [10–12] after a quench, and in the thermalization of strongly-interacting quantum field
theories studied using holographic methods [13–17]. Understanding the mechanism of this
process is of direct relevance for the puzzle of fast thermalization of the quark gluon plasma
produced in heavy-ion collisions [18–20], in models of black holes as fast scramblers of quantum
information [21], and in the study of the quantum nature of space-time [22–27]. In particular,
being able to predict from first principles the rate of growth ΛA of the entanglement entropy
in the phase of linear growth can provide us with crucial information on the time-scale of
thermalization.
On the other hand, at the classical level — in Hamiltonian chaotic systems — the coarse-
grained entropy Scl(t) shows a behavior similar to the one described in figure 1, with a linear
phase which has a known rate of growth hKS [28, 29],
Scl(t) ∼ hKS t , (1.3)
where hKS is the Kolmogorov-Sinai rate of the system, an information-theoretic quantity that
measures the uncertainty remaining on the future state of a system, once an infinitely long past
is known. The Kolmogorov-Sinai rate has dimension of time−1 and for regular Hamiltonian
systems is given by the sum of the positive Lyapunov exponents λi of the system [30–33].
In quantum systems that have a classical chaotic counterpart, a relation between the
rate of growth of the entanglement entropy ΛA and the classical Lyapunov exponents λi is
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Seq
τeq
Initial transient Linear production Saturation phase
SA(t) ∼ ΛA t
Figure 1. Sketch of typical entanglement production. Typical time dependence of the entanglement
entropy SA(t) under unitary time evolution: After an initial transient (a), linear production occurs
with characteristic rate ΛA (b), and finally the system equilibrates in the saturation phase (c). The
typical time scale for the equilibration of a state with initially vanishing entanglement entropy is
τeq ∼ Seq/ΛA.
expected [4–8, 34–36], despite the fact that Lyapunov exponents are global quantities which
probe the phase space of the full system, not just of the subsystem A.
In this paper we investigate the relation between ΛA and the Lyapunov exponents λi by
studying the evolution of Gaussian states in many-body systems and quantum field theories
with quadratic time-dependent Hamiltonians. Non-trivial Lyapunov exponents arise in the
presence of instabilities and of parametric resonances. In this context we prove that the linear
growth of the entanglement entropy SA(t) has a classical counterpart: The entanglement rate
ΛA equals the exponential rate of growth of the volume of a cell in the sub phase space of
the subsystem A. We then provide an algorithm for computing ΛA in terms of the Lyapunov
exponents λi of the classical system and the choice of subsystem A. The methods developed
apply both to quantum systems with finitely many degrees of freedom and to quantum fields
in external time-dependent backgrounds when the subsystem is given by a finitely-generated
Weyl subalgebra AA.
The paper is organized as follows. In section 2, we present our main result, theorem 1,
which determines the asymptotic rate of growth of the entanglement entropy for Gaussian
states in systems with quadratic Hamiltonians and establish its relation to the Kolmogorov-
Sinai rate, including bounds for non-Gaussian initial states. Our results are then applied in
– 3 –
section 3 to the study of entanglement production in three example systems with finitely many
degrees of freedom, including unstable potentials and periodic quantum quenches. Section 4
is dedicated to quantum field theories, where we consider again three example systems: a
scalar field in a symmetry-breaking potential, parametric resonance during post-inflationary
reheating and cosmological perturbations during inflation. We show that our results agree
with numerical evaluations of the entanglement entropy for sufficiently large times. In sec-
tions 5 and 6 we present technical results required for the derivation of our main result in
section 2. In particular, section 6 reflects the structure of our proof for theorem 1. Finally,
in section 7 we discuss limitations and possible extensions of our work, and in particular a
conjecture on entanglement production in chaotic systems. Moreover, we discuss the relation
to linear growth of the entanglement entropy after a generic quantum quench. The paper
is supplemented with appendices where we provide a summary of the relevant results in the
study of dynamical systems and Lyapunov exponents and of general symplectic techniques
for the study of the time-evolution and entanglement and Re´nyi entropies of Gaussian states.
2 Results: Linear growth of the entanglement entropy
We state the main result which relates the asymptotic rate of growth of the entanglement
entropy of a quantum system to classical instabilities encoded in the Lyapunov exponents of
the classical system. Our proof is based on a set of technical results presented in sections 5
and 6.
2.1 Entanglement entropy growth, instabilities and the volume exponent
We consider a quadratic bosonic system with N degrees of freedom. We denote linear
observables by ξa = (q1, . . . , qN , p1, . . . , pN ) and assume canonical commutation relations
[qi, qj ] = [pi, pj ] = 0 and [qi, pj ] = iδij . These relations can be more compactly phrased by
stating [ξa, ξb] = iΩab where Ωab is a symplectic form. The most general quadratic Hamilto-
nian is given by
H(t) =
1
2
hab(t)ξ
aξb + fa(t)ξ
a , (2.1)
where we explicitly allow for dependence on time t. The time-evolution of an initial state
|ψ0〉 under the unitary dynamics U(t) generated by H(t) results in the evolution of the
entanglement entropy of a subsystem
SA(t) ≡ SA
(
U(t)|ψ0〉
)
. (2.2)
Before we state the main result, let us introduce two important notions:
• Subsystem exponents in classical dynamical systems
In classical dynamical systems, a quadratic Hamiltonian H(t) generates a linear sym-
plectic flow M(t) : V → V on the classical phase space V of the theory. The transpose
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M(t)ᵀ of this flow acts on the dual phase space V ∗. Given a linear observable ` ∈ V ∗,
we can define the Lyapunov exponent of ` as the limit
λ` = lim
t→∞ log
1
t
‖M(t)ᵀ`‖
‖`‖ , (2.3)
which is independent from the metric we choose to measure the length. A system
decomposition V = A ⊕ B of the classical phase space into subsystem phase spaces A
and B induces an equivalent decomposition V ∗ = A∗⊕B∗ of the dual phase space. Here,
we can generalize the notion of Lyapunov exponents to define the subsystem exponent
ΛA defined by
ΛA = lim
t→∞
1
t
log
vol(M(t)ᵀVA)
vol(VA) , (2.4)
where VA ⊂ A∗ is an arbitrary parallelepiped in the subspace A∗. The subsystem
exponent captures the exponential volume growth of subsystem regions. The volume
vol is measured on the subspace where M(t)ᵀVA lives, but the subsystem exponent
is independent of the global metric on V ∗ one chooses to define the volume form on
arbitrary subspaces. We explain the relation between ΛA and λ` in section 5, while
more technical details are summarized in appendix A.
• Entanglement of Gaussian states
It is well-known that a Gaussian bosonic state |ψ〉 can be completely characterized by
its expectation value ζa = 〈ψ|ξa|ψ〉 and its covariance matrix Gab = 〈ψ|ξaξb+ ξbξa|ψ〉−
2 ζaζb. Recent progress on unifying methods for bosonic and fermionic Gaussian states
[37] suggest an equivalent description whereGab is replaced by a linear complex structure
Jab = −Gacωcb with ω being the inverse of Ω. Choosing a system decomposition
A⊕B with complementary subsystems A and B allows us to compute the entanglement
entropy SA(|ψ〉) between them. For a Gaussian state |ψ〉, this entanglement entropy
can be directly computed from J , which we use in section 6 and review in appendix B.
With these preliminaries in hand, we can state the following theorem that applies to the
evolution of the entanglement entropy of any Gaussian initial state.
Theorem 1 (Entanglement growth). Given a quadratic time-dependent Hamiltonian H(t)
and a subsystem A with subsystem exponent ΛA, the long-time behavior of the entanglement
entropy of the subsystem is
SA(t) ∼ ΛA t (2.5)
for all initial Gaussian states |J0, ζ0〉.
Proof. The proof of this theorem involves three steps that rely on ingredients reviewed in
section 6.
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(i) The entanglement entropy is bounded by the Renyi entropy:
We define the asymptotic rate of growth of the entanglement entropy as its long-time
linear scaling limt→∞ 1tSA(U(t)|J0, ζ0〉). We note that quadratic time-dependent Hamil-
tonians evolve the initial Gaussian state into a Gaussian state, (B.18). In section 6.1
we prove that the entanglement entropy of a Gaussian state is bounded from below
by the Re´nyi entropy RA(U(t)|J0, ζ0〉) and from above by the Re´nyi entropy plus a
state-independent constant, inequality (6.4). Therefore, we have the equality
lim
t→∞
SA(U(t)|J0, ζ0〉)
t
= lim
t→∞
RA(U(t)|J0, ζ0〉)
t
, (2.6)
i.e., the asymptotic rate of growth of the entanglement entropy and of the Re´nyi entropy
coincide.
(ii) The Renyi entropy is given by a phase space volume:
In section 6.2 we prove that the Re´nyi entropy of a Gaussian state equals the logarithm
of the phase space volume of a symplectic cube VA spanning the subsystem A, (6.8).
The volume is measured with respect to the metric induced by the state, (6.5). In
the case of the time-dependent Gaussian state U(t)|J0, ζ0〉, we can measure the volume
with respect to the time-dependent induced metric Gt = M(t)G0M
ᵀ(t). Equivalently,
we can consider the time-dependent symplectic cube Mᵀ(t)VA and measure its volume
with respect to the initial metric G0 induced by the initial state,
RA(U(t)|J0, ζ0〉) = log VolG0(Mᵀ(t)VA) . (2.7)
(iii) The Renyi entropy grows as regions in phase space are stretched:
The subsystem exponent ΛA introduced in Eq. (2.4) and discussed in section 5.3 provides
a generalization of the notion of Lyapunov exponents of a classical Hamiltonian system.
It involves the choice of a subsystem A, a symplectic dynamics M(t) and a reference
metric G0,
ΛA = lim
t→∞
1
t
log
VolG0(M
ᵀ(t)VA)
VolG0(VA)
. (2.8)
Despite the metric G0 is needed for the definition, the value of the subsystem exponent
ΛA is independent of G0 for regular Hamiltonian systems. The subsystem exponent can
be expressed in terms of the Lyapunov exponents of the system using the algorithm
described in theorem 3, (5.32).
Using (i), (ii) and (iii), we find that the asymptotic rate of growth of the entanglement entropy
is given by the subsystem exponent ΛA,
lim
t→∞
SA(U(t)|J0, ζ0〉)
t
= ΛA (2.9)
for all initial Gaussian states, therefore proving the statement of the theorem.
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We note that, as the entanglement entropies of complementary subsystems A and B
coincide, SA(|ψ〉) = SB(|ψ〉), also their asymptotic rates of growth have to coincide. Consis-
tency with the statement of the theorem implies that, at the classical level, the subsystem
exponents defined in section 5.3 for a symplectic decomposition V = A⊕B coincide
ΛA = ΛB . (2.10)
This statement can be proven using the expression (5.32) of the subsystem exponents or more
directly using the property det[J ]A = det[J ]B for the restriction of a complex structure J to
complementary symplectic subspaces.
2.2 Entanglement and the Kolmogorov-Sinai entropy rate
Theorem 2 (Entanglement growth – generic subsystem). Given a quadratic time-dependent
Hamiltonian H(t) with Lyapunov exponents λi, the long-time behavior of the entanglement
entropy of a generic subsystem A is
SA(t) ∼
( 2NA∑
i=1
λi
)
t (2.11)
for all initial Gaussian states |J0, ζ0〉 and all generic subsystems with NA degrees of freedom.
In particular, the rate of growth of the entanglement entropy is bounded from above by
the Kolmogorov-Sinai rate hKS,
lim
t→∞
1
t
SA(t) ≤ hKS . (2.12)
The decomposition in two complementary subsystems both with dimension larger than the
number of instabilities results in an entanglement growth proportional to the Kolmogorov-
Sinai rate,
SA(t) ∼ hKS t for 2NA ≥ NI and 2NB ≥ NI , (2.13)
and therefore saturates the bound (2.12).
Proof. The asymptotic rate of growth of the entanglement entropy of a Gaussian state is
given by the subsystem exponent ΛA as stated in theorem 1, (2.9). For a generic subsystem,
theorem 4 states that the subsystem exponent equals the sum of the 2NA largest Lyapunov ex-
ponents, (5.45). Together with Pesin’s theorem (5.43), this result implies that the asymptotic
rate of growth is bounded from above by the Kolmogorov-Sinai rate of the system,
lim
t→∞
1
t
SA(t) =
2NA∑
i=1
λi ≤ hKS . (2.14)
Moreover, the subsystem exponent ΛA equals the Kolmogorov-Sinai rate hKS when its di-
mension is in the range NI ≤ 2NA ≤ 2N − NI , (5.47). Recalling that NA + NB = N , this
range coincides with the requirement that the dimension of each of the two complementary
subsystems is larger than the number of instabilities, 2NA ≥ NI and 2NB ≥ NI . In this case
the bound (2.12) is saturated.
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We note that quantum many-body systems often have only a small finite number of
unstable directions NI compared to the number of degrees of freedom of the system, NI  N .
A generic decomposition in two complementary subsystems that encompass the fractions
fA = NA/N and fB = 1−fA of the full system satisfies (2.13) if the fractions are in the range
NI
2N
≤ fA ≤ 1− NI
2N
. (2.15)
As a result, in the limit N → ∞ with NI finite, we have that the entanglement growth is
proportional to the Kolmogorov-Sinai rate SA(t) ∼ hKS t for all partitions of the system into
two complementary subsystems each spanning a finite fraction of the system, except for a set
of partitions of measure zero.
2.3 Bounds on non-Gaussian initial states
Computing the entanglement entropy growth of non-Gaussian states is a non-trivial problem
as efficient tools similar to the ones discussed in (B.45) are not available. Nevertheless upper
bounds that generalize theorems 1 and 2 can be established in the case of evolution driven
by a quadratic time-dependent Hamiltonian.
Let us consider an initial non-Gaussian state |ψ0〉 and the unitary evolution U(t) gen-
erated by a quadratic time-dependent Hamiltonian of the most general form described in
(B.14). The symmetric part of the connected 2-point function at the time t is given by
Gabt ≡ 〈ψt|ξˆaξˆb + ξˆbξˆa|ψt〉 − 2〈ψt|ξˆa|ψt〉〈ψt|ξˆb|ψt〉 = Mac(t)M bd(t)Gcd0 (2.16)
where |ψt〉 ≡ U(t)|ψ0〉 and Mab(t) is the symplectic matrix defined in (5.12). There always
exists a mixed Gaussian state ρ0 which has the same correlation function G
ab
0 at the time
t = 0 [38]. By construction, the 2-point function of the unitarily evolved Gaussian state
U(t)ρ0U
−1(t) is the function Gabt of (2.16). Moreover one can show that the entanglement
entropy of the non-Gaussian state |ψt〉 is bounded from above by the entanglement entropy
of the mixed Gaussian state having the same 2-point function Gabt , i.e. SA(ρNG) ≤ SA(ρG)
where ρNG = TrB(|ψt〉〈ψt|) is the reduced density matrix of the non-Gaussian state, and
ρG = TrB(U(t)ρ0U
−1(t)) = exp(−12krs(t)ξˆr ξˆs + E0(t)) is the reduced density matrix of the
Gaussian state [36]. The proof is immediate: Recalling that the relative entropy is a positive
function [39, 40], we have
0 ≤ S(ρNG‖ρG) ≡ TrA(ρNG log ρNG − ρNG log ρG) (2.17)
= −SA(ρNG) + SA(ρG) + 1
2
krs(t)
(
TrA(ξˆ
r ξˆsρNG)− TrA(ξˆr ξˆsρG)
)
︸ ︷︷ ︸
=0
, (2.18)
where S(ρNG‖ρG) is the relative entropy and the term in parenthesis vanishes as the two
states have the same correlation function by construction. On the other hand, theorem 1
– 8 –
generalizes to mixed Gaussian states implying the asymptotic growth SA(ρG) ∼ ΛA t for the
entanglement entropy of a subsystem A. As a result we find the inequality
lim
t→∞
1
t
SA(|ψt〉) ≤ ΛA (2.19)
which states that the asymptotic rate of growth of the entanglement entropy of a non-Gaussian
state |ψt〉 which evolves unitarily with a quadratic Hamiltonian is bounded from above by
the subsystem exponent ΛA. This result generalizes theorems 1 and 2 to non-Gaussian states
and establishes the Kolmogorov-Sinai rate hKS as the upper bound for the asymptotic rate
of growth of the entanglement entropy.
Preliminary numerical investigations indicate that, under the unitary evolution given by
a quadratic time-dependent Hamiltonian, the upper bound ΛA in (2.19) might in fact be
saturated by all initial states and not just by Gaussian states [41].
3 Applications: unstable potentials and periodic quenches
We briefly discuss three examples of simple systems that show a linearly growing entanglement
entropy and allow us to test our results.
3.1 Particle in a 2d inverted potential
In our first example, we study a simple system consisting of just two degrees of freedom.
Despite its simplicity, the example captures the main features of the theorems presented above.
It also resembles the system studied in [35] and thereby illustrates how our theorems simplify
the involved steps to understand the asymptotic behavior of the entanglement entropy.
We consider a system which can be described as a quantum particle with mass m =
1 moving in a plane with coordinates (q1, q2) and corresponding momenta (p1, p2). The
instabilities arise from an inverted harmonic potential V (q1, q2) = −λ
2
1
2 q
2
1 − λ
2
2
2 q
2
2 with λ1 ≥
λ2 > 0. The Hamiltonian of this system is explicitly given by
H =
1
2
(
p21 + p
2
2 − λ21q21 − λ22q22
)
. (3.1)
If we choose the Darboux basis DV = (p1, p2, q1, q2), the matrices h and K = Ωh become
h =

1
1
−λ1
−λ2
 ⇒ K =

−λ21
−λ22
−1
−1
 . (3.2)
The Lyapunov exponents (λ1, λ2,−λ2,−λ1) are given by the eigenvalues of K and the Lya-
punov basis DL = (`1, `2, `3, `4) = (Q1, Q2, P2, P1) are the corresponding eigenvectors
Q1 = q1 − λ1 p1
Q2 = q2 − λ2 p2
P2 = p2 +
1
λ2
q2
P1 = p1 +
1
λ1
q1
(3.3)
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Figure 2. Particle in a 2d inverted potential. The plot shows the exact behavior of the Re´nyi entropy
RA(t) (thick) and entanglement entropy SA(t) (thin) in comparison to the predicted asymptotics Λt
(dashed). The system is defined in (3.1) with subsystems specified in (3.4–3.6). For the computation,
we choose λ1 = −λ4 = 2 and λ2 = −λ3 = 1/2. The initial state is chosen to be |J0〉 with associated
metric G0(`
i, `j) = δij . In the case of examples (1) and (2), we have SA(t)−RA(t)→ c = 0.31, while
for example (3), we have SA(t)→ RA(t)→ 0 for large t.
With these definitions, let us consider the three different choices of subsystem A discussed
also in section 5.4:
(1)
{
φ = Q1
pi = Q2 + P1
⇒ T =
(
1 0 0 0
0 1 0 1
)
⇒ ΛA = λ1 + λ2 ≥ 0 , (3.4)
(2)
{
φ = Q1 +Q2
pi = P2
⇒ T =
(
1 1 0 0
0 0 1 0
)
⇒ ΛA = λ1 − λ2 ≥ 0 , (3.5)
(3)
{
φ = Q1 +Q2
pi = P1
⇒ T =
(
1 1 0 0
0 0 0 1
)
⇒ ΛA = λ2 − λ2 = 0 . (3.6)
We can study the entanglement entropy for these subsystems numerically where we start with
the (entangled) initial state given by G0(`
i, `j) = δij . Figure 2 shows excellent agreement with
our predictions. In particular, we also see that the entanglement entropy SA(t) and the Re´nyi
entropy RA(t) only differ by the constant 1− log(2) if the system is strongly entangled.
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3.2 Quadratic potential with instabilities
The second example consists in the evolution in a time-independent potential with instabili-
ties. Let us consider a classical system with N degrees of freedom which we parametrize by
N conjugate pairs (qi, pi) of coordinates in phase space. The Hamiltonian H of the system
consists of a standard kinetic term and a quadratic potential,
H =
N∑
i=1
1
2
p2i +
N∑
i,j=1
1
2
Vij qi qj . (3.7)
The potential is determined by the symmetric matrix Vij with eigenvalues vi. This classical
system has 2N Lyapunov exponents λi determined by the eigenvalues of Vij and given by
λi = ±Im(√vi). Positive eigenvalues correspond to stable directions of the potential, lead to
oscillatory motion and vanishing Lyapunov exponent. In the presence of negative eigenvalues
vi < 0, the system is unstable, the classical motion is unbounded and nearby trajectories in
phase space diverge at an exponential rate given by the λi = +Im(
√
vi). Now we consider the
associated quantum system prepared in a Gaussian state and study the behavior of a generic
subsystem. If the potential Vij couples the subsystem A with the rest of the system, we expect
that the entanglement entropy of the subsystem changes in time. Our theorem states that the
entanglement entropy of a generic subsystem A with NA degrees of freedom asymptotically
grows at a rate given by the sum of the 2NA largest Lyapunov exponents, (2.11). We give
a concrete example: We consider a system with N = 20 degrees of freedom and quadratic
potential specified by a N × N real symmetric random matrix Vij . Negative eigenvalues of
Vij correspond to unstable directions of the potential and non-vanishing Lyapunov exponents
with the following values:
λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8 λ9 λ10 λ11 λ12 λ13 λ14 λ15 λ16 λ17 λ18 λ19 λ20
.55 .45 .34 .31 .29 0 0 0 0 0 0 0 0 0 0 −.29 −.31 −.34 −.45 −.55 (3.8)
figure 3 shows the growth of the entanglement entropy of an initially un-entangled Gaussian
state for generic subsystems of different dimensions. For a one-dimensional subsystemNA = 1,
theorem 2 predicts the asymptotic growth SA(t) ∼ (λ1 + λ2) t. Note that, as the Lyapunov
exponents appear in couples (λ,−λ), the asymptotic growth of the rest of the system has the
same rate, SB(t) ∼ (λ1 + . . .+λ18) t = (λ1 +λ2) t, as expected for the entanglement entropy
of a pure state.
Clearly, the statement that the entanglement growth is linear in time applies only to
generic subsystems and not to subsystems that are aligned to the shape of the potential. As an
example, let us call (Q1, . . . , QN , PN , . . . , P1) the Lyapunov basis of the system and consider
the subsystem spanned by the canonical couple (Q1, P1). Theorem 1 predicts a sublinear rate
SA(t) ∼ (λ1 + λ20) t = (λ1 − λ1) t ∼ o(t), which is consistent with the statement that the
entropy will stay constant as the subsystem is isolated. Moreover, note that the difference of
Lyapunov exponents can also appear in the asymptotic rate of the entanglement growth, for
instance the subsystem spanned by (Q2, P2 + P3) has asymptotic rate SA(t) ∼ (λ2 − λ3) t.
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Figure 3. Quadratic potential with instabilities. This plot compares the behavior of the entanglement
entropy with the asymptotic prediction of our theorem. The system consists of N = 10 degrees of
freedom. The time evolution is determined by a Hamiltonian with random quadratic potential V . The
2N = 20 Lyapunov exponents are given by (.55, .45, .34, .31, .29, 0, . . . , 0,−.29,−.31,−.34,−.45,−.55).
We plot five subsystems with 1 ≤ NA ≤ 5. The entanglement entropy (colored lines) agrees with the
predicted asymptotics (dashed lines). Note that for NA ≥ 3, the asymptotic behavior is the same due
to the stable Lyapunov exponents λi = 0 for 6 ≤ i ≤ 15. These are exactly the cases for which we have
ΛA = hKS, which means that entropy production rate coincides with the classical Kolmogorov-Sinai
entropy rate.
This is the quantum version of the example discussed in (5.39). It is important to remark
however that these subsystems are non-generic and form a subset of measure zero as discussed
in the proof of theorem 4.
The random quadratic potential Vij with Lyapunov exponents specified in (3.8) has
NI = 5 unstable directions and classical Kolmogorov-Sinai rate hKS = λ1 + . . . + λ5 ' 1.94.
Theorem 2 states that at the quantum level the long-time behavior of the entanglement en-
tropy is linear with rate hKS for all generic subsystem decompositions such that 2NA ≥ NI
and 2NB ≥ NI , i.e., SA(t) ∼ hKS t for generic subsystems of dimension 3 ≤ NA ≤ 18. Figure 3
shows the numerical evolution of the entanglement entropy and the cases NA = 3, NA = 4,
NA = 5 exhibit a linear growth with rate given by the Kolmogorov-Sinai rate as predicted.
A remarkable feature of the predictions stated in theorems 1 and 2 is that the asymptotic
growth of the entanglement entropy is determined by the subsystem and completely indepen-
dent from the choice of initial Gaussian state. This feature is a consequence at the quantum
level of the fact that the Lyapunov exponents of a classical system are independent of the
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choice of metric used to measure the distance between trajectories. In the language of com-
plex structures J0 that specify the initial Gaussian state |J0, ζ0〉, the Lyapunov exponents are
given by the eigenvalues of the matrix L = limt→∞ 12t log
(
M−1(t) J0M(t)
)
defined in (5.19)
and are independent of J0. Figure 3 shows only initial states with vanishing entanglement
entropy, but the two theorems 1 and 2 apply to all Gaussian states, even to ones that have
large initial entanglement entropy. Clearly the theorem applies only to the asymptotic be-
havior of the entanglement entropy. In fact we could take as initial state the time-reversal
of the Gaussian state used in figure 3 at late times. In this case the entanglement entropy
would initially decrease, reach a minimum and eventually start growing linearly as predicted
by the theorems on the asymptotic growth.
3.3 Periodic quantum quenches in a harmonic lattice
As a third example of a system that displays a linear growth of the entanglement entropy, we
discuss the case of a harmonic lattice subject to periodic quantum quenches. The Hamiltonian
of the system is
H(t) =
N∑
i=1
1
2
(
p2i + Ω
2(t) q2i + κ (qi+1 − qi)2
)
, (3.9)
which describes the dynamics of a one-dimensional chain of N bosons with nearest-neighbor
coupling κ and boundary conditions qN+1 = q1, pN+1 = p1. The one-particle oscillation
frequency Ω(t) is periodically switched between the values Ω0 ± ε with period 2T0,
Ω(t) =
{
Ω0 − ε for 0 ≤ t < T0
Ω0 + ε for T0 ≤ t < 2T0
(3.10)
Ω(t+ 2T0) = Ω(t) and ε Ω0 . (3.11)
The system is prepared in the ground state of the instantaneous Hamiltonian H(0) at the time
t = 0 and then let evolve unitarily. The state of the system at stroboscopic times tn = 2nT0
which are multiples if the period 2T0 can be obtained by computing the Floquet Hamiltonian
of the system, HF :
U(2nT0) =
(
U(2T0)
)n
= e−i 2nT0HF with HF ≡ i
2T0
log
(
e−iH2T0 e−iH1T0
)
, (3.12)
where H1 = H(T0) and H2 = H(2T0). We note that the Floquet Hamiltonian HF is quadratic
and time-independent, but is not of the standard form consisting of the sum of a kinetic and
a potential term as in the case of (3.7). This general form is taken into account in theorems 1
and 2 which apply to all quadratic Hamiltonians.
The classical system described by (3.9) shows instabilities when small perturbations
from the equilibrium configuration are amplified via the mechanism of parametric reso-
nance. Floquet theory [42, 43] provides the tools for the description of the dynamics driven
by an Hamiltonian which is periodic in time, as is the case for (3.9). The eigenvalues of
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Figure 4. Instability bands in a periodic quantum quench. We sketch the instability region of Floquet
exponents µ with positive real part (red: Re(µ) > 0.03, blue: Re(µ) > 0.05) for the system described
in (3.13) as a function of ε and pk. We chose the values T0 ' pi, Ω0 ' 0.3 and κ ' 0.3. Furthermore,
we indicate the discrete momenta pk for a periodic chain with N ' 20 and ε ' 0.735, such that there
are two modes with unstable Floquet exponents, namely p±4 = ± 2pi5 .
the symplectic evolution matrix (5.12) evaluated at a period M(2T0) come in quadruplets
(e+2T0 µ, e−2T0 µ, e+2T0 µ∗ , e−2T0 µ∗) where the complex numbers µ are the Floquet exponents
of the system. The stability of the system is measured by the real part of the Floquet expo-
nents which coincide with the Lyapunov exponents, λ = Re(µ).
The Lyapunov exponents of the system (3.9) can be easily determined. In Fourier trans-
formed variables1 Qk, Pk with k = 0,±1,±2, . . . ,±(N − 1)/2, the Hamiltonian takes the
form
H(t) =
∑
k
1
2
(
|Pk|2 + ω2k(t) |Qk|2
)
, (3.13)
with
ωk(t) ≡
√
Ω2(t) + 4κ sin2(pk/2) and pk ≡ 2pik
N
. (3.14)
In particular, the speed of sound of the mode of momentum pk switches periodically between
the values vk(T0) and vk(2T0), with vk(t) ≡ ∂ωk(t)/∂pk. As Fourier modes with different
|k| are decoupled, we can analyze the stability of the system mode by mode. The classical
1The Fourier transformed canonical variables are defined as Qk =
1√
N
∑
l ql e
i 2pik
N
l, Pk =
1√
N
∑
l pl e
i 2pik
N
l,
so that [Qk, P−k′ ] = i δk,k′
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Figure 5. Periodic quantum quenches in a harmonic lattice. We show the entanglement entropy SA(t)
as a function of time for the subsystem spanned by (q1, p1). The stroboscopic entanglement entropy
SA(n2T0) is indicated by white dots. The asymptotic prediction of the Kolmogorov-Sinai production
rate SA(t) ∼ hKS t with hKS = 0.092 is shown as a dashed line where we adjusted the offset for easy
comparison of the slope. Note that the entanglement entropy stays constant in the interval [0, T0] as
expected from the fact that the system is prepared in the ground state of the initial Hamiltonian H(0).
evolution of the coupled modes (Qk, Q−k, P−k, Pk) is given by(
Qk(t)
Pk(t)
)
= Mk(t)
(
Qk(0)
Pk(0)
)
(3.15)
with
Mk(2T0) =
(
cos(ω2T0) −ω2 sin(ω2T0)
1
ω2
sin(ω2T0) cos(ω2T0)
)(
cos(ω1T0) −ω1 sin(ω1T0)
1
ω1
sin(ω1T0) cos(ω1T0)
)
(3.16)
given by a symplectic block of the symplectic matrixM(2T0) defined in (5.12), and ω1 = ω(T0)
and ω2 = ω(2T0). The Lyapunov exponents of the system are the real parts of the Floquet
exponents, i.e.
± λk = Re
(
1
2T0
log Eig
[
Mk(2 T0)
])
. (3.17)
Analytic expressions of λk can be found assuming that the periodic perturbation is small ε
Ω0 and the mode is at or near a parametric resonance. Defining δω ≡ ω2 − ω1, ω0 ≡ ω1+ω22 ,
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with δω  ω0, we find that the system is in parametric resonance when the average frequency
ω0 of the mode is an half-integer multiple of the frequency of the perturbation, i.e.,
ω0 =
npi
2T0
. (3.18)
At the parametric resonance, the positive Lyapunov exponents of the system are given by
λk =

+ δωnpi if n odd,
+ T0 (δω)
2
4npi if n even.
(3.19)
For a finite perturbation, the stability of the system can be determined numerically. Figure 4
shows which modes pk are unstable for a given finite value of the perturbation parameter ε.
In the example we have N = 20, Ω0 ' 0.3, κ ' 0.3 and T0 ' pi. For ε ' 0.735 we have
two unstable modes with k = ±4 and Lyapunov exponents λ+4 ' ±0.046, λ−4 ' ±0.046.
The Kolmogorov-Sinai rate of the system is hKS = 0.092. Figure 5 shows the growth of the
entanglement entropy of a subsystem and the relation to hKS.
4 Applications: quantum field theory
In section 2 we presented our main results for a bosonic quantum system with N degrees of
freedom. These results can be extended with minor modifications to the case of a bosonic
quantum field. In particular, the formulation of theorems 1 and 2 in terms of complex
structures J is motivated by and tailored to applications to quantum field theory in curved
spacetimes [44–46].
4.1 Definition of a subsystem and the algebraic approach
The presence of infinitely many degrees of freedom in quantum field theory has two immediate
consequences which are relevant for our analysis [47]:
i) the existence of unitarily inequivalent representations of the algebra of observables,
ii) the lack of a factorization of the Hilbert space into a tensor product over local factors.
The algebraic approach to quantum field theory — together with the language of complex
structures — provides a natural setting for discussing both aspects and formulating the anal-
ysis of the growth of the entanglement entropy of a subsystem in quantum field theory.
At the classical level, the phase space V of a free scalar field has coordinates ξa =
(ϕ(~x), pi(~x)) with ~x a point on a Cauchy slice Σ. We adopt abstract indices and use the
symbol ωab for the symplectic form on the infinite-dimensional vector space V . Carrying
out the rigorous construction of the infinite-dimensional phase space requires the choice of a
positive definite metric gab compatible with the symplectic form ωab, such that V arises as
the completion with respect to this metric. Contracting ωab with the inverse metric G
ab gives
– 16 –
rise to the complex structure Jab = −Gacωcb : V → V . Given a reference complex structure
J0 and a symplectic transformation M , we can define a transformed complex structure JM =
M−1J0M . The transformation M is said to belong to the restricted symplectic group if the
commutator A = [J0, JM ] is a Hilbert-Schmidt operator, i.e. tr(A
†A) < +∞ [48–50].
At the quantum level, the choice of a complex structure J0 defines a Gaussian state |J0〉
which can be used as vacuum for building a Fock representation of the algebra of observables
[44–46]. Representations built over Fock vacua |J0〉 and |JM 〉 are unitarily equivalent if and
only if the symplectic transformation M belongs to the restricted symplectic group described
above. When interpreted in terms of particle excitations, the state |JM 〉 describes a superpo-
sition of particle pairs over the vacuum |J0〉. A symplectic transformation M which does not
belong to the restricted group corresponds to a Bogoliubov transformation that produces an
infinite number of particles [51].
Gaussian states and quadratic time-dependent Hamiltonians appear in the description of
particle production in the early universe [52, 53], Hawking radiation in black hole evapora-
tion [54], in the Schwinger effect [55, 56], in the dynamical Casimir effect [57, 58] and more
generally in all cases where the free quantum field evolves in a time-dependent background.
It is known that, for some time-dependent backgrounds, the time-evolution — which, at the
classical level, is encoded in a symplectic transformation M — cannot be implemented as a
unitary operator in a Fock space at the quantum level [59]. Nevertheless the correlation
functions in the quantum theory are still well-defined in terms of a complex structure J0 and
a symplectic transformation M as described in (B.13) [60]. The algebraic approach focuses
on correlation functions and does not involve the construction of a Fock space. It provides
sufficient structure for defining the (abstract) state of the system and computing the evolution
of the entanglement entropy of a subsystem, despite the potential lack of a standard unitary
implementation of the time evolution in a Fock space, (i).
The second aspect which needs some clarification regards the definition of a subsystem in
quantum field theory, (ii). It is a well-known fact about the ground state of a quantum field
that the entanglement entropy of a region of space is divergent and — when an ultraviolet
cutoff is introduced — it scales as the area of the boundary of the region [61–63]. The diver-
gence of the geometric entanglement entropy has an algebraic origin: The local subalgebra of
observables associated to a region in space is of type III, i.e. it does not identify a factorization
of the Fock space in a tensor product of Hilbert spaces [47, 64]. Three standard strategies to
address this issue are: (a) a modification the ultraviolet behavior of the theory, for instance
introducing a lattice cut-off [61, 62, 65], or (b) computing the mutual information between a
region and a carved version of its complement so to introduce a “safety corridor” [64, 66, 67],
or (c) focusing on the excess entropy of a state with respect to the one of the ground state
[67, 68]. Here we illustrate a different strategy: We focus on the entanglement entropy of
a subsystem with a finite number NA of degrees of freedom. The geometric entanglement
entropy which captures infinitely many degrees of freedom can be recovered in the limit of
increasingly large subsystems [69].
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A simple example of a subsystem with a single degree of freedom, NA = 1, is provided
by a linear smearing of the fields against given test functions f(~x) and g(~x):
ϕˆf =
∫
f(~x) ϕˆ(~x) d3~x , pˆig =
∫
g(~x) pˆi(~x) d3~x . (4.1)
The observables ϕˆf and pˆif generate a Weyl algebra AA of type I which, as in section 6,
induces a factorization of the Hilbert space into H = HA⊗HB. The symplectic structure ΩA
of the subsystem can be computed from the commutator,
[ϕˆf , pˆig] = i
∫
f(~x) g(~x) d3~x . (4.2)
Given a Gaussian state |J〉 of the quantum field, the symmetrized correlation function re-
stricted to the subsystem A is
[G]A =
(
2 〈J |ϕˆf ϕˆf |J〉 〈J |ϕˆf pˆig + pˆig ϕˆf |J〉
〈J |ϕˆf pˆig + pˆig ϕˆf |J〉 2 〈J |pˆig pˆig|J〉
)
. (4.3)
The restricted complex structure [J ]A is given by [J ]A
a
b = −[G]acA (Ω−1A )cb and its eigenvalues
±ν determine the entanglement entropy of the subsystem A through (B.44).
We illustrate our result on three paradigmatic cases in quantum field theory where the
time-dependence of the entanglement entropy of a subsystem can be computed and our results
on the linear growth can be tested.
4.2 Dynamics of symmetry breaking and the inverted quadratic potential
We consider a scalar field ϕ(x) which goes through a symmetry breaking transition in real
time [70, 71]. A simple model is described by the action2
S[ϕ] =
∫ (
− 12∂µϕ∂µϕ− V (ϕ)
)
d4x (4.4)
with a quartic potential,
V (ϕ) = 12α(t)ϕ
2 + 14! εϕ
4 . (4.5)
The quadratic coupling α(t) is chosen so that, for t > 0, a minimum of the potential breaks
the symmetry ϕ→ −ϕ. We set
α(t) =
{
+m2, t ≤ 0
−µ2, t > 0
and 0 < ε 1 . (4.6)
The system is initially prepared in the ground state at t < 0 and then let evolve. For small
quartic coupling ε and short time, the evolution is described perturbatively by a tachyonic
2We adopt the notation x = (t, ~x) for a spacetime point and use the signature (−+ ++).
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instability: At the onset of the symmetry-breaking transition, the scalar field evolves as if it
was free and had a negative mass-squared, −µ2. We focus on this initial phase.
We set ε = 0 and study the free evolution governed by a quadratic Hamiltonian which
transitions from a stable phase to an unstable phase. It is useful to adopt Fourier transformed
canonical variables
ϕ(~k) =
∫
d3~xϕ(~x) ei
~k·~x , pi(~k) =
∫
d3~x pi(~x) ei
~k·~x (4.7)
so that the canonical commutation relations read [ϕ(~k), pi(~k′)] = i(2pi)3δ3(~k + ~k′) and the
symplectic structure in these coordinates is
Ω(~k,~k′) =
(
0 +1
−1 0
)
(2pi)3 δ3(~k + ~k′) . (4.8)
For t < 0, the Hamiltonian is
H =
∫
d3~k
(2pi)3
1
2
(
|pi(~k)|2 + (~k2 +m2) |ϕ(~k)|2
)
(4.9)
and the system is stable. The ground state is the Gaussian state |J0〉 with correlation functions
G0(~k,~k
′) =
(
2 〈J0|ϕ(~k)ϕ(~k′)|J0〉 〈J0|ϕ(~k)pi(~k′) + pi(~k′)ϕ(~k)|J0〉
〈J0|ϕ(~k)pi(~k′) + pi(~k′)ϕ(~k)|J0〉 2 〈J0|pi(~k)pi(~k′)|J0〉
)
(4.10)
=
 1√~k2+m2 0
0
√
~k2 +m2
 (2pi)3 δ3(~k + ~k′) . (4.11)
The complex structure of the ground state is therefore J0 = −G0 Ω−1, i.e.,
J0(~k,~k
′) =
 0 1√~k2+m2
−
√
~k2 +m2 0
 (2pi)3 δ3(~k − ~k′) . (4.12)
For t > 0, that is, after the transition from the stable to the unstable phase, the Hamil-
tonian governing the free evolution is given by
H =
∫
d3~k
(2pi)3
1
2
(
|pi(~k)|2 + (~k2 − µ2) |ϕ(~k)|2
)
. (4.13)
Modes with ~k2 smaller than µ2 are unstable and have Lyapunov exponents which come in
pairs ±λ(~k), with
λ(~k) =
√
µ2 − ~k2 for 0 ≤ ~k2 < µ2 . (4.14)
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As a result, infrared modes are unstable and the largest Lyapunov exponent λ(0) = µ is
associated to the homogeneous mode.
The classical evolution generated by the unstable Hamiltonian (4.13) is given by the
symplectic transformation Mt(~k,~k
′) = Mt(~k) (2pi)3 δ3(~k + ~k′), with
Mt(~k) =
 cosh
(√
µ2 − ~k2 t
) √
µ2 − ~k2 sinh
(√
µ2 − ~k2 t
)
1√
µ2−~k2
sinh
(√
µ2 − ~k2 t
)
cosh
(√
µ2 − ~k2 t
)
 . (4.15)
As a result, in the quantum theory, the correlation functions at the time t for the system
initially prepared in the Gaussian state |J0〉 are given by the evolved complex structure
Jt(~k,~k
′),
Jt(~k,~k
′) = Mt(~k)−1
 0 1√~k2+m2
−
√
~k2 +m2 0
 Mt(~k) (2pi)3 δ3(~k − ~k′) , (4.16)
which defines a Gaussian state |Jt〉 at the time t.
Let us consider a measuring device which probes the field and its momentum only in
a neighborhood of the point ~x = 0 with a linear size R. This device can be modeled by a
Gaussian smearing function f(~x). The subsystem A defined by such measurements is encoded
in the subalgebra of observables AA generated by
ϕˆA =
∫
ϕˆ(~x) f(~x) d3~x , pˆiA =
∫
pˆi(~x) f(~x) d3~x with f(~x) = 1
(
√
2pi R)3
e−
|~x|2
2R2 . (4.17)
This subsystem has NA = 1 bosonic degrees of freedom. Fluctuations of the observables ϕˆA
and pˆiA at the time t are encoded in the correlation functions of the subsystem
[Gt]A =
(
2 〈Jt|ϕˆA ϕˆA|Jt〉 〈Jt|ϕˆA pˆiA + pˆiA ϕˆA|Jt〉
〈Jt|ϕˆA pˆiA + pˆiA ϕˆA|Jt〉 2 〈Jt|pˆiA pˆiA|Jt〉
)
=
∫
Gt(~k,~k
′)f(~k)f(~k′)
d3~k
(2pi)3
d3~k′
(2pi)3
,
(4.18)
where f(~k) = e−
1
2
R2|~k|2 is the Fourier transform of f(~x). Similarly, the restricted complex
structure is the 2× 2 matrix
[Jt]A =
∫
Jt(~k,~k
′)f(~k)f(~k′)
d3~k
(2pi)3
d3~k′
(2pi)3
. (4.19)
The eigenvalues of i [Jt]A come in pairs ±ν(t) and the entanglement entropy of the subsystem
A is given by
SA(t) = S(ν(t)) (4.20)
where S(ν) is the function (B.44). The predicted asymptotic rate of growth of the entan-
glement entropy of a subsystem with NA = 1 is given by the subsystem exponent ΛA = 2µ,
which is the sum of the two largest Lyapunov exponents, i.e.,
SA(t) ∼ 2µ t . (4.21)
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Figure 6. Symmetry breaking and the inverted quadratic potential. We compute the entanglement
entropy SA(t) numerically for the time evolution with the unstable Hamiltonian (4.13). We set µ = 1.
The subsystem A is defined in (4.17) with R = 1.
A numerical plot of the entanglement entropy as a function of time, together with the pre-
dicted rate of growth, is shown in figure 6.
We note that, as the positive Lyapunov exponents of the system appear in a continuous
band λ(~k) =
√
µ2 − ~k2, the prediction for the asymptotic growth of the entanglement entropy
of a subsystem with NA degrees of freedom is simply SA(t) ∼ 2NA µ t. In the case of a
subsystem with infinitely many degrees of freedom, it is useful to induce an infrared cutoff,
for instance a cubic volume V = L3. The boundary conditions induce a quantization of the
momentum ~k =
(
2pi
L nx,
2pi
L ny,
2pi
L nz
)
which splits the degeneracy of the Lyapunov exponents
and results in a discrete sequence λ(~k). We can now define the number NI of unstable degrees
of freedom of the system. In the limit L 2piµ we find
NI ∼ L3
∫
Θ(λ(~k))
d3~k
(2pi)3
=
(µL)3
6pi2
. (4.22)
A generic subsystem which probes infinitely many degrees of freedom, as in the case of the
geometric entanglement entropy of a region of space, would probe all the unstable degrees
of freedom of the system. As a result the asymptotic growth of the entanglement entropy is
expected to be given by
SA(t) ∼ hKS L3 t , (4.23)
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where hKS is the Kolmogorov-Sinai rate per unit volume,
hKS =
∫
Θ(λ(~k))λ(~k)
d3~k
(2pi)3
=
µ4
32pi
. (4.24)
As a result, for a generic subsystem with infinitely many degrees of freedom, the quantity hKS
describes the asymptotic behavior of the entanglement entropy per unit space-time volume.
In this analysis we assumed that the quartic term 14! εϕ
4 is not present in the potential and
the evolution is simply described by a quadratic Hamiltonian with instabilities. In section 7.1
we discuss when this approximation is expected to be valid.
4.3 Preheating and parametric resonance
The simplest model of parametric resonance in quantum field theory is described by the
Hamiltonian
H(t) =
∫
d3~k
(2pi)3
1
2
(
|pi(~k)|2 + (~k2 + v20 sin2(M0 t)) |ϕ(~k)|2) (4.25)
which has a quadratic potential that oscillates in time with period 2pi/M0. For small values
of the amplitude of oscillation,
v20 M20 , (4.26)
we have a narrow resonance band around the frequency of the perturbation,
|~k| ∈
[
M0 − v
2
0
4M0
, M0 +
v20
4M0
]
. (4.27)
Modes with momentum |~k| ≈ M0 are parametrically amplified. The Lyapunov exponents of
the system can be determined via Floquet analysis as we already did in section 3.3. The
canonical subsystem spanned by
(
ϕ(~k), pi(−~k)) with ~k in the band (4.27) has Lyapunov
exponents ±λ(~k) with
λ(~k) ≈
√( v20
4M0
)2 − (M0 − |~k|)2 . (4.28)
Given an initial Gaussian state — for instance the Minkowski vacuum — the evolution of the
correlation functions of the system can be computed analytically in terms of Mathieu func-
tions. In figure 7 we show the time-evolution of the entanglement entropy of a subsystem A
defined by a subalgebra of observables AA generated by the linear observables (4.17). At the
classical level, the subsystem exponent ΛA can be easily computed: It is given by the sum
of the two largest Lyapunov exponents of the systems, which are degenerate in value and
correspond to modes exactly at the resonance |~k| = M0. Therefore we have
ΛA = 2λ(M0) =
v20
2M0
. (4.29)
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Figure 7. Preheating and parametric resonance. We compute the entanglement entropy SA(t) numer-
ically. The subsystem is defined in (4.17), the time evolution is governed by the Hamiltonian presented
in (4.25) and we start in the Minkowski vacuum state. We set R = 1, M0 = 1 and v
2
0 = 0.1 leading to
the entanglement production rate ΛA = 0.05. The quantity SA(0) is the entanglement entropy of the
Minkowski vacuum and the linear production phase is reached after an initial transient.
As predicted by theorem 1, the entanglement entropy of the subsystem initially prepared in
a Gaussian state |J0〉 is observed to grow as SA(t) ∼ ΛA t.
The phenomenon of parametric resonance plays a central role in a variety of far-from-
equilibrium processes in quantum field theory [72–74]. We briefly discuss three examples:
preheating in cosmology [75–78], the formation of the chiral condensate in relativistic heavy-
ion collisions [79], and the dynamical Casimir effect in trapped Bose-Einstein condensates [80].
At the end of cosmological inflation, the inflaton oscillates coherently around the mini-
mum of its potential. Such oscillations excite the vacuum of matter fields via the phenomenon
of parametric resonance. This phase of explosive non-thermal particle production is called
preheating and is followed by a thermalization phase which provides the initial conditions for
Big Bang Nucleosynthesis. A simple model of preheating consists in a coupling V = 12g
2Φ2 ϕ2
between the inflaton Φ and a field ϕ which serves as proxy for Standard Model fields. Co-
herent oscillations of the inflaton, 〈Φ(~x, t)〉 = Φ0 sin(M0 t), result in an effective dynamics
for the matter field described by an Hamiltonian of the form (4.25) with a coupling constant
v20 = g
2Φ20. At the beginning of the oscillatory phase, the state of matter can be assumed to
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be the vacuum |J0〉 because of the dilution effect of the inflationary phase. Its evolution in the
preheating phase results in a Gaussian state |Jt〉 which is far from equilibrium: The Floquet
instability of the Hamiltonian results in an explosive production of particles with momenta in
the resonance band. For a given subalgebra of observables AA, such as the one discussed in
(4.17), theorem 1 predicts a linear growth of the entropy with a rate given by the subsystem
exponents ΛA. Phenomenologically, the relevant choice of subalgebra of observables or coarse
graining of the system is dictated by the interaction with its environment. The interaction
of the produced particles and the expansion of the universe have the effect of reducing the
efficiency of the resonance and eventually lead to a thermal-equilibrium radiation-dominated
phase, with an expected entropy profile qualitatively similar to the one illustrated in figure 3.
A similar preheating phenomenon is discussed in the context of relativistic heavy-ion col-
lisions where, in the late stages of the evolution of a quark-gluon plasma, a chirally symmetric
state rolls down and oscillates around to the minimum of the effective chiral potential [79].
Coherent pion excitations are described by a quark condensate Φ = 〈q¯q〉 and ~φ = 〈q¯~σq〉 and
a O(4) linear sigma model with φa = (Φ, ~φ ) with explicit symmetry breaking. The action of
the system is
S[Φ, ~φ ] =
∫
d4x
(
− 1
2
∂µφa∂µφ
a − 1
4
g (φaφ
a − f2pi)2 −m2pi fpiΦ0
)
(4.30)
with parameters g ≈ 20, fpi ≈ 90 MeV and mpi ≈ 140 MeV. The coherent field φa is initially in
a chirally symmetric state. As it rolls down the potential and oscillates around the minimum
φa ≈ (fpi,~0 ), a squeezed state of coherent pion pair excitations is produced via parametric
resonance. In this phase, the entanglement entropy of a generic subsystem A is predicted
to grow with a rate given by the subsystem exponent ΛA. As discussed in [18], the linear
entropy growth is expected to be bounded by the Kolmogorov-Sinai rate of the system.
Time-dependent Hamiltonians of the form (4.25) appear also in the description of stimu-
lated quasi-particle production in cold atomic Bose gases [81, 82]. A periodic modulation of
the external potential that traps the gas induces a response in the condensed portion of the
gas which acts as a time-dependent background for quasi-particles. The study of entangle-
ment entropy growth in cold atomic Bose gases is of particular relevance because of current
experiments which can probe the non-separability of phonon pair creation [83, 84].
4.4 Cosmological perturbations and slow-roll inflation
During slow-roll inflation, quantum perturbations of the metric and the inflaton field are
stretched and squeezed. We illustrate this phenomenon — together with the associated growth
of the entanglement entropy — using a simple model consisting of a minimally-coupled mass-
less scalar field in a cosmological spacetime. The action of the system is
S[ϕ] = −
∫
d4x 12
√−ggµν ∂µϕ∂νϕ (4.31)
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where with a metric gµν that defines the line element of a Friedmann-Lemaˆıtre-Robertson-
Walker spacetime, ds2 = gµνdx
µdxν = −dt2 + a(t)2 d~x2. The evolution of the field in the
cosmic time t is generated by the time-dependent Hamiltonian
H(t) =
∫
d3~k
(2pi)3
1
2
(
|pi(~k)|2
a(t)3
+ a(t)~k2 |ϕ(~k)|2
)
, (4.32)
where ~k is the comoving momentum and pi(~k) = a(t)3 dϕ(~k)/dt. During slow-roll inflation,
the Hubble rate changes slowly in time. To illustrate the analysis of the stability of the
system, here we model this quasi-de Sitter phase with a de Sitter scale factor,
a(t) = eH0 t . (4.33)
The canonical subsystem spanned by
(
ϕ(~k), pi(−~k)) with comoving momentum ~k is not a
regular Hamiltonian system because of exponential collinearity (see appendix A.3). In fact
the angle between the two Lyapunov vectors `1(~k) and `2(~k) approaches 0 as e
−H0t. As a
result, the Lyapunov exponents of the mode ~k do not have to be opposite in sign. In fact
they are found to be given by
λ1(~k) = H0 and λ2(~k) = 0 , (4.34)
where H0 is the Hubble rate. In the quantum theory we consider an initial state at the time
t0 → −∞ given by the Bunch-Davies vacuum. The correlation functions of this state at the
time t can be determined in closed form and are given by
Gt(~k,~k
′) = 2

1
2|~k| e
−2H0t + H
2
0
2|~k|3 −
H0
2|~k| e
+H0t
− H0
2|~k| e
+H0t |~k|
2 e
+2H0t
 (2pi)3 δ3(~k + ~k′) , (4.35)
from which we can read the complex structure Jt(~k,~k
′).
We analyze the entanglement growth of a subsystem spanned by a linear smearing of the
field and the momentum. In order to guarantee that the dispersion of the linear observables
are finite, we consider a smearing of the form
ϕˆA =
∫
∆ϕˆ(~x) f(~x) d3~x , pˆiA =
∫
∆pˆi(~x) f(~x) d3~x with f(~x) = 1
(
√
2pi R)3
e−
|~x|2
2R2 ,
(4.36)
where ∆ϕˆ(~x) = δij∂i∂jϕˆ(~x) is the comoving Laplacian and the Gaussian smearing is over a
region of comoving size R. The eigenvalues of the restricted complex structure [iJt]A come in
pairs ±ν(t) and are given by
ν(t) = 16
5
√
3pi
√
1 + 16H
2
0R
2 e+2H0 t . (4.37)
The entanglement entropy SA(t) = S(ν(t)) of the subsystem is plotted in figure 8 and for
long time, i.e. for large number of efoldings, grows linearly as SA(t) ∼ H0 t. This is exactly
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Figure 8. Quantum field in de Sitter space. We plot the entanglement entropy SA(t) = S(ν(t)) from
(4.37) associated to the subsystem described in (4.36). In the phase of linear growth, the entropy is
observed to grow with rate given by the Hubble rate H0 as predicted by theorem 1. We set H0 = 1
and R = 1 in this plot.
the asymptotic growth predicted by theorem 1 written in terms of the subsystem exponent
ΛA = H0.
3
We note that previous studies of the growth of the entanglement entropy of cosmological
perturbations focus on the (~k,−~k) subsystem [85–88]. On the other hand the results presented
here apply to all subsystems defined by smeared fields.
5 Proof, part I: classical ingredients
In this section and the subsequent section we collect and prove results used in the proof of
the main theorem presented in section 2.
We consider a classical dynamical system with N degrees of freedom. We assume that
the system has a Hamiltonian dynamics defined in a linear phase space [89]. We also restrict
attention to quadratic time-dependent Hamiltonians. In this case we discuss the notions of
stability, Lyapunov exponents and the growth of the volume of subsystems [32, 33].
3At the classical level, the momentum piA grows exponentially fast as e
H0t while the smeared field ϕA has
a norm which does not change exponentially and does not approach piA exponentially fast. As a result the two
vectors span a parallelogram whose area grows as eH0t leading to a subsystem exponent ΛA = H0.
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5.1 Linear phase space and quadratic time-dependent Hamiltonians
We consider a system with N degrees of freedom described by a linear phase space V = R2N .
Phase space observables O are smooth functions of 2N real variables denoted ξa,
O : R2N → R
ξa 7→ O(ξ) . (5.1)
The space of observables is equipped with a Lie algebra structure defined by the Poisson
brackets
{f(ξ), g(ξ)} = Ωab ∂af(ξ) ∂bg(ξ) (5.2)
where Ωab is a nondegenerate antisymmetric matrix. In this paper we mostly focus on linear
observables v = vaξ
a and quadratic observables O = 12habξaξb. We call V ∗ the vector space
formed by all linear observables, and denote by va the elements of V
∗ and by wa the elements
of V . The restriction of the Poisson brackets to the space of linear observables is
{u, v} = Ωabuavb . (5.3)
A Darboux basis4 (also called symplectic basis) of phase space functions consists of a set
DV = (q1, . . . , qN , p1, . . . , pN ) of linear observables5
qi = qia ξ
a and pi = pia ξ
a with i = 1, . . . , N (5.4)
satisfying canonical Poisson brackets {qi, qj} = 0, {pi, pj} = 0, {qi, pj} = δij .
The notions of symplectic vector space and symplectic transformations play a central
role in the description of the system. A symplectic structure on V is an antisymmetric non-
degenerate bilinear map ωab : V × V → R. It provides a canonical map from V to V ∗
given by va = ωabv
b. The couple (V, ωab) defines a symplectic vector space. The inverse of the
symplectic structure, denoted Ωab, is the antisymmetric bilinear map defined by Ωac ωcb = δ
a
b
and is a symplectic structure on V ∗. The space V ∗ of linear observables on a linear phase
space, equipped with the bilinear map Ωab describing the restriction of the Poisson brackets
to V ∗ as in (5.3), is a symplectic vector space. In a Darboux basis, the symplectic structure
Ωab and its inverse ωab take the 2N × 2N matrix form Ω = (Ωab) and ω = (ωab),
Ω =
(
0 +1
−1 0
)
, ω ≡ Ω−1 =
(
0 −1
+1 0
)
. (5.5)
4Technically, DV is a basis of the dual phase space V ∗, but we refrained from bloating our notation by
writing DV ∗ . All Darboux bases D in this paper will live in the dual phase space V ∗.
5When using abstract indices, a Darboux basis DV = (ξ1a, . . . , ξ2Na ) consisting of 2N linear observables ξab
can be read as a concrete representation of the Kronecker delta δab = ξ
a
c ξ
c
b = ξ
a
b when we read both indices as
abstract indices. However, when referring to an explicit basis (q1, . . . , qN , p1, . . . , pN ), we will use lower indices
to match standard conventions.
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The linear symplectic group Sp(2N) is the group of 2N × 2N matrices Mab satisfying the
relation MacM
b
d Ω
cd = Ωab. In matrix form we have MΩMᵀ = Ω. Note that the inverse of a
symplectic matrix is given by M−1 = ΩMᵀω. The matrices Mab can be interpreted as linear
maps either on V or on V ∗, and preserve the corresponding symplectic structures.
The dynamics of a Hamiltonian system is prescribed by a Hamilton function H(t) that
we allow to be time-dependent. The Hamilton equations of motion of an observable O are
O˙(t) = {O(t), H(t)}+ ∂O(t)
∂t
. (5.6)
In particular, for the linear observables ξa we have
ξ˙a(t) = Ωab∂bH(t) . (5.7)
In this paper we focus on time-dependent quadratic Hamiltonians, i.e. phase space functions
of the form
H(t) =
1
2
hab(t) ξ
aξb + fa(t) ξ
a . (5.8)
In this case the Hamilton equations simplify to the linear equation
ξ˙a(t) = Kab(t) ξ
b + Ωabfb(t) (5.9)
where the matrix Kab(t) is defined in terms of the quadratic term in the Hamiltonian by
Kab(t) = Ω
achcb(t) . (5.10)
The solution of this equation provides the time evolution of the linear observable ξa,
ξa(t) = Mab(t) ξ
b(0) + ηa(t) . (5.11)
The matrix Mab(t) solves the differential equation M˙
a
b(t) = K
a
c(t)M
c
b(t) with the identity
as initial condition, and can be expressed as a time-ordered exponential,
Mab(t) = T exp
(∫ t
0
Kab(t
′) dt′
)
. (5.12)
As the time evolution preserves the Poisson brackets, the matrix Mab(t) belongs to the linear
symplectic group Sp(2N), i.e. Mac(t)M
b
d(t)Ω
cd = Ωab. The time-dependent shift ηa(t) in
(5.11) satisfies η˙a(t) = Kab(t)η
b(t) + Ωabfb(t). It is given by
ηa(t) = Mab(t)
∫ t
0
M−1(t′)bc Ωcdfd(t′) dt′ (5.13)
and it vanishes if the linear term fa(t)ξ
a is not present in the Hamiltonian.
A simple example of time-dependent quadratic Hamiltonian of the form (5.8) is given by
a system of coupled harmonic oscillators with time-dependent couplings or driven by external
forces. Another important example arises in the description of the lowest-order expansion of
the evolution of a time-independent non-linear system around a classical solution chosen as
background. In this case the time-dependence of the effective Hamiltonian arises from the
background classical solution.
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5.2 Linear stability and Lyapunov exponents
To characterize the linear stability of a dynamical system we consider a small perturbation
δξa(t) of a classical solution ξa0(t) that satisfies the Hamilton equations. Substituting ξ
a(t) =
ξa0(t) + δξ
a(t) into (5.7) and expanding at linear order in the perturbation we find the linear
equation
δξ˙a(t) = Ωac∂c∂bH(t)|ξ0 δξb(t) , (5.14)
with Kab(t) ≡ Ωac∂c∂bH(t)|ξ0 the stability matrix of the classical solution ξa0(t). For the
quadratic Hamiltonian (5.8) the stability matrix is simply given by Kab(t) = Ω
achcb(t). As a
result, the time evolution of the perturbation is given by
δξa(t) = Mab(t) δξ
b(0) (5.15)
where the symplectic matrix M(t) is given by (5.12). In order to measure the separation of
two configurations in phase space we introduce a metric gab, i.e. a positive definite symmetric
bilinear, and define the norm ||δξ|| ≡
√
gab δξa δξb. The exponential rate of separation of two
sufficiently close classical solutions is given by the Lyapunov exponent λδξ defined as
λδξ = lim
t→∞
1
t
log
‖δξ(t)‖
‖δξ(0)‖ . (5.16)
We note that the Lyapunov exponent λδξ is independent from the choice of metric gab used
to measure the distance between the classical trajectories ξa0(t) and ξ
a
0(t) + δξ
a(t). See ap-
pendix A.2 for a proof of this statement.
It is also useful to define Lyapunov exponents of linear observables `(δξ) = `aδξ
a that
probe the perturbation δξa(t) and live in the dual phase space `a ∈ V ∗. From the time
evolution equation (5.15), we can read off that `(t) evolves as
`a(t) = M
b
a(t) `b(0) = (M (ᵀt) `(0))a . (5.17)
In order to define a norm ‖`‖ =
√
Gab`a`b, we use the inverse metric G
ab, such that Gacgcb =
δab. Again, the Lyapunov exponent
λ` = lim
t→∞
1
t
log
‖`(t)‖
‖`(0)‖ . (5.18)
will be independent of the metric that we choose.
The metric gab, used above to define Lyapunov exponents, is said to be compatible
with the symplectic structure ωab with inverse Ω
ab if the matrix Jab ≡ Ωacgcb is symplectic,
Jac J
b
d Ω
cd = Ωab, and squares to minus the identity JacJ
c
b = −δab. In this case, Jab defines
a complex structure. The inverse metric Gab is then compatible with the symplectic structure
Ωab in the dual space. A compatible metric gab allows us to define the limiting matrix La
b,
La
b ≡ lim
t→∞
1
2t
log
(
gacM
c
dG
deM be
)
, (5.19)
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that characterizes the long-time stability of the system.6 Provided that the Hamiltonian
system is regular in the sense of appendix A.3, Lyapunov exponents exist for all linear ob-
servables `a and are given by the eigenvalues of the limiting matrix La
b. As the matrix La
b is
symmetric and belongs to the symplectic algebra sp(2N), its eigenvalues are real and come in
pairs with opposite sign (λ,−λ). The Lyapunov spectrum consists of the ordered Lyapunov
exponents given by
λ1 ≥ · · · ≥ λN ≥ 0 ≥ λN+1 ≥ · · · ≥ λ2N , (5.20)
with λ2N+1−i = −λi for regular Hamiltonian systems, as explained in appendix A.1. The
dimension of an eigenspace is how often the associated exponent appears in this list. The
eigenvectors `b of La
b provide us with a Darboux basis of V ∗ adapted to the unstable directions
of the system. This basis, called the Lyapunov basis DL,
DL = (`1, . . . , `2N ), (5.21)
is defined so that the only non-trivial Poisson brackets are {`i, `2N−i+1} = 1 for i = 1, . . . , N
and limt→∞ 1t log‖`i(t)‖/‖`i(0)‖ = λi with `i(0) = `i. Note that DL is not unique because
it depends on our choice of metric Gab, but subsequent results will be independent of this
choice [90, 91].
We will discuss examples of unstable quadratic systems in section 2. The prototypical
example is the inverted harmonic oscillator, with a potential V that is unbounded from below.
The Lyapunov exponents of the system are related to the unstable directions of the potential.
Another example is provided by periodically driven systems, i.e., systems with a quadratic
time-dependent Hamiltonian of the form (5.8) with periodic coefficients hab(t+ T ) = hab(t).
In this case instabilities appear due to the phenomenon of parametric resonance [89]. The real
part of the Floquet exponents of the system coincide with the notion of Lyapunov exponents
described above.
5.3 Subsystems and the subsystem exponent ΛA
The partition of a Hamiltonian system in two complementary subsystems corresponds to a
decomposition of the phase space V and its dual V ∗ into direct sums
V = A⊕B and V ∗ = A∗ ⊕B∗ (5.22)
with dimension dimA = 2NA, dimB = 2NB where NA is the number of degrees of freedom
in the subsystem A and NA + NB = N . This decomposition can be understood as induced
by a choice of subspace of linear observables φi = φiaξ
a and pii = piiaξ
a with i = 1, . . . , 2NA
and canonical Poisson brackets {φi, φj} = 0, {pii, pij} = 0, {φi, pij} = δij .
This set of observables provides us with a Darboux basis of linear observables A∗ that
only probe the degrees of freedom in A
DA = (θ1, . . . , θ2NA) = (φi, pii), (5.23)
6In matrix form, L = limt→∞ 12t log
(
gM(t)GMᵀ(t)
)
.
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and it can be completed to a Darboux basis of the full system by introducing a Darboux basis
of B∗,
DB = (Θ1, . . . , Θ2NB ) = (Φi,Πi). (5.24)
so that
DV = (DA,DB). (5.25)
Given a Darboux basis θr of A∗ and its dual basis ϑr of A satisfying θraϑas = δrs, we
can restrict tensors to the subsystem by appropriate contractions. Most importantly, we will
consider the restriction [J ]A of the complex structure J
a
b and [G]A of a metric G
ab:
[J ]A = (θ
r
a J
a
b ϑ
b
s) and [G]A = (θ
r
aG
ab θsb) . (5.26)
Note that, as θra is a Darboux basis, the restriction of the symplectic structure Ω
ab is still
a symplectic structure, [Ω]A = ΩA. On the other hand, the restriction [J ]A of a complex
structure J is not in general again a complex structure, because it does not necessarily satisfy
[J ]2A = −1A.
We give some examples of subsystems. Consider for instance a linear chain of N oscil-
lators, with the oscillator at site i having canonical coordinates (qi, pi). A first example of
subsystem A corresponds to the subset of observables (qi, pi) with i = 1, . . . , NA associated to
a geometric decomposition of the chain in two complementary intervals. A second example
of subsystem is given by a subset of normal-mode observables (φ˜k, p˜ik) with k = 1, . . . , NA
corresponding to the long-wavelength perturbations of the system. A third example is pro-
vided by a detector that makes measurement of the localized observables (Q,P ) only, with
Q = 1Nd
∑Nd
i=1 qi and P =
∑Nd
i=1 pi probing only average properties of a localized subset of
oscillators. Each example shows that the choice of a subsystem A corresponds to a coarse
graining of the system that preserves the symplectic structure of the accessible observables.
Given a subsystem A we introduce a new notion of characteristic exponent ΛA that gener-
alizes the notion of Lyapunov exponents of the system. A Darboux basis DA = (θ1, . . . , θ2NA)
of the subsystem defines a symplectic cube
VA =
{
2NA∑
r=1
cr θ
r
∣∣∣∣∣ 0 ≤ ci ≤ 1
}
⊂ A∗ . (5.27)
Given the metric Gab, we can compute the volume VolG(VA) of the symplectic cube VA as
the square root of the determinant of the 2NA × 2NA Gramian matrix (θraGab θsb),
VolG(VA) ≡
√
det(θraG
ab θsb) =
√
det[G]A . (5.28)
We will be interested in how this volume changes under time evolution. Let us recall that the
action on V ∗ is given by the transpose Mᵀ(t)ab = M ba(t). If we evolve the symplectic cube
VA with Mᵀ, we have
VolG(M
ᵀ(t)VA) =
√
det([M(t)GMᵀ(t)]A) . (5.29)
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We define the subsystem exponent ΛA as the exponential rate of growth of the volume of the
subsystem measured with respect to the metric Gab,
ΛA = lim
t→∞
1
t
log
VolG(M
ᵀ(t)VA)
VolG(VA) . (5.30)
For a regular Hamiltonian system this limit exists and is independent of the metric gab, see
appendix A.3. Note that the exponent of the full system ΛV vanishes because [M
ᵀ(t)]V =
Mᵀ(t) and the determinant of a symplectic matrix is equal to one. The vanishing of ΛV is a
special case of the Liouville theorem. We say that the subsystem A is unstable under time
evolution if it has a positive exponent ΛA.
5.4 Relation of the exponent ΛA to Lyapunov exponents
We now show how to compute the subsystem exponent ΛA once the Lyapunov spectrum of
the system is known. The result is stated and proven below.
Theorem 3 (Subsystem exponent). Given a regular Hamiltonian system with Lyapunov
spectrum (λ1, . . . , λ2N ) and Lyapunov basis DL = (`1, . . . , `2N ), the subsystem exponent ΛA
associated to the symplectic decomposition V = A∗ ⊕B∗ can be determined as follows:
1. Choose a Darboux basis DA = (θ1, . . . , θ2NA) of the symplectic subspace A∗ ⊂ V ∗.
2. Compute the unique transformation matrix T that expresses DA in terms of the Lya-
punov basis DL = (`1, . . . , `2N ):
 θ
1
...
θ2NA
 =

T 11 · · · T 12N
...
. . .
...
T 2NA1︸ ︷︷ ︸
~t1
· · · T 2NA2N︸ ︷︷ ︸
~t2N

 `
1
...
`2N

.
,
(5.31)
We refer to the 2N columns of T as ~ti.
3. Find the first 2NA linearly independent
7 columns ~ti of T which we can label by ~tik with
k ranging from 1 to 2NA. The result is a map k 7→ ik ∈ (1, . . . , 2N) with ik+1 > ik.
The subsystem exponent ΛA is then given by the sum over the 2NA Lyapunov exponents λik ,
ΛA =
2NA∑
k=1
λik , (5.32)
where the index ik is defined above.
7Here, we mean that ~ti cannot be expressed as a linear combination of the vectors (~t1, . . . ,~ti−1) standing
to the left in the matrix T .
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Proof. The rectangular matrix T in (5.31) allows us to express the elements of the Darboux
basis DA of the subsystem in terms of the Lyapunov basis, θr =
∑2N T ri `i. Denoting the
columns of T by ~ti we can select the first 2NA linearly independent columns in the ordered
set (~t1, . . . ,~t2N ). We label them ~tik and organize them in the 2NA × 2NA square matrix U ,
U =
(
~ti1 . . . ~ti2NA
)
. (5.33)
Due to their linear independence, the inverse U−1 exists and turns T into an upper triangular
matrix T˜ of the form
T˜ = U−1T =

0 · · · 0 1 ∗ ∗ · · · · · · · · · · · · · · · · · · ∗
0 · · · · · · · · · 0 1 ∗ ∗ · · · · · · · · · · · · ∗
...
...
...
...
0 · · · · · · · · · · · · · · · · · · 0 1 ∗ ∗ · · · ∗
 , (5.34)
where the ∗ represents an unspecified value. Acting with U−1 on the left and the right-hand
side of (5.31) we find
θ˜k = `ik +
2N∑
j>ik
T˜ kj `
j , (5.35)
where θ˜k = (U
−1θ)k. Note that the vectors θ˜k satisfy limt→∞ 1t log‖Mᵀ(t)θ˜k‖/‖θ˜k‖ = λik .
Moreover the 2NA vectors θ˜
k are linearly independent and form a (generally non-symplectic)
basis of A∗. Therefore the cube Mᵀ(t)VA is given by a time-independent linear transformation
of the one spanned by Mᵀ(t) θ˜k. In the limit t → ∞ the volume of the subsystem scales as
VolG(M
ᵀ(t)VA) ∼ exp(
∑2NA
k=1 λikt) if there are no directions that become collinear in an
exponentially fast way under time evolution. As the exponential collinearity is excluded
by the assumption of regularity (see appendix A.3), the subsystem exponent is given by
(5.32).
This theorem, together with the fact that bothDL = (`1, . . . , `2N ) andDA = (θ1, . . . , θ2NA)
are symplectic bases, implies the following important property of the subsystem exponent ΛA.
Corollary. The subsystem exponent is non-negative,
ΛA ≥ 0 . (5.36)
Proof. Let us denote the elements of the Lyapunov basis by `i = Qi for i ≤ N and `i =
P2N+1−i for i > N so that (`1, . . . , `2N ) = (Q1, . . . , QN , PN , . . . , P1). Each vector v˜ik with
ik > N consists of a linear superposition of momenta Pi only, as follows from (5.35). As
a result, to span a symplectic subspace, for each such v˜ik there has to be a v˜ik′ with ik′ ≤
2N + 1 − ik so to contain the conjugate position Qi in the linear superposition. Therefore,
negative Lyapunov exponents λik with ik > N are paired with positive Lyapunov exponents
λik′ , resulting in a sum of non-negative terms λik + λik′ ≥ 0 in (5.32).
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Figure 9. Subsystem exponents due to phase space stretching. We illustrate the statement of theo-
rem 3. We start with a symplectic cube VA ⊂ A∗ in the subsystem and time-evolve it to the deformed
cube Mᵀ(t)VA that is dominantly stretched into the 2NA directions of Mᵀ(t)`ik with Lyapunov expo-
nents λik . Consequently, the logarithm of its metric volume behaves as log Vol(M
ᵀ(t)VA) ∼
∑2NA
k=1 λikt.
In generic situations, λik are just the 2NA largest Lyapunov exponents, as explained in theorem 4.
The quantity log Vol(Mᵀ(t)VA) is related to the entanglement entropy SA as explained in section 6.2.
We illustrate this result with some examples of subsystems and the associated exponents.
Consider a system with N = 2 degrees of freedom, Lyapunov spectrum
(λ1, λ2,−λ2,−λ1) (5.37)
and Lyapunov basis DL = (`1, `2, `3, `4) = (Q1, Q2, P2, P1). A subsystem A with NA = 1
degree of freedom can be identified by specifying a canonical couple (φ, pi). Here we give
three examples:
(1)
{
φ = Q1
pi = Q2 + P1
⇒ T =
(
1 0 0 0
0 1 0 1
)
⇒ ΛA = λ1 + λ2 ≥ 0 , (5.38)
(2)
{
φ = Q1 +Q2
pi = P2
⇒ T =
(
1 1 0 0
0 0 1 0
)
⇒ ΛA = λ1 − λ2 ≥ 0 , (5.39)
(3)
{
φ = Q1 +Q2
pi = P1
⇒ T =
(
1 1 0 0
0 0 0 1
)
⇒ ΛA = λ2 − λ2 = 0 . (5.40)
In particular the subsystem given by a single couples (Qi, Pi) has vanishing subsystem expo-
nent ΛA = 0. Note also that the difference of positive Lyapunov exponents can appear as in
example (5.39). We will reconsider these examples in section 3.1 and relate the subsystem
exponents ΛA to the production of entanglement entropy.
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5.5 Relation of the exponent ΛA to the Kolmogorov-Sinai entropy rate
From an information-theory perspective, the Hamiltonian evolution of a dynamical system
with sensitive dependence on initial conditions produces entropy. This is because two ini-
tial conditions that are indistinguishable at a fixed resolution will evolve into distinguishable
states after a finite time. The Kolmogorov-Sinai entropy rate provides a quantitative char-
acterization of this behavior: It measures the uncertainty remaining on the next state of a
system, if an infinitely long past is known [30–33]. It is defined as follows.
We decompose the phase space V into cells (C1, . . . , Cn) belonging to a partition P. Given
a sampling time ∆t, we can compute the probability µ(C1, . . . , Cn) that a trajectory starting
in cell C1 will successively go through C2, C3 and so on. The entropy per unit time with
respect to such a given partition is given by Shannon’s formula,
h(P) = − lim
∆t→0
lim
n→∞
1
n∆t
∑
C1,...,Cn
µ(C1, . . . , Cn) logµ(C1, . . . , Cn) . (5.41)
The Kolmogorov-Sinai entropy rate is then defined as the supremum over all possible parti-
tions:
hKS ≡ supP h(P) . (5.42)
The quantity hKS is a global invariant of the system and it provides a quantitative charac-
terization of the notion of deterministic chaos in a Hamiltonian system.
A positive Lyapunov exponent corresponds to the exponential divergence in time of some
initially nearby trajectories. This phenomenon results in the unpredictability of the evolution
at finite resolution, and therefore contributes to hKS. Pesin’s theorem [90, 92] states that,
for Hamiltonian dynamical systems, the Kolmogorov-Sinai entropy rate is equal to the sum
over all the positive Lyapunov exponents of the system. Let us call NI ≤ N the number
of non-vanishing positive Lyapunov exponents. Using the ordering (5.20) of the Lyapunov
spectrum, we have
hKS =
NI∑
i=1
λi . (5.43)
This formula, together with (5.32), clearly shows that the Kolmogorov-Sinai entropy rate
provides an upper bound to the characteristic exponent ΛA of a subsystem,
ΛA ≤ hKS . (5.44)
In the following we discuss when this inequality is saturated and show that, for a large class
of system decompositions, the characteristic exponent ΛA equals the rate hKS. The following
theorem is instrumental.
Theorem 4 (Subsystem exponent – generic subsystem). The subsystem exponent of a generic
subsystem A of dimension NA is given by the sum of the first 2NA Lyapunov exponents, a
special case of (5.32),
ΛA generic =
2NA∑
i=1
λi . (5.45)
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This behavior holds for all subsystems A ∈ V , except for a set of measure zero.
Proof. The space of 2NA-dimensional symplectic subspaces of V has the structure of a differ-
entiable manifold and is called the symplectic Grassmannian SpGr(2NA, V ). Let us consider
the set of points on this manifold where the generic asymptotics (5.45) does not apply. The
statement of the theorem is that this set forms a lower dimensional submanifold. All standard
measures on differentiable manifolds will therefore assign a measure zero to this subset.
By applying theorem 3, (5.32), we find ΛA generic =
∑2NA
i=1 λi whenever the first 2NA columns
of the transfer matrix T are linearly independent. Let us therefore analyze for how many
system decompositions this does not hold. The space of 2NA-dimensional symplectic sub-
spaces SpGr(2NA, V ) can be identified with the space of transformation matrices such that
the restricted symplectic form [Ω]A is non-degenerate, modulo GL(2NA):
SpGr(2NA, V ) = {T ∈ Mat(2N×2NA)| det (TΩT ᵀ) 6= 0} /GL(2NA) . (5.46)
This follows from the fact that, for a given choice of Lyapunov basis and of a Darboux basis of
A, every subspace A ∈ SpGr(2NA, V ) defines a unique transfer matrix T . The different basis
choices are equivalent to acting with a GL(2NA)-matrix on T from the left. The space of full
rank (2N×2NA)-matrices is (2N)(2NA)-dimensional and GL(2NA) is (2NA)2-dimensional.
The condition det (TΩT t) 6= 0 only cuts out a lower dimensional submanifold which does not
change the dimension. This fact implies that the dimension of SpGr(2NA, V ) is 4NA(N−NA).
Let us now compare this to the space of subspaces for which the subsystem exponent ΛA is not
given by the sum over the first 2NA largest Lyapunov exponents. For this to happen, it is a
necessary condition that the first 2NA columns of the transfer matrix are linearly dependent.
This space is (4NNA−1)-dimensional which we still need to quotient by GL(2NA). Therefore,
the subset of spaces of subsystems A, for which we find ΛA 6= ΛA generic, has a dimension of at
most 4NA(N −NA)− 1. This is a set of measure zero with respect to any standard measure
on SpGr(2NA, V ) because it lies in a lower dimensional submanifold.
This behavior was conjectured by Zurek and Paz in [4] and later discussed by Asplund
and Berenstein [35] and ourselves [36].
Of the three examples discussed at the end of section 5.3, only the one-dimensional sub-
system (φ, pi) with ΛA = λ1 + λ2 is generic, (5.38). Note that most numerical algorithms
for the computation of the Lyapunov exponents of a dynamical system start with the com-
putation of the exponential rate of expansion of the volume of a subsystem [93]. Lyapunov
exponents are computed by taking the difference between the exponential rate of expansion
of subsystems of different dimension. The efficiency of these algorithms relies on the generic
behavior discussed above.
Now we investigate when the subsystem exponent equals the rate hKS assuming that the
subsystem is generic, (5.45).
In a stable Hamiltonian system, all Lyapunov exponents vanish. The system becomes
unstable as soon as a single Lyapunov exponent turns positive. We call NI the number
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of non-vanishing positive Lyapunov exponents. Pesin’s formula for the Kolmogorov-Sinai
entropy rate then reads hKS =
∑NI
i=1 λi. On the other hand the characteristic exponent of
a generic subsystem A of dimension NA in the range NI ≤ 2NA ≤ 2N − NI is given by
ΛA generic =
∑NI
i=1 λi. Therefore, we have the equality
ΛA generic = hKS for NI ≤ 2NA ≤ 2N −NI , (5.47)
that identifies subsystems that saturates the inequality (5.44).
Note that unstable many-body systems often have a number of unstable directions NI
that is much smaller that the number of degrees of freedom of the system, NI  N . A generic
subsystem that encompasses a fraction f = NA/N of the full system satisfies (5.47) if the
fraction is in the range
NI
2N
≤ f ≤ 1− NI
2N
. (5.48)
In particular, in the limit N →∞ with NI finite, we have ΛA = hKS for all partitions of the
system into two complementary subsystems each spanning a finite fraction f of the system,
except for a set of partitions of measure zero.
6 Proof, part II: quantum ingredients
The main result, theorem 1, is proven in three steps which heavily rely on the three ingredient
presented in the following subsections. We show how the Renyi entropy provides bounds
for the entanglement entropy, we explain how the Renyi entropy can be understood as the
logarithm of the volume of a region in the dual phase space and finally, we derive the time
evolution of the Renyi entropy as the volume deformation of this region under the classical
symplectic flow.
6.1 Upper and lower bounds on the entanglement entropy
We recall that there are different entanglement measures that quantify the amount of corre-
lations in a state |ψ〉 with respect to some system decomposition into subsystems A and B.
Beside the entanglement entropy SA(|ψ〉), we have the class of Renyi entropies defined by
R
(n)
A (|ψ〉) = −
1
n− 1 log TrHA(ρA
n) , (6.1)
where SA(|ψ〉) = limn→1R(n)A (|ψ〉). For a Gaussian state |J, η〉 labeled by a complex structure
J , all these entropies can be computed directly from the eigenvalues ±iνi of [J ]A, the complex
structure restricted to the subsystem A. If we take the positive value νi of each eigenvalue
pair, the Renyi entropy8 RA = R
(2)
A and the entanglement entropy SA are given by
RA =
NA∑
i=1
log(νi) and SA =
NA∑
i=1
S(νi) with S(ν) =
ν + 1
2
log
ν + 1
2
− ν − 1
2
log
ν − 1
2
,
(6.2)
8From now on, we will refer to the Renyi entropy of order 2 as the Renyi entropy.
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Figure 10. Bounds on the entanglement entropy. The plot shows how the contribution S(ν) to the
entanglement entropy coming from a single entangled pair is bounded from below by log ν and from
above by log ν +(1−log 2). For large ν, the asymptotic behavior is S(ν) ∼ log ν +(1−log 2)−O(ν−2).
which is derived in appendix B.5. Here, we derive upper and lower bounds on the entan-
glement entropy of Gaussian states. Consider the function S(ν) defined in (6.1) and the
inequality
0 ≤ S(ν)− log ν < (1− log 2) ≈ 0.31 (6.3)
holding for ν ≥ 1 as shown in figure 10. An immediate consequence of this inequality is that
the entanglement entropy of a Gaussian state is bounded from below by the Re´nyi entropy
and from above by the Re´nyi entropy plus a state-independent constant,
RA(|J, ζ〉) ≤ SA(|J, ζ〉) < RA(|J, ζ〉) + (1− log 2) min(NA, NB) . (6.4)
This means that the Renyi entropy RA determines a corridor for the entanglement entropy
SA. This implies immediately that both of them will grow asymptotically with the same rate
which we use for the main result of this paper.
6.2 Renyi entropy as phase space volume
A Gaussian state |J, η〉 equips the dual phase space V ∗ with a metric Gab defined by (B.9),
which is really just the covariance matrix of the state. The complex structure J can be
expressed in terms of the metric
Jab = −Gacωcb . (6.5)
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Furthermore, the restriction of the complex structure to the subsystem A can be written in
matrix form as a product of the symplectic ΩA and the restriction of the metric,
[J ]A = −[G]A ωA . (6.6)
In a Darboux basis, where we have detωA = 1 and det[G]A > 0, we find that the determinant
of the restriction of the complex structure can be expressed in terms of the phase space volume
VolG(VA) of a symplectic cube VA (spanned by a Darboux basis and with symplectic volume
1) measured with respect to the induced metric.
|det[iJ ]A
∣∣ = det[G]A detωA = (VolG(VA))2. (6.7)
As a result, the Re´nyi entropy of a Gaussian state is given by the logarithm of the phase
space volume of a symplectic cube DA defining the subsystem, measured with respect to the
metric Gab defined by the state,
RA(|J, ζ〉) = log VolG(VA) . (6.8)
Note that the symplectic cube VV associated to a Darboux basis of the full system satisfies
VolG(VV ) = 1 and therefore the Re´nyi entropy vanishes RV (|J, ζ〉). On the other hand, the
restriction to a subsystem A can result in a larger volume VolG(VA) ≥ 1 and a non-vanishing
Re´nyi entropy.
6.3 Entanglement entropy growth as phase space stretching
Let us consider a one-parameter family of Gaussian states |Jt, ηt〉 = U(t)|J0, η0〉 generated un-
der time evolution of some quadratic Hamiltonian. In particular, we have Jt = M(t)J0M
−1(t)
where M(t) : V → V is the classical Hamiltonian flow on phase space. We call Gt the time-
dependent metric associated with Jt, and G0 the initial metric associated with J0. The
evolution of the Re´nyi entropy is given by (6.8), where the volume is now measured with
respect to the time-varying metric:
RA(U(t)|J0, η0〉) = log VolGt(VA) . (6.9)
In this formula, the symplectic cube VA is kept fixed while the metric evolves. However, the
same volume is obtained if we let the symplectic cube evolve according to Mᵀ(t)VA for a fixed
metric G0. Hence, we can compute
RA(U(t)|J0, η0〉) = log VolG0(Mᵀ(t)VA) . (6.10)
The symplectic basis of the subsystem A is stretched by the Hamiltonian flow Mᵀ(t) : V ∗ →
V ∗ on the dual phase space, and the variation in its volume determines the evolution of the
Re´nyi entropy.
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Since the absolute difference between the entanglement entropy and the Re´nyi entropy
of a Gaussian states is bounded by a state independent constant, we have that:
lim
t→∞
1
t
[SA(U(t)|J0, η0〉)−RA(U(t)|J0, η0〉)] = 0 , (6.11)
i.e., the asymptotic rate of growth of the entanglement entropy and of the Re´nyi entropy
coincide. This allows us to compute the asymptotic rate of growth of the entanglement
entropy from (6.10) as:
lim
t→∞
SA(U(t)|J0, η0〉)
t
= lim
t→∞
1
t
log VolG0(M
ᵀ(t)VA) , (6.12)
in terms of the stretching of the symplectic cube under time-evolution.
7 Discussion
We discuss the role of interactions in the saturation phase of the entanglement growth, explain
the relation to results on quantum quenches, present a conjecture on entanglement and chaos,
and summarize our results.
7.1 Interactions and the production of non-Gaussianities
Quadratic Hamiltonians appear naturally in the analysis of small perturbations around equi-
librium configurations, both stable and unstable. Let us consider for instance a dynamical
system with a “Mexican hat” potential and an initial Gaussian state which is sufficiently
peaked at the top of the potential. For short times the evolution of this initial state is well
described by a perturbative quadratic Hamiltonian with unstable directions as in (3.7). As a
result, if the scales of the problem are sufficiently separated, the entanglement entropy of a
subsystem will show an intermediate linear growth with rate ΛA, followed by a non-Gaussian
phase. In particular the linear growth driven by the perturbative instability stops when the
spread of the state starts to probe the bottom of the potential and interactions become non-
negligible. As the full Hamiltonian of the system is stable at the non-perturbative level, the
entanglement entropy of the subsystem is bounded from above by the entanglement entropy
Seq of the thermal state with the same energy as the initial Gaussian state. In the presence of
an equilibration and a thermalization mechanism, the entropy Seq provides also the saturation
value as shown in figure 1.
Quadratic Hamiltonians appear also in the analysis of small perturbations of classical
solutions. In this case the perturbative Hamiltonian inherits the time-dependence of the
classical solution. For instance if the classical solution is periodic in time, then it provides a
time-dependent background for the perturbations which leads to a perturbative Hamiltonian
that is periodic in time. The stroboscopic dynamics of the system can be analyzed with the
same methods discussed for the Hamiltonian (3.9). In particular, in the presence of parametric
resonances, the Floquet exponents of the system determine the subsystem exponent ΛA and
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the growth of the entanglement entropy as described in theorems 1 and 2. When the conditions
(2.13) for the subsystem are satisfied, the rate of growth is given by the classical Kolmogorov-
Sinai entropy rate as discussed also in [35]. After the initial phase of linear growth, two distinct
phenomena render the parametric resonance inefficient and lead to a saturation phase. The
first phenomenon is dephasing: large perturbations are not harmonic; their period depends on
the amplitude of the oscillation and, when the period is driven far from resonance, the periodic
background cannot pump energy efficiently into the perturbation. The second phenomenon
is backreaction: clearly the linear entropy growth is accompanied by the production of a
large number of excitations that at some point start to interact and backreact, thus leading
to a saturation phase in which non-Gaussianities cannot be neglected. The phase of linear
growth manifests itself only if the typical scales of the problem are sufficiently separated. A
preliminary numerical investigation of the effect of interactions and non-Gaussianities on the
entanglement growth can be found in [41].
7.2 Relation to linear growth in quantum quenches
Quantum quenches lead also to a phase of linear growth of the entanglement entropy, followed
by a saturation phase. This phenomenon has been studied extensively in free field theories
[10–12] and in many-body quantum systems [9, 94–99]. Despite the similarities in the behavior
of the entanglement entropy, the mechanism behind this phenomenon is distinct from the one
discussed in this article.
A standard example of global quantum quench is provided by an harmonic lattice similar
to the one discussed in section 3.3. The Hamiltonian of the system consists of two terms,
Hκ =
1
2
N∑
i=1
(
p2i + Ω
2
0 q
2
i
)
+
1
2
κ
N∑
i=1
(qi+1 − qi)2 , (7.1)
the first term is ultralocal, while the second encodes the coupling of first neighboring os-
cillators. A quantum quench consists in preparing the system in the ground state |ψ0〉 of
the Hamiltonian H0 with vanishing coupling κ = 0. At the time t = 0 the coupling is in-
stantaneously switched on, and the state is let to evolve unitarily, |ψ(t)〉 = eiHκ t|ψ0〉. The
entanglement entropy of a local subset of the lattice evolves in a way similar to the one
depicted in Fig. 1. Instabilities play no role in this phenomenon. In fact the Hamiltonian
(7.1) is stable for κ > −Ω20/4, as it can be seen from Eq. (3.14). The relevant mechanism
for the linear growth of the entanglement entropy in this quantum quench is not instabilities,
but transport instead. The quench results in the local production of quasi-particles which
travel at a finite speed. The phase of linear growth can be understood to be the result of the
entanglement produced by the free propagation of entangled couples of quasi-particles, with
the entanglement production rate determined by their propagation speed [10–12, 99].
Interactions or coupling between many degrees of freedom, together with propagation
of quasi-particles, play a key role in the phenomenon of entanglement growth in quantum
quenches. On the other hand, the phenomenon studied in this paper relies on the existence
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of instabilities of some modes of a quantum system, as discussed in section 3 and 4. The
difference between the two phenomena is easily illustrated by the case of bosonic systems and
Gaussian states for which formula (B.44) holds, [100–103]
SA =
Ne∑
i=1
(νi + 1
2
log
νi + 1
2
− νi − 1
2
log
νi − 1
2
)
. (7.2)
In the case of quantum quenches, the number of entangled pairs Ne with fixed weight νi grows
linearly in time until saturation. On the other hand, in the presence of instabilities, unstable
modes have weight νi which grows exponentially in time until saturation, therefore leading to
an entanglement growth of the form depicted in Fig. 1. While the linear regime for quantum
quenches can only be seen for a sufficiently large number of degrees of freedom in the system,
linear growth due to instabilities can already occur for a system with two degrees of freedom
and a single instability [41]. As a result, despite the intriguing similarity, the two phenomena
are distinct.
7.3 A conjecture on entanglement, chaos and thermalization times
There is an intimate relationship between chaos, thermalization and entanglement [1–3, 104–
106]. Here we discuss how semiclassical methods allow us to estimate the rate of growth of
the entanglement entropy in the early phase of the thermalization process.
Let us consider a classical Hamiltonian system with linear phase space (R2N ,Ω) and a
Hamiltonian H which does not depend on time so that, as a result, the energy of the system
is conserved. We assume also that the Hamiltonian is bounded from below and, at fixed
energy, trajectories in phase space are bounded. This classical system displays a chaotic be-
havior if its Kolmogorov-Sinai entropy rate is non-vanishing, i.e. hKS > 0 with hKS defined
by (5.42), [107–109]. We are interested in the process of thermalization in the associated
quantum system with Hamiltonian H. We argue that the Kolmogorov-Sinai entropy rate hKS
studied in this paper plays a central role in determining the relevant time scale in the process
of quantum thermalization.
An isolated quantum system thermalizes when observables that probe only part of the
system cannot distinguish a pure state from a thermal state. More precisely, let us consider
a pure state and a thermal state with the same energy,
|ψt〉 = e−iHt |ψ0〉 and σ = e
−βH
Z
. (7.3)
The requirement that they have the same energy fixes the temperature β−1 of the thermal
state, i.e., E = 〈ψt|H|ψt〉 = Tr(Hσ). Now we consider a subsystem A and the subalgebra
of bounded observables9 OA in A. We say that the subsystem A thermalizes if all bounded
observables OA attain a thermal expectation value, i.e.,
〈ψt|OA|ψt〉 −→ Tr(OA σ) . (7.4)
9Bounded observables have finite norm defined as ‖O‖2 = Tr(O†O) <∞.
– 42 –
This condition can be formulated in terms of entanglement between the subsystem A and its
complement B. Let us define the restricted states10
ρA(t) = TrB
(|ψt〉〈ψt|) and σA = TrB(σ) ≡ e−βH˜A
ZA
. (7.5)
Thermalization in A is a measure of how distinguishable is the restricted states ρA(t) from
the restricted thermal state σA. The relative entropy [39, 40],
S(ρA(t)‖σA) ≡ TrA(ρA log ρA − ρA log σA) , (7.6)
provides a measure of such distinguishability. In fact, using the inequalities S(ρ‖σ) ≥ 12‖ρ−
σ‖2 together with the Schwarz inequality ‖σ‖ ≥ Tr(Oσ)/‖O‖, one can prove the inequality(
〈ψt|OA|ψt〉 − Tr(OA σ)
)2
2 ‖OA‖2 ≤ S(ρA(t)‖σA) , (7.7)
which holds for all bounded observables in A. Therefore, proving S(ρA(t)‖σA)→ 0 as t→∞
provides a proof of thermalization in A. Now, the relative entropy can be expressed in turn
as the sum of two terms,
S(ρA(t)‖σA) =
(
SeqA (E)− SA(t)
)
+ β
(
〈ψt|H˜A|ψt〉 − Tr(H˜A σ)
)
. (7.8)
The first term is the difference between the equilibrium entropy SeqA (E) = −TrA(σA log σA)
and the entanglement entropy SA(t) of the subsystem. The second term measures energy flow
between the subsystem A and its complement, as measured by the effective Hamiltonian H˜A
of the subsystem defined in Eq. (7.5). At equilibrium, both terms vanish independently. This
paper and the following conjecture focus on the evolution of the first term, i.e., the growth
and saturation of the entanglement entropy SA(t).
When a subsystem thermalizes, the entanglement entropy SA(t) approaches the equilib-
rium value SeqA (E). The eigenstate thermalization hypothesis (ETH) [104–106] provides a
sufficient condition for such subsystem thermalization to occur. In a chaotic quantum system
with local interactions one observes that energy eigenstate, H|En〉 = En|En〉, in the bulk of
the energy spectrum have a non-trivial entanglement structure: their restriction to a local
subsystem results in a thermal state of the form of Eq. (7.5), i.e., TrB(|En〉〈En|) ≈ σA(En).
As a result, the restriction ρA(t) of a pure state |ψt〉 =
∑
n e
−iEntcn|En〉 with support in a
narrow band of energy E is also well approximated by a thermal state when averaged over
time, i.e. 1T
∫ T
0 ρA(t)dt ≈ σA(E) for large T . This condition is sufficient to prove thermaliza-
tion in average, but it does not provide a time-scale for the thermalization process.
10Note that the operator H˜A is defined in terms of the restricted thermal state and in general it does not
coincide with the restriction of the Hamiltonian H to the subsystem A.
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We propose a conjecture which complements previous arguments to the quantum ther-
malization of subsystems [1–3, 104–106]. The conjecture applies to semiclassical states and
provides a time-scale for subsystem thermalization:
Given an initial state |ψ0〉 =
∑
n cn|En〉 peaked on a classical configuration of energy
E = 〈ψ0|H|ψ0〉 with E large compared to the energy gap of the system, and a local subsystem
A such that its initial entanglement entropy is small compared to the thermal entropy at the
same energy, SA(|ψ0〉) SeqA (E), the time-evolution of the entropy SA(t) ≡ SA(e−iHt|ψ0〉)
displays a linear phase SA(t) ∼ ΛA(E) t before saturating to the plateau at SeqA (E) as de-
scribed in figure 1. The rate ΛA(E) can be computed from the classical chaotic dynamics of
the Hamiltonian H on the energy-shell E. The rate is given by the subsystem exponent dis-
cussed in section 5.3 and, apart from its energy, it is largely independent of the initial state
|ψ0〉. In particular, the subsystem exponent sets the time-scale of subsystem thermalization,
τeq ∼ SeqA (E)/ΛA(E).
The conjecture is based on theorem 1 presented in section 2, together with semiclassical
arguments. Let us consider a classical solution (qcli (t), p
cl
i (t)) with energy H(q
cl
i (t), p
cl
i (t)) =
E. At the leading order in a semiclassical expansion, the evolution of a perturbation ξa =
(qcli (t)+ δqi, p
cl
i (t)+ δpi) of the classical solution is governed by the perturbative Hamiltonian
Hpert(t) =
1
2
hab(t) δξ
a δξb (7.9)
where δξa = (δqi, δpi) and
hab(t) =
∂2H
∂ξa ∂ξb
∣∣∣∣
ξacl(t)
. (7.10)
The Lyapunov exponents of a non-perturbative chaotic system with Hamiltonian H can
be computed directly from the perturbative Hamiltonian Hpert(t), which is quadratic time-
dependent and for which our theorem 2 applies. In fact, because of ergodicity of a chaotic
system, all trajectories on the same energy-shell E (except a set of measure zero) have the
same Lyapunov exponents.11 Moreover, under standard assumptions of regularity [90], the
Kolmogorov-Sinai rate hKS(E) on the shell of energy E is given by Pesin’s formula (5.43) in
terms of the positive Lyapunov exponents λi(E). We consider now a symplectic subsystem
(A,ΩA) and define its subsystem exponent ΛA(E) as in section 5.3. This is also the rate
of growth of the entanglement entropy derived assuming a Gaussian state and a quadratic
Hamiltonian in theorem 3. The conjecture extends this result to a full non-quadratic system
with bounded and chaotic motion, within the regime of validity of the semiclassical expansion.
The inequality ΛA(E) ≤ hKS(E) provides an upper bound on the rate of entanglement growth
during the linear phase. Clearly, the linear phase ends when the semiclassical approximation
breaks down, i.e. when the spread of the wavefunction is so large that higher-order terms
11For ergodic dynamics, time averages along an endless trajectory equal ensemble averages over the energy
shell. Short periodic orbits may still retain their individual Lyapunov exponents, but they form a set of
measure zero.
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in the expansion H = E + Hpert(t) + . . . cannot be neglected. An estimate of this time is
provided by τeq ∼ SeqA (E)/hKS(E) which measures the ratio between the accessible volume
in phase space and the rate of growth of the phase space volume occupied by the perturbation.
The conjectured behavior of the entanglement entropy SA(t) depicted in figure 1 is ex-
pected to manifest itself only in the regime where the semiclassical approximation holds. This
conjecture can be tested on a model system such as the one described by the Hamiltonian
H =
1
2
(p2x + p
2
y + p
2
z) +
1
2
(x2y2 + x2z2 + y2z2) . (7.11)
This is a well-studied model which appears in the analysis of the homogeneous sector of Yang-
Mills gauge theory [110, 111]. Its Lyapunov exponents are known to scale with the energy
as λi(E) ∼ E 14 and its equilibrium entropy, estimated as the log of the phase space volume
at fixed energy, scales as Seq(E) ∼ logE. As a result, for a semiclassical initial state of
energy E we expect our conjecture to apply: the entanglement entropy of a subsystems such
as (x, px) is expected to initially grow linearly with a rate ∼ E 14 and then saturate in a time
τeq ∼ E−1/4 logE. This behavior can in principle be tested via numerical investigations. The
numerical analysis involves the unitary evolution of a pure state under a chaotic quantum
Hamiltonian, which is beyond the scope of the present paper. A preliminary numerical
analysis of the growth of the entanglement entropy in interacting systems prepared in a
semiclassical state can be found in [41].
We note that the conjecture is expected to apply only to initial states which are semi-
classical, i.e. states with average energy much larger than the energy gap, small spread in
energy and, in general, small spread around a point in phase space. On the other hand, when
the energy E of the initial state is comparable to the energy gap of the Hamiltonian, classical
orbits of that energy have an action comparable to ~ and there is no reason to expect that
they provide a useful tool for predicting the behavior of the entanglement entropy in the
linear regime of figure 1. In fact, recent results from quantum field theories with a gravity
duals [112] show that — at low energy — the rate of growth of the entanglement entropy is
bounded from above by the energy of the subsystem divided by ~ and therefore deviates from
the semiclassical prediction [113].
7.4 Summary
We studied the relationship between entropy production in classical dynamical systems and
the growth of the entanglement entropy in their quantum analogue in the semiclassical regime.
Most importantly, we found that in both cases the production rates are given by a sum over
Lyapunov exponents λi characterizing stable and unstable phase space directions. For classical
systems, there is a standard notion of rate, the Kolmogorov-Sinai entropy rate
hKS =
∑
λi>0
λi (7.12)
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given by the sum over all positive Lyapunov exponents. We have shown that for the associated
quantum system and a subsystem A, the production rate of the entanglement entropy SA(t) ∼
ΛA t is given by a subsystem exponent ΛA. We have shown that ΛA ≤ hKS and found that
this inequality is saturated for sufficiently large subsystems. Moreover we found that the rate
ΛA is independent of the initial state of the system and — except for a set of measure zero of
subsystems — it depends on the choice of subsystem A only via its classical dimension NA,
i.e.
ΛA generic =
2NA∑
i=1
λi , (7.13)
where λi are the 2NA largest Lyapunov exponents of the system. Our rigorous derivation
of this result is based on the assumption of unstable quadratic Hamiltonian and Gaussian
initial state. The derivation takes into account the case of time-dependent Hamiltonians with
Floquet instabilities.
The derivation of the main theorem proving SA(t) ∼ ΛA t consists of three parts. First,
the subsystem exponent ΛA is introduced at the classical level as a generalization of Lyapunov
exponents and defined to encode the exponential rate of growth of the volume of a symplectic
cube in a subsystem under Hamiltonian evolution. Second, the time evolution of a Gaussian
initial state through an unstable quadratic Hamiltonian is conveniently encoded in terms of
complex structures or equivalently phase space metrics and their classical Hamiltonian flow.
Third, the evolution of entanglement entropy is shown to be asymptotically the same as the
one of the Renyi entropy which can then be shown to grow with the rate of the subsystem
exponent ΛA. We interpret the exponent ΛA as a quantum analogue of the Kolmogorov-Sinai
entropy rate of a given subsystem A.
The predicted linear growth of the entanglement entropy shows up in a wide range of
physical systems such as unstable quadratic potentials, periodic quantum quenches in many-
body quantum systems and instabilities in quantum field theory models. We presented three
examples of the latter where entanglement is produced through different mechanisms, namely
unstable modes due to a symmetry-breaking instability, parametric resonance in models of
post-inflationary reheating, and cosmological perturbations in an inflationary spacetime.
We believe that our results are also relevant in the context of thermalization of iso-
lated quantum systems. A subsystem of a chaotic quantum system is expected to thermalize
with equilibrium entropy Seq(E) determined by the average energy E of the initial state.
In the semiclassical regime we conjecture that the time-scale of this equilibration process is
τeq ∼ Seq(E)/ΛA(E) where ΛA(E) is the subsystem exponent of the energy-shell E.
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A Dynamical systems and Lyapunov exponents
We summarize relevant properties of Lyapunov exponents in the context of Hamiltonian
systems. In particular, we make precise the notion of regular Lyapunov system.
A.1 Linear Hamiltonian systems
We consider a 2N -dimensional linear phase space V with symplectic form ω. A time-
dependent Hamiltonian H is a smooth map
H : V × R→ R : (ξ, t)→ H(ξ, t) . (A.1)
The equations of motion are given by
ξ˙a(t) = Ωab(dH)b(t) , (A.2)
where Ωab satisfies ωacΩ
bc = δba and (dH)b(t) is the gradient of H at time t. The solution of
these equations can be conveniently described by a flow
Φt : V → V : ξ → Φt ξ . (A.3)
This map is a diffeomorphism that preserves the symplectic form ω, namely the push-forward
satisfies (Φt)∗ω = ω. For a given point ξ0 ∈ V , the push-forward (Φt)∗ maps a tangent
vector δξ ∈ Tξ0V to the tangent vector (Φt)∗δξ ∈ TΦt(ξ0)V . Due to the linearity of V , we
can identify the tangent spaces at all points with V itself. Formally, we have an isomorphism
φξ : V → TξV that maps v ∈ V to the tangent vector φξv ∈ TξV that acts on a function
f : V → R as φξv(f) = ddtf(ξ+tv). Using φξ, we can to define the linear map Mξ0(t) : V → V
Mξ0(t) = φ
−1
Φt(ξ0)
◦ (Φt)∗ ◦ φξ0 , (A.4)
that corresponds to the above push-forward after we identify Tξ0V and T(Φt)ξ0V with V .
In the special case, where the Hamiltonian H is given by a linear quadratic function
H(ξ, t) = fa(t)ξ
a +
1
2
hab(t)ξ
aξb (A.5)
for every t, the Hamiltonian flow is given by an inhomogeneous symplectic transformation
(M(t), η(t)) via
Φtξ0 = M(t)ξ0 + η(t) , (A.6)
whose differential is given by Mξ0(t) = M(t), independent of ξ0. This follows from the fact
that a quadratic Hamiltonian gives rise to linear and homogeneous equations of motion. The
symplectic group element M(t) is formally given by the time-ordered exponential
M(t)ab = T exp
(∫ t
0
dt′K(t′)ab
)
with K(t)ab = Ω
ach(t)cb , (A.7)
where the generator K(t) is an element of the symplectic Lie algebra sp(2N).
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In the general case, where H is not quadratic, we can still find the time-dependent
generator Kξ0(t)
a
b = Ω
achξ0(t)cb. In this case, however, the generator also depends on the
initial ξ0. To find hξ0(t)cb, we just need to Taylor expand the Hamiltonian H(t) along the
trajectory ξ(t) = Φtξ0 which amounts to finding its Hessian
hξ0(t)ab = ∂a∂bH(t)
∣∣
Φtξ0
. (A.8)
At this point, we understand that the difference between the special (quadratic) and general
case (arbitrary Hamiltonian) in regards of the linear map Mξ0(t) are the following:
• If the Hamiltonian is quadratic or affine quadratic, the linear map M(t) describing the
push-forward of the Hamiltonian flow Φt is independent of the starting point ξ0 and
completely characterized by the quadratic part h(t)ab of H(t).
• For a more general Hamiltonian, we can still compute its quadratic part hξ0(t)ab as
Hessian of H(t) along the trajectory ξ(t). This means hξ0(t)ab depends on the initial
condition ξ0 and the corresponding solution ξ(t) with ξ(t) = ξ0. In particular, the
quadratic map Mξ0(t) will differ for different initial conditions ξ0.
The linear symplectic map Mξ0(t) contains all the information about how two sufficiently close
trajectories converge or diverge. This behavior will be captured in the so called Lyapunov
exponents.
In order to define Lyapunov exponents, we need to equip phase space V with a positive
definite metric gab that gives rise to a norm ‖δξ‖ =
√
gabδξaδξb. Equivalently, we can use the
inverse metric Gab to define the norm ‖`‖ =
√
Gab`a`b on the dual phase space V
∗. We will
show that Lyapunov exponents are actually independent of the specific choice of a positive
metric. In order to show this, it is useful to have the following theorem at hand.
Proposition 1. Given a finite dimensional, real vector space V and two distinct positive
metrics g and g˜, we can compute the following two values
a := min
‖v‖g=1
‖v‖g˜ > 0 , b := max‖v‖g=1‖v‖g˜ > 0 , (A.9)
which allow us to relate norms and angles measured by the different metrics:
• Norm inequality
Given a vector v ∈ V , its norm ‖v‖g˜ with respect to g˜ is related to ‖v‖g via:
a‖v‖g ≤ ‖v‖g˜ ≤ b‖v‖g . (A.10)
• Angle inequality
Given an angle ψ˜ between two vectors measured with respect to g˜, it is related to the
angle ψ measured with respect to g via the following inequality:
1− (b/a)2 tan2 (ψ/2)
1 + (b/a)2 tan2 (ψ/2)
≤ cos ψ˜ ≤ 1− (a/b)
2 tan2 (ψ/2)
1 + (a/b)2 tan2 (ψ/2)
. (A.11)
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This inequality can be simplified to the slightly weaker version given by:
aψ
b
≤ ψ˜ ≤ bψ
a
. (A.12)
• Volume inequality
Given the d-volume Volg˜(VA) of some region VA in an arbitrary d-dimensional subspace
A ⊂ V measured by the metric g˜, it is related to the d-volume Volg(VA) measured by g
via the following inequality:
ad Volg˜(VA) ≤ Volg˜(VA) ≤ bd Volg(VA) . (A.13)
If consider the same equations for the dual phase space V ∗ with the replacements g → G and
g˜ → G˜, all inequalities hold if we replace a→ 1/b and b→ 1/b.
Proof. Let us prove the different inequalities:
• Norm inequality
Let us take two different norms induced by the two positive metrics g and g˜. Over a
finite dimensional vector space V the set S = {v ∈ V |‖v‖g = 1} is compact. This means
that the continuous function ‖v‖g˜ will take a minimal and maximum value on S:
a := min
v∈S
‖v‖g˜ > 0 , b := max
v∈S
‖v‖g˜ > 0 . (A.14)
Linearity of the induced norm implies than the inequality that we wanted to prove:
a‖v‖g ≤ ‖v‖g˜ ≤ b‖v‖g for all v ∈ V . (A.15)
• Angle inequality
Let us choose a two-dimensional plane P ⊂ V . On this plane, we have the restricted
metrics g|P and g˜|P . The two are related by a linear map D : P → P with
(g˜|P )ab = DcaDdb (g|P )cd , (A.16)
where D is not unique. We can always choose it to be diagonalizable with ordered
eigenvalues di and eigenvectors ei. At this point, we can identify the inner product with
respect to g˜ as the one with respect to g after having acted with D on the vectors. This
implies a ≤ di ≤ b to not violate the norm inequality. Let us choose two unit vectors
v, w ∈ P that form an angle ψ with respect to g and whose angle bisector lies at an
angle of φ to e1:
v = cos(φ+ ψ/2)e1 + sin(φ+ ψ/2)e2 (A.17)
w = cos(φ− ψ/2)e1 + sin(φ− ψ/2)e2 (A.18)
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We can compute the deformed angle ψ˜(ψ, φ) from the deformed vectors
Dv = d1 cos(φ+ ψ/2)e1 + d2 sin(φ+ ψ/2)e2 (A.19)
Dw = d1 cos(φ− ψ/2)e1 + d2 sin(φ− ψ/2)e2 , (A.20)
by using the arctangent rules with respect to g based on 〈v, w〉g˜ = 〈Dv,Dw〉g:
ψ˜(ψ, φ) = arctan (d2/d1 tan(φ+ ψ/2))− arctan (d2/d1 tan(φ− ψ/2)) . (A.21)
By taking the derivative with respect to φ, we can find the minimum and maximum of
this function for fixed ψ. The minimum is at φ = 0 and the maximum at φ = pi/2 (recall
that we chose d2 > d1). Evaluating ψ˜(ψ, φ) at these values leads to the inequality
1− (d2/d1)2 tan2 (ψ/2)
1 + (d2/d1)2 tan2 (ψ/2)
≤ cos ψ˜ ≤ 1− (d1/d2)
2 tan2 (ψ/2)
1 + (d1/d2)2 tan2 (ψ/2)
. (A.22)
This interval becomes maximal when d1/d2 is as small as possible, but for a given metric
g˜, we have d1/d2 ∈ [a/b, 1] for any plane P ∈ V . Thus, we find the following bound
1− (b/a)2 tan2 (ψ/2)
1 + (b/a)2 tan2 (ψ/2)
≤ cos ψ˜ ≤ 1− (a/b)
2 tan2 (ψ/2)
1 + (a/b)2 tan2 (ψ/2)
, (A.23)
which holds in general. For small angles, we can Taylor expand this and find
aψ
b
≤ ψ˜ ≤ bψ
a
. (A.24)
• Volume inequality:
If we use a metric to measure the volume of some region VA ⊂ A, we use the Lebesgue
measure in Rd by identifying with A with Rd by choosing an orthonormal basis in
A. For two metrics g and g˜, linearity implies that there exists a unique number c,
such that Volg˜(VA) = cVolg(VA) holds for any region VA ⊂ A. In order to bound
this constant, we can use the norm inequality to show that the d-dimensional unit ball
Bdg˜ = {v ∈ Awith ‖v‖g˜ ≤ 1} contains the ball Bdg (a) = {v ∈ Awith ‖v‖g˜ ≤ a} and is
contained in the ball Bdg (b) = {v ∈ Awith ‖v‖g˜ ≤ b}. This implies ad ≤ c ≤ bd which
leads to the volume inequality
ad Volg(VA) ≤ Volg˜(VA) ≤ bd Volg(VA) , (A.25)
we wanted to prove.
If we replace V → V ∗ and accordingly g → G and g˜ → G˜, we can run exactly the same
arguments, but we need to compute
1/b = min
‖v‖G=1
‖v‖G˜ , 1/a = max‖v‖G=1‖v‖G˜ > 0 . (A.26)
This follows from the fact that a and b are the smallest and largest eigenvalue of the linear map
(Gg˜)ab = G
acg˜cb. Under above replacement, we need to consider its inverse map (gG˜)a
b =
gacG˜
cb whose smallest and largest eigenvalues are therefore 1/b and 1/a, respectively.
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A.2 Lyapunov exponents
In what follows, we restrict ourselves to quadratic systems where M(t) is independent of the
initial value ξ0. This generalizes to non-quadratic systems by replacing M(t) by Mξ0(t). In
this case, Lyapunov exponents and vectors depend on the specific trajectory ξ(t) = Φt(ξ0).
Definition 1 (Lyapunov exponent). Given a linear Hamiltonian flow M(t) : V → V and a
vector δξ ∈ V , we define the Lyapunov exponent λδξ as the limit
λδξ = lim
t→∞
1
t
log
‖M(t) δξ‖g
‖δξ‖g , (A.27)
provided it exists. This definition is independent of the positive definite metric g that induces
the norm ‖·‖. Analogously, we define the Lyapunov exponent of a dual vector ` ∈ V ∗ as the
limit
λ` = lim
t→∞
1
t
log
‖Mᵀ(t) `‖G
‖`‖G , (A.28)
provided it exists. Here, the definition is independent of the inverse metric G.
Proof. We need to prove the independence of this definition from the chosen norm ‖·‖g induced
by some metric g. We can use the norm inequality (A.10) to show ‖M(t) δξ‖g˜= ct‖M(t) δξ‖g
with factor ct ∈ [a, b]. Let λp be the Lyapunov exponent of δξ ∈ V with respect to the norm
‖·‖g. We can now compute
λ˜δξ = lim
t→∞
1
t
log
‖M(t) δξ‖g˜
‖δξ‖g˜ = limt→∞
1
t
log
‖M(t) δξ‖g
‖δξ‖g + limt→∞
ct
t
‖δξ‖g
‖δξ‖g˜︸ ︷︷ ︸
=0
= λδξ , (A.29)
where the second term vanishes because ct is a bounded function. For dual Lyapunov vectors
` ∈ V ∗, we can use the same arguments where only our bounds for ct change to ct ∈ [1/b, 1/a].
To characterize the Lyapunov exponents of all vectors in a 2N -dimensional vector space,
it is sufficient to select a representative sample of 2N vectors. Such a basis is called Lyapunov
basis and is defined as follows.
Definition 2 (Lyapunov basis and spectrum). Given the linear flow M(t), we define the
limit matrix
La
b ≡ lim
t→∞
1
2t
log
(
gacM
c
dG
deM be
)
, (A.30)
provided it exists. We then define a complete set of eigenvectors as Lyapunov basis DL =
(`1, . . . , `2N ) if it is chosen as Darboux basis, such that {`i, `2N−i+1} = 1 for i = 1, . . . , N
are the only non-trivial Poisson brackets and such that the associated Lyapunov exponents
λi := λ`i are ordered with λi ≥ λi+1. The set (λ1, . . . , λ2N ) is called Lyapunov spectrum.
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Proof. The construction of a Lyapunov basis as eigenvectors of the limiting matrix L is an
important part of Oseledets multiplicative ergodic theorem. A comprehensible proof with
further details can be found [90]. The fact that the eigenvectors can always be chosen to
form a Darboux basis follows from the fact that La
b is an element of the symplectic algebra
sp(2N,R).
When restricting to a subsystem A ⊂ V , it is natural to ask what is the Lyapunov
spectrum of the subsystem.
Definition 3 (Subsystem Lyapunov basis and spectrum). Given the linear flow M(t) and a
symplectic subspace A ⊂ V , we define the subsystem Lyapunov basis of A as the 2NA vectors
(`1A, . . . , `
2NA
A ) with associated subsystem Lyapunov spectrum
λA1 ≥ · · · ≥ λA2NA , (A.31)
such that a linear observable θ ∈ A∗ with θ = ∑2NAi=1 ci`iA has Lyapunov exponent λAj where
j ≥ is the smallest number, such that Tj 6= 0.
The subsystem Lyapunov spectrum does in general not consist of conjugated pairs (λ,−λ).
Moreover, it is important to emphasize that the Lyapunov spectrum of A is defined as those
Lyapunov exponents of linear observables θ ∈ A∗, rather than of perturbations δξ ∈ A, be-
cause the two are not the same.
The following proposition explains in detail how one can compute the subsystem Lya-
punov basis and spectrum when the Lyapunov basis and spectrum of the full system is known.
Proposition 2. Given a the linear flow M(t) with Lyapunov basis DL and Lyapunov spectrum
(λ1, . . . , λ2N ), we can compute the subsystem Lyapunov basis and spectrum of a subsystem
A ⊂ V using the following three steps:
1. Choose a Darboux basis DA = (θ1, . . . , θ2NA) of the symplectic subspace A∗ ⊂ V ∗.
2. Compute the unique transformation matrix T that expresses DA in terms of the Lya-
punov basis DL = (`1, . . . , `2N ):
 θ
1
...
θ2NA
 =

T 11 · · · T 12N
...
. . .
...
T 2NA1︸ ︷︷ ︸
~t1
· · · T 2NA2N︸ ︷︷ ︸
~t2N

 `
1
...
`2N

.
,
(A.32)
We refer to the 2N columns of T as ~ti.
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3. Find the first 2NA linearly independent
12 columns ~ti of T which we can label by ~tik with
k ranging from 1 to 2NA. The result is a map k 7→ ik ∈ (1, . . . , 2N) with ik+1 > ik.
The subsystem Lyapunov spectrum is given by (λA1 , . . . , λ
A
2NA
) with λAk = λik and the subsystem
Lyapunov basis is given by (`1A, . . . , `
2NA
A ) with
`kA = (U
−1θ)k , (A.33)
where U =
(
~ti1 , . . . ,~ti2NA
)
is the invertible 2NA × 2NA matrix consisting of the columns ~tik .
Proof. The rectangular matrix T in (A.32) allows us to express the elements of the Darboux
basis DA of the subsystem in terms of the Lyapunov basis, θr =
∑2N T ri `i. Denoting the
columns of T by ~ti we can select the first 2NA linearly independent columns in the ordered
set (~t1, . . . ,~t2N ). We label them ~tik and organize them in the 2NA × 2NA square matrix U ,
U =
(
~ti1 . . . ~ti2NA
)
. (A.34)
Due to their linear independence, the inverse U−1 exists and turns T into an upper triangular
matrix T˜ of the form
T˜ = U−1T =

0 · · · 0 1 ∗ ∗ · · · · · · · · · · · · · · · · · · ∗
0 · · · · · · · · · 0 1 ∗ ∗ · · · · · · · · · · · · ∗
...
...
...
...
0 · · · · · · · · · · · · · · · · · · 0 1 ∗ ∗ · · · ∗
 , (A.35)
where the ∗ represents an unspecified value. Acting with U−1 on the left and the right-hand
side of (A.32) and acting on θk, we find
`kA := (Uθ)
k = `ik +
2N∑
j>ik
T˜ kj `
j , (A.36)
where `kA = (U
−1θ)k =
∑2NA
j=1 U
k
j θ
j . Clearly, the vectors `kA satisfy
lim
t→∞
1
t
log‖Mᵀ(t)`kA‖/‖`kA‖ = λik . (A.37)
Given an arbitrary vector θ =
∑2NA
i=1 ci`
i
A, its Lyapunov exponent is clearly given by the
λAk = λik where k is the smalles i ≥ 1, for which ci is non-zero.
In our geometric representations of the Re´nyi entropy, we are interested in how the
volume of some initial region changes under the Hamiltonian flow Mᵀ(t). Due to the linearity
of Mᵀ(t), we can restrict ourselves to studying the time-dependent volume of parallelepipeds
laying in some subspace A ⊂ V . The evolution will in general evolve this parallelepiped out
of A.
12Here we mean that ~ti cannot be expressed as a linear combination of the vectors (~t1, · · · ,~ti−1) standing
to the left in the matrix T .
– 54 –
Definition 4 (Subsystem exponent). Given the linear flow M(t) and a symplectic subspace
A ⊂ V of dimension 2NA, we can define the subsystem exponent as the limit
ΛA = lim
t→∞
1
t
log
VolG (M
ᵀ(t)VA)
VolG (VA) , (A.38)
provided it exists. The set VA ⊂ A is an arbitrary parallelepiped spanning all dimensions
of A. This definition is independent of the metric that one uses to measure the volume and
independent of the choice of parallelepiped VA.
Proof. We need to prove the independence of this definition from the choice of positive definite
metric G. We can use the volume inequality (A.13) which ensures that for a different metric
G˜, we have VolG˜ (M
ᵀ(t)VA) = ctVolG (Mᵀ(t)VA) with ct ∈ [(1/b)2NA , (1/a)2NA ]. We compute
Λ˜A = lim
t→∞
1
t
log
VolG˜ (M
ᵀ(t)VA)
VolG˜ (VA)
= lim
t→∞
1
t
log
VolG (M
ᵀ(t)VA)
VolG (VA) + limt→∞
ct
t
log
VolG (VA)
VolG˜ (VA)︸ ︷︷ ︸
=0
= ΛA ,
(A.39)
where the second term vanishes because ct is a bounded function.
A.3 Regular Hamiltonian systems
The central theorem of this paper connects quantum mechanical entanglement with the clas-
sical notion of Lyapunov exponents. In order to avoid technical complications, we introduce
the class of regular Hamiltonian Lyapunov systems. Most standard Hamiltonian systems that
one studies in classical or quantum physics with a finite number of bosonic degrees of freedom
fall into this class.
Definition 5. A regular Hamiltonian Lyapunov system consists of a finite dimensional phase
space and a (possibly time-dependent) Hamiltonian H(t) : V → R with linerized flow Mξ0(t),
such that the following two conditions are satisfied:
(i) All Lyapunov exponents are well defined. This means that for an arbitrary initial con-
dition ξ0 as well as for every initial separation δξ ∈ Tξ0V , the corresponding limit
λδξ = lim
t→∞
1
t
log
‖M(t)δξ‖G
‖δξ(0)‖G (A.40)
exists.
(ii) All Lyapunov exponents appear in conjugate pairs (λ,−λ), such that the geometric mul-
tiplicity of the two conjugate exponents agrees.
In short, condition (i) excludes systems with above-exponential or below-exponential
growth, while condition (ii) excludes systems where two or more vectors become exponentially
fast collinear under evolution by Mξ0(t). Let us give an example for each condition that is not
a regular Hamiltonian Lyapunov system. For both examples, we consider a single degree of
freedom, such that we can express everything with respect to the Darboux basis DV = (q, p).
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(i) Above-exponential growth and decay
The time-dependent quadratic Hamiltonian H(t) = etqp leads to the Hamiltonian flow
M(t) =
(
ee
t
0
0 e−et
)
, (A.41)
for which the Lyapunov exponents are ill defined because the defining limits do not
exist. Thus, this system violates the first condition of regular Hamiltonian Lyapunov
systems.
(ii) Exponential collinearity
The time dependent quadratic Hamiltonian H(t) = 12e
tp2 leads to the Hamiltonian flow
M(t) =
(
1 0
et 1
)
, (A.42)
which has Lyapunov exponents given by λ1 = 1 and λ2 = 0. The symplectic volume is
still preserved under time evolution because arbitrary initial vectors become exponen-
tially fast collinear, for instance
Mᵀ(t)q = q , M(t) p = p+ etq , (A.43)
where the angle between the two vectors behaves as
θ(t) = cos−1
( 〈Mᵀ(t)q,Mᵀ(t)p〉G
‖Mᵀ(t)q‖G ‖Mᵀ(t)p‖G
)
∼ e−t as t→∞ , (A.44)
regardless of which positive definite metric we use. Clearly, this system does not have
two conjugate Lyapunov exponents and does not fall into the class of regular Hamilto-
nian Lyapunov systems.
The following notion of Lyapunov defect is important to show that for regular Hamilto-
nian systems the subsystem exponent can be simply computed using theorem 3.
Definition 6 (Subsystem defect). Given the inverse linear flow M(t) and a subsystem
A ⊂ V with Lyapunov associated subsystem Lyapunov spectrum (λA1 , . . . , λA2NA), we define
the Lyapunov defect
Λ∗A =
2NA∑
i=1
λAi − ΛA , (A.45)
where VA ⊂ A∗ is an arbitrary 2NA-dimensional parallelepiped in A. If this limit exists, it is
independent of the metric G with which we measure the volume and we have Λ∗A ≥ 0.
Proof. The volume of a parallelepiped can be computed from the length of its 2NA sides
Mᵀ(t) `i and the (2NA−1) angles ψi(t), which is the angle betweenMᵀ(t)`i and the hyperplane
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spanned by the vectors Mᵀ(t)`j with j = 1, . . . , i − 1. The time dependent volume is then
given by
VolG (M
ᵀ(t)VA) =
2NA∏
i=1
‖Mᵀ(t) `i‖ sinψi(t) . (A.46)
Given two distinct metrics G and G˜, we can use the angle and length inequalities from above,
to find the volume inequality
(1/b)2NA VolG(M
ᵀ(t)VA) ≤ VolG˜(Mᵀ(t)VA) ≤ (1/a)2NA VolG(Mᵀ(t)VA) . (A.47)
This inequality already insures that the above limit is independent of the chosen metric.
Moreover, the explicit expression in (A.46) shows also that the volume is bounded from
above by
VolG(M
ᵀ(t)VA) ≤
2NA∏
i=1
‖Mᵀ(t)`i‖ ∝ exp
2NA∑
i=1
λAi t . (A.48)
This implies ΛA ≤
∑2NA and thus, Λ∗A ≥ 0.
For regular Hamiltonian systems, we can prove the following statements that we will need
in the proof of our central theorem of this paper.
Proposition 3. In a regular Hamiltonian system, the Lyapunov defect Λ∗A of any subspace
A ∈ V vanishes. This implies that the asymptotic behavior of any volume VA ⊂ A ⊂ V is
given by
ΛA =
2NA∑
i=1
λAi (A.49)
where λAi refers to subsystem Lyapunov spectrum of A.
Proof. Let us recall that there is a special class of metrics on V , for which every symplectic
transformation M(t) and thus also Mᵀ(t) preserves the 2N -dimensional volume. These are
all the metrics that give rise to the same volume form as the one induced by the symplectic
form. This implies that the asymptotic behavior of every 2N -dimensional region V ⊂ V shows
the following asymptotic behavior
ΛV = lim
t→∞
1
t
log
VolG (M
ᵀ(t)V)
VolG (V) = 0 , (A.50)
which holds with respect to all metrics G.
From our previous discussion, we also recall that we must have
ΛV =
2N∑
i=1
λi − Λ∗V . (A.51)
If all Lyapunov exponents λi come in conjugate pairs with equal multiplicities the sum in this
expression vanishes. Thus, we have ΛV = −Λ∗V which implies Λ∗V = 0 due to ΛV = 0.
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At this point, we only need to show that Λ∗V = 0 for the full system implies that we also have
Λ∗A = 0 for all subsystems A ⊂ V . This follows from the fact that we can choose an initial
parallelepiped V = VA × VB with well known inequality
VolG (M
ᵀ(t)V) ≤ VolG (Mᵀ(t)VA) VolG (Mᵀ(t)VB) . (A.52)
This inequality implies −Λ∗V ≤ −Λ∗A−Λ∗B where we recall λ∗A > 0 and Λ∗B > 0. Thus, Λ∗V = 0
implies that Λ∗A = 0 for all subspaces A ⊂ V leading to ΛA =
∑2NA
i=1 λ
A
i .
Let us emphasize that proposition 2 and 3 together provide an alternative full proof of
theorem 3, the main result of this paper. Put simply, the subsystem exponent ΛA for regular
Hamiltonian systems is just given by the sum over the subsystem spectrum λAi which can be
computed using the procedure explained in theorem 3 or equivalently in proposition 2.
B Gaussian states and quadratic time-dependent Hamiltonians
We review how symplectic methods and complex structures provide a tool for describing
Gaussian states and their quantum evolution. These methods are instrumental in the deriva-
tion of a relation between symplectic volumes and the asymptotic growth of the entanglement
entropy.
B.1 Bosonic quantum systems and the symplectic group
We consider a quantum system with N bosonic degrees of freedom [51]. The Hilbert space
H of the system carries a regular representation of the commutation relations
[ ξˆa, ξˆb ] = i Ωab . (B.1)
Here Ωab is the symplectic structure discussed in section 5.1 and the operators ξˆa can be
understood as the quantization of the classical linear observables ξa with Poisson brackets
{ξa, ξb} = Ωab. A Fock representation of the commutation relations (B.1) is obtained by intro-
ducing creation and annihilation operators with canonical commutation relations [aˆi, aˆ
†
j ] = δij ,
[aˆi, aˆj ] = 0, [aˆ
†
i , aˆ
†
j ] = 0. These operators define a set of orthonormal vectors |n1, . . . , nN ;D〉
with ni ∈ N, a Fock basis. The Fock vacuum |0, . . . , 0;D〉 is defined by
aˆi |0, . . . , 0;D〉 = 0 , i = 1, . . . , N (B.2)
and the n-excitations state |n1, . . . , nN ;D〉 by
|n1, . . . , nN ;D〉 =
(
N∏
i=1
(aˆ†i )
ni
√
ni!
)
|0, . . . , 0;D〉 . (B.3)
The Hilbert space H is obtained by completing the span of these vectors in the norm induced
by the scalar product 〈0, . . . , 0;D|0, . . . , 0;D〉 = 1. The label D refers to a Darboux basis
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D = (qi, pi) of the classical phase space V . It enters in the definition of the representation
of the commutation relations (B.1) in the following way. We define position and momentum
operators qˆi = qia ξˆ
a , pˆi = pia ξˆ
a with Ωabqia p
j
b = δ
ij and relate them to the creation and
annihilation operators via13
aˆi =
qˆi + i pˆi√
2
, aˆ†i =
qˆi − i pˆi√
2
. (B.4)
These relations can be inverted to represent the operator ξˆa in terms of aˆi and aˆ
†
i ,
ξˆb =
N∑
i=1
(ubi aˆi + u
∗b
i aˆ
†
i ) , (B.5)
with coefficients uai determined by the choice of Darboux basis D. With these definitions,
[ ξˆa, ξˆb ] = i Ωab on the Hilbert space H.
The Hilbert space H carries a projective unitary representation of the inhomogeneous
symplectic group ISp(2N,R) = R2N n Sp(2N,R), which is the semi-direct product of phase
space translations and the symplectic group [114–116]. An element of R2N n Sp(2N,R) can
be uniquely parametrized by a pair (η,M),
ξˆa 7→ Mab ξˆb + ηa with Mab ∈ Sp(2N,R) and ηa ∈ R2N . (B.6)
A unitary representation of the inhomogeneous symplectic group,
U(M,η) ξˆa U(M,η)−1 = Mab ξˆb + ηa , (B.7)
is provided by the unitary operator U(M,η) given by
U(M,η) = exp
(
i Ωabη
aξˆb
)
exp
(
i
1
2
habξˆ
aξˆb
)
, (B.8)
where the symmetric matrix hab is defined in terms of the generator of a symplectic transfor-
mation by Mab = e
Ωachcb .
An immediate consequence of (B.7) is that, for systems with a finite number of degrees of
freedom, two Fock space representations associated to different choices of Darboux basisD and
D˜ = MD are related by the unitary transformation U(M). This is a special case of the Stone-
von Neumann theorem [114, 117]. A second consequence is that classical quadratic observables
O = 12habξaξb promoted to operators Oˆ with symmetric (Weyl) ordering have commutation
relations that reproduce the classical Poisson brackets, [Oˆ1, Oˆ2] = i {O1,O2}.14 A third
consequence of (B.7) is that the unitary evolution generated by a quadratic Hamiltonian can
be fully described in terms of linear symplectic transformations in phase space. This fact
plays a major role in the analysis of this paper.
13Following our index convention, it would be more natural to write aˆi = aibξˆ
b to emphasize their relation
to vectors in the complexified phase space VC, but we follow the standard convention of writing creation and
annihilations operators as aˆ†i and aˆi.
14This property cannot be extended to higher order observables as shown by the Groenewold-Van Hove
no-go theorem [118].
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B.2 Gaussian states and the complex structure J
In (B.2) we defined the Fock vacuum |0, . . . , 0;D〉 as the state annihilated by all operators
ai associated to an arbitrary choice of Darboux basis D in (V,Ω). Gaussian states provide a
generalization of this notion. The relevant structure needed to define a Gaussian state is a
complex structure Jab compatible with the symplectic structure Ω
ab defined on phase space.
A compatible complex structure Jab is a linear map on phase space that (i) squares to minus
the identity, (ii) is symplectic and (iii) gives rise to a symmetric positive definite metric gab:
(i) Jac J
c
b = −δab, (ii) Jac Jbd Ωcd = Ωab, (iii) gab = ωac Jcb . (B.9)
We define also the map Gab obtained by raising the indices of the metric gab with the sym-
plectic structure Ωab,
Gab ≡ ΩacgcdΩdb , (B.10)
Note that by construction Gab is the inverse of the metric gab, i.e. G
acgcb = δ
a
b.
We define the Gaussian state |J, ζ〉 as the state annihilated by the operator abJζ , i.e. the
solution of the equation
abJζ |J, ζ〉 = 0 with abJζ ≡
(ξˆb − ζb) + i Jba(ξˆa − ζa)√
2
, (B.11)
where Jab is a compatible complex structure and ζ
a ∈ R2N a vector in phase space. This
expression provides a formalization and generalization of (B.2).
The Fock vacuum |0, . . . , 0;D〉 defined in (B.2) is an example of Gaussian state. It cor-
responds to the complex structure Jab =
∑
i
(
Ωacqic qib + Ω
acpic pib
)
and zero shift vector
ζa = 0, i.e. |0, . . . , 0;D〉 = |J, 0〉. Different choices J and J˜ of complex structure are related
by a symplectic transformation, J˜ = M−1JM . In the language of creation and annihilation
operators this operation corresponds to a Bogoliubov transformation [51]. Given a choice
of Fock vacuum |J, 0〉, the state |J˜ , 0〉 obtained by acting with a Bogoliubov transformation
is generally called a squeezed vacuum [119]. On the other hand, a displaced Fock vacuum
corresponds to a translation ζa in phase space, |J, ζ〉, also called a coherent state. For any
choice of Darboux basis D = (qi, pi), the Schro¨dinger representation function ψ(qi) = 〈qi|J, ζ〉
of a Gaussian state is given by a complex Gaussian function of qi, which explains their name.
The one-point and the two-point correlation functions of a Gaussian state can be com-
puted directly from the definition (B.11) and are given by
〈J, ζ| ξˆa |J, ζ〉 = ζa , (B.12)
〈J, ζ| ξˆa ξˆb |J, ζ〉 = G
ab + i Ωab
2
+ ζa ζb with Gab = −JacΩcb . (B.13)
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Higher n-point functions are determined by Wick theorem applied to the operator ξˆa − ζa.
This property corresponds to the absence of non-Gaussianities: Correlations are completely
determined by J and η. Conversely, given the expectation value ζa and the connected sym-
metric part Gab of the 2-point correlation function, the Gaussian state |J, ζ〉 is determined by
Jab = −Gacωcb.
B.3 Quadratic time-dependent Hamiltonians
We consider a quadratic time-dependent Hamiltonian H(t),
H(t) =
1
2
hab(t) ξˆ
aξˆb + fa(t) ξˆ
a . (B.14)
The unitary evolution operator solves the Schro¨dinger equation i ∂∂tU(t) = H(t)U(t) and is
given by the time-ordered exponential
U(t) = T exp
(
−i
∫ t
0
H(t′)dt′
)
. (B.15)
The evolution of the observable ξˆa is then given by
U(t) ξˆa U(t)−1 = Mab(t) ξˆb + ηa(t) , (B.16)
where Mab(t) and η
a(t) are defined by the classical Hamiltonian evolution and given in (5.12).
An important property of Gaussian states is that they provide exact solutions of the
Schro¨dinger equation for a time-dependent quadratic Hamiltonian (B.14),
i
∂
∂t
|Jt, ζt〉 = H(t)|Jt, ζt〉 . (B.17)
Given a Gaussian state |J0, ζ0〉 at the time t = 0, the state at the time t is
|Jt, ζt〉 = U(t) |J0, ζ0〉 , (B.18)
with Jt and ζt determined as follows. The equation (B.17) defined on the Hilbert space H
results in linear equations for the matrix Jt and the vector ηt on phase space,
∂
∂t
Jt = K(t) Jt − JtK(t) , (B.19)
∂
∂t
ζt = K(t) ζt + k(t) , (B.20)
with the matrix Kab(t) = (Ω
achcb(t)) and the vector k
a(t) = (Ωabfb(t)) are defined in terms
of the parameters of the quadratic time-dependent Hamiltonian H(t), (B.14). The linear
equations for the complex structure Jt and the shift ηt can be solved as time-ordered series,
Jt = M
−1(t) J0 M(t) (B.21)
ζt = M(t)ζ0 +M(t)
∫ t
0
M−1(t′) k(t′) dt′ (B.22)
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where J0 and ζ0 are initial conditions and
M(t) = T exp
(∫ t
0
K(t′) dt′
)
(B.23)
is the symplectic matrix discussed in (5.12).
Given an initial state |J0, ζ0〉 and a quadratic time-dependent Hamiltonian H(t), the
evolution of the one-point and two-point correlation functions are given by (B.12) and (B.13)
with ζ = ζt and G
ab = −Jtac Ωcb.
B.4 Subsystems and the restricted complex structure
We consider a bosonic quantum system consisting of two subsystems A and B with NA and
NB degrees of freedom. The Hilbert space of the system decomposes in the tensor product
of the Hilbert spaces of the two subsystems,
H = HA ⊗HB . (B.24)
The density matrix ρA of a pure state |ψ〉 ∈ H restricted to the subsystem A is defined by
ρA = TrHB (|ψ〉〈ψ|) . (B.25)
With this definition, the expectation value of any observable in the subsystem A can be
computed directly from the density matrix as a trace over the Hilbert space HA,
〈ψ|OA|ψ〉 = TrHA(OA ρA) . (B.26)
From an operational point of view a subsystem is determined by a subalgebra of observables,
i.e. by a restriction of the set of measurements performed on the system. We discuss how the
choice of subalgebra of observables identifies the subsystem A, its complement B, and allows
us to compute the density matrix of a Gaussian state.
The observables of a bosonic quantum system form a Weyl algebra AV = Weyl(2N,C)
generated by linear observables ξˆa with commutation relations [ ξˆa, ξˆb ] = i Ωab . We define a
subsystem with NA degrees of freedom by choosing a subalgebra AA ⊂ AV generated by a
set of NA linear observables θˆ
r,
θˆr = θra ξˆ
a with r = 1, . . . , 2NA (B.27)
and canonical commutation relations
[ θˆr, θˆs ] = i ΩrsA (B.28)
where ΩrsA = Ω
abθraθ
s
b is required to be a symplectic structure on the vector space A = R2NA ,
so that the couple (A,ΩA) is a symplectic vector space. The Hilbert space HA is obtained as
a Fock representation of the Weyl algebra AA = Weyl(2NA,C) as discussed in section B.1.
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We call φi, pii a set of canonical observables in A associated to the Darboux basis DA =
(φ1, . . . , φNA , pi1, . . . , piNA).
The algebra of observables describing the rest of the system is given by A′A, the commu-
tant of AA in AV defined by
A′A ≡ {O ∈ AV | [OA,O] = 0 for all OA ∈ AA}, (B.29)
i.e. the set of all operators which commute with all operators in AA. Here, the commutant
A′A is generated by linear operators with coefficients in B, the symplectic complement of A.
Let us consider the subalgebra AB ⊂ AV generated by a set of NB linear observables Θˆk,
Θˆk = Θka ξˆ
a with k = 1, . . . , 2NB (B.30)
and canonical commutation relations
[ Θˆk, Θˆh ] = i ΩkhB and [ θˆ
r, Θˆk ] = 0 (B.31)
where ΩkhB = Ω
abΘkaΘ
h
b is required to be a symplectic structure on the vector spaceB
∗ = R2NB ,
so that (B∗,ΩB) is a symplectic space. The requirement that B∗ is the symplectic complement
of A∗ results in the commutation relation [ θˆr, Θˆk ] = 0. The Hilbert space HB is obtained as
a Fock representation of the Weyl algebra A′A = AB = Weyl(2NB,C). We call Φi,Πi a set of
canonical observables in B∗ dual to the Darboux basis DB = (Φ1, . . . ,ΦNB ,Π1, . . . ,ΠNB ).
The subalgebra AA has a trivial center,15 i.e. AA ∩ A′A = 1. As a result the algebra
of observables of the systems decomposes in a tensor product over the subsystem A and
its complement, AV = AA ⊗ AB, and the Hilbert space of the system decomposes in the
tensor product H = HA ⊗ HB. This decomposition reproduces at the quantum level the
decomposition of phase space V in two symplectic complements A and B with Darboux basis
DV = (DA,DB).
Given a subsystem A, the Gaussian state |J, ζ〉 ∈ H admits a Schmidt decomposition
that selects the Darboux basis DA and DB in the two complementary subsystems so that the
state can be written in the form [36]
|J, ζ〉 =
∞∑
ni=0
(
Ne∏
i=1
√
2 (νi − 1)ni
(νi + 1)ni+1
)
U(ζA)|n1, . . , nNe , 0, . . ;DA〉 ⊗ U(ζB)|n1, . . , nNe , 0, . . ;DB〉.
(B.32)
15We give an example of subsystem defined by a subalgebra with non-trivial center. Consider a bosonic
system with N = 3 degrees of freedom. The algebra AV of observables of the system is generated by elements of
the Darboux basis DV = (q1, q2, q3, p1, p2, p3). Let us consider the subalgebra AC generated by (q1, p1, q2). Its
commutant is A′C = (q3, p3, q2). As a result this subalgebra has a non-trivial center ZC ≡ AC ∩A′C = (1, q2)′′.
In this case the algebra of observables of the system decomposes in AV = ⊕λ (AC (λ)⊗A′C (λ)) and the Hilbert
space decomposes in a direct sum of tensor productsH = ⊕λ (HC (λ)⊗H′C (λ)) where λ is a basis of simultaneous
eigenstates of the operators in the center (eigenstates of q2 in this example). Choosing a symplectic subspace
as done in (B.28) guaranties that the center of the subalgebra is trivial and the Hilbert space decomposes into
a tensor product.
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The unitary operator U(ζA) generates a shift in A with parameter ζ
r
A = θ
r
aζ
a. Note that
U(ζ) = U(ζA)⊗U(ζB). The parameters νi are the positive eigenvalues of the matrix [iJ ]A =
(iθra J
a
b ϑ
b
s) obtained as the restriction to A of iJ ,
Eig( [iJ ]A) = {±νi} with νi ≥ 1 . (B.33)
The condition νi ≥ 1 follows from the fact that the matrix [J ]A is the restriction of a complex
structure in V . We define the number of entangled pairs in the decomposition HA ⊗HB as
the number of non-trivial terms in the sum in (B.32). This is also the number of positive
eigenvalues of [iJ ]A that differ from +1, or equivalently the rank of the matrix 1− ([iJ ]A)2,
Ne ≡ rank
(
1− ([iJ ]A)2
) ≤ min(NA, NB) . (B.34)
Note that the positive eigenvalues νi 6= 1 of [iJ ]A and of [iJ ]B coincide, see figure 11. If all
νi = 1, then Ne = 0 and the Gaussian state |J, ζ〉 factorizes in a tensor product of Gaussian
states.
The reduced density matrix ρA of a Gaussian state is immediate to obtain once the
Schmidt decomposition is known,
ρA(J, ζ) = TrHA
(|J, ζ〉〈J, ζ|) = U(ζA) ρA(J)U(ζA)−1 (B.35)
where
ρA(J) =
∞∑
ni=0
(
Ne∏
i=1
2
νi + 1
(
νi − 1
νi + 1
)ni)
|n1, . . , nNe , 0, . . ;DA〉〈n1, . . , nNe , 0, . . ;DA|. (B.36)
We note that the density matrix can be written in the compact operatorial form
ρA(J) = e
−HA (B.37)
with the modular Hamiltonian HA given by
HA =
1
2
qrsθˆ
rθˆs + E0 and qrs = 2 iωrk arcoth
(
i Jks
)
, (B.38)
where (Jrs) = (θ
r
a J
a
b ϑ
b
s) = [J ]A, (ωrs) = (ϑ
a
r ωabϑ
b
s) = [ω]A = [Ω
−1]A, and E0 is a constant
that fixes the normalization TrHAρA = 1.
B.5 Entanglement entropy and Re´nyi entropy of Gaussian states
Complete knowledge of the state of a system does not imply knowledge of the state of its
subsystems. This genuinely quantum-mechanical property is captured by the notion of en-
tanglement entropy. The entanglement entropy SA(|ψ〉) of a pure state |ψ〉 restricted to the
subsystem A is given by the von Neumann entropy of the reduced state,
SA(|ψ〉) ≡ −TrHA
(
ρA log ρA
)
. (B.39)
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ν1 ν2
· · ·
· · ·
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νNe
· · ·
· · · · · ·
νi = 1
Figure 11. Entanglement structure of Gaussian states. We illustrate the entanglement structure of
an arbitrary squeezed vacuum |J〉 with subsystems A and B: We can always find a Darboux frame
DV = (DA,DB), such that only pairs of degrees of freedom are entangled across A and B with
squeezing parameters νi. Every black dot represents a degree of freedom, or equivalently a conjugate
variable pair (ϕi, pii) appearing as basis vectors in DA or DB , every link represents the entanglement
between the two connected degrees of freedom. Note that we take NA ≤ NB and find that only up to
NA pairs can be entangled. The remaining NB −NA degrees of freedom in subsystem B do not have
a partner in subsystem A leading to squeezing parameters νi = 0 for i > NA. This is the reason why
the maximal number of entangled degrees of freedom is dictated by the smaller of the two subsystems.
To compute the entanglement entropy it is useful to introduce the function Z(β) defined as
the trace of the density matrix raised to the power β,
Z(β) = TrHA
(
ρA
β
)
. (B.40)
By construction Z(0) = NA and Z(1) = 1. The function Z(β) provides an efficient method
for computing the entanglement entropy,
SA(|ψ〉) =
(
1− β ∂
∂β
)
logZ(β)
∣∣∣∣
β=1
. (B.41)
In the case of a Gaussian state |J, ζ〉, the function Z(β) can be expressed in term of the
eigenvalues of [iJ ]A using formulae (B.35) and (B.36),
logZ(β) = −
Ne∑
i=1
log
((νi + 1
2
)β − (νi − 1
2
)β)
. (B.42)
It can also be expressed as a trace over the vector space A of a function of the matrix [iJ ]A,
logZ(β) = −1
2
tr log
∣∣∣∣∣
∣∣∣∣1 + [iJ ]A2
∣∣∣∣β − ∣∣∣∣1− [iJ ]A2
∣∣∣∣β
∣∣∣∣∣ . (B.43)
The entanglement entropy of a Gaussian state can be computed from Z(β) and expressed in
terms of the eigenvalues νi, [100–103]
SA(|J, ζ〉) =
Ne∑
i=1
S(νi) where S(ν) ≡ ν + 1
2
log
ν + 1
2
− ν − 1
2
log
ν − 1
2
, (B.44)
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or equivalently in terms of the matrix [iJ ]A, [36]
SA(|J, ζ〉) = tr
(
1 + [iJ ]A
2
log
∣∣∣1 + [iJ ]A
2
∣∣∣) . (B.45)
We can also compute the Re´nyi entropy of order two,16
RA(|ψ〉) ≡ − log TrHA(ρA2) = − logZ(2) . (B.46)
The Re´nyi entropy of a Gaussian state is
RA(|J, ζ〉) =
Ne∑
i=1
log νi , (B.47)
which can be expressed in terms of the determinant of the matrix [iJ ]A,
RA(|J, ζ〉) = 1
2
log
∣∣ det ([iJ ]A)∣∣ . (B.48)
This expression plays a central role in the analysis presented in this paper in section 2.
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