We treat Nelson's Hamiltonian [Ne] with the external potential in a general class under an infrared singularity condition. We find an infrared catastrophic term and show that it causes the divergence of soft photon number and the absence of ground state of Nelson's Hamiltonian.
Introduction
We treat Nelson's Hamiltonian H N (κ) under the infrared singularity condition [Ar, (3.14) ]. H N (κ) describes a system of a quantum particle moving on the 3-dimensional Euclidean space R 3 under the influence of an external potential V and interacting with a massless scalar Bose field. Betz et al. showed in [BHLMS, (6.7) ] that soft photon number for Nelson's Hamiltonian with external potentials in the Kato class diverges under the infrared singularity condition. On the other hand, Lőrinczi et al. showed in [LMS, Theorem 4.5] that in 3-dimensional Euclidean space there is no ground state of Nelson's Hamiltonian with the confining external potential under the infrared singularity condition. To prove both of the two results in [BHLMS, LMS] , functional-integral manner is used. In this paper, with an operator-theoretical method we also give an explicit estimate of soft photon number divergence, which is our secondary purpose. Moreover, with this method we improve the result by Lőrinczi et al. so that our result can accept the Coulomb potential and eliminate the restriction on the coupling constant. That is our main purpose in this paper.
Following physical intuition, if soft photon number for the Hamiltonian of a system diverges, we expect that the Hamiltonian has no ground state in the standard state space constructed from the Fock space. And another representation is required of us to describe the system, which is known as the Bloch-Nordsiek theorem in physics [BN] . We are interested in proving in mathematics that the divergence of soft photons implies absence of ground state in the standard state space, and we tried it in [AHH] from an operator-theoretical point of view. Because in [AHH] we treated general models in some degree, we could not entirely kick out ground states from the standard state space under the infrared singularity condition. Developing the way employed in [AHH] with some techniques in [BFS, GLL, HHS] and applying them to Nelson's Hamiltonian, we achieve our purposes.
The success in proving the finite bound of soft photon number [BFS, GLL, HHS] is in the following two steps. We first show that (I) the ground state expectation of the soft photon number can be rewritten with the velocity of the electron dressing the cloud of photons by the pull-through formula.
To relate the velocity with the ground state, we next show that (II) the velocity can be given as the differential of the Heisenberg picture of the position of the electron, where the Heisenberg picture is given by the total Hamiltonian of the system.
In [BFS, GLL] they estimate the differential of the Heisenberg picture of the position directly, and get the finite bound of the soft photon number. On the other hand, in [HHS] we estimate the velocity with the iterative methodà la renormalization to get more strict infrared singularity than theirs. On each step of the iterative method, we divided our target into the infrared safe terms, which never cause the infrared divergence, and the infrared dangerous terms, which are not clear whether they are infrared safe or not on the step. We repeated these procedures for the infrared dangerous terms, and we could eliminate all infrared dangerous terms eventually.
For the models treated in [BFS, GLL, HHS] , the velocity of the electron dressing the cloud of photons is given by mv-momentum [FLS, (21.14) ] (or kinematic momentum), i.e., the sum of p-momentum [FLS, (21.15 )] (or dynamical momentum) and quantized gauge field. On the other hand, for H N (κ) treated here, the velocity is given by just dynamical momentum. Since we can expect that H N (κ) has the infrared divergence, we do not need to pursue the infrared singularity for the infrared safe terms. Thus, if anything, by employing the concept explained above, we will divided our target into the infrared safe terms and the infrared catastrophic term causing the infrared divergence (see Lemmas 4.1 and 4.2), and pursue the infrared singularity for the infrared catastrophic terms. Moreover, we will show that this infrared catastrophic term causes the divergence of the soft photon and the absence of ground state from the standard state space.
Main results
The position of the quantum particle is denoted by x, momentum by p = −i∇ x . We set = 1, c = 1 throughout. The particle is coupled with a massless scalar Bose field. In momentum representation the creation and annihilation operators of the field satisfy the standard CCR,
The field energy is given by
as an operator acting on the symmetric Fock space, F, over L 2 = L 2 (R 3 ). For zero mass bosons the dispersion relation is given by
In position space the scalar Bose field is then defined through
For the infrared and ultraviolet cutoff 0 ≤ κ < 1 < Λ, we introduce a cutoff function by
For the inverse Fourier transformχ κ of χ κ , (1) meansχ κ (x) = δ(x) in the limits κ → 0, Λ → ∞. Then, the cutoff field is denoted by
It is well known that φ κ (x) is a self-adjoint operator on F for every x ∈ R 3 . We set
Then,
where
for every f ∈ L 2 (R 3 ). Our external potentials include confining potential which is the same one treated in [Ar] , long and short range potentials which are basically the same ones treated in [GLL] . Thus, we assume either (Case 1) or (Case 2) for the external potential V .
(Case 1) (confining potential)
and bounded from below,
(C1-3) there exist positive constants c 1 and c 2 such that
(C2-1) For a.e. x ∈ R 3 , V (x) ≤ 0, and for all R > 0,
(C2-3) the Schrödinger operator p 2 /2 + V has a ground state ψ at with the negative ground state energy such that ψ at (x) > 0 a.e. x ∈ R 3 .
We denote the Schrödinger operator with external potential and its ground state energy by H at and E at , respectively, i.e.,
Proposition 2.1 Assume (Case 2).
and there exist positive constant c 3 and c 4 such that
Proof: By (C2-1) and (C2-2) we can decompose V such that
So, (i) and (ii) follow from [RS, Theorem X.15 ] and the famous theorem, e.g., [Ku1, Theorem 3.9] , respectively. So, in particular, V is p 2 -bounded, which also implies
. By [RS, Theorem X.18] , V is also form-bounded with respect to p 2 . Thus, (7) holds
The cutoff Nelson Hamiltonian is given by
Here and in the following we mostly omit the tensor notation ⊗.
We define a non-negative free Hamiltonian by
Applying [Ar, Proposition 2.1] to H N (κ), by (C1-1) and Proposition 2.1,
For (Case 2), we define a positive constant g Λ by
We set g Λ = ∞ for (Case 1). We note that g Λ is independent of κ. By [Sp, Theorem 1], we have Proposition 2.3 Let us fix Λ > 0. Then, H N (κ) has a unique ground state ψ κ for every κ, g with 0 < κ < Λ and |g| < g Λ .
In our situation, we have for κ > 0
which is called infrared regularity condition, and for κ = 0
which is called infrared singularity condition in [AH2] (see also [AHH, (3.5 
)]).
Theorem 2.4 (soft photon divergence). For every g with 0 < |g| < g Λ , there exists a positive constant K 0 such that
for κ < K 0 , where
with
Here C g is independent of κ for κ < K 0 .
Theorem 2.5 (absence of ground state for κ = 0). For every g with g = 0, H N = H N (0) has no ground state in H.
We prove Theorem 2.4 and Theorem 2.5 in Section 5 and Section 6, respectively.
Preliminaries
In (Case 1), as proved in [Ar, (2.43) ], by applying the well-known fact (see e.g., [Ku2] ) to closed operators p 2 , H at , there exists a non-negative constant c at,1 such that
On the other hand, in (Case 2), by Proposition 2.1, p 2 and H at are closed with D(p 2 ) = D(H at ). So, in the same way as in the above, there exists a non-negative constant c at,2 such that
Thus, we obtain the following lemma.
Lemma 3.1 There exists a positive constant C at such that
Moreover, by using Schwarz's inequality, for all ψ ∈ D(p 2 )
where we used p 2 ≥ 0, which implies that
Similarly, by Proposition 2.2, H 0 and H N are closed with D(H 0 ) = D(H N ). So, for κ = 0 and g = 0, there exists a non-negative constant c g such that
Thus, we obtain the following lemma. 
(ii) There exists a constant K 0 with 0 < K 0 < Λ such that
Proof: (i) follows from (20) directly. It is easy to check that there exists a real number z satisfying z < sup 0≤κ<Λ E κ . By the second resolvent equation (e.g., [Ku2]), we have
Set
Then, it is well known that H N (κ) is unitarily equivalent to H ≤κ f
In the argument below we also omit the tensor notation ⊗. We note that
By (23) and (29) we get
Thus, H N (κ) → H N as κ → 0 in the norm-resolvent sense, which implies that
Thus, we have
In the same way as in (23), we have
which implies that by (i), (29), and (31),
which implies that there exists a positive constant K ′ 0 such that
We obtain the following lemma from Lemma 3.2.
Lemma 3.3 For every g = 0 and arbitrary κ, ǫ with 0 < ǫ and 0 ≤ κ < K 0 ,
Proof: (33) follows from (22) and
In particular, for
Proof: We obtain the first statement, φ ∈ D(|x|) and the first inequality of (34), in the same way as in [Ar, Lemma 4.6] . Since by Schwarz' inequality we get
, we obtain the second inequality in (34). By (34) and Lemma 3.3 we have
, where the superscript means that in (8) the external potential V is omitted. The (positive) binding energy is defined by
Following the proof of [GLL, Theorem 3 .1], we show that E bin κ > 0 with a slight revision like [HHS, Proposition 4.4] .
Proposition 3.5 (strict positivity of binding energy). Assume (Case 2)
. Fix κ with 0 ≤ κ < Λ. Suppose that H N (κ) has a ground state ψ κ . Then,
Proof: Let ψ at be the ground state of H at , ψ at > 0 and ψ at L 2 = 1. For every ǫ > 0 there exists a vector
Hence
By the translation invariance of H N (κ) V =0 , for arbitrary y ∈ R 3 there exists a translated vector
where we used (38). Then we have
since ψ at (x − y)(pψ at )(x − y)d 3 y = 0, and
which implies that there exists y 0 ∈ R 3 such that Ω y 0 < 0. We conclude that
Lemma 3.6 Fix δ and κ with 0 < δ < 2 and 0 ≤ κ < Λ, respectively. Assume (Case 2) and that H N (κ) has a ground state ψ κ . Let G be in C ∞ (R 3 ), non-negative function with sup
Proof: We can take a function 1l n ∈ C ∞ 0 (R) for each n ∈ N satisfying 1l n (r) = 1 for |r| ≤ n; = 0 for |r| ≥ 3n, and |d1l n (r)/dr| ≤ n −1 . We set
e. x ∈ R 3 and each n ∈ N, and G n (x) → G(x) as n → ∞ for a.e. x ∈ R 3 .
First we prove (39) for G n . Then, we have ψ κ ∈ D(G n ) since G n is a bounded operator. Moreover, from direct computations,
we have
On the other hand, we have
We have by (40) and (41) (E
The assertion (39) for G n follows from Proposition 3.5 and (42). Before proving (39) for G, we note that
By (39) for G n and (43), we have
On the other hand, we denote the right hand side of (43) 
By using Leibniz's formula and Minkowski's inequality and (45),
Here we note that it follows from (C2-2) that there exists a positive constant c such that
So, by (46) and (47) sup
for sufficiently large n ∈ N, which implies that
Then, by Lebesgue's monotone convergence theorem, (44), and (48), we have
Thus, ψ κ ∈ D(G) and (39) holds for G.
To have a more concrete estimate we set
Here χ R (r) = 0 for r < R/2 and χ R (r) = 1 for r > R with linear interpolation. The parameter R > 0 serves as a variation which will be optimized at the end. g(x) is a twice differentiable satisfying
Then, noting that χ R is absolutely continuous, we have
and if g(x) = |x|, then
By Lemma 3.6 we have the following.
Lemma 3.7 (spatial localization I) Fix κ with 0 ≤ κ < Λ. Assume (Case 2) and that H N (κ) has a ground state ψ κ . Let g be differentiable and non-negative, satisfy (50), and
Proof: First we note that (1 − χ R )g is a bounded operator, and D(g) = G(G R ) holds. So, (54) follows from Lemma 3.6 and
The following lemma follows from Lemma 3.7 and (52) immediately.
Lemma 3.8 Assume (Case 2). Fix κ with
Proof: It will be proven in Lemma 3.10 that ψ κ ∈ D(|x|). Take R = 4. Then, since (56) is the special case of (54) as g(x) = |x| 1/2 .
In case without sup R<|x| |V (x)| |g(x)| 2 < ∞, we have the following lemma, though the upper bound gets worse than Lemma 3.7.
Lemma 3.9 (spatial localization II). Fix κ with 0 ≤ κ < Λ. Assume (Case 2) and that H N (κ) has a ground state ψ κ . Let g be differentiable and non-negative, satisfy (50) , and G R (x) be defined in (49) 
for sufficiently large R so that |E at | > sup R<|x| |V (x)|.
Proof: We first note (55) also holds in this case. Let 1l n be the same one given in the proof of Lemma 3.7. We set G n (x) = 1l n (|x|)G R (x). Then, G n ∈ C 2 0 (R 3 ). By using Leibniz's formula and Minkowski's inequality, we have
In the same way as getting (42), we have by (58) (E
By applying Lebesgue's monotone convergence theorem to the above inequality, we have ψ κ ∈ D(G R ) and
(57) follows from (55) and (59).
The following lemma follows from Lemma 3.9 and (53) immediately.
Lemma 3.10 Assume (Case 2). Fix κ with 0 ≤ κ < Λ. If H N (κ) has a ground state ψ κ then ψ κ ∈ D(|x|) and
for sufficiently large so that |E at | > sup R<|x| |V (x)|.
Proof: (60) is the special case of (57) as g(x) = |x|.
An identity from pull-through formula
Let us fix 0 ≤ κ < Λ. We suppose now that H N (κ) has a ground state ψ κ . Then, in the same way as the derivation of [Gé, (IV.1) ] from [Gé, Proposition III.4 ], we get
as an identity on L 2 (R 3 , d 3 k; H) by the standard pull-through formula. From this (61) we have the following identity.
Lemma 4.1 Let us fix 0 ≤ κ < Λ, and suppose that H N (κ) has a ground state ψ κ . Then,
as an identity in L 2 (R 3 , d 3 k; H) with
Proof: By the pull-through formula, we have
Noting
we get
On the other hand, we get
So, by (68), (69), and (70), we have
Here we note that
and
Thus, by (70), (72), and (73), we get
Since e −ikx p = pe −ikx + ke −ikx , we have
Therefore, (62) follows from (71), (74), and (75).
Lemma 4.2 Let us fix κ = 0 and Λ > 0, and suppose that H N = H N (0) has a ground state ψ 0 . Then, I 1 (k)ψ 0 is an infrared catastrophic term, i.e.,
and for j = 2, · · · , 5, I j (k)ψ 0 is an infrared safe term, i.e.,
For every φ ∈ D(N 1/2 f ), we define a function by
We now repeat the proof of [AHH, Lemma 5.2(i) ] so that it meets to our case. We set
Then, for f ∈ C ∞ 0 (R 3 \ Y ), we define an anti-linear functional T φ,ψ 0 :
Since
and C ∞ 0 (R 3 \ Y ) is dense in L 2 (R 3 ), we have a unique extension of T φ,ψ 0 and it is a bounded anti-linear functional. We denote the extension by the same symbol, i.e., T φ,ψ 0 : L 2 (R 3 ) → C with (92) for f ∈ L 2 (R 3 ). So, by Riesz's lemma, there exists a unique F ∈ L 2 (R 3 ) such that T φ,ψ 0 (f ) = f , F L 2 for every f ∈ L 2 (R 3 ). On the other hand, we note that
for every λ ∈ L 2 (R 3 ) with λ/ √ ω ∈ L 2 (R 3 ). Since for f ∈ C ∞ 0 (R 3 \ Y ) we have f, f / √ ω ∈ L 2 (R 3 ), we obtain f , F φ,ψ 0 L 2 = φ , a(f )ψ 0 H = T φ,ψ 0 (f ). Thus, we have 
as a L 2 (R 3 )-function of k. So, by Lemma 4.2 and (93), the right hand side of (94) is in L 2 (R 3 ). Thus, we have
On the other hand, since φ , e ikx ψ 0 H is a continuous function of k ∈ R 3 , we get lim k→0 | φ , e ikx ψ 0 H | 2 = | φ , ψ 0 H | 2 .
Namely, for arbitrary ε > 0 there exists a positive constant K ε such that | φ , ψ 0 H | 2 − ε < | φ , e ikx ψ 0 H | 2 < | φ , ψ 0 H | 2 + ε for ∀k with |k| < K ε .
Thus, we get by (95)
Thus, | φ , ψ 0 H | 2 − ε should be non-positive because Ξ 1 / ∈ L 2 ( k ∈ R 3 | |k| < K ε ) by direct computation. Namely, | φ , ψ 0 H | 2 ≤ ε. Since ε is arbitrary, we have finally φ , ψ 0 H = 0 for ∀φ ∈ D(N 1/2 f ) and ∀g = 0. So, we have 
By (96) and (97), we have ψ 0 = 0, which contradicts (88). Therefore, we obtain Theorem 2.5.
