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Искусственные нейронные сети основаны на весьма простой биоло-
гической модели нервной системы состоящей из огромного числа нейро-
нов, каждый из которых принимает взвешенную сумму входных сигналов 
и при определенных условиях передает сигнал другим нейронам. В по-
следние 10-15 лет происходит бурный рост интереса к искусственным 
нейронным сетям (НС). Для этого есть несколько причин. Во-первых, 
теоретические трудности внутри так называемой модели перцептрона, 
популярного в конце 60-х годов, были решены. Во-вторых, появился де-
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шевый доступ к мощным и недорогим процессорным устройствам, кото-
рый облегчил как проведение исследований в области создания моделей, 
так и работу с реальными задачами.  
Теория нейронных сетей нашла широкое практическое применение: 
в космонавтике и аэронавтике - для имитации траекторий полета и по-
строения систем автоматического пилотирования; в военном деле - для 
управления оружием и слежением за целями; в электронике - для разра-
ботки систем машинного зрения и синтеза речи; в медицине - для диагно-
стики заболеваний и конструирования протезов; в производстве - для 
управления технологическими процессами, роботами. 
Нейронная сеть является существенно параллельным распределен-
ным процессором, который имеет естественную предрасположенность к 
запоминанию опытного знания и к использованию его. Она похожа на 
мозг в двух аспектах: 
1. Знание приобретается сетью путем процесса обучения.
2. Силы межнейронных соединений, известные как синаптические
веса, используются для запоминания знания 
Нейронные сети трудно, по крайней мере, сейчас, успешно приме-
нять для задач, связанных с манипулированием символами и памятью. И 
не существует методов тренировки НС так, чтобы те волшебным образом 
создавали информацию, которой не содержится в тренировочных данных. 
Что касается воспроизведения человеческого сознания и эмоций, то это 
все еще принадлежит области научной фантастики. 
Нейронные сети представляют интерес для достаточно большого 
числа специалистов: 
 Программистов – нейронные сети открывают область новых ме-
тодов для решения сложных задач. 
 Физики используют нейронные сети для моделирования явлений 
в статистической механике и для многих других задач. 
 Нейрофизиологи могут использовать нейронные сети для моде-
лирования и исследования функций мозга. 
 Психологов нейронные сети обеспечивают механизмом для тес-
тирования моделей некоторых психологических теорий. 
 Другие специалисты (особенно коммерческих и индустриальных 
направлений) могут также интересоваться нейронными сетями по 
самым разнообразным причинам. 
Существует множество способов организации искусственных ней-
ронных сетей, которые могут содержать различное число слоёв нейронов. 
Нейроны могут быть связаны между собой как внутри отдельных слоёв, 
так и между слоями. В зависимости от направления передачи сигнала эти 
связи могут быть прямыми или обратными. Слой нейронов, непосредст-
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венно принимающий информацию из внешней среды,  называется вход-
ным слоем, а слой, передающий информацию во внешнюю среду - вы-
ходным слоем.  
Для реализации нейронных сетей была создана необходимая эле-
ментная база, а также разработаны мощные инструментальные средства 
для их моделирования в виде пакетов прикладных программ. К числу по-
добных пакетов относится пакет Neural Networks Toolbox (NNT) системы 
математического моделирования MATLAB 6 фирмы Math Works. Струк-
турная схема сети изображается с помощью типового набора блоков, со-
единительных элементов и обозначений, принятых в инструментальном 
программном пакете Neural Network Toolbox системы MATLAB и пакете 
имитационного моделирования Simulink той же системы. Структурная 
схема сети может быть укрупнённой или детальной, причём степень де-
тализации определяется пользователем. Системы обозначений блоков, 
элементов и параметров сети является векторно-матричной, принятой в 
системе MATLAB. Программным представлением, или вычислительной 
моделью искусственной нейронный сети, является объект специального 
класса network,  который включает массив структур с атрибутами сети и 
набор методов, необходимых для создания сети, а также для её инициали-
зации, обучения, моделирования и визуализации.  
Литература 
1. Сивохин А.В., Лушников А.А., Шибанов С.В. Искусственные нейронные сети.
Лабораторный практикум. - Изд-во Пенз. гос. ун-та, 2004. – 136 с. 
2. Галушкин А. И. Теория нейронных сетей [Текст] / А. И. Галушкин. – М.:
ИПРЖР, 2000. – 416 с.
3. Черномашенцев М.С. Что такое нейронная сеть  / Электронный ресурс. - Режим
доступа: http://www.np.vspu.ac.ru/ 
