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Abstract
The problem of preconditioning the linear system Ax = b where no entries of A are known
but the matrix-vector product is given in the linear functional form Ax = L(x) is considered.
A statistical multiregressor method is proposed whose convergence improves during Krylov
iterations. It is shown that this method eﬀectively improves the rate of convergence of the
GMRES algorithm. The results are validated by applying the current preconditioner to a
pseudo-spectral solution of Helmholtz equation.
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1 Introduction
Nowadays the solution of large scale non-symmetric sparse matrices is computationally feasible
using advanced iterative methods. The popular choices are Biconjugate Gradient Stabilized
method (BiCGSTAB) [14], the more general Induced Dimension Reduction (IDR) [12, 11] and
the Generalized Minimal Residual (GMRES) [9]. The reader is referred to [8, 10, 4, 2] for a
comprehensive review, comparison and implementation of many iterative solvers. Depending
on the structure of the matrix and the ratio of min-max singular values, the number of required
matrix-vector products might increase dramatically. To remedy this, it is important to invoke a
preconditioning method, otherwise the iterative solution would be as costly as a direct solution.
Preconditioning techniques are well developed when the matrix A is explicitly available at
hand. A very eﬀective and general purpose preconditioner can be obtained using an incomplete
LU factorization of the sparse matrix [8]. However when the matrix A is not available or very
costly/diﬃcult to compute, other preconditioning strategies must be used. As an example,
Jacobian-free (matrix-free) implementations usually lead to the situation where the matrix A
is not available.
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To show this, consider the general form of linear time-dependent problems
∂u
∂t
= R = L (t, u) =
∑
k
∑
i
αki
∂ku
∂xi
k
, (1)
where the steady-state residual vector R contains high-order derivatives of the dependent vari-
able u(t, x1, x2, . . . , xn) with respect to independent variables. When discretized using a suitable
discretization method like Finite-Diﬀerence, Finite Element or Finite Volume [5], Eq. (1) can
be written in the following semi-discrete form
d
dt
u = L u. (2)
The fully discrete form is obtained after Eq. (2) is discretized in time. There are many choices
available for time-discretization [3]. However a common step in these algorithms, which is the
most costly part of the solution, is simply an implicit Euler scheme presented below
(I−ΔtL)un+1 = un, (3)
where A = (I−ΔtL) is typically a huge sparse matrix for practical problems. For this
reason, a direct solution of Eq. (3) is almost impossible and thus an iterative algorithm (as
mentioned before) is usually used for the solution.
The important point is that for many practical problems the matrix A in Eq. (3) is so
huge that it does not ﬁt in the physical memory of the current machines. This situation
typically happens in high Reynolds number Large Eddy Simulation (LES) or Direct Numerical
Simulations (DNS) of a turbulent ﬂuid ﬂow [7]. Yet still another possibility is available by using
a matrix-free implementation. In this approach, the matrix A is never computed/stored but
Eq. (3) is solved by replacing the matrix-vector product in the iterative algorithm with the
residual computations [6]. However a disadvantage of this approach is that preconditioning is
hard since entries aij of A are not available [6]. This is the motivation for the current work
where a simple statistical method is used to estimate A by multiple regression analysis of the
history of matrix-vector products obtained in the Krylov iterations.
2 The Statistically Preconditioned GMRES Algorithm
The details of Progressive Statistical Preconditioning (PSP) for GMRES is covered in Alg. (1)
and Alg. (2) below. To solve the linear system Eq. (3), the original GMRES algorithm starts
as usual in Alg. (1). However when a matrix-vector product is performed in lines 4 and 9 of
Alg. (1), for the given vector Px(:, i), the result is stored in the i
th column of matrix Py, i.e.
Py(:, i). Therefore the statistical sample (dataset) Py versus Px is obtained progressively in
the sense that the more matrix-vector products are performed the better sample is obtained.
It should be noted that in Jacobian-free methods the matrix-vector products in lines 4 and 9
should be replaced with the residual computations. Now, the primary goal is to ﬁnd a relation
between Py and Px such that it has minimum error compared to the exact relation Py = APx.
This relation, which is estimated using a banded diagonal matrix N such that Py ≈ NPx will
be further used as a preconditioner in the GMRES Alg. (1) when Eq. (3) is solved at the next
time step or the next restart of the same physical time. The oﬀ-diagonal entries on a given
rows of A are reduced to a banded matrix N where its inverse is cheap and can be eﬃciently
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1 subroutine (X, R, Px, Py) ←
PSPGMRES (A, B, N, , nA, X0, nr);
2 for l ← 1 to nr do
3 Px(:, i) ← X0, Py(:, i) ← A X0;
4 R¯ ← B −Py(:, i), i ← i+ 1;
5 V(:, 1) ← R¯/‖R¯‖, G(1) ← ‖R¯‖;
6 for k ← 1 to nA do
7 G(k + 1) ←0, Yk ← N−1V(:, k);
8 Px(:, i) ← Yk, Py(:, i) ← A Yk;
9 Uk ← Py(:, i), i ← i+ 1;
10 for j ← 1 to k do
11 H(j, k) ← V(:, j)′ Uk ;
12 Uk ← Uk −H(j, k) V(:, j) ;
13 end
14 H(k + 1, k) ← ‖Uk‖;
15 V(:, k + 1) ← Uk/H(k + 1, k);
16 for j ← 1 to k − 1 do
17 δ ← H(j, k);
18 H(j, k) ←
δC(j) + S(j)H(j + 1, k);
19 H(j + 1, k) ←
−δS(j) + C(j)H(j + 1, k);
20 end
21 γ ←
√
H(k, k)
2
+H(k + 1, k)
2
;
22 C(k) ← H(k, k)/γ;
23 S(k) ← H(k + 1, k)/γ;
24 H(k, k) ← γ, H(k + 1, k) ← 0;
25 δ ← G(k);
26 G(k) ← C(k)δ + S(k)G(k + 1);
27 G(k + 1) ←
−S(k)δ + C(k)G(k + 1);
28 R(k) ← ‖G(k + 1)‖;
29 if R(k) ≤  then
30 ﬁnish-ﬂag ← true;
31 break;
32 end
33 end
34 Q ← H−1G;
35 for j ← 1 to k do
36 Zk ← Zk +Q(j)V(:, j);
37 end
38 X ← X0 +N−1Zk; X0 ← X;
39 clean G,V,H, C, S;
40 if ﬁnish-ﬂag then break;
41 end
Algorithm 1: Restarted PSP-GMRES
1 function N ← MREP (Px, Py, d);
2 n ← nrows(Px), m ← ncols(Px);
3 for i ← 1 to d do
4 (β0, β1) ← linear ﬁt(Px(i, :),
Py(i, :));
5 N(i, i) ← β1;
6 end
7 for i ← (d+ 1) to (n− d) do
8 P∗x ←
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
1 1 . . . 1
]
1×m
Px(i− d, :)
...
Px(i− 1, :)
Px(i, :)
Px(i+ 1, :)
...
Px(i+ d, :)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;
9 P∗y ← Py(i, :);
10 N∗ ←
(
P∗x(P
∗
x)
′
)−1
P∗x
(
P∗y
′)
;
11 for j ← 2 to 2(d+ 1) do
12 N(i, i− j − d+ 1) ← N∗(j);
13 end
14 end
15 for i ← (n− d+ 1) to n do
16 (β0, β1) ← linear ﬁt(Px(i, :),
Py(i, :));
17 N(i, i) ← β1;
18 end
Algorithm 2: The algorithm for Multi-
Regressor Estimator of the Preconditioner.
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Figure 1: The matrix-free Pseudo-spectral solution of Helmholtz equation using GMRES and
statistically preconditioned GMRES. Left) The converged solution. Right) The eﬀect of statis-
tical preconditioning. The restart happens at the iteration 381 where the statistically estimated
preconditioner during 1 ≤ ITR < 380 is then applied to GMRES.
obtained with the LAPACK band diagonal solver [1]. This reduction procedure is described
in Alg. (2) using a multi-regression estimation of matrix Py versus matrix Px. As shown, the
output of the GMRES algorithm, i.e. Px and Py are sent to MREP (Multi regressor Precon-
ditioner) where for d = 1, a tridiagonal estimation (three regressors) is enforced. The emphasis
on the three regressor model is based on the fact that this approach leads to a tridiagonal
matrix N which can be solved eﬃciently in O(n) FLOPs using the Thomas algorithm. Thus
it is expected that this three-regressor model would be very eﬃcient when the preconditioned
equations need to be solved in lines 8 and 39 of Alg. (1).
3 Results
The algorithms (1, 2) are implemented in a computer program. The two dimensional Helmholtz
equation uxx + uyy + k
2u = f(x, y) for f = 10 sin (x(y − 1)), k = 8 and homogenous boundary
conditions is solved using a matrix-free Pseudo-spectral method. The fully discrete form be
written as the Kronecker product
(
I⊗D2 +D2 ⊗ I+ k2I⊗ I)u = f where D is the ﬁrst-
order Chebyshev diﬀerentiation matrix [13]. In the matrix-free implementation, two sweep
diﬀerentiations in the xy directions are performed in the residual calculation. The results are
presented in Fig. (1) for a 39x39 discretization which yields a system with 1521 unknowns. The
number of search vectors is set to 380 and GMRES is restarted. The strong stretching of the
Chebyshev grid near the wall degrades the condition number and hence a preconditioner seems
to be necessary for this problem. This is illustrated in Fig. (1) where the original GMRES
algorithm stagnates. The statistical preconditioning yields an improved convergence after the
restart at ITR = 381.
4 Conclusions and Acknowledgment
A new approach for preconditioning the iterative solution of Ax = b when absolutely no in-
formation is known about the matrix A is presented. It should be noted that the number of
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regressors used in Alg. (2) was chosen to be three (d = 1) in the presented benchmark problem
in order to obtain a tridiagonal preconditioner. The three-regressor model presented here has
generated impressive results in improving the convergence of the original GMRES algorithm
according to ﬁgure (1). However, there might be situations where adding more regressors, i.e.
d > 1 would result in an improved convergence rate. The work was supported by the Tennessee
Higher Education Commission (THEC) Center of Excellence in Applied Computational Science
and Engineering (CEACSE). The support is greatly appreciated.
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