Cancerlectins are significantly important group of lectins that have an inhibitory effect on cancer cells with respect to their growth. They have a vital role in various tumor cell interactions like adhesion, growth, metastasis, differentiation and mainly in cellular infection. The investigations associated with cancerlectins are applicable to relevant studies in laboratories, diagnostics and therapy in clinical applications, and drug discoveries in targeting cancers. Prediction of cancerlectins is considered a helpful task due to the fact that they are specifically useful in dissecting cancers. Although, several Bioinformatics tools have been developed to predict cancerlectins, however, the need for improvement in the quality of its prediction model requires enhancements in the annotation and determination process of cancerlectins. In this study, a new model is proposed that builds on statistical moments based features to distinguish cancerlectins from non-cancerlectins. The currently proposed model achieved an accuracy of 88.36% using jackknife test which is better than current state-of-the-art models. These outcomes suggest that the use of statistical moments could bear more effective and efficient results. For the accessibility of the scientific community, a user-friendly web server has been developed which will associate the researchers in medical science. Web server is freely accessible at https://www.biopred.org/canlect. INDEX TERMS Cancerlectins, Hahn moments, lectins, moment invariants, PRIM.
I. INTRODUCTION
In cellular biology, cells can be agglutinated by a kind of glycoprotein known as lectin. Diverse sugar structures can be specifically recognized through lectins, but somehow lectins lack catalytic movement. Lectins are proteins that bind to carbohydrate molecule and are distributed ubiquitously in nature [1] - [4] . They play a significant role in recognition of specific sugar structures and in a variety of cellular processes that involve cells, proteins and carbohydrates. They are able to reversibly bind carbohydrates [5] - [7] . Furthermore, Lectins greatly differ from antibodies. They also play important role in the innate immune system. They are often considered to be helpful in mediating against the invading microorganisms as a first line of defense. As compared to antibodies, they are not an outcome of response from the The associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Conti . immune system. However, some antibodies also cause agglutinations by binding themselves to antigens and produce similar effects as lectins. Lectins are synthesized and secreted by almost all organisms, mainly including bacteria, viruses, vertebrates, plants and invertebrates [8] - [10] . Lectins are also involved in various biological activities such as growth in cells, development and differentiation of cells, cell migration and adhesion, interaction between extracellular and cell, apoptosis and inflammatory response. Many researchers in the field of molecular biology and immunology often consider lectins as therapeutics and diagnostics tool [11] - [13] .
Leading the cause of death, cancer is the outcome of abnormal growth of cells which cannot be regulated. Lectins that are related to cancers are known as cancerlectins. These lectins are protective against the cancer cell growth mechanisms. The lectins are suggested to be used in the anti-tumor drugs development as they have minimum side effects. According to few recent researches [14] - [17] , for impediment of the progression of tumors, many lectins are used as therapeutic agents which outcomes apoptosis and agglutination of cancer cells. Nagaimo lectin is believed to be helpful in the treatment of breast cancer [18] . It has shown in recent studies that HIV replication is inhibited by lectins in bananas ( Figure. 1) and is utilized in the investigations of treatment of AIDS [19] . Deficiency of mannose binding lectins may result in certain forms of skin infections and inflammatory skin diseases [13] , [20] . Molecular changes triggered through mistletoe lectins can induct apoptotic cancer cells and inhibit cancer cell growth [21] . Galectins are highly potential in contributions to proliferations, tumorigenesis, metastasis and angiogenesis and thus are useful in the treatment and diagnosis of specific cancers, [11] , [13] , [22] - [24] .
Most research studies suggest that lectins possess antitumor characteristics, but the knowledge of lectin biological properties and its protein interactions is still not sufficient for developing lectin based drugs [25] , [26] . Furthermore, the currently available cancerlectins in natural form are limited and cannot fulfil the most requirements of cancerlectins based drug discovery. Hence, the need for the cancerlectin identification process exists significantly to provide affiliation in understanding the molecular biology of cancer mechanisms. Due to this fact that the availability of cancerlectins is limited, the newly discovered cancerlectins are of prime importance and are considered to be significant targets for advanced research in several applications of immunology and cancer research [27] .
Many cancerlectins have been identified and annotated functionally by experimental assays. CancerLectinDB [27] includes cancerlectins integrated and archived with an overwhelming majority. The cancerlectins detected and annotated using experiments in CancerLectinDB [27] are extremely reliable and accurate. With the sequencing technology advancing continuously, new cancerlectins are increasing and being stored rapidly. Similarly, this new continuous experimental detection and storage of cancerlectins has led many computation prediction models to emerge naturally.
II. RELATED WORK
In the past, several computational models have been developed for rapid and cost effective prediction of cancerlectins based on their evolutionary information, amino acid composition (AAC) and dipeptide composition (DPC). In [28] they proposed the pioneering work and developed a prediction model for cancerlectins using AAC, DPC, split-amino-acid compositions, domain and evolutionary information. Based on Support Vector Machines (SVM) with integration of position specific scores and domain information from PROSITE has shown better results in comparison with other features. In [29] they utilized g-gap dipeptides and developed a model for cancerlectin prediction with accuracy highest among other computational models. Furthermore, several machine learning models including Decision Trees, Random Forests, SVMs and Artificial Neural Networks (ANNs) have been used in classification of cancerlectins. However, the methodologies used in the aforementioned models do not utilize the most pertinent and obscure features from cancerlectin sequences and thus lack in predictive power and particularly accuracies not high enough to support reliable and efficient predictions. The currently proposed model produced most relevant and crucial features which were utilized with Random Forest classification and achieved the highest accuracy in comparison to the other state-of-the-art models.
III. MATERIALS AND METHODS

A. BENCHMARK DATASET
In order to In order to compare performance of the proposed model with the existing state-of-the-art, originally constructed benchmark dataset [28] was employed in the proposed model. This dataset was originally extracted from CancerLectinDB [27] with 509 cancerlectin protein sequences. To remove similar sequences CD-HIT [30] tool was used with 100% similarity ratio. This resulted in 385 positive cancerlectin sequences. To obtain the negative dataset, UniProtKB (http://www.uniprot.org) was searched with keyword ''Lectin'' and a total of 1550 sequences was obtained. Furthermore, sequences annotated with ambiguous terms like ''by similarity'', ''fragment'', ''probably'', ''probable'' and ''putative'' were excluded which resulted in 891 lectin sequences. 71 sequences were found to be common among the 385 cancerlectins and 891 lectins which were removed and lectins were reduced to 820. Random 385 lectin sequences were selected from 820 lectin sequences to balance the dataset. Moreover, to remove redundancy bias and homology, CD-HIT [30] software was used to exclude sequences having a 50% cutoff ratio for sequence similarity. Finally, the benchmark dataset of 404 sequences were constructed from which 178 are cancerlectins and 226 are non-cancerlectin protein sequences. In order to further examine the performance and efficiency of our proposed model, an independent dataset was also constructed by collecting 40 cancerlectin and 40 non-cancerlectin sequences manually from UniProtKB (http://www.uniprot.org) and NCBI (https://www.ncbi.nlm.nih.gov). The independent dataset is available at http://www.biopred.org/canlect/supl.html. Table. 1 includes the breakdown of the benchmark dataset. Prediction models based on statistical measures mostly have training and testing datasets. But in case of jackknife tests, the construction of training and testing datasets is not required. The benchmark datasets used in jackknife tests can be defined using eqs.(1):
where X + represents 178 cancerlectins X − represents 226 non-cancerlectins and U denotes the symbol of ''union'' in the set theory.
B. FEATURE EXTRACTION
The biological sequence formulation is the core requirement in developing an effective Bioinformatics prediction model. The sequence is formulated, without losing any sequencepattern information or key-order characteristics, with a vector or a discrete model. The reason for this fact, as explained in a comprehensive state-of-the-art review [31] , that the formulations of a vector requires to be computed as sequences cannot be handled directly by the existing machine learning algorithms. However, during this whole process there might be possible that some chance of the sequence-pattern information to be lost during a discrete model formulation. To overcome this loss of crucial information from the sequence of proteins, (PseAAC) pseudo amino acid composition was proposed by [32] . In almost all areas of systems biology and Bioinformatics [31] , the concept of Chou's PseAAC has been extensively utilized and has become an integral part of many research studies. In the near past, an efficient and a very useful web-server called 'Pse-in-One2.0' [33] was developed, an updated version of 'Pse-in-One' [34] , which enabled researchers to generate DNA/RNA and protein/peptide sequence pseudo components for any preferred feature vector as required by the research community. Two kinds of model construction are usually used to present protein samples. Both discrete and sequential modeling is mostly utilized to represent proteins in vector formulations. The sequential model expresses the protein sequence as its amino acid sequence by the using the following equation (2):
where Z 1 is the first amino acid representation in protein X and Z L is the last amino acid. The total length of the sequence is represented as 'n'.
In the second model, discrete model representation of a protein sample is represented using its amino acid composition (AAC). The protein X representation using a discrete model is defined using equation (3):
where d a (a = 1, 2, 3, . . . 20) represents the useful component features defined by the extraction methods using relevant amino acids in protein X. These components are further utilized in the feature extraction methods based on the statistical moments.
C. STATISTICAL MOMENTS
In statistics and probability distributions, quantitative measures of certain types are useful in concentration study of unique configurations. The studies related to these configurations in data collections of pattern recognition problems are known as moments [35] . Moments are beneficial in many pattern recognition relevant problems for producing features that are not reliant on parameters from the given pattern or sequence [36] - [40] .
Many different moment orders are used to describe several data properties. Some moments are used for estimation of the size of data and some reveal data orientation and data eccentricity. Various statisticians have formed several moments based on polynomials and distribution functions. Raw, Central and Hahn moments are further utilized to explicate the problem in the current research study [41] .
Raw moments are the moments that are used in mean, variance and asymmetry calculation of probability distribution. These raw moments are neither scale-invariant nor locationinvariant. The same process is followed in case of Central moments, but the calculations are performed using the data centroid. The central moments are scale-variant, but they remain location-invariant with respect to centroid as they are calculated along the data centroid. The Hahn moments are based on Hahn polynomials. These Hahn moments are neither scale-invariant nor location-variant [42] - [45] . These moments are able to extract obscure features from protein sequences are primarily significant because they are sensitive to ordered biological sequence information. In the proposed study, the linear structured protein sequence is utilized which used 2D version of the aforementioned moments and hence expressed by eqs. (2) . This linear structured sequence information is further transformed into a 2D notation. A row major scheme, defined in eqs. (4) , is used to transform a linear protein structure to a 2D structure:
where 'p' is the sequence length of a sample protein and 'm' represents the 2D square matrix dimensions. The N' matrix, in eqs. (5), is formed using the ordering obtained from equation (4) having 'k x k' rows and columns respectively.
The Raw moments are computed using the values of N'. The Raw moments of R (a, b) , a 2D continuous function having order (a + b), are computed from eqs. (6):
The raw moments from the above equation are computed up to 3 rd order. These raw moments assume the origin of data as the reference point from where these moments are computed and the origin is utilized as the distance between the components [46] - [49] . The Raw moment unique features computed up to 3 rd order are labeled as R 00 , R 01 , R 10 ,
The center of gravity of any data is also considered as its centroid. A data point from where all the data is uniformly distributed in all directions. These directions are relations of its weighted average [46] , [49] - [51] . The central moments unique features computed up to 3 rd order, using the centroid of the data as their reference point, are computed from the following eqs. (7):
The unique features from Central moments, up to 3 rd order, are labeled as C 00 , C 01 , C 10 , C 11 , C 02 , C 20 , C 12 , C 21 , C 30 & C 03 . Here the centroids are calculated asp andq from eqs. (8) and eqs. (9):p
For computing Hahn moments, transformation into square matrix notations from 1D notation is required. Discrete Hahn moments or orthogonal moments, also known as moments of 2D, require a square matrix input data in 2D structure [52] . These moments possess inverse properties as they are orthogonal in nature. The reconstruction of the original data can be performed using the discrete Hahn moments inverse functions. After calculating moments, it is further observed that the positional and compositional features of a protein sequence are somehow conserved within the computed moments [35] , [41] - [45] , [52] , [53] . To compute the Orthogonal Hahn moments, 2D input data in the form of N' matrix was utilized. The Hahn polynomial of order 'm' can be computed from eqs. (10):
Here 'p' and 'q' (p > -1, q > -1) are controlling the shape of polynomials using adjustable parameters. The aforementioned Pochhammer symbol was defined as follows in eqs. (11):
And was simplified further by the Gamma operator in eqs. (12):
A weighting function and square norm are usually used to scale the raw values of Hahn moments given as in eqs. (13):
Meanwhile, in eqs. (14),
For the 2D discrete data, the Hahn moments are computed up to 3 rd order as follows in eqs. (15) : 
D. POSITION-RELATIVE-INCIDENT-MATRIX(PRIM)
For identifying the protein characteristics, the ordered location of the amino-acids in the protein sequences are of pivotal significance [36] , [48] , [51] , [54] . The relative position of an amino acid, in any protein sequence, is considered a core pattern that utilizes the physical features of the protein sequence. The PRIM is used to represent the protein sequence in (20 x 20) order. The relative position of every amino-acid in the given protein sequence is extracted in the form of the following matrix using eqs. (16) :
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Here the indication score of the j th position amino-acid is determined by the N i→j with respect to the first occurrence of the i th amino-acid. This score is substitution of biological evolutionary process is performed by amino-acid type 'j'. The positional values of 20 native amino-acid occurrences are represented in alphabetical order. 400 coefficients are obtained from successful computations from position relative incidences in the form of N PRIM matrix. (Figure. 2) shows the 2D-HeatMap of the summation of all PRIMs from cancerlectin benchmark dataset.
10 Hahn moments, 10 Central moments and 10 Raw moments were computed using the 2D N PRIM matrix up to 3 rd order. 30 more unique features were further incorporated into the miscellany SFV.
In cell biology, there are often many cases where the biological sequences are homologous in nature. This usually happens when the same ancestor is part of the evolution process and more than one sequence is evolved from it. In such cases, the performance of the classifier is hugely affected using these homologous sequences. Hence, to produce accurate results, effective and reliable sequence similarity searching is performed during results processing. In machine learning, accuracy and efficiency is hugely dependent on the meticulousness and thoroughness of algorithms through which most pertinent features in the data are extracted. During the learning phase in machine learning algorithms, learning and adaptation, of the most embedded obscure patterns in the data, are performed to undercover the relevant and pertinent features [36] , [48] , [51] , [54] . R-PRIM and PRIM computations have the same procedure but only R-PRIM works with the reverse protein sequence ordering. Computing R-PRIM uncovered hidden patterns which enabled alleviation of any ambiguities between homologous sequences. R-PRIM was also formed as 2D matrix of (20 x 20) order with 400 coefficients. It is defined by eqs. (17) :
10 Hahn moments, 10 Central moments and 10 Raw moments were computed using the 2D N R−PRIM matrix up to 3 rd order. 30 more unique features were further incorporated into the miscellany SFV.
F. FREQUENCY-DISTRIBUTION-VECTOR (FDV)
The distribution of occurrence in every amino-acid of a protein sequence was utilized to form a frequency distribution 
Here the occurrence frequency of the i th (1 ≤ i ≤ 20) relevant amino-acid is represented as α i . However, the alleviation of information about the position relevance of amino-acids in a sequence is performed using these measures. 20 features from FDV are also further incorporated into the miscellany SFV.
G. AAPIV(ACCUMULATIVE-ABSOLUTE-POSITION-INCIDENCE-VECTOR)
The frequency distribution vector stores the distributional information of amino-acids but does not have any relevant amino-acid relative positional information. Using AAPIV the relative positional information was accommodated from 20 native amino-acids in a protein sequence with a length of 20 associated critical features [51] , [54] . These 20 critical features from AAPIV (see eqs. (19) ) are also incorporated into the miscellany SFV.
Here i is from protein sequence R x having 'n' total amino-acids, which can be calculated using eqs. (20) :
H. RAAPIV(REVERSE-ACCUMULATIVE-ABSOLUTE-POSITION-INCIDENCE-VECTOR)
R-AAPIV and AAPIV computations have the same procedure but only R-AAPIV works with the reverse protein sequence ordering. Computing R-AAPIV utilized reverse relative positional information by under covering deep and hidden patterns of every sample features [51] , [54] . R-AAPIV is formed as the following eqs. Here α i is any element of R-AAPIV, from protein sequence R x having 'n' total amino-acids, can be calculated using eqs. (22):
After extracting features using all the aforementioned methods, the SFV of 150-D features was constructed to be used for further processing in classification algorithm.
IV. CLASSIFICATION ALGORITHMS A. RANDOM FORESTS
Many research studies, relevant to bioinformatics, have utilized ensemble learning methods in past. These studies have performance measures of highly efficient and accurate outcomes. The aggregation results of many classifiers are utilized in ensemble learning methods. Boosting [55] , [56] and Bagging [57] are the two most commonly used methods which perform tree-based classifications.
In boosting method extra weights are propagated to points, through trees which are successive, and then later predicted incorrectly by the previous classifiers. The prediction is decided using the weighted vote in the end. In bagging method, from the data using a bootstrap sample, each tree is constructed independently and the successive trees do not rely on previous trees. The prediction is decided using the simple majority vote in the end.
Random Forests were introduced by [58] which added randomness as an additional layer to bagging. The classification trees construction changed after random forests. These changes are reflected by using a different bootstrap sample of data for adding the construction of each tree. In standard classification trees, the splitting of each node is performed among all the variables by dividing each node equally. However, random forests choose the best predictor among a subset of predictors for splitting of each node, which are chosen randomly at that node (Figure.3 shows the structure of the random forest classifier). This strategy is counterintuitive and performs very well against many other classifiers, such as discriminant analysis, support vector machine and neural networks and it is robust against overfitting as well [59] .
B. ALGORITHM: SUPERVISED LEARNING USING RANDOM FORESTS
The python library Scikit-Learn [60] was utilized for the implementation of random forest classifier for our model trainings and simulations. The default parameter value of 10 was increased to 25 in order to increase the number of processing trees in the classifier. It was observed in previous study [61] , that the theoretical upper limit of trees in random forest classifier is 128 and will not improve the efficiency nor the accuracy of classifier further if there is any increase in upper limit of number of trees. During the experimentation process, minimal contribution to the accuracy of the classifier was observed if the forest was implemented using more than 25 trees, but the overall size of the proposed model was enhanced substantially. (Figure.4) illustrates a flowchart to show the overall process of the proposed model.
V. EXPERIMENTS AND RESULTS
The overall performance of the proposed model is examined by some methods that will assess and verify how well the prediction model has performed. Several parameters based on estimates and assessments are used to measure the performance of classifiers.
A. JACKKNIFE TEST
During the evaluation of statistical predictors, several crossvalidation tests are applied commonly. Jackknife is considered a consistent and a reliable test among these tests. Therefore, many classifiers are assessed by extensive jackknife tests in most research studies. The accurate estimation of a model can be measured using the jackknife method which is calculated over the entire dataset. The testing of a model is performed on the left out items after successful training. After the training and testing are successfully completed, a confusion matrix is obtained through which the true positive and negative values and false positive and negative values are utilized to estimate the accuracy associated with items in the data. The mean of all the accuracies is used at the end for final accuracy of the prediction model.
During jackknife, each protein sequence is tested and the rest of the protein sequences are used in calculation of the remaining parameters. This is performed by leaving out each protein sequence from the dataset and calculating its estimate and the average of all these estimations from the left out proteins. The performance of our prediction model on a benchmark dataset is listed in Table 4 .
B. K-FOLD CROSS-VALIDATION TEST
K-fold cross validation (KFCV) technique is most commonly used by practitioners for estimation of errors in classifications. Also known as rotation estimation, KFCV splits a dataset into 'K' folds which are randomly selected and are equal in size approximately. The prediction error of the fitted model is calculated by predicting the k th part of the data which is dependent on other K-1 parts to fit the model. The error estimates of K from the prediction are combined together using the same procedure for each k = 1, 2, . . . , K.
In the KFCV tests, the selection of 'K' is considered as a significant attribute. To testify errors in prediction models, cross validations (K = 10) tests have been used in many research studies. 10-Fold tests proved to have accurate results in our proposed model and proved to be much better than other classifiers. These results are listed in Table 6 .
VI. EVALUTAION PARAMETERS
To estimate the performance of the prediction model, three cross validation methods are often used. For performance evaluation of statistical based classifiers, sub-sampling (5-fold or 10-fold cross validation) tests, independent tests and jackknife tests are most commonly used. Accordingly, we used jackknife and independent tests to evaluate the performance of the classifier. Accuracy (Acc), Sensitivity (Sn), Specificity (Sp) and Mathew's Correlation Coefficient (MCC) and F-measure metrics are the most commonly used metrics, in binary classification problems, in the proposed prediction model to measure its quality and performance. The eqs.(23) defines these metrics as follows for analyses of the evaluators.
Unfortunately, the conventional formulations used in above metrics lack in intuitiveness and have been difficult to understand as many scientists have faced complex measures in utilizing them especially the MCC. To address this issue, Chou's four intuitive equations were converted by [62] , [63] and these conventional equations utilized symbols which were introduced in [64] . The symbols that define these equations are Q + , Q − , Q + − and Q − + . The description of these symbols is defined in Table. 2.
From the above correspondence in Table. 2, we can define eqs. (24):
By substituting above equation (24) to equation (23) we get,
The above eqs. (25) has the same meaning as the eqs.(23) but it is more easy to understand and intuitive. Table. 3 defines the detail description of these equations.
The set of metrics used in above Table. 3 are not applicable to multi-labeled prediction models rather they are only useful for single labeled-systems. A different set of metrics exists for multi-labeled-systems which have been used by various researchers in [65] - [68] . The comparison of existing models with the proposed model is mentioned in Table. 4
VII. RESULTS AND DISCUSSIONS
It is necessary to compare the proposed novel model with other state-of-the-art models in order to estimate the performance of the proposed prediction model. The proposed model was compared with well-known existing classifiers and Random Forest performed quite better in accuracy and efficiency in predicting cancerlectins from non-cancerlectins. The performance of all the compared classifiers is listed in Table 6 . Furthermore, some models based on computational methodology have been developed in recent past using the same benchmark dataset of cancerlectins [27] . In current comparison, [28] was the pioneering work in development of a prediction model for cancer-lectins based on amino-acid compositions, dipeptide-compositions and evolutionary information. They utilized SVM with PROSITE domain information with integration of PSSM (positionspecific-scoring-matrix). The maximum accuracy of 69.09% was achieved during their study. Similarly, [29] utilized g-gap dipeptides with obtaining an accuracy of 75.19%. Recently, [69] enhanced the accuracy to 77.48% and used tripeptide compositions based on optimal feature subset selection methodology. However, using these features was still not useful to obtain an efficient and high accuracy. In contrast to the above models, our proposed model has achieved 88.36% accuracy using statistical moments based features and random forest based classification. The performance of the current prediction model using jackknife tests on benchmark dataset is listed in Table 4 . In addition to jackknife tests, an independent test was also performed using the independent dataset. The independent dataset consists of 40 cancerlectins and 40 non-cancerlectins. The comparison of proposed model and CaLecPred [29] webserver using independent dataset is listed in Table 5 and Table 7 . Due to unavailability of the webservers, other methods such as [28] , [70] could not be utilized for independent tests. Furthermore, 10-fold cross-validation test was also conducted using random forest classifier on benchmark dataset and obtained the accuracy of 90.39% listed in Table 6 based classifier to classify the feature vectors in acute time. Using the computational cost of training and testing, previous models were not able to produce better results during the classification process. However, the proposed model results are highly efficient as compared to previous models.
VIII. WEBSERVER
As observed in past studies by many researchers [72] - [76] , the development of a web-server is highly significant and useful for building more useful prediction methodologies. Thus like most of the research studies by many scientists in past [49] , [51] , [54] , efforts for a user friendly webserver have been made to provide ease to biologists and scientists in drug discovery. The webserver for cancerlectin predictions is freely available at https://www.biopred.org/canlect which is developed using a web development framework for python known as Flask (version 1.1.1). The step-wise instructions to interact with the webserver are provided below.
A. STEP-1
Open your web browser and navigate to www.biopred.org/ canlect. The first page (see Figure.7 ) of the webserver is Home, page from where you can proceed to ReadMe, Server, Data and Citations pages through provided navigation links. The Server tab navigates to the portal for prediction process. Data tab facilitates the user with links to download the benchmark datasets used during the training and testing process. Finally, the Citations tab redirects the user to the page where information about the relevant paper and its citation is provided. In order to perform the prediction, kindly click on the Server tab.
B. STEP-2
On the Server page, the user is provided with an empty text-area where the user can input the cancerlectin or noncancerlectin sequence for prediction. The sequence input to the webserver is required to be in FASTA format. The Submit button will proceed to the prediction process for the input sequence. The results of the prediction process will appear on the Results page. The time of the prediction process totally depends upon the length of the input sequence.
C. STEP-3
On the Data page, the user is provided with links to download the benchmark datasets for future experimentations.
D. STEP-4
On the ReadMe page, the user is provided with relevant information about the current model which includes the details about the operation algorithm used for predictions.
IX. CONCLUSION
An efficient and reliable model has been developed in the current study for predicting cancerlectins using statistical moments and random forest classifier. Several classification techniques were proposed to predict cancerlectins, but currently proposed model proved better in accuracy than the existing models. Among these models, our proposed model has achieved highest accuracies of 88.36% using jackknife tests for the benchmark dataset of cancerlectins and 65.0% for independent dataset of cancerlectins in classifications which are respectively so far the best classifications for prediction of cancerlectin proteins. Table.7 shows the comparison of 15 randomly selected cancerlectins prediction results between the CaLectPred and proposed CanLect-Pred webservers.
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