The following conjecture of U Faigle and B Sands is proved: For every number R > 0 there exists a number n(R) such that if 2 is a finite distributive lattice whose width w(Z) (size of the largest antichain)
Introduction
The width w(s) of a partially ordered set is the cardinality of antichain.
The purpose of this paper is to prove the following result:
its largest 
'). Symbolically
This was conjectured by Faigle and Sands [7] who proved
In fact, our results show that for any distributive lattice 2, w(Z)/l9\ = O((log log M-(1'2-E) for any E > 0 (see Section 7) . We believe that this is far 1 from best possible and that w(Z)/\Yl = O((log J2'l)-1'2). The finite Boolean lattices show that this bound would be best possible.
Since every finite distributive lattice is isomorphic to a sublattice of the lattice of subsets of some finite set, and vice versa, the theorem can be interpreted in terms of extremal set theory. Let 9' be a collection of finite sets and G(Y) the collection obtained by closing 9' under union and intersection. In this context Theorem 1 .l becomes Theorem 1.2. For every number R > 0 there exists a number n(R) such that if 9' is an antichain of finite sets with 1912 n(R), then G(9') 3 R 19'1.
Notation and basic facts
We provide a quick review of properties of distributive lattices that will be needed in the proof of Theorem 1.1. For a more complete discussion see [l-3] .
Let P be a finite partially ordered set. We denote elements of P by lower case letters and subsets of P by capital letters. An order ideal Z of P is a subset of P that is closed downward, i.e., x E Z and y cx imply y E I. The set of order ideals of P, ordered by inclusion, is a sublattice of the lattice of all subsets of P and is therefore distributive. Now, there is a natural bijection between the ideals of P and the antichains of P under which each ideal Z corresponds to the set of elements that are maximal in I. Using this correspondence, the set of antichains of P inherits a distributive lattice structure. The inherited order on antichains is Al <A, if for every x E A, there exists y E A2 such that x C y. The set of antichains of P together with this ordering is denoted .3(P). For Al, A2 E .3'(P), Al v A2 is the set of elements maximal in Al U A2 and hence Al v A2 E Al U AZ.
The fundamental fact about finite distributive lattices is that the map from partially ordered sets to distributive lattices is invertible. Lemma 2.1 (Birkhoff representation theorem [2] ). Let 6p be a finite distributive lattice. Let P(3) be the set of join irreducible elements of 3, i.e., elements that cover exactly one element. Then 3' is isomorphic to the lattice of antichains of P.
Throughout this paper 9 denotes a finite distributive lattice. We will often make explicit and implicit use of the above representation theorem, viewing B as the set of antichains of a finite partially ordered set P. Elements of 9 are denoted by upper case latters A, B, X, Y and 2. Script letters d, 99, .4t and X are used to denote subsets of 9.
The height of an element x E 9, written h(X), is the cardinality of the largest chain of elements strictly less than X. Let X E 2. For an integer i > 0, Q(X) is the set of elements Y such that Y c X and h(Y) = h(X) -i. The cardinality of Di(X) is denoted di(X). In particular d,(X) is the number of elements of 9 that are covered by X and is called the down degree of X. Using Lemma 2.1, it is easy to show that the down degree of X in 2 is equal to the cardinality of X viewed as an antichain of P(9), i.e., 4(X) = 1x1.
Similarly, we define U,(X) to be the set of elements Y such that Y 3 X and h(Y) = h(X) + i, and define u,(X) = l&(X)1. The quantity ul(X) is the number of elements of 9 that cover X and is called the up degree of X. Let .Zi(X) (respectively M,(X)) d enote the set of elements that can be expressed as the join (resp. meet) of exactly i elements that cover (resp. are covered by) X. An easy consequence of the Birkhoff representation theorem is and IMi(X)I = ( dly)).
The structure of the proof
The proof of Theorem 1.1 is based on two lemmas. Actually, Lemma 3.2 contains the heart of the matter. It turns out that the main line of argument, which is essentially the proof of Lemma 3.2, requires the technical assumption that the elements of our antichain have large down degrees. The case that this assumption fails is treated separately in Lemma 3.1. to 0 as the Lemma 3.2.
Proof of Lemma 3.1
We proceed by induction on IPI. For IPI = 1, the result is trivial. maximum number of members of z$! having an element in common.
Let t be the and let x be an element of P that belongs to t members of ~9. Write P -x for the poset obtained by deleting x from P and P/x for the poset obtained by deleting x and all elements comparable to it. Antichains of P/x are in one to one correspondence with antichains of P that contain x, via the map A ++A U {x}. Thus (Zl= I=Y(P -X)1 + I2(PlX)l. 
Now it is enough to show that the expression in parentheses is at least 1, which follows if we show In this section, we present a lemma that formalizes and extends the following intuition about distributive lattices: if .A is a subset of a rank of 9, then d,(A) and ul(Jt) cannot both be small relative to J.&J. The proof requires a technical lemma. 
Proof of Lemma 3.2
As stated previously, this is the central argument of the proof of Theorem 1.1. Before giving the proof, which is rather technical, we give a qualitative sketch. The lemma asserts that if we take any strip Y of 4t consecutive ranks (where t is large enough), then any antichain .~4 that lies in the middle 2t ranks of that strip may shrink rapidly as j increases and, second, the contributions descended from different d [i] may overlap. What the proof does is to show that if either of these events (suitably quantified) occurs, then there must be some i in the first 3t levels of the strip and a large subset .A of .Z [i] satisfying: (1) A has large down degree, and (2) d,(A) < I_&[(1 -6) for a suitable 6. In this case, the exponential blowup predicted by Lemma 5.1 guarantees that for some k, uk(A) (which lies in 9') and is itself large enough to guarantee that (YI is a large multiple of IdI.
Proceeding with the proof, we first define the numbers t and b for which the conclusion of the lemma is valid. Motivation for these definitions will be given in the proof. Choose 6 < 1/2R' and let t be an integer satisfying:
,$(1-+2% So assume j > 1 and proceed by induction on h. For h = 0 the result is trivial since Ce"=9% Forh>O,
By the induction hypothesis, since j 2 1,
If this is non-zero then IS[q + 3t -j + ill is non-zero for some i =G min(j, h) and by assumption is at least l&l/4t. Thus for some constant kI. Taking 6 = $R' in the proof of Lemma 3.2 we can take t c k2R log R. Now b must be large enough so that 8(b -t, 2t) G $, where 8 is given in Lemma 5.1. Thus there exists a constant k3 such that b = k,R'(log R)3 is large enough. From (7.1), log log n(R) c k4R2(log R)3, from which we can deduce 1 E < k,glog log log n (R)/@og log IZ (R) so we have As stated in the introduction, we expect that w(z)$x] = O((log l~])-i'~). A way to come close to this bound would be to improve the lower bound for e(b) in Lemma 3.1 to a constant multiple of l/b. We believe this to be the correct bound. (To attain it let P be the union of b large chains of equal size and let & be the largest antichain of Z(P).) Such a result would imply w(Z')l(Z'j = O(log (_Y()-(1'2-E) for all e.
The formulation in terms of finite sets (Theorem 1.2) suggests the following strengthening. For a collection 9' of finite sets let H(Y) be the set of all sets expressible as the union or intersection of exactly two members of 9'. Daykin's result is in fact best possible; the thrust of the present conjecture is that something stronger can be said when ti is an antichain of sets. One interesting problem that arises from a consideration of a special case of Lemma 5.1 is: how are the sizes of consecutive levels of a distributive lattice related? The techniques of Lemma 5.1 can be used to show
We believe that this can be improved: If true, this is best possible since equality holds for the first three ranks of a Boolean Algebra.
A related question concerns the average down degree of the elements of a rank. By Lemma 2.2 we know that if Y covers X, then 1 + d,(X) 2 d,(Y). An intriguing question is whether this inequality can be averaged over ranks: Finally, it is natural to ask whether the analog of Theorem 1.1 holds for other classes of lattices. It does not hold for all modular lattices since the lattice consisting of an antichain together with a minimum and maximum element is modular. One class of lattices for which we believe it holds is meet distributive lattices. These are lattices satisfying the property: if X E .9 and Y is the meet of elements covered by X then the interval [Y, X] is isomorphic to a Boolean Algebra. This class, which includes distributive lattices, has been studied extensively (see [5, 6] ). Almost all of the arguments in this paper carry over to meet distributive lattices. For instance Lemma 3.1 has an analog via the representation theorem for meet distributive lattices as the lattice of closed sets of an anti exchange closure [6] . However, the proof of Lemma 5.1 does not carry over to meet distributive lattices, and indeed we do not know whether Lemma 5.1 holds here. A key difficulty is that meet distributive lattices are not necessarily modular. Nevertheless, we believe the conjecture is true.
