Abstract⎯In this study, real-coded genetic algorithms are used in the parameter identification of the macroscopic Chemostat model. The Chemostat model utilized in this work is nonlinear having two distinct operating areas. Thus, the model is identified separately for both operating areas. The process simulator is used to generate data for the parameter identification. The optimizations with genetic algorithms are repeated with 200 different initial populations to guarantee the validity of the results. The parameter identification with genetic algorithms performs well giving accurate results.
I. INTRODUCTION
Macroscopic models of processes are very useful in many ways, for example in process optimization and control. Such models consist of a set of mass balances for macroscopic species. In chemical and biochemical applications, macroscopic models are based on the assumed reaction mechanism and the flow conditions [1] .
Chemostat models give an insight to real-life bioprocess systems, in particular biological water treatment. In this study, the macroscopic Chemostat model is used to study the applicability of real-coded genetic algorithms in the parameter identification. The dynamic mass balance-based model of the ideally stirred Chemostat has been derived for the reactor [2] . Based on the dynamic model, the simulator generates data for the parameter identification.
The system identification problem consists of the model structure and the parameter identification problems. Process knowledge can be utilized in the structure identification especially when selecting a valid reaction scheme and a kinetic model structure. If no process knowledge is available, typically the trial and error approach is used to choose between candidate model structures [3] . Another alternative is to use black-box modelling tools [1] . In the parameter identification, the parameters of the model with the known or the selected structure are optimized. Typically, the squared error between the predicted output and the measured output is minimized [4] .
Genetic algorithms have been used for both the structure and parameter identification. For example in [3] used in the structure identification of a couple of nonlinear processes. In [5] , genetic algorithms were used in the parameter identification of the complex mass balance-based model of the biological process. The parameter identification of the nonlinear CSTR model was discussed in [6] . The applicability of genetic algorithms to the parameter identification was studied also with a couple of other nonlinear mathematical models in [6] . The same models were studied successfully also in [7] .
Genetic algorithms have shown superior performance in optimizing the parameters of large and complex systems [4] . The most significant drawback of conventional methods (such as gradient methods) is the lack of ability to overcome local optima. That problem does not exist with genetic algorithms since the optimal solutions are searched from multiple directions and, basically, the whole search space is covered [7] . Thus, genetic algorithms are more likely to find the global optimum. The drawbacks of genetic algorithms are that the exact solution may not be found and the optimization is time-consuming with complex systems [7] . This paper is organized as follows. First, the basics of genetic algorithms and a short review of available crossover and mutation operators for real coded genetic algorithms is in Section II. In Section III, the Chemostat model and the parameter identification problem are introduced. Section IV discusses the applied parameter identification algorithm and the validation of the results. Section V concludes the paper.
II. GENETIC ALGORITHMS
Genetic algorithms are an optimization method mimicking evolution. The population consisting of chromosomes evolves towards the global optimum. The possible solutions to the optimization problem are encoded into the chromosomes. Algorithms utilize binary or realvalued coding. Binary coding has some drawbacks compared to the real-valued coding. Maybe the most significant is the loss of precision due to the change from real values to binary digits [4] . The link between the chromosomes and the problem is the objective function. It evaluates the suitability of different solutions and thus the fitness of each chromosome.
Genetic operators -reproduction and mutation -regulate the development of the optimization [7] . The basic idea is that through reproduction the population moves towards the optimum. Mutation adds random changes to the population so that the optimization is not trapped into any local optimum. The reproduction has two steps: parent selection and crossover. In parent selection, two (or more) chromosomes continue to the crossover. More suitable chromosomes have higher probability to be selected as parents. Typical parent selection mechanisms are the tournament and the roulette wheel mechanisms [8] . In the tournament mechanism, a certain number of chromosomes are selected randomly to participate in a tournament. The most suitable chromosome is the winner and will be a parent. In the roulette wheel mechanism, the probability of a chromosome to be a parent is proportional to the fitness value of the chromosome [8] .
In recent years, new crossover and mutation operators have been developed for real-coded genetic algorithms. Following is the short review of the operators found from the literature.
A. Crossover Operators
After the selection of parents, the crossover takes place. Crossover operator mates the parents to produce the offspring. Typically, two parents produce two offspring, but some exceptions exist.
In the arithmetic crossover, two parents produce two offspring. The offspring are arithmetically [9] .
Above, α i are uniform random numbers. Furthermore, α is a constant in the uniform arithmetic crossover or it may vary according to the number of generations in the nonuniform arithmetic crossover [10] . The heuristic crossover has been applied to solve nonlinear constrained optimization problems [11] . Unlike other crossover operators, the heuristic crossover produces at most one offspring from a given pair of parents and it makes the use of fitness function values of parents in producing the offspring. The offspring is [12] .
It should be noticed that the parent x (2) has the fitness value not worse than that of the parent x (1) . If the offspring lies outside the feasible region, a new random number is generated to produce another offspring [12] .
Parent-centric crossover operators create the offspring in the neighbourhood of the female parent using a probability distribution. The male parent is considered to define the range of the probability distribution [13] . The BLX-α crossover operator mates two parents to produce one offspring. The offspring is selected randomly from an interval defined by the parents. A parent-centric BLX-α crossover operator (PBX-α) can also be used. The offspring is generated similarly as in the BLX-α crossover but the interval is defined in a little different way [14] .
A multi-crossover formula with more than two parents was proposed in [13] . Three parents are randomly selected from the population and crossed with each other. The multiple crossover formulas are [14] 
In the linear crossover, two parents produce three offspring. Two of the most promising offspring substitute their parents in the population. The offspring are generated with 
B. Mutation Operators
Mutation creates new genetic material in the population to maintain the population diversity. It is nothing but changing a random part of a chromosome [15] .
The uniform mutation operator selects a random element of a chromosome and replaces it with a feasible random value. The operator is essential in the early phases of the evolution process as the solutions are allowed to move freely within the search space [11] . The boundary mutation is a variation of the uniform mutation. The difference is that the selected element of the chromosome is replaced by the lower or upper boundary of the feasible area [11] . This operator is applicable for optimization problems where the optimal solution lies either on or near the boundary of the feasible search space.
Michalewicz's non-uniform mutation is one of the most commonly used mutation operators in real-coded GA [11] . The non-uniform mutation is designed for fine-tuning aimed at achieving high precision. In the initial generations, the non-uniform mutation tends to search the space uniformly and in the later generations, it tends to search the space locally [9] .
A new mutation operator called power mutation was introduced for real-coded genetic algorithms in [16] . The mutation operator is based on the power distribution. This mutation is used to create a solution in the vicinity of a parent solution.
III. THE PARAMETER IDENTIFICATION PROBLEM
The Chemostat reactor is potentially a multi-stable system if the substrate inhibition at high substrate concentrations occurs. Due to inhibition, otherwise linear process turns to highly nonlinear one. The Chemostat model is described by the set of differential equations 
In (5) and (6), c s and c b are the substrate and biomass concentrations, respectively, Q is the flow rate and V is the reaction volume. The parameter values for the simulator are adopted from [17] and are given in Table I . With these parameters, the Chemostat model is bistable. The bistability can be noticed from the distributions of the simulated output variables (Fig. 1) [18] . The figure shows two-peaked distributions indicating that there are two distinct operating areas: the other for low and the other for high substrate concentrations. The process behaviour in different operating areas varies significantly. That is why the parameters are identified for both operating areas separately. A more thorough analysis of the behaviour of the model is given in [18] . Fig. 1 . The simulated output variables. The figure shows that the process has two operating points leading to two-peaked distributions. [18] IV. APPLIED OPTIMIZATION ALGORITHM
A. The Generated Data Sets
The simulator is developed for the system based on (5) and (6) . It is used in generating the data sets for the parameter identification and for validation of the results. The data sets are generated by applying step changes and normally distributed disturbances to the input concentration of the substrate. The reactor volume and the input concentration of biomass are used as normally distributed disturbances. Table II presents the means and the variances of the applied disturbances. The output variables (c s and c b ) correlate strongly to each other and only one of them is used for parameter identification. It was stated in [18] that the substrate concentration is more significant from the process control point of view and thus it is chosen for the parameter identification.
The input concentration of the substrate in the first operating area is 40 and it undergoes step changes of sizes 5 and -5. The input concentration in the second operating area is 75 and it undergoes similar step changes. A positive and a negative step changes are applied in order to obtain data from three levels and thus to better detect the nonlinearity of the system. The step responses in the first operating area are presented in Fig. 2 while Fig. 3 shows the step responses in the second operating area. 
B. Applied Genetic Algorithms
Genetic algorithms using real-valued coding are used for parameter identification of the Chemostat model given in (5) and (6) . Probabilities for crossover (p c ) and mutation (p m ) are used to achieve the desired behaviour of the population. Also, elitism is used as the best chromosome of the previous population replaces the worst chromosome of the new population. Thus, the very best chromosome never disappears from the population through genetic operations. Other optimization parameters are the population size (n pop ) and the number of generations (n gen ).
In this study, tournament mechanism is used in the parent selection. The non-uniform arithmetic crossover operator given in (1) and the uniform mutation are used. The initial population is taken randomly from the uniform distribution.
The fitness of each chromosome is evaluated as follows. The model predicts the outputs of the system with parameters in each chromosome. Then the predicted outputs are compared to the actual outputs to obtain the root mean square value of the prediction error (RMSE). 
Above, n and m are the number of data points in the step response data sets.
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The overall algorithm can be summarized as follows:
I Create a random initial population with n pop chromosomes. II Evaluate the fitness of the chromosomes through the objective function. Apply elitism. III If n gen generations are reached, go to step V. IV Apply reproduction and mutation. Go back to step II. V Obtain the results.
The outcome of the genetic algorithms depends on the initial population. To guarantee the validity of the results, the model identification procedure with genetic algorithms is repeated with 200 different initial populations.
Prior to the model identification, several optimizations are run to obtain optimal parameters for the genetic algorithms (Table III) . A typical evolution of the population with parameters in Table III is presented in Fig.  4 . Initially, the population undergoes a fast evolution towards the optimum followed by a more gentle decrease in the mean of the fitness values. 
C. Results for the First Operating Area
As mentioned earlier, the Chemostat model is identified using real-coded genetic algorithms. The best set of model parameters is obtained from the 200 optimizations and is presented in Table IV . The best parameter set is the one giving the lowest RMS value of the prediction error.
Comparing Tables I and IV shows that the obtained parameters are not equal to the actual ones. Fig. 5 presents the actual and the predicted substrate concentrations for both step responses. The figure shows that even though the obtained parameters are not the same as presented in Table  I the prediction accuracy is good. That is due to the fact that the data that is used to identify the model is limited only to low substrate concentrations. Fig. 6 presents the actual reaction rate (Table I ) and the reaction rate identified for the 1 st operating area (Table IV) . From Fig. 6 , it can be noticed that the identified reaction rate follows the actual reaction rate very closely at low substrate concentrations. At high substrate concentrations, the identified reaction rate deviates from the actual one. 
D. Results for the Second Operating Area
For the second operating area, the Chemostat model is identified as described before. Table V (Table I ) and the prediction accuracy is very good as shown in Fig. 7 . The influence of the difference between the actual and the identified parameter values is illustrated in Fig. 6 , which shows that the prediction of the reaction rate is accurate at high substrate concentrations while deviations are noticed at low concentrations. 
E. Validation of the Results
The validity of the identification is evaluated visually from Fig. 5 and Fig. 7 and by the correlation coefficient and the RMSE value, the mean and standard deviation of the prediction error. Table VI presents these values for both step responses in the first operating area and Table VII for both step changes in the second operating area. Tables VI  and VII show that the identified models in both operating areas are accurate. The correlation coefficients are high in both operating areas, especially in the second one.
The validity of the results obtained with genetic algorithms is also evaluated through the histograms of the identified parameters. The histograms show the occurrence of the parameter values in 200 optimizations. The histograms for the first operating area are in Fig. 8 . The histograms show that the optimal parameter values (Table  IV) are valid, because the results from optimizations are nicely distributed around the best parameter values. However, the figures show that there is quite a lot of variability in the results due to the different initial populations. The variability probably decreases by using other crossover and mutation methods. V. DISCUSSION AND CONCLUSIONS
The parameter identification of the Chemostat model was discussed in this paper. The identification was done with real-coded genetic algorithms. The development of the population during genetic algorithm optimization runs was regulated with certain parameters such as population size and probabilities for crossover and mutation. Suitable values for these parameters were defined through a few experimental optimization runs. The identified model was known to be nonlinear and bistable. Thus, the identification was done in two separate operating areas. For both operating areas, two data sets were generated with a simulator.
Genetic algorithms suited for the parameter identification of the Chemostat model for both operating areas. The optimizations were repeated 200 times with different initial populations to guarantee the validity of the results. The results were validated visually and with the statistical and the RMSE values of the prediction error. Also, correlation coefficients between the actual and predicted outputs and the histograms of the identified parameters were examined. The parameter identification showed good results for both operating areas. The correlations for both operating areas were high being close to 1. The identified parameters were not exactly the same as the actual ones. This was explained by the fact that the model was identified for one operating area at the time. Thus, the prediction accuracy was good only for low or high substrate concentrations depending on the operating area.
Based on this study, it can be concluded that genetic algorithms can be applied successfully to the parameter identification of the nonlinear models at least when the model structure is known. However, the selection of the proper model structure is sometimes the more difficult task than the parameter identification. With genetic algorithms, the selection of the model structure can be made simultaneously with the parameter identification. However, it would add a discrete variable to the problem, which may cause some problems for optimization. 
