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Topological ordered phases are related to changes in the properties of their quasi-particle exci-
tations (anyons). We study these relations in the framework of projected entanglement pair states
(PEPS) and show how condensing and confining anyons reduces a local gauge symmetry to a global
on-site symmetry. We also study the action of this global symmetry over the quasiparticle ex-
citations. As a byproduct, we observe that this symmetry reduction effect can be applied to one-
dimensional systems as well, and brings about appealing physical interpretations on the classification
of phases with symmetries using matrix product states (MPS). The case of Z2 on-site symmetry is
studied in detail.
I. INTRODUCTION
Classifying quantum phases of many-body systems is
a central issue in condensed matter physics. During the
last decade or so, the problem has required to go beyond
Landau theory of symmetry breaking [1]: phase transi-
tions in topologically ordered systems, such as a quan-
tum Hall sample, simply cannot be correctly accounted
for with local order parameters [2]. Beyond this impos-
sibility lies a rich variety of non-local phenomena such
as exotic statistics of excitations, protected edge modes,
or ground state degeneracy on manifolds with non-trivial
topology.
The two-dimensional topological phases we are con-
sidering are described by their elementary excitations:
quasi-particles called anyons completely characterized by
their fusion and braiding properties. Condensation and
confinement of these anyons have been put forth in [3] to
relate different topological phases. The basis is the for-
mation of a condensate of bosonic quasiparticles which
will correspond to a new vacuum. Anyons having trivial
statistics with the condensed anyons will characterize the
new topological phase. Otherwise, quasiparticles which
are not compatible with the new vacuum (non-trivial
braiding with the condensed anyons) will not be able to
move around freely in the system; they will become con-
fined. Also quasiparticles previously distinguishable by
the braiding with the condensed anyons will be identified.
Because of the condensation, confinement and identifica-
tion this mechanism reduces the topological content of
the parent phase. This reduction has been originally for-
mulated mathematically as the ’symmetry breaking’ of a
discrete gauge theory [4–8].
This paper is devoted to the study of these phenom-
ena with projected entangled pair states (PEPS) in a 2D
square lattice. This class of states and its properties are
characterized locally, by a five-rank tensor placing in each
site with a physical index and four virtual indices that
take care of the correlations present in the system. PEPS
has turned out to be relevant to the description of quan-
tum matter obeying an area law [9], or exhibiting topo-
logical order [10, 11]. Indeed PEPS have been shown to
provide an adequate formalism to analyze anyon conden-
sation and topological phase transitions [12–16]. This is
because PEPS allow to represent the characteristic prop-
erties of the anyons present in the model, identify the pos-
sible different behavior of these quasiparticles (conden-
sation, confinement and identification) and because they
describe systems beyond renormalization fixed points of
topological phases.
Our work participates in this line of research: we focus
on the effect of symmetries in particular pairs of PEPS
and relate their anyonic excitations. It is known [10]
that topological order in PEPS can be characterized by
a gauge symmetry acting on the virtual indices of the lo-
cal tensor that defines the PEPS (see Fig. 1(a)). In this
paper we will restrict to the case in which the topologi-
cal order comes from a group G, the so called quantum
doubles models [31]. We then modify this initial (parent)
tensor and construct a new tensor –the restricted tensor–
in which the gauge symmetry, and hence the topological
content, is reduced to a subgroup of G. Since the ele-
ments of the gauge symmetry group correspond to flux
excitations in the PEPS [10], intuitively the restricted
tensor will have less fluxes and then less capability to
distinguish by braiding operations among the different
charges. One expects then some charges of the parent
model to be effectively condensed in the restricted sys-
tem. Explicitly we find that some parent charges no
longer belongs to the non-trivial topological sector; they
have to be identified with the vacuum under interfero-
metric experiments.
We point out that the name ’anyon condensation’ an-
alyzed here does not correspond to a phase transition
in the usual sense, i.e. interpolating two Hamiltonians
varying a parameter. As in the original work of Bais et.
al. [3–8] and many subsequent ones [17–19], we just re-
strict ourselves to comparing the behavior of anyons in
a pair of models which are renormalization fixed points,
and hence can be seen as the two extreme points of an
interpolating path.
Moreover, we will show analytically how the restricted
tensor ungauges part of the symmetry coming from G so
that the virtual operators induce now a non-trivial ac-
tion in the physical index (see Fig. 1(b)). This is known
to correspond to a global on-site symmetry in the PEPS
[20]. The parent phase will then correspond to a purely
2Figure 1: (a) The parent tensor (blue) is invariant under the
virtual action of a representation of the group G. This gauge
symmetry endows the PEPS with topological order. (b) Some
operators acting on the virtual level of the restricted tensor
(pink) are equivalent to an action on the physical index of
the tensor; they correspond to a global on-site symmetry. The
elements of G which still are gauge symmetry of the restricted
tensor form a subgroup, that we name Gtopo, and characterize
the topological order of the restricted PEPS.
topological model and the restricted phase belongs to a
so-called symmetry enriched topological phase: intrin-
sic topological order plus a global on-site symmetry (see
[21] and references therein). Indeed, we will see that the
global symmetry will in general have a non-trivial action
on the anyons of the restricted PEPS, e.g. permuting
anyon types. Finally, we will analyze how anyon confine-
ment and symmetry reduction are inextricably linked.
These relations have been studied in [22, 23] using a
generic language of topological orders.
Besides, we will see how anyon condensation, and its
effects on the symmetries of the systems, sheds new light
on the classification of one-dimensional symmetry pro-
tected topological phases (SPT) in terms of matrix prod-
uct states (MPS) [24]. Namely, we will translate the ap-
proach taken in 2D to the language of MPS and sub-
sequently we will obtain all the possible phases in 1D
systems with symmetries and degenerate ground state.
Also the structure classifying this setup will appear very
naturally and we will give an explicit method to construct
the state and operators of each phase.
An important aspect of our construction is the rela-
tion between the groups that will describe the topologi-
cal content of each PEPS of the pair. If G describes the
parent topological phase we will start from, the phase
of the restricted PEPS will be indexed by a normal sub-
group Gtopo of G, and exhibit a global on-site symmetry
represented by the quotient group G/Gtopo; the mathe-
matical counterpart of the physical picture is encoded in
the short exact sequence:
1→ Gtopo → G→ Gsym → 1, (1)
where Gsym ∼= G/Gtopo. This sequence characterizes the
group extension of the group Gtopo by the group Gsym.
The paper is organized as follows: In Section II, we
introduce the two families of tensor network states which
are used in this study: MPS and PEPS, and describe
their relevant properties to this work. In Section III, we
describe our approach for relating topological phases in
PEPS and we analyze the symmetry properties of the in-
volved phases. In Section IV, we give a short review of
the current classification of phases focusing on the case
of one-dimensional bosonic systems treated [24]. Next,
we present our approach, and recover all possible repre-
sentations of an on-site global symmetry at the virtual
level of the MPS. We also show some concrete example
with the global on-site Z2 symmetry. We conclude and
discuss open questions in Section V.
II. THE MATHEMATICAL FORMALISM: MPS
AND PEPS
Matrix product states are pure states that describe
quantum spin chains and are fully characterized by a ten-
sor A (associated to each site). This tensor description
reduces the number of parameters from exponential to
linear in the system size (i.e. the number of particles).
The key assumption that enables this reduction is that
the entanglement present in the system is bounded and
follows a nearest neighbor pattern. The MPS represen-
tation reflects the local character of the physical interac-
tions and encapsulates the relevant part of the full Hilbert
space describing the system.
Given a chain of N particles, each described by a d-
dimensional Hilbert space, Cd, an MPS is a state of the
form
|M(A)〉 =
d∑
i1,··· ,iN=1
tr[Ai1 · · ·AiN ]|i1, · · · , iN 〉. (2)
where Ai denotes a D×D matrix associated with a par-
ticular state |i〉 ∈ Cd. The tensor associated to an MPS
denoted by Aiα,β has rank three. Actually, the expres-
sion (2) does not represent the most general form of an
MPS; it restricts to the case of periodic boundary con-
ditions and translational invariance [25]. We will work
with these assumptions.
A way to picture how to construct an MPS is to
consider the following process. One first constructs
a product state |ω〉⊗N of virtual degrees of freedom
(d.o.f.) or generalized spins with maximally entangled
pairs |ωD〉 =
∑D
i=1 |i, i〉 to describe the amount of en-
tanglement between two sites. Then, we apply the map
P(A) : CD ⊗ CD → Cd:
P(A) =
d∑
i=1
D∑
α,β=1
(Ai)αβ |i〉p〈αβ|v
on each site, i.e. on neighboring virtual spins correspond-
ing to parts of different maximally entangled pairs, as
illustrated in Fig. 2. The subscripts p and v denote
the physical and virtual d.o.f. respectively. This process
translates the N site chain described initially by max-
imally entangled states into the |M(A)〉 state. These
states are important because every ground state of a
one-dimensional gapped local Hamiltonian can be ap-
proximated by an MPS [26–28]. A simple example of an
3Figure 2: Construction of an MPS with periodic boundary
condition by placing maximally entangled pairs and applying
the map P . Let us note that the map acts on virtual particles
belonging to different maximally entangled pairs.
MPS is the GHZ state: |ΨGHZ〉 =
∑n
i |i, i, · · · , i〉, where
(Ai)αβ = δiαδiβ .
The matrices of an MPS can be brought into a canon-
ical form, which is unique, and these matrices generally
have a block-diagonal representation [25]. This block di-
agonal structure restricts the support of the map P to
a direct sum space: (kerP)⊥ =
⊕A
α=1Hα ⊂ C
D ⊗ CD.
The uniqueness of the canonical form allows to prove
that if a quantum state admits two different MPS repre-
sentations, their matrices are unitarily related. For every
MPS whose canonical form has one block, one can build a
local gapped Hamiltonian (the so-called parent Hamilto-
nian) whose unique ground state is exactly the MPS. In
the case where the canonical form has several blocks, the
ground state of the associated Hamiltonian is not unique
and is spanned by the MPS constructed from the individ-
ual blocks. Another property of this parent Hamiltonian,
called frustration-freeness, is that its MPS ground state
also minimizes the energy of each of its local terms.
The symmetries of an MPS can be characterized in
terms of the virtual d.o.f. [29]. A global on-site symme-
try of an MPS is a local operation which leaves the state
invariant up to a global phase: u⊗N |M(A)〉 = eiφ|M(A)〉
(case of unique ground state). As a result of the unique-
ness of the canonical form and the equivalence between
tensors describing the same state, the physical symme-
try can be replaced by a local transformation in the
virtual d.o.f. This means that there exists a unitary
U = P (⊕αVα), where P is a permutation matrix of the
blocks and Vα is a unitary acting on the α-th block, such
that
∑
j
uijA
j =WUAiU †, (3)
whereW = ⊕αe
iθαIα is an arbitrary phase in each block.
AlthoughMPS were first introduced for numerical pur-
poses (the main motivation was the minimization of the
energy of a target Hamiltonian), they have become a very
successful formalism to analyze quantum many body sys-
tems, since they capture the properties of gapped systems
with nearest neighbor entanglement patterns.
PEPS are a natural 2D analogue of MPS for two-
dimensional lattices (or graphs in general). To con-
struct the state, the tensor associated with each site has
a number of virtual indices equal to the coordination
number of the site. Taking for simplicity a square lat-
tice, the tensors that define the state have five indices,
Aiαβγδ, one corresponding to the physical hilbert space
and four indices associated to the virtual d.o.f. (sketched
in Fig. 3(a) ). The trace and multiplication operations
considered in one dimension are generalised to a con-
traction of all pairs of nearest neighbour virtual d.o.f.
|Ψ(A)〉 =
∑
i1,··· ,iN
C({Aiαβγδ})|i1 · · · iN 〉. As for MPS,
these states arise as ground states of local gapped Hamil-
tonians and are unique ground states if the PEPS tensors
satisfy a condition called injectivity [30].
Figure 3: (a) Diagram picture of the tensor Aiαβγδ of a PEPS
for a square lattice. (b) The PEPS constructed via the con-
catenation of the virtual d.o.f. of the tensors (without bound-
ary conditions). (c) A single on-site unitary (which is a rep-
resentation of the global symmetry) applied to the physical
system is equivalent in an injective PEPS, as far as the tensor
level is concerned, to the action of four unitaries, representing
a group element, in the virtual d.o.f.
The characterization of local and spatial symmetries
of injective PEPS has been done in [20] at the level of
the tensor. If an injective PEPS has a global on-site
symmetry the local operator acting on the tensor is
equal to the tensor under the action of some operator in
the virtual d.o.f., as depicted in Fig. 3(c).
A family of PEPS of crucial interest for our work are
the so-called G-isometric PEPS:
A =
1
|G|
∑
g∈G
Lg ⊗ Lg ⊗ L
†
g ⊗ L
†
g
 , (4)
where Lg is the left regular representation of the group
G [10]. The relation between the physical labels and the
virtual d.o.f. of the tensor is as follows
Aiαβγδ ≡ A
(a,b,c,d)
αβγδ =
∑
g∈G
[Lg]αa[Lg]βb[L
†
g]γc[L
†
g]δd. (5)
The physical index is now four-fold: ′i′ ∼= (a, b, c, d), see
caption of Fig. 4 for explanation.
The family of G-isometric PEPS is invariant under the
action of (a representation of) the group G acting purely
on the virtual d.o.f. (as illustrated in Fig. 5).
4Figure 4: Relation between the lattice model of [31] and the
tensor construction (4). The white dots represent the gen-
eralized spins living on the edges. Each tensor is placed on
alternating plaquettes of the lattice, gathering the four sur-
rounding spins. The physical index of the tensor corresponds
to the tensor product of four local Hilbert spaces and this fact
is reflected in Eq.(5). Diagonal grey edges represent PEPS
virtual bonds.
It can be shown that the state (4) is a renormaliza-
tion fixed point of the topological phases described by
the Quantum Double model of the group G [10, 31] and
that a parent Hamiltonian can be constructed for it. The
most important features of this parent Hamiltonian are
(i) its ground state degeneracy depends on the topology
of the lattice considered, (ii) its elementary excitations
exhibit anyonic statistics. These excitations are in cor-
respondence with irreducible representations (irreps) of
the Quantum Double of G. The PEPS (4) is also the
ground state of a Hamiltonian proposed and studied in
[31], where physical d.o.f. are placed on the edges of a
square lattice (Fig. 4).
Figure 5: Gauge symmetry of the tensor in the virtual d.o.f.
Within the family of G-isometric PEPS, the invariance is
achieved with tensor product operators: {Lg ⊗Lg⊗L
†
g⊗L
†
g :
g ∈ G}. More generally the gauge symmetry is realised by
Matrix Product Operators [32].
The excitations are quasi-particles that exhibit topo-
logical interaction: braiding and fusion analogous to the
Aharonov-Bohm effect [33]. There are three different
types of anyons in the Quantum Double of G: charges
represented by the irreps of G, fluxes described by conju-
gacy classes of elements of G and dyons which are char-
acterized by the irreps of the centralizer of each conju-
gacy class. Such models/phases are interesting, not only
because of their exotic topological behavior, but also by
their potential application in (topological) quantum com-
puting [31].
One can also define the analogue object in 1D, the so-
called G-isometric MPS, described by the tensor∑
g∈G
Lg ⊗ L
†
g . (6)
On the one hand, G-isometric MPS are intimately con-
nected to the isometric forms forMPS [10] used in the 1D
classification of phases and, on the other hand, they have
the same mathematical structure as their 2D analogue.
We will come back to this point in Section IV.
III. SYMMETRY CHANGES THROUGH
ANYON CONDENSATION IN G-ISOMETRIC
PEPS
Anyon condensation has been proposed to relate two
orders involved in a topological symmetry breaking [3].
It is based on the formation of a condensate of bosonic
quasiparticles of the parent phase which can be addressed
mathematically as the ’symmetry breaking’ of a gauge
theory. The quasiparticles that braid trivially with the
condensed excitations characterize the new topological
phase. But the quasiparticles which are not compati-
ble with trivial fusion and braiding with the condensed
anyons cannot move around freely in the system; they
become confined.
It is observed in [22, 23] that the mathematical for-
malism describing the confined anyons can be associated
to the action of a global symmetry on the new topologi-
cal phase. This relates a symmetry enriched topological
phase with a purely topological phase, where the former
is the result of an anyon condensation of the latter. The
purpose of this work is to show how this picture can be
materialized in a lattice model very naturally in the PEPS
formalism.
It has been shown recently in [34] that anyon conden-
sation in PEPS can be associated to a breaking of the
local symmetry of the virtual d.o.f. Following this idea,
we will start with a G-isometric PEPS
AG =
1
|G|
∑
g∈G
Lg ⊗ Lg ⊗ L
†
g ⊗ L
†
g
 , (7)
which we call parent tensor. We will also consider a nor-
mal subgroup of G, Gtopo, and construct the following
tensor
AresG =
1
|Gtopo|
 ∑
g∈Gtopo
Lg ⊗ Lg ⊗ L
†
g ⊗ L
†
g
 (8)
which we call the restricted tensor. We will show how,
partially breaking the local invariance of a parent tensor,
we will end up with a new tensor enriched with a non-
trivial virtual representation of the broken gauge symme-
try. The PEPS constructed with these tensors, represent-
ing the ground state of the model, will inherit the global
and local symmetry relations between them.
5We will be able to identify the remaining topological
order, flux confinement, the associated charge condensa-
tion and the splitting of quasiparticles excitations in the
PEPS constructed with the restricted tensor. This iden-
tification is done comparing the behavior of the opera-
tors corresponding to anyons in the parent model when
they are placed in the restricted state. Moreover we will
connect the new symmetry features and the different be-
haviors of the anyons in both models. Finally we will
analyze the effect of the broken gauge symmetry over
the unconfined anyons of the restricted phase.
A. Symmetry reduction: from local to global
The state associated with the tensor AresG is in the same
phase as the Quantum Double of Gtopo. This is because
we can express the restricted tensor as
AresG
∼= AGtopo ⊗ I,
where AGtopo is the tensor of the Gtopo-isometric PEPS.
We can perform this decomposition since the action of
{Lk : k ∈ Gtopo} can be decomposed as L
Gtopo
k ⊗ I
Gsym
(see Appendix B). Therefore the state associated to the
tensor AresG is in the same phase as the Gtopo-isometric
PEPS (if we do not impose symmetries) with the subse-
quent properties studied in [10].
In the PEPS representation of these models, a gauge
invariance of the tensor in the virtual d.o.f. is equivalent
to a local gauge symmetry of the state formed with the
tensor. Let us explicitly construct these operators for the
models that we are considering. We define the operator
Sg ≡ Lg ⊗ Lg ⊗ L
†
g ⊗ L
†
g,
where g ∈ G. It is easy to see that these operators real-
ized a gauge invariance of the parent tensor for all g:
(Sg)p AG = AG = AG (Sg)v ∀g ∈ G,
where the subscript v denotes the action on the virtual
d.o.f., and p the action on the physical d.o.f. Thus
(SRg ⊗ I
rest)|Ψ(AG)〉 = |Ψ(AG)〉 ∀g ∈ G,
where SRg is the operator Sg acting in any region R and
|Ψ(AG)〉 is the state constructed with the tensor AG us-
ing periodic boundary condition. That is, the represen-
tation of G given by the operators Sg is a gauge sym-
metry of the state |Ψ(AG)〉. The representation on the
virtual d.o.f. of the operators Sg is the identity. Triv-
ially, |Ψ(AG)〉 is also left invariant when the same Sg is
applied on each lattice site. The restricted tensor has a
similar gauge symmetry:
(Sk)pA
res
G = A
res
G = A
res
G (Sk)v ∀k ∈ Gtopo,
(SRk ⊗ I
rest)|Ψ(AresG )〉 = |Ψ(A
res
G )〉 ∀k ∈ Gtopo. (9)
When g ∈ G−Gtopo, Sg will no longer leave A
res
G invari-
ant: the restricted tensor breaks the gauge invariance of
the parent tensor to a normal subgroup Gtopo of G.
Part of the gauge symmetry of the state |Ψ(AG)〉
is degraded to just a global symmetry of the state
|Ψ(AresG )〉. The physical representation associated
with such a global symmetry of the restricted
tensor belongs to the quotient group Gsym ∼=
G/Gtopo.
Let us prove the above statement. Consider the action
of Sg on A
res
G :
(Sg)pA
res
G =
∑
k∈Gtopo
Lkg ⊗ Lkg ⊗ L
†
kg ⊗ L
†
kg
=
∑
g˜∈[g]
Lg˜ ⊗ Lg˜ ⊗ L
†
g˜ ⊗ L
†
g˜
=
∑
k∈Gtopo
Lg′k ⊗ Lg′k ⊗ L
†
g′k ⊗ L
†
g′k
= AresG (Sg′)v for all g
′ ∈ [g], (10)
where we have used the fact that Gtopo is a normal sub-
group. The operator Sg acting on the physical Hilbert
space is translated into the operator Sg′ on the virtual
d.o.f., as illustrated in Fig. 6(b), where g′ is any element
of the coset of g in G/Gtopo; [g] = {gk; k ∈ Gtopo}.
Then, when we concatenate the perturbed tensors the
Figure 6: (a) The action of the operator Sg leaves invariant
the tensor AG. (b) The action of the operator Sg over A
res
G
change the tensor as depicted.
virtual operators cancel out in each edge and the state
remains invariant.
The G gauge symmetry has been reduced to a Gtopo
gauge symmetry plus a G/Gtopo global symmetry. Since
Gtopo is normal in G, G/Gtopo is a group which we will
denote Gsym from now on. The Gsym global symmetry
over this state means:
(Sg)pA
res
G = (Sg′ )pA
res
G if [g
′] = [g], (11)
6(Sg)p(Sg′)pA
res
G = (Sgg′ )pA
res
G .
Combining (9) and (11), the most general form of sym-
metry reads⊗
x∈Λ
Sgx |Ψ(A
res
G )〉 = |Ψ(A
res
G )〉 if ∃g ∈ G : gx ∈ [g] ∀x ∈ Λ,
(12)
where Λ denotes the set of lattice sites. Let us finally
show that the global symmetry forms a representation of
the quotient group. This is done first using the projec-
tion from G to Gsym, g 7→ [g] and then proving that the
symmetry operators Sg are a representation of the quo-
tient group. It is sufficient to consider the action of Sg
on the relevant Hilbert space (Hp) defined as:
Hp =

∣∣∣∣∣B
 ⊂ Cd,
where B runs over all boundary conditions and d = |G|4.
We will restrict to this space, defining S˜g = Sg
∣∣
Hp
be-
cause Sg(Hp) ⊂ Hp. The operator S˜g is uniquely de-
fined by Gsym since S˜g = S˜g′ if [g
′] = [g]. Moreover
these operators are a representation of Gsym because
S˜gS˜g′ = (SgSg′)
∣∣
Hp
= Sgg′
∣∣
Hp
= S˜gg′ . Then, the op-
erators Sg are a representation of the quotient group
Gsym ∼= G/Gtopo over the restricted tensor.
The restriction Eq.(7)→ Eq.(8), together with the ac-
tion of the operators Sg can be viewed as a local tensor
(partial) ungauging. This means that we end up with a
new tensor with a (non-trivial) gauge subgroup Gtopo of
G and that the rest of the parent gauge group G/Gtopo
is not lost: it becomes now a global on-site symmetry
under Sg. The full gauge symmetry G of the parent ten-
sor is recovered by the gauge group Gtopo and the global
symmetry group Gsym of the restricted tensor via the
short exact sequence of Eq.(1). This procedure can be
regarded as the inverse of the tensor gauging studied in
[35], in which the authors modify a tensor with a global
symmetry to end up with a tensor with purely gauge
symmetry. We remark that we are comparing the same
symmetry operators over different tensors; this is possi-
ble because the dimensions of the indices of both tensors
coincide. This fact allows us to compare another type
of operators, namely those which create quasiparticle ex-
citations. This will be analyzed in the next subsections
for the cases of pure fluxes and pure charges (the case of
dyons is discussed in Appendix C).
B. Comparing pure flux excitations of the parent
and restricted models: confinement
We will study the effect of inserting flux excitations of
the parent Hamiltonian of AG on an A
res
G background.
A pair of flux excitations of the Quantum Double of G
is described, in the PEPS formalism, by an open string
of operators Lg placed on the virtual d.o.f. of the lattice
constructed with AG. An example of this configuration is
shown in Fig. 7. Such strings can be moved and deformed
freely on an AG background, thanks to the G-invariance
of the tensor AG [10]. But, on an A
res
G background, there
is an energy cost associated with a string of Lg operators
whenever g ∈ G−Gtopo. The fluxes which do not belong
to Gtopo become confined: the excited state containing
confined fluxes has an energy that grows with the length
of the string, i.e., it exhibits string tension. We are ac-
tually going to see that the confinement of some fluxes
is intimately related to the change of the symmetry de-
scribed above.
Figure 7: A subset of the lattice, in a background of AG ten-
sors, having a flux excitation string. The red dots represent
the operator Lg acting on the virtual d.o.f. of the tensors.
Each colored square drawn represents the place where a local
hamiltonian acts. Only the pink (dot-dashed line) plaquette
is an excitation of the local hamiltonian h: adds +1 to the
total energy of the state.
Let us sketch the construction of [10] in order to use
it for our purposes. Given a state on the form of a
G-isometric PEPS with tensor AG, the parent Hamilto-
nian is constructed by summing identical four-body local
terms h, H =
∑
i∈Λ hi, which act on a 2 × 2 region of
the lattice. The operator h is the projector onto the or-
thonormal subspace generated by all virtual conditions
applied to the concatenation of four tensors in a 2 × 2
set, h = I−ΠS2×2 . Pictorially we represent this subspace
as
S2×2 =

∣∣∣∣∣B ∈ (C|G|)⊗8
 .
Therefore, h has the subspace S2×2 as its ground state:
h = 0.
Suppose we have a pair of fluxes in the lattice, see
Fig. 7, the plaquette at each end point of the string
corresponds to an excitation of the local hamiltonian, h,
of AG. This is because the end point plaquette cannot be
moved using the G-invariance of the tensor and it does
7not belong to the kernel of h. But the rest of the string
can be deformed freely through the lattice. Thus the
plaquette terms are not distinguished locally from the
ground state; the energy of the string does not depend
on the distance between the two end points.
We now consider a string of operators Lg, with g ∈
G−Gtopo, in a background of A
res
G as depicted in Fig. 8.
Figure 8: A subset of the lattice, in a background of AresG
tensors, having a string of Lg operators acting on the virtual
d.o.f. Each colored square drawn represents the place where
a local hamiltonian acts. In this situation both plaquette are
excitations of the local hamiltonian hres: adds +1 to the total
energy of the state.
This string cannot be deformed using the Gtopo-
invariance of the tensors. Instead, the element g of the
operator Lg can be sent to k
′gk (and then to the operator
Lk′gk) where k, k
′ ∈ Gtopo applying the Gtopo-invariance
of the tensors for every virtual edge. This transformation
cannot change the coset g belongs to because k′gk ∈ [g]
(Gtopo is normal in G). Thus, an element g /∈ Gtopo ≡ [e]
cannot be transformed into one belonging to the trivial
coset [e], so the operator cannot be moved freely from
its position. This fact shows that some strings can be
detected locally in contrast with a string formed with
operators Lk, where k ∈ Gtopo, that can be deformed
freely.
We now show that a state modified with a string op-
erator as the one depicted in Fig. 8 is an eigenstate of
the local term of the parent Hamiltonian of AresG . There-
fore this modified state is an excitation of the parent
Hamiltonian. For this purpose, let us define the par-
ent Hamiltonian of AresG in analogy with the G-isometric
PEPS: Hres =
∑
i∈Λ h
res
i where the local projector is
hres = I−ΠSres2×2 and the subspace S
res
2×2 is constructed as
Sres2×2 =

∣∣∣∣∣B ∈ (C|G|)⊗8
 .
We calculate explicitly the scalar product between an
arbitrary element of Sres2×2 and a 2×2 subset of the lattice
containing part of the g-string.
If the result is zero, the state with a string is locally
orthogonal to S2×2. So, decorating an A
res
G background
with a string of operators Lg, g ∈ G−Gtopo gives rise to
an eigenstate with eigenvalue one for each local term hres
whose support overlaps with the support of the string
(recall that it is a projector):
hres = , g ∈ G−Gtopo.
We can express the scalar product pictorially as fol-
lowing:
〈 ∣∣∣∣∣
〉
= = × , (13)
where we have separated the boundary term and the in-
side term in virtue of the tensor product form of AresG
(see Eq.(8)). For the sake of simplicity, we have omitted
the sum running over the elements of Gtopo in all tensors
forming the construction. The scalar product of Eq.(13)
is proportional to
Gtopo∑
a,b,c,d
C(B1, B2, a, b, c, d)χL(a
−1b)χL(b
−1gc)×
χL(cd
−1)χL(a
−1gd),
where each element of the sum comes from the individ-
ual tensors, C(B1, B2, a, b, c, d) is the boundary term and
8the traces comes from the loops of the last drawing con-
taining the operator of the string Lg. The left regu-
lar representation obeys χL(g) = |G|δe,g so the scalar
product computed is proportional to
∑Gtopo
k Cδk,g. Fi-
nally we conclude that this value is zero if and only if
g /∈ [e] ≡ Gtopo. The fact that the state with these op-
erators placed in the virtual d.o.f. is an eigenstate with
eigenvalue one of the local hamiltonian hres and that a
string of this kind cannot be deformed (using the Gtopo
invariance) through the lattice is equivalent to a string
tension. The string tension is manifested in the fact that
there exits an energy dependence on the string’s length
of the excitation. That is:
Hres (|Ψ∗l (A
res
G , Lg)〉) ∝ l|Ψ
∗
l (A
res
G , Lg)〉, with g /∈ [e],
where |Ψ∗l (A
res
G , Lg)〉 is the state constructed with the
tensor AresG and placing a string flux of length l with ele-
ment g ∈ G in the virtual d.o.f. When g belongs to Gtopo
the scalar product is not zero so we cannot conclude that
it is an excitation. In fact the operator in the virtual
d.o.f. can be cancelled out using the Gtopo-invariance of
the tensor and it then corresponds to a string not locally
detectable.
Using the same kind of argument we can verify that
the operator, on the virtual d.o.f., corresponding to an
end of the string gives rise to an eigenvector of Hres:
hres = , g ∈ G−Gtopo.
The flux excitation string of the state formed with
AG is also an excitation of A
res
G . The fluxes as-
sociated with elements of G that do not belong
to Gtopo become confined in the A
res
G model. The
string of confined fluxes cannot be extended freely
through the lattice of AresG and the energy penalty
of the excitation depends on the length of the
string.
This shows that we have two very different flux string
excitations in the state formed with the tensor AresG .
The open string created by placing operators Lk with
k ∈ Gtopo in the virtual d.o.f. has the freedom of being
deformed in the entire chain except at the ending pla-
quettes. Therefore the energy penalty of this excitation
comes from the two end points, regardless of the length
of the string. As opposed to this case we have the string
constructed with elements g ∈ G − Gtopo which cannot
be deformed freely; the operators Lg are confined in its
position of the lattice. Therefore the energy penalty of
this chain depends on the length of the string. We say
that all the flux-type particles of the parent model, conju-
gacy classes of G, which do not belongs to Gtopo become
confined fluxes in the state formed with AresG .
The unconfined fluxes of the parent model split into
a superposition of fluxes of the restricted model. This
is because a conjugacy class of G belonging to Gtopo
can be decomposed into multiple conjugacy classes of
Gtopo. Different internal states of the same type of flux
of the parent model, g1, g2 ∈ C
G[g] ⊂ Gtopo, should be
considered now internal states of a different type of flux
of the restricted model, g1 ∈ C
Gtopo [g], g2 ∈ C
Gtopo [g′]
with CGtopo [g] 6= CGtopo [g′].
The energy of the restricted state modified by
S⊗Mg , over a compact region M, depends on the
length of the boundary of the region M, when
g ∈ G−Gtopo. The virtual representation of this
action is a confined loop defect which only de-
pends on the quotient group Gsym ∼= G/Gtopo.
Let us prove the above statement. The flux confine-
ment and the emergence of a non-trivial representation
of the on-site symmetry studied before (see Eq.(10) and
(12)) are features intimately related. When we apply the
operator Sg with g ∈ G − Gtopo on a connected subset
of the lattice (M) in a background of AresG , we create a
closed loop of Lg′ virtual operators around the affected
region (see Fig. 9 for an example). The state with this
closed string is an excitation of the parent Hamiltonian of
AresG because it is formed with the same virtual operators
as the confined fluxes. Then the virtual representation
of the unitary Sg over a connected region is a confined
closed string. Therefore the energy of the state with the
confined closed string depends on the length of the loop:
Hres
(
S⊗Mg |Ψ(A
res
G )〉
)
∝ |∂M|
(
S⊗Mg |Ψ(A
res
G )〉
)
,
where g /∈ [e]. We notice that we can obtain the same
defect acting on the complementary region of M. The
fact that these defects cannot be deformed freely through
the lattice imply that the state does not remain invariant
under the action of Sg overM. Unlike the parent model
situation, the action of closed loops of operators on the
ground state may increase energy [31]. In order to leave
the restricted state invariant, i.e., remove the confined
closed string, we have to act over the complementary of
M. That is, we need to act on the whole lattice to pre-
serve the state, ending up with a global on-site symmetry
of the group Gsym. The Gtopo-invariance of the tensors
AresG does not change the coset, of G by Gtopo, the con-
fined loop belongs to. This leads us to conclude that the
virtual representation of the symmetry is of the group
Gsym ∼= G/Gtopo.
C. Comparing pure charge excitations of the
parent and restricted models: condensation
Let us now study the properties of the charge exci-
tations of AG when they are placed on a background
9Figure 9: (a) We apply the operator S⊗3g on a background of
AresG tensors; the result is depicted on part (b). (b) The con-
fined loop of Lg′ operators affects 7 plaquettes, corresponding
each one to an excitation of the local hamiltonian hres
formed by AresG tensor. As explained in Section II, the
charge-type excitations of the Quantum Double of G are
identified with the irreps of the group G. More precisely,
charge excited states can be given a PEPS representation,
starting from that of the G-isometric PEPS, and inserting
operators
∑G
g χν(pg)|g〉〈g| on some virtual d.o.f., where
χν is the character of the irrep ν of G [10]. Unlike flux ex-
citations, charge particles are not associated with a string
(in this PEPS representation) and they are point defects
in the lattice constructed with G-isometric PEPS. There-
fore, although they are always created in pairs, we can
safely just consider how one particle of the pair affects
the background. These operators also correspond to ex-
citations when they are placed in the state constructed
with AresG . In order to prove it we compute the scalar
product between a state with this operator in the virtual
d.o.f. and one arbitrary element of S2×2 of A
res
G as we
did in the case of flux excitations. We obtain a result
proportional to
Gtopo∑
a,b,c,d
C(B1, B2, a, b, c, d)χL(a
−1b)χL(bc
−1)×
tr[Lcd−1
G∑
g
χν(pg)|g〉〈g|]χL(ad
−1),
which reduces to
tr[
G∑
g
χν(pg)|g〉〈g|] =
G∑
g
χν(pg) =
G∑
g
χν(g) =
G∑
g
χν(g)χ1(g) = |G|δν,1
Therefore the restricted state with one charge operator
placed on the virtual d.o.f. is orthogonal to the ground
state of the parent Hamiltonian associated with AresG . As
for fluxes above, one can further prove that it is an eigen-
state with eigenvalue 1 of the local parent Hamiltonian
and then, as there is no string associated, of the parent
Hamiltonian.
Similarly, with each irrep σ of Gtopo, a charge oper-
ator acting on the Gtopo-isometric PEPS can be associ-
ated:
∑Gtopo
k χσ(qk)|k〉〈k| where χσ is the character of
σ and where {|k〉 : k = 1 . . . |Gtopo|} denote a basis of
the space where the left regular representation of Gtopo
lives, C[Gtopo]. The corresponding charge operator in
the AresG PEPS is
∑Gtopo
k χσ(qk)|k〉〈k| ⊗ I
Gsym in analogy
with the flux operator Lk = L
Gtopo
k ⊗ I
Gsym (acting on
C[Gtopo] ⊗ C[Gsym]). We rewrite this operator and we
denote it as follows:
Qσq =
Gtopo∑
k
χσ(qk)
Gsym∑
[g]
|k, [g]〉〈k, [g]|
 . (14)
Placing Qσq on an A
res
G background, we get an excited
eigenstate of the parent Hamiltonian of AresG .
The confinement of some fluxes is intimately related
to the condensation of charge particles. An anyon con-
densation is a situation where a topological excitation
cannot be distinguished from the vacuum with topolog-
ical interactions (i.e. using braiding operations). Since
some fluxes are confined in the AresG background, there
are less fluxes ’available’ (the remaining unconfined) to
braid with the charge particles to topologically distin-
guish amongst them. Let us consider an elementary
charge excitation of the parent model and we try to iden-
tify the class of this charge in the restricted model. To
perform this experiment we have to create a charge-pair
excitation belonging to the class of the irrep ν of G, braid
one charge of the pair with a flux characterized by the
element k ∈ Gtopo and then fuse the charge modified by
the braiding with the other charge of the pair. The prob-
ability the charge pair fuses back to the vacuum is given
by [10, 33]
Prob(vacuum) =
∣∣∣∣χν(k)|ν|
∣∣∣∣2 .
This interferometric process can be conceived as a
method to identify the irrep associated with the charge
particle. To completely identify the irrep ν of G with an
AresG background, we would need to braid charges with
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confined fluxes also. We forbid this operation because
we are restricting to topological interactions; we do not
allow processes whose energy cost depend on lengths. If
two irreps of G are the same when restricted to elements
of Gtopo; they have to be consider equivalent in the A
res
G
background. Then if one irrep, say µ, is the identity for
all elements of Gtopo, we obtain that the probability to
fuse it with the vacuum is one. Therefore this irrep asso-
ciated to a charge is not modified by the braiding of any
of the unconfined fluxes, and we now have to identify it
with the trivial topological charge (the vacuum); we will
call this phenomenon ’charge condensation’.
We now claim that there is always a charge excita-
tion of the parent model that is condensed in the AresG
background. This charge excitation does not need to be
elementary, i.e. associated with an irrep of G. It can
be a composite of elementary charges (related to a re-
ducible representation of G). We know that given any
normal subgroup Gtopo of G there is always a represen-
tation ρ of G such that the kernel of the corresponding
character is exactly Gtopo [43]. Therefore, if we perform
an interferometric experiment with ρ we obtain
Prob(vacuum) =
∣∣∣∣χρ(k)|ρ|
∣∣∣∣2 = 1,
for all k ∈ Gtopo, that is, the charge associated to ρ has
condensed.
Also the charges of the model AG split into a super-
position of charges of the group Gtopo. As mentioned
before, we can only allow to braid them with the fluxes
corresponding to the elements of k ∈ Gtopo ⊂ G and the
irrep of G restricted to these elements becomes:
χGν (k)
∼=
∑
σ
mσχ
Gtopo
σ (k),
where mσ is the multiplicity of the irrep σ of Gtopo that
appears in the decomposition of the irrep ν of G.
D. Symmetry action on anyons and symmetry
breaking
We analyze here the effect of the symmetry opera-
tors over fluxes and charges of the restricted model. We
will see how the symmetry permutes the different ground
state sectors in the torus. We start with an open string
of operators Lk with k ∈ Gtopo on an A
res
G background.
We illustrate this setup on Fig. 10. This corresponds to
a flux excitation of the model, where the flux string can
be deformed freely by the Gtopo-invariance of the tensors
(except at the plaquette where the string terminates).
Now we apply the operator Sg, g ∈ G at each lattice site,
which corresponds to a symmetry of the state |Ψ(AresG )〉,
on the lattice with a string flux excitation. It is clear
that the fixed end points initially in the element k with
k ∈ Gtopo is sent to the element k
′ where k′ = gkg−1 of
Gtopo.
Figure 10: A subset of the lattice with an open string of
virtual operators LGk , representing a flux excitation.
Figure 11: The previous flux excitation modified by the action
of the symmetry operator SNg . The virtual operators defining
the excitation are now Lk′ with k
′ = gkg−1. Then, the flux-
type particle belongs now to the conjugacy class C[k′] which
represent a change in type of particle after the action of the
symmetry.
Let us notice that not only the end points are modified
by the symmetry operators, the elements of the chain are
also sent to k′ ∈ Gtopo and it also can be moved freely
through the lattice as it is shown in Fig. 11. Therefore
the symmetry operators also correspond to a symmetry
in the space of flux excitations sending the conjugacy
class C[k] of Gtopo to a different conjugacy class C[k
′]
with k′ = gkg−1 when G is non-abelian. This operation,
which we will denote as the map ρg(k) = gkg
−1, cor-
responds to a representation of the group Gsym which
permutes the flux type particles (conjugacy classes of
Gtopo). Let us prove this. Given a conjugacy class of
Gtopo the action ρg only depends on the coset [g] of g.
Let us take k and g′ ∈ [g], we can write g′ = k′g for some
k′ ∈ Gtopo and then ρg′(k) = g
′kg′−1 = k′ρg(k)k
′−1.
Also if k˜ ∈ C[k] it follows that ρg′(k˜) = g
′k˜g′−1 =
g′k1kk
−1
1 g
′−1 = k2g
′kg′−1k−12 = k2k
′ρg(k)(k2k
′)−1 for
some k1, k2 ∈ Gtopo. In the same way it can be shown
that ρg ◦ ρh(k
′) belongs to the same conjugacy class as
ρgh(k) for any k
′ ∈ C[k]. We point out that the particle-
type of the flux, i.e the conjugacy class of Gtopo, can be
interferometrically detected and it can also be measured
in the plaquette using the PEPS representation [10]. The
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permutation of restricted fluxes is related to the split-
ting of the parent fluxes; the permuted fluxes are those
coming from the same parent flux and they appear in its
splitting.
The previous construction depends on the group
extension Eq.(1) chosen, as explained in Appendix B.
When the normal subgroup Gtopo of G is abelian, the
group and the conjugacy classes are equivalent, then the
action ρ is a homomorphism from Gsym to Aut(Gtopo).
If Gtopo is non-abelian the action is a homomorphism
from Gsym to Out(Gtopo).
We now place one charge particle (see Eq.(14)), corre-
sponding to the irrep σ of Gtopo, on the lattice. Then we
act with Sg, g ∈ G at each lattice site. The effect on the
charge operator is the following:
Lg′Q
σ
qL
†
g′ =
Gtopo∑
k
χσ(qk)
Gsym∑
[h]
Lg′ |k, [h]〉〈k, [h]|L
†
g′
 .
(15)
We now use that G, as a set, can be rewritten as a carte-
sian product and the multiplication can be expressed in
the following form
Lg′ |k, [h]〉 = |kgρg(k)ω([g], [h]), [g][h]〉,
where we have denoted |g′〉 as |kg, [g]〉 and ω([g], [h]) ∈
H2(Gsym, Gtopo). We can rewrite (15) as
Gtopo∑
k
χσ(qρg−1(k
−1
g k))
(Gsym∑
[h]
|kω([g], [h]), [g][h]〉
〈kω([g], [h]), [g][h]|
)
.
We now use that qρg−1(k
−1
g k) = ρg−1 [ρg(q)k
−1
g k] =
g−1[ρg(q)k
−1
g k]g. Then
χσ(qρ[g]−1(k
−1
g k)) = χσ(g
−1[ρ[g](q)k
−1
g k]g).
Clifford’s Theorem [39] establishes that given an irrep
Πσ(k) of Gtopo, the operator Πσ(g
−1kg) corresponds to
Πσ′(k) where σ
′ = σ′(σ, g−1) is another irrep of Gtopo.
Therefore the action of the symmetry operator includes
a permutation of the particle type of the charge:
Lg′Q
σ
qL
†
g′ =
Gtopo∑
k
χσ′(ρg(q)k
−1
g k)×
Gsym∑
[h]
|kω([g], [h]), [g][h]〉〈kω([g], [h]), [g][h]|.
If the cocycle is trivial Lg′Q
σ
qL
†
g′ = Q
σ′
ρg(q)k
−1
g
. We notice
that the action of the symmetry operator has been ana-
lyzed only on one charge of the pair. It can be shown that
the symmetry changes similarly the associated conjugate
charge, allowing to detect physically the permutation of
the particle type [10]. We can also show the following:
Lg′Lh′Q
σ
qL
†
g′L
†
h′ = Lgh′Q
σ
qkghk
−1
g k
−1
h
ω¯([g],[h])
L†gh′ , (16)
when ρ is trivial. The virtual action of the operators
SgSh and Sgh over Q
σ
q is related by a braiding to the flux
ω([g], [h]) up to gauge redundancies (kgkhk
−1
gh ). Eq.(16)
evokes the phenomenon of symmetry fractionalization
discussed in [21]. Let us summarize:
The symmetry operators of the ground space also
correspond to a symmetry on the space of quasi-
particles excitations. The symmetry action over
charges and fluxes is a representation of Gsym
and it permutes the particles types. The ac-
tion on charges also depends on a cocycle of
H2(Gsym, Gtopo). These two functions determine
the extension group G.
Let us now study the effect of the global symmetry on
the ground space of the restricted model. The parent
Hamiltonian of AresG has a degenerate ground space on
the torus. This subspace is spanned by the states con-
structed with the tensor AresG and placing (k, n)-closed
boundary condition, where kn = nk [10]. This boundary
condition is constructed placing a tensor product string of
Ln operators in the horizontal part of the boundary and
a string with Lk operators in the vertical boundary and
then closing the boundaries periodically, as illustrated in
Fig. 12.
Figure 12: The ground state corresponding to the pair conju-
gacy class of (k, n) is depicted.
The number of different inequivalent closures corre-
sponds to the different anyons sectors in the quantum
double of Gtopo. The equivalence relation of closures is
given by (k, n) ∼ (k′, n′) if there exists t ∈ Gtopo such
that (k, n) = (tk′t−1, tn′t−1). Let us denote each ground
state constructed with the tensor AresG and with closure
type (k, l) satisfying kn = nk as |Ψ(AresG |(k, n))〉. If we
apply the symmetry operator Sg, where g ∈ G, at each
lattice site we obtain:
S⊗Ng |Ψ(A
res
G |(k, n))〉 = |Ψ(A
res
G |(g
′kg′−1, g′ng′−1))〉,
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which also belongs to the ground space because k′n′ =
n′k′ where k′ = g′kg′−1 and n′ = g′ng′−1. Therefore
the class (k, l) is sent to (ρg(k), ρg(n)), this action is a
representation of Gsym that acts as a permutation of the
different ground states.
E. An example: Gtopo = Zn, Gsym = Z2
Let us consider the dihedral group G = D2n, with n
odd, {r, s|rn = s2 = e, srks = r−k}. There are 1 + 1 +
(n − 1)/2 conjugacy classes: [e], [s] = {srk}n−1k=0 , [r
k] =
{rk, rn−k} k = 1, . . . , n − 1 which correspond to fluxes
in the quantum double of D2n: QD(D2n). There are
two one-dimensional representation of D2n; the trivial
one and the irrep Z given by Z(rk) = 1 and Z(srk) =
−1 ∀k = 0, . . . , n − 1. There are n − 1 two-dimensional
irreps Πν , labelled by ν = 1, · · · , n− 1 given by
Πν(r
k) =
(
qkν 0
0 q−kν
)
, Πν(s) =
(
0 1
1 0
)
,
where q = e
2pii
n , k = 0, · · · , n − 1. The normal sub-
group {rk}nk=0 of D2n is isomorphic to the abelian group
Zn. The fluxes of QD(Zn) are the n conjugacy classes
given by single elements: {rk} for k = 0, . . . , n− 1. The
charges correspond to the n one-dimensional irreps, given
by πσ(r
k) = qkσ where σ = 0, . . . , n− 1. The restriction
of fluxes from D2n to Zn can be associated to a con-
finement of the flux [s] and a condensation of the charge
Z (because Z(rk) = 1) of QD(D2n). The splitting of
charges of QD(D2n) is given by Πν ∼= πσ⊕π−σ for ν = σ.
This example is also shown in [3]. The associated global
symmetry comes from the quotient group Z2 ∼= D2n/Zn.
The non-trivial action of the symmetry on the anyons of
QD(Zn) is given by:
rk 7→ srks = r−k, πσ(r
k) 7→ πσ(sr
ks) = π−σ(r
k).
This example corresponds to the non-trivial extension
group of Zn by Z2. One also can consider the restriction
from QD(Zn × Z2) (the trivial extension) to QD(Zn)
where the corresponding condensation and confinement
can be identified [3] but the symmetry action is trivial
on the anyonic sector.
IV. THE 1D SPT CLASSIFICATION
We now wish to show how the notion of group exten-
sion discussed in the previous section is also useful to
analyse 1D systems with symmetries. Namely, it allows
for a transparent derivation of the classification of 1D
phases in the MPS formalism. We start with a short
summary of this classification [24, 36, 37]. Our main
focus will be on symmetry protected topological (SPT)
phases, that is, phases that remain distinct if we impose
that the paths that connect them should respect a given
symmetry. An example of a system with non-trivial SPT
phase is the celebrated spin-1 Haldane chain [38].
A. Overview of SPT classification in 1D
Formally, two systems are said to be in the same quan-
tum phase if they can be connected by a smooth path of
Hamiltonians, which is local, bounded-strength and uni-
formly gapped [49]. Along this path the physical proper-
ties of the system will change smoothly. If at some point
the gap closes, it will result in a change of the global prop-
erties and usually a phase transition will occur. When
a symmetry is imposed on Hamiltonians and the paths
connecting them, phase diagrams become richer; two sys-
tems are then said to be in the same phase if the previous
path exists and if, moreover, there exists a representation
of the symmetry which commutes with the Hamiltonian
along the entire path.
The classification of quantum gapped phases is re-
stricted to the task of classifying MPS. This is because it
has been proven that the family of MPS approximate ef-
ficiently ground states of gapped quantum Hamiltonians
[26–28]. And for any of these ground states the associ-
ated parent Hamiltonian can be constructed (see Section
II). The classification is restricted to the so-called isomet-
ric form of an MPS: those MPS which are renormaliza-
tion fixed points. In [24] a gapped path of Hamiltonians
is built connecting any MPS with its corresponding iso-
metric form. Therefore, the task of classifying phases
is restricted to the classification of isometric MPS with-
out loss of generality. The final step is to identify the
obstructions to design gapped paths of Hamiltonians be-
tween the different isometric forms.
The main conclusions of [24] are: (i) without symme-
tries, all systems with the same ground state degeneracy
are in the same phase, where the representative states are
the product state for the unique ground state case and
the GHZ state for the degenerate case. (ii) When on-site
linear symmetries are imposed to the systems, the dif-
ferent phases are classified, in the unique ground state
case, by the second cohomology group H2(G,U(1)) of
the symmetry group G over U(1). This classification is
best understood if one considers the virtual d.o.f. of the
MPS: the unitary representation ug realising the phys-
ical global symmetry translates into an action Vg ⊗ V
†
g
on these virtual d.o.f., where Vg is a projective repre-
sentation of G (see Appendix A). When a symmetry is
imposed, the possible phases that can be obtained are
labeled by the equivalence classes of the representation
Vg; H
2(G,U(1)) precisely identifies them.
In the non-injective case, the MPS map P of a system
with degenerate ground state is supported on a ”block-
diagonal” space
H =
A⊕
α=1
Hα,
which is the known block structure of the matrices form-
ing the tensor of the MPS. The phases are determined
by a representation of the symmetry group in terms of
permutations between the blocks of the MPS (see Section
13
II), and the A-fold cartesian product ofH2(G,U(1)) with
itself.
The map P is injective when restricted to each sub-
space Hα, so a unique canonical form can be constructed
allowing to characterize the action of symmetries.
An on-site global symmetry of an MPS under a linear
unitary representation of the group G, which we will call
ug, is given by the following action on the virtual d.o.f.
of the tensor [50]:
ugP = P
(
Pg
[
A⊕
α=1
V αg ⊗ V¯
α
g
])
. (17)
The operators {V αg : g ∈ G} form a (projective) uni-
tary representation acting on Hα, as in the case of a
unique ground state. The operators {Pg : g ∈ G} form
a representation of G that acts as a permutation be-
tween the subspaces Hα. This representation is in gen-
eral reducible: {PgHα : g ∈ G} 6= H. As a result,
the subspaces Hα can be lumped into larger subspaces
of H, Ha, that are irreducible under the action of G:
{PgHa : g ∈ G} = Ha. From the splitting H =
⊕
a
Ha,
a decomposition of the operators Pg into irreducible rep-
resentations P ag can be derived, which we can use to re-
express Eq.(17):
ugP = P
(⊕
a
P ag
[⊕
α∈a
V αg ⊗ V¯
α
g
])
. (18)
Interestingly, the decomposition in terms of Ha is gener-
ally unstable under perturbations, even those that pre-
serve the symmetry [24].
We now study each summand P ag
(⊕
α∈a V
α
g ⊗ V¯
α
g
)
of
Eq.(18) and explain how it relates to the concept of in-
duced representation [41]. For a fixed summand index
a, we pick a reference block α0 ∈ a and we define the
subgroup:
H := {h ∈ G : P ah (Hα0) = Hα0} ⊂ G.
We can split G in disjoint cosets kβH labelled by the
blocks β ∈ a for a (non-unique) choice of kβ ∈ G chosen
such that P akβ (Hα0) = Hβ (let us notice that this is pos-
sible because Pg is irreducible in this subset a). Then we
can use that for every g and α, there exist unique h ∈ H
and β such that
gkα = kβh. (19)
It can be proven that the action on each summand is
unitarily equivalent to
P ag
(⊕
α∈a
V α0h ⊗ V¯
α0
h
)
,
where h is determined by g, α in Eq.(19). One can also
show that two systems are in the same phase if the per-
mutation representation Pg are the same and if for each
irreducible subset a, the projective representation V α0h
has the same cohomology class. Since the permutation is
effectively encoded in H , a phase is characterized by the
choice of H together with one of its cohomology classes.
B. Non-trivial virtual representation from
restriction in MPS
Let us start with a G-isometricMPS with tensor AG =
|G|−1
(∑
g∈G Lg ⊗ L
†
g
)
, where Lg denotes again the left
regular representation of G [10]. This MPS has the local
symmetry (see Fig. 13(a)):
(Lg ⊗ L
†
g)pAG = AG(Lg ⊗ L
†
g)v = AG ∀g ∈ G.
Its parent Hamiltonian has a degenerate ground subspace
whose dimension is equal to the number of inequivalent
irreps of G. In analogy to the 2D case, we wish to study
the restricted tensor
AresG =
1
|N |
∑
g∈N
Lg ⊗ L
†
g
 , (20)
where N is a normal subgroup of G. Unlike the 2D case,
there is no topological content associated with N .
Figure 13: (a) The local symmetry of the tensor AG is rep-
resented. (b) The tensor AresG of equation (20) is depicted.
The physical Hilbert space is decomposed into a tensor prod-
uct form. (c) The action of the operators Sg = Lg ⊗ Lg−1 is
translated into the virtual d.o.f. with a freedom on the choice
of the element g′ within coset [g].
The operators {Sg = Lg ⊗ Lg−1 : g ∈ G} represent a
global on-site symmetry of both periodic boundary con-
dition MPS constructed with AG and A
res
G , as shown in
Fig. 13. As in 2D (see Eq.(10)), these operators no longer
represent a local symmetry of the tensor AresG for all the
elements g ∈ G. In fact, Sg is a local symmetry of A
res
G
if and only if g ∈ N .
Given g, g′ ∈ G, as already seen in the more general
2D case, whenever gN = g′N , the actions of Sg and Sg′
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on |M(AresG )〉 are identical; Sg is actually a representa-
tion of Gsym ∼= G/N . Part of the local symmetry of the
state |M(AG)〉 is degraded to a global symmetry in the
state |M(AresG )〉. The local G-symmetry is reduced to a
local N -symmetry plus a global on-site Gsym symmetry.
Applying Sg on A
res
G translates into a non-trivial rep-
resentation of Gsym on the virtual d.o.f., in contrast to
applying Sg on AG.
We now study the effect of Sg on A
res
G . To do so, we
will exploit the block diagonal structure of AresG and we
will express {Lg : g ∈ G} as its direct sum decomposition
in terms of irreps of G. It will turn out that the block
structure of the virtual matrices of AresG is related to the
irreps of N . For our purposes, we will be led to study
how, given a proper normal subgroup N ⊂ G, and an
irrep of G, Πν , the irreps of N contained in Πν gives
a particular structure to the matrices Πν . This issue
has been analysed by Clifford in [39]. Using his results,
we will: 1) obtain all the possible phases in 1D with
symmetries and degenerate ground state, 2) show how
the notion of induced representation appears naturally in
the 1D phase classification, 3) exhibit an explicit method
to construct the state and operators of each phase 4)
associate the restriction G→ N to an appealing physical
mechanism in 2D (see previous section).
To begin with, let us write AG a bit more explicitly:
AG =
1
|G|
G∑
g
∑
α,β,i,j
[Lg]αi[Lg]βj|α)〈i| ⊗ |j〉(β|, (21)
where |i〉, |j〉, |α) and |β) are basis elements of the vector
space that supports L. The basis of the space describing
the virtual d.o.f. of the tensor AG are represented with
round brackets in Eq.(21) whereas regular brackets are
used for the physical Hilbert space. Let us denote
Lg ∼=
⊕
ν
Imν ⊗Πν(g),
the decomposition into irreps of the left regular represen-
tation, which acts on C|G| ∼= H =
⊕
ν Kν ⊗Hν . That is,
Πν are the irreps of G, and mν their multiplicities; Πν
acts on Hν and Kν is the multiplicity space associated
with Πν . Some Clebsch-Gordan matrix allows to write
AG ∼=
1
|G|
∑
g∈G
α,β,i,j
[
C
(⊕
ν
Imν ⊗Πν(g)
)
C†
]
αi
×
[
C
(⊕
ν′
Imν′ ⊗Πν′(g)
)
C†
]
βj
|α)〈i| ⊗ |j〉(β|.
If we express AG using orthonormal bases {|k
(ν), l(ν)〉}
for each subspace Kν ⊗ Hν , and the orthogonality rela-
tions of irreps, we obtain:
AG ∼=
∑
ν
1
dν
∑
k
(ν)
1 ,k
(ν)
3
l
(ν)
1 ,l
(ν)
2
|k
(ν)
1 , l
(ν)
1 )〈k
(ν)
1 , l
(ν)
2 |
⊗|k
(ν)
3 , l
(ν)
2 〉(k
(ν)
3 , l
(ν)
1 |.
This tensor exhibits an obvious block diagonal form, in
line with [10],
AG ∼=
⊕
ν
1
dν
AG[ν],
where each block AG[ν] admits a very simple diagram-
matic representation:
AG[ν] = . (22)
Note that the left regular representation is such that
mν = dν . Eq.(22) shows that if the irreps of two different
groups, G1 and G2, have the same dimensions (and
multiplicities), the corresponding tensors are identical
modulo a local (Clebsch-Gordan) transformation. For
example the left regular representations of Z4 and
Z2 × Z2 both decompose into four one-dimensional
irreps. Another example of this situation is that of
the quaternionic group Q8 and the order 4 dihedral
group D4: in each case, the left regular representation is
made of two inequivalent one-dimensional irrep and two
equivalent copies of a two-dimensional irrep.
Given an irrep γ of G and an element h ∈ G, we con-
sider the following operator:
Sγ(h) =
⊕
ν 6=γ
Imν ⊗ Idν ⊕ Imγ ⊗Π
G
γ (h)

⊗
⊕
ν 6=γ
Imν ⊗ Idν ⊕ Imγ ⊗ Π¯
G
γ (h)
 .
Modulo an appropriate change of basis, the action of
Sγ(h) reads:
A˜G = Sγ(h)
(
C ⊗ C)AG(C
† ⊗ C†
)
.
It is clear that A˜G[ν] = AG[ν] for ν 6= γ, but the block γ
is modified as
A˜G[γ] =
1
dγ
∑
k(γ),k′(γ)
∑
m(γ),n(γ)
l(γ),l′(γ)
[ΠGγ (h)]n(γ),l′(γ) [Π
G
γ (h)]m(γ),l′(γ)
×|k(γ), l(γ))〈k(γ), n(γ)| ⊗ |k′(γ),m(γ)〉(k′(γ), l(γ)|.
15
Since
∑
l′
(
[ΠGγ (h)]n,l′ [Π
G
γ (h)]m,l′
)
= δm,n, the tensor
remains invariant. That Sγ(h) is a symmetry can be
straightforwardly seen diagrammatically:
A˜G[γ] =
= = AG[γ]. (23)
The operators Sγ(h) ∀h ∈ G, represent a local symmetry
of the state constructed with the tensor AG. Similarly
the diagrams show that Sγ(h) ∀h ∈ G have a trivial
action on the virtual d.o.f. of AG.
For G-isometric MPS,
[Sγ(h)]pAG = AG = [Π
G
γ (h)]vAG[Π
G
γ (h
−1)]v,
(
Sγ(h)
⊗R
)
|M(AG)〉 = |M(AG)〉,
where the subscripts p and v stand for the physical
Hilbert space and virtual d.o.f. respectively, and
where R is any region of the lattice.
We now turn to the restricted MPS (20) and study its
symmetries. For that, we begin with the decomposition
of Πν(n) where n ∈ N into irreps of N :
Πν(n) ∼=
⊕
σ⊂ν
IK̂σ ⊗ πσ(n), (24)
where {πσ(n) : n ∈ N} denote the irreps of N and Πν(n)
acts on Hν =
⊕
σ⊂ν K̂σ ⊗ Ĥσ. As before K̂σ is a multi-
plicity space, i.e. the number of copies of πσ(n) contained
in Πν is equal to dim K̂σ. Clifford’s Theorem [39] states
that if σ, σ′ ⊂ ν, then (i) dim Ĥσ = dim Ĥσ′ = dσ(ν),
(ii) the multiplicity spaces K̂σ and K̂σ′ are isomorphic:
dimK̂σ = dimK̂σ′ = ℓν (iii) there exists g ∈ G (that de-
pends on σ, σ′) such that πσ′ (n) = πσ(gng
−1), ∀n ∈ N ,
i.e. πσ and πσ′ are related by conjugation.
Let {|l(σ), q(σ)〉} denote an orthonormal basis of K̂σ ⊗
Ĥσ. Using again irrep orthogonality relations, one can
readily show that
AresG =
1
|N |
∑
n∈N
L(n)⊗ L†(n)
∼=
∑
ν,µ
IKν ⊗A
res
G (ν, µ)⊗ IKµ
where
AresG (ν, µ) =
∑
σ(ν)∼ρ(µ)
1
dσ(ν)
∑
q(σ),q(ρ)
l(σ),l(ρ)
|l(σ), q(σ))
×〈l(σ), q(ρ)| ⊗ |l(ρ), q(ρ)〉(l(ρ), q(σ)|, (25)
where σ ∼ ρ denotes that both representations are equiv-
alent. We observe that if ν and µ do not contain any
common irrep of N , AresG (ν, µ) = 0. We also point out
that, in virtue of Clifford’s Theorem, if ν and µ have one
common irrep of N , then any irrep of N contained in ν
is also contained in µ and vice versa. They are so-called
associate.
We can represent Eq.(25) diagrammatically:
AresG (ν, µ) =
∑
σ(ν)∼ρ(µ)
1
dσ(ν)
(26)
In analogy with our discussion of AG, we will construct
symmetry operators in terms of irreps of G. For the sake
of clarity, it is desirable that these irreps reflect the de-
composition theory of the restricted tensor (26). Clif-
ford’s theorem shows us exactly how to do that. Let
{πσi : i = 1 . . . rν} represent the set of inequivalent ir-
reps of N that appear in the decomposition theory of
{Πν(n) : n ∈ N}. We can express the matrix Πν(g) in
terms of submatrices Tij(g) : K̂σj ⊗Ĥσj 7→ K̂σi ⊗Ĥσi as:
Πν(g) =
 T11(g) · · · T1r(g)... . . . ...
Tr1(g) · · · Trr(g)
 . (27)
It is clear that Tij(n) = δi,jIK̂σi
⊗ πσi(n)∀n ∈ N . For
fixed i and g, it can be shown that there is one and only
one value of j for which Tij(g) 6= 0. That is, Πν(g) has a
permutation form, for example:
Πν(g) =
 0 ∗ 0 00 0 ∗ 00 0 0 ∗
∗ 0 0 0
 ,
interchanging the subspaces {K̂σi ⊗ Ĥσi : i = 1 . . . rν},
and acting non-trivially on them.
To elucidate the content of the operators Tij , it is con-
venient to introduce the subgroup G′ ⊂ G that leaves
K̂σ1 ⊗ Ĥσ1 invariant:
G′ ≡ {g′ ∈ G;T11(g
′) 6= 0},
and we choose a set of elements {gˇ2, · · · , gˇrν}, such that
Ti1(gˇi) 6= 0. These elements index the cosets of G
′ in G:
G = G′ + gˇ2G
′ + · · ·+ gˇrνG
′
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We want to describe each matrix Tij(g) in terms of the
representation T11(g
′) of G′. We notice that if one takes
an element g ∈ G and some element gˇi, there exists a
unique gˇj and g
′ ∈ G′ such that ggˇj = gˇig
′. Building on
this observation, it can be shown that
Tij(g) ∼= T˜ij(g) ≡
{
T11(gˇ
−1
i ggˇj) if gˇ
−1
i ggˇj ∈ G
′
0 otherwise
. (28)
Hence Πν can be expressed as an induced representation
of an irrep of G′. Moreover one can prove that T11(g
′)
admits a tensor product decomposition:
T11(g
′) = Vν(g
′)⊗ Cν(g
′), (29)
where Vν(g
′) : K̂σ1 → K̂σ1 and Cν(g
′) : K̂σ1 → K̂σ1 are
irreducible representations of G′. Since T11(n) = IK̂σ1
⊗
πσ1(n)∀n ∈ N , we find by identification that Vν(n) =
IK̂σ1
for all n ∈ N .
It can be proven that Vν is projective:
Vν(g)Vν(h
′) = ω(g′, h′)Vν(g
′h′),
where ω satisfies the cocycle condition:
ω(k′g′, h′)ω(k′, g′) = ω(k′, g′h′)ω(g′, h′).
Since ω(g′n, h′m) = ω(g′, h′) for all n,m ∈ N , Vν(g
′) is
actually a representation of G′/N . Finally we can write:
T˜ij(g) ≡
{
Vν(gˇ
−1
i ggˇj)⊗ Cν(gˇ
−1
i ggˇj) if gˇ
−1
i ggˇj ∈ G
′
0 otherwise
.
(30)
See Fig. 14(c) for a diagrammatic representation.
The matrix Π˜ν(g) defined as (27), with Tij replaced
with T˜ij maps K̂σi⊗Ĥσi to K̂σj ⊗Ĥσj bijectively accord-
ing to ggj = gig
′. If we further define ψij(g) ≡ gˇ
−1
i ggˇj,
we are in a position to specify the action of Π˜ν(g),
〈l(σj), q(σj)|Π˜ν(g)|l
(σi), q(σi)〉 =〈l(σj)|Vν(ψij(g))|l
(σi)〉
×〈q(σj)|Cν(ψij(g))|q
(σi)〉,
and to apply the operator corresponding to two asso-
ciate irreps ν and µ over AresG (ν, µ):
(
Π˜ν(g)⊗ Π˜
†
µ(g)
)
p
AresG (ν, µ) =
∑
σi(ν)∼ρi(µ)
1
dσi
∑
q(ρj )
l(σj ),l(ρj )
∑
q(σi)
l(σi),l(ρi)
〈q(ρj)|C†µ(ψij(g))IdρiCν(ψij(g))|q
(ρj)〉×
|l(σi), q(σi))〈l(σj), q(ρj)|〈l(σi)|Vν(ψij(g))|l
(σj)〉 ⊗ 〈l(ρj)|V †µ (ψij(g))|l
(ρi)〉|l(ρj), q(ρj)〉(l(ρi), q(σi)|,
(31)
where 〈q(ρj)|C†µ(ψij(g))IdρiCν(ψij(g))|q
(ρj)〉 = 1 since Cν = Cµ for associate irreps ν and µ [39]. Then(
Π˜ν(g)⊗ Π˜
†
µ(g)
)
p
AresG (ν, µ) =∑
σi(ν)∼ρi(µ)
1
dσi
∑
q(ρj )
l(σi),l(ρi)
l(σj),l(ρj )
|l(σi), q(σi))〈l(σj), q(ρj)|〈l(σi)|Vν(ψij(g))|l
(σj)〉〈l(ρj)|V †µ (ψij(g))|l
(ρi)〉|l(ρj), q(ρj)〉(l(ρi), q(σi)| =
∑
σj(ν)∼ρj(µ)
1
dσj
∑
q(ρj )
l(σi),l(ρi)
l(σj),l(ρj )
(l(σi)|Vν(ψij(g))|l
(σj))|l(σi), q(σi))〈l(σj), q(ρj)| ⊗ |l(ρj), q(ρj)〉(l(ρi), q(σi)|(l(ρj)|V †µ (ψij(g))|l
(ρi)).
Therefore(
Π˜ν(g)⊗ Π˜
†
µ(g)
)
p
AresG (ν, µ) = (32)
AresG (ν, µ)
(
Pν(g)
⊕
Vν(ψij(g))⊗ Pµ(g)
⊕
V¯µ(ψij(g))
)
v
,
where Pν(g) represents the permutation part of the irrep
ν given by the induced representation of G′ (see Eq.(28))
mapping K̂σi⊗Ĥσi to K̂σj ⊗Ĥσj and where Vν(ψij(g)) is
the projective representation of G′/N , appearing in the
decomposition of Eq.(29), acting on K̂σj . The diagrams
for this action are shown in Fig. 15.
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Figure 14: (a) Diagrammatic representation of a term ap-
pearing in the block AresG (ν, µ); see Eq.(26). The grey dashed
line is meant to indicate that the four boxes represent the
operator Iℓν ⊗ Idρ ⊗ Idσ ⊗ Iℓµ corresponding to fixed values
of ρ, σ in the sum. (b) Diagrammatic representation of the
whole sum Eq.(26): each set of four tensors in a same plane
parallel to the sheet relate to a same term of the sum, i.e.
a same value of the pair (ρ, σ). The ⊕ symbol is meant to
mark the summation over all possible values of (ρ, σ). (c) De-
composition of an irrep of G, described by the Eq.(30). We
omit to represent the dependence of V and C on g, ν, i, j, see
Eq.(30).
Figure 15: (a) Action of the irrep operator on the tensor
according to Eq.(31). (b) Final result of the action on the
restricted tensor given by Eq.(32).
We now consider the operators
Sν,µ(g) =
⊕
γ 6=ν,µ
Imγ ⊗ Idγ ⊕ Imν ⊗ Π˜ν(g)⊕ Imµ ⊗ Π˜µ(g)

⊗
⊕
γ 6=ν,µ
Imγ ⊗ Idγ ⊕ Imν ⊗ Π˜
†
ν(g)⊕ Imµ ⊗ Π˜
†
µ(g)

and
Sν(g) =
⊕
γ 6=ν,µ
Imγ ⊗ Idγ ⊕ Imν ⊗ Π˜ν(g)

⊗
⊕
γ 6=ν,µ
Imγ ⊗ Idγ ⊕ Imν ⊗ Π˜
†
ν(g)
 . (33)
In virtue of Eq.(32), these operators correspond to an on-
site global symmetry of the state constructed with AresG :
S⊗Lν,µ (g)|M(A
res
G )〉 = |M(A
res
G )〉.
The action of the symmetry operator of the group
G on each block is a conjugation by a projective
representation (V (g′) on the virtual d.o.f.) of the
group G′/N which can be extended to the group
G/N as an induced representation carrying intrin-
sically the pattern of permutation-action between
blocks. The group G′ is defined as the elements
of G leaving one (chosen) block invariant under
the permutation action of the operator for these
elements. The normal subgroup N of G corre-
sponds to the local invariance of the tensor and it
encodes the splitting of irreducible blocks under
the permutation action of the symmetry.
This structure fits nicely with the one done in [24] ex-
plained in Section III.A. The group associated to the
physical symmetry is G in both cases but in our con-
struction the N -injectivity of our MPS reveals an effec-
tive G/N representation of the symmetry in the virtual
d.o.f. In the case we are dealing with, degenerate ground
states, the role of the subgroup H ⊂ G is played by the
quotient G′/N ⊂ G/N .
C. An example: classification for Gsym = Z2
As an illustration of the analysis of the previous sub-
section, we consider the case where Gsym = Z2. Ac-
cording to [24], the phases will be given solely by per-
mutations between the blocks forming the tensor of the
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MPS in consideration, since the second cohomology group
H2(Z2, U(1)) is trivial (see Appendix A). There are two
phases: one where Z2 is represented trivially at the vir-
tual level, and another where Z2 is faithfully represented,
by an appropriate permutation, at the virtual level. This
permutation will be the product of disjoint transpositions
acting on blocks with the same size. Thus the number of
disjoint transpositions characterizes the phase, i.e., the
way in which the symmetry acts.
In order to obtain a nontrivial permutation we have to
take the operator associated with the non-trivial semidi-
rect product. The number of disjoint transpositions of
this permutation will be given by the number of irreps of
the extension in the decomposition of the operator that
realizes the symmetry.
The degeneracy of the ground state manifold is given
by the block structure of the matrices and will depend
on the group N ; see Eq.(25). For our purposes, we study
the case of the abelian group N = Zn, with n odd. It
is known that all possible extensions of these two groups
are semidirect products [46]. Then, we have the different
extensions G = Zn ⋊ρ Z2 (see Appendix B) resulting in
the direct product Zn × Z2 and the dihedral group D2n
as the non-trivial semidirect product. The latter is built
choosing the inverse automorphism ρ1(g) = −g, ∀g ∈
Zn. We will write g
−1, n− g or −g indistinctly.
The left regular representation of D2n decomposes as
(we only consider elements of the normal subgroup):
LD2n(k,0)
∼=
(
1⊕ 1
⊕
m
Πm(k, 0)⊕Πm(k, 0)
)
,
where Πm, m = 1, · · · , (n − 1)/2, are the bidimensional
irreps of D2n [41] :
Πm(k, 0) =
(
qkm 0
0 q−km
)
; q = e
2pii
n , k = 0, · · · , n− 1.
This form for the representation is analogous to Eq.(24).
One easily checks that
Πm(k, 0)⊕Πm(k, 0) = P (Πm(k, 0)⊗ I2)P,
where P = 1⊕ σx ⊕ 1 and
Πm(k, 0)⊗ I2 =

qkm 0 0 0
0 qkm 0 0
0 0 q−km 0
0 0 0 q−km
 .
A bit more explicitly,
Πm(k, 0)⊗ I2 = q
km(|m, 0〉〈m, 0|+ |m, 1〉〈m, 1|)+
q−km(| −m, 0〉〈−m, 0|+ | −m, 1〉〈−m, 1|).
So, up to local unitary equivalence,
L(k,0) ∼=
1∑
u=0
[
|0, u〉〈0, u|+
(n−1)/2∑
m=1
(
qkm|m,u〉〈m,u|+
q−km| −m,u〉〈−m,u|
)]
After decomposing L†(k, 0) = L(−k, 0) similarly, we get
L(−k,0) ∼=
1∑
u=0
[
|0, u〉〈0, u|+
(n−1)/2∑
m=1
(
q−km|m,u〉〈m,u|+
qkm| −m,u〉〈−m,u|
)]
Putting all this together, we find
AresD2n
∼=
n−1∑
k=0
{ ∑
u=0,1
[
|0, u)〈0, u|+
(n−1)/2∑
m=1
(
qkm|m,u)〈m,u|+ q−km| −m,u)〈−m,u|
)]}
⊗
⊗
{ ∑
u=0,1
[
|0, u〉(0, u|+
(n−1)/2∑
m=1
(
q−km|m,u〉(m,u|+ qkm| −m,u〉(−m,u|
)]} 1
n
.
Using 1n
∑
k e
2pik(i−j)/n = δi,j we get the matrix
A
res{(m,b)(m′,b′)}
G = δm,m′ |m, b)(m
′, b′|,
where {(m, b)(m′, b′)} label the physical indices. For each
value of the physical index, the virtual matrices, of size
2n × 2n, of the tensor has a diagonal structure with n
two-dimensional blocks related to the n irreps of Zn. The
first one is denoted by the label m = 0 and the others
are grouped in pairs, those which labels ±m, related to
the (n− 1)/2 bidimensional irreps of D2n.
We denote such a pair by (m). The tensor given by
Eq.(25) is also diagonal in terms of the irreps of D2n, i.e.
the associate irreps of D2n are a single irrep. If we fix one
block of the pair (m), say +m, we obtain four different
matrices
A
res{(+m,b)(+m,b′)}
G = |+m, b)(+m, b
′| ≡ B+mb,b′ ,
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where [B+mb,b′ ]α,α′ = δb,αδb′,α′ . These matrices span the
whole space of 2 × 2 matrices, so each block is injective
[25]. Now we are going to act on our tensor with different
symmetry operators at the physical level, and we will
recover the permutations of the blocks of the matrices.
The exchange will be between the blocks ±m belonging
to the pair (m). The symmetry operators are the irreps
of the non-trivial extension, evaluated at the elements
belonging to the non-trivial coset of G by N , {(g, 1)|g ∈
N}, acting on each pair (m0) .
The (n − 1)/2 two-dimensional irreps of D2n in the
coset {(k, 1)|k ∈ Zn} take the form
Πm(k, 1) = Πm(k, 0)Πm(0, 1) =
(
0 qkm
q−km 0
)
,
where Πm(0, 1) is nothing but the Pauli matrix σx which
does not depend on m. For simplicity, we will deal
only with the case of one block in detail reaching a sin-
gle transposition. The operator associated to one block
(m0), is analogy with Eq.(33), and is given by
Sm0(l, l
′) =[(Πm0(l, 1)⊗ I2)⊗ Irest)]⊗
[(Π¯m0(l
′, 1)⊗ I2)⊗ Irest].
The left-hand side of the previous operator in the selected
basis can be expressed as
Πm0(l, 1)⊗ I2 =
1∑
u=0
[
qlm0 |m0, u〉〈−m0, u|+
q−lm0 | −m0, u〉〈m0, u|
]
,
acting on the pair (m0) and the identity operator in the
rest of the blocks. Therefore, if we act with this operator
on the tensor, we notice that all blocks with m 6= ±m0
are not affected, but the pair with (m) = (m0) changes
as
Πm0(k, 0)Πm0(l, 1) = Πm0(k + l, 1) and
Πm0(l
′, 1)Πm0(−k, 0) = Πm0(k + l
′, 1)
on each side of the tensor product respectively. Let
us analyze the action of the operator Sm0(l, l
′) looking
at the virtual matrices of the modified tensor A˜resG =
Sm0(l, l
′)AresG :
A˜
res{(+m,b)(+m,b′)}
G
=
{
|+m, b)(+m, b′| if +m /∈ (m0)
q(l−l
′)m0 | −m, b)(−m, b′| if +m ∈ (m0)
,
where only the non-zero elements are written. That is:
B˜+mb,b′ =
{
B+mb,b′ if +m /∈ (m0)
B−mb,b′ if +m ∈ (m0)
,
As a consequence, we obtain that the two blocks of the
matrices, associated with the pair (m0) are exchanged:
B+m0 0
0 B−m0
 
This permutation between the blocks +m0 and −m0 is
nothing but the single transposition that we were looking
for. The action of the operator does not depend on the
element of Zn in the set {(l, 1)|l ∈ Zn}, the non-trivial
coset [1] 6= [e] ∼= Zn, so the result is uniquely determined
by the quotient group Z2 (in general Gsym ∼= G/N). The
action of the operator using elements of the subgroup
{(g, 0)|g ∈ Zn} is trivial because it does not permute
the blocks of the virtual matrices. In this example, the
multiplicity of the irreps of N in each irrep of G is one,
then the projective representation V in Eq.(29) does not
play any role here. Instead, the only non-trivial action
for this case is a permutation carried out by the induced
representation of Eq.(28). Eq.(32) translates as:
(Sm0(g))pA
res
G = A
res
G ((σx ⊗ I2)m0 ⊗ (σx ⊗ I2)m0)v ,
where g represents the non-trivial element of the group
Z2. We can interpret this result as a symmetry breaking
phase since the blocks exchanged correspond to linearly
independent states of the ground subspace. When we
take the operator from the trivial extension, we find that
the symmetry is in a non-equivalent phase, characterized
by a non-symmetry breaking pattern in the ground sub-
space.
In order to recover the other permutations, related to
disjoint transpositions, we just act with the operator cre-
ated by adding the different irreps associated to the two
interchangeable blocks. The operator associated to the
pairs (m0), · · · , (mi) is given by
(Πm0(l0, 1)⊕ · · · ⊕Πmi(li, 1))⊗ I2)⊗ I
rest]⊗
[(Π¯m0(l0, 1)⊕ · · · ⊕ Π¯mi(li, 1))⊗ I2)⊗ I
rest].
This operator carries out the transposition between the
blocks ±m0, . . . ,±mi in the virtual matrices. Again, the
action is independent from the element l0, · · · , li, so it
is uniquely determined by the element of the quotient
group just as in the single transposition case. Therefore,
we have recovered all the possible phases with symmetry
group Z2 and degenerate ground state for MPS.
It is straightforward to use Eq.(23) to show that the par-
ent tensor is left invariant by the symmetry operators.
V. CONCLUSIONS AND OUTLOOK
We have studied two classes of PEPS related by anyon
condensation (parent and restricted model). We have
seen that the local invariance of the first under the ac-
tion of a group G is broken in the second. Some residual
symmetry persists though: the restricted PEPS is left in-
variant by a smaller local symmetry (Gtopo ⊳ G) plus
a global symmetry (Gsym ≡ G/Gtopo). This symmetry
change, from local to global, is closely related to flux
confinement and charge condensation. To get a micro-
scopic understanding of these phenomena, we have ana-
lyzed how a background defined by the restricted model
is affected by the insertion of (virtual) excitations of the
20
parent model. Besides, we have seen that the residual
global symmetry is represented by permutations of par-
ticle types within each anyonic sector. Also some co-
homological effect has been identified. Similarly, when
the model lives on a non-trivial manifold, this residual
(global) symmetry both leaves the ground subspace in-
variant and does not act trivially on it.
On another hand, Wilson loops (corresponding to un-
confined excitations) also leave the ground subspace in-
variant and act non-trivially on it. This coincidence leads
us to believe that the two types of operators might be re-
lated. We have also discussed why the theory of group
extensions is a promising route in modelling the behavior
of the anyons under a symmetry.
Next, we have investigated MPS analogues of our find-
ings; combining the symmetry reduction discussed above
with classical results in the theory of group representa-
tions [39], we have been able to re-derive all possible rep-
resentations of an on-site global symmetry at the virtual
level.
The approach for charge condensation studied here
could also be applied to charge confinement using the dif-
ferent tensor network realizations of the same quantum
phase described in [34]. In that case the restricted ten-
sor would act as a flux condensator for the parent model.
In [12, 13, 15] anyon condensation has been numerically
studied in the framework of PEPS for different topolog-
ical orders without symmetries. The authors of these
works performed a local parametrized perturbation on
the tensor and successfully identified the condensed and
confined anyons pattern in the properties of the fixed
point of the transfer operator. In contrast we have here
studied analytically pairs of phases, corresponding to the
extreme points of an anyon condensation process, mod-
eled with PEPS. We have focused on discrete gauge the-
ories (quantum doubles) which has allowed us to analyze
the behavior of local/global symmetries in both phases
through the condensation. A complete description of con-
finement and condensation for quantum doubles in terms
of groups algebras can be found in [19]. The complete
study of the global symmetry action on anyons and its
relation to fusion is left for future work.
We point out that topological phases with global sym-
metries, the so-called Symmetry Enriched Topological
(SET) phases, has been fully classified in [21]. SET
phases has been also been studied in [42] using tensor
networks and in [44] giving solvable model to represent
each phase (also see [45] for the relation to our work). We
wonder if the reduction to a global symmetry is a general
feature of anyon condensation in gauge theories. Were it
the case, enriching an anyonic system with extra global
symmetries might allow to detect its topological content
locally. One future line of research will be to study how
our findings carry over to a more general class of PEPS,
with more complex global symmetry and anyon represen-
tations, such as those discussed [32]. Finally, it would be
worth parallelling our work in the context of fermions.
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Appendix A: Group cohomology
In this appendix we describe the group H2(G,U(1))
that classifies the nonequivalent projective representa-
tions of G. A projective representation D of a group G is
a mapping from this group to the GL(H) group, where H
denotes the vector space where the representation acts,
such that
D(g1)D(g2) = ω(g1, g2)D(g1g2), g1, g2 ∈ G, (A1)
where ω : G×G→ U(1), which is called cocycle, satisfies
ω(g2, g3)ω(g1, g2g3) = ω(g1, g2)ω(g1g2, g3),
ω(g, e) = ω(e, g) = 1, ∀g ∈ G.
The first one is the so-called 2-cocycle condition and
comes from the application of (A1) to the associative con-
dition [D(g1)D(g2)]D(g3) = D(g1)[D(g2)D(g3)]. Note
that if ω(g1, g2) = 1 ∀g1, g2 ∈ G we recover a linear
representation. Suppose that we choose a different pre-
factor for the representation matrices D′(g) = c(g)D(g)
where c : G→ U(1), so the different cocycles are related
through:
ω′(g1, g2) =
c(g1)c(g2)
c(g1g2)
ω(g1, g2).
This also shows that the cocycle for a linear repre-
sentation, also called coboundary, can be written as
ω(g1, g2) = c(g1)c(g2)/c(g1g2). We regard U
′(g) and
U(g) as equivalent projective representations if the
associated cocycles are related by a pre-factor. Such an
equivalent relation forms the abelian group H2(G,U(1)),
called the second cohomology group of G.
For our purpose we have to obtain H2(Z2, U(1)), this
task has been done in [40] and there, it has been demon-
strated that it is equal to the trivial group {e}.
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Appendix B: Group extensions
An extension of a group Q is a group E, together with
a surjective homomorphism π : E → Q. Let N denote
the kernel of π. It is clear that N is a normal subgroup
of E. We say that the group E with the homomorphism
π is an extension of Q by N [46, 47]. An extension is
encoded in the following short exact sequence:
1→ N
i
→ E
pi
→ Q→ 1,
where i is an inclusion map. Q is isomorphic to the
quotient group E/N (Q ∼= E/N).
In the case where N is an abelian group, given an ex-
tension E of Q by N and the homomorphism π, the ex-
tension is characterized by two maps: (i) a homomor-
phism ρ : Q→ Aut(N) and (ii) a cocycle ω : Q×Q→ N
which satisfies
ω(g, h)ω(gh, k) = ρg(ω(h, k))ω(g, hk).
These maps are defined as follows. Given g, we pick a
pre-image eg ∈ E such that π(eg) = g, and we construct
ρg : n 7→ egne
−1
g and ω(g, h) = egehe
−1
gh . There is some
arbitrariness in this choice of a pre-image: eg and egk
obviously lead to the same map ρg for any k ∈ N . This
arbitrariness partially persists when considering the co-
cyle ω: the two pre-image choices eg and egk lead to two
cocycles that might be different but will belong to the
same second cohomology class H2(Q,U(1)).
E, as a set, can be expressed as the cartesian product
N ×Q with the rule for multiplication:
(a, g)(b, h) = (aρg(b)ω(g, h), gh). (B1)
The product (a, e)(b, e) = (ab, e) generates the normal
subgroup N and the product (e, g)(e, h) = (ω(g, h), gh)
generates the group Q after quotienting by N . If there
exists a homomorphism φ : Q→ E such that π ◦φ = IQ,
we say that the group extension splits and it is associ-
ated with the semidirect product E = N ⋊ρ Q. If such
a homomorphism φ exists, the cocycle ω is trivial, i.e.
H2(Q,U(1)) = 1. Two extensions are said to be equiva-
lent if there is a isomorphism σ : E → E′ such that the
following diagram commutes:
1 −→ N
i
−→ E
pi
−→ Q −→ 1
↓ Id ↓ σ ↓ Id
1 −→ N
i′
−→ E′
pi′
−→ Q −→ 1
(B2)
The conditions are σ(i(n)) = i′(n) ∀n ∈ N and
π′(σ(g)) = π(g) ∀g ∈ Q. E and E′ are isomorphic if
the diagram (B2) commutes, but the converse need not
be true. An important result is that if two extensions
are equivalent then the action Q → Aut(N) is the same
for both extensions, and the cocycles describing the two
extensions are in the same class of cocycles in H2(Q,N).
To deal with the non-abelian case, two maps ω and ρ
are again constructed. But the map ρ : Q → Aut(N)
need not be a group homomorphism now. In fact it sat-
isfies
ρgρh = Inn(ω(g, h))ρgh,
where Inn(n) denotes the inner automorphism m 7→
nmn−1 : n,m ∈ N . ω(g, h) is defined as in the abelian
case. The map ω also satisfies the generalized cocycle
condition ω(g, h)ω(gh, k) = ρg(ω(h, k))ω(g, hk). How-
ever the maps seen as ρ : Q → Out(N) is a group ho-
momorphism where the outer automorphism group is de-
fined as Out(N) = Aut(N)/Inn(N). The group E can
also be written as Eq.(B1), the maps n 7→ (n, 1) and
g 7→ (1, g) are again group homomorphisms and the ex-
tension equivalence is again defined as the commutation
of the diagram (B2). The extensions are now classified
by H2(Q,Z(N)) where Z(N) is the center of N . This
is because the inner automorphisms are invariant under
the multiplication by an element of Z(N).
In the main text, we have called Gtopo ≡ N and
Gsym ≡ Q, the extension group E as G and we take
as normal subgroup of G {(g, e)| g ∈ Gtopo} ∼= Gtopo
whose choice, in general, is not unique. So the reduc-
tion of the tensor is achieved by associating the ele-
ments of the group Gsym to the identity. We can take
LG(g,e) = L
Gtopo
g ⊗ IGsym for any extension group that we
choose. This is because acting on the group algebra basis
(C[G] = C[Gtopo])⊗ C[Gsym]:
LG(k,e)|n, h〉 = |kρe(n)ω(e, h), h〉 =
= |kn, h〉 = (L
Gtopo
k ⊗ L
Gsym
e )|k, h〉,
where we have used that ω(e, h) = e and ρe = I because
this choice does not change the class of the extension.
Appendix C: Dyonic quasiparticles
This section is devoted to study dyonic quasiparticles
of the quantum double model, D(G), [33] in the PEPS
formalism [10]. These quasiparticles complete the
characterization of the topological low-energy sector
of these models, together with pure fluxes and pure
charges that have been analyzed in the main text. We
first show the representation of the virtual operator
corresponding to a dyon and we describe its principal
topological properties. Then (Appendix C1), we show
how that operator is created physically according to the
original model [31] using a certain PEPS representation
of the ground state. We finally (Appendix C2) address
the question of how the parent dyons behave when they
are placed in a background of restricted tensors.
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A dyonic excitation is a quasiparticle containing a flux
part and a compatible charge part in D(G) . For abelian
groups, this quasiparticle is just a combined object of a
pure charge and a pure flux (see its G-isometric PEPS
representation in [15]). For general finite groups, a dyon
is associated to an irrep of the normalizer of a given con-
jugacy class of G. Given h ∈ G we denote the normalizer
subgroup of this element as Nh = {n ∈ G|nh = hn}.
The normalizer of another element in the conjugacy
class of h, hg ≡ ghg−1 ∈ C[h], is Nhg = gNhg
−1. So the
normalizers of the elements of a conjugacy class are all
isomorphic, and the expression NC[h] is meaningful. We
can decompose the group G in left cosets of Nh with
representatives k1 = e, k2, · · · , kκ where κ = |G|/|Nh|.
A relation between these cosets and elements of the
conjugacy class can be given by hj = kjhk
−1
j .
A dyonic quasiparticle, associated to an irrep α of
NC[h], can be expressed as an operator acting on the
virtual d.o.f of the PEPS representation of the D(G). We
point out that these quasiparticles are always created in
pairs (see Appendix C 1 for details), as a dyon-antidyon
composite, but here we have focused on one particle of the
pair. A dyon corresponds to a string of right regular rep-
resentations Rh (corresponding to the flux part) placing
the following operator (corresponding to the compatible
charge part) at the extremity of the string:
Dmα ≡
∑
n∈Nh
χ
NC[h]
α (mn)
κ∑
j=1
|kjn〉〈kjn|, (C1)
where we have chosen the element h as the representative
of the conjugacy class, χα is the character of the irrep α
of NC[h] and m ∈ Nh corresponds to the internal state
of the charge associated to the quasiparticle (see Fig. 16).
Figure 16: The virtual representation of the dyonic quasi-
particle is depicted. The red dots represent the operator Rh
acting on the virtual d.o.f. of the tensor network. The yellow
rhombus corresponds to the operator Dmα of (C1).
Let us now show some of the properties of this quasi-
particle representation:
• Self-braiding: the effect of a half exchange of the
dyon and its antiparticle or equivalently a 2π ro-
tation of one dyon. This operation corresponds to
braiding the string of the quasiparticle with (C1)
at its end in the following way:
which is equivalent to
In order to complete the whole 2π spin we express
Dmα Rh as Rh(R
†
hD
m
α Rh); the effect of this opera-
tion is the conjugation by Rh in the charge part
of the dyon. Since h is central in Nh the matrix
representation of h is a multiple of the identity
so R†hD
m
α Rh = χ
NC[h]
α (h)Dmα . The corresponding
topological spin is χ
NC[h]
α (h)/dα, where dα is the
dimension of the irrep α.
• Braiding with g ∈ Nh: this operation corresponds
to the conjugation by Rg over the string and over
(C1). The flux part remains invariant because
g−1hg = h and the charge part transforms as
R†gD
m
α Rg = D
g−1m
α . This change of the internal
state of the charge part can be measured using in-
terferometric experiments [10].
• Braiding with g /∈ Nh: the string gets conjugated
h → hg¯ and the charge part gets also conjugated
R†gD
m
α Rg. We write χα instead of χ
NC[h]
α from now
on so the conjugation action is given by:
∑
n∈Nh
χα(mn)
κ∑
j=1
|kjng〉〈kjng|.
In order to operate with this expression we rewrite
kjng = k˜xj (k˜
−1
xj g g
−1kjg) g
−1ng, where we have
just inserted identities and the element k˜xj . To
define this element let us denote the representatives
of the left cosets of G/Nhg¯ as k˜j = g
−1kjg with the
relation h˜j = k˜j h
g¯ k˜−1j . We now denote with the
index xj ∈ [1, · · · , κ] the element corresponding to
h˜xj = k˜xjh
g¯k˜−1xj = gh˜jg
−1. We can prove that
n˜xj ≡ k˜
−1
xj gk˜j belongs to Nhg¯ and R
†
gD
m
α Rg equals
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∑
n∈Nh
χα(mn)
κ∑
j=1
|k˜xj n˜xjg
−1ng〉〈k˜xj n˜xjg
−1ng|
=
∑
n˜∈Nhg¯
χα(mgn˜g
−1)
κ∑
j=1
|k˜xj n˜xj n˜〉〈k˜xj n˜xj n˜|
=
κ∑
j=1
∑
n˜∈Nhg¯
χα(mgn˜
−1
xj n˜g
−1)|k˜xj n˜〉〈k˜xj n˜|
=
κ∑
j=1
∑
n˜∈Nhg¯
χα(g
−1mgn˜−1xj n˜)|k˜xj n˜〉〈k˜xj n˜|. (C2)
This action is analogous to the symmetry transfor-
mations of the quantum double algebras [4, 48].
1. Creation of dyons
A composite dyon-antidyon excitation is created by
acting with certain combination of operators, the so
called ribbon operators [19, 31], over the ground state
of D(G). This ground state can be constructed using
G-isometric PEPS tensors [10]. Here we have obtained
the virtual representation of the ribbon operator corre-
sponding to the composite dyon-antidyon excitation. In
order to do so we apply that operator over the physical
indices of a tensor network. Analyzing the virtual in-
dices of the boundary we obtain the desired equivalence
between physical and virtual operator.
The ribbon operator we chose acts in four edges of the
square lattice with the orientation illustrated in Fig. 17.
Figure 17: The operator of Eq.(C3) acts on four adjacent
edges, denoted as x1, y1, x2, y2, and involves three vertices and
three plaquettes. This operator depends on the orientation of
each edge and we take the one represented by the arrows. The
green and blue points identified the vertices and plaquettes
excited respectively.
The operator can be written as
Oα ≡
dα
|Nh|
∑
n∈Nh
χ¯α(n)
κ∑
i,j=1
F h¯i,kink¯j , (C3)
where the ki’s are the representatives of the left cosets of
G by Nh and the operator F
h,g acts over the four chosen
edges as follows (see Fig. 17 for clarification):
Fh,g|x1, y1, x2, y2〉 = δg,x1x¯2 |x1h¯, y1, y¯1hy1x2, y2〉.
The ground state of the quantum double of G can be
constructed with the following tensor [10]:
K =
∑
l,r,s,p∈G
|pl¯, lr¯, rs¯, sp¯〉|p, l)(r, s|.
This tensor has a the following virtual invariance:
K
[
Rg ⊗Rg ⊗R
†
g ⊗R
†
g
]
v
= (C4)∑
l,r,s,p∈G
|pl¯, lr¯, rs¯, sp¯〉
[
Rg ⊗Rg|p, l)(r, s|R
†
g ⊗R
†
g
]
= K,
∀g ∈ G which endows the state with topological proper-
ties. We now express the edges involved in the action of
the operator of Eq.(C3) in its tensor network representa-
tion:
P(K) ≡
∑
l,r,s,p,t∈G
|pl¯, lr¯, rs¯, sp¯, tr¯〉|p, l)(s, t|, (C5)
for a driagrammatic representation see Fig. 18. The
Figure 18: Tensor network representation of the physical sys-
tem involved in the creation of a dyon. The blue dots are
depicted for comparison with Fig. 17 and the virtual index r
is depicted for clarification.
creation operator of the dyon acts on the tensor network
representation as follows:
|Nh|
dα
OαP(K) =∑
n∈Nh
i,j=1,··· ,κ
l,r,s,p,t∈G
δkink¯j ,lt¯ χ¯α(n) |pl¯hi, lr¯, rl¯ h¯ils¯, sp¯, tr¯〉|p, l)(s, t|.
We now can relabel the indices (s′ = sl¯hil and p
′ = pl¯hil)
to obtain the action on the virtual d.o.f.:∑
i,j=1,··· ,κ
l,r,s,p,t∈G
χ¯α(k¯ilt¯kj)|pl¯, lr¯, rs¯, sp¯, tr¯〉|pl¯ h¯il, l)(sl¯ h¯il, t|
=
∑
i
Fi ◦ Ci[P(K)], (C6)
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where the operator
∑
i Fi ◦ Ci acts purely on the virtual
d.o.f of P(K) and its components are defined as follows:
Fi
[
|p, l)(s, t|
]
≡
∑
g∈G
R†
g¯ h¯ig
⊗ |g)(g|
[
|p, l)(s, t|
]
Rg¯ h¯ig ⊗ I,
Ci
[
|p, l)(s, t|
]
≡∑
n,m∈Nh
χ¯α(nm¯) I⊗ |kin)(kin|
[
|p, l)(s, t|
]
I⊗
κ∑
j
|kjm)(kjm|,
where Fi and Ci can be regarded as the flux and charge
part of the dyon respectively. We can represent diagra-
matically the virtual operator corresponding to Eq.(C6)
as follows:
∑
i=1,··· ,κ
g∈G
n,m∈Nh
χ¯α(nm¯) ,
where P [a] = |a〉〈a|. If we only consider the one particle
of the composite dyon-antidyon, the virtual representa-
tion we are dealing with is equivalent to a string of Rg
operators ended with the operator (C1).
We point out that the tensor K has the invariance
described in Eq.(C4) because of the clockwise direction,
of the edges contained in K (see Fig. 17), chosen [10].
A counterclockwise direction would give rise to a tensor
with the virtual invariance represented by Lg instead of
Rg, which would be unitary equivalent to the G-isometric
PEPS of Eq.(4). This relation connects the tensor K,
obtained in [10], used in this section with the convention
used through the main text.
2. Symmetry reduction with dyons
We now turn to the situation analyzed in this work
where a parent excitation is placed on a background of
restricted tensors. We also study the effect of the sym-
metry operators over the dyons of the restricted phase.
If we place a parent dyon with the flux part correspond-
ing to a conjugacy class not in Gtopo, the chain cannot be
moved freely and the the dyon is confined. Let us analyze
the more involved case where the parent dyon is uncon-
fined and its flux and charge parts split. Let CG[h] =
{hi, i = 1, · · · , κ} be a conjugacy class of G which is in
Gtopo. This conjugacy class can be decomposed in conju-
gacy classes of Gtopo: C
G[h] = ∪jC
Gtopo [hj ] where j only
runs over in the indices corresponding to the elements hi
with disjoint conjugacy classes of Gtopo. It is clear that
any two of these conjugacy classes of Gtopo can be related
by conjugation with an element of G and vice versa. This
fact is what is causing the splitting of the flux part of an
unconfined parent dyon and the action of the symmetry
over the flux part of a dyon of the restricted model.
Take now a representative element hj of C
G[h] and de-
note its normalizer in G as NGhj = {n ∈ G|nhj = hjn}.
Trivially N
Gtopo
hj
= {k ∈ Gtopo|khj = hjk} is a sub-
group of NGhj . It is also normal: (nkn
−1)hj = hj(nkn
−1)
∀n ∈ NGhj and ∀k ∈ N
Gtopo
hj
. Therefore N
Gtopo
ghjg−1
is nor-
mal in NGghjg−1 . By Clifford’s Theorem [39] the irreps of
NCG[h] will decompose into an equal weight superposition
of irreps of NCGtopo [h], all of them related by conjugation.
This describes the splitting of the charge part of an un-
confined parent dyon and also describes qualitatively the
action of the symmetry over the charge part of a dyon of
the restricted model.
In order to compute quantitatively the effect of the
symmetry operator over the charge part of a restricted
dyon let us denote g = (q, [z]) with q ∈ Gtopo and [z] ∈
Gsym. As a set, G can be viewed as the cartesian product
of Gtopo and Gsym (see Apendix B). We will write down
the case with trivial cocycle for the sake of simplicity.
Now Nh will denote the normalizer of h in Gtopo, χβ
the character of the irrep β of the subgroup NC[h] of
Gtopo and now kj will denote the representatives of the
right cosets of Gtopo by Nh ( k1 = e, k2, · · · , kξ where
ξ = |Gtopo|/|Nh|). With this notation the charge part of
the restricted dyon, corresponding to the conjugacy class
C[h] of Gtopo and the irrep β of NC[h], can be associated
to the following operator (at the end plaquette of a string
of Lh corresponding to the flux part):
Dmβ ≡
∑
n∈Nh
χβ(mn)
∑
[y]∈Gsym
ξ∑
j=1
|nkj , [y]〉〈nkj , [y]|,
(C7)
wherem belongs to Nh. The action of the symmetry over
this operator is the conjugation by Lg with g ∈ G. Ap-
plying Lg to the basis elements in Eq.(C7) we end up with
Lg|nkj , [y]〉 = |qρ(nkj), [z][y]〉, where ρg(n) = gng
−1
which goes from NC[h] to NC[hg] with C[h] 6= C[h
g] if
g ∈ G − Gtopo. If g ∈ Gtopo the action will be equiva-
lent to the corresponding analysis in Eq.(C2). Now we
rewrite qρg(nkj) as qρg(n)q
−1
[
qρg(kj)q
−1 q k˜−1
xgj
]
k˜xgj .
To define k˜xgj let us denote the representatives of the
cosets of Gtopo/Nhgq as k˜j = qgkjg
−1q−1 with the re-
lation h˜j = k˜j h
gq k˜−1j . We now denote with the in-
dex xgj ∈ [1, · · · , ξ] the element corresponding to h˜xgj =
k˜xgj h
gqk˜−1
xgj
= qh˜jq
−1. We can prove that n˜xgj ≡ k˜jqk˜
−1
xgj
belongs to Nhqg . Denoting n˜ ≡ ρqg(n) the conjugation
by the inverse of p as ρp¯(·) and P [a] = |a〉〈a|, LgD
m
β L
†
g
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equals
∑
n˜∈Nhqg
χβ(mρq¯g(n˜))
∑
[y]∈Gsym
ξ∑
j=1
P [n˜n˜xgj kx
g
j
, [zy]]
=
ξ∑
j=1
∑
n˜∈Nhqg
χβ(mρq¯g(n˜n˜
−1
xgj
))
∑
[y]∈Gsym
P [n˜kxgj , [y]]
=
ξ∑
j=1
∑
n˜∈Nhgq
χβ(ρq¯g[ρqg(m)n˜n˜
−1
xgj
])
∑
[y]∈Gsym
P [n˜kxgj , [y]]
=
ξ∑
j=1
∑
n˜∈Nhgq
χβ′(ρqg(m)n˜n˜
−1
xgj
)
∑
[y]∈Gsym
P [n˜kxgj , [y]],
where we have denoted as β′ the irrep of the normal-
izer of hqg, with hqg /∈ CGtopo [h], which is obtained by
conjugation of the irrep β. This action corresponds to a
permutation of the charge part of the dyon compatible
with the corresponding permutation in the flux part.
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