INTRODUCTION
Viruses are the smallest living organisms on earth, possess ing only a minimal genome which can transcribe only a few proteins. Even with such limited resources, viruses exhibit a remarkable ability to not only survive, but parasitically multiply with great efficiency. One phase of their chemical proliferation that is relatively unexplained, is the spontaneous assembly/disassembly of hundreds of (capsid) proteins that come together to form the capsid (shell) that encases the viral nucleic acid genetic material. Researchers continue to analyze this remarkable process from different perspectives, and also aim to use the insights discovered in designing nano-scale cages and shells for drug delivery (Lai et aI., 20l3; Zochowska et aI., 2009; Cheng et aI. , 2008; Smith et aI., 2013) . In this article, we present a statistical methodology to analyze the viral assembly process from a free energy perspective. We consider in particular the case of the Nudaurelia Capensis virus (PDBID: 10HF (Helgstrand et aI., 2004) ). While others have taken a similar perspective before (e.g. (Hagan and Chandler, 2006; Hagan, 2014; Zlotnick, 1994; Zlotnick and Mukhopadhyay, 2011; Rapaport et aI., 1999) ), we are the first to consider positional and conformational uncertainties of the protein structure and their propagated influence on the configurational energetics and binding affinity calculations. This methodology then allows us to infer energetically favor able viral capsomer configurations and assembly pathways, together with improved statistical confidence.
Research at understanding the assembled arrangement of capsid proteins in a viral capsid builds upon the work of Caspar and Klug (C-K) (Caspar and Klug, 1962) . C-K char acterize the symmetric organization of proteins in a spherical viral capsid, building upon the mathematical foundations of spherical tilings given by Goldberg (Goldberg, 1937) . C-K show that the combinatorial arrangement of the capsid proteins can be characterized using simple triangular tiles, each tile consisting of a 3 copies of the protein (a trimer), that cover an icosahedron. Essentially, the entire capsid can be thought of as 20T trimers; or as 12 pen tamers and 10(T -1) hexamers.
This concept, called "quasi-equivalence," states that all the viral protein chains that form a capsid are identical and have (quasi-) equivalent interfaces-essentially, all proteins are involved in the same number of interactions at similar binding sites.
Recent work (Janner, 2006; Keef and Twarock, 2009 ) has shown that certain aperiodic arrangements involving pen tamers or other types of subassemblies are also possible. Other work (see, e. g. (Pawley, 1961) ) has shown that several other syrmnetry classes also permit decomposition into synunetric subassemblies, and Rasheed and Bajaj proved necessary and sufficient conditions for such subassemblies to be possible. Brooks et aI., in a series of papers, have characterized the geometric conditions for sym metric capsids, provided methods to measure how much a specific capsid conforms to the concept of quasi-equivalence (Damodaran et aI., 2002; Carrillo-Tripp et aI., 2008; Mannige et aI., 2008) , and hence how amenable it is to coarse-grained dynamics analysis as described below. Furthermore, they present a simple classification which characterizes variations of hexamers within a capsid (Mannige and Brooks, 2010) .
Many of the researchers working on predicting, analyzing, and/or simulating capsid assembly have taken either a set of trimers, or a set of pentamers+hexamers, as the building blocks of assembly. For instance, Rapaport et al. (Rapaport et aI., 1999) performed a coarse dynamics simulation where trimers were used as building blocks. It successfully showed that even simple shape and binding site conditions are sufficient to drive self-assembly. In their more recent work (e.g. (Rapaport, 2004; Rapaport, 20lO) ), the model was updated to include more complex energetics, and single proteins (monomers) were used as building blocks, instead of trimers. Hagan et al. (Hagan and Chandler, 2006; Elrad and Hagan, 2008) applied Brownian dynamics simulation with a simplified force field. They modeled each capsomer (which can also be a monomer) using a single bead model. Based on prior knowledge about the arrangement of such beads on the capsid, they parametrized each bead based on the angles between each pair of their neighbors, and designed a binding affinity function which allowed binding at specific orientations. This concept is similar to the 'local-rules' introduced by Berger et al. (Berger et aI. , 1994; , which has been adopted by other groups (Xie et aI., 2012; Schwartz et aI., 1998) , for kinetics and dynamics analysis of capsids. A discussion contrasting the block-like beads used by Rapaport et al. with shape-driven assembly, and the ones used by Hagan et al. with neighborhood-driven assembly can be found in (Hagan, 2014) . Bona and Sitharam also considered a bead-like model (Bona et aI., 2011) ; however, they modeled the interaction of the beads using geometric stability conditions and predicted likelihood of binding based on the simplicity of solving the geometric constraints system (Sitharam et aI., 2004) .
Unlike the dynamics-based analysis techniques described above, Zlotnick applied statistical thermodynamics law of mass action to relate the concentrations of the constituents and the product of a binding with the binding free energy (Zlotnick, 1994) . Using pentameric building blocks, he enumerated all unique compositions of one or more pen tamers (each arranged exactly as it would be if the entire capsid was formed). This technique, and several following publications (Zlotnick, 2005a; Zlotnick, 2006) , revealed various aspects of assembly for different viruses, including rates of assembly, effect of nucleation, detection of possible kinetic traps, etc. It also provided a simple tool to predict the effect of changing envi ronment parameters and/or presence of other molecules, which can be applied to measure yields under different conditions, designing conditions amenable to specific assemblies, etc. (Burns et aI., 2009; Zlotnick and Mukhopadhyay, 2011) . This paper presents an approach to score and rank confor mational ensembles of capsid protein capsomers and capsid subassemblies based on a new configurational sampling and energy analysis approach. The sampled configurations of cap sid subassemblies represents the various potential intermediate states of a fully assembled viral capsid. In other words, we recognize that the tertiary structure (fold) of individual sub units as well as binding contacts between subunits may evolve over the span of the entire assembly process, and moreover, may exist in slightly different configurations for the same 1707 subassemblies. The presence of such uncertainties imply that any binding free energy computed solely based on the structure and interfaces that exist in the final matured state of the capsid is not always accurate. Similar uncertainty quantification and uncertainty propagation methods have recently been used for single molecule models (Lei et aI., 2014; Rasheed et aI., 2015) but not for combinatorial arrangments of viral capsid proteins in various capsomeric states.
In our approach, given prior knowledge (in the form of statistical distributions) of the nature of uncertainty, we can provide additional theoretical upper bounds on the distribu tional moments (Hoeffding, 1963; Azuma, 1967; McDiarmid, 1989) for different properties of viral capsomers, and other quantities of interest (QOI, e.g. the binding free energy). See for e.g. (Rasheed et aI., 2015) for such Azuma-Hoeffding bounds applied to molecular modeling with atomistic posi tional uncertainty captured by B-factors. Additionally, if the space of configurations is sampled such that low-discrepancy (and also low dispersion) is achieved, then a probability distribution of the QOI can be approximated with bounded error (Niederreiter, 1990; Hoogland et aI., 1998) . Such esti mation of binding free energies, i.e. as distributions instead of single values, makes it possible to sample energy landscapes through various configurational ensembles, and analyze bind ing pathways in an efficient and robust way (Rasheed et aI. , 2015) . We apply our efficient low-discrepancy product space sampling technique reported in (Bajaj et aI., 2014 ) to generate such low-discrepancy sampled ensembles of viral capsomers. The configuration space for any subassembly of the capsid is a product space of the backbone torsion angles between relatively rigid domains, as well as 3D affine transformations between each pair of neighbors.
We construct an assembly pathway graph consisting of all possible state transitions, and define a bayesian factor graph parameterized based on the distributions of binding free energies. The state-transitions are designed to capture the effect of the binding free energy and the concentration of the constituents under equilibirum (similar to (Zlotnick, 1994) ). This provides a robust aproach to predicting and analyzing stable assembly pathways, and predicting concentrations of all subassemblies, with quantified uncertainty.
MATERIALS AND METHODS
One of the major goals of this work is to develop a method for viral self-assembly pathway analysis with statistical guar antees. We consider assembly from an equilibrium perspective, where, given prior knowledge of the final assembled structure, we can uniquely determine the possible subassemblies of different sizes and the possible ways they can be associ ated/disassociated. We assume, similar to the work of Zlotnick et al. (Zlotnick, 1994; Zlotnick, 2005a; Zlotnick, 2006; Burns et aI., 2009; Zlotnick and Mukhopadhyay, 2011) , that the binding free energy of the association governs the success and yield of the reaction. But we apply a more robust estimation of the binding energy under an uncertainty quantification framework. Additionally, we consider all possible assembly pathways starting from monomers, instead of assuming that trimers, pen tamers, etc. are the basic building blocks.
The overall methodology for this research is as follows. First, we identify all unique interfaces and unique subassem blies of specific sizes (where "size" is defined as the number of constituent monomers) of a given virus. Second, we sample the space of configurations for each of these subassemblies with restricted range of motion to generate an ensemble of structures in an attempt to capture the uncertainty (flexibility, random perturbations etc.) of the structure. Then, we compute the free energy of each sample of each subassembly to generate a distribution of the energy. Finally, we use these distributions of energies (instead of the traditional single value) to compare the stabilities of the subassemblies, model state transition and concentrations using a probabilistic factor graph representation, and derive statistical predictions on likely pathways. In the following subsections, we discuss each of these in detail.
Unique Subassemblies and Transitions
Analysis of self-assembly focusing on only a predetermined set of pathways fails to take into account subassemblies caught into energy traps, which nonetheless, may be part of a pathway which is globally favorable to the capsid as a whole (Hagan and Chandler, 2006; Elrad and Hagan, 2008) . For this reason, we have sought to implement an exhaustive approach. We consider all possible unique subassemblies up to size 6 and all possible ways they can come together. Please see (Clement et al., 2016) for details on selecting unique subassemblies and transitions.
Sampling of Subassemblies
As mentioned before, instead of considering a static model for a subassembly, we are interested in modeling subassem blies as a distribution of possible structures which have minor differences, but represent the same state. One way to think of this is to consider an energy well that contains the 1708 specific subassembly and many others which are just slightly different-in such case, one should not focus on only one of them to characterize the well, but should consider the entire distribution. In this regard, we capture both small changes inside subunit conformation (the natural shift in structure of the protein backbone) and slight perturbations of the interface. Now we describe a parameterization of these spaces.
Configuration space of a subassembly: While in principle backbone torsional angles are all relevant for internal flexi bility of a protein, for the sake of tractability (especially for the multitude of subassemblies we have), we applied a coarse grained approach based on domain decomposition. Essentially, we limited the sampling space to flexible backbone torsion angles between relatively rigid subdomains. To determine the set of flexible backbone torsion angles, we used HingeProt (Emekli et al., 2008) to identify hinge residues for each subunit, Px, designating the corresponding ¢ and 'IjJ internal torsion angles of each residue as flexible (i.e. if there were r hinge residues, there were a total of 2r rotatable bonds). This results in a configurational space equivalent to
We parametrize the space of local affine perturbations of each pairwise interface between every pair of monomers in a subassembly using 6-DOFs, defined by three Euler angle twists and three translational shifts. Hence, for a subassembly with t pairwise interfaces, the space is equivalent to
Sampling: Recall that we want to estimate the distribution of free energy over configurations in a local neighborhood of a given subassembly. Computing such distributions analytically over such a space is beyond the scope of our current work. Here, we provide an approximation of the distribution through discrete sampling of the configurational space. We also show that if the set of samples fulfill certain conditions, then the estimated distribution approximates the correct distribution.
a) Bounded error of estimation through low-discrepancy sampling: For a continuous function f on ad-dimensional product space r d , the modulus of continuity is defined as
is the distance between two configurations/samples. In other words, the value of f does not change without bounds if the parameters are close. Also given a set of N samples P = {Xl, X2, ... , X N }, we can define their discrepancy with respect a collection of subsets, X, as:
where j1 is the Lebesgue measure (high-dimensional volume), and U is the universe. Discrepancy can the be thought of as the "evenness" of the sample distribution. We use the following adaptation from Theorem 2.13 of (Niederreiter, 1992) :
Essentially, if one ensures that D'N(P) is low, then the error of approximation for the integral is bounded. In our case, we want to approximate a distribution. Notice that the above theorem guarantees that if low-discrepancy sampling is performed, the cumulative distribution function (CD F), as well as the moments, will be approximated with bounded error.
However, generating such low-discrepancy sampling in a high-dimensional space is nontrivial. b) Efficient low-discrepancy sampling in high dimen sional spaces: In this article we leverage the product space sampling algorithm described in (Bajaj et aI., 2014) which guarantees low-discrepancy sampling with only a polynomial (in terms of the dimension) number of samples, instead of the exponential number of samples that typical quasi Monte Carlo sampling approaches require. It was shown in previous work (see (Rasheed et aI., 2015» that for dimension greater than about 10, this method of sampling far outperformed traditional methods. As our dimension is 2r+6t (much greater than 10 for practical values of rand t), leveraging this method is essential.
This technique was previously applied in (Rasheed et aI., 2015) to bound the uncertainties of different proteins and complexes under large conformational shifts as well as local perturbations. It was found that even with high degrees of freedom, if the range of perturbations and flexible motions are constrained within a neighborhood, a relatively small number of samples are sufficient in providing low approximation error for the distribution of different quantities of interest. In this study, we generated 1000 samples for each subassembly.
Distribution of E and D.E
Given a set of samples with low discrepancy, we first compute the free energy for each of the samples. We use Gibbs model of free energy defined as E = Ebo n ded+Evdw+Ecoul+ Gcav + Gvdw + Gpol -TS where Ebo n ded is bonded energy terms representing the energy required to move away from ideal bond lengths, angles, etc., Evdw is the internal van der Waals energy, Ecoul is electrostatic interaction energy, Gcav is approximated using the volume of the protein and the exposed surface area, Gvdw is the Van der Waals interaction between exposed atoms and solvent atoms, Gpol is the polarization energy (we used Generalized Born approximation), T is the temperature and S is the entropy (ignored here).
We used MolEnergy (Bajaj et aI., 2011; Bajaj and Zhao, 2010) to compute the surface area and volume, and a GPU accelarated algorithm, PMEOPA (Cha et aI., 2015) for comput ing the van der Waals, Coulombic and polarization energies. The accuracy of these algorithms were established in (Cha et aI., 2015) by comparison with AMBER (Case et aI., 2005) .
While it is trivial to compute binding free energies simply as the difference of the total free energies before and after binding, it is nontrivial when the input is in the form of distributions. The general idea, however, is still the same. First, we define the binding free energies for static cases, as follows: Given a complex or assembly, P, consisting of a set, §, of individual chains, we express the binding free energy of P as: Now, since each of the components in the above equation is a distribution instead of a scalar, we use a probabilistic definition for the distribution of D.E(P) . The distribution is approximated based on a collection of 1000 observations. Each observation randomly selects a value from the distribution E (P) , and from each distribution E ( C) such that C E §.
RESULTS AND DISCUSSION

Statistical Distribution fo r Subassemblies
We computed the following quantities for each sample of each subassembly: exposed surface area, enclosed volume, LJ and Coulombic potentials, the solute-solvent polarization energy (Gpod, total free energy (GBSA model) and delta energy (D.G). Sufficiency of the sampling guarantees that the distributions of each of these properties are acceptably accurate. Figure 2 shows the distributions of calculated surface area, exposed volume, energy and Gpol for the pentamer, AI-A2-A3-A4-A5. As can be seen in these plots, minor perturbations in internal angles and interface contacts can have large effect on all computed quantities. Some of these changes are intuitive (small changes in internal angles have a large effect on exposed surface area, as seen by the large second moment of the PDF), but computing the quantities on all samples provides an accurate measurement as to how much they can change. Additionally, while most distributions are relatively well-behaved (approximately Gaussian with only one peak), for a small number of subassemblies (especially those with potentially few contacts), the PDF is bimodal, providing additional insight into the stability of the complex -3300 -3000 -2700
Total Energy (kJ)
• 81-85-05 Fig. 3 . Distributions of energy values for top 10 subassemblies of size 3.
Legend is ranked by applying Wilcoxon signed-rank test (Wilcoxon, 1945) .
(see Supplemental Figures S3, S4 , and S6 of (Clement et aI., 2016) ). The second observation from these plots is one major motivation for using distributions of quantities instead of single values. In Figure 2 , the dotted red line shows the quantity computed on the non-perturbed subassembly. For the pentamer, these values vary wildly from the mean. In fact, analyzing the Z-scores for all subassemblies shows that many of them (42%) differ greatly from the sampled mean by more than 1 standard deviation, and many (rv3%) are more than 2 standard deviations away. In addition, subassemblies with a larger number of subunits do not necessarily have higher variance. So, correctly accounting for uncertainty requires distributions of configurations, instead of single molecules.
Given the distributions of a number of subassemblies for a specific property, we can compare them using the Wilcoxon signed-rank test (Wilcoxon, 1945) and generate a total order ing. This is especially useful in gaining insights (with quanti fied uncertainty bounds) into the relative binding affinities or stabilities of different capsomers. For example, Figure 3 shows the distribution of total energy for the top lO subassemblies of size 3. According to this test, the most stable subunit is B, the most stable subassembly of size 2 is B5-Cl, and of size 3 is AI-B I-B5 (see Figure 3) . The least stable complexes are A, the CI-Dl dimer, and the CI-DI-D7 complex.
Steady-State Concentration Calculations
We construct a complete transition graph showing all pos sible pathways leading from monomeric subassemblies to the largest subassemblies. See Figure 4 for an example where the likely transition pathways based on �E are highlighted.
While �E is a useful predictor for determining the most likely step in a single-step reaction, it does not take into account one of the major driving forces for chemical reactions: concentrations of the necessary reactants and products. If no reactants are available in a chemical reaction, it cannot take place; likewise, if the concentration of products is too high, the reaction will not proceed forward. For this reason, we sought to provide a global view of the viral assembly in terms of concentrations of products and reactants.
If the concentration of the reactants, [S] and [s n -l j, and the change in free energy of the subassembly, �G(s n ), are known, then it is possible to compute the concentration of the product, [s n ] (Zlotnick, 2005b) :
This can be extended to subassemblies with generic reactants, such as B5 -Cl and AI, and the product Al -B5 -Cl, as long as the concentrations of the reactants and �G of the product formation is known.
It should be noted here that for many chemical reactions, the rate of the reaction is determined by kinetics (kassoc and kdissoc) and not by thermodynamics (�G). However, when the values of �G are high enough, it can be assumed that the reaction will go to completion quickly, and the final ratio of products and reactants is equal to the equilibrium constant. As the �G values used in these experiments are very favorable (on the order of 300-3,000kJ/mol), this assumption was made through this section.
Based on Equation 3, it is easy to see that the concentration of a single product is dependent on the concentration of one or more reactants. If concentrations of subassemblies are represented by vertices in a graph, then dependencies can be represented by directional edges in this graph, that have weights proportional to the �G value for each formation.
In this way, we can use a graphical model to describe the assembly process. If we initialize this graphical model with non-zero concentrations for the monomers (A, B, C, and D) and zero concentration for all other nodes and allow concentration to "flow" along edges from one node to another, then the maximum a posteriori probability (MAP) estimate is the steady-state of the graph, where no flow is happening.
Representing Capsid Assembly as a Graph MAP Problem: It is easy to represent the formation of a virus as a Bayesian network consisting of m nodes, where each node represents a possible subassembly, Sk, and the transition probabilities are the rates of formation. A node in the network, VSk representing 8k, would have incoming edges from all 8 i and 8 j , where i + j = k (e.g. 8k -1 and 8 1 , as well as 8k -2 and 8 2 , etc.). However, a limitation of traditional Bayesian network is that a simple edge weight does not contain all the information necessary to determine forward and backward effects. Instead of a Bayesian network, we can represent the viral assembly process as a Bayesian factor graph, where the fa ctor nodes are states that contain this additional information (see Figure  5 for examples). Since we are modeling the creation of a virus from the addition of single subunits, we will enforce an additional constraint that each factor node must have exactly two incoming edges and exactly one outgoing edge.
Parametrization and solving: Let r be a subunit used to produce more than one product, e.g. r and r 1 form P I , and rand r 2 form P 2 . Then the ratio of the two products can be determined from Equation 3. If we assume that the concentration of r 1 and r 2 are equal, then:
where e( Pi) = exp{ _ f:>.��i) } For a set of k potential products, P I ... Pk, the proportional concentration of reactant r that will be used to form product Pi, A(Pi), can be written from Equation 4 as:
Denoting the reverse exponent amount for reactant r as e -1 (r ) and the reverse proportion of a reactant, A-I (r j ) , over a set of potential reactants, r 1 ... rk , we have a similar expression for the reverse reaction:
Let G = [E, V, F] be a bipartite graph, G, with edges E and nodes divided into two disjoint groups V (variable nodes, or concentrations of subassemblies) and F (factor "pool" nodes, or hidden nodes where concentrations "pool" before being assembled). Then the only messages that are passed are from v E V to a E F and vice versa, and not between two members of the same set. We will also distinguish between fo rward and backward edges. Forward edges represent the formation of a product by two reactants, and backward edges the break-down of products into reactants. See Figure 5 (right) for an example of the formation of Al -A2 -BI from all possible reactants.
The traditional method for solving MRFs is through a technique called belief propagation or message passing, where each node in the graph will "propagate" its "belief" about the current state of the network to its neighbors (Yedidia et aI., 2003) . We adopted the traditional sum-product belief propagation method to our problem (Kschischang et aI., 2001) . Please see (Clement et aI., 2016) for further details.
To analyze the steady-state (MAP) estimate of the Nudau relia Capensis virus capsid, we set the initial concentration of all monomers (A, B, C, and D) to typical micromolar ranges (lOOnM). Weights for the factor graph were set to the mean of the distribution of 6.E values, and the message passing algorithm was run until concentration change was below le-2nM, summed over all concentration nodes. Figure 6 shows the distribu tion over successive steps of the message passing algorithm, which attempts to model the self-assembly of the capsid. For the most part, the assemblies with higher concentrations at the steady state (final step of the algorithm) are those with more subunits (e.g., the concentration of the hexamer B5-B7 -C l-C6-D5-D7 was 26nM, several orders of magnitude higher than the other subassemblies). This observation would suggest that the subassembly formation largely proceeded toward completion of products, and that the limiting factor was concentration of the products, as was expected.
Steady-State Concentrations:
An important point to note is that this graph would be differ ent if subassemblies of size greater than 6 were also included, as the intermediate products would be quickly consumed. From Figure 6 , this phenomenon can already be observed; for example, the intermediate product AI-Cl has an initial high concentration, but then quickly drops off as it is used for later products, such as AI-BI-CI-Dl. This also explains why the concentration of monomer C decays so slowly, as there are fewer beneficial reactions involving C (see, for e.g. Figure 3 , where the products involving C are not highly ranked). This might suggest that the configuration of C with the rest of the capsid is meant as a stabilizing subassembly, and is not used until much later in the assembly process.
Finally, we can also plot the distribution of all possible steady state concentrations, shown in Figure 7 . For this plot, initial values of 6.G were taken from the distribution of possible values for each subassembly, and then the steady state assembly algorithm was run as usual. Distribution of final concentration of subassemblies were plotted as box-and whisker plots. The red dot shows the value computed when using 6.G computed on the unperturbed PDB structure. This plot shows several things: first, that the distributions of final concentrations can differ greatly across subassemblies, and second, that the value computed on the original PDB does not represent the true average across all samples. 
Fig. 6. Change in concentration over time for several subassemblies of the Nudaurelia Capensis viral capsid. Legend is ranked according to concentration at step 600. The x-axis has been trimmed to emphasize initial concentration changes, as the steady-state concentrations were reached after 1300 steps of the algorithm. .G values, for various subassemblies of the Nudaurelia Capensis viral capsid. X-axis is log scale to emphasize differences. Red point is value computed when using just the original PDB.
CONCLUSIONS
Most of eXIstIng research in assembly pathway predic tion/analysis of virus capsids has relied on the final config uration of the capsid to determine the configuration of the intermediate states. This assumption is overly simplified since the capsid proteins may undergo conformational changes, binding interfaces may change to allow binding with another subassembly, etc., throughout the assembly process until sta bilization. To better capture this phenomenon, we have devel oped a statistical-ensemble based approach which sufficiently samples the configurational space of each monomer and the relative local orientation between monomers to capture the uncertainties in their binding. Essentially, instead of modeling each subassembly as a static configuration, they are modeled as distributions of possible configurations. This allows us to compute the free energy of a subassembly, and the binding free energy on a possible assembly edge as distributions so that statistical guarantees of accuracy can be additionally derived for each of the resulting assemblies.
Unlike traditional approaches where pentamers, hexamers, or trimers are used as fundamental building blocks in the assembly pathway analysis, we use individual monomers as our starting constituents, and consider all possible unique sub-assemblies (modulo sYlmnetry), of sizes up to 6. The primary aim is to quantitatively understand the formation of the larger building blocks (i.e. trimers, pen tamers and hexamers).
We additionally adapted the Wilcoxon measure to provide a way to compare the distributions and determine the most likely subassemblies that can be generated in any step. We proposed an assembly prediction algorithm that utilizes both binding free energy and equilibrium concentrations. The algorithm uses a Bayesian factor graph where the final concentrations of the subassemblies are posed as a graphical maximum a posteriori problem. Transition probabilities were set up based on the equilibrium constant computed from the binding free energy, and both forward (association), and backward (disso ciation) reactions were allowed. The result showed expected patterns, e. g. dimers AI-BI, AI-A2, etc., being produced at a fast rate initially and then being consumed as other sub assemblies become available, forming the larger subassemblies AI-BI-Cl (trimer), AI-A2-A3-A4-A5 (pentamer), etc. As the concentrations reach their steady state, larger particles had higher final concentrations, as was expected .
In summary, we contend that the use of ensemble distribu tions of molecules, instead of single conformations, allows one to make statistical inferences about the stability of molecular subassemblies. We have shown that a full distribution of possi ble subassemblies is not obtainable if one was to use assembly combinations only from the original PDB conformation. This could often lead to erroneous conclusions. Use of a statistically rigorous procedure, such as the one advocated in this paper, yields inferences on capsid assembly that can be made with statistical confidence.
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