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1. INTRODUCTION AND PRELIMINARY RESULTS 
1.1. Let w(x) be a weight function on [- 1, l] and let P~(w; x) be the 
sequence of the corresponding orthogonal polynomials with the zeros 
-1 < x,,(w) < ,Y,-I,n(W) < “’ < .Yln(W) < 1 (n == 1, 2,...). 
For f~ C (J’ is continuous on [---I, I]) we consider the uniquely determined 
Lagrange interpolatory polynomials L,(,f’ ,r; .x) = ~~=,~(x~:~(w)) Ibn(~‘; x) 
of degree <n - 1 satisfying L,(,f’; n:: xiTn) ---f(x,.,)(k = I. 2 ,..., n; n .m-: 1,2 ,... ). 
As was proved by G. Faber, L,(,f; W; x) does not necessarily converge uni- 
formly to f(x). But as far as mean convergence is concerned, the situation 
is more favorable. 
A general theorem due to Erdbs and Turan [I] states that 
lim 
s 
' [L,(,fi w; s) - ,f(.Y)]2 l\.(U) t/s = 0 if ,f‘E C. ,IFZ 1 
As to Jacobi weights, A. Ho116 and later Turan [2] proved that 
lim 
j 
l [L,Cf’; 2, B; x) ~- f(x)]” d.Y = 0 if .fEC, 
n+= -1 
provided - 1 < x:, p < j ; moreowl 
(Here and later, L,,(,f: Y. 8: .Y) stands for L,,(j’; 11’; s) where 
l~A%B)(x) := (1 --- .$( 1 s)fl (t, /I : I - 1) is a Jacobi weight.) 
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1.2. A far-reaching generalization of (1.2) and (1.3) was proved by 
Askey [3, 41 and later by Nevai [SJ. The following is essentially a result 
from [.5]: 
(i) -1 < a, p < -4; a==b=Oandp>Oor 
(ii) -4 < 01, /3; a > (201 - 3)/4, b > (2p - 3)/4 and 
O < p < min ( 4ta +1) W + 1) 2% + 1 ’ 33 $- ] 1 or 
(iii) - 1 < 01 < -3 < ,Q; a = 0, b > (2p - 3)/4, and 
(iv) -1 </3 < -4 < CX; b = 0, a > (20~ - 3)/4 and 
4@ + 1) . 
Ocpc 2cL+1 ’ 
then 
lim I‘ ’ I L,(f; a, /3; x) - f(x)P’(l - ~)~tl + x)” dx 0 for any f E C. n+m -1 
Conversely, if oL > --a and(l.4) holds, then necessarilyp d 4(a -t 1)/(2x + 1). 
SirniIarIey, if/3 > -4 and (1.4) is true, we havep < 4(b + I)/(213 + 1). 
1.3. Of course, (1.2) (or (1.3)) can be obtained from (1.4) if we choose 
a = b == 0, p = 2 (or a = b = 0, p = 1). 
2. A NEW RESULT 
2.1. A natural problem which was raised in [2] and [5] is to study the 
limiting cases, i.e., when a = b = 0, p = 2, and max(a, p) = 4 (see (1.2)); 
when a = b = 0, p = 1, and max(ol, /3) = 8; when (ii) is modified to read 
p = min{4(a + 1)/(2a + l), 4(b + 1)/(2p + 1)); or when, in (iii), p = 
4(b + 1)/(2/I + 1) (or p = 4(a + 1)/(2a: + 1) in (iv)). The only settled case 
is a = b = 0, p = 2, 01 = p = + (see Feldheim [6]), in which case (1.2) 
does not hold for allyE C. 
2.2. Let C(W) = {f; f E C and UJ(~; t) < a(f) w(t)] where w(A t) is the 
modulus of continuity of f(x) and w(t) is a modulus of continuity with 
limt, t/o(t) = 0. 
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THEOREM 2.1. Let a,b,u,p>--1, ~21, and O<c<2 be$xed 
numbers. If 
1 
-20 sod 4(a + 1) P = 2a + * -t 4 (4 > 01, (2.1) 
then for certain f E C(w) and n = n, , n2 ,..., 
s l / L,(fl a, ,6; x) - f(x)l”(l - x)“(l i x)” dx -1+c 
> [Wj-$-)]‘logn !f 4 =O, 
> [a ($)]” nQ(l+ljz) 4 q > 0. 
(2.2) 
Similarly, if 
;‘P 
4(b t 1) -- and IJ= 2p+1 -L 4 (4 3 o>, (2.3) 
then for certain f 6 C(w) and n = 1~ , n2 ,...? 
s 
1-c 
1 ~,(fi a, /?I; x) - f(x)1 “( 1 - x)“( 1 + x)~ dx 
-l > [w (f)]” log II if q=O, (2.4) 
> [w ($)]” nQ(o+l/‘a) if q > 0. 
2.3. Theorem 2.1 implies that, in the above limiting cases, the relations 
corresponding to (1.2)-( 1.4) do not hold for all f E C. 
3. PROOF 
3. I. Let us define fn(x) G C as follows: 
J;,(xy’) = (-1)” (k = 0, 1, 2 ,..., n + l), 
(3.1) 
.f,I(x) is linear in [x&~), xp:f!n] (k = 1, 2 ,...) n + 1). 
Here, sometimes omitting superfluous indices, x0 3 1, x,+~ G - 1; 
xkn = cos Bkn (k : 1,2,..., 11) stand for the zeros of the Jacobi polynomial 
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P,(x) = Pr’B’(x) of degree n with the normalization P,$B’(l) = (“2). 
Assuming 
1 --<n 4(a + 1) = 2 and P *a +1 + 4 (4 3 (9, (3.2) 
our fundamental lemma is 
LEMMA 3.1. 
i 
1 
~ LK ; x)1 “( 1 - x)“(l + x)” dx > cl log n ij’ q=o, 
-llr 
(3.3) 
> (y$a+1/2) iJ’ q>o. 
3.1.1. To prove (3.3) let us denote by xj a zero of P, nearest to x 
(1 < j = j(n, x) < n). Setting 
s, = [n(log n)--2/(=+1/2)], and x = cos 8, 
we have 
1 L,& ; .y)~ - h,(x) - e;“-1’2 - e-“-“2 if BETjand3 \cj,<s,, 
(3.4) 
where 
T, = 
3 [ 
ej+l + 4 4+1 + 30, 
2 ’ 4 I . 
(As to the symbol “N” which does not depend on x, see [7, 1.11.) 
Indeed, by (3. I), 
= g+ f +~j/“lJl+J2+J21. (3.5) 
k=j+l - 
By [S, Lemmas 3-51, we can write 
I J1 I - I P,(x)1 n-1 and I J2I --IP,(x)ln-%, 
where 
I, - jm+l12 logj and 1, N j"t112 log j + na+1/20 
(3.6) 
(3.7) 
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(We used the fact that the summands of J, , s = 1, 2, have the same sign.) 
As j ~1 s, , we can write Iz ,- na’l’z and I1 - 0(1&. By [9, Lemma 3.21, 
I ~?d-4 - j lg - (jj / Q-p - , x _ ,~j tJ,-?-3k!,ll% (3.8) 
hence, 1 J3 / N 1, using [7, (8.9.2)J which states that 
1 p;(,yk)j - k--*--3/2/+ (k = 1, 2 ,..., n). (3.9) 
From (3.5)-(3.8) we get [ L,(J;, ; x)1 - %7-l’” by applying the relation 
e Ic+1 A?“-; (k = 0, I) 2 )..., n). (3.10) 
(Here B0 := 0, %,+, = rr; see, e.g., 19, Lemma 3.11.) Using [8, Lemma 51, 
we obtain (3.4), observing that, for % E Tj , one has 0 N ej. 
3.1.2. Using the substitutions x = cos 8, --I + E = cos 6 and (3.4) we 
can write: 
I l I Ldfn ;4lTl - x)“(l + xjb dx -1tc 
3c s ’ 1 L&n ; x)lg(l - x)” dx -1+-S 
=C 
s 
’ I L,(fn ; cos O)l p (sin i)“” sin % d% 
0 
- nrlw-1/2) 5 I 
j13 jl+w+lp) - log n 
if q = 0, 
- nn(a+l/2) if y : 0, 
which is (3.3). 
3.2. Now we can apply the method of [lo]. 
Indeed, choosing in [IO, 2.41 m = e, = 1, g, = fn , T,( g, ; z,) = 
(JAI+< I Ln(fn ; x)l”(l - xX1 + x)b)l’P, X,(z,) = (log n)l’D (or X,(z,) = 
n++1/2)/D, if q > 0), S, =n-*, u,( g,; 2,) = (J:,,, ( g,(x)1 p(1 -- x)“( I -f- x)~)~‘+J 
ON LAGRANGE PARABOLAS 35 
and 7,(/z; x) - U,(h; x) = (J?l+E / L,(h; x) - h(x)lP(l - ~)~(l + x)” dx)ljP, 
we obtain, as in [lo], that for certainfE C(w) and {q}, 
(I 
L 
~1+6 I LdJ:, 4 - f(x)l~(l - XYV + 4” dxyp > w - (log n)l/P ( ,i ) 
(3.11) 
if q = 0 and n = nl, n2 ,..., from which (2.2) follows. The remaining cases 
can be treated similarly. 
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