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Abstract
Topological materials exhibit behaviour very different from conventional materials. Due
to an integer invariant characteristic of the material, topologically-protected zero-energy
excitations are guaranteed to exist at a boundary or topological defect – such as a vortex in
a topological superconductor – of such a material. Topological insulators, materials which
are insulating in the bulk but metallic at the surface, host massless Dirac fermions at the
surface, excitations with a relativistic, helical nature. In topological superconductors, due
to the intrinsic particle-hole symmetry of superconductivity, these surface states become
Majorana fermions. The existence of Majorana fermions as condensed matter excitations
provides not only a unique opportunity to study properties of this type of excitation, but the
possibility of utilizing them for fault-tolerant topological quantum computation.
In this thesis, we study two-dimensional topological superconductivity (TSC) with broken
time-reversal symmetry. Extensive research has been done on the non-Abelian phase of TSC,
and an index theorem showing the existence of a single Majorana fermion in a vortex core has
been derived based on the continuum model of TSC. The Abelian phase, which is allowed in
the tight-binding model of TSC and is still topologically distinct from the trivial phase, has
been much less studied than the non-Abelian phase. Using the tight-binding model of TSC,
we derive an analogous index theorem in the Abelian phase. Our index theorem predicts that
a vortex core in the Abelian phase of this system hosts two Majorana fermions as zero-energy
bound states, one of which is composed mainly of quasiparticles with momentum near the
Γ point and the other of quasiparticles with momentum near the M point in the Brillouin
zone. We attempt to discern the relation between these two modes, in particular, if they are
similar – and hence will annihilate each other – or orthogonal.
In contrast with our analytical results, we find no Majorana zero modes numerically in a
vortex core in the Abelian phase. Solving the Bogoliubov-de Gennes (BdG) equations self-
consistently for the superconducting order parameter, we study how the various ingredients
for TSC interact in practice in this system. We use efficient, recently-developed numerical
methods designed for large-scale parallel computation, namely, the Chebyshev polynomial
method to solve for the mean fields without direct diagonalization of the BdG matrix, and
iii
the Sakurai-Sugiura method to find the quasiparticle excitation energies and wave functions
within an energy window of one’s choice. Calculations were performed on Compute Canada
clusters. Our numerical results, lacking any Majorana modes in a vortex core in the Abelian
phase, are an indication that the Majorana modes in this phase are not orthogonal to each
other, so that when confined in a vortex core they annihilate each other.
iv
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In the last 15 years, the field of topological materials has undergone a huge expansion, with
the discovery of many three-dimensional (3D) topological insulators (TIs), the discovery of
topological superconductivity (TSC), and the convincing detection of Majorana modes in
various topological superconducting materials. Three-dimensional TIs, materials which are
insulating in the bulk but exhibit exotic metallic states on the surface, were first predicted
in 2007 [1] and subsequently discovered in bismuth-based compounds [2, 3, 4, 5, 6, 7, 8, 9];
their novel properties are made possible by strong spin-orbit coupling, which coordinates an
electron’s spin with its momentum. A TI can turn into a 3D topological superconductor
upon carrier doping, or present two-dimensional (2D) TSC on the surface in proximity to a
conventional superconductor [8, 9]. In a topological material, bulk-edge correspondence says
that there is a topological invariant in the bulk which is equal to the number of protected zero-
energy bound states on the surface or in topological defects such as magnetic vortices [8, 9].
There have been convincing experimental observations of Majorana modes at the ends of one-
dimensional (1D) superconducting wires [10, 11, 12] and on the surface of a 3D topological
superconductor [9, 13], as well as a recent claim of observing Majorana modes in vortices in
a TI thin film in proximity to a conventional superconductor [14]. More recently, Majorana
fermions have also been detected in a 2D TSC system [15] for which the model of Sato et al.
[16, 17] used in our study is applicable.
The first known topological material, the 2D quantum Hall system, was recognized as such
in 1982 by Thouless, Kohomoto, Nightingale, and den Nijs (TKNN) [18], and its place in a
theory of topological materials later expanded on by Wen [19]. The topological properties of






























Figure 1.1: Edge and surface
states of TIs. (a) Schematic of the
1D helical edge states of a 2D TI.
(b) Energy dispersion of the spin
non-degenerate edge states of a 2D
TI forming a 1D Dirac cone. (c)
Schematic of the 2D helical sur-
face states of a 3D TI. (d) En-
ergy dispersion of the spin non-
degenerate surface states of a 3D
TI forming a 2D Dirac cone; back
scattering from k to -k is prohib-
ited due to the helical spin polar-
ization. [6] The Physical Society of
Japan c© (2013). http://dx.doi.
org/10.7566/JPSJ.82.102001
where the system is well described by its low-energy modes. (In the case of the quantum Hall
system, these modes are the Landau levels, due to the strong magnetic field giving rise to
this topological state.) In the quantum Hall state, electrons propagate along the edge of the
material in a single direction determined by the magnetic field, and cannot be localized by
disorder as in Anderson localization due to impurities, because there are no states available
for backscattering. This protected metallic edge state is due to a topological integer invariant
– the first Chern (or TKNN ) number – which measures the ‘twist’ of the bulk occupied states
in Hilbert space (see Appendix A).
In a topological state of matter, wave functions are not adiabatically deformable into the
trivial state. All topological materials have an integer invariant which characterizes the topol-
ogy of the map from some parameter space (usually momentum space) to the Hilbert space
of electronic wave functions. Although the topology is often discussed in momentum space,
requiring a system with translational invariance, this discussion also holds for disordered
materials. As long as a perturbation, representing disorder for example, does not change
the particular symmetry of the topological class or close the bulk gap between occupied and
higher-energy unoccupied states of a material, the topological properties remain unchanged.
When two materials with different invariants are in contact with each other (including a
non-trivial topological material in vacuum), then, as the topological invariant must change at
the boundary between them, the bulk gap must close there [20]. The presence of the bulk gap
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is in this sense what gives rise to the “holographic” nature of topological materials, with the
boundary reflecting the nature of the bulk via topologically-protected, gapless (zero-energy)
excitations on a material’s surface.
Figure 1.2: Energy bands (Lan-
dau levels) in the bulk and at the
edge of a quantum Hall system.
States at the Fermi energy EF (de-
fined as the zero of energy) arise at
the material’s edge.
In general these edge states are (massless) Dirac fermions, with spin locked to momentum
in a chiral nature. The existence of Dirac point(s) in the boundary spectrum is protected
by the bulk topology. At a Dirac point or ‘Dirac cone’, the energy dispersion is linear (‘con-
ical’) with momentum for low energies, leading to quasiparticles with a relativistic nature.
Quasiparticles travel at a constant velocity, acting massless, and are described by the Dirac
equation for half-integer spin particles. In a topological superconductor, these Dirac fermion
quasiparticles become Majorana fermions due to particle-hole symmetry.
The topological (or symmetry) class determines the type and number of these gapless
edge states. All possible topological phases of single-particle Hamiltonians can be described
in terms of presence or absence of time reversal symmetry (TRS), particle-hole symmetry
(PHS), and sublattice or ‘chiral’ symmetry (SLS) [21], as shown in Table 1.1. For example,
the (2D) integer quantum Hall state previously described is given by class A, in which all of
these Hamiltonian symmetries are absent. In particular, TRS is broken in this state by the
magnetic field. There is a similar but topologically different state called the quantum spin
Hall state, in which TRS is preserved, described by an integer modulo 2 (Z2) invariant. In the
quantum spin Hall system, the protected edge states consist of a single pair of time-reversed
modes propagating in opposite directions. When a component of spin is conserved, these
modes correspond to spin-up electrons propagating in one direction and spin-down electrons
in the other direction.
The ten Altland-Zirnbauer (AZ) classes of random matrices describe all possible topolog-
ical phases of single-particle Hamiltonians. They are given in terms of the generic symme-
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Table 1.1: The ten Altland-Zirnbauer symmetry classes of single-particle Hamiltonians.
Absence of symmetries is denoted by 0, while +1 and −1 refer to whether the antiunitary
operator implementing the symmetry squares to +1 or −1. The mathematical space of all
topologically non-trivial ground states for each class is given in the last three columns. [21]
TRS PHS SLS d = 1 d = 2 d = 3
Standard A (unitary) 0 0 0 - Z -
(Wigner-Dyson) AI (orthogonal) +1 0 0 - - -
AII (symplectic) −1 0 0 - Z2 Z2
Chiral AIII (chiral unitary) 0 0 1 Z - Z
(sublattice) BDI (chiral orthogonal) +1 +1 1 Z - -
CII (chiral symplectic) −1 −1 1 Z - Z2
BdG D 0 +1 0 Z2 Z -
C 0 −1 0 - Z -
DIII −1 +1 1 Z2 Z2 Z
CI +1 −1 1 - - Z
tries allowed under unitary or anti-unitary operations, TRS, PHS and SLS. Symmetries of
a Hamiltonian are necessarily given by a unitary or antiunitary operator, as these are the
only operators which preserve the magnitude of the inner product between states. Under
TRS, momentum and spin are reversed. Under PHS, particles and holes behave equally and
opposite, and the energy spectrum is symmetric about zero. SLS, which also gives ener-
gies symmetric about zero, is so-called because it often arises on a bipartite lattice, where a
change of sign of wave functions on all sites of one of the two sublattices leaves the energies
invariant [21].
Topological classes are well-understood in the limit of non-interacting fermion systems.
Although these classes are described solely in terms of single-particle energy bands, the results
also apply to interacting fermions as long as the interaction is sufficiently small compared
to the size of the bulk gap [21]. When viewed as mean-field ground states, these classes can
also naturally describe strongly-correlated states – the non-interacting fermions in the case
of TSC are the Bogoliubov-de Gennes (BdG) quasiparticles in a superconductor.
The standard topological superconductors live in the BdG classes, which are the classes
realizable only in superconducting systems. (The BdG class DIII can also describe the
superfluid 3He-B Balian-Werthamer state, in the limit of non-interacting quasiparticles [21].)
These classes are described by the superconducting BdG Hamiltonian which uses a mean-field
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theory of Cooper pairing. Mean-field theory essentially averages out the interactions between
BdG quasiparticles, giving an average pairing potential (‘gap function’) for electrons to form
into the Cooper pairs of the superconducting condensate. In reality, the pairing potential
is a dynamic quantity; however, as long as the superconducting gap is large enough, the
results of topological theory are the same for the true interacting-quasiparticle case as for
the mean-field case.
The relation between fractional quantum Hall (FQH) states and many-body aspects of
superconductors allows insight into strongly-correlated phases [21]. Under full interaction in
a topological superconductor, charge fractionalization and non-trivial ground state degenera-
cies are thought to occur in the strongly-correlated case, providing non-Abelian properties
of quasiparticles which we will discuss. The FQH effect describes a partially-filled Landau
level, where interactions between electrons are strong [22]. The electron states here experi-
ence strong interactions similarly to how Cooper pairs form in a superconductor, leading to
FQH quasiparticles with charges a fraction of the electron charge, among other things. Elec-
trons (or holes) can ‘carry’ magnetic flux quanta around with them, leading to correlation
into quasiparticles with these strange properties.
It was once thought that TSC was limited to p-wave superconductors (SCs), in which
electrons form into Cooper pairs with spin-triplet pairing and an odd orbital angular mo-
mentum (l = 1), giving a pairing potential with the proper symmetry for topological order
to appear in the standard BdG Hamiltonian. However, it was recently realized that there
should be ways to ‘engineer’ TSC using more conventional s-wave (spin-singlet, l = 0) SCs in
conjunction with other materials. In particular, to ‘freeze’ out the spin degree of freedom at
the Fermi energy in a typical SC, spin-orbit coupling and Zeeman splitting under a magnetic
field can be used. There are proposals for engineering TSC in this way in one, two and three
dimensions, using nanowires, sandwiched 2D layers, or SCs in proximity to a 3D TI [8, 16].
In the model of Sato, Takahashi, and Fujimoto [16] first described in the context of ultracold
fermionic atoms in an optical lattice [17], a 2D semiconductor material is layered next to a
ferromagnetic insulator and an s-wave (or d-wave) SC, to give the ingredients necessary for
TSC. Superconductivity is induced in the semiconductor by the proximity effect (tunneling of
Cooper pairs), and the Zeeman field originates from the ferromagnetic material. The Zeeman
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field must be larger than the size of the gap for the s-wave case in order to transition into the
non-trivial topological phase. The Hamiltonian of this system can be shown to be similar to
a chiral p± ip-wave superconductor under a unitary transformation [16].
The possibility of topologically-protected, Majorana zero-modes is a highly exciting prospect
for topological quantum computation. Majorana fermions – charge-neutral, spin-1/2 particles
that are their own antiparticles – have long been of theoretical interest in particle physics,
with neutrinos and dark-matter particles as candidates, although they have not yet been
detected in this context [23]. As elementary excitations in condensed-matter systems, these
zero-energy modes have exciting properties: as well as being highly stable due to topological
protection, they obey what are known as non-Abelian exchange statistics, wherein exchange
of particles is non-commutative.
In two dimensions, Majorana fermion modes are a special form of what are called anyons,
a type of particle which obeys neither the regular fermion nor boson statistics [24, 25, 23]. In
a many-body wave function of identical particles, exchange of any two bosons gives back the
same wave function, while exchange of any two fermions changes the sign of the wave function.
In the case of Abelian anyons, the wave function is instead changed by some phase factor
anywhere between 1 and −1. Anyons are particles which only exist in effectively 2D systems,
where interchange of particles can occur in more than one distinct way – rotating particles
counter-clockwise versus clockwise around each other gives topologically distinct paths. Non-
Abelian anyons, realized by Majorana fermions in TSC, instead are non-commutative under
exchange, rotating the wave function in Hilbert space. The non-Abelian property requires
that the ground state of the system is degenerate, as zero-modes can be added at no extra
energy cost. The exchange of Majorana modes in 2D rotates the ground state within the space
of degenerate ground states. This property makes Majorana modes promising candidates
for use as fault-tolerant qubits in a quantum computer [9, 26, 27]. Using two well-separated
anyons as a single qubit, computations can be done by ‘braiding’ pairs of anyons from different
qubits around each other (where the anyons’ worldlines in 2D space plus time is what is
referred to by a ‘braid’) giving a final outcome which is dependent only on the topology of
the braid and not the precise paths of the anyons [24, 25, 23].
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1.2 Motivation for Research
The 2D model of Sato et al. [16] is a very promising candidate for providing Majorana modes
useful for topological qubits, with these modes pinned in vortex cores which can potentially
be manipulated. In addition to the materials used in s-wave TSC being much more common
than p-wave SCs, these s-wave topological superconductors in general have much more stable
topological phases than p-wave SCs [16]. Thermal noise is more of a problem in p-wave SCs,
as the superconducting gap is generally much smaller than for s-wave SCs. In the case of
Majorana modes trapped in vortex cores of the vortex lattice in a 2D SC, the Majorana
modes have a larger-than typical separation in energy from the next excited vortex state and
they may be particularly stable against decoherence from intervortex tunneling. According
to Sato et al. [16], whose model of 2D s-wave TSC we adopt, this stability is due to the
fact that the Majorana mode in a vortex core may be formed mainly by quasiparticles with
momentum k ∼ 0 (near the Γ point) or k ∼ (π, π) (the M point), especially far from the
vortex.
We hope to elucidate the lesser-studied Abelian phase of this TSC model. The existence of
charge-density wave states, with a wavevector near ±(π, π) (the M -point), has been studied
numerically for the Abelian phase [28, 29], but analytic studies of the Abelian phase have not
been done. In particular, the existence of a Majorana mode in a vortex core has been shown
analytically for the non-Abelian phase [30], but it is unknown whether or how many Majorana
modes exist in a vortex core in the Abelian phase. In the non-Abelian phase, with Chern
number ±1, there exists a single Majorana fermion mode in a vortex core. The Abelian phase
in this model has Chern number −2, meaning that bulk-boundary correspondence would
predict the existence of two Majorana modes per vortex. However, this correspondence has
only been proven in a few cases [31] such as for quantum Hall systems and for a vortex core
in the non-Abelian phase of Sato et al.’s model. If there are indeed two Majorana modes per
vortex core in the Abelian phase, another question to answer would be what the relationship
between these hypothetical Majorana modes is, in particular, whether they are orthogonal
to each other or not, and hence whether or not they can coexist in a vortex.
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1.3 Layout of Thesis
In this thesis, our aim is to study the properties of the Abelian TSC phase for the vortex
lattice, in particular whether Majorana modes exist in the vortex core in this topological
phase. We first present the theoretical background necessary to understand superconductiv-
ity, both in its original Bardeen-Cooper-Schrieffer (BCS) momentum-space formulation and
later more-general Bogoliubov-de Gennes (BdG) formulation, as well as the theoretical back-
ground of the vortex lattice, in chapter 2. In chapter 3, we cover the 2D model of topological
superconductivity (TSC) of Sato et al. [16] that we adopt, including the real-space BdG
equations for TSC in the final section of chapter 3. In chapter 4 the numerical methods we
use for efficient parallel computation are covered: the Chebyshev method for self-consistent
calculation of the superconducting mean fields, the Sakurai-Sugiura (SS) method to study
the energies and wave functions within an energy window of choice, and the implementation
of the vortex lattice. In chapter 5 we derive an index theorem showing that the Abelian
phase of this system hosts two Majorana fermion zero-modes per vortex core. Numerical
results are presented in chapter 6, in which we find indication that the Majorana modes in a
vortex in the Abelian phase annihilate each other – we find no Majorana modes in the vortex




Superconductivity is a phenomenon occurring at low temperature, in which a material
has a direct-current resistance of zero and perfect diamagnetism. This phenomenon is a
powerful example of quantum-mechanical effects on a macroscopic scale. In a superconduct-
ing state, electrons form together into a system-wide condensate and behave as a collective
whole, similarly to constituents of a superfluid. This condensate is described by a kind of
‘wave function’ called the (superconducting) order parameter, which essentially represents
the fraction of electrons participating in the condensate at each point. This effect occurs
below a certain temperature, Tc, the critical temperature of the material, with the fraction
of electrons in the condensate increasing as temperature is lowered until all electrons are
included at zero temperature.
In this chapter we cover the basics of superconductivity theory, including the original
Bardeen-Cooper-Schrieffer (BCS) theory formulated in momentum space and the more gen-
eral Bogoliubov-de Gennes (BdG) theory. In the final section we describe the theory of
the Abrikosov vortex lattice in a type-II superconductor, including the Caroli-de Gennes-
Matricon (CdGM) bound states in the vortex core.
2.1 The BCS Theory of Superconductivity
The very first microscopic theory of superconductivity was formulated by Bardeen, Cooper,
and Schrieffer (BCS) in 1957 [32]. It was formulated in momentum space, for translationally-
invariant systems only, though is still a powerful theory for homogeneous superconductors
with no applied external field. The theory relies on the idea of ‘pairing’ of electrons into
a macroscopic condensate. In this model, electrons form into bound states called ‘Cooper
pairs’, in which one electron has spin up and one spin down (spin-singlet pairing). In terms
of expectation values, the probability for these two single-electron states to be occupied at
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the same time in the superconducting state, S, is given by,
Pkk′ = 〈S|nk↑nk′↓|S〉, (2.1)
where Pkk′ is a smoothly-varying function of k and k
′ except when k and k′ are states that
‘pair’ (here nkσ is the number operator counting the number of electrons in state kσ). In the
case that they pair, the probability is larger by some finite amount than for non-pairing states
with nearby momenta. For the case of Cooper pairs with zero center-of-mass momentum,
the electron states that pair are k ↑ and −k ↓ [32].
The problem Cooper first considered was that of a pair of electrons interacting above a
filled Fermi sea of non-interacting electrons, where the ‘sea’ interacts with this electron pair
only through Pauli exclusion, blocking the states below the Fermi surface. One finds from this
that electrons inevitably form a bound state and that they tend to pair most strongly into
the state with zero relative angular momentum. Bardeen, Cooper and Schrieffer then studied
this problem, considering interacting normal-state electrons with a different effective mass
(rather than “bare” electrons) and assuming only pairs with zero relative angular momentum.
Taking a velocity-dependent potential V , and using the formalism of second quantization,










where εk is the kinetic energy of a normal-state electron in the state with momentum k and
spin σ. The matrix element Vk′k is given by,
Vk′k = 〈k′,−k′|V |k,−k〉, (2.3)






bk = c−k↓ck↑, (2.5)
with c and c† representing creation and annihilation operators for single-electron (with effec-
tive mass) states. Vk′k then measures the probability that a two-electron state (k ↑,−k ↓)
will be scattered into the state (k′ ↑,−k′ ↓), giving an effective interaction between electrons
with opposite momenta and spins.
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Remarkably, as long as the interaction is attractive, that is Vk′k is negative near the
Fermi surface, superconductivity emerges. The effective attraction between electrons in con-
ventional s-wave superconductivity is due to what is called electron-phonon coupling, where
interactions between electrons and the much heavier ions in the crystal lattice cause os-
cillations in the ions’ positions. Essentially, as an electron passes by, it pulls the nearby,
positively-charged ions towards it, creating a region of greater positive charge which then
attracts another electron. (The ions, being much heavier, move much more slowly than
the electrons.) This effective interaction is only strong enough to overcome thermal effects
counteracting it at low enough temperatures.
In the ground state of this Hamiltonian, at zero temperature, all electrons are paired. In
this case, the operator nk↑ + n−k↓ is equal to 2b
†
kbk, twice the number of Cooper pairs. This












By using the variational principle, the approximate ground-state energy can be solved for by
minimization of the total energy of the system, along with the constraint that the average




nkσ|ψ0〉 = N0, (2.7)







with |uk|2 + |vk|2 = 1. Using the method of Lagrange multipliers, minimization is given by
setting
δW ≡ δ〈ψ0|H − µN̂0|ψ0〉 = 0. (2.9)








where it has been assumed that uk and vk are real. Physically, uk and vk represent prob-
ability amplitudes for a Cooper pair in state (k ↑,−k ↓) to be absent or present in the
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superconducting condensate, respectively, and are equivalent to the particle and hole ampli-
tudes of a quasiparticle excitation in this state. The physical meaning of the multiplier µ is
the chemical potential that controls the filling factor.
On minimization with uk or vk as variational parameters, assuming Vk′k is real (and


























The quantity Ek can be shown (for example by multiplying Eq. (2.11) and Eq. (2.12) together,
and using Eq. (2.13) to eliminate the amplitudes uk and vk) to be,
Ek = +[(εk − µ)2 + ∆2k]1/2. (2.14)
As shown below, Ek is the energy needed to create a quasiparticle excitation of momentum
k from the superconducting ground state. Using Eqs. (2.11) and (2.12) and the first of
Eqs. (2.13), Ek satisfies the equation in matrix form,εk − µ ∆k















can be shown to be 1/2 the energy difference between the highest occupied and lowest unoc-
cupied states in the ground state of this system, also known as the energy gap. In the BCS
theory for isotropic s-wave superconductivity, the potential Vk′k is assumed to be constant for
energies εk within the Debye energy of the Fermi surface and zero otherwise, giving ∆k = ∆0
a constant.
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These equations must be solved self-consistently in order to find uk, vk, Ek and ∆k. In
general one assumes a starting order parameter {∆k}, from which {Ek} can be found and a
new {∆k} calculated from the gap equation, repeating until convergence is reached.
To study the energies of quasiparticle excitations of the superconducting state, Schreiffer
imagined adding a single electron in state p ↑ to this ground state. The electron in state p ↑
will have no pair, and deleting the pair state (p ↑, −p ↓) from the ground state changes the







while the energy of the added electron is given by εp. The total excitation energy is then,







where we find this excitation energy to be nothing but Ep. Therefore adding an electron to
the system with energy above the Fermi surface (equivalently, removing an electron below
the Fermi surface) with momentum p requires energy Ep. The minimum value of Ep, when
εp = 0, is ∆p. In the case of instead exciting an electron from below the Fermi surface to a
state above it, equivalent to both removing an electron below the Fermi energy and adding
one above, the minimum energy required is 2∆p.
This equivalence of adding an electron above the Fermi energy or removing one below it
is reflected in the fact that
c†p↑|ψ0〉 = up|ψp↑〉, (2.19)
c−p↓|ψ0〉 = −vp|ψp↑〉, (2.20)
where ψp↑ is the state with one electron added to the ground state. The Bogoliubov-Valatin
(B-V) transformation, given by [32]
γp↑ = upcp↑ − vpc†−p↓, (2.21)
γ†−p↓ = upc
†
−p↓ + vpcp↑, (2.22)
uses this fact to define the quasiparticle operators γ, γ† of the superconducting system –
equivalent to diagonalizing Eq. (2.15). In particular, we see that the quasiparticles in the
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superconducting state are combinations of particles and holes. The operators γ, γ† can be
shown to be fermion operators, satisfying by direct calculation the Fermi-Dirac anticommu-
tation relations,
{γ†pσ, γp′σ′} = δpp′δσσ′ , (2.23)
{γpσ, γp′σ′} = {γ†pσ, γ
†
p′σ′} = 0. (2.24)
2.2 The BdG Theory of Superconductivity and the Ex-
tended Hubbard Model
Following the BCS theory came the Bogoliubov-de Gennes (BdG) [33] theory of supercon-
ductivity. The BdG formulation generalizes the BCS theory to real space, for systems not
necessarily translationally-invariant; it can naturally incorporate the presence of inhomo-
geneities such as impurities, surfaces, or magnetic fields, for which momentum is not a good
quantum number.











where α denotes spin and a, a†’s are the operators in momentum space. The BdG formulation
essentially generalizes the Hartree-Fock equations of a many-body system to the supercon-
ducting state. In the case of isotropic s-wave superconductivity, the full Hamiltonian can be
given by




























where U0(r) is an arbitrary, spin-independent external potential, and the interaction potential
V is a constant in the isotropic case. Similarly to the BCS theory, a mean field approximation
is used – here the interaction in H1 is replaced by an average potential acting on only one










+ U0(r)− µ, (2.29)










+ ∆(r)Ψ†(r ↑)Ψ†(r ↓) + ∆∗(r)Ψ(r ↓)Ψ(r ↑)
]
. (2.30)
We model the BdG theory using the extended (attractive) Hubbard model, in conjunction
with a minimal tight-binding approximation (in which electrons are modelled as being tightly-
bound to atoms at lattice sites). We will find a similar effective Hamiltonian. The Hubbard
model was first developed in 1963 by J. Hubbard and naturally describes the interactions of
electrons in a solid [34]. Using the second-quantized formalism, the most general Hubbard




















where 〈ij〉 denotes all pairs of sites i and j. Here tij is the hopping amplitude or probability
amplitude for an electron to hop from site j to site i, represented by destroying an electron
at site j and creating one at site i. The spin is σ, and niσ = c
†
iσciσ is the number operator
which counts the number of electrons at site i.
The energy of the system is described by both ‘onsite’ and ‘offsite’ terms. Onsite terms
include energy contributions from electrons at the same site, such as the chemical potential,
µ, impurity potentials, εiσ for a (possibly spin-dependent) impurity at site i, and the coupling
constant Uii describing the strength of Cooper pairing between electrons at the same site.
Offsite terms include the kinetic energy, from electrons ‘hopping’ between sites, and the
longer-range coupling Uij , i 6= j.
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In the original Hubbard model, Uii = +U > 0 represents the screened Coulomb inter-
action of the band. In the extended Hubbard model, the repulsive interaction given by Uii
(and Uij) can be changed to an attractive one, Uii = −U < 0, modelling the electron-phonon
or other attractive interaction giving rise to (isotropic) superconductivity. In this way, the
onsite interaction, Uii, can model s-wave superconductivity and the longer-range interactions
Uij between electrons at different sites can model p- or d-wave, etc, superconductivity.
























ci↓ci↑ = 〈ci↓ci↑〉 − (〈ci↓ci↑〉 − ci↓ci↑), (2.34)
and considering the difference between the c operator pairs and their average values to be












































The Hamiltonian (2.31), neglecting longer-range interactions Uij and constant terms con-
tributing to the ground-state energy, and considering only non-magnetic impurities, can
then be written as













































i↓ci↓〉, ∆ii = Uii〈ci↓ci↑〉. (2.38)
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These can also be found by minimizing the free energy of the system. Using the fermion






)tij + (εi − µ+ V (H)ii ) ∆ii






where the Kronecker delta δij is implicit in V
diag
ii = εi − µ + V
(H)
ii and ∆ii. The right-hand
side sum in Eq. (2.39) can also be expressed using a matrix of size 2N × 2N , where N is the
number of lattice sites, with vectors of operators running over all lattice sites.




























where Eg is the ground-state energy. This can also be written as






Finally, evaluating these commutators, and using Ψ = (un, vn)
T , gives the BdG equations,
HBdGΨ ≡
T̂ + V̂ (H) ∆̂
∆̂∗ −
(







where HBdG is a 2N × 2N matrix, with T̂ the kinetic energy or “hopping” matrix, and V̂ (H)
represents the diagonal terms including the Hartree potential. For off-site interactions Uij
with i 6= j, the Hartree potential is joined by the off-diagonal Fock potential V̂ (F ), describing
exchange correlation effects.
The BdG Hamiltonian has what is known as particle-hole symmetry (PHS), meaning
that for every eigenstate Ψ with energy E, the particle-hole conjugate state ΞΨ is also an
eigenstate, with energy −E. PHS of the BdG Hamiltonian can be expressed as
ΞHBdGΞ
−1 = −H∗BdG. (2.46)
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where K̂ is the complex conjugation operator. For the BdG matrix in the case of TSC,
derived in section 3.3, one has Ξ = τxK̂, where τx is a Pauli matrix representing particle-hole
space.





















n(i)] (1− 2fn) , (2.48)
where fn is the Fermi-Dirac distribution function – or occupation probability – for filling of





at fundamental temperature τ , where εn is measured from µ.
To solve the BdG equations, one starts with a guess for the values of the mean fields,
then diagonalizes the BdG matrix to obtain the eigenvalues and eigenvectors {εn, (un, vn)},
which can then be used to recompute the mean fields using Eqs. (2.47) and (2.48). One
continues on until convergence of a desired precision is reached.
2.3 Type II Superconductivity and the Vortex Lattice
A type-I superconductor is defined by the fact that no magnetic field can penetrate the
bulk of the material. The superfluid-like nature of the electron condensate causes it to have
irrotational flow, whereas the magnetic field intrinsically tends to cause rotational flow. The
electron condensate of a SC will react in a way so as to cancel the magnetic field inside,
leading to what is known as the Meissner effect or perfect diamagnetism. Under this effect,
a SC will levitate in a magnetic field. In a type-II superconductor, however, the magnetic field
can partially penetrate, leading to what is known as the Abrikosov vortex lattice [32, 33].
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Figure 2.1: (a) Phase diagram of
a type-I SC. The material is super-
conducting up to its critical temper-
ature Tc and magnetic field strength
B0. (b) Phase diagram of a type-
II SC. The SC now has two critical
magnetic field strengths Bc1 and Bc2 .
Below Bc1 , no magnetic field pene-
trates the bulk. Between Bc1 and
the upper critical field Bc2 , the mag-
netic field penetrates at isolated vor-
tex lines, forming the Abrikosov vor-
tex lattice. [35] Reprinted by permis-
sion from Copyright Clearace Center:
Springer, Superconductivity by R. G.
Sharma c© (2015). http://dx.doi.
org/10.1007/978-3-319-13713-1
The order parameter goes to zero at the center of a vortex, decreasing from the bulk value
over a characteristic length, ξ, known as the coherence length or roughly speaking the average
size of a Cooper pair.
An understanding of the vortex lattice begins with the condition that the order parameter,
∆(r), must be single-valued. In polar coordinates about the vortex center, this means
∆(r) = |∆(r)|eimθ, (2.50)
where m must be an integer. The single-electron Hamiltonian, described in the notation of








+ U0 − µ, (2.51)









+ U0 − µ, (2.52)
which are equivalent to the hopping, impurity and chemical potential part of our Hamiltonian,
act on the particle and hole components of the BdG eigenstates respectively:
εu(r) = (He + U(r))u(r) + ∆(r)v(r),
εv(r) = −(H∗e + U(r))v(r) + ∆∗(r)u(r),
(2.53)
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where U(r) is the Hartree potential.
Hamiltonians (2.51) and (2.52) depend on the choice of the vector potential A giving rise
to a magnetic field. The gauge for A can be changed, for example by replacing A by A′,
A′ = A+∇χ(r), (2.54)
which gives the same magnetic field (and observables) B = ∇ ×A = ∇ ×A′. If the BdG
eigenstates and order parameter in the original gauge, with A, are (un, vn)
T and ∆(r), then
changing A to A′ in the BdG equations above yields the eigenfunctions,















and the order parameter







However, one can now see that the choice of χ(r) is not completely arbitrary, as ∆(r) must
be single-valued. In particular, in winding around any loop enclosing the vortex center, one





where m′ is an integer. The consequence of this is that the magnetic flux a vortex is allowed













dl · (A+∇χ) = Φ + 2π · ~c
2e
m′. (2.59)





Namely, each vortex can carry a quantum of the magnetic flux. This can be thought of as a
type-II SC’s way of ‘expelling’ the magnetic field, by only allowing it to penetrate at isolated
vortices where the superconducting order parameter is suppressed.
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2.3.1 CdGM Vortex Bound States
The low-energy bound states in a vortex core, distinct from true zero-energy Majorana bound
states, were first described by Caroli, de Gennes, and Matricon (CdGM) in 1964 [36]. Around
a vortex, the superconducting gap ∆(r) decreases to zero at the vortex center over a length
scale of the coherence length, ξ. Therefore the vortex can have localized bound states with
energies lower than the bulk ∆. The energies of these bound states are the positive eigenvalues





















Choosing a gauge where ∆(r) = ∆(r)e−iθ (∆(r) real), where (r, θ, z) are cylindrical coor-







































)2 − µ]ψ + σx∆(r)ψ = εψ. (2.64)
The CdGM bound states are found by looking for these 2-spinor solutions of the form
ψ = exp(ikF z cos(α)) exp(iβθ)f(r), (2.65)
where kF is the Fermi momentum magnitude, α an arbitrary angle, and β a positive or
negative integer. Caroli et al. assumed that HZ  HC2 , that is the applied Zeeman magnetic
field was much smaller than the upper critical field at which type-II superconductivity is
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destroyed, so that the gauge field eA
c
can be neglected compared to 1
2
~∇θ [36]. Using the



















+ σx∆(r)f = εf, (2.66)
which Caroli et al. were able to solve exactly in the region 0 < β  kF ξ, by neglecting the
∆ term for r < rc, with rc a critical radius, (β +
1
2
)/kF  rc  ξ.
For r < rc, the upper (+) and lower (−) components of f are found to be
f±(r) = A±Jβ∓1/2((kF ± ε/vF ) sin(α)r), (2.67)
where J is a Bessel function and A± normalization coefficients, while for r > rc, f is found
to be given by





where H is a Hankel function and g(r) a slowly-varying envelope. Caroli et al. then matched
the solutions at r = rc by using the asymptotic forms of the Bessel and Hankel functions.
(This type of vortex bound-state solution is explored for TSC in the tight-binding model in
Appendix D.)
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3 Formulation of Model: Two-Dimensional
Topological Superconductivity
The model of 2D s-wave TSC we study in this thesis is adopted from Sato et al. [16], who
first described it for modelling ultracold fermionic atoms in an optical lattice [17]. One way of
realizing this model experimentally is with a sandwich heterostructure. One typically uses a
material exhibiting spin-orbit coupling (such as a semiconductor), under which an electron’s
spin is coupled to its momentum, layered next to a superconductor and a ferromagnetic insu-
lator, to induce superconductivity and Zeeman splitting by proximity. Alternatively, a case
which is more applicable to our method of self-consistently solving for the superconducting
order parameter, one can use a material with both strong spin-orbit coupling and intrinsic
superconductivity (such as lead) layered next to a ferromagnetic insulator [15]. We study
the s-wave case only.
In real space, the tight-binding Hamiltonian for this system is




















































where H.c. stands for Hermitian conjugate, and we use a nearest-neighbour hopping approx-
imation in which i and j are nearest neighbours only, with 〈ij〉 now standing for pairs of
nearest neighbours (see chapter 2, Eqs. (2.31) to (2.37)).
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iσ̄ciσ̄〉, ∆ii = Uii〈ci↓ci↑〉. (3.6)
In chapter 2, we saw that the Hartree potential (average on-site attraction) in the BdG






i↓ci↓〉. In the case that there are spin-
dependent potentials, however, the expectation values 〈ni↑〉 and 〈ni↓〉 are in general not the
same. In this case we have
V
(H)





iiσ is the Hartree potential created by an electron with spin σ and felt by an electron
with opposite spin σ̄. As in chapter 2, we assume uniform coupling constant Uii = −U .
3.1 Ingredients for TSC
We now study the ingredients necessary for TSC in our 2D s-wave system. To understand
spin-orbit coupling, a key ingredient of TSC in which an electron’s spin is coupled to its mo-
mentum, we must look at the dispersion relation for our 2D system. With nearest-neighbour


















For translationally-invariant systems, one can transform to momentum space, which requires








Here Ri denotes the vector coordinate of lattice site i, and N = NxNy is the total number







[−2t(cos kx + cos ky)] c†kσckσ, (3.10)
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i(k−p)·Ri . This gives the dispersion relation for a nearest-neighbour hopping
Hamiltonian, measured from chemical potential µ,
ε(k) = −2t(cos kx + cos ky)− µ. (3.11)
Spin-orbit coupling results from an effective electric field in the crystal that the electrons
feel. Relativistic correction for the electron’s motion results in an effective magnetic field,
B ∼ vk ×E/c, which acts differently on electrons of differing spin. In spin space the energy
of this interaction is given by









E · (σ × vk) , (3.12)
where σ is the triplet of Pauli (spin) matrices, σx, σy and σz.
A type of spin-orbit coupling known as Rashba spin-orbit coupling exists in a system with
broken inversion symmetry,
E = Eẑ. (3.13)
In such a case, we have
E · (σ × vk) = E (σ × vk)z = E (σx(vk)y − σy(vk)x) . (3.14)







2t(sin kx, sin ky). (3.15)












) 0 sin ky + i sin kx




where α is the spin-orbit coupling constant, defining the strength of the interaction, and








Equation (3.3) gives the spin-orbit part of the Hamiltonian in real space.
Another ingredient necessary for TSC in our system is Zeeman splitting. Zeeman splitting
arises from an effective magnetic field perpendicular to the 2D system, for example from a















or by Eq. (3.4) in real space.
The Pauli depairing effect, in which Zeeman splitting tends to break up Cooper pairs
and destroy spin-singlet superconductivity, affects all spin-singlet superconducting systems.
With larger Zeeman magnetic field, the spins of electrons become increasingly aligned with
the field direction, tending to break up spin-singlet Cooper pairs. However, a larger Zeeman
splitting is also desirable for maintaining the topological order of the system, as will be seen
in the next section. The spin-orbit coupling tends to mitigate the Pauli depairing effect.
Finally, for completeness the superconducting s-wave order parameter is Fourier trans-









































The topological properties of electronic wave functions in a condensed matter system are
determined by the electronic band structure below the Fermi surface. With the proper
ingredients, the band structure can give rise to interesting topological states even for regular
s-wave superconductivity. Topological regions are defined in terms of the bulk of a system,
where translational invariance exists and the system can be formulated in momentum space.
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(a) α = 0, h = 0.








(b) α = 1.0t, h = 0.








(c) α = 1.0t, h = 0.2t.








(d) α = 1.0t, h = 1.0t.










Figure 3.1: Electronic energy bands E+ (blue) and E− (orange) as a function of momentum
kx with ky = 0, for µ = 1.0t and ∆ = 0.5t. The spin-orbit coupling is given by α, and the
Zeeman splitting by h.
The energy bands of the ordinary (non-topological) superconducting system are every-
where spin-degenerate. Rashba spin-orbit coupling splits the spin degeneracy of the bands
everywhere except at k = (0, 0),±(0, π),±(π, 0), and ±(π, π), giving two different bands for
different spin polarizations, as in Fig. 3.1(b). Zeeman splitting from an external magnetic
field breaks TRS, taking care of the remaining degeneracies so that a gap opens up between
the bands, as in Fig. 3.1(c) and (d). When the Fermi energy lies in-between the bands, the
spin degree of freedom is essentially locked out there (as only states in the lower band will
be filled). This guarantees the existence of a single Majorana fermion mode at an edge or
topological defect.
The total Hamiltonian for this system in momentum space, combining Eqs. (3.10), (3.17),
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where the dispersion is ε(k) = −2t(cos kx + cos ky)− µ, the spin-orbit coupling is αL0(k) =
α(sin ky,− sin kx, 0), and for spin-singlet – s-wave or d-wave – superconductivity, with up
spins paired to down spins,
∆σσ′(k) = i∆(k)(σy)σσ′ . (3.22)
















where H(k) is the 4× 4 matrix
H(k) =
ε(k)− hσz + αL0(k) · σ i∆(k)σy
−i∆∗(k)σy −ε(k) + hσz + αL0(k) · σ∗
 . (3.24)
As the Chern (or TKNN) number is a topological property protected by the existence of
the bulk gap, it can only change when the bulk gap closes. As in Ref. [16], diagonalizing the
BdG Hamiltonian (3.24) gives the bulk energy spectrum,
E(k) =
√
ε(k)2 + α2L0(k)2 + h2 + |∆(k)|2 ± 2
√
ε(k)2α2L0(k)2 + [ε(k)2 + |∆(k)|2]h2,
(3.25)
with minimum value E0 referred to as the bulk spectral gap. Therefore this bulk gap can
only close, i.e., E(k) = 0, when
ε(k)2 + α2L0(k)2 + h2 + |∆(k)|2 = 2
√
ε(k)2α2L0(k)2 + [ε(k)2 + |∆(k)|2]h2,
or
ε(k)2 + |∆(k)|2 = h2 + α2L0(k)2, |∆(k)|αL0(k) = 0. (3.26)
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Table 3.1: Topological regions for a 2D s-wave topological superconductor with Rashba
spin-orbit coupling and Zeeman splitting, h. Odd TKNN number ITKNN corresponds to the
non-Abelian phase, and non-zero, even ITKNN corresponds to the Abelian phase (here given
by ITKNN = −2, for |µ| ≤ 2t only). [16]
(a) |µ| ≤ 2t
Region (−1)ITKNN ITKNN
0 < h2 < µ2 + ∆2s 1 0
µ2 + ∆2s < h
2 < (4t− |µ|)2 + ∆2s 1 -2
(4t− |µ|)2 + ∆2s < h2 < (4t+ |µ|)2 + ∆2s -1 -1
(4t+ |µ|)2 + ∆2s < h2 1 0
(b) |µ| ≥ 2t
Region (−1)ITKNN ITKNN
0 < h2 < (4t− |µ|)2 + ∆2s 1 0
(4t− |µ|)2 + ∆2s < h2 < µ2 + ∆2s -1 1
µ2 + ∆2s < h
2 < (4t+ |µ|)2 + ∆2s -1 -1
(4t+ |µ|)2 + ∆2s < h2 1 0
For isotropic s-wave pairing, the order parameter |∆(k)| = ∆s is a constant, and the second
equation is only satisfied when L0(k) = 0. Therefore the gap closes only at k = (0, 0),
±(0, π), ±(π, 0), and ±(π, π). Substituting these values into the first of Eqs. (3.26), one finds
three different gap-closing conditions, given by
(4t+ µ)2 + ∆2s = h
2, µ2 + ∆2s = h
2, (4t− µ)2 + ∆2s = h2. (3.27)
These conditions mark the boundaries between (bulk) topological regions. Topological re-
gions are listed by Chern (TKNN) number in Table 3.1.
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3.3 The BdG equations for TSC
The BdG equations for TSC, as in Eqs. (2.43) and (2.44) in chapter 2, can be found from
the commutators of the Hamiltonian with its eigenstates,






Due to lifted spin degeneracy – each quasiparticle excitation will have both spin-up and spin-
down components – the index ñ runs from 1 to 2N (over all positive energies). There are
now 4N equations and therefore 4N energy eigenvalues (symmetric about 0, due to PHS),
with N the number of lattice sites.




































































where tij is a hopping coefficient, sij is a spin-orbit coefficient, εiσ is a (possibly spin-
dependent) single-impurity potential, h↑ = −h and h↓ = h is the Zeeman energy, and
∆↑↓ii = Uii〈ci↑ci↓〉 = −Uii〈ci↓ci↑〉 = −∆
↓↑
ii . (3.31)





































































where the u’s and v’s are particle and hole amplitudes of the eigenstates, respectively, and




















u1↑ u2↑ −v∗1↑ −v∗2↑
u1↓ u2↓ −v∗1↓ −v∗2↓
−v1↑ −v2↑ u∗1↑ u∗2↑








where cσ = (c1σ, . . . , cNσ)
T for example runs over all lattice sites i = 1 to N , while γα =
(γ1α, . . . , γNα)
T for example runs over states nα, for n = 1 to N and α = 1, 2 (breaking up













−v1↑ −v1↓ u1↑ u1↓








showing explicitly that each excitation, with creation operator γ†, has a spin-up particle, a
spin-down particle, a spin-up hole, and a spin-down hole part. In addition to normalization




|uñ↑(i)|2 + |uñ↓(i)|2 + |vñ↑(i)|2 + |vñ↓(i)|2
]
= 1, (3.37)
that is, normalization over lattice sites for each state ñ. (Other relations between the u’s and
v’s can be found from anticommutation relations between operators.)
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Comparing the commutators (3.32) and (3.33) with their expressions when substituting



























































Thus the BdG equations are found in their eigen-equation form,

T̂ + V̂ diag↑ (V
SO)† 0 −∆↓↑
V SO T̂ + V̂ diag↓ ∆
↓↑ 0
0 (∆↓↑)∗ −T̂ ∗ − V̂ diag↑ −(V SO)T














where T̂ is the hopping matrix, V SO is the spin-orbit coupling matrix, V̂ diagiiσ = εiσ−µ+hσ +
V
(H)








are diagonal matrices). In the eigenstates, particle and hole amplitudes run over all lattice
sites, for example uñ↑ ≡ (uñ↑(1), ..., uñ↑(N))T .
To solve Eq. (3.42) self-consistently, the order parameter ∆↓↑ (and Hartree potentials if
desired) must be recalculated from Eq. (3.42)’s solution and substituted back in. One should
keep in mind that if self-consistently solving for the Hartree potentials, the topological regions
defined in Table 3.1 should be thought of in terms of the effective or “shifted” chemical
potential and Zeeman splitting, µ̃ and h̃. To find µ̃ and h̃, first define the average spin-up
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Then the term V̂ diagiiσ = εiσ − µ+ hσ + V
(H)
iiσ̄ can be re-written as

























































The simplest method of solving the BdG equations is through direct diagonalization,
where all eigenvectors and eigenvalues are found. To calculate the mean fields by direct






∆↓↑ii = Uii〈ci↓ci↑〉. (3.49)
















































Therefore, if all eigenvectors and eigenvalues in Eq. (3.42) are found from an initial guess, all
∆↓↑ii and V
(H)
iiσ can be recalculated using Eq. (3.48) and Eq. (3.49). This method works well
for smaller lattice sizes, though at larger lattice sizes it is computationally more efficient to
avoid direct diagonalization of the BdG matrix, which becomes very costly numerically for
large N . Numerical methods are covered in chapter 4.
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4 Numerical Methods
This chapter discusses the numerical methods used to study our system, including the
Chebyshev polynomial expansion method, the Sakurai-Sugiura method, and implementation
of the vortex lattice.
Although direct diagonalization of Eq. (3.42) to find all energies and eigenstates works
well for small lattice sizes, this method is not easy to parallelize, and it becomes very com-
putationally demanding for large lattice sizes. The Chebyshev method [37, 38], based on
Green functions, avoids diagonalization of the BdG matrix, instead finding the mean fields
directly. In addition this method is easy to parallelize, as the mean fields at different lattice
sites can be calculated independently. As opposed to direct diagonalization, in which com-
putation time increases as O(N3) with N the number of lattice sites, the Chebyshev method
takes O(N2) time. The Sakurai-Sugiura (SS) method [39], also based on Green functions,
allows one to find the quasiparticle energies and wave functions within an energy window of
one’s choice. The SS method is useful alongside the Chebyshev method (which does not find
the eigenpairs directly), especially to check the existence of any zero-energy excitations and
whether they are truly Majorana fermions or not.
4.1 Chebyshev Polynomial Method
The Chebyshev polynomial method is useful for calculating the mean fields as well as the
local density of states (LDOS) without diagonalizing the BdG matrix. This method ex-
pands either the Green function or the spectral density of the Green function by Chebyshev
polynomials. The idea of expansion by a set of orthonormal polynomials is called kernel
polynomial expansion. Chebyshev polynomials work particularly well for expansion, and can
be efficiently found by a recursive formula. Both expansions, for the mean fields and LDOS,
can be easily implemented in parallel, as calculations for each lattice site can be performed
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separately. Lattice points near inhomogeneities such as impurities and vortex cores, which
tend to converge more slowly, can therefore also be sampled with higher frequency.
The Chebyshev expansion is closest in efficiency to the Lanczos procedure, another re-
cursive method using Green functions. However, the Lanczos method can become unstable
numerically with round-off errors causing loss of orthogonality between the calculated basis
vectors, while the Chebyshev expansion is stable, with its moments decaying exponentially
above a given number of iterations [38]. Unlike the Lanczos procedure, the Chebyshev ex-
pansion can also find all off-diagonal elements (e.g. correlations between nearest neighbours)
for a site i using only one iteration. Other benefits of the Chebyshev expansion include the
fact that it is a Fourier transform with a change of variables, meaning that any integration
of the Green functions components over energy variables can be calculated numerically with
a fast Fourier transform.
We first describe the method to find the mean fields, in which the spectral density of the
Green function is expanded, following the notation of Nagai et al [37]. We then describe
expansion of the Green function to find the local density of states, following Covaci et al [38].
4.1.1 Hamiltonian and Spectral Density of the Green Function




Ψ†ĤΨ, Ψ = ({cj}, {c†j})T , (4.1)
where {cj} = (c1, c2, ..., cN), with j a quantum index depending on spatial site, spin, orbital,
etc. Here, the size N is only equal to the number of lattice sites in the case of ordinary
superconductivity in our model; otherwise it is doubled to include spin.







 , γ = 1, 2, ..., N (4.2)
and are diagonalized by a unitary transformation U †HU = D, where
Ujγ = u(γ),j, Uj+N,γ = v(γ),j. (4.3)
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Introducing notation for the set of 2N standard unit vectors e(j) ≡ |cj〉 and h(j) ≡ |c†j〉
(j = 1, 2, ..., N), defined as
[e(j)]γ = δj,γ, [h(j)]γ = δj+N,γ, (4.4)
















The spectral density of the Green function is given by the difference between the retarded
and advanced Green functions, d̂(ω) = ĜR(ω) − ĜA(ω) = limη→0+(Ĝ(ω + iη) − Ĝ(ω − iη)).



















βγδ(ω − εγ). (4.7)












Similarly, the mean fields (the Hartree potential(s) and superconducting order parameter)












dω f(ω)e(j′)T d̂(ω)h(j), (4.10)
with f(x) = 1/(ex/τ + 1) the Fermi-Dirac distribution.
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4.1.2 Expansion by Chebyshev Polynomials












with weights wn and weighting function W (x). The Chebyshev polynomials, which are
defined on the interval [−1, 1], are given by







(1 + δn0). (4.14)
Additionally, the Chebyshev polynomials can easily be defined recursively by
φn+1(x) = 2xφn(x)− φn−1(x) (n ≥ 2), (4.15)
φ1(x) = x, φ0(x) = 1. (4.16)
In order to contain the energy eigenvalues within the interval [−1, 1] on which Chebyshev
polynomials are defined, the Hamiltonian and corresponding energies are rescaled as






where a = (Emax − Emin)/2 and b = (Emax + Emin)/2, Emin ≤ εγ ≤ Emax, although these
numbers can be approximated. As PHS gives Emin = −Emax, we have b = 0, and as shown
in Section 4.1.3 we determine an optimal value of a numerically.







with φn(ξγ) well-defined in the interval ξγ ∈ [−1, 1]. Now, substituting the delta function in
the definition (4.7) of the spectral density [d̂(ω)] for the right hand side of Eq. (4.11), noting
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for any real 2N -component vectors p and q, where we have defined qn = φn(K̂)q. Using
the recursiveness of the Chebyshev polynomials, a sequence of vectors qn can be recursively
generated by
qn+1 = 2K̂qn − qn−1 (n ≥ 2), (4.22)
q1 = φ1(K̂)q = K̂q, q0 = φ0(K̂)q = q. (4.23)



















dxf(ax+ b)W (x)φn(x), (4.26)
with en(j) = φn(K̂)e(j) and hn(j) = φn(K̂)h(j). The integrals Tn depend only on tempera-
ture and so can be calculated prior to recursively finding en and hn for the mean fields. At
zero temperature, one has (recalling also b = 0 for the BdG system)











The LDOS can be found in a similar manner to the mean fields. In this case, one expands
the Green function itself by Chebyshev polynomials. Following [38], define the normal and
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anomalous Green functions as
Ḡ11ij (ω) = 〈ci↑|Ĝ(ω)|c
†
j↑〉, (4.29)















−in arccos (ω), (4.31)
where
a11n (i, j) = 〈ci↑|φn(K)|c
†
j↑〉/(1 + δn0), (4.32)




j↑〉/(1 + δn0). (4.33)
The sequence of vectors φn(K)|c†j↑〉 can be found by recursion as before, noting that index
i now refers only to spatial site as spin has been selected, and that e(iσ) ≡ |ciσ〉 and
h(iσ) ≡ |c†iσ〉. In theory, the local density of states can now be calculated from the Green
functions, by





However, Gibb’s oscillations will cause the sum (4.31) to converge slowly. Convoluting the
sum with kernel polynomials will remedy this effect, such as with the Lorentz kernel which
allows for a Lorentzian-broadened delta function. This is easily implemented by multiplying
the expansion coefficients by factors given by the Lorentz kernel, so that








where nmax is the total number of terms used in the expansion, and λ = nmaxε if we write
the Lorentzian approximation to a delta function as δ(x) = 1/π limε→0 ε/(x
2 + ε2).
4.1.3 Parameter testing
The Chebyshev polynomial method uses an energy scaling parameter a (see Eq. (4.17)) given
in terms of maximum and minimum energies of the system, though in practice these energies










































Figure 4.1: Convergence of the order parameter for the homogeneous 32× 32 system with
µ = 0, U = −1.5t, α = 0, h = 0. comparing the methods of Chebyshev polynomial expansion
and direct diagonalization. (a) Varying scaling parameter a (n = 1200, b = 0). (b) Varying















Minimum Eigenvalue Varying nmax (41x41 Lattice)
Direct diag. (h = −1.0t)
Direct diag. (h = 1.0t)
Chebyshev (h = −1.0t)



























∆ Vector Difference Varying nmax (41x41 Lattice)
h = −1.0t
h = 1.0t
Figure 4.2: Comparison of the Chebyshev polynomial method and direct diagonalization for
two 41× 41 non-Abelian-phase vortex systems. System parameters are µ = 3.5t, U = −5.25t,
α = 1.0t, and h = −1.0t (blue) or h = 1.0t (orange). (a) Minimum eigenvalue varying nmax
(a = 10). (b) Vector difference between converged direct diagonalization and Chebyshev order
parameters, varying nmax (a = 10).
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in the Chebyshev method sums, nmax, must also be chosen appropriately. In Fig. 4.1 we look
at convergence of a homogeneous 32×32 conventional s-wave system with periodic boundary
conditions (PBC), comparing the Chebyshev method to direct diagonalization. In part (a),
we test for optimal a, and in part (b) for optimal nmax. We can see that the parameters
a = 10 and nmax = 1200 work well for this system, as (after several iterations) the order































































































∆ Vector Difference Varying nmax (61x61 Lattice)
Figure 4.3: Comparison of the Chebyshev polynomial method and direct diagonalization
for an Abelian-phase vortex system, for sizes (a) & (b) 41× 41 and (c) & (d) 61× 61. System
parameters are µ = −1.0t, U = −5.8t, α = 2.0t, h = −2.0t. (a), (c) Minimum eigenvalue
varying nmax (a = 10). (b), (d) Vector difference between converged direct diagonalization
and Chebyshev order parameters, varying nmax (a = 10).
Most of the systems we wish to study will be vortex systems, of lattice size at least 41×41.
In the case of a vortex system, the order parameter will not be constant across the lattice,
so we instead look at the converged minimum eigenvalues and the vector difference of the


























































∆ Vector Difference Varying a (61x61 Lattice)
Figure 4.4: Comparison of the Chebyshev polynomial method and direct diagonalization
for a 61 × 61 Abelian-phase vortex system. System parameters are µ = −1.0t, U = −5.8t,
α = 2.0t, h = −2.0t. (a) Minimum eigenvalue varying a (nmax = 3000). (b) Vector difference





















































Figure 4.5: Convergence of the order parameter for a 61× 61 trivial-phase vortex system,
comparing the methods of Chebyshev polynomial expansion and direct diagonalization. Sys-
tem parameters are µ = −2.0t, U = −5.8t, α = 2.0t, h = −2.0t. (a) Minimum eigenvalue
varying a (nmax = 3000). (b) Running vector difference between Chebyshev and (converged)
direct diagonalization order parameters, varying a (nmax = 3000).
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used in all cases, to simulate the vortex lattice. In Fig. 4.2, we study the effects of varying
nmax for two 41 × 41 non-Abelian-phase (µ = 3.5t, U = −5.25t, α = 1.0t, and h = −1.0t
or h = 1.0t) vortex systems, and in Fig. 4.3, we study the effects of varying nmax for an
Abelian-phase (µ = −1.0t, U = −5.8t, α = 2.0t, h = −2.0t) vortex system, for sizes 41× 41
and 61 × 61. For size 41 × 41, the order parameter tends to converge closely enough to the
direct diagonalization value by 2000 terms, as seen in Fig. 4.2 (b) and Fig. 4.3 (b), while for
size 61 × 61 it tends to converge closely enough by 3000 terms, as seen in Fig. 4.3 (d). In
Figs. 4.4 and 4.5 we look at the effects of varying a for 61 × 61 Abelian-phase (µ = −1.0t,
U = −5.8t, α = 2.0t, h = −2.0t) and trivial-phase (µ = −2.0t, U = −5.8t, α = 2.0t,
h = −2.0t) vortex systems, respectively. In Fig. 4.4, we look at converged values only, while
in Fig. 4.5 (b) we study the running values of the vector difference between order parameters
(with increasing iterations). Fig. 4.4 (a) indicates that a = 12 gives the closest minimum
eigenvalue, while (b) indicates that a = 11 gives the closest order parameter to the direct
diagonalization case for the example Abelian-phase system shown, and in Fig. 4.5 similarly
a = 9 happens to give the closest eigenvalue while a = 12 gives the closest order parameter
for the example trivial-phase system shown.
Based on our vortex system results, we choose a cut-off for the number of Chebyshev
expansion terms nmax = 2000 for 41 × 41 systems, or nmax = 3000 for 61 × 61 or larger
systems. However, although the order parameter is slightly closer to the direct diagonalization
case for a other than 10 in Figs. 4.4 and 4.5, this does not necessarily translate into closer
minimum eigenvalues. Therefore we choose a value of the energy scaling a = 10 in all cases
for simplicity.
4.1.4 Benchmarking
Now we benchmark to compare runtime using the Chebyshev method versus direct diago-
nalization of the BdG matrix. In Fig. 4.6, we look at runtimes for direct diagonalization,
Chebyshev on a single process, and Chebyshev parallelized on 128 processes. Although dif-
ferent machines were used for different runs allowing for some variability in times, direct
diagonalization runtimes go closely to O(N3) and Chebyshev runtimes to O(N2) (where




























Figure 4.6: Runtimes to converge the
mean fields for the homogeneous system
with µ = −1.0t, U = −5.8t, α = 2.0t,
h = −2.0t on a square lattice of side
length Nx, using direct diagonalization
of the BdG matrix, Chebyshev expan-
sion on a single process, or Chebyshev
expansion parallelized on 128 processes.
Best fit power functions for direct diag-
onalization and the Chebyshev method
go closely to O(N6x) and O(N4x), respec-
tively.
tion, essentially reduces runtime by a factor of the number of processes used.
Converging the mean fields using the Chebyshev method allows for the possibility of
parallelization and computation at different lattice sites independently. Therefore one can
sample or iterate over lattice sites near vortices (or other inhomogeneities), which tend to
converge more slowly, more frequently than other sites. In Fig. 4.7, we look at convergence
runtimes (using 192 CPUs) versus the rate of extra sampling of near-vortex sites, for system
sizes 41× 41 and 61× 61 (with parameters µ = −1.0t, U = −5.8t, α = 2.0t, and h = −2.0t).
Near-vortex sites were taken simply to be in a square, of differing side length vsize, centered
around vortices. All calculations for a given system size were done on the same machines for
accurate relative runtimes. One can see that the most speedup was gained with a sampling
rate for vortex sites double that for other sites, that is, one extra iteration over vortex sites
per full lattice iteration. For system size 61 × 61, this speedup is noticeable, reducing total



















extra vortex sampling per full lattice iteration























extra vortex sampling per full lattice iteration
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extra vortex sampling per full lattice iteration
Iterations vs. Vortex Site Sampling (61x61 Lattice)
vsize = 10
vsize = 8
Figure 4.7: Runtimes (using 192 CPUs) and total iterations for convergence of the mean
fields, for different sampling rates of lattice sites near vortices. System parameters are µ =
−1.0t, U = −5.8t, α = 2.0t, and h = −2.0t, and system size (a) & (b) 41 × 41, (c) & (d)
61× 61. (a), (c) Runtimes versus extra vortex sampling rate. (b), (d) Total iterations versus
extra vortex sampling rate.
Finally, we used an efficient method for calculating mean fields at individual lattice sites
on different processes, a method sometimes known as the ‘master-slave’ algorithm. In this
algorithm, a single ‘master’ process oversees and distributes tasks to the other processes,
giving a process a new lattice site to run calculations on whenever that process has finished
one. This allows for better distribution of calculations among machines of differing processing
speeds. In our test of the vortex system with µ = −1.0t, U = −5.8t, α = 2.0t, and h = −2.0t,
simply dividing lattice sites up equally between processes (using 160 CPUs) gave runtimes of
about 3500s for size 41× 41 and 62800s for 61× 61, while using the master-slave algorithm
on the same machines yielded runtimes of about 3000s for 41× 41 and 58300s for 61× 61.
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4.2 Sakurai-Sugiura Method
The Sakuria-Sugiura method is a method based on Green functions of finding a reduced sub-
space of the Hamiltonian, allowing one to find the quasiparticle energies and wave functions
within an energy window of one’s choice. A contour-integral approach allows for finding these
eigenpairs, with eigenvalues located in a given domain in the complex plane, from a general
matrix. This method is easily parallelized, as it consists of solving a set of independent linear
equations.
4.2.1 Projection onto a subspace
The goal of this method is to project onto a (small) subspace of the Hamiltonian. Suppose
that the eigenspace of an ns × ns matrix A is spanned by an orthonormal set of vectors xj,
Axj = εjxj, {xj : j = 1, 2, . . . , ns}. (4.36)
Now suppose we have an orthonormal set of vectors {qj′ : j′ = 1, 2, . . . ,ms}, where each qj′
is a linear combination of {xj : j = 1, 2, . . . ,ms}. Then the matrix Ã,
Ã = Q†AQ, Q = (q1 q2 . . . qms), (4.37)
contains ms eigenvalues of the matrix A, with eigenspace spanned by {xj : j = 1, 2, . . . ,ms}.
The goal of the Sakuria-Sugiura method is to find a way to project onto this target subspace,
that is to find the matrix Q.
To begin, consider an arbitrary (ns-dimensional) complex vector v, which can be expanded








This operator projects a vector v onto the ms-dimensional subspace spanned by {xj : j =
1, 2, . . . ,ms}. As
P̂j = xjx
†
j ≡ |xj〉〈xj| (4.39)
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where the closed contour Γ contains only the ms eigenvalues εj desired, each of which corre-









4.2.2 Moment vectors and determination of subspace
The moment vectors {sk : k = 0, 1, 2, . . . ,M − 1} are defined as
sk = A
kPΓ(A)v. (4.42)
These vectors can be seen to be within the subspace associated with PΓ(A), as PΓ(A)v is
a linear combination of eigenvectors of A. These moments span what is known as a Krylov













































In the algorithm used, the number M is an input parameter.
As the size of the desired subspace is generally unknown, given by the number of eigen-
values within a contour Γ, first one must calculate the size of the subspace by estimating the
trace of the matrix PΓ(A). Recall that, as a projection operator, all eigenvalues of PΓ(A) are
either 1 or 0, and the sum of the eigenvalues is therefore the subspace size ms. The trace of
PΓ(A) can be approximated by stochastic estimation, that is by a random sampling of input
(‘source’) vectors. Take L0 ns-dimensional vectors v
i, i = 1, . . . , L0 (where L0 is an input
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l → 0 as L0 becomes large. Therefore we must find the sum on the right-hand







dz yi, (zÎ − A)yi = vi. (4.45)
We use the Math Kernel Library (MKL) routine PARDISO to solve the system of equations
for each yi. To calculate PΓ(A)v














where the contour is divided into Nq parts, with (zj Î − A)yij = vi, and
z(θ) = γ + ρζ(θ), dz = ρ
dζ
dθ
dθ ≡ ρζ ′(θ) 2π
Nq
. (4.47)
For our contour we let ζ(θ) = cos (θ) + iα sin (θ) be an ellipse in the complex plane with
0 < α ≤ 1. (Here γ is a shift and ρ is a scaling factor.)
Once an estimate m̃s has been calculated, one can construct the subspace. One makes a
sequence of the moment vectors sk, varying v. Each element of v
i, i = 1, . . . , L, is chosen as
a random number between [−1, 1]. Finding the ns×LM matrix Ŝk = (s1k s2k . . . sLk ), for each
k = 0, 1, . . . ,M − 1, one performs singular-value decomposition (SVD) on Ŝk to obtain the
singular values {σi}. One then finds the effective rank (the number of predominantly linearly
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independent vectors) of Ŝk by counting the number of singular values for which σi/σmax > δ
for a small positive constant δ (∼ 10−14). The number L of vectors v that should be chosen,





, κ ≥ 1. (4.48)
where dxe is the smallest integer greater than or equal to x.
Using the LAPACK routine ZGESVD to perform SVD on the matrix Ŝk gives Ŝk = UΣW
†
with Σ = diag(σ1, σ2, . . . ), where σ1 ≥ σ2 ≥ · · · ≥ 0. Using a submatrix composed of the
first ms columns of U (the left eigenvectors of Ŝk), calling this ns×ms submatrix Q, one has
H̃ = Q†HQ. (4.49)
This is the reduced Hamiltonian, with ms eigenvalues of the original Hamiltonian and eigen-
vectors wi, where xi = Qwi are the corresponding eigenvectors of the original Hamiltonian.
These eigenpairs can now be easily calculated by diagonalization of the reduced Hamiltonian






and keep only eigenpairs whose residual is less than 10−1.
4.3 Vortex Lattice
Implementing the vortex lattice under an applied magnetic field requires careful consideration
of the boundary conditions, as in practice one must solve for a small section of the full system.
In the presence of a vector potentialA(r, t), an electron wave function acquires the Peierls











This corresponds to the minimal coupling, where the momentum p is modified by the vector
potential as p+ (e/c)A. In the tight-binding model, the matrix elements describing electron
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movement between lattice sites (such as the hopping) are modified by this Peierls factor,










where φ0 = hc/2e is the flux quantum, the smallest magnetic flux the system will allow (so
that in traversing around this flux, the wave function is periodic as it must be).
To study the boundary conditions for numerical modelling, gauge transformations must
be considered. Under a gauge transformation, A → A′ = A +∇χ, where χ is an arbitrary


















The order parameter therefore changes as


















The BdG equations are invariant under such a gauge transformation, with all physically
observable quantities remaining the same. For self-consistent numerical calculations, this
can be implemented by changing the kinetic matrix elements, e.g., the hopping and spin-
orbit coupling, as above.
We now study what is required for periodic boundary conditions, to simulate the vortex
lattice. Consider a unit cell of the vortex lattice spanned by u1 and u2, where the center of
this cell is the origin r = 0. Assume there is one vortex at the center. When translated by
the Bravais lattice vector,
R = mu1 + nu2, (4.56)
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the vector potential in the symmetric gauge, A(r) = 1
2
H × r, changes as
A(r +R) = A(r) +A(R). (4.57)
One can regard this transformation as a gauge transformation,





χ(r,R) = 2A(R) · r + C(R) = (H ×R) · r + C(R). (4.59)
Under this gauge transformation, u and v acquire the phase factors,


















and the s-wave (i = j) order parameter acquires the phase







The constant C(R) for a given Bravais lattice vector R = mu1 + nu2 can be found as
follows. Consider translating from r to r + u1 + u2 by first translating from r to r + u1,
then from r + u1 to r + u1 + u2:
χ(r,u1 + u2) = χ(r,u1) + χ(r + u1,u2)
= (H × u1) · r + C(u1) + (H × u2) · (r + u1) + C(u2)
= [H × (u1 + u2)] · r + (H × u2) · u1 + C(u1) + C(u2)
= [H × (u1 + u2)] · r + (u2 × u1) ·H + C(u1) + C(u2)





ẑ + C(u1) + C(u2), (4.62)
where S = |u1×u2| is the area of the unit cell, containing mφ flux quanta so that HS = mφφ0
with H = −Hẑ. Comparing this to
χ(r,u1 + u1) = χ(r,u1) + χ(r + u1,u1)
= [H × (u1 + u1)] · r + (H × u1) · u1 + 2C(u1)
= [H × 2u1] · r + 2C(u1), (4.63)
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and similarly for χ(r,u2 + u2), one sees that the term mφφ0 is a result only of translation
by u1 and u2 together. Therefore,
C(mu1 + nu2) = mC(u1) + nC(u2) +mnmφφ0. (4.64)
To find C(u1) and C(u2), consider the phase change when crossing the vortex at the center
of the unit cell, from −(u1 + u2)/2 to (u1 + u2)/2:
χ(−1
2






+ C(u1 + u2)
= C(u1 + u2) = C(u1) + C(u2) + φ0. (4.65)
The above should equal φ0, so that the phase of the order parameter changes by π as we
have wound halfway around the vortex center. Similarly,
χ(−1
2
u1,u1) = C(u1), χ(−
1
2
u2,u2) = C(u2), (4.66)
should also equal ±φ0, so that winding halfway around the vortex from −u1/2 to u1/2 or
from −u2/2 to u2/2 gives a phase change of ±π. Therefore
C(u1) = −C(u2) ≡ φ0, (4.67)
which finally yields
χ(r,R) = 2A(R) · r + [(m− n) +mnmφ]φ0. (4.68)
Shifting the vortex center to rc and the “center” of the vector potential to rA gives a phase
shift of −(H ×R) · (2rc − rA), for a total of
χ(r,R) = 2A(R) · r + [(m− n) +mnmφ]φ0 − (H ×R) · (2rc − rA). (4.69)
This χ(r,R) can be used to find the extra phase factors in Eq. (4.60) for implementing
periodic boundary conditions.
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5 Tight-Binding Index Theorem for Majorana
Modes in a Vortex Core
In this chapter we show the existence of two Majorana fermion zero-modes in a vortex
core in the Abelian phase, using the 2D model of TSC we study [16, 17]. We adapt to our
purposes the continuum model index theorem for the non-Abelian region of Tewari, Sau, and
das Sarma [30].
5.1 Hamiltonian
As in the continuum model index theorem [30] (see Appendix B), the single-electron part of
the Hamiltonian is first diagonalized in total-angular-momentum basis. In momentum space,
the single-electron part, H0, with Rashba spin-orbit coupling and Zeeman splitting, is given
by































where k is within the first Brillouin zone, a square (toroidal) region between k = ±(π, π) for


















































































































Around k ∼ 0, mJ is the total (orbital plus spin) angular momentum, whereas around
k ∼ (π, π) the relation of mJ to total angular momentum involves an effective mass approx-
imation. The effective mass approximation we use essentially neglects the quickly-oscillating
factor exp(i(π, π) · r) in the electronic wave function. For example, the real-space wave










The effective mass approximation in terms of operators can be considered as follows. On a























where 〈ij〉 denotes nearest neighbour lattice sites i and j. Transforming to operators with






















































2 cos k̃x + 2 cos k̃y
)
.
Contrasting this with the kinetic energy in terms of k = (kx, ky) (Eq. (3.11)), one can see it is
the same except for an overall sign change. This follows from the fact that Ri is a quantized
coordinate, i.e., that both its components are integer multiples of the lattice constant a ≡ 1.
All parts of the Hamiltonian, including the vortex part, will have the quickly-oscillating
factors cancel out in this fashion (leaving only a possible sign change) around k ∼ (π, π).
Therefore, this effective mass approximation is natural to use with the tight-binding model,
where the system is on a lattice.








where R and r are the center-of-mass and relative coordinates of a Cooper pair, respectively;
h(R) ∼ (1− e−R/ξ) describes the amplitude, and θR the phase, of SC pairing in the vortex;















































where the factor of ei2(π,π)·R becomes unity. Therefore the vortex part will have the same
form whether it is in terms of k,p or k̃, p̃.












































































where Ω . π
2
is a cut-off momentum, and um is a Fourier component of 1/|k + p|3 (see
Appendix B).
For all parts of the Hamiltonian, the mJ =
1
2
channel separates. This is a crucial step to






















∆(k, p) := ∆0
√
kp(k u−1(k, p) + p u0(k, p)). (5.11)
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As in the continuum model, ∆(k, p) is real, as all um are real (see Eq. (B.26)).












































































5.2 Diagonalization, linearization, and Fourier trans-
form of the Hamiltonian




) around k ∼ 0. The process for the Hamiltonian around k ∼ (π, π) is very
similar. This will put the Hamiltonian in a form similar to the Dirac form and allow for a
real-space Majorana solution to be found.







total-angular-momentum space, gives the energy eigenvalues
E0±(k) = −4t− µ+ tk2 ±
√
α2k2 + h2







k2 k ∼ 0. (5.13)
Linearizing about the Fermi momentum kF for the upper band gives











kF q := A0kF q, (5.14)
and about k = 0 for the lower band gives
E0−(q) ' −4t− µ− h
' −4t− h, µ ≈ 0. (5.15)
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Here we have also used the approximation µ ≈ 0 (and an implicit approximation of small
kF ), as can be true in the Abelian region. Although it is not necessary to take µ ≈ 0, this
gives a symmetry between the bands at k ∼ 0 and at k ∼ (π, π),






kF q ' −E0+(kF + q),
Eπ+(q) ' 4t+ h ' −E0−(q), µ ≈ 0, q  1, (5.16)
with Eπ− a function of k̃. Everything is now exactly analogous to the continuum model case,
except with the Fermi momentum in the upper band rather than the lower band for k ∼ 0
(see Fig. 5.1).
(a) (b)
Figure 5.1: Energy bands in the Abelian region for the single-electron part of the
Hamiltonian, with parameters µ = 0, α = 3t, h = 3t. (a) Cross-section of the energy
bands for kx = ky. (b) Fermi surfaces around k ∼ 0 and k ∼ (π, π). The lattice
constant is set to unity.
Using upper- and lower-band operators for the diagonalized Hamiltonian, the single-











































where Λ++ and Λ−− are antisymmetric in k and p. As in the continuum model, the phase
of Λ++ and Λ−− functions is arbitrary (Λ+− is always real), depending on a phase factor in
how f ’s are defined in terms of c’s (see Appendix B, Eqs. (B.35) and (B.37)).
Limiting the momenta in the upper band to those near the Fermi momentum and mo-


























Λ++(q − q′)f †+,kF+qf
†
+,kF+q′








The lower limits on the integrals are −kF and 0 when the operators correspond to upper and
lower bands, respectively. (For k ∼ (π, π), these lower limits will be flipped to 0 and −kF .)
Only lowest-order dependence of the functions Λ on q and q′, which are consistent with Λ++
and Λ−− being antisymmetric in q and q
′, are kept. In the limit of q, q′ → 0, Λ+−(kF +q, q′) is
assumed to be a non-zero constant Λ+− (although, in Appendix C, we will see that actually
Λ+− = 0, simplifying the BdG equations).
After diagonalization and linearization, the Hamiltonian is Fourier transformed to real










where Ω . π
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where E0+(x− x′) = iA0kF∂xδ(x− x′), and Λ++(x) and Λ−−(x) are odd in x.
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5.3 BdG equations and zero-energy solution
As with the continuum model [30], the quasiparticle operator for a hypothetical zero-energy










−(x) + η+,2(x)f+(−x) + η−,2(x)f−(−x)
)
, (5.22)
so that one has [
H0Tot, γ
†] = εγ† = 0. (5.23)
As in Refs. [30, 40], to calculate the commutators in the BdG equations, we need to use
the relations,
























′) ≡ S0−(x− x′),
(5.24)




S±(x1 − x)η±,n(x1)dx1. (5.25)

















































































































Then m(x) is clearly odd in x, as Λ++(x) and Λ−−(x) are odd in x. As in the continuum
model, Λ+− is real and Λ++(x) and Λ−−(x) have arbitrary (related) phases dependent on the
definition of diagonalized f operators, although the authors of Ref. [30] have chosen Λ++(x)
and Λ−−(x) to be real.
Defining m̃(x) ≡ sign(x)|m(x)|, for m(x) = eiθm̃(x), the general solution to Eq. (5.30) is




















where λ = ±1.
The BdG equations (5.30) are of a form similar to the Dirac equation for a zero-energy
mode; in particular, if ψ(x) = (ψ1(x), ψ
∗
2(x))
T is a solution, then σxψ(x) is also a solution.
Therefore for a unique zero-energy solution about k ∼ 0 to exist, it must be an eigenspinor
of σx, with σxψ(x) = λψ(x). This gives C = e
iθC∗, or




















To be Majorana, the unique solution also requires λ = 1. As in Ref. [30], to see that this
gives a Majorana fermion, note that










































Then it can be shown that ξ∗+,1(−x) = ξ+,2(x), and using S0∗± (x1 − x) = S0±(x − x1) (see
Eqs. (5.22), (5.24)), this gives
η∗+,1(−x) = η+,2(x). (5.35)
Similarly, one finds that η∗−,1(−x) = η−,2(x). Therefore PHS is present and γ† is a Majorana
fermion operator.






































Solving the BdG equations (5.36) around k ∼ (π, π) gives the Majorana solution,



















Again it can be shown that the η functions in the zero-mode operator γ† are complex conju-
gates of each other, giving γ† a Majorana fermion operator.
Note that, as m̃(x) = sign(x)|m(x)|, the solution (5.39) is normalizable but the Majorana
solution (5.33), with λ = 1, around k ∼ 0 appears non-normalizable (as in the continuum
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model). However, as this is an approximation to the true solution and in practice the Ma-
jorana mode will be localized near the vortex core, this Majorana solution is still worth
considering.
In Appendix C, we attempt to find the relation between the Majorana modes about k ∼ 0
and k ∼ (π, π) analytically, that is, whether they are similar or orthogonal, although it is




In this chapter we examine our numerical findings, focusing on the Abelian phase of the
2D topological superconducting system we study. Our index theorem in chapter 5 predicts
the existence of two Majorana fermion zero-modes per vortex core in the Abelian phase. In
contrast, our numerical results show that there are no Majorana modes in a vortex core in
this phase. This is an indication that the Majorana modes in the Abelian phase are similar
to each other, that is, their wave functions are not exactly orthogonal, so that when confined
in the vortex core they annihilate each other.
6.1 General Considerations and Results
Using two flux quanta in the system for the vortex lattice, our order parameter converges to
the solution with half of a vortex at the center of each side. (The precise center of a vortex




































61x61: µ = 0,  α = 2t, h = 0.5t
Figure 6.1: Order parameter ∆ii, where i = (ix, iy) for a 2D lattice (left), and excitation
spectrum (right) for the vortex lattice, for bulk order parameter ∆0 = 0.5t (purple), 0.7t
(green), and 0.9t (blue) for the Abelian-phase system with µ = t, α = 2t, h = 2t. The index
numbers the (energy) eigenvalues.
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between sides under further convergence.) Vortex lattice order parameters and corresponding
excitation spectra are plotted in Fig. 6.1, for an Abelian-phase system (µ = t, α = 2t, h = 2t)
with differing bulk order parameter, ∆0 ≡ ∆s.
Most systems will be studied with the same bulk order parameter, ∆0 ≈ 0.34t, in order
to compare results most meaningfully. For this purpose we adjust the coupling constant U
for a given set of µ, α and h, and first converge the bulk order parameter to this value in
the homogeneous phase. This choice of ∆0 should not affect results much, as eigenvalues
and other properties generally scale linearly with ∆0 as long as one stays within the same
topological region. This is illustrated in Fig. 6.2, where bulk order parameter ∆0 is plotted
as a function of coupling constant U for both Abelian-phase (µ = t, α = 2t, h = 1.5t, and
µ = t, α = 2t, h = 2t) and non-Abelian-phase (µ = −3t, α = 1.5t, h = 1.5t) systems, as
well as smallest excitation energy as a function of ∆0 for an Abelian-phase (µ = t, α = 2t,
h = 2t) vortex-lattice system. A near-linear relationship is expected between this smallest














Bulk Delta vs. Coupling Constant
16x16: µ = −3t, α = 1.5t, h = 1.5t
32x32: µ = −3t, α = 1.5t, h = 1.5t
50x50: µ = −3t, α = 1.5t, h = 1.5t
16x16: µ = t, α = 2t, h = 1.5t
32x32: µ = t, α = 2t, h = 1.5t


















Minimum Energy vs. Bulk Delta (Vortex Lattice)
0.0419(∆0/t) − 0.0042
Figure 6.2: Left: Bulk (homogeneous) order parameter ∆0 as a function of coupling con-
stant U for various systems and sizes. The system µ = −3t, α = 1.5t, h = 1.5t is within the
non-Abelian phase (with ITKNN = 1), and the system µ = t, α = 2t, h = 1.5t the Abelian
phase, both transitioning to trivial phase around ∆0 & 1.12t. Right: Minimum excitation
energy versus bulk order parameter, for the 61× 61 Abelian-phase system with µ = t, α = 2t,
h = 2t in the vortex lattice.
The effect of large Zeeman splitting, h, on the order parameter is shown in Figs. 6.3 and
6.4. For h & α, with α the spin-orbit coupling constant, the order parameter tends not to
converge. In some cases, for large Zeeman splitting the order parameter does not converge
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to a vortex configuration, especially for smaller lattice sizes, which correspond to stronger
magnetic field for the vortex lattice with two flux quanta in the system. In Fig. 6.4 (b), where
the order parameter has been converged down to 10−8, superconductivity is nearly destroyed















































Figure 6.3: Effect of increasing Zeeman splitting on the order parameter for the vortex





















































Figure 6.4: Effect of large Zeeman splitting on the order parameter for the vortex lattice
in Abelian phase, with µ = 0, α = 3.5t, h = 3.9t: (a) size 61× 61; (b) size 41× 41 converged
down to 10−8.
In our results here and elsewhere, the order parameter is converged down to at least 10−6,
that is, converged until further iterations change the relative vector-magnitude of the order
parameter, ||∆new −∆old||/||∆old||, by less than 10−6.
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6.2 Majorana Modes at a Boundary
In numerical calculations of the energy eigenvalues of a system, the lowest energies will never
be exactly zero due to restricted system size. Therefore, in order to be able to observe
Majorana modes numerically, one must model a system which allows for the presence of an
even number of Majorana modes – in the homogeneous phase, a system with two separate
surfaces works well, or for the vortex lattice a system with two vortices. This ensures the
required particle-hole symmetry (PHS) of the Bogoliubov-de Gennes (BdG) equations, with
energy eigenvalues symmetric about zero. For each pair of Majorana solutions, one energy
will be slightly positive and one (equal-magnitude) energy slightly negative. Each of these









































80x80: µ = −3t,  α = 1.5t, h = 1.5t
Figure 6.5: Left: Order parameter, and right: quasiparticle excitation spectrum, for the
homogeneous 80× 80 non-Abelian-phase system with parameters µ = −3t, α = 1.5, h = 1.5,
U = −5.5t and two boundaries. PBC is used in the x direction and OBC in the y direction,
giving one boundary along iy = 0 and one along iy = 79.
The existence of Majorana fermion zero-mode(s) at a boundary occurs in both the non-
Abelian and Abelian phases. We study these boundary Majorana modes for the homogeneous
phase, that is, in the absence of vortices or impurities. Figure 6.5 (left) shows the supercon-
ducting order parameter and (b) the quasiparticle excitation spectrum, for a homogeneous
80× 80 non-Abelian-phase system (µ = −3t, α = 1.5, h = 1.5, U = −5.5t) with two bound-
aries. We use periodic boundary conditions (PBC) in the x direction and open boundary
conditions (OBC) in the y direction to obtain two boundaries, one along iy = 0 and one
































Figure 6.6: Magnitude squared of (a cross-section of) the wave function of the smallest-
energy state, for (a) spin-up, and (b) spin-down components, for the homogeneous 80 × 80
non-Abelian-phase system with parameters µ = −3t, α = 1.5, h = 1.5, U = −5.5t and two
boundaries, one at iy = 0 and one at iy = 79. PHS is present.
each of these two boundaries, with energy E ' ±2.7 × 10−6t. To confirm that the lowest-
energy excitation is a Majorana mode, one must check that the wave function of this state
exhibits PHS. In Fig. 6.6 we examine a cross-section of the probability distribution of the
(positive) minimum-energy state, and see that it indeed exhibits PHS. The corresponding








































80x80: µ = −t,  α = 2t, h = 2t
Figure 6.7: Left: Order parameter, and right: quasiparticle excitation spectrum, for the
homogeneous 80 × 80 Abelian-phase system with parameters µ = −t, α = 2t, h = 2t, U =
−5.8t and two boundaries, one at iy = 0 and one at iy = 79.
In the Abelian phase, one finds two Majorana modes per surface. The order parameter and
quasiparticle excitation spectrum for a homogeneous 80× 80 Abelian-phase system (µ = −t,
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α = 2t, h = 2t, U = −5.8t), with two boundaries as before, is shown in Fig. 6.7. The PHS of
the two (positive) smallest-energy states, with energies E1 ' 3.9×10−7t, E2 ' 4.6×10−6t, is
examined in Fig. 6.8. The spectral gap for this system is somewhat small – about 0.15t – as
seen in Fig. 6.7 (b), resulting in some overlap of the Majorana modes and small oscillations
in the probability distribution reaching the center of the lattice, in the first excited state.
This overlap also perturbs the modes very slightly away from true PHS and hence from being
truly Majorana. With a larger spectral gap – and no overlap between zero modes on the two






































































Figure 6.8: Magnitude squared of (a cross section of) wave functions for (a) spin-up and
(b) spin-down components of the smallest-energy state, and (c) spin-up and (d) spin-down
components of the second-smallest-energy state, for the homogeneous 80× 80 Abelian-phase
system with parameters µ = −t, α = 2t, h = 2t, U = −5.8t and two boundaries, one at iy = 0
and one at iy = 79. PHS is slightly broken in the smallest-energy state.
70
6.3 Majorana Modes in a Vortex Core
As stated in the previous section, modeling a system which allows for an even number of
Majorana modes ensures the required PHS of the BdG equations. To study the vortex lattice,
we therefore use a system with two vortices (and PBC).
Inter-vortex interactions, which become weaker with increasing distance between vortices,
perturb the system energies. If the smallest positive energy (and equal-magnitude negative
energy) tends toward zero as the system size increases – that is, as inter-vortex distance
increases – this is a good indication of the existence of a Majorana mode.













Minimum Energies vs. Intervortex Distance
µ = −3t,  U = −5.5t, α = 1.5t, h = 1.5t
µ = −3t,  U = −5.5t,  α = 1.5t, h = −1.5t
µ = 3.5t,  U = −4.855t,  α = t, h = 0.8t
µ = 3.5t,  U = −4.855t,  α = t, h = −0.8t
Figure 6.9: Non-Abelian-phase
minimum energy eigenvalues (in log
scale) versus inter-vortex distance,
d. Inter-vortex distances correspond
to system sizes 31× 31, 41× 41,















































Figure 6.10: Wave function components of the lowest-energy state for the 61 × 61 non-
Abelian-phase system with parameters µ = −3t, U = −5.5t, α = 1.5t, and h = 1.5t. PHS is
exhibited. Left: spin-up particle and hole, and right: spin-down particle and hole components.
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the wave function of this state exhibits particle-hole symmetry (PHS). In the non-Abelian
region, where there is a single Majorana mode per vortex or boundary, this is what one finds.
In Fig. 6.9, we see the minimum excitation energies of the system decreasing with inter-vortex
distance for different systems in the non-Abelian region, including the vortex system with
the same parameters as the homogeneous-phase system studied in the last section (µ = −3t,
α = 1.5t, h = 1.5t, U = −5.5t). In Fig. 6.10 we examine the wave function of the minimum-
energy state of this particular system, to see that it indeed exhibits PHS, as in the case of
homogeneous phase with two boundaries.
In our data we now focus on the Abelian phase, for which our index theorem predicts the
existence of two Majorana modes per vortex. Our numerical results, however, indicate that
these modes are not exactly orthogonal to each other – and so annihilate each other – we
find no Majorana mode in a vortex core numerically in the Abelian phase.
In Fig. 6.11 we examine the dependence of lowest energies on inter-vortex distance for
various Abelian-phase systems, and can see that these energies are not going to zero. Included
is the system with the same parameters as the homogeneous Abelian-phase system studied
in the last section (µ = −t, α = 2t, h = 2t, U = −5.8t). Although size 61 × 61, as
in Fig. 6.10, should be large enough to determine whether PHS of the wave function and
therefore Majorana mode(s) exist for the vortex lattice, we examine the minimum-energy
wave function of this particular system for size 81× 81, in Fig. 6.12. One can see that PHS












Minimum Energies vs. Intervortex Distance
µ = −t,  U = −5.8t, α = 2t, h = 2t
µ = −t,  U = −5.8t, α = 2t, h = −2t
µ = t,  U = −4.498t, α = 1.5t, h = 1.5t
µ = t,  U = −4.498t, α = 1.5t, h = −1.5t
Figure 6.11: Abelian-phase
minimum energy eigenvalues
(in log scale) versus
inter-vortex distance, d.
Inter-vortex distances
correspond to system sizes
31× 31, 41× 41, 51× 51,













































































































Figure 6.12: Wave function components of the lowest-energy state, for the 81×81 Abelian-
phase system with parameters µ = −t, α = 2t, h = 2t, and U = −5.8t. PHS is broken. Top
left: spin-up particle, top right: spin-up hole, bottom left: spin-down particle, and bottom
right: spin-down hole component.
6.4 Exploration of the Abelian Region
From the table of topological regions, Table 3.1, we see that the Abelian phase is given by
µ2 + ∆20 < h
2 < (4t− |µ|)2 + ∆20, |µ| ≤ 2t, (6.1)
the region in which the TKNN invariant is −2. We explore this region further in this section.
Shown in Fig. 6.13 is the minimum quasiparticle excitation energy in the vortex lattice
as a function of positive Zeeman field, for µ = 0, with bulk Delta ∆0 = 0.34t and system
size 61 × 61. In Fig. 6.14 these minimum energies are examined more closely. Although
these energies decrease for some systems from system size 41 × 41 to 61 × 61, this decrease
is relatively small in general. The system µ = 0, α = 2t, h = 0.5t shows a significantly small




























eigenvalues versus Zeeman splitting,
h, for varying spin-orbit coupling, α,
for the vortex lattice within the
Abelian region. Parameters are
µ = 0 and ∆0 = 0.34t, and all
system sizes are 61× 61. Maximum
energy (for α = t) is cut off for
clarity.

















































































































Figure 6.14: Minimum eigenvalues as a function of h for varying α, for the vortex lattice
within the Abelian region. Parameters are µ = 0 and ∆0 = 0.34t.
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of this lowest-energy state are shown in Fig. 6.15 – we find that PHS is not present, and

























































































Figure 6.15: Wave function components of the lowest-energy excitation for the Abelian-
phase system µ = 0, α = 2t, and h = 0.5t (∆0 = 0.34t), for size 61 × 61. PHS is broken.
Top left: spin-up particle, top right: spin-up hole, bottom left: spin-down particle, and bottom
right: spin-down hole component.
The order parameter and the LDOS at a site at the center of one of the sides closest to
a vortex center are shown, respectively, in Figs. 6.16 and 6.17, for the same system (µ = 0,
α = 2t, h = 0.5t). The lowest-energy (quasiparticle) states are localized at the vortex center,
as reflected in the LDOS.
Looking at the eigenvalue spectrum for this system in Fig. 6.18, we notice something
interesting. The smallest two (positive) excitation energies come grouped closely together.
We compare non-Abelian and Abelian phase energy spectra in Fig. 6.19. In the non-Abelian
phase, a single smallest energy is separated slightly from higher energies, and tends toward
zero as the system size increases. Although we do not find energies approaching zero with



























Figure 6.16: Vortex lattice
order parameter, for µ = 0,
α = 2t, h = 0.5t (∆0 = 0.34t),
















61x61: µ = 0,  α = 2t, h = 0.5t
Spin up
Spin down
Figure 6.17: LDOS at the
center site on one of the sides,
closest to one of the vortex
centers, for µ = 0, α = 2t,
h = 0.5t (∆0 = 0.34t), size
61× 61. The lowest-energy
states are localized at the
vortex center. For this
system, the lowest-energy












61x61: µ = 0,  α = 2t, h = 0.5t
Figure 6.18: Excitation
spectrum in the vortex lattice
for µ = 0, α = 2t, h = 0.5t
(∆0 = 0.34t), size 61× 61.
76
two smallest energies is reminiscent of what would be found for two Majorana modes (per




















































61x61: µ = t,  α = 1.5t, h = 1.5t
Figure 6.19: Non-Abelian- and Abelian-phase excitation spectra in the vortex lattice. Non-
Abelian-phase spectra are for (a) µ = 3.5t, α = t, h = −0.8t (U = −4.855t) and (b) µ = −3t,
α = 1.5t, h = 1.5t (U = −5.5t). Abelian-phase spectra are for (c) µ = 0, α = 3.5t, h = −3t
(U = −10.632t) and (d) µ = t, α = 1.5t, h = 1.5t (U = −4.498t). All system sizes are 61×61.
6.4.1 Impurities
We look briefly at the effects of a single, non-magnetic impurity in the vortex center. In
Fig. 6.20 the minimum energy eigenvalue is plotted as a function of inverse of the impurity
potential, Vimp. For the vortex lattice, the order parameter does not converge for large
impurity potentials. We find the presence of localized dips in the minimum excitation energy
with varying impurity potential, in contrast to the homogeneous phase where minimum
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Minimum Energies with an Impurity
Vimp = 0
Figure 6.20: Minimum
excitation energy with a
single, non-magnetic
impurity placed at the
vortex center, for system
parameters µ = 0.5t,
∆0 = 0.34t, α = t, and
h = 1.5t. The order
parameter does not




In our work, we have focused on the Abelian phase of the model of two-dimensional (2D)
topological superconductivity (TSC) that we have studied [16], first described by Sato et al.
in the context of ultracold fermionic atoms in an optical lattice [17]. Our emphasis was on
the vortex lattice, assuming type-II superconductivity. Examining the vortex lattice in the
Abelian phase both numerically and analytically, we discerned the properties of this phase, in
particular the number of Majorana zero modes localized in a vortex core in this phase. Bulk-
edge correspondence would predict two Majorana modes per boundary or topological defect
for the Abelian phase, due to a Chern (or TKNN) number of -2 in this phase, and the inherent
particle-hole symmetry (PHS) of superconductivity. However, bulk-edge correspondence is
less-well understood for topological defects such as vortices. Additionally, this correspondence
cannot predict the relationship between any Majorana modes and therefore how they present
in real systems.
In chapter 5, we adapted an index theorem for the existence of Majorana mode(s) in a
vortex core [30] to the Abelian phase of our tight-binding model. While in the non-Abelian
phase there is a single Majorana fermion per vortex, we found, in accordance with bulk-
edge correspondence, that in the Abelian phase a vortex hosts two Majorana zero modes,
one with momentum near the Γ point and the other with momentum near the M point in
the Brillouin zone (BZ). In the non-Abelian phase, the energy bands of the normal state
have only one Fermi surface, whereas in the Abelian phase there are two Fermi surfaces, one
around the Γ point (k ∼ 0) and one around the M point (k ∼ ±(π, π)) in the BZ. When the
Fermi surface(s) are ‘gapped out’ by the emergence of the superconducting gap, a topological
state emerges with one and two Majorana modes for the non-Abelian and Abelian phases,
respectively, per surface or topological defect.
To show our index theorem for the tight-binding model (with nearest-neighbour hopping
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only), we first approximated the energy bands near the Γ and M points in momentum space
to second order, so that the band energies are similar to those in the continuum model.
For the M point, this involves an effective mass approximation, equivalent to neglecting
the quickly-oscillating factor of e±i(π,π)·r in the electronic wave functions. Neither of these
approximations should pose a real problem, as Majorana fermions are zero-energy modes
with energies approaching the Fermi energy, and the quickly-oscillating factor above simply
causes a sign change in the wave function for every other site on a lattice. However, Sato
et al. [16] have shown that while Majorana modes in the non-Abelian phase of this model
can be composed of quasiparticles with k ∼ 0 (or k ∼ (π, π)) in the long-distance regime far
from the vortex, near the vortex core they are likely composed of quasiparticles with a large
momentum k 6= 0, (π, π), as momentum is not a good quantum number in a vortex core.
(This large momentum is associated with either the Fermi surface or with the contour in the
BZ which, in transitioning from the non-Abelian phase to the Abelian or trivial phase, would
become the second Fermi surface.) Therefore our method of treating the modes as either
purely near the Γ point or the M point is a simplification, though possibly a good one for
the case of both Fermi surfaces in Abelian phase being small, as occurs near half filling.
As in the continuum model index theorem [30], the Hamiltonian is then transformed to
total-angular-momentum space, where the total angular momentum channels decouple and
one can choose the mJ = 1/2 channel. Diagonalization of the Hamiltonian and linearization
of the bands about the Fermi momentum or band extremum, followed by Fourier transform
to real space, allows one to put the Hamiltonian for channel mJ = 1/2 into the Dirac form
for a zero-energy mode. Performing this procedure for each of the Γ and M points separately,
one finds a unique Majorana solution in each case. Although the solution for the Γ point
appears non-normalizable, as in the case of the continuum model (in which the non-Abelian
region is the only non-trivial region), this solution is an approximation to the true solution
and is therefore still worth considering. This non-normalizability may be an artifact of
approximating the Majorana mode as being purely composed of quasiparticles near the Γ
point (k ∼ 0).
An important question we sought to answer was whether these two Majorana modes are
similar or orthogonal to each other. Majorana modes which are not spatially confined will
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not generally annihilate each other, as can be seen in our numerical results for homogeneous
systems with two boundaries. For these systems, each of the two boundaries hosts a single
Majorana mode in the non-Abelian phase or two Majorana modes in the Abelian phase, as
confirmed numerically. However, in the vortex core where excitations are spatially confined,
Majorana modes which are not orthogonal to each other will annihilate. Trying to answer
the question of whether these modes are similar or orthogonal analytically is tricky, and not
necessarily possible using the results of our index theorem which involves approximations.
Analytically, in the limit of decoupled bands our calculations appear to yield orthogonal
Majorana modes. However, our numerical results did not show any Majorana modes for
the vortex core in the Abelian phase, an indication that these modes are likely not exactly
orthogonal to each other.
Numerical calculations involved self-consistently solving the Bogoliubov-de Gennes (BdG)
equations for the superconducting order parameter, using efficient numerical algorithms
designed for parallel computation including the Chebyshev polynomial expansion and the
Sakurai-Suriura (SS) method. The Chebyshev polynomial method to find the mean fields –
the order parameter and the Hartree potential(s) – avoids diagonalization of the BdG ma-
trix which is computationally costly for realistic system sizes and hard to parallelize. As
the Chebyshev method does not compute the eigenpairs directly, the SS method is useful
alongside it to find the energy eigenvalues and corresponding quasiparticle eigenstates within
an energy window of one’s choice, after convergence of the order parameter.
To compare minimum energies between systems most meaningfully, we chose a bulk order
parameter for most systems of ∆0 ≈ 0.34t, by adjusting the coupling constant U for a given
set of µ, α and h (chemical potential, spin-orbit coupling and Zeeman splitting), and first
checking that the homogeneous phase converged. As properties such as eigenvalues scale
linearly with ∆0 (including for vortex systems) as long as one remains within the same
topological phase, this should not affect the usefulness of our results much. Our results
showed the presence of the Pauli depairing effect, in which the Zeeman magnetic field (or
Zeeman splitting, h) tends to align electronic spins in the field direction, thereby breaking
up spin-singlet Cooper pairs and eventually destroying superconductivity for a large enough
field. This effect is mitigated by the spin-orbit coupling, with coupling constant α, as was
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also apparent in our results. In practice one wants to have a large Zeeman field in order to
open a wide-enough gap between the spin-polarized energy bands within which to place the
chemical potential, to obtain the topological order. Our results have shown that convergence
of the order parameter requires α & h. For larger h, oscillations tend to appear in the order
parameter for the vortex lattice, increasing in amplitude with increasing h; for smaller vortex
lattice systems, superconductivity can be destroyed for large enough h.
In calculating energies of the BdG system numerically, one must be careful to allow for
the presence of an even number of zero-energy modes, as the BdG equations are particle-hole
symmetric. This allows there to be an equal-magnitude (small) negative energy for each
(small) positive energy – with restricted system size, numerical eigenvalues will never be
exactly zero. Each of these energies corresponds to a superposition of the zero-energy modes.
Therefore in our calculations we modelled systems with two vortices, with PBC for studying
the vortex lattice.
Numerically, we found no Majorana modes in a vortex core for the Abelian phase of this
two-dimensional (2D) system. We contrasted this with the non-Abelian phase, where we
found one Majorana mode per vortex core, as well as with the homogeneous phase with two
boundaries, where we found one or two Majorana modes per boundary in the non-Abelian or
Abelian phases, respectively. We observed the Majorana condition by checking both that the
minimum energy approached zero with increasing system size, and that the corresponding
quasiparticle state exhibited PHS. With increasing system size, the inter-vortex distance
increases, weakening inter-vortex tunneling effects which perturb the energies. Our Abelian
phase results did not show minimum energies approaching zero with increasing system size;
instead energies stayed relatively constant with increasing size. Furthermore, in a vortex
system in the Abelian phase, although we did not find Majorana modes, we did observe the
close grouping of the two smallest (positive) energies for most systems, reminiscent of what
would be found for two Majorana modes should they be able to coexist. This is another
indication that there are two similar Majorana modes per vortex core in the Abelian phase,
which annihilate each other.
In the future, further studies could be done to show analytically whether the Majorana
modes in the Abelian phase are similar to each other. In our index theorem as well as the
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continuum model (non-Abelian) index theorem, an approximation of the interband coupling
as a constant leads to this coupling necessarily being zero, by taking the limit of the coupling
between the bands at the Fermi momentum and band extremum, respectively (for k ∼ 0,
the Fermi momentum is in the upper band, while for k ∼ ±(π, π) it is in the lower band).
As this approximation appears to give orthogonal Majorana modes in our calculations, this
approximation may not properly reflect the real relationship between these modes. One might
try using an arbitrary, small interband coupling constant instead. Additionally, one might
try to properly account for the fact that a Majorana mode is likely not purely composed of
quasiparticles with momentum near the Γ (or M) point, especially close to the vortex core
where momentum is not a good quantum number.
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Appendix A
Chern (TKNN) Number and the Quantum Hall
Effect
When the Hamiltonian depends on a parameter, so do its eigenstates. In certain cases,
these eigenstates can have a ‘twist’ in parameter space. (Eigenstates are studied adiabatically,
where the parameter is changed slowly enough that at all times the system is approximately
in equilibrium.) When a system has translational invariance, for example, it has eigenstates
in momentum space [9]:
H(k) |un(k)〉 = En(k) |un(k)〉 , (A.1)
where un(k) is the periodic Bloch function, H(k) the corresponding Hamiltonian, and n the
band index. One can define a quantity called the Berry connection,
A(n)(k) = i 〈un(k)|∂kun(k)〉 , (A.2)
which measures the rate of change of the wave function in momentum space. As u is undefined
up to a phase factor, one can apply a gauge transformation,
|un(k)〉 → eiφn(k) |un(k)〉 , A(n)(k)→ A(n)(k)− ∂kφn(k). (A.3)
However, the wave function must be single-valued. Integrating A around a closed loop in
momentum space can therefore only differ by an integer multiple of 2π, depending on the
gauge.
This leads to the definition of the first Chern number. The ‘field strength’ of the Berry
connection is its curl in momentum space, which in two dimensions (2D) is given by













dkx dkyF (n)xy (k), (A.5)
where the total Chern number is given by the sum of Chern numbers over all occupied bands.
The Chern number is also known as the TKNN number, named after Thouless, Kohmoto,
Nightingale and den Nijs, who first introduced it to classify quantum Hall states [18]. Using
Stokes’ theorem, and Brillouin zone periodicity (the Brillouin zone for the square lattice is a
torus, T 2), this integral vanishes if A is non-singular.
However, if the eigenstates have a ‘twist,’ giving a singular A, then one can perform a







dk · ∂kφn(k), (A.6)
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where the region R encloses the singularity [9]. This boundary integral must give an integer,
due to φn only differing by an integer multiple of 2π after traversing around a closed loop.
In 2D, for a band insulator with no other symmetries of the Hamiltonian, the Chern
number will only be non-zero in a system with broken time-reversal symmetry. To see this,








F (n)ij (k)→ −
∑
En<EF
F (n)ij (−k), (A.7)








F (n)xy (−k) = −Ch. (A.8)
Therefore, if the system has time-reversal symmetry (TRS) its Chern number will be zero.
The state given by broken TRS in this case is the integer quantum Hall state, where TRS
is broken by the magnetic field. The Chern number is the same as the filling factor ν, the
number of filled Landau levels. This also corresponds to the number of gapless, chiral edge
states, which propagate around the edge of the material in a single direction determined
by the magnetic field. The transverse (Hall) conductivity σxy = νe
2/h is quantized, the
discovery of which led to the realization that the quantum Hall system was a topological
insulator. (The high precision of the quantization, to about 1 part per billion, is used to
define standard units of resistance h/e2 [22, Sec.15.6.1].)
Introducing TRS, although it gives a zero Chern number in this case, can also lead to a
non-trivial topological state: the quantum spin Hall state. Kramer’s theorem shows that a
time-reversed, half-integer spin state is orthogonal to the original state, as it has opposite spin.
In a system with spin defined on a particular axis, for example the z-axis, the Hamiltonian







Each piece of the Hamiltonian, H↑ and H↓, can have a nonzero ‘spin Chern number,’ even
though the total Chern number vanishes: Ch↑+Ch↓ = 0. In real systems, spin-orbit coupling
generally breaks spin conservation; however, one can still define eigensectors by Kramer’s
pairs of time-reversed states rather than spin. Again there are two Chern numbers which
sum to zero, say ChI + ChII = 0. The classifications I and II are arbitrary however, with
no real physical meaning, and members of Kramer’s pairs can be exchanged between sectors.
The value which does have a real meaning is the parity of the Chern numbers:
(−1)ChI = (−1)ChII . (A.10)
This gives a Z2 index as the invariant, where −1 is non-trivial [9], that is, the existence
of an odd number of Kramer’s pairs. The protected edge states in the quantum spin Hall
state consist of a single Kramers doublet, that is a single pair of modes carrying opposite
spin and propagating in opposite directions, which cannot be mixed by any TRS-preserving
perturbation [41]. When a U(1) part of the spin is conserved (the spin axis is chosen), these
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Figure A.1: (a) Trivial TRS system: the two states at k = 0 (Γa) are connected to the
same Kramers doublet at k = π (Γb), giving an even number of occupied Kramers pairs. (b)
Non-trivial TRS system: the two states at k = 0 are connected to two different Kramers
doublets at k = π, giving an odd number of Kramers pairs. [4] Copyright (2010) by the
American Physical Society. http://dx.doi.org/10.1103/RevModPhys.82.3045
modes correspond to spin-up electrons propagating one way and spin-down electrons the
other way.
Quantum Hall states, and topological insulating states in general, resemble both insulators
and superconductors. In the integer quantum Hall effect both longitudinal conductance and
longitudinal resistance are zero. Topological insulators are insulating in the bulk but host
novel metallic states at their boundaries. These edge states cannot be localized by disorder
(as in Anderson localization due to impurities) because elastic back-scattering is not allowed.
Another way to view the Chern number is in terms of homotopy [9, 41]. If there are m
empty states above the Fermi energy and (n−m) filled states below, one can diagonalize the
Hamiltonian using a unitary operation:
U †(k)H(k)U(k) =
E1(k) . . .
En(k)
 . (A.11)
For a band insulator with no other symmetry, a deformation which preserves the topology







where 1 is the identity matrix. This deformed Hamiltonian is often referred to as the pro-




|un(k)〉 〈un(k)| , (A.13)
which gives the projection onto filled states. Specifically, one takes the operator
Q(k) = 1− 2P (k). (A.14)
This ‘projector’ Q(k) gives the deformed Hamiltonian above.
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where Um×m and U(n−m)×(n−m) are arbitrary unitary matrices. The invariance under this
transformation holds because the block diagonal unitary and identity matrices commute: the
(deformed) Hamiltonian has gauge symmetries of arbitrarily rearranging or taking linear com-
binations of the m empty states and similarly of the n−m filled states. This transformation




In this case, this map has dth homotopy group given by [9]
πd(M) =
{
0 d = 1, 3,
Z d = 2.
(A.17)
Homotopy groups define topological properties of a space. The first homotopy group or
‘fundamental group’ is given by the distinct ways in which to map a cirle with a base point
to the space in question. For example, π1 of the torus is Z2, as there are two distinct ways
to loop around a torus, each of which could be looped around any integer number of times.
These distinct ways of looping, that is, of mapping a circle to the torus, cannot be deformed
into each other. The second homotopy group is given by distinct ways to map a sphere with
base point to the target space, the third homotopy group by distinct ways to map a 3-sphere
to the target space, and so on. The space produced in M by the map from the Brillouin
zone can be thought of as the space in which the ‘twist’ in eigenstates lives.
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Appendix B
The Continuum Model Index Theorem for a
Majorana Mode in a Vortex Core
This appendix follows the index theorem of Tewari, Sau, and Das Sarma [30] which shows
the existence of a single Majorana mode in a vortex core in the non-Abelian phase of a two di-
mensional (2D) topological superconductor, using the continuum model of momentum space.
The model of 2D TSC used here, when extended to a tight-binding model of momentum
space, is equivalent to that of Sato et al. [16, 17]. We derive equations in more detail.
B.1 Hamiltonian
The problem studied is for the 2D heterostructure combining the ingredients for spin-orbit
coupling, Zeeman splitting, and s-wave superconductivity. For example, one can layer a semi-
conductor next to a ferromagnetic insulator and a superconductor, where the semiconductor
provides Rashba spin-orbit coupling, and the ferromagnetic insulator and superconductor in-
duce Zeeman splitting and superconductivity by proximity, respectively. One can also use a
superconductor such as lead with intrinsic spin-orbit coupling, layered next to a ferromagnetic
insulator [15], or various other set-ups.
The 2D Hamiltonian includes the single-electron part and the SC pairing for a vortex,
HTot = H0 + HV . The single-electron part is given by H0 = HK + HSO + HZ , where





























Here m∗ is the effective electron mass, µ is the chemical potential, α is the spin-orbit coupling









where R and r are the center-of-mass and the relative coordinates of a Cooper pair, respec-
tively; h(R) ∼ (1 − e−R/ξ) describes the amplitude, and θR the phase, of SC pairing in the
vortex; and g(r) is the Fourier transform of the s-wave order parameter g(k) ≡ ∆0.
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B.2 Fermion zero-mode in 1D Dirac theory
The 2D problem is mapped onto an effectively 1D problem similar to that for the Jackiw-
Rebbi zero-mode at a mass domain wall [30]. In the Jackiw-Rebbi problem, which yields an








where ψ†(x) = (f †1(x), f
†
2(x)), with f1,2(x) two independent fermion fields, and vF and m(x)
are the Fermi velocity and spatially-varying mass of the fermion fields. The two independent
fermion fields yield a regular fermion zero-mode, as opposed to fields related by Hermitian
conjugation and parity reversal which can yield a Majorana fermion zero-mode. In this 1D










































































 φ1(x′)(δ(x− x′)− f †1(x′)f1(x))− φ2(x′)f †2(x′)f1(x)
−φ1(x′)f †1(x′)f2(x) + φ2(x′)
(



















−φ1(x′)f †1(x′)f2(x) + φ2(x′)
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−φ1(x′)f †1(x′)f2(x) + φ2(x′)
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Letting φ(x) = (φ1(x), φ2(x))










This implies the real-space BdG equation for φ(x) (Eq. (7) [30])
εφ(x) = −ivFσz∂xφ(x) +m(x)σxφ(x). (B.7)
Solving this equation can be done by noting that, because σy anticommutes with σz and σx,
for any solution φ(x) with energy ε there is also a solution σyφ(x) with energy −ε:
σy(εφ(x)) = σy(−ivFσz∂xφ(x) +m(x)σxφ(x))
⇒ εσyφ(x) = +ivFσzσy∂xφ(x)−m(x)σxσyφ(x)
⇒ −ε(σyφ(x)) = −ivFσz∂x(σyφ(x)) +m(x)σx(σyφ(x)).
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For a non-degenerate zero-energy solution to exist, it is therefore required that such a
solution have φ0(x) = λσyφ0(x), i.e., φ0(x) is also an eigenstate of σy. Letting ε = 0 and





which implies (Eq. (9) [30])









For m̃(x) = ±sign(x)|m(x)|, φ0 is normalizable for λ = ∓1, respectively. Therefore for each
sign change of the mass term, m̃(x), there is a single zero-energy solution (with x = 0 shifted
to define the point of the sign change). This solution defines the quasiparticle excitation as
















where C is a normalization constant. As f1(x) and f2(x) are two independent fermion fields,
q† is a regular fermion operator with the usual anticommutation relations.
B.3 Map of the Hamiltonian of the 2D semiconductor
on an effective 1D theory
In order to map the 2D problem onto an effectively 1D problem, the authors of Ref. [30] use
the rotational symmetry of the total Hamiltonian to decouple it into various angular momen-
tum channels. Due to the spin-orbit term, HSO, HTot is invariant only under simultaneous
rotation in real and spin spaces. Therefore a representation of the operators in total angular
momentum space is used. The annihilation operators in the total-angular-momentum basis



















where k = |k| and mJ is the total (orbital plus spin) angular momentum, a half-odd integer
for the electron. The relation {ckβ, c†pγ} = δ(k−p)δβγ implies the relation {cmJ ,k,β, c†nJ ,p,γ} =






































δ(θk − θp)δ(k − p)δβγ
= δ(k − p)δβγ,
(B.12)
where equality of signs for the minus-plus signs is ensured by δβγ, and we use the represen-
tations for the delta function,











i(nJ−mJ )θk . (B.13)
Transforming the Hamiltonian to total angular momentum space (corresponding to Eqs.






































































(ky + ikx) c
†

















































































































































As required, the mJ channels separate for the single-electron Hamiltonian.
To transform the vortex part to total angular momentum channels, the authors of Ref. [30]
































Then, setting (corresponding to Eq. (16) of Ref. [30])
g(k − p) =
∫
d2r g(r)ei(k−p)·r ≡ ∆0,














Now note that, if (k + p) is rotated by an angle θ, the quantity (k + p) ·R is left invariant
if θR is also rotated by θ. This implies (Eq. (17) [30]) I(Rθ(k+ p)) = e
iθI(k+ p), where Rθ
rotates by θ, as











where θ′R = θR − θ. This means the angular dependence of (k + p) can be factored out,
giving I(k + p) = eiθk+pI(|k + p|). The authors of Ref. [30] then choose (k + p) along the
y-axis, or θ = π
2
− θk+p, giving












dRRh(R) · 2πJ−1(|k + p|R)
= ieiθk+p
∫
dRRh(R) · 2πJ1(|k + p|R),











Now, letting x = |k + p|R,



















































[J1(x)StruveH0(x)− J0(x)StruveH1(x)]∞0 . (B.22)
The above integral does not converge to a particular value as the RHS solution is oscillatory
at infinity, bounded by ±C
√
x. However, in practice the vortex does not have infinite extent,
so that the upper limit of the above integral can be taken as an arbitrary, large number, and
the authors of Ref. [30] approximate the above integral by O(1).
Therefore Ref. [30] uses the approximation




Going back to Eq. (B.19), using (B.23), and noting that eiθk+p = (keiθk + peiθp)/|k+ p|, one
























k2 + p2 − 2kp cos θ
)−3/2
is an even function of θ ≡ θk − θp, and so




k2 + p2 − 2kp cos θ
)−3/2
sinmθdθ ≡ 0, (B.26)
as sinmθ is odd.
Finally, transforming to total angular momentum operators, we have for the vortex (pair-







































































































Therefore the mJ =
1
2
channel separates from the rest, for all parts of the Hamiltonian: above
it is given by taking m = −1 in the first term and m = 0 in the second term.
In the mJ =
1
2





































































∆(k, p) := ∆0
√
kp (k u−1(k, p) + p u0(k, p)) . (B.30)
From now on, only the mJ =
1
2
channel will be taken, and the subscript will be suppressed.
B.4 Demonstration of the zero-energy solution
B.4.1 Diagonalization
The single-electron Hamiltonian (channel mJ =
1
2
) is now diagonalized using a unitary trans-
formation. This will make it possible to linearize band energies around the Fermi surfaces and
put the total Hamiltonian in the Dirac form. The single-electron Hamiltonian is diagonalized


























where |ak|2 + |bk|2 = 1. The f †± operators, as they are related to the original operators c
†
± by












































= −akbk + akbk = 0,
etc.










































































































































































































−,p (the intra-band pairing terms)
are antisymmetric in k and p, while the f+f− (inter-band pairing) terms are not. Therefore































where Λ++(k, p) and Λ−−(k, p) are antisymmetric in k and p,





Λ−−(k, p) = −∆(k, p)apbk + ∆(p, k)akbp,
Λ+−(k, p) = ∆(k, p)a
∗




We note that the complex phase of Λ++ and Λ−− functions can be chosen arbitrarily (Λ+−
is always real), depending on a phase factor in how f ’s are defined in terms of c’s. For this







































)(|ak|2E+,k + |bk|2E−,k akb∗k(E+,k − E−,k)










































V 2z + α
2k2 + Vz
√




where φ is an arbitrary phase. Correspondingly, one has
Λ++(k, p) = ie
−i2φ sign(∆(k, p)−∆(p, k))|Λ++(k, p)|,
Λ−−(k, p) = ie
i2φ sign(∆(k, p)−∆(p, k))|Λ−−(k, p)|.
(B.38)
In Ref. [30], it appears that the authors have chosen φ = 0 for simplicity, corresponding to
imaginary Λ++(k, p) and Λ−−(k, p).
B.4.2 Linearization
It is assumed that the Fermi level is in the lower (−) band, with Fermi momentum kF , while
the upper (+) band is separated from the Fermi level by an energy gap E+ = |Vz|−µ (this is
true as long as |µ| < |Vz|, which is implicitly assumed to be true experimentally). Without
loss of generality, µ is taken positive. The momenta are now limited to those near the Fermi
momentum for the lower band, and near the band minimum at k = 0 for the upper band.





















+ Λ−−(kF + q, kF + q
′)f †−,kF+qf
†








The lower limits on the momenta q, q′ are 0 and −kF for the upper and lower bands, respec-
tively (upper limits are taken as ∞). The lowest order dependencies of the functions Λ on
q and q′ which are consistent with Λ++ and Λ−− being antisymmetric in (q − q′) are now
taken. Since Λ+−(k, p) has no symmetry requirement, it is generically non-zero in the limit
q, q′ → 0, and it is assumed in Ref. [30] that it is a non-zero constant Λ+− in this limit. (If


















Λ++(q − q′)f †+,qf
†
+,q′









B.4.3 Fourier transform to real-space
Now that the Hamiltonian has been simplified in this way, it can be Fourier-transformed to
real space to find a Majorana solution. The authors of Ref. [30] use the Fourier operator










Inserting these transforms into Eq. (29) in Ref. [30] (Eq. (B.45) at the end of this subsection),








































































giving a function Λ++(q, q
′) in the brackets which is antisymmetric in q and q′. This is only
possible if Λ++(x) is odd in x, as otherwise cos(x(q − q′)) terms would be present.
Note that the phase of Λ++(q, q
′) (Λ−−(q, q
′)) is different from the phase of Λ++(x)




In Ref. [30], the authors appear to have chosen φ = 0, yielding real Λ++(x) and Λ−−(x).
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Alternatively, to transform the Hamiltonian, one has∫









where c(q) can be extended to q ∈ (−∞,∞). We consider the Hamiltonian term by term.























Fourier transforms of the Λ functions are harder to see. Taking the lowest order antisymmetric
in q and q′, say Λ++(q − q′) ≈ c1(q − q′) for some constant c1, Λ++(x) can be found by∫ ∞
0


















































where we have integrated by parts in the last step. The factor in brackets is the function
Λ++(x), which is odd in x (as the derivative of an even function is odd). The term for the
Fourier transform of Λ−−(q− q′) is similar, giving Λ−−(x), also odd in x. The final term can





































where in the second last line we have used the fact that eix(q−q
′) = 1 when x is zero.


































with Λ++(x) and Λ−−(x) odd in x, and E−(x− x′) = iν∂xδ(x− x′).
B.4.4 BdG equations
One can find the BdG equations from the commutator of HTot with the operator for a










−(x) + η+,2(x)f+(−x) + η−,2(x)f−(−x)
)
. (B.46)
For γ† a zero-energy mode, we have[
HTot, γ
†] = εγ† = 0. (B.47)
In order to solve this equation, anticommutation relations for f †(x) operators are needed.

































′) ≡ S−(x− x′).
(B.48)
These anticommutators are not quite delta functions. For example, S+(x− x′) can be found










where P stands for the Cauchy principal value. Since these anticommutators are not delta





S±(y − x)η±,n(y)dy, (B.50)
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Substituting these into Eq. (B.47), we have in the general case (the authors of Ref. [30] have





































































Integrating by parts for the term with ∂xδ(x − x′), changing x → −x where needed, and
using that Λ++(x) and Λ−−(x) are odd in x, we have[
HTot, γ







































Looking at f †−, f
†
+, f−, and f+ terms separately, we find the BdG equations (corresponding


















Finding the ξ+ functions in terms of the ξ− functions can be done via the second and fourth



































Now we can substitute these into the first and third equations. Similarly to Eqs. (37) [30],




























· ξ−,2(x) = 0,
while the third equation yields

































































































Clearly m(x) is odd in x, as Λ++(x) and Λ−−(x) are odd in x.
Note that in general m(x) can have any phase (dependent on the phase of diagonalized
f operators in terms of c operators), as Λ++(x) and Λ−−(x) have an arbitrary phase (see
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Eq. (B.43)). However, for simplicity, in Ref. [30] Λ(x) functions and therefore m(x) have
been chosen real.
The general solution to the BdG equations (B.56) is of the form,



































where m̃(x) ≡ sign(x)|m(x)|, and for m(x) = eiθm̃(x) we have
A2 = e
iθA∗1, B2 = −eiθB∗1 , (B.59)
or finally,




















where λ = ±1.
The BdG equations (B.56) are of a form similar to the Dirac problem. In particular, if
ψ(x) = (ψ1(x), ψ
∗
2(x))
T is a solution to (B.56), then σxψ(x) is also a solution. Therefore
for a unique zero-energy solution to exist, we must have ψ(x) an eigenspinor of σx, with












we find C = eiθC∗, or
C = |C|eiθ/2. (B.62)
Therefore we have the unique zero-energy solution:



















where θ is determined by the definition of diagonalized f operators in terms of c operators
(specifically, we have θ = 2φ± π, from Eqs. (B.43) and (B.57)).
Note that, as we chose m̃(x) ≡ sign(x)|m(x)|, (B.63) is normalizable only for λ = −1;
however, we will see that it is Majorana only for λ = +1. As this solution is an approximation
to the true solution, however, and in practice the Majorana mode will be localized near the
vortex core, this Majorana solution is still worth considering.
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B.5 Demonstration of the Majorana condition
A Majorana solution is found from (B.63) in the case λ = 1. To demonstrate that γ† is a
Majorana fermion in this case, i.e., γ† = γ, we need to show that (Eq. (41) [30])
η∗±,1(−x) = η±,2(x), (B.64)


























To demonstrate (B.64), note that (Eq. (42) [30])
S∗+(y − x) =
∫ ∞
0
dk e−ik(y−x) = S+(x− y),
S∗−(y − x) =
∫ ∞
−kF
dk e−ik(y−x) = S−(x− y).
(B.65)
Then this condition translates into showing (Eq. (43) [30])
ξ∗±,n(−x) = ξ±,n̄(x), (B.66)
where n̄ = 1 for n = 2, and vice-versa, as ξ±,n̄(x) =
∫∞















To show that ξ∗±,n(−x) = ξ±,n̄(x), look at the solution (B.63) to the BdG equations. Then
we find, for λ = 1,










































































































Therefore the conditions (B.66) (and (B.64)) hold, and γ† = γ is a Majorana fermion operator.
The authors of Ref. [30] go on to show that furthermore, this excitation is topologically
protected, so that a Majorana zero-mode will exist even for an anisotropic (i.e., breaking
rotational symmetry near the vortex) and strong-pairing Hamiltonian, so long as a bulk
phase transition is not crossed, that is, the bulk gap does not close.
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Appendix C
Calculation and Comparison of Majorana Wave
Functions
C.1 Calculation of Majorana Wave Functions
In this section we calculate the η wave functions of the Majorana modes (see Eq. (5.22))
found in our index theorem in chapter 5. Finding the η wave functions will allow us to
compare the Majorana modes about k ∼ 0 and k ∼ (π, π), which we do in Section C.2.
Computing η’s is a long process, as we need to find the Λ functions associated with the
SC vortex pairing in momentum space (see Eq. (5.18)), Fourier transform them to real space,
substitute them into the ξ functions (see Eqs. (5.31) and (5.34) for k ∼ 0 and (5.37)-(5.39)
for k ∼ (π, π)) and finally compute the η wave functions from the definition of ξ’s (see
Eqs. (5.24) and (5.25)).
C.1.1 Calculation of Lambda functions
To calculate the Λ functions in momentum space, we start with the definitions (see Appendix
B, Section B.4.1),





Λ−−(k, p) := −∆(k, p)apbk + ∆(p, k)akbp,
Λ+−(k, p) := ∆(k, p)a
∗




which have the same form whether they are in terms of k or k̃. Here ak and bk are components
of the matrix diagonalizing the single-electron Hamiltonian, and (see Appendix B Section B.3,
Eq. (B.17) onwards)
∆(k, p) = ∆0
√
kp(k u−1(k, p) + p u0(k, p)), (C.2)
with um a Fourier component of 1/|k + p|3.
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√
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)((−4t+ tk2 − h) iαk























)((4t− tk̃2 − h) −iαk̃


















with eigenvalues (setting µ ≈ 0)
E0±(k) ≈ −4t+ tk2 ±
√
α2k2 + h2, (C.8)
where we have used the fact that the upper and lower bands flip orientation between k ∼ 0
and k ∼ (π, π) (see Eq. (5.16)),
Eπ+(k̃) = −E0−(k̃), Eπ−(k̃) = −E0+(k̃). (C.9)
To find the Λ functions, we must also calculate the Fourier components in Eq. (C.2).










k2 + p2 − 2kp cos θ
)−3/2
e−imθdθ,
where θ = θk − θp. Note that all um will be real, as the imaginary part of the integrand is













(k + p)2|k − p|
. (C.10)

























Here K(x) and E(x) are complete elliptic integrals of the first and second kinds, respectively.








































Therefore for ∆(k, p) (Eq. (C.2)) one finds









































First let us look at Λ+−(k, p). In the continuum model [30], it is assumed that Λ+−(q, kF + q
′)
is a non-zero constant Λ+− in the limit of q, q
′ → 0. It can be shown, however, that Λ+−
is indeed zero, and that the BdG equations simplify in this case. To calculate the constant
Λ+−, we use the definition (C.1), where substitution yields























































Around k ∼ 0 we have the Fermi momentum in the upper band, and so take k = kF + q,
p = q′ where q, q′ → 0. In this limit, the argument of the elliptic functions goes to zero.






 α2√2h 1√h2 + α2k2F + h√h2 + α2k2F
(
k(k2 + 3p2)
















































′) goes to zero as q′1/2 as q′ → 0. Similarly, for k ∼ (π, π) the Fermi
momentum kF is in the lower band, so we take k̃ = q, p̃ = kF + q
′ with q, q′ → 0. This yields















which goes to zero as q1/2.
One can therefore approximate the BdG equations using Λ+− = 0. As we will show when
calculating the ξ functions in the next subsection, under this approximation the BdG equa-
tions for upper and lower bands decouple, and we are left with a mass term (see Eqs. (5.31)
and (5.38))
m0(x) ≈ Λ0++(x)
for k ∼ 0, and
mπ(x) ≈ Λπ−−(x)
for k ∼ (π, π).
Now let us calculate Λ0++(q, q
′) and Λπ−−(q, q
′). First looking at Λ++(k, p), going back to
the definition (C.1) and substituting yields



















































where plus and minus signs are for k ∼ 0 and k̃ ∼ 0 (substituting k̃ for k and p̃ for p),












p(k + p)2|k − p|
− 2(p
2 + 3k2)p





















































































Now, looking at Λ−−(k, p), substituting into definition (C.1) yields



















































with minus sign for k ∼ 0 and plus sign for k̃ ∼ 0. For k ∼ (π, π), linearizing with k̃ = kF +q,
p̃ = kF + q
′, for small q, q′, one has











(k̃ + p̃)2|k̃ − p̃|
− 2(p̃
2 + 3k̃2)





























We now have all the Λ functions that will be needed, and can Fourier-transform them to
real space. Due to the definition of the Fourier transforms (e.g., for k ∼ 0, where transforms
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One can see that these are the real-space functions by substituting into the Hamiltonian







































































where P stands for the Cauchy principal value. Therefore the momentum-space Λ functions
are retrieved, and the functions Λ0++(x) and Λ
π
−−(x) are given by Eq. (C.20).
C.1.2 Decoupled BdG equations and wave functions
In the previous subsection, we have shown that the constant Λ+− is zero. Therefore we
approximate the BdG equations (see Eqs. (5.26)), e.g. about k ∼ 0, by
E0−ξ−,1(x)− iΛ0−−(x)ξ−,2(x) = 0,
iA0kF∂xξ+,1(x)− iΛ0++(x)ξ+,2(x) = 0,
−E0−ξ−,2(x) + iΛ0∗−−(x)ξ−,1(x) = 0,
−iA0kF∂xξ+,2(x) + iΛ0∗++(x)ξ+,1(x) = 0.
(C.21)
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These equations are decoupled into two lower-band equations and two upper-band equations.




































The unique solution to the above equation is



















where Λ̃0++(x) ≡ sign(x)|Λ0++(x)|, and we have taken account of the phase factor of Λ0++(x)
in Eq. (C.20).

































Going back to our real-space Λ functions (C.20) which are proportional to sign(x), and taking
λ = 1 to provide the Majorana solutions, the ξ functions finally become



















for k ∼ 0, and




















for k ∼ (π, π).
C.1.3 Majorana wave functions










−(x) + η+,2(x)f+(−x) + η−,2(x)f−(−x)
)
, (C.30)





{f †±(x′), f±(x)}η±,n(x′)dx′. (C.31)
This definition is necessary as the anticommutators of real-space f operators are not quite
delta functions. Instead we have, e.g., for k ∼ 0,

























where Ω . π
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Naively, trying the same form for the η functions as the ξ functions – using η(y) ∼
exp [±C sign(Re(y))y] which is piecewise holomorphic and a contour which avoids the imagi-





































In the future, we hope to find the exact form of the η wave functions.
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C.2 Relation between Majorana modes
We now study the relationship between the Majorana modes around k ∼ 0 and k ∼ (π, π).
If they are similar, that is, if their wave functions are not exactly orthogonal, in real systems
they will annihilate each other as they have non-zero overlap in the vortex core.
The anticommutator of two Majorana fermion modes, labelled by some parameters α and
x, is
{γα,x, γα′,x′} = 2δα,α′δx,x′ . (C.37)
































+,1(y)S+(x− y) + η−,1(x)η∗−,1(y)S−(x− y)





























But γ is obviously similar to itself, so this anticommutator should equal 2.
We attempt to find the anticommutator between the Majorana mode around k ∼ 0, γ0,
and the Majorana mode around k ∼ (π, π), γπ. To do this, we need the anticommutators
between the operators f †0± (x) and f
†π
± (x).
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h2 + α2k̃2 + h
√
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where φ and φ̃ are arbitrary phases.
Now, using an effective mass approximation for the operators, we neglect the quickly-
oscillating factor for the momentum-space operators, allowing an electron with k ∼ 0 to be











ei(k−p̃)·Riδσβ = δ(k − p̃)δσβ. (C.42)
This will allow us to compare wave functions between the Majorana modes. Then for the
total angular momentum space operators, we find
{
c†mJ ,k,σ, cnJ ,p,β
}
' δnJ ,mJ δ(k − p̃)δσβ, (C.43)













































=− ie−i(φ+φ̃)(|ak||bp̃|+ |bk||ap̃|)δ(k − p̃). (C.47)
Then for the real-space f operators we finally have
{





















′(x−y)−ikF xei(φ−φ̃)(|aq′ |2 − |bq′ |2), (C.48){




















dq eiq(x−y)+ikF ye−i(φ−φ̃)(|aq|2 − |bq|2), (C.49)
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dk ei(k−kF )(x−y)(−2i)ei(φ+φ̃)|ak||bk|, (C.50){

































− (x) + η
0





































































using the fact that η∗±,1(−x) = η±,2(x). Using the expressions for the anticommutators above,

































































Under the approximation that the BdG equations for the two energy bands decouple
(see Eq. (C.21)), with the lower band wave functions becoming trivial for k ∼ 0 and the
upper band wave functions becoming trivial for k ∼ (π, π), this anticommutator can be
simplified somewhat. Using our expressions for the ξ functions under this approximation
(see Eqs. (C.28) and (C.29)),


















and the definition (C.31) for η’s, we see that the phase factors containing φ and φ̃ in the
anticommutator will all cancel. Additionally, with trivial functions ξ0−,1(x) = ξ
0
−,2(x) = 0 and
ξπ+,1(x) = ξ
π











Noting that the anticommutator is real and simplifying, one has










dy sin ((k + kF )(x− y))η̄0+,1(x)η̄π−,2(−y), (C.54)
where η̄’s are the η functions but without phase factors of φ, φ̃.
A problem now arises with this approximation for comparison between Majorana modes.
Our numerical results indicate that the Majoranas are similar to each other. However, as
sin ((k + kF )(x− y)) is an odd function of (x−y), then if η̄0+,1(x)η̄π−,2(−y) is an even function of
(x−y), the anticommutator will be zero, indicating orthogonality. Under this approximation
of decoupled bands, the ξ functions above are even in x, an indication that η functions are
likely also even in x, so that that this condition holds. Therefore this approximation appears
to predict that the Majorana modes about k ∼ 0 and k ∼ (π, π) are orthogonal to each
other, a result in contradiction with our numerical results.
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Appendix D
Tight-Binding Vortex Model in Real Space
This section uses the vortex model of Sato et al. [16], following their derivations for an
approximated Majorana solution. Their solution is for the non-Abelian region, with one
Fermi surface around k ∼ 0, while we attempt a similar derivation for the Abelian region,
with one Majorana mode for the Fermi surface around k ∼ 0 and one for the Fermi surface
around k ∼ (π, π). However, the asymptotic matching method they use proves unuseful for
the Abelian region.
Near a vortex, momentum is not a good quantum number, and it is hypothesized in
Ref. [16] that the exact solution for a zero-energy mode should be a combination of quasi-
particles with k ∼ 0 (or k ∼ (π, π) if the Fermi surface lies there instead) and quasiparticles
with a large momentum. The large momentum quasiparticles would be dominant near the
core of the vortex, while quasiparticles with k ∼ 0 (k ∼ (π, π)) dominate in the long-distance
regime far from the vortex.
After describing the model used, we summarize our results for k ∼ 0, then go into more
detail for k ∼ (π, π).
D.1 Vortex model in real space
In the s-wave superconducting state,
H(k) =
(
ε(k)− hσz + αL0(k) · σ i∆sσy
−i∆sσy −ε(k) + hσz + αL0(k) · σ∗
)
, (D.1)
where ε(k) = −2t(cos kx + cos ky) − µ is the kinetic energy, L0(k) = (sin ky,− sin kx) is the
Rashba spin-orbit coupling, and h is the Zeeman splitting, as in Eq. (3.24).
For a SC vortex with order parameter ∆s = ∆e




∇θ, ∆einθ → ∆. (D.2)
Then ∆s is replaced with its magnitude in the vortex, ∆, and the kinetic energy and spin-orbit
coupling in the vortex become ε(k̂ − eA+ n
2
∇θ) and L0(k̂ − eA+ n2∇θ).
Assuming HZ  HC2 , that is the Zeeman magnetic field is much smaller than the upper
critical field at which Type-II superconductivity is destroyed, the gauge field eA can be
neglected compared to n
2
∇θ [36].
D.2 Summary of Majorana equation about k ∼ 0




k2 − µ0, αL0(k) = 2λ(ky,−kx), (D.3)
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where m = 1/(2t), α = 2λ, and µ0 = µ+ 4t. In Ref. [16], µ0 ≈ 0 is set, giving a single Fermi
surface near k ∼ 0. The Abelian region, with two Fermi surfaces, lies between −2t < µ < 2t,
so we choose µ ≈ 0, giving µ0 ≈ 4t.
Setting





















































































u↑ −∆ũ∗↑ = 0. (D.6)
The vortex is modeled by ∆ = 0 for r < rc, and ∆ = const for r > rc. The solutions for
the different regions are matched to each other in the asymptotic limit of large r, using the
approximation of large spin-orbit coupling, h mλ2.
The solutions found for the regions r < rc and r > rc in the Abelian phase cannot
be matched as for those in the non-Abelian phase studied by Sato et al. First of all, to
attempt to match solutions asymptotically, it must be assumed that h2 > µ20 ≈ (4t)2 (to
give an imaginary argument in the Bessel functions); however, the Abelian region lies in




−8m2λ2 − 2mµ0 +
√




















































































Therefore, for the Abelian region with µ0 ≈ 4t, constants for these solutions cannot be
asymptotically matched.
D.3 Majorana zero-mode equation about k ∼ ±(π, π)
Now let k ∼ ±(π, π). Then setting k̃ = k ∓ (π, π), we have
ε(k) = − 1
2m
k̃2 − µ̃0, g(k) = αL0(k) = 2λ(−k̃y, k̃x), (D.14)
where m = 1/(2t), α = 2λ, and µ̃0 = µ − 4t. Again, for the Abelian region we have µ ≈ 0,
which leads to µ̃0 ≈ −4t.
Using the effective mass approximation to separate quickly-oscillating plane waves from
the slowly varying functions ũ↑(↓), set




































































































































































































































+ i sin θ
∂
∂r
− cos θ ∂
∂r
− cos θ n
2r
























− cos θ n
2r





































































Therefore, for a zero-energy solution the first two rows (equivalently the last two rows) of H
















































































ũ↑ −∆ũ∗↑ = 0. (D.19)
D.3.1 Equation for r < rc
First we look at the region r < rc, with ∆ = 0. Let
ũ↑(r, θ) = e
−inθ/2ei(β−1)θf<↑ (r), ũ↓(r, θ) = e
−inθ/2eiβθf<↓ (r), (D.20)
















































− (β − 1)
r
)
f<↑ = 0. (D.22)
Now let f<↑ (r) = A↑Zβ−1(αr), f
<
↓ (r) = A↓Zβ(αr), where Zν(αr) is a Bessel function and
α is a constant (different from the spin-orbit coupling constant). The following relation for


















− (β − 1)
2
r2





















Zβ(αr) = 0. (D.25)
These equations are self-consistent (are Bessel differential equations) provided
−2m(µ̃0 + h)− 4mλ
A↓
A↑
α = −2m(µ̃0 − h)− 4mλ
A↑
A↓
α = α2. (D.26)
There are two solutions to this self-consistency equation for µ̃0 ≈ −4t, given by
(i) α = γ+ =
√
8m2λ2 − 2mµ̃0 +
√












(ii) α = iγ− = i
√
−8m2λ2 + 2mµ̃0 +
√












Here it has been assumed that h2 > µ̃20 ≈ (4t)2, in order to attempt to match solutions for
r < rc to those for r > rc (that is, to give a possible imaginary argument to the Bessel
functions).
Therefore we have two solutions for r < rc:








A↑Zβ (γ+r) . (D.29)








A↑Zβ (iγ−r) . (D.30)
Solution (i) corresponds to a momentum of approximately γ+ ± (π, π), with γ+ not small,
while solution (ii) corresponds to a momentum near ±(π, π), as γ− is small in the limit of
large spin-orbit coupling (h mλ2). Therefore we use solution (ii).
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D.3.2 Equation for r > rc
Now we look at the region r > rc, where ∆ is nonzero and assumed constant. To separate
the θ dependence, choose a solution of the form,
ũ↑(r, θ) = e
−iθ/2f>↑ (r), ũ↓(r, θ) = e
iθ/2f>↓ (r). (D.31)
In the gauge where ∆s is real, ũσ(r, θ) is multiplied by (−1)n when θ is rotated from 0 to
2π, so this form of solution satisfies the correct boundary condition only when the vorticity





















































f>↑ −∆f>∗↑ = 0. (D.33)
Now let
f>↑ (r) = g↑(r)Z(n−1)/2(α
′r), f>↓ (r) = g↓(r), Z(n+1)/2(α
′r), (D.34)
where g↑,(↓) is a slowly varying function of r, and α










Z(n−1)/2g↑ − (µ̃0 + h)Z(n−1)/2g↑ − 2λZ(n+1)/2
dg↓
dr










Z(n+1)/2g↓ − (µ̃0 − h)Z(n+1)/2g↓ + 2λZ(n−1)/2
dg↑
dr
− 2λα′Z(n+1)/2g↑ −∆Z∗(n−1)/2g∗↑ = 0. (D.36)
The Bessel function Zν(α
′r) is now taken to be the first Hankel function, H
(1)
ν (α′r). Using





































































g∗↑ = 0. (D.39)
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g∗+ = 0. (D.41)
Examine the following two possible solutions: (a) g+ ≡ 0, and g− gives a nontrivial solution,
(b) g− ≡ 0, and g+ gives a nontrivial solution. (The first case will give a normalizable solution
and the second will not.)


















































Using g↑ = g−/2 and g↓ = ig−/2 to solve for g↑ and g↓, and α






























H(1)(n+1)/2 (α′r) . (D.47)































D.3.3 Attempt at matching solutions
To attempt to match the solution for r > rc to the solution for r < rc, take Zν to be the first
Hankel function, and set β = (n+ 1)/2. Then the solution for r < rc becomes


























Using the approximation h mλ2, it follows that γ− ∼ h/(2λ). In the region r < rc, ∆→ 0.


























Therefore, for the Abelian region with µ̃0 ≈ −4t, constants for these solutions cannot be
asymptotically matched.
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