Abstract. We are interested in deepening knowledge of methods based on formal power series applied to the nilpotent center problem of planar local analytic monodromic vector fields X . As formal integrability is not enough to characterize such a centers we use a more general object, namely, formal inverse integrating factors V of X . Although by the existence of V is not possible to describe all nilpotent centers strata, we simplify, improve and also extend previous results on the relationship between these concepts. We use in the performed analysis the so-called Andreev number n ∈ N with n ≥ 2 associated to X which is invariant under orbital conjugacy of X . Besides the leading terms in the (1, n)-quasihomogeneous expansions that V can have we also prove the following: (i) If n is even and there exists V then X has a center; (ii) If n = 2 the existence of V characterizes all the centers; (iii) If there is a V with minimum "vanishing multiplicity" at the singularity then, generically, X has a center.
Introduction
An isolated singularity p 0 ∈ R 2 of a real analytic planar vector field X is called monodromic if nearby trajectories of X rotate about p 0 . When the linear part DX of X at p 0 is nonzero the Poincaré return map is analytic, hence p 0 is either a focus or a center. If the eigenvalues of DX have nonzero imaginary part then, by the classical Poincaré-Lyapunov Theorem, p 0 is a center if and only if it admits a formal (actually analytic) first integral. In contrast, the formal integrability does not characterize when p 0 is a nilpotent center, i.e. a center of X when DX is nonzero and has two zero eigevalues. In this work we are interested in the nilpotent center problem which consists in characterizing when a nilpotent monodromic singularity p 0 is a center. There are several techniques designed to attack this problem: (i) blowing-up the singularity by means of generalized polar coordinates (see [2, 9] ); (ii) applying normal form theory to orbitally conjugate X , up to some order, into a suitable Liénard normal form as it is explained in [3] , and (iii) to embed the nilpotent singularity as the limit of a 1-parameter family of nondegenerate centers (see the initial source [13] until the final corrected version [7] ).
The main tool in our approach will be formal inverse integrating factors (see [10] for a survey) instead of formal first integrals.
By an affine change of coordinates and a time rescaling an analytic system with a nilpotent singularity can be placed in the form (1)ẋ = y + P (x, y),ẏ = Q(x, y), where P and Q are analytic functions near the origin without constant or linear terms. The following theorem of Andreev characterizes analytic systems (1) for which the origin is monodromic.
Theorem 1 ([4]).
For an analytic system of the form (1) with an isolated singularity at the origin let y = F (x) be the unique solution of y + P (x, y) = 0 such that Definition 2. The Andreev number n of a monodromic singular point at the origin of system (1) is the integer n ≥ 2 given in Theorem 1.
In the study of the monodromic nilpotent singularities it is useful and natural to introduce (1, n)-quasihomogeneous polynomials.
Definition 3.
A polynomial p k ∈ R[x, y] is a (1, n)-quasihomogeneous polynomials of weighted degree k if p k (λx, λ n y) = λ k p k (x, y) for all λ ∈ R. In consequence we get p k (x, y) = ∑ i+nj=k a ij x i y j for certain coefficients a ij ∈ R. On the other hand, a vector field X i = p i+1 ∂ x + q i+n ∂ y is a (1, n)-quasihomogeneous polynomial vector field of weighted degree i if its components p i+1 and q i+n are (1, n)-quasihomogeneous polynomials of weighted degrees i + 1 and i + n, respectively.
Some canonical forms for the monodromic nilpotent singularity
In this section we will present some well known canonical forms for the monodromic nilpotent singularity. Also we will prove some properties that we will need later.
2.1. The Andreev canonical form. We consider system (1) and we assume that the origin is a nilpotent monodromic singular point with Andreev number n. Then, using the function F of Theorem 1 we can define the analytic change of variables (x, y) → (x, y − F (x)). It is easy to see that this change transforms system (1) intȯ
whereP (0, 0) = 0 and the functions f and φ that appear here are exactly those as for (1) . Finally, will be useful in future manipulations to make the rescaling of the coordinates given by (x, y) → (ξ x, −ξ y) with ξ = (−1/a) 1/(2−2n) introducing a minus sign in the first equation of the differential system. The outcome is bringing system (1) into
where P (0, 0) = 0,f (x) = x 2n−1 + · · · with n ≥ 2 and eitherφ(x) ≡ 0 orφ(x) = b xβ + · · · withβ ≥ n − 1. Of course whenβ = n − 1 we also have that b 2 − 4n < 0. Hence the functionsf andφ in (2) play for (2) the same roles as the functions f and φ described in Theorem 1. Although these couple of functions are different they have the same order at the origin, which means that the characteristic numbersβ and n in (1) are the same than in (2).
Remark 4.
Clearly systems (1) and (2) are analytically conjugate and, as one can check from the specific conjugation, the Andreev number n and the characteristic numberβ of (1) and (2) is unchanged. But it is easy to see that when (1) is analytically conjugate or analytically orbitally conjugate to another differential system, in general,β changes although the monodromic relationβ ≥ n − 1 must be invariant.
We will see that the Andreev number n is, in fact, an invariant under analytic orbital conjugation.
Proposition 5. The Andreev number n associated to an analytic (formal) monodromic nilpotent singularity is invariant under analytic (formal) orbital conjugation.
Proof. Let X = (y + P (x, y))∂ x + Q(x, y)∂ y be the associated vector field to system (1) having a monodromic nilpotent singularity at the origin with Andreev number n. We know that there is a concrete analytic diffeomorphism Φ (the composition of (x, y) → (x, y − F (x)) with the scaling (x, y) → (ξ x, −ξ y)) such that the push forward Φ * X is just the vector field associated to (2). We write for simplicity
Let Z be any vector field which is analytically orbitally conjugated to X . In particular it is also analytically orbitally conjugated to Y, that is, there is analytic diffeomorphism Ψ in a neighborhood U ⊂ R 2 of the origin of and an analytic function λ : U → R with λ(0, 0) ̸ = 0 such that Z = λ Ψ * (Y). Now the structure of Y implies that Z = (y + · · · )∂ x + (f * (x) + yQ * (x, y))∂ y where the order of f * (x) at the origin is 2n − 1. Since the monodromy of the origin is preserved under analytic orbital conjugation we conclude that the Andreev number of the origin for the vector field Z is n.
The Liénard canonical form.
We recall here that Takens proved in [22] that a system with nilpotent linear part (be monodromic or not) can be formally transformed into a Liénard systemẋ
formal power series such that a(x) = a s x s (1+O(x)) with s ≥ 2 andb(0) = 0. Later, Strózyna and Zoladek show in [21] that indeed the former change can be choosen convergent. Furthermore, in the monodromic case, s = 2n − 1 with n ≥ 2 and after the change x → u with u(x) = (2n
+ O(x) the above Liénard system is written as the analytic system
where b(x) = ∑ j≥β b j x j and b β ̸ = 0. Clearly, momodromy is preserved under orbital analytic conjugation, hence (3) satisfies one of the following conditions: (i)
From (3) it is not difficult to characterize the center case. The origin of (3) is a center if and only if b(x) is an odd function, see [5, 20, 23] . Also, as Strózyna anḋ Zo ladek prove in [21] , the monodromic system (1) has a local analytic first integral if and only if b(x) ≡ 0.
2.3. Generalized polar coordinates. We recall that the generalized trigonometric functions used by Lyapunov [18] that embeds a neighborhood of the origin into a cylinder C = {(r, θ) ∈ R×S 1 } with |r| sufficiently small. Performing the change (4), system (2) with Andreev number n is transformed into an ordinary differential equation over the cylinder C of the form:
where F(r, θ) is an analytic function on C and F(0, θ) ≡ 0 for all θ ∈ S 1 , that is, the circle {r = 0} becomes a particular periodic solution of (5). We will take S 1 = R/T Z where T is the minimal period of both Cs θ and Sn θ. More precisely in [18] it is proved that T = 2
) , where Γ(·) denotes the Euler Gamma function. With more details (see for example [2, 9] ) we have
whenβ = n − 1, in which case one can check that 1 + b Cs n θ Sn θ > 0 for any θ ∈ [0, T ) due to Andreev's monodromic condition 4n − b 2 > 0. In summary (7) writes as
3. Formal inverse integrating factors and the analytic nilpotent center problem 3.1. Initial considerations. We recall that V : U ⊂ R 2 → R is said to be an inverse integrating factor of system (1) in a neighborhood U of the origin if it is of class C 1 (U ), it is not locally null and it satisfies the linear partial differential equation
where X = (y + P (x, y))∂ x + Q(x, y)∂ y is the associated vector field to system (1) and divX its divergence. We refer to the survey paper [10] for a detailed explanation of several properties on inverse integrating factors. In particular it will be useful for us how inverse integrating factors change under orbital conjugation of vector fields.
Proposition 6. Let Φ be a diffeomorphism in U with non-vanishing jacobian determinant det(DΦ) on U and let ξ :
is an inverse integrating factor of the orbitally conjugate vector field ξ Φ * (X ).
When there is a formal series V ∈ R[x, y] with V ̸ ≡ 0 that formally satisfies (8) we say that V is a formal inverse integrating factor of X . At this formal level, Proposition 6 also works if we replace Φ and ξ by formal series. Therefore, the next proposition is a straightforward consequence.
Proposition 7. Let X andX be two formally orbitally conjugate vector fields. Let V (x, y) be a formal inverse integrating factor of X having the expansion
Clearly the existence of a formal inverse integrating factor V (x, y) such that V (0, 0) ̸ = 0 implies that one can construct an associated formal first integral of (1). Hence from the results in [19] the existence of a formal first integral implies the existence of a local analytic first integral (around any isolated singularity at the origin of any analytic planar vector field). Therefore we conclude that, if the origin is monodromic, it turns out to be a center.
On the contrary, there are analytic monodromic nilpotent singularities whose vector field has a formal inverse integrating factor V but the origin is not a center. Clearly in such a case V vanishes at the singularity. If V is an inverse integrating factor of (1) in U then the rescaled vector field X /V is Hamiltonian on U \V −1 (0) where U ⊂ R 2 is a simply connected domain. Hence, denoting H the Hamiltonian function,
.
From these expressions it is obvious that if (1) has an analytic first integral H then it also has a meromorphic (quotient of analytic functions) inverse integrating factor. In fact, in the monodromic case we have more information as the next result shows (which is implicit in the work [1] ).
Proposition 8. If there is a formal first integral of (1) with a monodromic point at the origin then (1) also has an analytic inverse integrating factor.
Proof. We first recall that Mattei and Moussu [19] proved that the existence of a formal first integral implies the existence of a local analytic first integral around any isolated singularity of any analytic planar vector field. Second, from a result in [21] , we also known that a nilpotent center is locally analytically integrable if and only if it is analytically orbitally equivalent to the Hamiltonian system (3) with
With these ingredients and recalling that (3) with b(x) ≡ 0 has a polynomial inverse integrating factor, the proof is trivial. [1] it is proved that the vector field X associated with system (1) witĥ β ≥ n has a formal inverse integrating factor V if and only if it is formally orbitally equivalent to
Inverse integrating factors on the cylinder and the center problem.
An inverse integrating factor of (5) is a function V : C → R of class C 1 (C), which is non-locally null and satisfies the partial differential equation:
Therefore, in particular, V(r, θ) is a T -periodic function in the variable θ.
If V (x, y) is an inverse integrating factor of system (2) defined in a neighborhood of the nilpotent monodromic singularity at the origin with Andreev number n then, using Proposition 6 and recalling that the jacobian determinant of the map (4) is r n , it is evident that an inverse integrating factor V(r, θ) of the corresponding equation (5) is
Statement (i) of the following theorem is proved in [9] while the rest of the statements are some of the results of [11] with emphasis in the nilpotent case.
Theorem 10. Consider system (2) where the origin is a nilpotent monodromic singularity. Let V(r, θ) be an inverse integrating factor of the corresponding equation (5) which has a Laurent expansion in a neighborhood of r = 0 of the form
with v m (θ) ̸ ≡ 0 and m ∈ Z. We consider the function
Then the following holds: When an inverse integrating factor V(r, θ) of (5) has an expansion (12) with m ≥ 1, the integer m is called the vanishing multiplicity of V at r = 0.
3.3. The Poincaré map. Let Ψ(θ; r 0 ) be the solution of (5) with initial condition Ψ(0; r 0 ) = r 0 . Then we can define the Poincaré map Π : Σ ⊆ R → R as Π(r 0 ) = Ψ(T ; r 0 ). Thus Π is an analytic diffeomorphism tangent to the identity and defined in a neighborhood Σ of r 0 = 0 whose fixed points correspond to periodic orbits of (5) . Clearly the origin of (1) is a center if and only if the Poincaré map is just the identity, that is, Π(r 0 ) = r 0 . In [8] it is proved the following fundamental result
An interesting question is to know under what conditions over V the fundamental functional equation (14) only have the trivial solution Π(r 0 ) = r 0 . We emphasize that from [8] (see also [9] ) we known that a nontrivial solution Π(r 0 ) = r 0 + O(r 
Main results
We started showing that the simplest formal inverse integrating factors of the simplest Liénard canonical form (3), namely the polynomial ones, cannot coexist except in just a trivial case.
Proposition 11. The only possible polynomial inverse integrating factor V of a polynomial Liénard canonical form
Proof. Clearly the zero-set V −1 (0) ⊂ R 2 is an invariant algebraic curve for the flow of (3). Then we can use the classification given in Theorem 2 of [24] of all the possible forms that an invariant algebraic curve can have in arbitrary polynomial Liénard differential systems (not necessarily of the form (3)). The three possibilities (rational, hyperelliptic or d-fold with d ≥ 3 algebraic curves) are listed below.
(i) Following [24] , the d-fold case only is possible if deg(b) = n − 2 which is in contradiction with our monodromic constraint deg(b) ≥ β ≥ n − 1.
(
is a hyperelliptic curve. In [24] it is proved that this can happen only if deg(b) < 2n−1. Imposing the proposed expression of V to be a solution of (8) and equation the coefficients of the three different powers of y yields P
, it is straightforward to see after the analysis of the minimum degree in C(x) that it must be β + 2n − 1 = 3β + 2, hence we arrive to the contradiction β = n − 3/2.
(iii) Suppose that V −1 (0) is a rational curve, that is, V (x, y) = y − P (x). Imposing this V satisfies the partial differential equation (8) gives
The next theorem is one of the main results of this work. The first part was already proved in [1] via quasihomogeneous normal form theory in the special casê β ≥ n. We will prove it using a different approach and for all the possible values ofβ, hence also including the caseβ = n − 1. The second part characterizes the nilpotent centers with Andreev number n = 2 via the existence of a formal inverse integrating factor. This result can be stated joining three works [15] , [16] and [17] and we will prove it in a simpler and unified form.
Theorem 12.
Consider system (1) where the Andreev number n associated to the monodromic nilpotent singularity at the origin is even. If (1) possesses a formal inverse integrating factor then the origin is a center. Moreover if n = 2 then the converse is also true.
Proof. The first part is a direct consequence of a result of [9] . In [9] it is proved that a necessary condition for having an analytic (with trivial extension to the formal setting) inverse integrating factor V (x, y) defined in a neighborhood of a focus at the origin of the analytic system (1) is that its Andreev number n must be odd. Therefore, if n is even and there is such a formal V (x, y) then the origin is a center. This proves the first part of the theorem. Now we shall prove the second part. First, recall that system (1) with a nilpotent analytic monodromic singularity at the origin is analytically orbitally equivalent to the Liénard vector field (3) . From now we assume that n is even and the origin of (1) β − 8 < 0 from the monodromic conditions. Then there is an analytic inverse integrating factor V (u, y) near the origin (recall that a strong focus linearizes due to the nature of its spectrum).
If n = 2 but β ≥ n then the origin of (16) has complex eigenvalues ±i √ 2. Hence, the origin of (16) becomes a (nondegenerate) center or a weak focus depending on the nonlinearities B(u). In the center case there is an analytic inverse integrating factorV (u, y) near the origin (Reeb's criterium). In the focus case there is a smooth (and non-flat at the origin, hence formal) inverse integrating factorV (u, y) as it is proved in [6] .
In short, when n = 2 and the origin is a center of (3) we have proved that always (16) has a formal inverse integrating factorV (u, y). The proof finishes by noticing that, in this situation,V (x 2 , y) is a formal inverse integrating factor of (3). This follows using how inverse integrating factors change under maps and time-rescalings (recall that det(DΦ) = 2x) as it is explained in Proposition 6. Also notice that (3) is time-reversible with respect to the involution (x, y, t) → (−x, y, −t) and this forces that any formal inverse integrating factor of it must be an even function of the variable x.
We end the argument just emphasizing that the existence ofV (x 2 , y) turns out to the existence of a formal inverse integrating factor of (1) due to the analytical orbital conjugation between (16) and (1).
The next proposition generalizes the second part of Theorem 12, which is included when n = 2. Proof. We will follow the lines of the proof of the second part of Theorem 12. We want to explore under which conditions we can repeat several times (actually k times) the fold x → x 2 and and the time reescaling by 1/x to system (3) ending the process with an analytic system having a nilpotent monodromic singularity at the origin with Andreev number 2. We will see that these conditions are just the restriction on n and b(x) stated in hypothesis of the proposition.
Let n = 2 k for certain k ∈ N. If k = 1 then we have finished because the proof is just the second part of Theorem 12. If k ≥ 2 then the origin of (16) becomes a nilpotent singularity which is monodromic only when n is even (this is our situation), in which case has Andreev number N = n/2 = 2 k−1 . More specifically (16) is written aṡ
with B(u) having orderβ ≥ N − 1 at the origin. The origin is again a center (because B(u) is odd due to the assumptions on b(x)) and then we can repeat k − 1 times the arguments (u → v = u 2 and a time reescaling by 1/u) used in the second part of the proof of Theorem 12 until we reach 2 as Andreev number. In this procedure we get always a center at the origin along a cascade of even Andreev numbers. Then we can also conclude that (1) possesses a formal inverse integrating factor from Theorem 12 with n = 2.
Remark 14.
In the case n odd,β ≥ n, and assuming the existence of a formal inverse integrating factor, the work [1] proves that the origin of (1) is a center if and only if it is formally integrable. The proof goes as follows. Taking generalized polar coordinates (4) the formal canonical form (9) is transformed into an equation (5) 
from where we see that the center case Π(r 0 ) = 0 cannot be achieved when n is odd.
Notice that this argument also proves the first part of Theorem 12 in the particular caseβ ≥ n because when n is even then the integral of the righthand side of (17) becomes zero (see [18] ). Now we characterize up to a multiplicative constant the leading term in the (1, n)-quasihomogeneous expansion of any formal inverse integrating factor V of (1) in case of having associated a Liénard normal form (3) with β = n − 1. This case is not included in the analysis performed in [1] .
Proposition 15.
Consider system (1) with a monodromic point at the origin with Andreev number n. When β = n − 1 in the Liénard normal form (3), if there is a formal inverse integrating factor V of (1) then it is unique up to a multiplicative constant, and moreover it has the form V (x, y) = x 2n + ny Proof. Recall that a monodromic system (1) is analytically orbitally equivalent to the Liénard vector field (3). Therefore, the formal inverse integrating factors of (1) and (3) are in one-to-one correspondence and, moreover, each pair has the same order at the origin. So, it is enough to performing the analysis of (3).
Let us write the analytic system (3) as
where p i , q i are (1, n)-quasihomogeneous polynomials of weighted degree i and
In other words, if we let X to denote the associated vector field to system (3), then
Let V (x, y) be a formal inverse integrating factor of system (3). Hence V has the expansion V (x, y) = ∑ i≥s V i (x, y) where V i is a (1, n)-quasihomogeneous polynomial of weighted degree i. Imposing X (V ) = V divX and taking its lower (1, n)-quasihomogeneous terms (which are just of weighted degree n + s − 1) we get
This means that V s (x, y) is a polynomial inverse integrating factor of X n−1 . We recall that X n−1 always possesses the polynomial inverse integrating factor V * 2n (x, y) = xq 2n−1 (x, y) − nyp n (x, y) due to the quasi-homogeneity (use the generalized Euler theorem for quasihomogeneous functions x∂ x H s + ny∂ y H s = sH s ). Also it is well known that any other polynomial inverse integrating factor V s (x, y) of X n−1 is necessarily of the form V s (x, y) = V * 2n (x, y)H s−2n (x, y) where H s−2n (x, y) is a a first integral of X n−1 which is either polynomial or rational with denominator V * 2n (x, y). From here we easily deduce the following properties.
(i) Let β = n − 1 (so that b ̸ = 0). If n is even, then the origin is a nilpotent focus of X n−1 . In consequence it has not rational first integral. This forces that X n−1 only has V * 2n (x, y) = x 2n +ny 2 +b n−1 x n y as linearly independent polynomial inverse integrating factor. On the contrary, when n is odd the origin is a nilpotent center of X n−1 . In order to know under what conditions X n−1 has a rational first integral we can use the results developed in [14] .
The conclusion is that X n−1 has a rational first integral if and only if
But the second condition cannot be possible since b 2 n−1 − 4n < 0 by monodromy. As a consequence we get again that V * 2n (x, y) is the only linearly independent polynomial inverse integrating factor that possesses X n−1 .
(ii) If β ≥ n then X n−1 is Hamiltonian (with first integral H * 2n (x, y) = x 2n + ny 2 ) and has a center at the origin. This implies that any linearly independent polynomial inverse integrating factor of X n−1 has the form V 2kn (x, y) = (
In summary, (i) and (ii) implies that when β = n − 1 in (3), any formal inverse integrating factor V of (3), and consequently of (1), has the form V (x, y) =
where the V j are (1, n)-quasihomogeneous polynomials of weighted degree j. Moreover, it is unique up to multiplicative constants. The proof finishes after applying Proposition 7.
The next result is a byproduct of the proof of Proposition 15 combined with Proposition 6 and Proposition 7.
Corollary 16. Let V (x, y) be a formal inverse integrating factor of (1) with a monodromic point at the origin having Andreev number n. Then there is an integer k ≥ 0 such that, up to a multiplicative constant,
where the V j are (1, n)-quasihomogeneous polynomials of weighted degree j. Moreover the following holds:
and V is unique up to multiplicative constants.
Now it is straightforward to compute the set of possible values of the associated vanishing multiplicity m of any formal V of (1). As we see below, the minimum is reached at m = 1. V (x, y) , then the corresponding inverse integrating factor V(r, θ) of (5) given by (11) has either leading exponent m = 1 − 2n < 0 or vanishing multiplicity m at r = 0 given by m = 2(k − 1)n + 1 for some integer k ≥ 1.
Corollary 17. If (1) has a formal inverse integrating factor

Proof. From Corollary 16 we known that
where the V j are (1, n)-quasihomogeneous polynomials of weighted degree j and k ≥ 0 is an integer. Clearly, since V 2kn ̸ ≡ 0 and the order at r = 0 of Θ(r, θ) is just n − 1 we see that the corresponding V(r, θ) given in (11) has an expansion (12) with m = 2(k − 1)n + 1.
The next proposition characterizes the leading term in the (1, n)-quasihomogeneous expansion of any formal inverse integrating factor V of (1) when its associated a Liénard normal form (3) has β ≥ n for certain values of β.
Proposition 18.
Let us consider system (1) having a monodromic point at the origin with Andreev number n and its associated Liénard normal form (3) with β ≥ n. Assume that (1) has a formal inverse integrating factor V (x, y) . Then either V (0, 0) ̸ = 0 or, up to a multiplicative constant, V (x, y) , y) where the V j are (1, n)-quasihomogeneous polynomials of weighted degree j when one of the following conditions holds:
(ii) β is even and β ̸ = (2k − 1)n − 1 with k ≥ 2 a positive integer.
Proof. We follow the notation of the proof of Proposition 15.
where from the proof of Proposition 15 we know that V * 2kn (x, y) = (x 2n + ny 2 ) k for some k ∈ N ∪ {0}. Now we will explore the next (1, n)-quasihomogeneous terms. First we observe that X n−1 (V i ) = 0 for 2kn + 1 ≤ i ≤ r − 1 and
where r = (2k − 1)n + β + 1, and
From this last equation and the Euler equation X E V r = rV r with X E = x∂ x + ny∂ y we can express
Therefore either k ∈ {0, 1} or V * 2n divides V r . We continue assuming the second option until we arrive to a contradiction when we take the hypothesis (i) or (ii) of the theorem.
So let 
To prove statement (i) we observe that, from (21) ,
with
If β ≤ 2n − 1 (the hypothesis of (i)) then M = β and d − M − 1 = n. This means that Ω n (x, y) = a 0 x n + a 1 y with a i ∈ R and
where f (y) ≡ 0 if 2n does not divide d = β + n + 1 and f (y) = a 2 y d/(2n) otherwise. Inserting the obtained expression of W d into its defining equation (21) and next equating the coefficients of the monomials in both sides gives a 0 = a 2 = 0, a 1 = b β (β + 1), and β = n(2k − 1) − 1. This last expression of β is incompatible with the assumed bound n ≤ β ≤ 2n − 1 for any k ∈ N and therefore we get a contradiction. This implies statement (i).
To prove statement (ii) we shall transform the partial differential equation (21) to generalized polar coordinates. First we have that X n−1 = r n−1 ∂ θ and
Doing the quadrature yieldŝ
where
Using the properties of the generalized trigonometric functions (explained in [18] ) we get
which implies that, either β = (2k − 1)n − 1 with k ≥ 2 or I 1 (θ) is a (1, n)-quasihomogeneous trigonometric polynomial in (Cs θ, Sn θ) of degree β + n + 1. We will check that the second option is not possible when β is even and this will prove statement (ii).
Using again [18] yield
Thus we can get explicit expressions of I 1 (θ) in terms of the functions ξ r (θ) = ∫ θ 0 Cs r (s) ds with 1 ≤ r ≤ 2n − 2. Actually, see [12] , there exists a polynomial E(x, y) and real constants A and B such that Proof. Clearly we can assume that (1) is written as (2) in the proof. If V (x, y) is a formal inverse integrating factor of (2) with Andreev number n, then an inverse integrating factor V(r, θ) of the corresponding equation (5) is given by (11) where Θ(r, θ) is the function defined in (6) and has order exactly n − 1 at r = 0. Since V (r Cs θ, r n Sn θ) = ∑ i≥2nv i (θ)r i withv i (θ) ̸ ≡ 0 we obtain that V(r, θ) has vanishing multiplicity m = 1. Using now that the order of F(r, θ) at r = 0 is just 2 becauseβ ≥ n or φ(x) ≡ 0, we deduce that F(r, θ)/V(r, θ) possesses order 1 at r = 0 and therefore G(0) = 0 where G is defined by (13) . Applying statement (iii) of Theorem 10 we conclude that the origin of (1) is a center.
The proof that the converse is false follows after the forthcoming counterexample (23) given in the section of examples.
Remark 20. In Theorem 19, the conditionβ ≥ n is essential as the following example shows. Take the polynomial system (3) with b(x) = b n−1 x n−1 so that β = β = n − 1. Hence this is a (1, n)-quasihomogeneous system of degree n − 1 and, in consequence, it possesses the polynomial inverse integrating factor V (x, y) = V 2n (x, y) = x 2n + ny 2 + b n−1 x n y. But clearly this system has a focus at the origin when n is odd.
The next result is a corollary after combining Proposition 18 with Theorem 19. (1), it is not necessary to get the complete normal form (3) . It is sufficient if we can transform system (1) into a (1, n)-quasihomogeneous orbital normal form up to order n + r for a suitable r ∈ N such that r ≥ n − 1 of the forṁ
withφ(x) =b r x r + O(x r+1 ) andb r ̸ = 0. Here O (1,n) (|(x, y)| k ) denotes a function whose (1, n)-quasihomogeneous expansion has leading term of weighted degree at least k. Hence we have proved that (3) has β = r.
Examples
Nilpotent center perturbed with a quasihomogeneous vector field.
The following example was given in [9] . Consider m, n ∈ N, positive integers with the relations n ≥ 2 and m ≥ 1. We associate to this pair the following system is an inverse integrating factor of (22) . Notice how the arbitrariness of m and n allows that V (x, y) can be nonanalytic in a neighborhood of the origin. The analyticity of V is achieved if, and only if, there exists an integer k ≥ 0 such that m = 2kn + 1, which is an odd integer.
Since R(x, y) = r 0 x m+n−2 + r 1 x m−2 y + O(y 2 ) for some r i ∈ R, we can check by simple computations that n is the Andreev number and eitherβ = m + n − 2 if r 0 ̸ = 0 or φ(x) ≡ 0 when r 0 = 0.
In summary, if m + n is odd then the origin is a center. Also we see that there are both centers and foci coexisting with an analytic inverse integrating factor. In this last case we deduce that for having a center n needs to be an even integer.
5.2.
A nilpotent center without formal inverse integrating factor. In [1] it is proved that system (23)ẋ = y + x 6 ,ẏ = −x 7 + 4yx 5 ,
does not have a formal inverse integrating factor but it is a center since the origin is monodromic and the system is time-reversible (invariant with respect to the involution (x, y, t) → (−x, y, −t)).
We notice that at the origin this system possess the Andreev number n = 4, β = 5 and moreover it is a particular case of system (22).
5.3.
A nilpotent focus with polynomial inverse integrating factor. This example is extracted from [1] . The systemẋ = y + x 3 f (x, y),ẏ = −x 5 + 3yx 2 f (x, y) with f (x, y) = x 6 + 3y 2 has V (x, y) = f 2 (x, y) as inverse integrating factor and the origin is a focus.
It is easy to check that the Andreev number is n = 3,β = 8 and this system is a particular case of (22). (3) has a center at the origin; (iii) Take the Andreev number n = 2, which implies that (3) has a formal inverse integrating factor from (ii) and our Theorem 12.
