Abstract. The new class of queuing models, called Synchronized Queuing Networks, is proposed for evaluating the performance of multiprogrammed and multitasked multiprocessor systems, where workloads consists of parallel programs of similar structure and where the scheduling discipline is tirstcome-first-serve.
Introduction
This paper is concerned with the performance analysis of multiprocessor systems running parallel programs. A new queuing network model is introduced that describes multiprogramming and multitasking within this context, under the assumption that all programs have the same task structure and that the allocation schema mapping tasks to processors is static.
Following [ 131 and [30] , we consider a parallel program to be a set of tasks whose executions are subject to given precedence constraints. These constraints specify various functional relationships that can exist between the tasks of the program. For instance, the execution of two tasks, one of which requires data produced by the other, will be sequential. In parallel languages, these relationships translate into a variety of "synchronization primitives," such as Fork-Join or Parbegin-Parend, enabling the control of the concurrent execution of the various tasks that compose a program [ 1, 23, 371 . A parallel program will hence be described by a directed graph, referred to as its task graph, where vertices represent tasks and directed edges represent the precedence relations between the tasks. A task that has several outgoing edges corresponds to simultaneous initializations of further tasks. A task that has several incoming edges corresponds to a synchronization. The execution of this task is enabled only if all its predecessors have finished their execution. Tasks that have no direct or indirect precedence relations might execute concurrently; otherwise, they have to be executed sequentially. The type of the task graphs that we consider in this paper are directed acyclic graphs that are capable of describing all possible relationships between the tasks [25, 301. In a general purpose multiprocessor system, different programs could clearly have different task graphs. As mentioned above, the case we consider in the present paper is the one where all programs accessing the multiprocessor system have the same task graph. Such a situation is frequently encountered in real-time processing applications (e.g., real-time parallel signal processing [35] ), in linear algebra algorithms [ 141, and in certain telecommunication applications [9, 171. In such a case, the various programs accessing the system may only differ in that corresponding tasks may have different execution times in two different program instantiations. Such program variability derives, for instance, from differences in the sizes or values of data. It may also arise from different system overheads.
The multiprocessor systems under consideration here have a generic architecture with a finite number of (homogeneous or heterogeneous) processors, possibly sharing a central memory. Each processor may possess a local memory. The processors can communicate via a communication medium or the central memory.
The multiprocessor system is monoprogrammed if there is only one program being executed at a given time. Multitasking is allowed if the tasks of a program can be processed in parallel on the various processors in a way that preserves their precedence constraints. The multiprocessor system is multiprogrammed and multitasked if two or more independent programs can be executed at the same time and if the tasks of each program are executed concurrently subject to the partial order defined on each program.
The present paper is concerned with multiprogrammed and multitasked systems executing a sequence of programs of similar task structure. In such a case, several task assignment policies can be used. A first class of assignment policies consists in allocating tasks of a newly arrived program following some adaptive schema based on the load of the processors. These policies, which are usually referred to as dynamic assignment, will not be considered here. Another possibility consists in allocating the various tasks of each program to predefined host processors, according to a fixed assignment strategy. This may be necessary in the particular case where the various processors have dedicated hardware or software. Redundant task assignment will not be considered here, that is, a task is assigned to one and only one processor. Each processor, however, may have several resident tasks belonging to the same program. This is, for instance, the case if the number of processors in the system is smaller than the number of tasks in the graph.
Since the multiprocessor system is assumed to be multiprogrammed, different programs may be executed simultaneously in the system. The task assignment policy is assumed to remain the same for each program. Each processor may hence have several resident tasks belonging to the same or to different programs. Tasks allocated to the same processor are queued up for execution. The queuing discipline is FCFS (First-Come-First-Serve) at the level of programs, that is, tasks of nth program are queued up after the tasks of (n -1)st. On each processor, tasks of the same program are queued up in accordance with the precedence constraints described by the task graph. When tasks having no mutual precedence constraint are allocated to the same processor, one needs to introduce additional precedence relations among them. This can be achieved by making use of scheduling heuristics or simply by a predefined ordering of the tasks. Note that the total order established on the tasks assigned to a same processor must be compatible with the partial order described by the task graph. The executions of all these tasks are then synchronized according to the following simple rule: A given task begins its execution as soon as (1) all its direct predecessor tasks have completed their executions and (2) the processor it was allocated to has completed the execution of all tasks that were allocated to the same processor and that precede the given task in the FCFS order. Observe that it is however possible that the execution of the nth program is still being completed on a subset of the processors while another disjoint subset already began to execute tasks of the (n + 1)st program.
The communications between tasks that are preceding one another in the task graph can be implemented in two different ways. The first one is based on the use of shared variables (variables that can be referenced by more than one task) and the second one on message passing. Both types can be represented in the task graph by adding certain communication tasks to be allocated to specific queues. There exist in the literature a variety of models for analyzing central memory contentions and the interference due to the sharing of the communication medium within this context (for references, see [24] , [33] , [34] , and [44] ). In this paper, we shall not focus on these problems. Nevertheless, these effects can be taken into account by adding to the task graph adequate communication tasks and memory access tasks for each precedence constraint. The communication tasks should be allocated to a specific queue representing the communication medium and the memory access tasks to a specific queue representing the central memory. In fact, neglecting these phenomena should only result in slight errors. Jones and Schwarz's experiences in [26] show that idleness of processors due to shared variable reference represent less than one percent of time if a data locking mechanism is used. In the case of message passing, it is enough to introduce for each precedence constraint a communication task that requires the services of the interprocessor communication medium and that should then be allocated to a specific queue representing this medium.
We now survey briefly the various probabilistic models that have been proposed in the literature and that are related to the problem considered here. If the multiprocessor system is monoprogrammed but multitasking is allowed, the evaluation of the statistics of the execution time of a program can be accomplished by means of the PERT technique (cf. [ 15, 16, 181 , this technique is applicable owing to our assumption that a total order is given among the tasks allocated to the same processor). If, however, the multiprocessor system is multiprogrammed and multitasked, the performance analysis is much more complex. Initially, most attention focuses on the simplest case, namely static allocation, where programs have a fixed task structure and there are as many processors as there are tasks in one graph. The first attempt to analyze this problem is made for task graphs having K vertices without precedence constraints, as for instance in programs of the form Parbegin r,, . . . , T, Parend, where T,, . . . , TK are K tasks that can execute concurrently. In this case, exact solutions are obtained for K = 2 in [2] and [ 191. Approximate solutions, bounds, and logarithmic asymptotics are derived on the mean program response times for arbitrary values of K in 161, [7] , [36] , and [42] and conditions for stability are presented in [6] and [38] . More recently, the class of acyclic Fork-Join queuing networks is studied in [8] . This last paper generalizes the results of [7] to acyclic structure. Conditions for stability are provided as well as bounds on the response times of programs under general statistical assumptions.
For the more realistic cases where the number of processors is smaller than the number of tasks in a program, only approximate models were considered in the literature (see [ 121, [20] , and [3 11 ). The approach we propose in this paper is hence a first attempt toward an exact model within this context. To the best of the authors' knowledge, all of the more complex problems like dynamic allocation or programs with variable structure are completely open, apart from systems with infinitely many processors [4, 21, 22, 39, 431 . For instance, Tsitsiklis et al. [43] analyze the model of random graph structure, deterministic task execution times, and infinitely many processors. Baccelli and Liu [4] generalize the result of [43] on stability condition to random task execution times.
Our paper is organized as follows: Section 2 is devoted to the definition of a new class of Synchronized Queuing Networks (SQN), which describes the parallel processing systems introduced above. In this model, the processors (and eventually the communication medium and the memory) are all represented by single server queues. Customers attended by these queues represent tasks (or communications). The service of customers is subject to the precedence constraints specified by the task graph that is assumed to be acyclic. The main result of Section 2 consists in the derivation of the basic evolution equations governing the behavior of these networks. The interarrival times of the parallel programs and the service requirements of the tasks will be assumed to be generally distributed possibly correlated random variables. This allows one to represent asynchronous program submissions and some uncertainty on the actual value of the tasks execution times (or of communication times) as is usually done in the modeling of computer systems. Section 3 proves the stability condition for such queuing networks under these general statistical assumptions. In this section, the SQN is first decomposed into certain subnetworks according to the structure of the task graph, and it is shown that the stability condition of the SQN reduces to the stability conditions of its subnetworks. A general expression is then established for this condition. This determines the maximum rate at which programs can be executed within this context or equivalently, the maximum intensity of program submissions that preserves the system stability. This result is new to the best of the authors' knowledge.
Within this context, the waiting (respectively, response) time of a task is defined as the delay between the program arrival time and the time when the task begins (respectively, completes) its execution. The response time of a program is defined as the delay between the program arrival time and the time when all its tasks have completed their executions. In fact, the program response time is simply the maximum of the response times of its tasks. Waiting and response times are important performance criteria of such multiprocessor systems. Sections 4, 5, and 6 are devoted to the analysis of the transient and stationary behavior of these quantities. In Section 4, basic integral equations are established for the joint distribution of waiting times under classical renewal assumptions. The exact solutions of these integral functional equations seem very difficult to obtain. However, an iterative numerical schema that converges to this solution is supplied. Sections 5 and 6 derive various bounds on the solution of these equations. Section 5 presents lower bounds based on the notion of stochastic convex ordering and Section 6 upper bounds based on the notion of associated random variables.
Various numerical algorithms are also provided for the computation of both types of bounds.
Definitions and Evolution Equations
The original program task graph will be assumed to be acyclic and will be represented by the couple G, = (V,, E,), where V, is the set of vertices corresponding to the tasks and E, is the set of directed edges indicating precedence relations between tasks. Observe that G, depends on the algorithm of the program to be executed alone and not on the system architecture or configurations of the multiprocessor systems under consideration.
We introduce now a new graph G = (V, E) that takes into account the number of processors in the system and the task assignment strategy. Let K denote the number of processors in the system. Let A : I', + ( 1, . . . , K 1 denote the assignment strategy: A(v) is the index of the processor to which task v E V0 is allocated. Let Bk = {v ] v E I',, A(v) = k), 1 5 k 5 K denote the set of tasks allocated to processor k. G = (V, E) is obtained from the initial task graph G, = (I',, E,) as follows:
where E ' is a set of edges indicating certain additional precedence relations required for establishing a total order on every Bk, 1 I k I K. These total orders must be compatible with the partial order defined by G,. In fact, there may exist several different ways of constructing such total orders. More precisely, the set of all total orders on Bk, 1 5 k 5 K, represents the set of all possible task scheduling policies that are compatible with A and G,. The choice of these execution orders may strongly influence performance. The comparison of some partial scheduling strategies is provided by [4 I] . In the present paper, it is assumed that the transformation G, + G is given. It is also assumed that there is no transitive redundant edge in G, that is, if i + j E E, there are no paths in G, other than the edge i + j from i to j.
Note that such an assumption introduces no loss in generality since one can always remove redundant edges from E. It is clear that G is acyclic since G, is acyclic. where P;(i) is defined by For i, j E V, 9(i, j) denotes the set of paths, if any, from vertex i to vertex j:
We define the length of a path in G to be the sum of the execution times of the tasks in the path. For reasons that will become apparent later, it is convenient to denote the vertices of G in function of the processors they are allocated to. In particular, we denote by Tt (respectively, T$) the first (respectively, last) task allocated to processor k (1 5 k I K) in the total order on Bk.
Generally speaking, the index n 2 0 added to one of the objects defined above indicates a reference to this object in the nth program. For instance, Ti,n is task Tf in the nth program and Bk,n (1 5 k 5 K) is the set of tasks of program n that are allocated to processor k.
The SQN associated with G, denoted by SQN-G, consists of K queues, one per processor. The behavior of the SQN is determined by the following three rules: (i) There is a single external arrival stream with pattern a0 = 0 < al < . . . < a,
. . E 0%'. The nth epoch of this external arrival stream triggers the arrival zf a bulk Bk n of customers to queue k (1 5 k 5 K).
(ii) The service 'discipline of each queue is FCFS in the sense that customers of Bk,n (1 5 k I K, n 2 1) are allowed to be served iff all the customers in Bk,"-, have been served. In addition to that FCFS rule, customer Ti,, (1 5 i I 1 V 1, n I 0) can be served only if its predecessor tasks have been served. Customer T;,, requires ci,n E lR+ units of processing time. I VI. Figure 2 illustrates the SQN associated with the task graph in Figure 1 . The reader may have observed that the queuing model SQN is a generalization of Acyclic Fork/Join Queuing Networks (cf. [S] ). In the latter, one and only one customer is assigned to each server at each arrival.
We establish below a set of evolution equations for SQN-G that captures the synchronization effects of the queuing model. Let w," be the workload of queue k at the nth arrival (i.e., the time needed from this arrival instant for finishing task T&.,), 1 s k 5 K, r$ be the nth response time of queue k (i.e., the time needed from the arrival instant for finishing task I!$,) and r, the nth network response time. and &( T$) is the set of predecessors of task T," in G.
PROOF.
Relation (2.1) follows from the assumption that the system is empty at time 0. The proof of (2.2) proceeds by induction on n. Suppose that for some n I 0, we have computed wi for all 1 5 k I K. We now show that the workloads for the (n + 1)st arrival are obtained by (2.2).
Let ci denote the completion time of task T$,. Observe that lik stands for the length of a longest path from Ti,, to T&,. Since task T& can begin service only when all its predecessors have completed service, we get the relation ci 2 a, + max (wi + lik), liwn,(r,k))l (2.6) where a, denotes the nth external arrival instant. On the other hand, in view of the service discipline, for all k, 1 I k 5 K, we can find a j, 1 5 j 5 K, such that there exists a path from Tj,n to T&:
T' b,n + T,,,,, -+ Tu,,, + . --+ T,,,,, * T::,,
where every task on the path starts its service immediately after its predecessor on the path completes. One easy way to find such a path is to search backward for each task a predecessor whose service completion enables the execution of the task. Note that the length of the above path is at most Ii" by definition. Therefore, we obtain the relation ck 5 a + wj + 1;" 5 a, + n n n
which, together with (2.6), implies c, = a, + max (w', + /ik), WNW~$))l which in turn entails (2.2). By induction, (2.2) holds for all n 2 0. Equation (2.3) can be proved analogously. Equation (2.4) follows simply from the very definition of the output stream of SQN-G. 0
As will be seen later, this theorem provides the basis of all further discussions concerning performance issues. In particular, our derivation of the stability condition and our results on the waiting and response times are based on (2.2)-(2.4).
Stability Condition
This section is devoted to the construction of the stationary regime. Throughout this section, an SQN will be assumed to be given, characterized by its graph G and its allocation policy A in a K-processor multiprocessor system.
The discussion is organized in four steps. First, we construct a set of schemas which are, in a certain sense, generalization of Loynes schema for the response time of the G/G/l queue. Some important properties such as monotone increasingness of the schemas and the O-l law for the finiteness of the limiting variables are established. Second, we define the decomposition of a given SQN into a set of subnetworks. It is then shown that the stability condition of the SQN reduces to the intersection of the stability conditions for the subnetworks. Third, we analyze the stability condition for the subnetworks, when the service requirements of the tasks and the interarrival times are stationary and ergodic stochastic sequences. We give a general expression for the stability condition. Last, we discuss some computational issues related to the stability condition. We derive closed form expressions for some special cases, and lower and upper bounds for the general case.
We begin by defining the notion of stability and describing the basic statistical assumptions.
Definition. A queue, say queue k, of the SQN-G is said to be stable if wf: converges weakly to a finite Random Variable (RV) w: as n + 03. The network is said to be stable iff all its queues are stable.
The following assumption is the basis for our treatment of stability conditions. A,: Thesequence (TV, a;, 1 5 i 5 1 V/I 10" on ([w+)'+"' forms a stationary and ergodic sequence of integrable R Vs on a probability space (0, F, P).
Without loss of generality, we assume that the sequence (7,, uh, 1 5 i I 1 V 1 )g is the right half of a certain bi-infinite sequence (TV, a;, 1 5 i 5 I VI )TL on (0, F, P). We assume also that (a, F, P) is the canonical space of these sequences. Let 0 denote the left-shift operator on this canonical space. Within this framework, our stationarity assumptions translate into the hypothesis that P is &invariant (stationary) and 0-ergodic. For more details on this formalism, see [3] .
3.1 GENERALIZED LOYNES SCHEMAS. The basic idea for analyzing the stability conditions of the SQN generalizes the schema of Loynes for the response time of a G/G/l queue [32] , to the waiting times w,k, 1 I k zz K, in SQN-G. Roughly speaking, this new schema is concerned with the waiting times of a given customer as more and more customers arriving in its past are considered. Its interest for studying stability comes from the facts that it is pathwise increasing and equivalent in law to the more classical "forward" schema defined by the evolution equations of Theorem 2. Observe that although G is acyclic, g can be cyclic. Figure 3 illustrates the PG for the task graph example given in Figure 1 . Consider now the decomposition of g into its maximal strongly connected subgraphs. Recall that a strongly connected graph is a directed graph in which the existence of a directed path from vertex v1 to vertex v2 implies the existence of another path from v2 to vl . A maximal strongly connected subgraph of a graph G is a strongly connected subgraph of G such that no other subgraph of G covering it is strongly connected [ 111. Let g be the number of the maximal strongly connected subgraphs in 5, and 5, = (Yr, S,), . . . , 5g = (V,, 8Yg) be the set of all these subgraphs. It is easy to prove that the above set of subgraphs is uniquely defined and that v-1 u a** u rg = "t, An SQN will be said strongly connected if its PG is strongly connected. As we shall see later, if i and j E 7 belong to the same strongly connected subgraph of .Y', then certain services in queues i and j of SQN-G are constrained by one another.
In terms of stability, this translates into the following lemma. 
so that Mi 0 0 = co a.s. Repeating this argument for a finite number of times, we get that Mi = to a.s., for all h E Yi. This, together with Lemma 3.2 and the assumed e-invariance of P show that none of the RVs w,h, h E Vi converges weakly to a finite random variable.
If we are in the first case, all the queues in Vi are stable, since for all h E Vi, wt is equivalent in law to M,h which converges a.s. to a finite limit. q On the other hand, if two queues i and j belong to different strongly connected subgraphs, the constraints that may exist between customers allocated to these two queues can only be oneway. We show now that these oneway constraints have no influence on the stability. For this, define the System Graph (SG) of G, which is denoted by @', to be the graph that describes the oneway constraints that may exist between the maximal strongly connected subgraphs: g = (9, @), where
where g is the number of maximal strongly connected subgraphs of 5 defined above. It follows from the very definition of the strong connectedness that @ is acyclic. Figure 4 illustrates the SG for the example given in Figure 1 . Let G, = (I',, E,), . . . , Gg = ( Vg, Eg) be the subgraphs of G composed of the tasks respectively allocated to the set of processors Y,, . . . , 'Yg; more precisely vh = (i 1 i E v, i iS allocated t0 processor k, k E yh), Let SQN-G,, . . . , SQN-G, respectively denote the strongly connected SQNs associated with the graphs G,, . . . , Gg. In these new networks, each task receives the same service requirement sequence and has the same arrival time as in SQN-G. w,k.'(l rksK,n=O, 1,2,. . . ) denotes the workload of queue k (k E 'T;, 1 I i 5 g) in SQN-Gi at the nth arrival. For these subnetworks, we have the following pathwise evolution equations. COROLLARY 3.1. Assume that SQN-Gi is empty at time 0, 1 I i c g. For every n(n~O)adk(k~Z/,),
where lbk is given by (2.5).
PROOF. In view of Theorem 2.1, the only property to be shown is that for k E Yi and j E II,(k), the values of Ii" coincide when computed in G and Gi, namely, with obvious notations, PDG( j, k) = YDG,( j, k). Observe first that for k and j as specified above, j belongs necessarily to Y"i. Hence, the existence of a vertex v of G such that v belongs to one of the paths of Pac(j, k) implies that v E Yi, which completes the proof. Cl
Analogously to what was done in the previous subsection, we can construct pathwise increasing Loynes schemas associated with these subnetworks as follows: ForallkE"t;, 1 lilg, Mok,i= 0 3 (3.9)
Let MS', k E Vi, 1 I i 5 g, be the limiting value of the increasing sequence M;' when y1 goes to 03. These limiting RVs satisfy the relation A& 0 0 = max ( 0, max iE:A(n,,(rk)) (Mb' + lLk -T) ) (3.11) and enjoy all the properties that were stated in Lemmas 3.1-3.4. In view of Lemma 3.5 and the strong connectedness of each subnetwork, it also follows that either all the queues of SQN-Gi are stable, or they are all unstable.
The following basic technical lemma shows that for every i, 1 5 i 5 g, if SQNGi and the queues of SQN-G that precede the queues k E Yi in the SG sense are stable, then the queues k E vi are also stable SQN-G. Its proof is somewhat technical and is forwarded to Appendix A. LEMMA 3.6. Assume A, holds, and let i, 1 5 i 5 g be fixed. Assume that for all k E Yi and for all j, j E A(lIo(T,k) -&,(T,k)), ML < *. Iffor all k E Fi5 M? < ~0, then ML < ~0.
We prove now one of the main results of the section that shows that for analyzing the stability condition of SQN-G, it is enough to consider the networks SQN-Gr , . . . ) SQN-G, in isolation: the stability condition of SQN-G is simply the intersection of the stability conditions of all these networks. THEOREM 3.1. Assume A, holds. Then SQN-G is stable iffor all 1 I i I g, SQN-Gi is stable.
PROOF. We prove first the following two facts:
(1) M? < 00 for all k, 1 5 k 5 K, and i, 1 I i I g entails Mb < ~0 for all k, 1 5 k 5 K. Since g is acyclic, we can label the vertices of @ as 1, . . . , go, go + 1, . . . ) g in such a way that i + j E @ implies i < j, and vertices 1, . . . , go have no predecessor in @.
The proof of this property is by induction on i, 1 5 i I g. Consider all i, 1 I i I go. Since i has no predecessor in @', for every k E Tip k has thus no other predecessor than the elements of "vi in the processor graph 5.
Therefore, II,(T,k) = I&(T,"). From Lemma 3.6, we obtain M& < ~0.
Consider now i, go < i I g, assume that for all j, j < i, Mk < 03 is true for all kEYj.
Then the fact that for all k E Yj, Mb < ~0 is an immediate consequence of Lemma 3.6 due to the fact that A(
The property is hence established. n-+m n n--tm n (3.14)
PROOF In view of (3.12)-(3.14), the constant K/-r stands for the asymptotic program processing rate of the SQN under the assumption that there is an infinite backlog of programs ready for execution at time zero. Intuitively, if the program arrival rate exceeds K/r, the system should saturate in the sense the workloads tend to infinity. On the contrary, if the arrival rate is less than K/r, the workload should remain finite. This is proved rigorously in the following theorem. PROOF. The proof is somewhat long and is therefore forwarded to Appendix B. We summarize here the main ideas of this proof. We base our discussions on the monotone increasing schema ln;m)C,. Due to the d-invariance of P, the event km < ~0 implies the weak convergence of the random vectors & when IZ tends to CO. The event I@~ = ~0 implies the divergence of the random vectors I??,, when ~1 tends to to. Owing to Lemma 3.4, either M,k t ML < ~0 a.s. for all 1 5 k I K, or A4: t CO a.s. for all 1 I k 5 K. Assume we are in the latter case. Then we can show that y 2 K . E [T] . Taking the contrapositive of this argument, we see that y < K . E[T] is sufficient to have hi, finite almost everywhere. Last, if y > K . E[T], then, using the pointwise ergodic theorem, we can show that km = c.0 a.s. q Remark. As usual in queuing theory, the critical case p = 1 depends on higher moments of the service and interarrival times. The problem is open for these networks.
In case the service requirements of the tasks are deterministic, we show in Appendix C that there is a closed-form expression for y. [28] , Kingman made the following statement: "In none of the applications described here is there an obvious mechanism for obtaining an exact numerical value, and indeed this usually seems to be a problem of some depth."
In this subsection, we do not attempt to derive exact analytical results for the above problem. Rather, we consider some special cases where exact closed-form expressions are available, and discuss various approaches for obtaining lower and upper bounds as well as approximations.
Consider a task graph G where there exists a pair of vertices Tf and 7; assigned to the same processor, and such that for all v E G, v # Tf, v # q, v E IIc(Tj), and T, E II,(v). We say such task graphs are of global Fork/Join type (TX is the Fork vertex and Tj is the Join vertex). An example is given in Figure 5(a) . For the SQNs associated with this type of task graph, one can easily derive a very simple expression for y from (3.14):
where u = A(Tf).
Another simple and related case arises when there exists a vertex q E G such that for all v E G, v # q, either v E II,(q), or q E II,(v). We call such task graphs to be of bottleneck type. An example is given in Figure 5 (b). For this kind of graph, let I& denote the length of a longest path from T," to q, l& the length of the longest path from q to T,". Then one can readily check, by using the pointwise ergodic theorem, that y has the closed-form expression y = K . E max (l& + It,, 0 0-l) -u4 . I5kdK
1
Observe that the last two expressions can be computed using PERT techniques. The above examples are concerned with specific precedence structures. We now look at specific statistical assumptions on the service times. When they are deterministic, Theorem 3.3 gives a closed-form expression for y, which is simply the maximum of the K + K* + . . . + KK known real numbers. For general statistical assumptions, Theorem 3.3 yields a lower bound on y. Indeed, let 7 and Q,* be respectively the values of y and Qn when computed with deterministic service times equal to the mean of the initial service times. Applying Jensen's inequality in (3.14) immediately yields y = lim L!U?l 2 lim G! = ,f 2 n-m n n-m n where + can be calculated using (3. 
Distribution Functions of Waiting and Response Times
This section is devoted to the analytical characterization of the transient and stationary distributions of the waiting and response times. Throughout this section, it will be assumed that AZ: The R Vs PROOF. We prove the assertion by induction. For n = 0, eqs. (2.1) and (4.1) show that W0 is the joint distribution of the RVs (WA, . . . , ~0").
Assume that, for some n z 0, the I%', obtained from (4.1) and (4.2) is the joint distribution of the RVs (WA, . . . , w,"). Then for all li", T, > 0 (1 5 j, k 5 K), and all xl, . . . , xK L 0, we get from (2.2) P[w A+, 5x1, . . . Theorems 3.1 and 3.2 provide the condition under which the random vector G, converges weakly to a finite limit L as n + 03. Indeed, under the conditions specified there, t;, =St I@,,, where &f,, converges a.s. to a finite limit. This implies that the distributions II', and D,, respectively, converge weakly to finite distributions W, and D, when n goes to 03. This section is devoted to the characterization of these limiting distributions. THEOREM 4.2. Assume A2 holds, and that the stability condition of SQN-G is satisfied. Then, the distribution function on R K of the random vector GL., which will be denoted as W-(x,, . . . , xK) satisfies the integral equations .4) satisfied by the stationary distribution of the waiting times seems to be quite a difficult problem. However, it is easy to construct a numerical schema that converges to the solution of this equation when it exists. Indeed, it follows from the preceding discussions that the distributions Wn(x,, .-., xK), which are given by the recursive integral schema (4.1), (4.2) converge in the sense of the weak convergence of the distribution functions to W,(x,, . ..) xK) when n goes to ~0. It is beyond the scope of the present paper to investigate the properties of this numerical schema. It is however conjectured that the convergence speed of this schema should be exponential at least in the case where the interarrival and service distributions have rational Laplace transforms.
Lower Bounds for Waiting and Response Times Based on Convex Ordering
Exact analytical solutions to the basic integral functional equation (4.4) seem to be rather difficult to obtain. However, computational lower and upper bounds can be derived on the solution of (4.4) as well as on the recursive system (4.1)-(4.3) using simple stochastic ordering techniques. These techniques are the same as those used for the special case of Acyclic Fork-Join Queuing Networks in [8] . Several proofs are hence omitted and the interested reader should refer to [8] for more details on the matter. Numerical instances that exemplify the tightness of the bounds on this nontrivial special case can also be found in this paper. In this first section, we discuss lower bounds on waiting and response times based on convex ordering. For more detail on the notion of convex ordering, see [40] .
Consider the SQN-G described by rules (i)-(iii). We assume that all the RVs {7,];+ and {I$", 1 I j, k I K)~+ are defined on the probability space (n, F, P) and are all integrable, and that A, holds. Let (;n]rzP=o and {lik, 1 5 i, k 5 K)FzO be the set of "smoother' interarrival and service requirement processes on (9, F, P) in the sense that there exists a sub-u-algebra say 2 of F such that for all n 2 0 and Assume that A, holds, and that the sub-u-algebra 2 is &invariant. Assume also that for all 1 I k I K, wi and G;," converge weakly to finite RVs w2 and i%k, respectively. Then for all 1 I k 5 K, ( 5.11) PROOF. Observe that the difference between W," and ti: originates from differences between interarrival times only. Applying Lemma 5.1 and Corollary 5.1 to the SQN generated by (5.8)-(5.9) with 2 equal to the trivial a-algebra (with P = a(iik, 1 % j, k 5 K, j E A(&(T,k)))) y' ield immediately the leftmost part of the s inequalities (5.10). Similarly, applying Lemma 5.1 and Corollary 5.1 to the SQN generated by (2.1)-(2.4) with Z' = g((7,)Ez0) yields the rightmost inequalities of (5.10). The proof of (5.11) is omitted. I7 Theorem 5.1 supplies lower bounds for waiting and response times. It is obvious that the stability condition for these lower bounds systems is less restrictive than the initial one. Indeed, let 7 be defined by (3.14) with ILk 0 K" replaced by TA". One can show as in Subsection 3.4 that 7 I y. Remark. The strong connectedness assumption on .V can be easily removed from the above corollary by using the idea of the proof of Theorem 5.3.
Upper Bounds for Waiting and Response Times based on Association
The main concern of this section is to provide for a simplified version of the basic integral equation (4.4) the solution of which is also an upper bound to the solution of (4.4) in some stochastic sense. The discussion of these upper bounds is based on the notion of associated RVs.
PRELIMINARIES
Definition. Real-valued RVs aI, . . . , a, are said to be associated if cov[h(al, . . . , a,>, sb, . . . , a,)1 2 0 for all pairs of increasing functions h, g: Iw n --, R. Definition. Let F and H be the two distribution function on [w. F is said to stochastically dominate H, F zst H, iff
VXER.
If a and b are two real valued RVs, we say that a zst b, whenever
The interested readers should consult [8] , [lo] , and [40] for the basic properties of associated RVs, and the relations between association and the stochsatic ordering. Throughout this section, we assume A3 : bn, a;, 1 I i 5 1 VI )LO is a set of mutually independent RVs. From the definition of the RVs lkk ( 1 I j, k 5 K, n 2 0), we can easily prove the following facts: LEMMA 6.1. Assume A3 holds. Then is an increasing function of associated RVs. S,,,,, -(r$+r, 1 I k 5 KJ is therefore a set of associated RVs. In turn is an increasing function of associated RVs. Hence, S,,,,, is a set of associated RVs.
By induction, the assertion holds for all m I 0. 0 Remark. Lemma 6.2 holds under the weaker assumptions:
(1) l~n);zO is independent of (I?', 1 5 j, k 5 K]r=,,.
(2) (T,)&,, is a set of associated RVs. The set of functional equations (6.7)-(6.9) can be solved as follows: If I?'[ converges weakly to the limit distribution I@:, eqs. (6.1)-(6.2) entail that the following numerical schema converges toward the solution of (6.7):
where U is unit function and Observe that this upper bound is based on K unknown functions of one real variable I+';, . . . , WE, to be compared with the initial equation (4.4) , where the basic unknown function IV, is a function of K real variables. In a numerical schema based on a discretization of the distributions using vectors of size N, this upper bound requires keeping track of K vectors of size N while the initial evolution requires a vector of size NK.
Conclusions
In this paper, a new class of queuing models was introduced for evaluating the performance of multiprogrammed and multitasked multiprocessor systems under simple workload and scheduling assumptions.
In this model, task graphs are represented as general acyclic graphs, which allows the description of sequential or parallel execution, synchronization, and spawning of tasks. Task execution times and program interarrival times are represented as generally distributed stationary and ergodic sequences of random variables, which allow the description of asynchronism in program submission and uncertainty on the actual value of the task execution times. The multiprocessor systems considered have generic architecture with a finite number of processors possibly sharing a central memory.
It was established that the evolution of the system can be characterized by a set of state variables that satisfy a system of stochastic recursive equations. These evolution equations capture two types of mechanisms that are characteristic of parallel processing: queuing mechanisms that are due to the competition of all tasks for a limited number of processors and synchronization mechanisms that translate the precedence constraints between tasks.
The first result of the paper consists in a general expression for the stability condition of such systems under mild statistical assumptions that only require that the program interarrival times and task execution times be stationary and ergodic random sequences. For this, the SQN was decomposed into a set of subnetworks that are determined by the structure of the Processor Graph. The stability condition of the SQN was shown to be reduced to the intersection of the stability conditions of these subnetworks, which were derived explicitly. It is important to notice that this condition actually yields the maximum program throughput of the system or equivalently the maximum rate at which programs can be executed or submitted while keeping the system stable.
The second type of results concern the statistics of the stationary behavior of such systems. Basic integral equations were derived for the stationary joint distribution of the state variables. Important performance criteria, such as stationary program response times or stationary queue sizes, can be derived from the solution of this integral equation. An iterative numerical schema that converges to this solution was proposed. In addition to this, various upper and lower bounds were derived on the statistics of these quantities together with simple computational algorithms.
The practically important particular case where the service requirements of the tasks are deterministic was shown to be also of theoretical interest since the simple lower bounds that were derived are based on a deterministic version of the initial probabilistic problem. In this special case, the stationary program response times and queue sizes were shown to be equal to certain constants that can be obtained with a simple algorithm of known complexity.
To the best of the authors' knowledge, the analysis presented in this paper is the first attempt toward an exact model within this context, and the results obtained here are new. The techniques that are proposed in this paper extend to the case of random topology precedence graphs (see [5] ), which allows one to describe a much wider class of multiprogramming problems. Further research topics consist in studying analytical solutions to the basic integral equations, and generalizing the model to other scheduling policies. where y is defined in (3.14) . Applying the &invariance of P in eq. (Bl) yields Consider the series ul, u2, . . . , un+, . Scanning its vertices from the left to the right, as soon as we find a vertex equal to one of the precedently scanned vertices, for example, v, = uq p < q, we remove the vertices between u, and u, (including up but excluding uq) from the series. These vertices will be said to form a cycle, and the length of the cycle is defined as the sum of the corresponding Liks. This procedure is iterated and successively found cycles are removed from the series until no cycle can be found. It can easily be shown that there are at most K vertices in each cycle, and there are at most K vertices left in the final series. Now we group the cycles in such a way that cycles having the same number of vertices are put into a same set. Let &%?h (h = 1, . . . , K) denote the set of cycles having h vertices, & the number Of dementS of &?h, and 0h.j the j th element of&h.
Execution of Parallel Programs on Madtiprocessor Systems
The length of ak,j is given by _E" = LQJZ + . . . + Lib-1-b + LihA 5 h . v, hJ where i,, . . . , ih are the vertices in cycle ah,j, j = 1, . . . , nh.
We can rewrite Q,, (&,) where the last inequality is established using the fact that for all j E V;, f E P&i + l), Cj + bj,k I IV,+,. The assertion is thus proved to be true for i + 1. By induction, (5.23) holds for all 1 5 i I g. Hence, the assertion of the theorem is proved. 0
