The aim of this paper is to present analytic-numeric solutions of two-point, second-order fuzzy boundary value problems under strongly generalized differentiability based on the residual power series (RPS) method. The new approach provides the solution in the form of a rapidly convergent series with easily computable components, using symbolic computation software. The proposed method obtains the expansion of the solutions of the parameterized systems under appropriate guesses approximations. The proposed technique will be applied to a few test examples in order to illustrate the accuracy, the efficiency, and the applicability of the method.
Introduction
The study of FDEs subjects to given fuzzy boundary conditions forms a suitable setting for the mathematical modeling of real-world problems in which uncertainty or vagueness pervades. In this paper, we introduce an iterative technique for numerically approximating solutions of FBVPs under the assumption of strongly generalized differentiability, which is The study of FDEs has gained importance in recent times; here, we are focusing our attention on the second-order, two-point fuzzy boundary value problems (FBVPs). First of all, approaches to FBVPs and other fuzzy equations can be of three types. The first approach assumes that even if only the boundary values are fuzzy, the solution is a fuzzy function and consequently the derivatives in the differential equation must be considered as fuzzy derivatives [1, 2] . These can be either the use of the Hukuhara or the Seikkala derivatives for fuzzy-valued functions. In the second approach, the FBVP is transformed to a crisp one by interpreted it as a family of differential inclusions [3, 4] . The third approach based on the Zadeh's extension principle, where the associated crisp problem is solved and in the solution the boundary fuzzy values are substituted instead of the real constants, and in the final solution, arithmetic operations are considered to be operations on fuzzy numbers [5] .
In various subjects of science and engineering, nonlinear evaluation fuzzy equations as well as their analytic and numerical solutions, are essentially important; therefore, FDEs are commonly solved approximately using numerical methods. On the other hand, many applications for different problems by using other numerical algorithms can be found in [6] [7] [8] [9] [10] [11] [12] [13] [14] This work is organized in four sections including the introduction. In the next chapter, we present some necessary definitions and preliminary results from the fuzzy calculus theory. The overview to the RPS method is utilized in Section 3. In Section 4, numerical experiments and simulation results are presented and discussed. This work ends in Section 5 with some concluding remarks and future recommendations. 
Preliminary notes

Theorem2.4 Let
′ and 2 ′ are differentiable functions and 
For more details, we refer to [20] [21] [22] [23] [24] [25] [26] [27] [28] and references therein.
The Idea of the RPS Method
Consider the following system of differential equations:
with the boundary conditions
First of all, we assume that the nonlinear system of Eq. (3.1) satisfies the initial conditions 1 ( ) = 1 , 2 ( ) = 2 and 1 ′ ( ) = 1 , 2 ′ ( ) = 2 , where the unknown constants can be determined later by substituting the boundary conditions 1 ( ) = 1 , 2 ( ) = 2 of Eq. (3.2) into the obtained series solutions.
Suppose that these solutions take the form
Obviously, when = 0, since ( ) satisfy the initial conditions of Eq. (3.2), we have 1 ( ) = 1 and 2 ( ) = 2 . Anyhow, depending on the initial guesses approximations 1 ( ) = 1 , 2 ( ) = 2 and 1 ′ ( ) = 1 , 2 ′ ( ) = 2 , we can calculate ( ) for = 2,3, … and approximate the solutions 1 ( ) and 2 ( )by the th-truncated series
Prior to applying the RPS technique, we rewrite system of BVP (3.1) and (3.2) in the form of the following:
The subsisting of th-truncated series ( ) of Eq. (3.4) into Eq. (3.5) leads to the following definition for the th residual functions:
Now, in order to obtain the 2nd-approximate solutions, we put = 2 and substitute = into Eq. (3.6) and using the fact that (3.13)
Finally, if we substitute the boundary conditions 1 ( ) = 1 , 2 ( ) = 2 of Eq. (3.1) into Eq. (3.10), then we obtain a system of nonlinear equations in the variables 1 , 2 , which can be easy solved using one of the symbolic computation software. This procedure can be repeated till the arbitrary order coefficients of RPS solutions for system of BVP (3.1) and (3.2) are obtained. For more details about RPSM and other numerical schemes, we refer to [29] [30] [31] [32] [33] [34] .
Numerical Results
Example Consider the following FDE: The corresponding (1,2)-system has the analytic solutions The corresponding (2,2) -system has the analytic solutions Hence, the following results will be obtained:
 The (1,1)-RPS solutions of (1,1)-system are given as (4.27)
The absolute errors of numerically approximating ( ) by 10 ( ) for the (1,1)-system have been calculated for various and as shown in Tables 1-5, while in  Tables 6-10 Table 3 : Numerical results of (1,1)-system at = 0.5 for Example 4.1 
