We propose multi-scale deep convolutional neural networks (MDCNN) as a general purpose solution for image(s)-to-image(s) inverse problems. Deep convolutional neural networks (DCNN)[1] have shown great potential for general and highly variable tasks across many image-based domains, especially successful for pixel-to-pixel applications in which the input images and the output images are similar[2, 3]. Here, we present this generalized framework to solve inverse problems with a traditional DCNN architecture enabling residual connections between the encapsulated layers of a pair of encoder and decoder, trained in a end-to-ends fashion from direct or indirect measurements to multi-scale reconstructions, no longer constrained by the choice of the mathematical formulations and the implementation of the reconstruction algorithms. The expediency of this framework is demonstrated by benchmarking predicted retrieval with a classic transport of intensity equation (TIE)[4] scheme, showing a performance on par with existing solvers.By predicting phases from a single astigmatism image, which is not feasible by other methods for its inner complexity, MDCNN shows good potential for application independent generalization, demonstrates the possibility to solve inversion problems unconstrained by complex mathematical formulas and complicated reconstruction algorithms. Furthermore, utilizing the capability of multi-channel input inherited from DCNN, MDCNN is able to address the stalling and non-uniqueness problems arising from single measurements, showing good robustness against parameters even when the mathematical nature is not evident. This opens a way for a large variety of new applications in a wide range of inverse problems, especially in the places where phase imaging or structure retrieval is an issue. The core idea of our architecture is, learning to solve inverse problems through big data, rather than coding explicit reconstruction algorithms from the mathematical formulas that characterized inverse problems. Previous works has targeted much more on how can we reconstruct rather than what we can reconstruct. Our strategy offers a shift of this paradigm.
Introduction
Physics theories allow us to make predictions: given a complete description of the state of a physical system, we can make predictions of some measurements. Predicting the result of measurements is a simulation problem. On the other hand, the inverse problem consists of using the actual result of some measurements to deduce the parameters characterizing the system which are not obtainable using direct measurements: either because they are lost during an experiment, for example the uncertainty relation of the quantum mechanical wave equations, or perhaps because they are never measured accurately in the first place, for example the defection in the loss of information process. The goal of this paper is to develop a generic framework to solve the image(s)-to-image(s) inverse problems generally, without being limited to specific applications.
Powered by recent advances of hardwares and very large datasets [5, 6] , deep learning algorithms [1] have recently shown great potential in image(s)-to-image(s) translation tasks, such as super resolution [7] , image denoising [3] , image generation [8] and in the field of physics [9, 10] .
In this paper we delineate the framework of a general purposed MDCNN, benchmark its performance with a traditional transmission of intensity equation (TIE) application, show its potential for the new applications in a wide range of inverse problems by predicting phases from a complex mathematical model, demonstrate how to address ill-formed problems with multiple observations, and how to deal with special problems with hidden parameters in which a direct simulation is not technically feasible.
An encoder-decoder [11] is able to reduce the input low-dimensional data into high-dimensional data (encoding) by training a DCNN with a relatively smaller central layer to generate desired output data (decoding). By adding skipped connections between corresponding layers of the same dimension to an encoder-decoder, U-Net [12] enables shared information between the input and the output directly transported across the whole network.
A commonly used U-Net architecture is demonstrated in the upper-left part of Fig.1(A) . because of the high non-linearity of such deep a U-Net architecture, it is difficult to use a gradient descent optimization algorithm for fine-tuning the weights in very deep layers. For example, when training a U-Net to predict phases from an intensity gradient, the slow convergence is a big problem: as is presented in Fig.1(B) , within a large time frames, the U-Net converges very slowly and can even get stuck at a poor local minimum.
DCNNs usually designed with millions of learnable parameters and most of them take days or weeks to train on one or more fast and power-hungry GPUs. Many tricks exist to tune the training process, but there is no free lunch for the speed-up and convergence. Awaring that DCNN first quickly captures the dominant low-frequency components, and then relative slowly captures high-frequency ones [13, 14] , inspired by the idea of multigrid methods [15] , we extend the functionality of the hidden layers in the decoder by connecting them to additional convolution layers to produce coarse outputs, in attempt to match the low-frequency components. A topological set-up of those coarse output branches are visualized in the lower part of Fig.1 When the training starts, all these low frequency components at the output share the same weight as the 512×512 branch, then get deserted at a latter stage. The convergence curves of an MDCNN and a U-Net with identical set-ups, are presented in the chart in Fig.1 (B) for comparison: MDCNN quickly reaches a mean-absolute-error (MAE) loss around 0.07 while the conventional U-Net is very difficult to train, being trapped around 0.2.
Cross validation with conventional algorithms
The phase problem [17] , one of the fundamental inversion problem in optics, neutron, atomic and electron optics, has attracted a lot of efforts and led to the invention of numerous methods to reconstruct the missing phases of the propagated wave from direct intensity measurements. After Dennis Gabor's proposal of the holographic schemes [18] , putting more efforts extracting phases by post-processing images rather than pushing the imaging resolution limits, many techniques [19, 20, 16, 21, 22] emerged to retrieve phase information from a series of observations with deliberate approximations of the mathematical formulas, elaborate configurations of the experiments and increasingly complicated implementations of the reconstruction algorithms.
The TIE scheme is one of the most popular phase retrieval approaches, solving phase problem in a two-step fashion. For the first step, this method estimates intensity gradient from a series of images recorded at different axial position z i , commonly taking a linear combination form of
in which I( r, z) is the intensity at axial position z with 2D position vector r = (x, y), and a i are the coefficients determined by the algorithm of the choice. Then this method tries to recover phase φ( r, z) from a second order, elliptic partial differential equation
in which λ is the wave length and (I( r, z) is constant for pure phase object case. With this scheme, two new problems cropped out. The first one is the estimation of ∂I( r,z) ∂z z=0 : finite difference method indicates the intensities taken closer to the focal plane z = 0 have much larger coefficients than the ones further away, while the noise reduction method requires all the coefficients to be distributed as equitably as possible [23] . A compromise has to be made balancing the high order non-linearity and the noise levels, which makes the optimal coefficients a i signal dependent. The second problem is, Eq.2 does not necessarily have a unique solution unless appropriate boundary conditions [24] are met. Directly matching measurements I( r, z) to phases to predict, MDCNN applications address phase problem in an explicit way. Instead of digging into the complex reconstruction algorithms for Eq.2 and careful approximations for Eq.1, MDCNN applications solve this problem by training a neural network matching one or more intensities I( r, z i ) to the desired phase φ( r, z). For such a generic and straightforward workflow, many other inversion problems can directly take this framework as bare bones to start with.
Several applications have been trained to do phase retrieval. As are shown in Fig.2 , the first one (MDCNN-I), serving as a prove of concept in a same way as TIE, predicts phases from intensity gradient; the second one (MDCNN-II) predicts from a defocused image; the third one (MDCNN-III) predicts from an astigmatic image acquired after a cylindrical lens; and the last one (MDCNN-IV) phases from 32 astigmatic images by rotating the cylindrical lens. For all the numeric experimental results shown in this figure, the first row presents the input image; the second row gives out the prediction with mean-absolute-error (MAE) as a metric value between the ground phase φ g and the predicted phase φ p , which is defined as
where M and N are the row and column of the phase image; the third row gives out the ground truth images desired to be restored; the last row gives the normalised cross-correlation between the prediction and the groundtruth images in Fourier space using the Fourier ring correlation (FRC) [25] :
where F g and F p are the Fourier transform of φ g and φ p , and r is the radius. Judging from FRC, all these applications give good performance in predicting low-frequency components. MDCNN-II is further bench-marked with a conventional TIE solver. Using same experimental data set presented in Fig.3 , comparing with the fitting result from GPTIE [16] in Fig.3(A) , two similar results predicted by MDCNN-II are presented in Fig.3(B) and (C), which are predicted from measured intensities at −108µm and 108µm independently. Thus, MDCNN is capable of phase retrieval on par with conventional TIE applications without sacrificing the quality. While in the deterministic systems the forward simulations have unique solutions, the inverse problems do not necessarily have. Inverse problems most often are ill-posed. A consequence is that arbitrarily small changes in the data may lead to arbitrarily large changes in the solution. As errors are inevitable in the numeric treatment of inverse problems, we have to use stabilizing procedures for successful treatments of ill-posed problems. Comparing the performance of MDCNN-III and MDCNN-IV in Fig.2(C) and (D), the one taking 32 inputs generally gives better performance in the MAE and FRC metrics, indicating multiple observations can obsolete the singularities in the phase problem. This can observed from the prediction result presented in Fig.3(D) , where phases are predicted from two measured intensities, providing more details than the results shown at Fig.3(B) and (C), which are predicted from single measurement.
Solving problems not well mathematically modelled
When solving phase problems with MDCNN, we make use of the knowledge of physical schematics for the dataset simulation to train the weights of MDCNN architecture we specified. However, in some of the real world problems, we do not have enough knowledge of what effects should be taken into consideration, and therefore we have a problem in generating the training dataset.
Modern scanning transmission electron microscopy (STEM) can provide sub-ångströms images [26] , but this is limited by, e.g, the beam sensitivity of the specimen. Lowering the electron dose results in noisy images with a poor signal-to-noise ratio (SNR), and complicated extraction of relevant specimen information. Therefore it is important to reconstruct clear images from noisy observations [27] . Due to the complex unknown variables related to the concrete experimental set-ups, real-world STEM image de-noising problem is too complex for a single monolithic de-noising algorithm. Many conventional algorithms exist to address this problem, but they heavily depend on domain specific knowledge and/or a prio information [28, 29, 30] . Recent variations [31, 3, 32, 33] based on DCNN work well by directly matching a noisy input image to a clean output image. However, they assume high SNR images with known noise sources, and most of them only consider a single signal independent noise source with known level.
We demonstrate how to solve such an inverse problem that is not well mathematically modelled: de-noising images with unknown noises acquired with very poor SNR. If all the noise categories are known to us, even if these noises are signal dependent and are of unknown levels, our MDCNN architecture is sufficient. To prove this point, we simulate noisy images with assumed noise sources (Poison noise with a parameter randomly distributed in range [1, 10] , dark current noise randomly in range [0%, 10%] and saturation noise randomly in range [90%, 100%]) from previous knowledge, then we employ the same architecture demonstrated in Fig.1 to train a direct denoising neural network (MDCNN-VI). As is shown in the upper part of Fig.4(A) , we find that, this de-noising network performs well in the validation dataset; the low frequency components are predicted very well, but it makes bad prediction with quite a lot of background noise remaining, as is presented in Fig.4(B) , when applied to an experimental image with no more than 10 electrons per pixel in average. To address this problem, we design an indirect de-noiser (MDCNN-VII): first, we pre-process the input images with four conventional low-pass-filters (LPFs), then assemble these prepossessed images to map a clean image to do the training. With two uniform LPFs and two Gaussian LPFs, we convert our noisy image into a pack of blurred images, transforming a de-noising problem into a de-blurring problem. The advantage of this method is that conventional de-blurring applications usually reconstruct a single clear output from a single blurred input, our architecture takes the advantages of much more images fed to the input layer, thus is expected to perform much more robust than the others. Accelerated with a commercially available graphics processing unit (GPU) such as a Nvidia GTX 1080 Ti, this neural network can even make real-time prediction, relieving lots of pressure in the post-processing stage. A detailed data flow of this scheme is demonstrated in the lower part of Fig.4(A) : we first simulate noisy images from ground truth images by appending salt-and-pepper noise, then get 4 blurred images after 4 different LPFs to train MDCNN-VII. When passing a same noisy image to this MDCNN nearly all the background intensities are diminished, as is shown in Fig.4(B) . Moreover, even if the inputs are recorded under different configurations with unknown types and different levels, this application can still make robust predictions, some of the predictions are presented in Fig.4(C) .
Conclusion
The superpower of MDCNN applications in solving different inverse problems have been demonstrated. Solving a phase problem from one or more images in line with the popular TIE scheme, we match the performance of our MDCNN with a state-of-the-art solver, showing it is capable to solve problems with complex mathematical models, and can efficiently make use of the multiple measurements to reduce the side effects shipped from illposed problems. Solving a blind de-noising problems, we show that, MDCNN can provide a robust prediction, taking the advantages of the extensibility of multiple input channels in a convolutional neural network. When training the MDCNN architectures presented above, the weights are updated by minimizing the MAE between the prediction and the ground truth. This kind of error metric tends to give out blurry outputs loss of sharpness. Further research, very possibly in how to integrate generative adversarial networks [2, 8] , is highly desirable to address this problem. In the wake of this robust, generic purposed architecture, a branch of new schemes dealing with different kinds of inverse problems are supposed to emerge, broadening the scope of inverse problem applications. Equipped with MDCNN, scientists and engineers are expected to think more about what would be interesting to figure out, rather than how to find out something interesting. Intelligence resource is scarce for most of the time, when the computation resource is getting adequate, we should adapt ourselves to this trend. 
Method
Dataset. The training data for these experiments could come from any source. All applications use 1024 or 2048 images randomly sampled from Open Images Dataset [34] , which are gray-scaled then scaled and/or cropped to size 512 × 512, except for the MDCNN-IV only 512 images are used to fit into the host memory, and for the de-noising applications, MDCNN-VI and MDCNN-VII, half of the training images are simulated with atom columns per image randomly generated in range [50, 300], and atoms per column randomly in range [1, 10] . Little performance improvement has been observed by simply increasing the training set. Data preparation. For MDCNN-I, phase retrieval from intensity gradients, the inputs are simulated with a convolution operation:
where L is the desired second order Laplacian, I is the image drawn from our dataset, and K is the convolution kernel
For MDCNN-II to MDCNN-V, the input images are simulated using Fourier optics with element-wise production
where CT F is for the contrast-transfer-function (CTF) and P (φ, γ) is the Fourier transform of a complex image in range [0, i γ] is simulated as
where Φ is an input image, and the scaling factor γ is 1.5 for MDCNN-II and MDCNN-V, and 2 π for MDCNN-III and MDCNN-IV. The CTF of a defocused image at distance z is
where q x and q y is the spacial frequencies in x and y direction. The CTF of an astigmatism abbreviation is
where z is the defocus depth, α is the rotation angle of the cylinder lens, k is the wave number . For the direct de-noising applications, MDCNN-VI and MDCNN-VII, a saturation function is introduced Network configuration. The essential part of MDCNN is the low-frequency branches, which enable the convergence of the network. The choice of the U-Net has many degrees of freedom. The convolution kernel sizes are generally designed small, for example 3 × 3 or 4 × 4, just to save memory and operations, except in the input layer and the output layer of dimension 512 × 512, the kernel size is 31 × 31, a quite large kernel to cover more features. When down-scaling layers, the conventional convolution operation with stride step 2 or average pooling can be used, and for up-scaling, a convolution with a stride 2 or a direct up-sampling can be used. sigmoid activation function is used in all the output layers, and rectified linear unit [35] is used in the hidden layers. Batch normalization [36] after is optional when the batch size is large. Adaptive momentum method [37] is employed to train the MDCNNs with a learning rate starting at 0.001. All applications are trained under Linux environment implemented using Keras [38] with Tensorflow [39] back-end. The workstation is equipped with two Nvidia GTX 1080 Ti graphics processing units (GPUs) and one Intel Xeon Silver 4114 central processing unit (CPU). 
