Abstract-This paper considers analysis and synthesis of discrete-time networked control systems (NCSs), where the plant has additive uncertainty and the controller is updated with the sensor information at stochastic time intervals. It is shown that the problem is linked to robust control of linear discrete-time stochastic systems and a new small gain theorem is established. Based on this result, sufficient conditions are given for ensuring mean square stability of the NCS, and the genetic algorithm is utilised to design the controller of the NCS based on a linear matrix inequality technique.
I. INTRODUCTION
Networked control systems (NCSs) have received much attention recently [1] - [5] . A NCS is the system in which a control loop is closed via a shared communication network. The use of a shared network in the feedback path has advantages of low installation cost, reducing system wiring, simple system diagnosis and easy maintenance. However, some inherent shortcomings, such as bandwidth constraints, packet delays and packet dropouts, will degrade performance of NCSs or even cause instability. Stability analysis of NCSs is investigated in [6] - [9] , and stabilising controllers are designed in [10] , [11] . Typically stochastic approaches are adopted to deal with network packet dropout and to establish the stability of the NCS in the sense of mean square statistics [12] - [15] . The works of [15] - [17] adopt robust control theory for the analysis and design of NCSs.
Most of the works in the NCS research utilise fixed controllers. Some exceptions are [7] - [9] , which adopt more flexible controllers for NCSs where a network is located between the sensor and the controller. For NCSs, time periods frequently appear during which the controller cannot access sensor data due to network induced random delay and packet dropout. During these periods without sensor data, the underlying idea of [7] - [9] is that a nominal plant model is employed at the controller to estimate the plant behaviour, and the estimated result is provided to the controller to replace the real plant behaviour information so that the computation of control signal can be executed in time. During time periods when the controller can access sensor data, the networked controllers perform the same feedback control as standard closed-loop control systems without network. In the networked control schemes of [7] , [8] , the observer is included at the actuator side of the plant to be controlled, while for the networked control scheme of [9] the observer is located at the controller side. All the plant parameters are assumed to be known in the works [7] , [8] while the plant is assumed to be uncertainty free in [9] . But these assumptions on the plant are not met in practice. It is important to remove these strict assumptions on the plant and to study model-based networked control with robustness considerations. Also the study by [9] on smart control does not consider the networks of random transmission with known probability, which belong to a most important class of networks in NCSs.
The novel contribution of this paper is that we study smart control for NCSs where plants have additive perturbations and networks induce random delay and packet dropout. To our best knowledge, our key result, Theorem 1, which establishes a new small gain theorem for linear discrete-time stochastic systems, was not seen previously in the literature.
II. NOTATIONS AND PRELIMINARY RESULTS
Let R stand for real numbers and N for nonnegative integers. I n denotes the n × n identity matrix, while I and 0 are the identity and zero matrices of appropriate dimensions, respectively. For M ∈ R m×n and p ≥ m, denote
Similarly, for M ∈ R m×n and q ≥ n, denote
For S ∈ R m×m , S > 0 (≥ 0) indicates that S is a positive definite (semidefinite) matrix. For symmetric S 1 ∈ R m×m and S 2 ∈ R m×m , S 1 > S 2 means that S 1 − S 2 > 0. For a discrete-time signal r = {r(t)} t∈N with r(t) ∈ R r , define
Let r 2 be the set of rs with r 2 < ∞. A finite-dimensional linear time-invariant discrete-time systemĜ is written as
where 
For 0 < ρ ∈ R, let D d×r ρ be the set ofĜs, which are described by (4) with Ĝ ∞ < 1/ρ, and are stable for u g (t) ≡ 0.
Lemma 1: (See [18] ) The systemĜ ∈ D d×r ρ if and only if there exists a 0 < P ∈ R b×b such that
(6) For a discrete-time stochastic signal r = {r(t)} t∈N with r(t) a R r -valued random variable, define
where E(·) denotes the expectation. Let 
and D f are mappings from M to R b×b , R b×r , R d×b and R d×r , respectively. The probability mass function of θ t is given by q j = Pr(θ t = j) with j ∈ M. Clearly, θ t can be regarded as a special Markov chain.
Lemma 2: (See [12] , [15] ) For the systemF in (8), the following are equivalent: 1)F with u f (t) ≡ 0 is stochastically stable;
) is stochastically detectable. Then the following are equivalent:
2) the discrete-time backward difference equations
where t ∈ N and j ∈ M, have a bounded solution
b×b . Replacing the backward difference equations with algebraic equations leads to Corollary 1.
) is stochastically detectable, and there exist 0 ≤ X(j) ∈ R b×b , j ∈ M, satisfying
The H ∞ -norm of stochastic systemF is defined as
For 0 < ρ ∈ R, let D d×r ρs be the set ofF s, which are described by (8) with F ∞s < 1/ρ, and are stochastically stable with
ρs if there exists a 0 < P ∈ R b×b such that
Consider a special case ofF described by
with t ∈ N, where B f 1 , B f 2 and D f 1 are mappings from M to R b×r1 , R b×r2 and R d×r1 , respectively. Set
where
with t ∈ N.
Lemma 5:
is stochastically detectable and
Then there exist 0 ≤ X j ∈ R b×b with j ∈ M, which satisfy, ∀j ∈ M,
is stochastically stable; where
Since the above system can be viewed as
. It is easy to check
Moreover,F ∈ D d×r ρs implies A f (θ t ) is stochastically stable and hence with D f (θ t ) ≡ 0. Then there exist 0 ≤ X j ∈ R b×b with j ∈ M, which satisfy, ∀j ∈ M,
III. PROBLEM FORMULATION
The NCSP K of Fig. 1 contains a linear time-invariant discrete-time plantP and a discrete-time controllerK. The plantP consists of a nominal plant modelP 0 and an additive perturbationΔ, as shown in Fig. 1 .P 0 is described by
with a given 0 < γ ∈ R.Δ andP 0 have the same input u(t) which is also the input of P . The output ofΔ is added with y 0 (t) to form the output ofP : y(t) = y 0 (t) + w(t).P andK are connected via a shared network through which the sensor transmits data to the controller. The controller is collocated with the actuator. At each instant t ∈ N, the sensor transmits y(t) toK. After the attempt, y(t) is discarded by the sensor. Each transmission have two alternative outcomes: one is that the transmission succeeds andK receives y(t) at t; the other is that the transmission fails due to packet dropout by the network and thusK misses y(t). A successful packet transmission time through the network is assumed to be negligible. A packet arriving late due to network delay has the same effect as packet dropout and is treated as a transmission failure. Those instants at which transmissions succeed are denoted by t k , k ∈ N, in ascending order, and t 0 = 0 is assumed without loss of generality. The time instant t k is referred to as update instant. After t k , y(t k ) remains to be the newest information forK until t k+1 when y(t k+1 ) arrives.
It is clear thatP K is in the mode of open loop when t = t k and in the mode of closed loop when t = t k . A smart control mechanism, similar to the one in [9] , is adopted forK as ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ x e (t + 1) = Ax e (t) + Bu(t) +L(Cx e (t) + Du(t) − y(t)), t = t k x e (t + 1) = Ax e (t) + Bu(t),
where the state feedback gain matrix K ∈ R m×n and the observer gain matrix L ∈ R n×p . When y(t) is available at t = t k , a standard observer law is employed to estimate x(t) using x e (t), while when y(t) is unavailable at t = t k , an imitation law is employed to estimate x(t) with x e (t). Define the update interval
Let the maximal update interval be N , and denote N = {1, · · · , N}. The value of N can be viewed as a network service quality measure. The update intervals h k s are assumed to be i.i.d. N -valued random variables. The probability mass function of h k is denoted by p i = Pr(h k = i) with i ∈ N . Let the order ofΔ be q. ThenΔ can be described by
where the matrices 
IV. THEORETICAL ANALYSIS AND DESIGN METHOD
We now study the dynamic response ofP K by oversampling it at each update instant. Since h k is a N -valued random variable, the dimension of the input (output) of the oversampled system is also random. To tackle this difficulty, we use the auxiliary systems ofP 0 ,Δ andK by augmenting them up to the constant dimension Nm. The auxiliary systemP 0s ofP 0 is constructed as
The auxiliary systemΔ s ofΔ is constructed as
The auxiliary systemK s ofK is constructed as where
CombiningP 0s ,Δ s andK s forms the auxiliary stochastic systemP Ks , depicted in Fig. 2 , ofP K . Define
From (23) to (33), we have the following relationships betweenP Ks andP K . Given t 0 = 0 and z(0) = z(t 0 ), ∀k ∈ N,
These results imply that
On the other hand, as h k is bounded by N , there exists a constant real scalar η independent of k and τ such that ∀k ∈ N, z and Lemma 1, there exist 0 < P δ ∈ R q×q such that
Inequality (40) means that ∀i ∈ N ,
Hence
Applying Lemma 4 to (43) LetP Ks be divided into an unknown partΔ s and a known partV , as shown in Fig. 2 .V is the closed-loop system formed byP 0s andK s , and is described as
with
Let ξ = 1/γ. Then our main result can be presented. We refer to Theorem 1 as the small gain theorem of discretetime stochastic systems. Note that the small gain theorem of [18] is valid for deterministic systems while the small gain theorem of [20] is derived for continuous-time stochastic systems.
According to Proposition 3 and Theorem 1, any pair of K and L ensuringV ∈ D 
Further define 
For given K ∈ R m×n and L ∈ R n×p , α(K, L) can be computed conveniently by a combination of linear matrix inequality (LMI) techniqueand bisection search. From Proposition 3 and Theorem 1 as well as Lemma 4, the following result is plain.
Corollary 3:
According to Corollary 3, we can design K and L by solving the nonlinear optimisation problem
We solve this optimisation problem using the genetic algorithm (GA) to obtain a pair of K * and L * such that α(K * , L * ) < 1. Note that in some cases we may be unable to achieve α(K, L) < 1, even though the NCS design problem does have solutions. This is because Corollary 3 only provides a sufficient condition. If K * and L * are not found by the GA to meet α(K * , L * ) < 1, we can rearrange some conditions of the NCS design problem, for example by increasing the value of γ, to ease the design problem.
V. AN NUMERICAL EXAMPLE
Based on the method presented in the previous section, a MATLAB program for NCS design was developed where the feasp and ga functions of MATLAB were used to solve LMI and to implement GA, respectively. We considered an unstable third-orderP 0 of (23) T and x δ (0) = 1. Fig. 3 (a) to (g) depict the 50 trajectories of each state element, respectively. These trajectories display our NCS behaviour under the 50 different realisations of {h k }. For any t ∈ N, we obtained 50 observations of the random variable z T (t)z(t). The first sample moment of these 50 observations, denoted by E e (z T (t)z(t)), was shown in Fig. 3 (h) .
VI. CONCLUSIONS
Discrete-time NCSs have been studied where the plant has additive uncertainty and a smart controller is updated with the sensor information at stochastic time intervals. It has been shown that the issue is linked to robust control of linear discrete-time stochastic systems, and a new small gain theorem has been derived under the condition that update intervals are i.i.d. N -valued random variables. Based on this result, sufficient conditions have been established for guaranteering the mean square stability of NCSs and a design method for smart controller has been provided.
