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Abstract
We establish the Local-global Principle for the annihilation of local cohomology modules over
an arbitrary commutative Noetherian ring R at level 2. We also establish the same principle at all
levels over an arbitrary commutative Noetherian ring of dimension not exceeding 4. We explore
interrelations between the principle and the Annihilator Theorem for local cohomology, and show
that, if R is universally catenary and all formal bres of all localizations of R satisfy Serre’s
condition (Sr), then the Annihilator Theorem for local cohomology holds at level r over R if
and only if the Local-global Principle for the annihilation of local cohomology modules holds
at level r over R. Moreover, we show that certain local cohomology modules have only nitely
many associated primes. This provides motivation for the study of conditions under which the setS
m;n2N Ass(M=(x
m; yn)M) (where M is a nitely generated R-module and x; y 2 R) is nite: an
example due to M. Katzman shows that this set is not always nite; we provide some sucient
conditions for its 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0. Introduction
Let R be a commutative Noetherian ring, let a be an ideal of R and let M be a
nitely generated R-module. We begin by recalling G. Faltings’ Local-global Principle
for the niteness of local cohomology modules Hia (M) of M with respect to a .
Faltings’ Local-global Principle for the niteness of local cohomology modules 0.1
[7;Satz1]. Let r be a positive integer. Then the Rp-module HiaRp (Mp) is nitely gen-
erated for all i  r and for all p 2 Spec(R) if and only if the R-module Hia (M) is
nitely generated for all i  r.
By the Flat Base Change Theorem for local cohomology, for each p 2 Spec(R) and
each i 2 N0 (we use N and N0 to denote the sets of positive and non-negative integers
respectively), there is an Rp-isomorphism HiaRp (Mp)
= (Hia (M))p. Thus 0.1 states that
the modules H 0a (M); H
1
a (M); : : : ; H
r
a (M) are all nitely generated if and only if they are
all locally nitely generated. Another formulation of Faltings’ Local-global Principle,
particularly relevant for this paper, is in terms of the niteness dimension fa(M) of
M relative to a , where
fa(M):=inffi 2 N: Hia (M) is not nitely generatedg;
with the usual convention that the inmum of the empty set of integers is interpreted
as 1. We can restate 0.1 in the form
faRp (Mp)>r for all p 2 Spec(R) , fa(M)>r: (y)
It is well known that
fa(M) = inffi 2 N: a *
p
(0: Hia (M))g
= inffi 2 N: anH ia (M) 6= 0 for all n 2 Ng
= inffi 2 N0: a nH ia (M) 6= 0 for all n 2 Ng;
see [4, 9:1:2] (and note that H 0a (M) is nitely generated). Now let b be a second ideal
of R. We dene the b-niteness dimension fba (M) of M relative to a by
fba (M) = inffi 2 N0: b *
p
(0: Hia (M))g
= inffi 2 N0: bnH ia (M) 6= 0 for all n 2 Ng:
So it is rather natural to ask whether Faltings’ Local-global Principle, as stated in
(y), generalizes in the obvious way to the invariants fba (M). In other words, is the
statement
fbRpaRp (Mp)>r for all p 2 Spec(R) , fba (M)>r (yy)
true for each r 2 N? We shall say that the Local-global Principle (for the annihilation
of local cohomology modules) holds at level r (over the ring R) if (yy) is true (for the
given r) for every choice of ideals b ; a of R and every choice of M . In [14], Raghavan
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showed that this Local-global Principle holds at level 1; he also deduced from Faltings’
Annihilator Theorem [6] that if R is a homomorphic image of a regular (commutative
Noetherian) ring, then the Local-global Principle holds at all levels r 2 N. Our main
result in Section 2 is that the Local-global Principle holds at level 2, while in Section 3
we show that the Local-global Principle holds at all levels r 2 N when dim R  4.
Our work in Section 3 involves use of the b-minimum a-adjusted depth ba(M) of
M , dened by
ba(M):=inffdepthMp + ht(a + p)=p: p 2 Spec(R)nVar(b)g:
It is always the case that fba (M)  ba(M); Faltings’ Annihilator Theorem [6] states
that if R is a homomorphic image of a regular (commutative Noetherian) ring, then
fba (M) = 
b
a(M). We extend the terminology and say that, for r 2 N, the Annihilator
Theorem ( for local cohomology modules) holds at level r over R if, for every choice
of the nitely generated R-module M and for every choice of the ideals b ; a of R, it
is the case that
ba(M)>r , fba (M)>r:
Our main result in Section 4 is that, if R is universally catenary and all the formal
bres of all its localizations satisfy Serre’s condition (Sr), then the Annihilator Theorem
holds at level r over R if and only if the Local-global Principle holds at level r over R.
Section 5 is rather technical. We wish to use (in Section 6) the above-mentioned
main result of Section 4 in the special case in which r=1, and we also wish to know
that the property that ‘all formal bres of all localizations of R satisfy (S1)’ is inherited
by the polynomial ring R[X ]: Section 5 is concerned with this point.
Our work in Section 2 motivates a search for conditions under which AssR(Hia (M))
is nite. In view of the fact that, if a can be generated by x1; : : : ; xh, then there is an
isomorphism
Hha (M) = lim!
n2N
M=(xn1 ; : : : ; x
n
h)M
(see [4, 5:2:9]), we are interested in conditions which ensure that[
n2N
AssR(M=(xn1 ; : : : ; x
n
h)M)
is nite. In general, this set need not be nite: in [10], Katzman produced an example of
a (commutative Noetherian) algebra R over a eld of characteristic p> 0 and elements
x; y 2 R with Se2N AssR(R=(xpe ; ype)) innite.
In view of this, we consider that it is of interest to determine conditions on R,
elements x; y 2 R and the nitely generated R-module M which ensure that[
m;n2N
AssR(M=(xm; yn)M)
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is nite. Our main result of Section 6 is that this set is nite if R is universally catenary,
all formal bres of all the localizations of R satisfy (S1), and ht((x; y) + p)=p> 1 for
all p 2 AssR(M)nVar((x; y)).
1. Some preliminaries
Notation 1.1. Throughout the paper, R will denote a commutative Noetherian ring
(with non-zero identity), and a and b will denote ideals of R. We shall only assume
that b  a when this is explicitly stated. We use Z to denote the set of all integers.
The variety Supp(R=b) of b will be denoted by Var(b).
Denition 1.2. Fix r 2 N.
(i) We say that the Local-global Principle ( for the annihilation of local cohomology
modules) holds at level r for the ideals b ; a of R if, for every nitely generated
R-module M , it is the case that
fbRpaRp (Mp)>r for all p 2 Spec(R) , fba (M)>r: ()
(ii) We say that the Local-global Principle (for the annihilation of local cohomology
modules) holds at level r (over the ring R) if the principle of (i) holds at level r for
every choice of ideals b ; a of R.
(iii) We say that the Local-global Principle (for the annihilation of local cohomol-
ogy modules) holds for the ideals b ; a of R if the principle of (i) holds for the given
ideals at level r0 for every r0 2 N.
(iv) We say that the Local-global Principle (for the annihilation of local cohomol-
ogy modules) holds over the ring R if the principle of (i) holds at level r0 for every
r0 2 N and for every choice of ideals b ; a of R.
Remarks 1.3. Let M be a nitely generated R-module.
(i) By the Flat Base Change Theorem, for each p 2 Spec(R), there is an Rp-isomor-
phism HiaRp (Mp)
= (Hia (M))p for each i 2 N0; hence fbRpaRp (Mp)  fba (M). Also, if
p 2 Spec(R)n(Supp(M) \ Var(a)), then fbRpaRp (Mp) =1. Hence, for a xed r 2 N,
statement () of 1.2(i) is equivalent to the statement
fbRpaRp (Mp)>r for all p 2 Supp(M) \ Var(a) ) fba (M)>r: ()
(ii) Obviously, there is an n0 2 N such that bn0 b(M) = 0; then bn0Hia ( b(M))
= 0 for all i 2 N0. It therefore follows from [4, 9:1:1] and the long exact sequence of
local cohomology modules (with respect to a) induced by the exact sequence
0!  b(M)! M ! M= b(M)! 0
that fba (M) = f
b
a (M= b(M)). Note that there is an element y 2 b which is a non-
zerodivisor on M= b(M): see [4, 2:1:1 and 2:1:2].
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Remarks 1.4. Let M be a nitely generated R-module, and let s 2 R.
(i) By [4, 8:1:2 and 4:2:1], there is a long exact sequence of R-modules and R-homo-
morphisms
0 ! H 0a+Rs(M) ! H 0a (M) ! (H 0a (M))s
! H 1a+Rs(M) ! H 1a (M) ! (H 1a (M))s
! : : : : : :
! Hia+Rs(M) ! Hia (M) ! (Hia (M))s
! Hi+1a+Rs(M) ! : : :
:
(ii) It is immediate from the exact sequence in (i) (and [4, 9:1:1]) that, for s 2 R,
we have fba (M)  fba+Rs(M); hence, by induction, fba (M)  fba0(M) whenever a 0 is
an ideal of R with a  a 0.
(iii) Another use of the exact sequence in (i) (and the Flat Base Change Theorem
for local cohomology) shows that
fba (M) = minffba+Rs(M); fbRsaRs (Ms)g:
2. Associated primes of local cohomology modules
The key to the work in this section is given by the following observation (see Lemma
2.1 below): let L be an R-module such that AssR(L) has only nitely many maximal
members, and assume that L is locally annihilated by powers of the ideal b of R; then
it turns out that L is annihilated by some power of b. Thus, with the Local-global
Principle in mind, it could be rather useful to prove that, for a nitely generated
R-module M , the set AssR(Hia (M)) is nite in certain cases. We shall establish results
of this type in this section. In particular, we shall show that (when M 6= aM) the rst
non-vanishing local cohomology module H gradeM aa (M) has only nitely many associated
primes.
Lemma 2.1. Let L be an R-module with the property that the set A of all maximal
members of AssR(L) is nite. Assume that; for each p 2 A; there exists np 2 N such
that (bRp)npLp = 0. Set n=maxfnp: p 2 Ag. Then bnL= 0.
Proof. Let x 2 L. Since (bnL)p=0 and bnx is a nitely generated R-module, it follows
that, for each p 2 A, there exists sp 2 Rnp such that spb nx = 0. Let c :=
P
p2A Rsp.
Then c is not contained in any member of A, and so, by prime avoidance, there exists
d 2 c nSp2A p. But Sp2A p is just the set of zerodivisors on L, and, since cb nx= 0,
it follows that bnx = 0. This proves our claim.
Perhaps it is worth pointing out that, if M is a nitely generated R-module, then, as
H 0a (M) is nitely generated, it follows from Lemma 2.1 that the statement
fbRpaRp (Mp)> 0 for all p 2 Spec(R) , fba (M)> 0
is always true.
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Proposition 2.2. Let M be a nitely generated R-module such that M 6= aM . Then
Ass(H gradeM aa (M)) is nite.
Proof. Set g:=gradeM a; we shall use properties of the M -grade developed in [4, Sec-
tion 6:2].
We argue by induction on g. When g=0, the result is immediate because H 0a (M) is
nitely generated and so has nite set of associated primes. We therefore suppose, in-
ductively, that g> 0 and that the result has been proved for smaller values of gradeM a .
Then there exists y 2 a which is a non-zerodivisor on M . Since Hg−1a (M) = 0 by
[4, 6:2:7], the exact sequence
0 −! M y−!M −! M=yM −! 0
induces an exact sequence
0! Hg−1a (M=yM) !Hga (M)
y!Hga (M);
where  is the connecting homomorphism. Let p 2 AssR(Hga (M)). Thus there exists
z 2 Hga (M) with (0 :R z) = p. Since Hga (M) is a-torsion, some power of y annihilates
z, and so y 2 p. It therefore follows from the last exact sequence that z 2 Im ,
so that p 2 AssR(Hg−1a (M=yM)). Hence AssR(Hga (M)) = AssR(Hg−1a (M=yM)). Since
gradeM=yM a = g− 1, we can use the inductive hypothesis to complete the proof.
Corollary 2.3. Let M be a nitely generated R-module such that M 6= aM . Set
g:=gradeM a . Then
fbRpaRp (Mp)>g for all p 2 Spec(R) , fba (M)>g:
Proof. Since Hia (M)=0 for all i<g by [4, 6:2:7], it is sucient for us to prove that,
if bRp 
q
(0 :Rp H
g
aRp (Mp)) for all p 2 Spec(R), then b 
p
(0 :R H
g
a (M)). However,
since HgaRp (Mp)
= (Hga (M))p for all p 2 Spec(R), this follows immediately from
Lemma 2.1 and Proposition 2.2.
Our next corollary reproves a result of Raghavan [14].
Corollary 2.4 (Raghavan [14]). Let M be a nitely generated R-module. Then
Ass(H 1a (M)) is nite; and so the Local-global Principle ( for the annihilation of local
cohomology modules) holds at level 1 ( for any commutative Noetherian ring).
Proof. Set M :=M= a(M), and note that, by [4, 2:1:2 and 2:1:7(iii)], we have H 0a ( M)=0
and H 1a ( M) = H 1a (M). It therefore follows from [4, 6:2:6 and 6:2:7] that if H 1a (M) 6= 0,
then M 6= a M and grade M a = 1; in that case, Ass(H 1a (M)) = Ass(H 1a ( M)) would be
nite, by Proposition 2:2.
To prove the nal claim, it is sucient, since H 0a ( M)=0; H
0
a (M) is nitely generated
and H 1a ( M) = H 1a (M), for us to prove that () of 1.2(i) holds with r = 1 when M is
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replaced by M , and then the claim follows from Corollary 2.3 since if H 1a ( M) 6= 0,
then, as we observed above, grade M a = 1.
Corollary 2.5. Let M be a nitely generated R-module such that H 1a (M) is nitely
generated. Then Ass(H 2a (M)) is nite.
Proof. The exact sequence M ! Da(M) ! H 1a (M) (see [4, 2:2:4(i)(c)]) shows that
the ideal transform N :=Da(M) is nitely generated. Now H 2a (N ) = H 2a (M) by [4,
2:2:8(v)], while Hia (N ) = 0 for i = 0; 1 by [4, 2:2:8(iv)]. Therefore either H
2
a (M) = 0,
or N 6= aN and gradeN a = 2; in the latter case, it follows from Proposition 2.2 that
Ass(H 2a (M)) = Ass(H
2
a (N )) is nite.
Theorem 2.6. The Local-global Principle ( for the annihilation of local cohomology
modules) holds at level 2 ( for any commutative Noetherian ring).
Proof. Let M be a nitely generated R-module such that fbRpaRp (Mp)> 2 for all p 2
Spec(R). We must show that fba (M)> 2. Set M = M= b(M). By Remark 1.3(ii),
we have fba (M) = f
b
a ( M), and also f
bRp
aRp (Mp) = f
bRp
aRp ( M p) for all p 2 Spec(R): we
can therefore (replace M by M and) assume that there exists y 2 b which is a
non-zerodivisor on M .
By hypothesis, for each p 2 Spec(R), there exists np 2 N such that
(bRp)npH 1aRp (Mp) = 0;
and so the element ynp =1 of Rp annihilates H 1aRp (Mp). Therefore, if we consider the
long exact sequence of local cohomology modules (with respect to aRp) induced by
the localization at p of the exact sequence
0! M y
np
−−!M ! M=ynpM ! 0;
we see that H 1aRp (Mp) is a homomorphic image of H
0
aRp ((M=y
npM)p), and so is a nitely
generated Rp-module.
It therefore follows from Faltings’ Local-global Principle for the niteness of local
cohomology modules (reviewed in Theorem 0:1) that H 1a (M) is nitely generated;
hence Ass(H 1a (M)) is nite, and Ass(H
2
a (M)) is also nite by Corollary 2.5. We can
now use Lemma 2.1 to complete the proof.
3. Maximal counterexamples
Our strategy in this section is to assume that, for a xed r 2 N and nitely generated
R-module M , the statement () of 1.3(i) is not true for some choice of the ideals a
and b, and to consider, for such a b, a maximal member of the set of ideals a for
which () fails: remember that R is Noetherian.
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Denition 3.1. Fix r 2 N; the ideal b ; and a nitely generated R-module M. Let
b(M ; r) be the set of all ideals a of R for which statement () of 1.3(i) is not true,
that is, for which fba (M)  r even though fbRpaRp (Mp)>r for all p 2 Supp(M)\Var(a).
Of course, we would like to show that the set b(M ; r) of 3.1 is empty.
Lemma 3.2. Fix r 2 N; the ideal b ; and a nitely generated R-module M. Assume
that the set b(M ; r) of 3:1 is not empty; and let q be a maximal member of b(M ; r)
(with respect to inclusion). Then q is a non-maximal; prime ideal in Supp(M).
Proof. Since Hiq = H
ip
q
for all i 2 N0, we must have q =pq . Also, since it follows
from the Independence Theorem that Hiq (M) = Hiq+(0:RM)(M) for all i 2 N0 (see [4,
4.2.2]), we also have q = q + (0 :R M), so that q  (0 :R M).
Assume that q is not prime, and let p1; : : : ; pt (where t > 1) be the distinct minimal
primes of q . Let s 2 p2 \    \ ptnp1. By 1.3(i) and our hypothesis, we know that
fbRpqRp (Mp)>r for all p 2 Spec(R); hence, by 1.4(ii), we have f
bRp
(q ; s)Rp (Mp)>r and
fbRpp1Rp (Mp)>r for all p 2 Spec(R). As q  q+Rs and q  p1 (we reserve ‘’ to denote
strict inclusion), we have q+Rs 62 b(M ; r) and p1 62 b(M ; r); hence fbq+Rs(M)>r
and fbp1 (M)>r; the latter inequality and the Flat Base Change Theorem yield that
fbRsqRs(Ms) = f
bRs
p1Rs(Ms)>r; and it then follows from 1.4(iii) that f
b
q (M)>r, which is
a contradiction. Hence q is prime.
Finally, we suppose that q is maximal. Let y 2 Rnq . Let i 2 N0 and let z 2 Hiq (M).
There exists t 2 N such that q tz = 0, and q t + Ry = R. It is easy to deduce from
this that Hiq (M) has a natural structure as Rq -module, and that, as such, H
i
q (M) =
(Hiq (M))q = HiqRq (Mq). Hence fbq (M)=f
bRq
qRq (Mq), and this yields a contradiction.
In order to exploit Lemma 3.2 for our purposes, we are going to discuss an invariant
which is intimately related to fba (M) but which is not dened cohomologically. In the
following, for p 2 Spec(R), we shall abbreviate depthRp Mp by depthMp; and we shall
adopt the conventions that the depth of a zero module over a local ring is 1, and the
height of an improper ideal is 1.
Denition 3.3. Let M be a nitely generated R-module. For p 2 Spec(R), we dene
the a-adjusted depth of M at p, denoted adjadepthMp, by
adjadepthMp:= depthMp + ht(a + p)=p:
Note that this is 1 unless p 2 Supp(M) and a + pR, and then it is a non-negative
integer.
We dene the b-minimum a-adjusted depth of M, denoted by ba(M), by
ba(M) = inffadjadepthMp : p 2 Spec(R)nVar(b)g
= inffdepthMp + ht(a + p)=p : p 2 Spec(R)nVar(b)g:
Thus ba(M) is either a non-negative integer or 1.
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Remarks 3.4. Let the situation and notation be as in 3.3.
(i) It is easy to show, with the aid of an argument similar to that used in the proof
of [4, 9.2.5], that
ba(M) = inffbRpaRp (Mp): p 2 Spec(R)g:
(ii) (Part of) Faltings’ Annihilator Theorem [6] states that, if R is a homomorphic
image of a regular (commutative Noetherian) ring and if b pa , then ba(M)=fba (M).
A proof of this, rather dierent from Faltings’, is provided in [4, Chapter 9]. In fact,
the conclusion (that ba(M) = f
b
a (M) if R is a homomorphic image of a regular ring)
is true for general a and b (that is, without the assumption that b pa): Proposition
3.7 below provides the link between the special case and the general case.
(iii) Another part of Faltings’ Annihilator Theorem [6] states that, if R has a dualizing
complex and if b pa , then ba(M) = fba (M). This was not proved in the book [4]
because Faltings’ proof used aspects of generalized local cohomology theory which
are beyond the scope of [4]. However, we indicate below, for the convenience of the
reader, how one can modify the arguments of [4, Chapter 9] to show that, when R is
a homomorphic image of a nite-dimensional Gorenstein ring, then ba(M) = f
b
a (M).
(It is known (see [9, Chapter V, Section 10]) that if R is a homomorphic image of a
nite-dimensional Gorenstein ring, then R possesses a dualizing complex; the present
third author conjectured in [18, (4.4)] that the converse statement is true; recently, T.
Kawasaki [11, Theorem 1:2] announced that he has proved this conjecture in many
cases.)
The argument used in the proof below of Theorem 3.5 is essentially due to Faltings’
[6]; however, we provide some renements.
Theorem 3.5. Assume that R is a nite-dimensional Gorenstein ring; set d:=dim R.
Let M be a nitely generated R-module; and; for each i 2 Z; let gi(M):=
(0 :R ExtiR(M;R)). Assume that a is proper; and set h:=ht a . Let i 2 N0. Then
gd−i(M) : : : gh−i(M)Hia (M) = 0:
Proof. For each i 2 N0, let
Fi:=fp 2 Var(a) : ht p  ig
and i:=fc : c is an ideal of R such that Var(c)Fig. Each i is a system of ideals
of R in the sense of [19, p. 71]; we shall need to use the i-torsion functor  i and
the generalized local cohomology functors Hji (j 2 N0) of [19, 1.1(i)]. Observe that
Fh =Var(a) and Fd+1 = ;. Thus  h =  a , and  d+1 =  R, the zero functor.
By [19, 3.3 and 3.6] (see also [1; Chapter VII, Proposition 1:1; 9, Chapter IV,
Section 1, Motif F]); there is, for each integer j with h  j  d, an exact sequence
Hij+1(M)! Hij (M)!
M
p2FjnFj+1
HipRp (Mp):
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For such a j and a prime p 2 FjnFj+1, it follows from local duality (see [4, 11.2.5],
for example) that HipRp (Mp) is Rp-isomorphic to the Matlis dual, over the local ring
Rp, of (Ext
ht p−i
R (M;R))p = (Ext
j−i
R (M;R))p, and so has the same annihilator as this
module (see [4, 10.2.2(ii)]). It therefore follows that
gj−i(M)
0@ M
p2FjnFj+1
HipRp (Mp)
1A= 0:
Since Hid+1(M)=0, we can now use the above exact sequences to show by descending
induction that
gd−i(M) : : : gj−i(M)Hij (M) = 0 for all j = d; d− 1; : : : ; h:
Since Hih(M) = H
i
a (M), the proof is complete.
Theorem 3.6 (Faltings [6]). Assume that R is a homomorphic image of a nite-
dimensional Gorenstein (commutative Noetherian) ring; and that b  a . Let M be a
nitely generated R-module. Then
ba(M)  fba (M):
Proof. In view of [4, 9.1.7 and 9.2.6], we assume that R itself is Gorenstein.
For each t 2 N0 [ f−1g, let
Ct(M):=fp 2 Spec(R): ht p − depthMp >tg;
and let ct(M)=
T
p2Ct(M) p. The idea is that Ct(M) and ct(M) should play in this proof
ro^les analogous to those played by the corresponding concepts in [4, Section 9:4]. In
this connection, note that, if p 2 Spec(R) were such that proj dimMp <1, then we
would have proj dimMp = ht p − depthMp. It is a result of Levin and Vasconcelos
[12, Section 2] that, for p 2 Supp(M), ht p − depthMp is the greatest integer i such
that (ExtiR(M;R))p 6= 0. It therefore follows that, for t 2 N0, and with the notation
introduced in 3.5, we have
Ct(M) = Supp
 
dM
i=t+1
ExtiR(M;R)
!
and ct(M) =
p
gd(M) : : : gt+1(M):
Also,
C−1(M) = Supp
 
dM
i=0
ExtiR(M;R)
!
and c−1(M) =
p
gd(M) : : : g0(M):
By 3.5, the ideal gd(M) : : : gt+1(M) annihilates all of H 0a (M); : : : ; H
h−t−1
a (M). Let
n 2 N be such that ct(M)n gd(M) : : : gt+1(M); it follows that, for every proper ideal
d of R, we have
ct(M)nH id (M) = 0 for all i< ht d − t:
This result is an analogue of [4, 9.4.10]: recall that, in our Gorenstein ring R, grade d =
ht d for every proper ideal d of R.
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One can now complete the proof by making straightforward modications to the
arguments in the proofs of [4, 9.4.14, 9.4.15 and 9.4.16].
The statement of the proposition below involves the Bass numbers i(p; M) (i 2
N0; p 2 Spec(R)) of an R-module M. For basic theory concerning Bass numbers, the
reader is referred to Bass [2], Matsumura [13, Section 18], or Brodmann-Sharp [4,
Section 11.1].
Proposition 3.7. Let M be a nitely generated R-module. Set
t:=inffi 2 N0: there exists p 2 Var(a)nVar(b) with i(p; M)> 0g
(with the usual convention that the inmum of the empty set of integers is inter-
preted as 1). Then
(i) fba (M) = minft; fba+b(M)g; and
(ii) ba(M) = minft; ba+b(M)g.
Thus; if fba0(M) = 
b
a0(M) whenever a
0; b are ideals of R with b pa 0; then
fba (M) = 
b
a(M) for arbitrary ideals a ; b of R.
Proof. Let
0 −! M −!E0 −!    −! Ei d
i
−!Ei+1 −!   
provide the minimal injective resolution for M . We use the facts that, for p 2 Spec(R),
the indecomposable injective R-module E(R=p) is p-torsion, and multiplication by an
element s 2 Rnp provides an automorphism of E(R=p): see [13, Theorem 18:4]. These
properties ensure that  a(E(R=p))=E(R=p) if a  p, whereas  a(E(R=p))=0 if a * p.
It therefore follows from the denition of t that  a(Ei) =  a+b(Ei) for all i 2 N0
with i< t; hence Hia (M) = H
i
a+b(M) for all i 2 N0 with i< t.
(i) If t >fba+b(M), or if t = f
b
a+b(M) =1, then the claim is an immediate conse-
quence of the preceding paragraph. So suppose that t  fba+b(M) and that t is nite.
Then Hia (M)=H
i
a+b(M) for all i=0; : : : ; t−1, and, moreover, there exists n0 2 N such
that bn0 annihilates all these local cohomology modules. This shows that fba (M)  t.
By denition of t, and the fact that Et is an essential extension of Ker dt , there
exists 0 6=  2 Ker( a(dt)) with the property that  is not annihilated by any power of
b. On the other hand,  a(Et−1) is b-torsion, and so the same is true of Im( a(dt−1)).
(Interpret dt−1 as 0 if t = 0.) It follows that the natural image of  in Hta (M) is not
annihilated by any power of b. Hence fba (M) = t.
(ii) We show rst that ba(M)  minft; ba+b(M)g. Suppose, on the contrary, that
ba(M)<minft; ba+b(M)g, so that ba(M) is nite and there exists p 2 Spec(R)nVar(b)
such that
depthMp + ht(a + p)=p<minft; ba+b(M)g:
In particular, depthMp <1, so that p 2 Supp(M), and ht(a+p)=p<1, so that a+p
is a proper ideal. Let q be a minimal prime ideal of a + p such that ht q=p = ht(a +
p)=p= : h, and set d:=depthMp. Now d(p; M)> 0 (by [13, Theorem 18:7]), and so
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d+h(q ; M)> 0 by [2, Lemma (3:1)]. Since d+h< t, and q  a , we must have q  b,
so that q is a minimal prime of a + b + p with
depthMp + ht(a + b + p)=p= depthMp + ht q=p
= depthMp + ht(a + p)=p<ba+b(M):
This is a contradiction. Therefore ba(M)  minft; ba+b(M)g, as claimed.
It is clear that ba(M)  ba+b(M). Furthermore, by denition of t, there exists
p0 2 Var(a)nVar(b) with t(p0; M)> 0, and, by [13, Theorem 18:7], we must have
p0 2 Supp(M) and t = depthMp0 . Then (since p0 a)
ba(M)  depthMp0 + ht(a + p0)=p0 = t + ht p0=p0 = t + 0:
Therefore ba(M)  minft; ba+b(M)g.
One important consequence of Proposition 3.7 is that if the conclusion of Faltings’
Annihilator Theorem (that fba (M)= 
b
a(M) for all nitely generated R-modules M and
all ideals a ; b of R with b pa) holds over (the commutative Noetherian ring) R,
then the same conclusion but without restriction on a and b holds (over that R). We
draw some conclusions.
Corollary 3.8. Let M be a nitely generated R-module.
(i) We have fba (M)  ba(M).
(ii) (Extended Faltings’ Annihilator Theorem:) If R is a homomorphic image of
a regular (commutative Noetherian) ring; or if R is a homomorphic image of a
nite-dimensional Gorenstein ring; then fba (M) = 
b
a(M).
(iii) If R is a universally catenary local ring all of whose formal bres are
Cohen-Macaulay rings; then fba (M) = 
b
a(M).
Proof. (i) By [4, 9.3.5], we have fba+b(M)  ba+b(M), and so the result is immediate
from Proposition 3.7.
(ii) By [4, 9.4.15], or Theorem 3.6 above, we have fba+b(M)  ba+b(M), and so
the result is immediate from part (i) and Proposition 3.7.
(iii) Use [4, 9.6.6] and Proposition 3.7.
Remark 3.9. Observe that it is immediate from 3.4(i) and the Extended Faltings’
Annihilator Theorem that the Local-global Principle (for the annihilation of local
cohomology modules) holds over a homomorphic image of a regular (commutative
Noetherian) ring (see [14]), and over a homomorphic image of a nite-dimensional
Gorenstein (commutative Noetherian) ring.
Theorem 3.10. Assume that dim R is nite; let r 2 N be such that r  dim R − 1.
Then the Local-global Principle ( for the annihilation of local cohomology modules)
holds at level r over the ring R.
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Proof. Let M be a nitely generated R-module. We suppose that the set b(M ; r) of
3.1 is not empty, and look for a contradiction.
First, we can use 1.3(ii) to see that b(M ; r)=b(M= b(M); r); we can thus replace
M by M= b(M) and assume, in our search for a contradiction, that there exists y 2 b
which is a non-zerodivisor on M.
Let q be a maximal member of b(M ; r) (with respect to inclusion): it follows
from 3.2 that q is a non-maximal, prime ideal in Supp(M). Since q 2 b(M ; r), we
have fbRpqRp (Mp)>r for all p 2 Spec(R) but fbq (M)  r. We can therefore deduce from
3.4(i) and 3.8(i) that
bq (M) = inffbRpqRp (Mp): p 2 Spec(R)g
 infffbRpqRp (Mp): p 2 Spec(R)g>r  fbq (M):
Since q 2 Supp(M), there exists a minimal prime ideal p of (0 :R M) with p q , and
since y 2 b is a non-zerodivisor on M , we must have p 62 Var(b). Therefore
ht q  ht q=p = depthMp + ht q=p  bq (M)  r + 1  dim R:
Since q is not a maximal ideal of R, this is a contradiction.
Remark 3.11. Let the situation and notation be as in Theorem 3.10. The important
part of that theorem is the result that the Local-global Principle (for the annihilation
of local cohomology modules) holds at level dim R− 1. This is because, for a nitely
generated R-module M , we have Hia (M) = 0 for all i> dimM by Grothendieck’s
Vanishing Theorem (see [4, 6:1:2]), and Ass(H dim Ma (M)) is nite because H
dim M
a (M)
is Artinian (by [4, 7:1:7]), and therefore, if non-zero, is an essential extension of its
socle (see [4, 10:2:7]). Thus, in view of Lemma 2.1, the Hia (M) for i  dim R present
no obstacle to extension of the Local-global Principle (for the annihilation of local
cohomology modules) at level dim R− 1 to higher levels.
Corollary 3.12. The Local-global Principle ( for the annihilation of local cohomo-
logy modules) holds over any (commutative Noetherian) ring R with dim R  4.
Proof. This is an immediate consequence of 2:4, 2:6 and 3:10.
4. Relations with the annihilator theorem
In this section, we explore carefully interrelations between the Local-global Principle
(for the annihilation of local cohomology modules) at level r and the Annihilator
Theorem (for local cohomology) at the same level r. The main result of this section
will enable us to deduce that, for r 2 f1; 2g, if R is universally catenary and all
the formal bres of all the localizations of R satisfy Serre’s condition (Sr), then the
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Annihilator Theorem (for local cohomology modules) holds at level r over R; we
shall also show that if R is universally catenary and all the formal bres of all the
localizations of R are Cohen{Macaulay, and if dim R  4, then the Annihilator Theorem
(for local cohomology modules) holds at all levels r 2 N over R.
Notation and terminology 4.1. The completion of a (commutative Noetherian) local
ring R0 will be denoted by bR0, and the completion of a nitely generated R0-module M 0
will be denoted by cM 0. By the ‘generic formal bre’ of a (commutative Noetherian)
local domain R00, we shall mean the formal bre over the zero ideal of R00; if R is a
domain, then the phrase ‘all generic formal bres of R’ will be used as an abbreviation
for ‘the generic formal bres of all localizations of R’.
Denition 4.2. Fix r 2 N0.
(i) We say that the Annihilator Theorem ( for local cohomology modules) holds
at level r for the ideals b, a of R if, for every nitely generated R-module M , it is
the case that
ba(M)>r , fba (M)>r: ()
(Note that, by 3:8(i), the implication ‘(’ in () is always true.)
(ii) We say that the Annihilator Theorem ( for local cohomology modules) holds
at level r (over the ring R) if the Annihilator Theorem of (i) holds at level r for every
choice of ideals b, a of R.
(iii) We say that the Annihilator Theorem ( for local cohomology modules) holds
for the ideals b, a of R if the Annihilator Theorem of (i) holds for the given ideals
at level r0 for every r0 2 N0.
(iv) We say that the Annihilator Theorem ( for local cohomology modules) holds
over the ring R if the Annihilator Theorem of (i) holds at level r0 for every r0 2 N0
and for every choice of ideals b, a of R.
Remarks 4.3. (i) The Annihilator Theorem (for local cohomology modules) always
holds at level 0 (over any (commutative Noetherian) ring R) because, with the notation
of 3.7, the assumption that ba(M)> 0 implies that t > 0, so that H
0
a (M) = H
0
a +b(M)
is (nitely generated and) b-torsion.
(ii) It follows from the Extended Faltings’ Annihilator Theorem (see 3:8(ii)) that
if R is a homomorphic image of a regular (commutative Noetherian) ring, or a ho-
momorphic image of a nite-dimensional Gorenstein (commutative Noetherian) ring,
then fba (M) = 
b
a(M) for each nitely generated R-module M , and so the Annihilator
Theorem holds over R (in the sense of 4:2(iv)) in this case.
(iii) Consider the case where a=b. We mentioned in the introduction that faa (M)=
fa(M), the niteness dimension of M relative to a . In view of Grothendieck’s Finite-
ness Theorem (see [8, Expose VIII, Corollaire 2:3] and [4, 9:5:2]), instead of the
Annihilator Theorem (for local cohomology modules) for the ideals b=a , a of R (see
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4:2(i),(iii)), we shall speak of the Finiteness Theorem ( for local cohomology modules)
for the ideal a in this case.
(iv) Assume that R is universally catenary and all formal bres of all its localizations
are Cohen{Macaulay. It is a consequence of [4, 9:6:7] that, then, the Finiteness Theorem
(for local cohomology modules) (see (iii) above) holds over R. As far as we are aware,
the question about whether the Annihilator Theorem (for local cohomology modules)
(of 4.2(iv)) holds under these hypotheses on R is still open.
We now establish some preliminary results.
Lemma 4.4. Assume that R is local. Let M be a nitely generated R-module; let
r 2 N; and let p^ 2 Spec(R^); set p:=p^ \ R and s:=depthMp. Assume that R=p is
universally catenary and that R^p^=pR^p^ satises (Sr0); where r0:=maxf0; r − sg.
If depthMp + ht(a + p)=p>r; then depth(M ⊗R R^)p^ + ht(a R^+ p^)=p^>r.
Proof. The inclusion homomorphism R ! R^ induces a at local homomorphism h0 :
Rp ! R^p^ (such that h0(r=s) = r=s for all r 2 R and s 2 Rnp). Also, there is an
R^p^-isomorphism (M ⊗R R^)p^ = Mp ⊗Rp R^p^. Hence, by [13, Section 23],
depth(M ⊗R R^)p^ = depthMp + depth R^p^=pR^p^ :
The result is now clear if a R^ p^, for then a  p also. We therefore assume for the
remainder of this proof that p^ 2 Spec(R^)nVar(a R^).
Then
depth(M ⊗R R^)p^ + ht(a R^+ p^)=p^ > depth(M ⊗R R^)p^
= depthMp + depth R^p^=pR^p^
= s+ depth R^p^=pR^p^ ;
and this is at least r if s  r or if s< r and dim R^p^=pR^p^  r− s. Thus it remains only
for us to consider the case where s< r and dim R^p^=pR^p^ <r − s.
In this case, r0 = r − s and, by the hypotheses, depth R^p^=pR^p^ = dim R^p^=pR^p^, and we
have
depth(M ⊗R R^)p^ + ht(a R^+ p^)=p^= s+ depth R^p^=pR^p^ + ht(a R^+ p^)=p^
= s+ dim R^p^=pR^p^ + ht(a R^+ p^)=p^:
Let q^ be a minimal prime of a R^+p^ such that ht q^=p^=ht(a R^+p^)=p^. We must establish
that dim R^p^=pR^p^ + ht q^=p^>r − s. Set q :=q^ \ R.
L.J. Ratli’s Unmixedness Theorem [15] (see also [13, Theorem 31:7]) applied to
the universally catenary local ring R=p yields that, for every minimal prime P of pR^,
we have dim R^=P =dim R^=pR^. Since R^=pR^ is catenary, this implies that dim R^p^=pR^p^+
ht q^=p^ = ht q^=pR^. Finally, in view of the atness of the induced ring homomorphism
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R=p ! R^=pR^, we see that
ht q^=pR^  ht q=p  ht(a + p)=p>r − s:
This completes the proof.
Lemma 4.5. Let r0 2 N0; and assume that R is a local domain whose generic formal
bre (see 4:1) satises (Sr0). Let q^ 2 Spec(R^) be such that q^ \ R = (0). Then R^q^
satises (Sr0).
Proof. The inclusion ring homomorphism h : R ! R^ induces a faithfully at ring
homomorphism h0 : R(0) ! R^q^ (for which h0(r=s) = r=s for all r 2 R and s 2 Rn(0)).
Now R^q^ = R^q^ =(0)R^q^ is isomorphic to the bre ring of h0 over the zero ideal of the
eld R(0), and therefore, by [16, (2:2)(iv)], is isomorphic to a localization of the bre
ring of h over (0).
Lemma 4.6. Let M be a nitely generated R-module and let r 2 N be such that
ba(M)>r. Assume that; for each q 2 Spec(R)nVar(b); the ring R=q is univer-
sally catenary and all generic formal bres (see 4:1) of R=q satisfy (Sr0(q)); where
r0(q):=maxf0; r − depthMqg. Then fbRpaRp (Mp)>r for all p 2 Spec(R).
Proof. Let p 2 Spec(R). It is easy to use the faithful atness of the natural ring
homomorphism Rp ! cRp to show that
fb
bRp
abRp (cRp ⊗Rp Mp) = fbRpaRp (Mp);
see [4, 9:6:3]. By Cohen’s Theorem, cRp is a homomorphic image of a regular local
ring, and so it follows from the Extended Faltings’ Annihilator Theorem 3:8(ii) that
fb
bRp
abRp (cRp ⊗Rp Mp) = bbRpabRp (cRp ⊗Rp Mp):
It is thus sucient for us to show that, for each Q 2 Spec(cRp)nVar(bcRp), we have
depth(Mp ⊗Rp cRp)Q + ht(acRp +Q )=Q >r:
To achieve this, consider such a Q , and let q be the contraction back to R of Q \Rp.
Note that Q \ Rp = qRp. We shall apply Lemma 4.4 to the nitely generated module
Mp over the local ring Rp and the prime ideal Q of cRp, and we need to check that
the hypotheses of that lemma are satised.
Note that qRp 2 Spec(Rp)nVar(bRp), and so, in view of 3:4(i), we have
depth(Mp)qRp + ht(aRp + qRp)=qRp  bRpaRp (Mp)  ba(M)>r:
Furthermore, Rp=qRp, being isomorphic to a localization of R=q , is universally catenary.
Finally, since all generic formal bres of R=q satisfy (Sr0(q)), and since the induced
ring homomorphism Rp=qRp ! cRp=(qRp)cRp (under which Q =(qRp)cRp contracts to
zero) provides the completion of Rp=qRp, it follows from 4:5 that
(cRp=(qRp)cRp)Q =(qRp)bRp
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satises (Sr0(q)). But depthMq = depth(Mp)qRp , and there is a ring isomorphism
(cRp=(qRp)cRp)Q =(qRp)bRp = (cRp)Q =((qRp)cRp)(cRp)Q :
We can therefore apply Lemma 4.4 to deduce that
depth(Mp ⊗Rp cRp)Q + ht(acRp +Q )=Q >r;
as desired.
Proposition 4.7. Let r 2 N; and assume that the Local-global Principle ( for the
annihilation of local cohomology modules) holds at level r for the ideals b ; a of R
(in the sense of 1:2(i)). Assume also that; for each q 2 Spec(R)nVar(b); the ring R=q
is universally catenary and all its generic formal bres satisfy (Sr). Then; for each
nitely generated R-module M; we have the implication
ba(M)>r ) fba (M)>r:
Proof. Let M be a nitely generated R-module with ba(M)>r. By 4:6, we have
fbRpaRp (Mp)>r for all p 2 Spec(R), and so the hypothesis that the Local-global Principle
(for the annihilation of local cohomology modules) holds at level r for the ideals b,
a of R yields that fba (M)>r.
Theorem 4.8. Let r 2 N and assume that R is universally catenary and all formal
bres of all its localizations satisfy (Sr). Then the following statements are equivalent:
(i) the Local-global Principle ( for the annihilation of local cohomology modules)
holds at level r for the ideals b ; a of R (in the sense of 1:2(i));
(ii) the Annihilator Theorem ( for local cohomology modules) holds at level r for
the ideals b ; a of R (in the sense of 4:2(i)).
Proof. (i) ) (ii): This follows from 4:7 and [17, Lemma 4:1(i)].
(ii) ) (i): Assume that statement (ii) is true, and let M be a nitely generated
R-module such that fbRpaRp (Mp)>r for all p 2 Spec(R). By 3:8(i), this hypothesis
implies that bRpaRp (Mp)>r for all p 2 Spec(R); hence ba(M)>r by 3:4(i). The as-
sumption that statement (ii) is true now yields that fba (M)>r.
Our results in Sections 2 and 3 now yield the following corollary.
Corollary 4.9. Assume that R is universally catenary.
(i) If all the formal bres of all the localizations of R satisfy (S1); then the
Annihilator Theorem ( for local cohomology modules) holds at level 1 over R (in the
sense of 4:2(ii)).
(ii) If all the formal bres of all the localizations of R satisfy (S2); then the
Annihilator Theorem ( for local cohomology modules) holds at level 2 over R.
(iii) If R has nite dimension and all formal bres of all its localizations are Cohen{
Macaulay; then the Annihilator Theorem ( for local cohomology modules) holds at
level r over R for all r 2 N with r  dim R− 1.
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(iv) If dim R  4 and all the formal bres of all the localizations of R are Cohen{
Macaulay; then the Annihilator Theorem ( for local cohomology modules) holds over
R (in the sense of 4:2(iv)).
Proof. The claims follow from 4:8 when used in conjunction with, respectively, 2:4,
2:6, 3:10 and 3:12.
Remark 4.10. Let r 2 N. If we apply 4:8‘(i) ) (ii)’ with b = a , we see from
0.1 that, in the case when R is universally catenary and all formal bres of all its
localizations satisfy (Sr), we have the implication aa(M)>r ) fa(M)>r for each
nitely generated R-module M , so that ‘the Finiteness Theorem (for local cohomology
modules) holds at level r’ (see 4:3(iii)). This can be viewed as a renement of [4,
9:6:7], which shows that if R is universally catenary and all formal bres of all its
localizations are Cohen{Macaulay, then the Finiteness Theorem (for local cohomology
modules) holds over R.
5. Formally (S1)-bred rings
The purpose of this section is to show that if all the formal bres of all the localiza-
tions of R satisfy Serre’s condition (S1) then all the formal bres of all the localizations
of the polynomial ring R[X ] satisfy (S1).
Notation and denitions 5.1. For p 2 Spec(R), we denote the residue eld of Rp by
kR(p).
(i) We say that R is formally (S1)-bred if all the formal bres of all the localiza-
tions of R satisfy (S1).
(ii) We say that a homomorphism h : R ! U of commutative Noetherian rings is
an (S1)-homomorphism if h is at and all the non-trivial bre rings of h satisfy (S1).
Remark 5.2. Suppose that R is formally (S1)-bred; let S be a multiplicatively closed
subset of R. Then each localizations of S−1R is isomorphic to a localization of R; it
follows that S−1R is formally (S1)-bred.
Lemma 5.3. Suppose that R is formally (S1)-bred; and let the ring U be a homo-
morphic image of R. Then U is formally (S1)-bred.
Proof. It is enough to show that if a is a proper ideal of R and p is a prime ideal of
R which contains a , then all the formal bres of (R=a)p=a satisfy (S1). As (R=a)p=a =
Rp=aRp, it is sucient to show that all the formal bres of the latter ring satisfy (S1),
and this follows easily from [17, Lemma 4:1].
Lemma 5.4. Suppose that R is a homomorphic image of a Cohen{Macaulay (com-
mutative Noetherian) ring. Then R is formally (S1)-bred.
Proof. By 5:3, it is enough for us to prove this result under the assumption that R
itself is Cohen{Macaulay. Let p 2 Spec(R); since Rp is again Cohen{Macaulay, it
M. Brodmann et al. / Journal of Pure and Applied Algebra 153 (2000) 197{227 215
is enough for us to prove, under the assumption that R is a Cohen{Macaulay local
ring, that all the bre rings of the canonical at local ring homomorphism R! R^ are
Cohen{Macaulay. However, this is an easy consequence of [13, Corollary to Theorem
23:3; 16, (2:2)].
We shall be dependent on the following well-known result.
Proposition 5.5. (See; for example; [5; 2:1:16]:) Let h : R ! U be a at homo-
morphism of commutative Noetherian rings.
(i) Let q 2 Spec(U ) and p = h−1(q). If Uq satises (S1); then so also does Rp.
(ii) If h is an (S1)-homomorphism and R satises (S1); then U satises (S1) too.
Theorem 5.6. Let h : R ! U and g : U ! V be homomorphisms of commutative
Noetherian rings.
(i) If h and g are both (S1)-homomorphisms; then so too is g  h.
(ii) If g  h is an (S1)-homomorphism and g makes V faithfully at over U; then
h is an (S1)-homomorphism.
Proof. One can prove this by making straightforward modications to the proof of
[17, Theorem 4:3(i),(ii)].
Proposition 5.7. Let h : R ! U be an (S1)-homomorphism of commutative Noethe-
rian rings which makes U faithfully at over R. Assume that U is formally (S1)-bred.
Then R is formally (S1)-bred.
Proof. Modify the proof of [17, Lemma 5:5] in the obvious way; use Theorem 5.6
above instead of [17, Theorem 4:3].
Corollary 5.8. Assume that; for every maximal ideal m of R; all the formal bres of
Rm satisfy (S1). Then R is formally (S1)-bred.
Proof. Let p 2 Spec(R), and let m be a maximal ideal of R which contains p. By
Cohen’s Structure Theorem for complete local rings, cRm is a homomorphic image
of a Cohen{Macaulay local ring, and so, by 5:4, is formally (S1)-bred. Now the
natural ring homomorphism Rm ! cRm makes cRm faithfully at over Rm, and is an
(S1)-homomorphism, by hypothesis. It therefore follows from 5:7 that Rm is formally
(S1)-bred. However, Rp = (Rm)pRm ; and so all the formal bres of Rp satisfy (S1).
The next result is the main aim of this section.
Theorem 5.9. Suppose that R is formally (S1)-bred. Then the polynomial ring R[X ]
is formally (S1)-bred.
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Proof. Let r 2 Spec(R[X ]); we must show that all the formal bres of R[X ]r satisfy
(S1).
Let y :=r \ R, a prime ideal of R. Set S:=Rny . Now S−1r 2 Spec(S−1(R[X ])),
and there is an obvious natural ring isomorphism  : S−1(R[X ]) = Ry [X ]: If we let z
denote the prime ideal (S−1r ) of Ry [X ], then there are ring isomorphisms
R[X ]r = (S−1(R[X ]))S−1r = (Ry [X ])z :
By 5.2, the ring Ry is formally (S1)-bred; hence, in order to show that all the formal
bres of R[X ]r satisfy (S1), we can, and do, make the additional assumption that R is
local.
Let  : R ! R^ denote the natural at local ring homomorphism. Let  : R[X ] !
R^[X ] be the ring homomorphism which extends  and for which (X ) = X . Consider
the commutative diagram
R −!

R^

??y ??y 
R[X ] −!

R^[X ];
(in which the vertical maps are the inclusions). By hypothesis,  is an (S1)-homo-
morphism; also, by [16, (2.12)(i)], the inclusion map  : R^ ! R^[X ] is a Gorenstein
ring homomorphism, and therefore all its bre rings are Cohen{Macaulay.
Since there is a natural isomorphism of R[X ]-algebras R[X ]⊗R R^ = R^[X ], it follows
from [13, p. 46] that  makes R^[X ] faithfully at over R[X ]. Our immediate aim is
to show that  is an (S1)-homomorphism. Suppose that this is not the case; then there
exists a prime ideal q of R[X ] such that the bre ring R^[X ]⊗R[X ] kR[X ](q) of  over q
possesses an embedded associated prime ideal; in view of [16, (2.2)] and [13, Section
23], this means that there exists Q 2 Spec(R^[X ]) such that ()−1(Q ) = q and
depth R^[X ]Q = depth R[X ]q and dim R^[X ]Q > dim R[X ]q :
Set p:=q \ R and P :=Q \ R^. Now the bre ring of  over p is isomorphic to the
(1-dimensional) principal ideal domain kR(p)[X ], and so there are two possibilities:
either
(a) q = (q \ R)R[X ] = pR[X ], in which case (again in view of [16, (2.2)] and [13,
Section 23])
depth R[X ]q = depth Rp and dim R[X ]q = dim Rp;
or
(b) q  (q \ R)R[X ] = pR[X ], in which case
depth R[X ]q = depth Rp + 1 and dim R[X ]q = dim Rp + 1:
In each case, we shall obtain a contradiction.
In case (a), we have
depth R^[X ]Q = depth Rp and dim R^[X ]Q > dim Rp :
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Since the bre ring of  over P is isomorphic to kR^(P )[X ] (and since   =  ),
it follows that depth R^[X ]Q = depth R^P = depth Rp and
dim R^[X ]Q − dim R^P = depth R^[X ]Q − depth R^P = 0;
so that Q must be PR^[X ]; hence
depth R^P = depth Rp and dim R^P > dim Rp
and the bre ring of  over p does not satisfy (S1). This is a contradiction, since  is
an (S1)-homomorphism.
In case (b), there exists f 2 qnpR[X ]. Now f 2 Q , and at least one of the
coecients of f lies outside p. This means that at least one of the coecients of f
lies outside P, and so f 2 Q nPR^[X ]. Hence
depth R^[X ]Q = depth R^P + 1 and dim R^[X ]Q = dim R^P + 1:
Since   =   , it follows that
depth R^[X ]Q − depth Rp
= depth R^[X ]Q − depth R[X ]q + depth R[X ]q − depth Rp
= 0 + 1 = 1
and
dim R^[X ]Q − dim Rp = dim R^[X ]Q − dim R[X ]q + dim R[X ]q − dim Rp
> 0 + 1 = 1:
Hence
depth R^P = depth Rp and dim R^P > dim Rp
and we again obtain a contradiction to the fact that the bre ring of  over p satises
(S1).
We have now completed the proof that  is an (S1)-homomorphism. By Cohen’s
Structure Theorem for complete local rings, R^ is a homomorphic image of a Cohen{
Macaulay (commutative Noetherian) ring; the same is therefore true of R^[X ]; hence,
by 5.4, the ring R^[X ] is formally (S1)-bred. We observed earlier in this proof that 
makes R^[X ] faithfully at over R[X ], and so we can now deduce from 5.7 that R[X ]
is formally (S1)-bred; therefore all the formal bres of R[X ]r satisfy (S1).
Corollary 5.10. Suppose that R is formally (S1)-bred. Then every nitely generated
R-algebra is formally (S1)-bred.
Proof. This is now immediate from 5.9 and 5.3.
6. Ideals generated by 2 elements
Although the main result of this section, Theorem 6.11, has no mention of local
cohomology in its statement, niteness properties of certain local cohomology modules
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are involved in one of the preparatory results used to prove Theorem 6.11, while
work on the Local-global Principle (for the annihilation of local cohomology modules)
provided us with motivation. We have seen in Corollary 2.5 that, if M is a nitely
generated R-module such that H 1a (M) is nitely generated, then Ass(H
2
a (M)) is nite;
we were able to use this (in 2.6) to show that the Local-global Principle (for the
annihilation of local cohomology modules) always holds at level 2. However, we do
not know whether it is always the case that Ass(H 2a (M)) is nite, even if a can be
generated by two elements x and y. One way of approaching this question is to try to
use the fact that
H 2(x;y)(M) = lim!
n2N
M=(xn; yn)M
(see [4, 5.2.9]): if we could show that W :=
S
n2N AssR(M=(x
n; yn)M) is nite, then it
would follow that Ass(H 2(x;y)(M)) is nite. However, W need not be nite: in [10], M.
Katzman produced an example of a (commutative Noetherian) algebra R0 over a eld of
characteristic p> 0 and elements x0; y0 2 R0 with
S
e2NAssR0 (R0=(x
pe
0 ; y
pe
0 )) innite!
Katzman’s example does not, however, settle the question about whether Ass(H 2a (M))
is always nite, because one can show that H 2(x0 ;y0)(R0) = 0!
It therefore becomes of interest to seek conditions on R; x; y and M which are
sucient for the niteness of W, and even for the niteness of
W 0:=
[
m;n2N
AssR(M=(xm; yn)M):
In Katzman’s example, it is the case that
ht((x0; y0) + p)=p = 1 for all p 2 Ass(R0):
Our main result in this section is that W 0 (and therefore W ) is nite if R is universally
catenary, all formal bres of all the localizations of R satisfy (S1), and
ht((x; y) + p)=p> 1 for all p 2 AssR(M)nVar((x; y)): (N)
Now condition (N) is just the statement that (x;y)(x;y)(M)> 1; we have seen in 4.9(i) that
our hypotheses on R ensure that the Annihilator Theorem at level 1 holds over R, and
so condition (N) is equivalent to the statement that f(x;y)(M)> 1; the latter statement
simply means that H 1(x;y)(M) is nitely generated; and we have seen in 2.5 that this
implies that Ass(H 2(x;y)(M)) is nite. So perhaps our result in 6.11 below is not all
that surprising; nevertheless, the fact that condition (N) actually implies (provided R
satises the stated conditions) that both W and W 0 are nite is, we think, of interest
in its own right.
Notation 6.1. It will be convenient to introduce some notation concerning Rees
modules. Given a nitely generated R-module M and ideals a1; : : : ; an of R, we take
independent indeterminates T1; : : : ; Tn (we shall normally write T instead of T1 when
n= 1, and S and T instead of T1 and T2 when n= 2), we denote
R[T1; : : : ; Tn; T−11 ; : : : ; T
−1
n ]⊗R M
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by M [T1; : : : ; Tn; T−11 ; : : : ; T
−1
n ], and we denote its element T
r1
1 : : : T
rn
n ⊗ m (for r1; : : : ;
rn 2 Z and m 2 M) by mTr11 : : : T rnn ; the Rees module of M with respect to a1; : : : ; an
is M
(r1 ;:::;rn)2Zn
a r11 : : : a
rn
n MT
r1
1 : : : T
rn
n =:M [a1T1; : : : ; anTn; T
−1
1 ; : : : ; T
−1
n ];
considered as a module over the (extended) Rees ring of R with respect to a1; : : : ; an
(where, as usual, a negative power of an ideal of R is interpreted as R).
Lemma 6.2. Let M be a nitely generated R-module; and let x; y 2 R. Let m 2 N;
and let; with the notation of 6:1 for Rees modules; Mm:=(M=xmM)[yT; T−1]. Write
U :=T−1; and let n 2 N. Then
(i) AssR(Mm=UnMm) = AssR(Mm=UMm); and
(ii)
AssR

Mm
UnMm

=Wn [
[
j2N0
AssR

yjM
yjM \ xmM + yj+nM

;
where Wn:=
Sn−1
i=1 AssR(M=(x
m; yi)M).
Proof. (i) This can be proved by an inductive argument based on the fact that U 2
R[yT;U ] is a non-zerodivisor on Mm.
(ii) For all j 2 Z, the jth components of Mm and UnMm are, respectively,
(Ry) j(M=xmM)T j and (Ry) j+n(M=xmM)T j, where, as usual, negative powers of an
ideal of R are interpreted as R itself. Therefore, as R-module, the jth component of
Mm=UnMm is isomorphic to ((Ry) jM+xmM)=((Ry) j+nM+xmM). This is 0 if j  −n,
and is isomorphic to M=(yn+jM + xmM) if 1  j + n  n− 1. Also, if j  0, then
(Ry) jM + xmM
(Ry) j+nM + xmM
=
yjM + xmM
yj+nM + xmM
= y
jM
(yj+nM + xmM) \ yjM
= y
jM
yjM \ xmM + yj+nM :
Proposition 6.3. Let M be a nitely generated R-module; and let x; y 2 R be such that
y is a non-zerodivisor on M and there exists k 2 N with xmM \ ynM = yn−k(xmM \
ykM) for all m 2 N and all n  k. Then[
m;n2N
AssR(M=(xm; yn)M)
is nite.
Proof. It is sucient for us to show that[
m;n2N; j2N0
AssR

yjM
yjM \ xmM + yj+nM

is nite, as
S
m;n2N; j=0 AssR(y
jM=(yjM \ xmM + yj+nM)) is the set in which we are
interested.
220 M. Brodmann et al. / Journal of Pure and Applied Algebra 153 (2000) 197{227
We now use the results (and notation) of 6.2: it is therefore sucient for us to show
that
S
m;n2NAssR(Mm=U
nMm) is nite; therefore it is enough for us to show that[
m2N
AssR

Mm
UMm

=
[
m2N; j2N0
AssR

yjM
yjM \ xmM + yj+1M

is nite. This we do.
We use the hypotheses on x and y: for any m 2 N and any j  k, we have
y jM
yjM \ xmM + yj+1M =
yjM
yj−k(ykM \ xmM) + yj+1M
= y
kM
ykM \ xmM + yk+1M
because y is a non-zerodivisor on M . It is therefore enough for us to show that[
m2N; j=0;:::;k
AssR

yjM
yjM \ xmM + yj+1M

is nite. We shall achieve this by showing that, for a xed j 2 N0, the set
Vj:=
[
m2N
AssR(M=(yjM \ xmM + yj+1M))
is nite.
Let m 2 N. Observe that y jM \ xmM + yj+1M = (xmM + yj+1M) \ yjM . There is
an exact sequence
0! x
mM + yj+1M
(xmM + yj+1M) \ yjM !
M
(xmM + yj+1M) \ yjM !
M
xmM + yj+1M
! 0:
Also there are isomorphisms
M
xmM + yj+1M
= M=y
j+1M
xm(M=yj+1M)
and
xmM + yj+1M
(xmM + yj+1M) \ yjM
= x
mM + yjM
yjM
:
It therefore follows that
Vj AssR

M
yjM

[
[
m2N
AssR

M=yj+1M
xm(M=yj+1M)

;
and it is well known (see [3]) that this is nite.
The condition ‘xmM \ ynM = yn−k(xmM \ ykM) for all m 2 N and all n  k’ in
the statement of 6.3 can be viewed as a sort of ‘uniform Artin-Rees’ condition. We
explore this condition in the next lemma.
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Lemma 6.4. Let M be a nitely generated R-module; and let y 2 R be a non-
zerodivisor on M . Then the following statements are equivalent:
(i) there exists k 2 N such that amM \ ynM = yn−k(amM \ ykM) for all m 2 N
and all n  k;
(ii) there exists k 2 N such that amM \ ynM yn−kamM for all m 2 N and all
n  k;
(iii) there exists k 2N such that; as submodules of My; we have yk(M \ amMy)
 amM for all m 2 N;
(iv) the submoduleN:=M [aT ]y\M [T ] of M [T ]y is nitely generated as a module
over the (truncated) Rees ring R[aT ].
Proof. (i) ) (ii): This is obvious.
(ii) ) (iii): Let m 2 N. Let  2 yk(M\amMy), so that =yk where  2 M\amMy.
Thus we can write = =yn for some  2 amM and some n  k. Thus
= yn= yn−kyk= yn−k 2 amM \ ynM yn−kamM:
Since y is a non-zerodivisor on M , it follows that  2 amM .
(iii) ) (i): Let m; n 2 N with n  k. Let  2 amM \ ynM . Then  = yn, where
 2 M . Since  2 amM , it follows that  2 M \ amMy, so that
= yn= yn−kyk 2 yn−k(yk(M \ amMy))yn−kamM:
However, we also have = yn−kyk 2 yn−kykM . Since y is a non-zerodivisor on M ,
we have  2 yn−k(amM \ykM). Hence amM \ynM yn−k(amM \ykM); the reverse
inclusion is obvious.
(iii) , (iv): Now N is a graded R[aT ]-submodule of the positively graded R[aT ]-
module M [T ]y; for each m 2 N0, the mth component of N is (M \ amMy)Tm.
Condition (iii) therefore implies that N(1=yk)M [aT ], and the latter is a nitely
generated R[aT ]-module. Conversely, condition (iv) implies that N can be gener-
ated as an R[aT ]-module by elements 1=yr1 ; : : : ; h=yrh , where 1; : : : ; h are homoge-
neous elements of M [aT ] and r1; : : : ; rh 2 N; then condition (iii) is satised with k:=
maxfr1; : : : ; rhg.
Lemma 6.5. Let M be a nitely generated R-module; and let y 2 R be a non-zero-
divisor on M . Then there is a unique homogeneous monomorphism of graded R[aT ]-
modules
 0 :M [aT ]y \M [T ]! D(a ;y)R[aT ](M [aT ])
such that the diagram
M [aT ]
−−−! M [aT ]y \M [T ]
IdM [aT ]
??y ??y  0
M [aT ] −−−!

D(a ;y)R[aT ](M [aT ]);
(in which  is the map given by [4; 2:2:4(i)]) commutes.
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Proof. Let ! be a homogeneous element of M [aT ]y \M [T ] of degree h. Then ! =
Th; where  2 M \ ahMy. Thus ah!M [aT ]; and there exists k 2 N such that
yk! 2 M [aT ]. Hence the inclusion map M [aT ] ! M [aT ]y \M [T ] has (zero kernel
and) (a ; y)R[aT ]-torsion cokernel. The claim therefore follows from [4, 2:2:13 and
12:4:2(ii)] and the fact that M [aT ]y \M [T ] is (a ; y)R[aT ]-torsion-free.
Remark 6.6. Let M be a nitely generated R-module, and let x; y 2 R be such that y
is a non-zerodivisor on M . By 6:5 and 6.4, if D(x;y)R[xT ](M [xT ]) is nitely generated
as a module over the (truncated) Rees ring R[xT ]; then there exists k 2 N such that
xmM \ ynM = yn−k(xmM \ ykM) for all m 2 N and all n  k; so that, by 6:3; the set[
m;n2N
AssR(M=(xm; yn)M)
is nite. It therefore becomes of interest to ask when D(x;y)R[xT ](M [xT ]) is a nitely
generated R[xT ]-module.
Lemma 6.7. Let M be a nitely generated R-module. Assume that R is universally
catenary and formally (S1)-bred; let x; y 2 R. Then the following statements are
equivalent:
(i) ht((x; y) + p)=p> 1 for all p 2 AssR(M)nVar((x; y));
(ii) H 1(x;y)(M) is nitely generated;
(iii) D(x;y)R[xT ](M [xT ]) is a nitely generated R[xT ]-module.
Proof. (i) , (ii): Statement (i) is equivalent to the statement that (x;y)(x;y)(M)> 1. By
4.9(i), our hypotheses on R ensure that the Annihilator Theorem at level 1 holds over
R; and so (i) is equivalent to the statement that f(x;y)(M)> 1; however, the latter is
a reformulation of (ii).
(iii) ) (ii): Assume that D(x;y)R[xT ](M [xT ]) is a nitely generated R[xT ]-module. By
[4, 2.2.4(i)(c)], this means that H 1(x;y)R[xT ](M [xT ]) is a nitely generated R[xT ]-module,
and so its 0th component is a nitely generated R-module. However, (x; y)R[xT ] is
generated, as an ideal of R[xT ], by homogeneous elements of degree 0; and so it
follows from [4, 13.1.10] that H 1(x;y)(M) is nitely generated.
(ii) ) (iii): Set M :=M= (x)(M). The exact sequence
0 −!  (x)(M) −! M −! M −! 0
induces an exact sequence H 1(x;y)(M)! H 1(x;y)( M)! H 2(x;y)( (x)(M)); since  (x)(M) is
(x)-torsion, H 2(x;y)( (x)(M)) = H 2(y)( (x)(M)) by [4, 2.1.9], and the latter module is zero
because (y) is generated by 1 element. Hence statement (ii) implies that H 1(x;y)( M) is
nitely generated.
Let K be the kernel of the natural homogeneous R[xT ]-homomorphism h :M [xT ]!
M [xT ] of Rees modules (see 6.1) induced by the canonical epimorphism M ! M .
For all n 2 N0; the nth component Kn of K is (xnM \  (x)(M))Tn. By the Artin-Rees
Lemma, there exists c 2 N such that xnM \ (x)(M) xn−c (x)(M) for all n>c; hence
Kn = 0 for all n/0; and K is concentrated in nitely many degrees.
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Since H 1(x;y)(M) is nitely generated and x
nM \  (x)(M) is a submodule of M; it
follows easily that H 1(x;y)(Kn) is nitely generated. We can now use [4, 13.1.10] to see
that H 1(x;y)R[xT ](K) is a nitely generated R-module, and therefore a nitely generated
R[xT ]-module. Hence D(x;y)R[xT ](K) is a nitely generated R[xT ]-module.
Next, the exact sequence 0! K ! M [xT ] h! M [xT ]! 0 induces an exact sequence
0! D(x;y)R[xT ](K)! D(x;y)R[xT ](M [xT ])! D(x;y)R[xT ]( M [xT ]):
It follows that it is enough for us to prove that D(x;y)R[xT ]( M [xT ]) is a nitely generated
R[xT ]-module. Since we have already established that (ii) implies that H 1(x;y)( M) is
nitely generated, it is therefore enough for us to establish this implication (that (ii)
) (iii)) under the additional hypothesis that M is (x)-torsion-free, and so we now
make this assumption.
Let T2 be another indeterminate, and let  :R[T2] ! R[xT ] be the R-algebra
homomorphism for which (T2) = xT . Note that  is homogeneous (in the sense of
[4, 13.1.2]). The composition of  and the inclusion map R[xT ] ! R[T ] induces a
homogeneous epimorphism of graded R[T2]-modules M [T2] ! M [xT ]dR[T2]; and this
is actually an isomorphism because M is (x)-torsion-free. On use of the Independence
Theorem [4, 4.2.1] and the Flat Base Change Theorem, we can now deduce that there
are R[T2]-isomorphisms
H 1(x;y)R[xT ](M [xT ])dR[T2] =H 1(x;y)R[T2](M [xT ]dR[T2]) = H 1(x;y)R[T2](M [T2])
=H 1(x;y)R[T2](M ⊗R R[T2]) = H 1(x;y)(M)⊗R R[T2];
and the last module is nitely generated over R[T2] because H 1(x;y)(M) is nitely gen-
erated over R. It follows that H 1(x;y)R[xT ](M [xT ]) is a nitely generated R[xT ]-module,
so that D(x;y)R[xT ](M [xT ]) is also nitely generated over R[xT ].
Lemma 6.8. Assume that R is an integral domain; and that x; y 2 R are such
that ht(x; y) = 2. Then; in the extended Rees ring R:=R[xS; yT; S−1; T−1]; we have
ht(S−1; T−1) = 2.
Proof. We shall use the natural bi-grading of R; with the obvious notation for the
component of a bi-graded R-module of bi-degree (; ) 2 Z2.
Observe rst that (S−1; T−1) is a proper ideal of R (or else there would exist
bi-graded elements 1;0; 0;1 of R; of bi-degrees (1; 0) and (0; 1) respectively, such that
1;0S−1 + 0;1T−1 = 1; so that (x; y) would be the whole of R).
Let P be a minimal prime ideal of (S−1; T−1); and note that P is bi-graded. Set
p:=P \ R0;0; a prime ideal of R. Since x = (xS)S−1; y = (yT )T−1 2 p; it follows
from our hypotheses that ht p  2. Since there are innitely many prime ideals of R
of height 1 strictly between 0 and p; and since each of x and y is contained in only
nitely many primes of R of height 1; there exists p0 2 Spec(R) which contains neither
x nor y and is such that 0 p0 p. Set P 0:=p0R[S; T; S−1; T−1] \ R; a bi-graded
prime ideal of R. We shall now prove that 0P 0P ; and we note that this would
be enough to show that htP = 2 and complete the proof.
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Let ;  2 Z2. Observe that P 0;=(p0 \ (Rx)(Ry))ST ; with the usual convention
that a negative power of an ideal of R is interpreted as R itself. Let  2 P 0;; so that
= aST ; where a 2 p0 \ (Rx)(Ry). Four cases now arise, depending on whether 
and  are positive or not.
When   0 and   0; we have a 2 p0 pP and so, since S−1; T−1 2 R; we
have  = aST  2 P .
When   0 and > 0; we have a = cy for some c 2 R; and since cy = a 2 p0
and y 62 p0; we have c 2 p0 pP ; so that
 = aST  = cS(yT ) 2 P
because S−1; yT 2 R. The case in which > 0 and   0 is dealt with similarly.
When > 0 and > 0; we have a=cxy for some c 2 R; and since cxy=a 2 p0
and x; y 62 p0; we have c 2 p0 pP ; so that
 = aST  = c(xS)(yT ) 2 P
because xS; yT 2 R.
Hence P 0P ; and consideration of the components of bi-degree (0; 0) shows that
the inclusion is strict.
Lemma 6.9. Let M be a nitely generated R-module. Let R denote the extended
Rees ring R[aS; bT; S−1; T−1]; bi-graded in the natural way; and let M denote the
Rees module M [aS; bT; S−1; T−1] (see 6:1). Let P 2 AssR(M) and p:=P \R0;0; a
prime ideal of R. Then
(i) p 2 AssR(M); and
(ii) P = pR[S; T; S−1; T−1] \R.
Proof. Observe that P is bigraded, and there exist ;  2 Z and ; 2 M; such
that (0 :R ;) = P . Both S−1 and T−1 are non-zerodivisors on M; and so, after
multiplication of ; if necessary by suitable powers of S−1 and T−1; we can assume
that   0 and   0.
Then ; = dST  for some d 2 M; and it is clear that (0 :R d) = p. Hence p 2
AssR(M).
Set S:=R[S; T; S−1; T−1]. When we consider ; as an element of the S-module
M [S; T; S−1; T−1] (see 6:1), it is clear that (0 :S ;) = pS; hence
P = (0 :R ;) = (0 :S ;) \R= pS \R:
Lemma 6.10. Let M be a nitely generated R-module; and let x; y 2 R. Set M :=
M= (x;y)(M); and suppose that[
m;n2N
AssR( M=(xm; yn) M)
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is nite. Then[
m;n2N
AssR(M=(xm; yn)M)
is nite.
Proof. Let m; n 2 N. There is an exact sequence
0!  (x;y)(M)
 (x;y)(M) \ (xm; yn)M !
M
(xm; yn)M
!
M
(xm; yn) M
! 0:
By the Artin{Rees Lemma, there exists c 2 N such that
(x; y)nM \  (x;y)(M)(x; y)n−c (x;y)(M) for all n>c;
also,  (x;y)(M) is annihilated by some power of (x; y). Hence there exists n0 2 N such
that (x; y)nM \  (x;y)(M) = 0 for all n>n0. It therefore follows from the above exact
sequence and the hypotheses that[
m;n>n0
AssR(M=(xm; yn)M)
is nite. This is enough to complete the proof once it is observed that, for a xed
j 2 N with 1  j  n0; the set[
m2N
AssR

M
(xm; y j)M

=
[
m2N
AssR

M=yjM
xm(M=yjM)

is nite (by [3]), and that a similar result holds with the ro^les of x and y interchanged.
We are now ready to present the main result of this section. Speaking loosely, it
shows that, if R satises certain mild conditions, and x; y 2 R are chosen in ‘suciently
general position’ relative to a nitely generated R-module M; then the set of primesS
m;n2NAssR(M=(x
m; yn)M) is nite.
Theorem 6.11. Assume that R is universally catenary and formally (S1)-bred. Let
M be a nitely generated R-module; and let x; y 2 R be such that
ht((x; y) + p)=p> 1 for all p 2 AssR(M)nVar((x; y)):
Then [
m;n2N
AssR(M=(xm; yn)M)
is nite.
Proof. Set M :=M= (x;y)(M); and note that AssR( M) = AssR(M)nVar((x; y)) (see [4,
2.1.12]). Thus, in view of 6.10, we can (replace M by M and) assume that M is
(x; y)-torsion-free and that ht((x; y) + p)=p> 1 for all p 2 AssR(M).
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Let R denote the extended Rees ring R[xS; yT; S−1; T−1]; bi-graded in the natural
way, and let M denote the Rees module M [xS; yT; S−1; T−1] (see 6.1). Set U :=S−1
and V :=T−1. Observe that, for m; n 2 N; the (0; 0)th component of the bi-graded
R-module M=(Um; V n)M is just M=(xm; yn)M . It is therefore sucient for us to show
that
S
m;n2NAssR(M=(U
m; V n)M) is nite.
Let P 2 AssR(M); and set p:=P \ R0;0. Set S:=R[S; T; S−1; T−1]. By 6.9, we
have P = pS \R and p 2 AssR(M); so that ht((x; y) + p)=p> 1.
Use ‘overlines’ to denote natural images in R:=R=p of elements of R. Thus
ht( x; y)> 1. The natural ring homomorphism R ! R induces a homogeneous sur-
jective ring homomorphism S ! R[S; T; S−1; T−1]; and restriction of this yields a
homogeneous surjective ring homomorphism
R! R[ xS; yT; S−1; T−1]
which has kernel pS \R =P . There is therefore induced a homogeneous ring iso-
morphism
R=P = R[ xS; yT; S−1; T−1]
of bi-graded rings, from which we deduce that ht((U; V )+P )=P > 1 (in view of 6.8).
(Note that, if ( x; y)= R; then, S−1 and T−1 generate the whole of R[ xS; yT; S−1; T−1].)
We have therefore shown that ht((U; V )+P )=P > 1 for all P 2 AssR(M). Since,
in view of 5.10, the ring R is again universally catenary and formally (S1)-bred, we
can now deduce from 6.7, 6.5 and 6.4 that there exists k 2 N such that UmM\VnM=
Vn−k(UmM \ V kM) for all m 2 N and all n  k. Since V is a non-zerodivisor on
M; it follows from 6.3 that
S
m;n2NAssR(M=(U
m; V n)M) is nite, and so the proof
is complete.
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