Abstract -An analytic expression for the lower bound on the complexity of residue multiplication is developed. Significant reduction of the required stored logic in a content-addressable memory is noted. Errors in
In an interesting paper, ' Papachristou has analyzed the complexity of direct implementation of truth tables by associative logic processing. This information is valuable in evaluating a number of modem computing structures (both electronic and optical) which are based on truth-table look-up processing. The purpose of this correspondence is to present additional insight into the complexity of residue addition and multiplication and to correct some inadvertent errors that appear in the above paper.
The lower bounds on the complexity of residue addition and multiplication, which correspond to the positional coding, are given as (11) in the subject paper. The expression for the multiplication should be changed to L(*M) = IT m2f1t1, since i = 1 (included in the summation in the subject paper) is used to indicate the case of having O at the output and this case does not contribute to the complexity.
Another relationship for the lower bound on the complexity of residue multiplication that gives more insight and allows easy calculations can be obtained as follows. If Fig. 5(a) of the subject paper. The quantity hj is an element of a height vector and t, is an element of the cardinality of the recurrency classes for two-operand multiplication modulo 6.
Other errors in the subject paper include the following. 1) Applying the recursive formulas (4a)-(4c) of the subject paper to the specified code word length, N = 3, and the code height vector, H = { 1, 2, 2, 1 }, results in an X-selection table different from Fig.   5 (a) in the above paper. The corrected form is given in Fig. 1 . This table corresponds to less stored logic, i.e., L(F) = 32 rather than L(F) = 33. Papachristou i correctly states that although the complexity for this case is greater than that for the usual binary coding, it is optimal for the given values of the parameters N and H.
2) On page 963, line 11, vo = 14 should be replaced by vo = 15.
The same change should be made in the L(F) equations that follow.
On the same page, two lines after (2), fi = 14 should be replaced by = 15. The above comments and corrections are also applicable to [2] .
For more results on this subject, the reader is referred to [3] .
I. INTRODUCTION A general scheme of testing is shown in Fig. 1 . This scheme holds for a built-in test as well as for an off-line test. Several kinds of input pattern sources can be combined with various kinds of test evaluators. The input sequence may be either random or deterministic. The test evaluator is mainly characterized by the treatment giving the signature. If there is no treatment, then the signature C is the response or the output sequence Z of the length n. If the treatment is the comparison to the response of a reference unit, the signature is a string of o's for a fault-free circuit under test (CUT). The treatment may give a compact signature, which is shorter than Z. Such a signature may be, for example, the result of a counting method [1]-[31, the content of a linear feedback shift register [4]-[8] , or a parity bit [9] . Various kinds of linear feedback shift registers can be used. A pseudorandom bit sequence (PRBS) generator is constructed such that the sum modulo two of some bits of the shift register is fed back to the input. The chosen bits fulfill certain mathematical properties to produce a maximum length sequence. The use of such a circuit is well adapted as an input pattern generator [4], [10] . It has also been proposed to check the correctness of any response sequence Z collected through an XOR gate [41, [5] (see Fig. 2 ). We call this scheme PRBS testing. A simpler scheme consisting of a feedback from the last bit to the first one, and collecting response Z through an XOR gate has been proposed by the author [6] . This scheme has been shown [7] to have at least as good a priori performances as the preceding one when nothing is known about the errors in Z. In this feedback shift register testing (FSR testing), as in PRBS testing, Z disturbs the regular working and the result of the disturbance is the signature of Z. An extension to the case of a multioutput CUT has been proposed by the author [7] for FSR testing while the extension for PRBS testing is proposed by Koneman et al. [10] . Both of these schemes work if the number of outputs is not greater than the length of the register, denoted as m. This correspondencegresents a method to test multioutput CUT's even if they have more outputs than m [ 1]. Furthermore, different types of errors are considered. Even if any subset of outputs is fault-free, the scheme is built such that the probability of detecting the fault approaches the maximum limit.
Two main approaches are usually employed to analyze the quality of signature analysis. The first approach assumes that any output sequence Z can be obtained with an equal probability when a circuit is faulty. [5] is typical of this approach. When a signature contains m bits, the probability that a faulty circuit gives a fault-free signature is 2 -m. This is an approximation which requires no fault assumption but it is very optimistic. The criterion called deception volume, which is the proportion of output sequences giving a fault-free signature in the set of 2" possible Z, implicitely corresponds to this approach. Hence, as a set of two m-bit signatures is equivalent to a 2m-bit signature, the corresponding deception volume is 2-2m [12] . The second approach corresponds to an accurate study of some signature analysers referring to some classes of faulty Z. [8] is an example of this approach. Unfortunately, the results which can be obtained from mathematical properties of a class are unusable for an output sequence Z which is not exactly in the class. An attempt to reduce the assumptions is presented in [13] , but when the main result corresponds to a very large signature length m, it is then practically unusable. The approach presented in this correspondence is a probabilistic one. We consider that all the output sequences are not equally likely in the sense that some informations can be known about them without an accurate knowledge of them. 
