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Abstract 
With the computer and network technology development, educational resource databases are more and more 
abundant, Images, as an important information expression, are widely used in teaching, courseware, software 
development and etc. How scientific and effective to classify images become an urgent problem of education 
resources. In this paper, we use texture features and the method of improved multi-class support vector classiffier to 
classify images of education resources; the experimental results demonstrate the feasibility and accuracy of the 
method.
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: GLCM, texture feature extraction, image classification, DAG_SVMS, multi-class support vector classiffier; 
1. Introduction 
With the computer and network technology development, education resource databases are more and 
more abundant, Image is an important part of education resources, and how to quickly search and locate 
one’s desired image information becomes urgent problem [1]. The use of image classification technology 
can improve and enhance the quality and speed of information retrieval, and generally we use the image 
feature to classify the image, it including gray-level (density, color) features, texture features and 
geometry features. In this paper, we use texture features and the method of improved multi-class support 
vector classiffier to classify images, effectively avoiding the partial bias caused by match fails, and offset 
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the lack of color feature extraction. Experiments show that the method effectively improves image 
classification accuracy.  
2. Texture Features Extraction 
Texture features describe the image area corresponding to the surface properties of the scene. In the 
pattern recognition and pattern matching of image, the features of these regions have a certain advantages. 
We use Gray Level Co-occurrence Matrix (GLCM) to extract texture features of images [2,3].  
Presume f(x,y) as a two-dimensional digital image, its size is M×N, gray level is Ng, and then GLCM 
meet certain spatial relation is: 
}),(,),(|),(),,{(#),( 22112211 jyxfiyxfNMyxyxjiP ==×∈=  (1)  
Above equation, #( )x express the number of elements in the collection P is a Ng×Ng matrix. If the 
distance between x1, y1 and x2 , y2 is d ,the angle between the further two and the axis isθ, you can get the 
GLCM of the distance and angle ( , , , )P i j d θ .We use the follow four feature vector to express texture 
feature:
• Energy (Angular Second Moment) 
( )2,
i j
ASM m i j=∑∑   (2) 
Energy is the measure of image gray-level distribution, when the value distribution of m(i,j) more 
concentrated on the main diagonal, the value of ASM is relatively large; otherwise the value is small. 
• Entropy 
( ) ( ), log ,
i j
ENT m i j m i j= −∑∑                                                                                                    (3) 
When the value of m(i,j) less and more dispersed, ENT is larger; the other hand, if the value of a higher 
concentration, the value is small. 
•  Moment of inertia 
( ) ( )2 ,
i j
CON i j m i j= −∑∑                                                                                                               (4) 
The corresponding CON value for the coarse texture is smaller; contrast, the corresponding value of 
fine texture is larger. 
• Correlation
( ) x y x y
i j
COR ijm i j μ μ σ σ⎡ ⎤= − −⎢ ⎥⎣ ⎦∑∑                                                                                      (5) 
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 In which xμ  , yμ  , xσ  , yσ  are the mean and standard deviation of mx , my, ( ),x
i
m m i j=∑  is the sum of 
Matrix M’s column element. 
In texture feature extraction, we first quantification image into a need gray-level, and construct the co-
occurrence matrix in M(1,0)，M(0,1)，M(1,1)，M(1,-1) four directions, and then calculate the four 
texture parameters of the four co-occurrence matrix respectively , and after internal normalization, we can 
get the image texture features. 
3. A Classification of Education Image Resources Based on improved SVM Algorithm 
Support Vector Machine is the core algorithm of the nuclear machine [4,5], which is based on 
statistical learning theory, using reproducing kernel mapping technology with a strong ability to promote 
the general learning model. Kernel of support vector machine is to find a kernel function ( , )K x y which
can meet formula ( , ) ( ( ), ( ))K x y x yϕ ϕ= , instead of the calculation of inner function ( ( ), ( ))x yϕ ϕ  in 
feature space calculations. 
We take 
1
( )( )
k
k ka xxϕ ϕ
∞
=
= ∑  as the nonlinear embedding mapping. Because of the definition domain of 
the nuclear function ),( yxK  is the original input space, rather than high-dimensional feature space. Thus, 
we cleverly avoided the calculation of high dimensional inner function computational cost. The kernel 
algorithm we often used is as follows [6,7]:  
• Polynomial kernel function:  
dyxyxK )1(),( ⋅+=    (6) 
• RBF kernel function:  
( )2 2( , ) exp || || /K x y x y σ= −                                                                                  (7) 
• Sigmoid kernel function: 
( )1 2( , ) tanh ( )K x y c x y c= ⋅ +                                                                                                     (8) 
In general, the existence of the kernel function is only depends on how to find a square convergence of 
the non-negative sequence { }ka .Such the sequence meets the positive cone of { }2 2{ } | 0,k kl a l a k+ ∈= ≥ ∀  in the space 2l . In actual operation, we only need to choose one of the above 
three to use. 
In this paper, we test to use the method of improved directed acyclic graph support vector machine 
DAG_SVMS multi-class classiffier[8], according to the texture feature to classify image database of 
education resource. 
Directed acyclic graph is a new machine learning algorithm, which was put forward by Platt [9] in 
2000 .the Decision Directed Acyclic Graph (DDAG), which is used to combine many two-class classifiers
into a multi-class classifier. For a K-class problem, the DDAG contains ( 1) / 2K K −  classifiers, one for 
each pair of classes. Its advantages is no the phenomenon of classification overlap and non-classification. 
Weakness is it also has the error accumulation problem in each layer of classifier. The decision-making 
process of 4 kinds of sample classification by DAG_SVMS is shown in Fig 1. 
The improved classification algorithm is also put forward by the top- down error accumulation 
problem of directed acyclic graph.and to divide the multi-class, which was far from each other, by the 
spatial distribution of various types of sample, and so on. At last, constructs schematic diagram of 
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Minimal Hyper-Sphere Contains methods. The volume of Hyper-sphere is the classified measure of this 
kind of sample. 
Fig. 1. directed acyclic graph 
The definition of Minimal Hyper-Sphere Contains method is as follows: Presume class S has n type 
samples 1 2, ,..., nx x x   , the radius of hyper-sphere in the minimal contains of these samples is: 
1
1
max{|| ||},
i
n
i ix s i
R x x x x
n
− −
∈ =
= − = ∑        (9)  
In the formula, express the Euclidean distance operator, because of this classification algorithm is 
put forward by sample distribution size, so we can calculate all kinds of Reparability Measure (the 
volume of the Hyper-sphere) by the radius of hyper-sphere. 
Specific algorithm process is as follows:  
• According to the formula (9), we try to calculate the distribution volume of each kind of sample. 
• According to the size of the distribution volume to sort the category (usually it doesn’t exist two or 
more classes with the same distribution volume). Finally get all classes of alignment 1 2, ...... kn n n , Here 
{1, 2,... }, 1, 2...mn k m k∈ = as class label. 
• Construct optimal space of directed acyclic graph’s node. The node of Directed acyclic graph is 
acquired by certain two-class training. Each multi-class classifier contains a ( 1) / 2K K −  linear or 
nonlinear two-class SVM classifier.  
4. Experiments 
We select building, scenery, characters, bus four kinds of images from image database, 100 of each 
kind. In which, 40 images as training data, 60 as prediction data. Construct training matrix. Choosing 
LIBSVM toolbox to test, using the radial basis kernel function (RBF) to select training parameters, 
3285Shi Yujing et al. / Procedia Engineering 29 (2012) 3281 – 3285 Author name / r ce i  i eeri  00 ( 1) 000–000 5
through calculation we get the optimal parameter of Minimal Hyper-sphere Contains is(2-1,24.5).At last, 
compare the result of DAG_SVM algorithm and the improved Minimal Hyper-sphere Contains. The 
experimental results are shown in Table 1, it clearly demonstrate that the improved algorithm’s 
classification is more accurate than DAG_SVMS. Finally choose public data set Iris and Wine of UCI 
(http://archive.ics.uci.edu/ml/) to test the method we put forward, Verify the accuracy of the classification 
algorithm. 
Table 1. Comparison of Empirical Result 
Classification method (C,r)  Classification accuracy/ (%) 
DAG_SVM (29,0.00002) 88.2 
Minimal Hyper-sphere Contains (2-1,24.5)  93.32 
5. Conclusions 
This paper combined GLCM texture feature extraction methods, used Minimal Hyper-Sphere Contains 
methods to classify 400 images of Corel image database and tested in public data set UCI, proved its 
feasibility. This plays an important role in the classification and retrieval of education image resource in 
the future. 
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