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RESUMO 
Foram comparados três procedimentos de estimação de componentes de variância 
visando a predição de valores genéticos: quadrados mínimos (LS), máxima 
verossimilhança (ML) e máxima verossimilhança restrita (REML). A estimação pelo 
método ML apresentou convergência mais rápida do que pelo método REML. As 
herdabilidades obtidas pelos métodos ML e REML foram bastante similares e de 
magnitudes superiores à obtida pelo método LS. O procedimento REML, embora 
computacionalmente mais complicado, foi o mais preciso. A seleção e estimação de 
ganhos genéticos devem ser realizadas a partir do procedimento REML iteragindo 
nas equações de modelo misto (BLUP). 
PALAVRAS-CHAVE: máxima verossimilhança, inferência estatística, modelos 
mistos, parâmetros genéticos. 
ABSTRACT 
VARIANCE COMPONENT ESTIMATION AND PREDICTION OF BREEDING 
VALUES BY THE RESTRICTED MAXIMUM LIKELIHOOD (REML) AND BEST 
LINEAR UNBIASED PREDICTION (BLUP) METHODS IN Pinus 
Three procedures of variance component estimation for the prediction of breeding 
values were compared: least square (LS), maximum likelihood (ML), and restricted 
maximum likelihood (REML). The estimation by ML showed faster convergence than 
REML. Heritabilities estimated through ML and REML were similar and superior than 
those estimated LS. REML was the most precise but also the most computacionally 
difficult. Selection and estimation of genetic gains must be based on REML iterating 
on mixed model equations (BLUP). 
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1. INTRODUÇÃO 
A predição de valores genéticos e os métodos de seleção dependem, 
essencialmente, de estimativas de componentes de variância. Os métodos de 
predição de valores genéticos denominados índice de seleção, melhor predição 
linear (BLP) e melhor predição linear não viciada (BLUP) são fundamentados no 
conhecimento ou estimação precisa dos componentes de variância genética e 
fenotípica (HENDERSON, 1977; HAYES & HILL, 1980). Esses três métodos são 
comumente considerados no melhoramento de espécies perenes (RESENDE et al., 
1995) e,via de regra,os componentes de variância são estimados pelo método dos 
quadrados mínimos, tais como os procedimentos de análise de variância (métodos l, 
II e III) descritos por HENDERSON (1953). Estes procedimentos (de solução 
explícita) permitem trabalhar com um certo nível de desbalanceamento e se reduzem 
à usual análise de variância quando os dados são balanceados. 
Por outro lado, existe uma quarta situação de predição de valores genéticos, em 
que as variâncias são desconhecidas e os desbalanceamentos são tais que a 
estimação pelo método dos quadrados mínimos apresenta eficiência desconhecida. 
Nestas situações, outros procedimentos de estimação de componentes de variância 
são demandados e a predição de valores genéticos deve ser realizada 
simultaneamente à estimação dos componentes de variância. 
Em inferência estatística, os procedimentos adequados de estimação devem 
apresentar as seguintes propriedades desejáveis: não vício, consistência, 
"completitude", suficiência e eficiência. O método de estimação por quadrados 
mínimos (LS), na situação de dados desbalanceados, apresenta a propriedade de 
não vício, mas suas demais propriedades estatísticas são pouco conhecidas 
(SEARLE, 1971). Outra grande desvantagem do método LS é a possibilidade de 
obtenção de estimativas negativas de componentes de variância. Assim, 
recentemente (após 1967) outros processos têm sido considerados para a estimação 
de componentes de variância, notadamente aqueles ligados à máxima 
verossimilhança (ML). HARTLEY & RAO (1967) derivaram um procedimento de 
máxima verossimilhança para estimação de variâncias no contexto dos modelos 
lineares mistos. Este foi, posteriormente, modificado e aplicado por melhoristas 
animais (HENDERSON, 1973; HILL & NICHOLAS, 1974; SCHAEFFER, 1976; 
THOMPSON, 1973, 1976, 1979; GIANOLA et al.,1989). 
Os estimadores de máxima verossimilhança apresentam as seguintes 
propriedades desejáveis (KENNEDY, 1981): translação invariante (não afetados por 
mudanças nos efeitos fixos); suficiência, consistência e eficiência. Outra vantagem 
da ML é a geração de estimativas não negativas de componentes de variância. Por 
outro lado, os estimadores ML são viciados em decorrência de dois aspectos 
(SHAW, 1987): imposição de restrição de não negatividade e perda de graus de 
liberdade devido à estimação dos efeitos fixos. 
Visando eliminar esta segunda fonte de vício, PATTERSON & THOMPSON 
(1971) apresentaram uma modificação ao método ML, o qual passou a ser 
denominado de máxima verossimilhança restrita ou "residual" (REML) por HARVILLE 
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(1977). Além do aperfeiçoamento de natureza estatística, o método REML mantém 
as demais propriedades do ML. REML é equivalente a ML para um conjunto de 
dados que tenham sido padronizados para média zero. A modificação realizada 
conduz a estimativas idênticas aquelas obtidas por análise de variância, se o 
delineamento for balanceado e as restrições de não negatividade forem ignoradas. 
Outros procedimentos (não iterativo, portanto de solução explícita) de estimação de 
componentes de variância referem-se à estimação quadrática não viciada de norma 
mínima (MINQUE) (RAO, 1970) e estimação quadrática não viciada de variância 
mínima (MIVQUE). Conforme relatado para a REML, para dados balanceados, o 
método MINQUE, também conduz a resultados idênticos aos da análise de variância. 
Entretanto, é computacionalmente mais complicado e teoricamente pouco entendido 
(THOMPSON, 1979). ANDERSON (1984) relata que os procedimentos MINQUE & 
MIVQUE são de pouca utilidade prática, pois dependem do conhecimento prévio dos 
valores dos componentes de variância a serem estimados. Em resumo, os métodos 
de máxima verossimilança são mais flexíveis, não exigindo delineamentos 
balanceados e geralmente conduzindo a maiores eficiências que o método de 
quadrados mínimos. Além disso, sugere que os estimadores ML e REML podem ser 
robustos à desvios da normalidade (HARVILLE, 1977). Assim, o método REML 
tornou-se, recentemente, o principal método de estimação de componentes de 
variância e tem sido amplamente empregado em melhoramento animal 
(SCHAEFFER et al., 1978; THOMPSON, 1979; KENNEDY, 1981; MEYER, 1989a; 
MEYER & HILL, 1991; MEYER, 1991a; THOMPSON & HILL, 1990; SEARLE et al., 
1992). 
O método REML é iterativo e, portanto, demanda grandes recursos 
computacionais. Por outro lado, programas que economizam computação através da 
consideração de estruturas particulares de dados tem sido desenvolvidos (MEYER, 
1988; MEYER, 1991b; BOLDMAN et al., 1993; GROENEVELD et al., 1990; 
MARTINS et al., 1994; LOPES, 1994) e a aplicação da REML tem sido grande. No 
Brasil, a aplicação do método iniciou-se com os trabalhos de FREITAS (1991), 
FREITAS & VENCOVSKY (1993), LOPES et al. (1993a; 1993b) e MARTINS et al. 
(1993). 
O presente trabalho tem como objetivos a estimação de componentes de 
variância e predição de valores genéticos, simultaneamente, através dos métodos 
REML e BLUP empregando-se as equações de modelos mistos, para a seleção de 
progênies ou parentais superiores de Pinus maximinoi. 
2. MATERIAL E MÉTODOS 
2.1. Modelo misto e estimação pelo método da máxima verossimilhança restrita 
(REML). 
Exceção feita a delineamentos completamente balanceados, o método REML 
demanda procedimentos iterativos, realizados através de equações de modelo misto, 
pelo procedimento BLUP (HENDERSON, 1973, 1975). Assim, o procedimento REML 
sob modelo misto realiza, simultaneamente, as operações de estimação (BLUE) dos 
efeitos fixos por quadrados mínimos generalizados, de estimação de componentes 
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de variância por REML e de predição (BLUP) de valores genéticos. Assim é uma 
ferramenta poderosa e elegante de seleção. 
Vários algoritmos computacionais para obtenção de componentes de variância 
por REML como MS (Method of scoring, de PATTERSON & THOMPSON, 1971; 
THOMPSON, 1973; SCHAEFFER et al., 1978); EM (Expectation -Maximization, de 
DEMPSTER et al., 1977); DFREML (Derivate-free Restricted Maximum Likelihood, 
de SMITH & GRASER, 1986 e GRASER et al., 1987), tem sido desenvolvidos 
visando maior facilidade de processamento (MEYER, 1989a; HARVILLE & 
CALLANAN, 1990). Dentre estes, os mais usados são o EM e DFREML. O algorítimo 
EM é muito estável, numericamente, apresentando convergência mesmo que os 
valores iniciais não tenham sido adequados. Entretanto, uma inconveniência do 
algorítmo EM, é a lentidão para estimativas próximas ao limite do espaço de 
definição paramétrica (por exemplo, quando uma variância tende a zero). Os 
algorítmos livres de derivadas (derivative-free) apresentam vantagens 
computacionais, pois evitam a inversão de matrizes de elevada ordem. Os 
estimadores obtidos pelo EM são idênticos aos de HARVILLE (1977) e MEYER 
(1989a). Se valores iniciais positivos forem utilizados, a convergência para valores 
não negativos é garantida (HARVILLE, 1977). 
O emprego do algoritmo EM para estimação de componentes de variância 
descrito neste trabalho é similar ao procedimento relatado por KENNEDY (1981). 




Sendo A a matriz identidade, o método iterativo em BLUP (através das 
equações de modelo misto) segue os seguintes passos: 
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Na predição de valores genéticos de vários caracteres, G e R (matrizes não 
singulares) encerram também covariâncias entre caracteres e os requerimentos 
computacionais são enormes. Assim, procedimentos que implicam em redução de 
computações tem sido desenvolvidos, tais como a transformação do REML 
multivariado para univariado, através do método denominado transformação 
canônica (THOMPSON & HILL, 1990; FREITAS et al., 1994). 
2.2. Aplicação a dados experimentais 
Consideram-se neste estudo, dados referentes a um teste de procedência e 
progênies de Pinus maximinoi (material genético pertencente à rede experimental da 
CAMCORE - Central America and Mexico Coniferous Resources), obtidos a partir de 
SAMPAIO (1995). O experimento foi conduzido no delineamento de blocos 
casualizados com nove repetições e seis plantas por parcela. Foram avaliadas oito 
populações e 102 progênies de polinização aberta (meios-irmãos) em dois 
experimentos distintos em uma mesma fazenda, conforme Tabela 1. 
 
 
Visando a seleção de progênies ou parentais, trabalhou-se a nível de médias de 
progênies em cada experimento. Conforme modelo linear apresentado por 
RESENDE et al. (1995) define-se o vetor aleatório µ a ser predito, o vetor fixo β e 
componentes de variância a serem estimados: 
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Nesta situação tem-se a seguinte estrutura de variâncias dos dados: 
VAR(Y)=V=ZUZ'+R. Uma vez aceita a condição de homogeneidade de variâncias 
genéticas e ambientais, tem-se V= ZAZ' 2Aó +l
2
eó . Mas como as progênies não são 






eó . Assim, o sistema de equações 
lineares mais adequado a esta situação é definido por: 
 
 




2.3. Comparação de metodologias de estimação de componentes de variância 
Para efeito de comparação com o procedimento REML, foram preditos valores 
genéticos considerando variâncias conhecidas (na realidade usando λ=0,6294, 
conforme estimativa obtida pelo método III de Henderson) e, também, estimadas 
pelo método da máxima verossimilhança (ML) irrestrita. Segundo o algoritmo EM, os 
estimadores de 2Aó  e 
2
eó  por ML foram (SCHAEFFER, 1976): 
 
 
As computações foram realizadas empregando-se o software MATLAB (Matrix 
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Laboratory) desenvolvido pela Universidade de Stanford-USA (MATLAB,1992). 
 
 
3. RESULTADOS E DISCUSSÃO 
3.1. Estimação de componentes de variância e convergência 
As estimativas dos componentes de variância e herdabilidade ao nível de média 
de famílias obtidas pelos métodos iterativos ML e REML estão apresentados nas 
Tabelas 1 e 2, respectivamente. O critério de convergência adotado produziu 
resultados concordantes com os obtidos por LOPES et al. (1994), os guais 
concluíram que o uso de 4 decimais é adequado. Por outro lado, SCHENKEL (1991) 
usou, como critério de convergência, a diferença entre os valores genéticos preditos 
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Entretanto, foram necessárias 89 e 97 iterações para se obter uma precisão de 
10-4 nas estimativas de herdabilidade, pelos métodos ML e REML, respectivamente. 
Utilizando o algorítmo EM, FREITAS & VENCOVSKY (1993) necessitaram de 40 
iterações para a convergência pelos métodos ML e REML e JENSEN & MAO (1988) 
necessitaram de mais de 100 iterações para a convergência pelo método REML. 
O método ML foi mais vantajoso pois demandou menor número de iterações, 
além de ser cumpotacionalmente mais simples que o REML. Ambos convergiram 
para valores similares de herdabilidade (0,6720 para ML e 0,6735 para REML). 
Entretanto, o método ML tem a desvantagem de não considerar a perda de graus de 
liberdade na estimação dos efeitos fixos do modelo linear misto. Isto subestima o 
componente 2eó , conduzindo também, à subestimação do componente 
2
Aó . Estas 
subestimações são tanto maiores quanto maior o número (posto de X) de equações 
independentes para os efeitos fixos em relação ao número (N) total de observações. 
Como neste caso o posto de X é pequeno em relação a N, ambos os métodos 
conduziram a resultados similares, embora o método REML seja mais preciso. 
FREITAS & VENCOVSKY (1993) também obtiveram resultados similares por esses 
métodos. 
Em comparação com o método tradicional de estimação por quadrados 
mínimos (h2 = 0,6137), verifica-se que a herdabilidade associada ao conjunto de 
dados foi maior. Entretanto, devido ao pequeno desbalanceamento, a diferença entre 
as duas estimativas (por quadrados mínimos e por REML) foi de pequena 
magnitude. Sob completo balanceamento, os dois métodos conduzem a resultados 
idênticos, desde que não sejam impostas restrições de não negatividade ao método 
REML (ANDERSON, 1979). 
3.2. Predição de valores genéticos 
Nas comparações entre os procedimentos de predição de valores genéticos: (i) 
com variâncias conhecidas (estimadas pelo método de quadrados mínimos ( )1t̂ ; (ii) 
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com variâncias estimadas pelo método ML ( )2t̂ ; (iii) com variâncias estimadas pelo 
método REML ( )3t̂ ; verificou-se que para as melhores progênies, os métodos ML e 
REML sob BLUP conduziram a maiores valores genéticos preditos, em relação ao 
método de quadrados mínimos. Portanto, aceitar as variâncias como conhecidas, 
quando na realidade elas não eram, conduziram a subestimativas de ganhos 
genéticos. 
Dentre os procedimentos de predição estudados, o mais acurado foi o REML 
sob BLUP. Portanto, o mesmo deve ser utilizado para seleção e estimação dos 
ganhos genéticos em Pinus maximinoi. 
4. CONCLUSÕES 
• A estimação de componentes de variância pelo método ML apresenta 
convergência mais rápida do que pelo método REML. 
• As estimativas de herdabilidade obtidas pelos métodos iterativos ML e REML 
são similares, porém, de magnitudes superiores a obtida pelo método explícito 
de quadrados mínimos. 
• O procedimento ML, embora viciado, é satisfatório, na presente situação. 
• O procedimento REML, embora computacionalmente mais complicado, é o mais 
preciso. 
• A seleção e estimação de ganhos genéticos devem ser realizadas a partir do 
procedimento REML iteragindo nas equações de modelo misto (BLUP). 
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