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Abstract
The notion of diversity spans across disciplines, arising in a wide range of natural and social sciences. As
is well-acknowledged, essential defining characteristics of diversity include the number of categories involved,
evenness of the element distribution among categories, and dissimilarity between categories. In addition, there
are two intrinsic factors that also influence the quantification of diversity. These are how much weight to
place on the category prevalence, and how much weight to place on the between-category dissimilarities. In
Part I of this paper, we provide a unified framework for measuring, comparing and partitioning diversity that
incorporates all of these aspects. A new principle called the Nesting Principle is established, stating that diversity
remains invariant under arbitrary nesting or partitioning of the constituent categories or individual elements. An
important consequence of this principle is that the weight on the category prevalence must be set such that the
diversity function depends quadratically on the relative abundances of categories, while the other weight on the
between-category dissimilarity can be adjusted independently and continuously. The resulting diversity index has
a unique interpretation in terms of a certain correlation sum defined within the assemblage whose diversity is to be
measured. The formula for the effective dissimilarity between two arbitrary assemblages is also provided, which
takes the form of a cross-correlation sum, and is compatible with the Nesting Principle. In ecology, this provides a
possible solution to the long-standing problem of how to partition diversity into within and between components
in a consistent manner. Classic entropy measures of Rényi and Tsallis, including Boltzmann-Gibbs and Shannon
entropy, are also generalised to incorporate the dependence on correlations among the constituents. In Part II, we
discuss applications of the correlation-based, nesting-invariant entropies to specific research contexts. Specifically,
the extended Rényi entropy is used to analyse dynamical and fractal properties of a chaotic attractor system.
Further, implications of the extended Tsallis entropy on non-extensive statistical physics are explored.
∗ k.okamura_at_alumni.lse.ac.uk
ar
X
iv
:1
80
4.
02
45
4v
1 
 [q
-b
io.
QM
]  2
9 M
ar 
20
18
Contents
Introduction : Essence of Diversity 2
Part I : Theory 4
1 Exploring Dissimilarity-Based Diversity 4
1.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 General Formulation of Dissimilarity-Based Diversity Index . . . . . . . . . . . . . . . . . . . . . 7
2 Nested and Intertwined Diversities 12
2.1 The Nesting Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 To Nest or Not to Nest? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Numerical Demonstrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Biodiversity: Interplay of alpha, beta, and gamma components . . . . . . . . . . . . . . . . . . . 24
Summary of Key Formulae and Relations from Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Part II : Applications and Implications 27
3 Correlation-Based Rényi Entropy in Chaotic Nonlinear Dynamics 27
4 Correlation-Based Tsallis Entropy in Non-Extensive Statistics 33
5 Summary and Discussion 38
Appendices and Supplementary Materials 42
A.1 Definitions and Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
A.2 Classic Diversity Indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
A.3 Kernel Dependence of Diversity Profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.4 Comparison with Other Approaches in the Literature . . . . . . . . . . . . . . . . . . . . . . . . 45
A.5 Schematic Maps of Diversity Indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
A.6 Extension to Time-Series Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
A.7 Correlation-Based Fractal Dimension and Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . 50
References 54
1
Introduction : Essence of Diversity
The notion of diversity spans across disciplines and is shaped according to its own context with its intrinsic mean-
ing. Its manifestations include biodiversity in ecology, entropy measures in statistical physics and information
theory, as well as heterogeneity among various socioeconomic characteristics. What exactly ‘diversity’ means and
how it can be quantified accordingly will depend on each application. Still, there is at least shared recognition,
at the most abstract level, that less uniformity or less monotonousness in certain essential aspects implies more
diversity.
In order to gain some intuition, let us consider the following three fruit baskets, each containing six fruit
items but with different composition:
Basket 1 (B1) : An apple, an orange, a strawberry, a peach, a banana, and a bunch of grapes ;
Basket 2 (B2) : Two apples, two oranges, and two strawberries ;
Basket 3 (B3) : Four apples, an orange, and a strawberry .
Symbolically, each basket is represented as: B1 = {a, b, c, d, e, f}, B2 = {a, a, b, b, c, c}, and B3 = {a, a, a, a, b, c},
respectively. Denoting the diversity of Basket I as DI , it is unambiguously concluded that D1 > D2 and
D1 > D3, as there are more species richness, or variety, in B1 than in B2 or B3. As to the comparison between
B2 and B3, probably most people would conclude that D2 > D3, for the fruit items are more evenly distributed
among species in B2 than in B3. Others, who give as much importance to rare species as common ones, may
conclude that D2 ' D3 as the species richness (that is, three) is the same between the two baskets. Thus, the
characterisation of diversity requires at least two distinct but interrelated elements—the species richness and the
evenness of distribution among species—along with the evaluator’s own disposition as to how much importance
to give to the relative commonness or rarity of species [1, 2].
These are, however, necessary but individually insufficient aspects of what constitutes diversity. Consider the
following basket with yet another composition of fruit items:
Basket 4 (B4) : An orange, a grapefruit, a lemon, a lime, a tangerine, and a mikan.
Indeed contained in B4 are six distinct species, having the same feature as B1, but this time the species present
are relatively quite similar (all belonging to the same Citrus genus, to be terminologically precise). Again, put
symbolically, it is something like B4 = {a,A,A , a,A,A}. In this case, probably most people would conclude that
D1 > D4 as there are greater dissimilarities among the fruit species in B1 than in B4. Others, who give as much
importance to similar species as dissimilar ones, may conclude that D1 ' D4 as both the baskets have the same
species richness.
All of the above examples demonstrate that the quantification of diversity is influenced not only by the species
richness and the distribution evenness, but also the dissimilarity among species [3–6], all three of which being
definable and measurable in an ‘objective’ manner. In so doing, it can also be influenced by one’s ‘subjective’
disposition as to how much importance to give to species richness, and how much importance to give to between-
species dissimilarities. These three objective (or ‘exogenous’) plus two subjective (or ‘endogenous’) aspects are
essential to properly characterise and define the notion of diversity in each particular context.
In the above examples, comparison of diversity has only been made between two baskets whose compositional
difference originates simply from one of the three exogenous elements of diversity, the other two exogenous
elements being the same. In general, however, the comparison can be more nontrivial and complex, as different
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drivers of diversity can work in opposite directions. For instance, let us compare B2 and B4. While B4 has more
species richness than B2, it has less species dissimilarity than B2, leaving the question of which of the two has
higher diversity. As such, without a way to integrate the effects of all the aforementioned elements of diversity
into a single dimension in the same unit, one cannot evaluate the total net effect to conclusively place the baskets
in the order of diversity. Clearly, such a diversity formula cannot be arbitrary but it is necessarily constrained
by the nature or essence of the measure itself. We will see that such necessary conditions include the invariance
property of the measure with respect to the level, or ‘granularity’, of categorisation (whose exact meaning will
be clarified in the subsequent sections). The aim of the present work is to establish a unified framework for
measuring, comparing and partitioning diversity, which integrates all these essential elements of diversity in a
consistent manner.
Such a refined description of diversity should then have, by virtue of its universality, salient implications on
a wide range of scientific disciplines including both natural and social sciences. As we will see, a closely related
physical quantity that naturally arises from the notion of diversity is what physicists or information scientists
call entropy, used as a measure of disorder or randomness. In thermostatistics, Boltzmann-Gibbs entropy [7]
plays a central role to interrelate thermodynamic functions; while in information theory, Shannon entropy [8, 9]
quantifies the amount of information in communications. These classic entropy measures—here and hereafter
we refer to them collectively as the Boltzmann-Gibbs-Shannon entropy—are known to be realised as a special
case of Rényi entropy [10] or of Tsallis entropy [11–13]. Noticing that both the Rényi and Tsallis entropies are
defined in terms of certain probability distributions, we are naturally motivated to investigate the implications
of the ‘dissimilarity’ element, or the ‘correlation’ between the statistical states—be they spatial or temporal,
or being shaped as a sort of mutual information or entanglement—on entropy. It is intriguing to see whether
such between-state correlations shed new light on the meaning of entropy, increasing the descriptive and/or
predictive power of statistical physics. Therefore, another aim of this work is to probe these issues by exploring
correlation-based extensions of the classic entropy measures of Boltzmann-Gibbs-Shannon, Rényi, and Tsallis.
The rest of the paper is organised as follows. Part I presents a theoretical framework to formulate and
investigate diversity/entropy measures that incorporates all the aforementioned aspects of diversity. In Section
1, after reviewing some preliminary notions about classic measures that are insensitive to between-category
dissimilarities, a general formulation of dissimilarity-based diversity index is presented. In Section 2, a new
principle called the Nesting Principle is established, which states that the diversity index is invariant under
arbitrary partitioning or integration of the constituents. Subsequently, the refined formula for diversity, quantified
as the effective numbers of categories as well as the formula for the effective dissimilarity between assemblages
(meta-categories) are presented. These two formulae together are shown to be compatible with the Nesting
Principle in addition to other constraints required for consistent measurement, comparison and partitioning of
diversity. Based on the developed theoretical framework, Part II presents its applications and implications to
specific contexts of research. In Section 3, the framework and the generalised Rényi entropy formula are applied
to the study of nonlinear dynamics, and are used to analyse the dynamical and fractal properties of a chaotic
attractor system. In Section 4, the generalised Tsallis entropy formula is applied to non-extensive statistical
systems in order to explore beyond the traditional statistical mechanics. Finally, Section 5 is devoted to the
summary and discussion. Supplementary materials, including tables and figures to enhance points made in the
main text, are provided in Appendices A.1–A.7.
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Part I : Theory
This Part I is devoted to the development of the theoretical framework, which will offer a wide range of potential
applications, including, but not restricted to, evaluation of biodiversity in ecological studies as well as those
discussed in Part II (nonlinear dynamical systems and non-extensive statistical physics).
1 Exploring Dissimilarity-Based Diversity
In the present work, diversity is assumed to be quantified by a real non-negative scalar called the diversity index.
Below we first review some basics of classic diversity indices and entropies, all are derived from a single family
of power functions known as Hill numbers [2]. Based on the foundation of the Hill numbers, we then derive a
general formula for dissimilarity-based diversity index with a new set of axioms and postulates.
1.1 Preliminaries
Let us consider an assemblage (‘fruit basket’, referring to the illustration in Introduction) in which individual
elements (‘fruit items’) are distributed among n categories (‘species’). Suppose that there are no between-
category similarities (i.e. all the species present are completely dissimilar to each other). As such, the only
feature that influences the diversity of each assemblage is the distribution of elements over the categories, i.e.
the relative abundances of the categories. Let pi denote the observed relative abundance of the i-th category
(or, equivalently, the detection probability of the i-th category in any randomly observed element) such that
pi ∈ [0, 1] and
∑
i∈S pi = 1 with i ∈ S = {1, . . . , n}. We consider the problem of how to define the diversity
index, denoted as D, as a function of {pi}:
D = D({pi}) , i ∈ S , (1.1)
as a unique measure to compare diversity between two arbitrary assemblages.
The key idea to solve this problem is as follows. First recall that, in the previous fruit basket example, we
concluded that D1 > D2 under the (implicit) assumption that all the species in B1 and B2 are completely distinct
within each basket. Since the uniform distribution is realised in the both baskets (i.e. pa = · · · = pf = 1/6 for
B1, and pa = pb = pc = 1/3 for B2), the category richness—six for B1 and three for B2—was the only definite
indicator of diversity, which led us to make the above conclusion. The same rational leads to the following
guiding principle in defining the diversity index: If an assemblage is ‘normalised’ via some proper mathematical
or statistical procedure such that it can be viewed as composed of completely distinct categories with the same
relative abundances, then the category richness serves as a unique indicator of diversity. Then, the problem of
defining a proper diversity index boils down to finding a way to define such a unique normalised assemblage,
which can be achieved as follows.
Suppose that some observable quantity x is defined and measured for each category i ∈ S, giving a set of
n positive real numbers, {xi}. Such observable quantities are not necessarily defined for a single category but
can be defined for each pair of categories, giving {yij}, or more generally, for each multiple (more than two)
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set of categories, giving {zijk...}. An effective quantity can then be defined from one or more kinds of such raw
observed quantities via an averaging procedure. A fairly general such procedure is the so-called weighted power
means, defined for {xi} as
Mα
[{xi}|{wi}]i∈S ≡
(∑
i∈S
wixi
α
)1/α
, (1.2)
where {wi} is a sequence of non-negative weights which sum to unity,
∑
i∈S wi = 1, and α is a non-zero real
parameter that controls the mean’s sensitivity to the magnitude of xi. See Appendix A.1 for some properties of
the weighted power means (1.2), including its various special cases. This averaging procedure can be applied to
higher-order variables zijk... as well by first reducing its dimensionality to one, xi ≡ 〈zijk...〉jk... (symbolically)
via some proper averaging procedure over all dimensions but i, then plugging it to (1.2).1
For our current purpose of defining the diversity index, we can employ the same normalisation procedure as
above. Let us consider a hypothetical assemblage containing D equiprevalent categories, which will eventually
be identified as the very normalised assemblage of our interest. In this assemblage, the relative abundances of
the constituent ‘auxiliary’ categories are given by
pi∗ =
1
D for all i
∗ ∈ S∗ = {1, . . . , D} (1.3)
such that
∑
i∗∈S∗ pi∗ = 1. Here and below in this section, an asterisk on a variable or a label indicates a
normalised state quantity. Now, suppose that this hypothetical assemblage, characterised by (1.3), has the same
diversity as the observed assemblage that we started with, characterised by {pi}. Put differently, suppose that
the weighted power mean of the category abundances computed for the observed assemblage agrees with the one
computed for the normalised equivalent, i.e.
Mq−1
[{pi}|{pi}]i∈S ≡Mq−1[{pi∗}|{pi∗}]i∗∈S∗ . (1.4)
Here the nominal weight wi in (1.2) has been taken to be the relative abundance itself, and the power parameter
α to be q − 1 by convention. Equation (1.4) gives the condition for D = |S∗| to represent the effective number
of categories [2, 14], that is, the number of equiprevalent categories that would yield the same diversity as the
observed assemblage. It is obtained by solving (1.4) with (1.3), yielding
D = qD({pi}) ≡
(∑
i∈S
(pi)
q
) 1
1−q
. (1.5)
Note that, as this recipe suggests, the effective number of categories does not take an integral value in general but
take a real number in the interval [1, n] with n = |S|. The family of diversity indices qD obtained above is known
as Hill numbers [2]. The expression (1.5) is undefined for q = 1, but its limit as q approaches 1 is well-defined
and computed as
1D({pi}) ≡ lim
q→1
qD({pi}) = exp (H1) with H1({pi}) = −
∑
i∈S
pi ln pi . (1.6)
1 This higher-order averaging procedure is actually performed in constructing the dissimilarity-based diversity index later; see (1.15)–
(1.17) and the final formula (1.22), where the second-order averaging is performed (dij playing the role of yij of the above).
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As such the spectrum is continuous in q ∈ [0,∞). The parameter q indicates the diversity measure’s sensitivity
to common and rare categories, which is often referred to as the order parameter. It allows us to choose the
viewpoint that determines how much weight to place on the prevalence of category. If q = 0, the index 0D
gives as much weight to rare category as common ones; if 0 < q < 1, the index assigns greater weight on
relatively rare categories; if q = 1, it gives a ‘flat’ weight; and when q > 1, it assigns greater weight on relatively
common categories, with the limiting case q → ∞ reflecting only the prevalence of the most common category:
limq→∞ qD({pi}) = max{pi}.2 Note that qD is continuous for arbitrary distribution {pi} as well.
The Hill numbers have been given a designation of ‘true diversity’ by Jost [14] in that it enables us to measure
and compare diversity in the same dimension and in the same unit, i.e. by means of the effective number of
categories. Some classic diversity indices particularly known in the literature are reproduced as special cases of the
Hill numbers. As already seen in (1.6), value of q = 1 is associated with the renowned Boltzmann-Gibbs entropy
in statistical mechanics [7], or Shannon entropy in information theory [8, 9], through the relation 1D = exp(H1),
or H1 = ln 1D. This entropy reaches its maximum for the uniform distribution, Hmax1 = H1({pi = 1W }) = lnW ,
where W represents the number of microstates consistent with the given macrostate; this is the celebrated
Boltzmann’s relation in statistical mechanics.3 Just as in this q = 1 case, for general q also, one can define
and associate an entropy function with the diversity index qD through the Boltzmann-relation-like equation:
HRq ({pi}) = ln qD({pi}). This defines the so-called Rényi entropy [10], which is written as
HRq ({pi}) =
1
1− q ln
∑
i∈S
(pi)
q . (1.7)
Another well-known generalised entropy is Havrda-Charvát-Daróczy-Tsallis entropy [11–13], or Tsallis entropy
for short. It is related to qD as HTq = lnq qD in terms of the q-deformed logarithmic function defined by
lnq(x) ≡ (x1−q − 1)/(1− q).4 Explicitly, it is written as
HTq ({pi}) =
1
1− q
(∑
i∈S
(pi)
q − 1
)
. (1.8)
In the limit q → 1, both the Rényi entropy and the Tsallis entropy reproduce the Boltzmann-Gibbs-Shannon
entropy given in (1.6),
lim
q→1
HRq ({pi}) = lim
q→1
HTq ({pi}) = −
∑
i∈S
pi ln pi . (1.9)
Note that the above two entropy measures are related by the simple relation: exp(HRq ) = expq(HTq ).
Values of q = 0 and q = 2 in (1.5) are also associated with well-known metrics; 0D = n simply counts the
number of observed categories (‘category richness’ or ‘variety’) [1], and 2D = 1
/∑
i∈S(pi)
2 is related to Gini-
Simpson index as IGS = 1 − 1/2D [14] and also to Simpson concentration index [15] as IS = 1/2D. The limiting
case of q =∞ is related to Berger-Parker index [16] as IBP = 1/∞D. See Appendix A.2 for summary table.
2 In the subsequent sections, the expressions in the limits q → 1 and q →∞ are not always displayed, for ease of reading. However,
these limiting cases readily follow by the continuity of power meansMq with respect to the power parameter q.
3 The Boltzmann constant kB is set to be unity throughout this paper.
4 The inverse function of lnq(x) is the q-deformed exponential function defined by expq(x) ≡ [1 + (1− q)x]1/(1−q). See Appendix A.1
for definitions and conventions around these q-deformed functions.
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1.2 General Formulation of Dissimilarity-Based Diversity Index
The Hill numbers family, (1.5) and (1.6), provided a unified framework for measuring and comparing diversity, by
integrating the two of the three elements of diversity, that are the category richness and the distribution evenness.
However, it does not take into account the between-category dissimilarities by construction. It goes without saying
that our world is so complex that some ‘categories’ can be close to each other, while others can be very distinct
from any others. It is then natural to pursue a more general, or realistic, diversity formula that incorporates the
between-dissimilarity element as well, overcoming the limitation of Hill numbers. Mathematically, this amounts
to obtaining a diversity index ∆—using a distinct notation from D of Hill numbers—of the form
∆ = ∆({pi}, {dij}) , i, j ∈ S , (1.10)
which not only depends on the distribution {pi} but also on the set of dissimilarities {dij}. We take the convention
that dij ∈ [0, 1], with dij = 0 indicating identicality of, and dij = 1 indicating complete dissimilarity between,
the categories labelled by i and j. By definition, dij = dji and dii ≡ 0. Therefore, of all n2 variables in {dij},
only
(
n
2
)
= n(n − 1)/2 of them have nontrivial degrees of freedom. Still they are not mutually independent, as
they have to obey a sort of the triangle inequality: dij + djk ≥ dik for all triplets of categories (i, j, k). That is,
for instance, the fact that the categories i and j are very similar and that the categories j and k are very similar
implies that the categories i and k are also very similar.
It will be more adapted to some purposes, as we will see, to employ ‘distance’ variables {ρij}, each defined in
[0, ∞), instead of the dissimilarity variables {dij}. Notice that it is always possible to map the former into the
latter, and vice versa, through the transformation
(dij)
r = 1− e−(λρij)η (1.11)
with r, λ and η positive parameters. Other alternatives of mapping would also be possible,5 but we will mostly
make use of the particular mapping (1.11) in this paper. Thus the subsequent arguments hold equally well with
any properly defined set of variables {dij} or {ρij}.
Given the above conventions, below we derive our general formula for the dissimilarity (or distance) based
diversity index (1.10). In contrast to the previous works (e.g. [4, 6, 17–25]), this work is based on a more
axiomatic approach. Specifically, we claim the following Conditions I–IV to be necessary conditions for any
consistent dissimilarity-based diversity index:
I The diversity index is continuous in both the relative abundance of categories {pi} and the between-
category dissimilarities {dij}.
II If dissimilarity is set to be maximal for all the distinct pair of categories (i.e. dij = 1 − δij with δij
Kronecker’s delta6), then the diversity index reduces to the Hill numbers family, (1.5) and (1.6).
III If two categories labelled by 1 and 2 are (in fact) identical (i.e. d12 = 0), then the diversity index
computed from the following two pictures agree: i) treating them to be two separate entities (hence
5 Examples would include some sigmoid functions such as tanh(bxa) and xa(c+ xka)−1/k.
6 The Kronecker’s delta is defined as δij = 1 for i = j and δij = 0 for i 6= j.
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there are formally n categories in total), and ii) treating them to be a single entity (here labelled as
‘1&2’; hence there are n− 1 categories in total).
IV If all the constituent elements are uniformly distributed among the categories (i.e. pi = 1/n for all i),
and the between-category dissimilarity is constant across all pairs of categories (i.e. dij = d¯ ∈ [0, 1] for
all i 6= j), then the diversity index is a monotonically increasing function of both the category richness
n and the constant dissimilarity d¯.
We use these four conditions as guiding principles to construct the dissimilarity-based diversity index.7 It will
be shown that the resulting diversity index has the following properties (as expected):
V The diversity index is maximised to give the value n when elements are uniformly distributed among
the categories that are completely dissimilar from one another:
n = max
{pi},{dij}
∆ = ∆(pi = 1/n and dij = 1− δij) . (1.12)
VI The diversity index is minimised to give the value 1 when elements are distributed only among those
categories with no dissimilarities, including the case of a single category concentration (i.e. pi = 1 for
some i):
1 = min
{pi},{dij}
∆ = ∆(dij = 0 if pipj > 0) . (1.13)
Before entering the process of constructing the diversity index, we briefly comment particularly on Condition
III. We refer to this condition as the principle of invariance under splitting or merging of identical categories, or
the principle of ‘splitting/merging invariance’ for short. Figure 1 depicts how this principle works by taking the
simplest ‘three-category ↔ two-category’ case as an illustration. Left picture represents a general three-category
setup with diversity ∆({p1, p2, p3}, {d12, d13, d23}).8 Middle picture represents the same three-category setup
but now in the limit when the difference between Category 1 and Category 2 is negligible or undetectable, for
which the diversity function reduces to ∆i({p1, p2, p3}, {d12 = 0, d13 = d23}). Finally, Right picture represents a
two-category setup with diversity ∆ii({p1&2, p3}, {d1&2,3}), whose physical contents—before labelling and putting
into mathematical terms—is the same as those of Middle picture.
For this particular case, the principle of splitting/merging invariance (Condition III) states that ∆i = ∆ii
holds under identification of p1 + p2 = p0 and d12 = d13 = d03. Here and below we use the label ‘0’, in place of
‘1&2’, to refer to the combined system for notational simplicity (then d01 = d02 = 0 by definition). Without this
invariance property, any diversity indices would have to fail to properly reflect the net contribution of potentially
similar (or even identical) categories.9 For this reason, although diversity indices proposed in earlier works do not
satisfy this invariance property in general, we claim that it should be treated as an inherent symmetry of diversity
7 In Section 2, this condition will be further refined by a more restrictive condition called the Nesting Principle.
8 Here and below we omit to display terms like dij with i > j as well as dii = 0 to save space.
9 For example, suppose we choose to use, say, ∆ =
∑
i,j∈S(pipj)
2dij as a diversity index. Then on the one hand, the ‘three-category’
picture produces ∆i = 2(p1p3)2d13 + 2(p2p3)2d23, while on the other hand, the ‘two-category’ picture produces ∆ii = 2(p0 p3)2d03;
they differ by 4p1p2(p3)2d03. This difference indicates that the current diversity index ∆ cannot be a consistent measure of diversity,
for it will over- or under-estimate the true diversity (in the sense of the effective number) depending on the picture we take.
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Figure 1: Left: A general three-category setup. Middle: A three-category setup when Category 1 and Category 2 can be
regarded as virtually identical. Right: A two-category setup whose physical contents are the same as Middle picture. The
principle of splitting/merging invariance (Condition III) requires that the diversity indices computed from Middle picture
and Right picture agree.
whenever category dissimilarities matter. It is noteworthy that the similarity-based diversity index proposed by
Leinster and Cobbold [6] satisfies this invariance property. In their work, the proposed diversity measure was
tested against this invariance property to ensure the measure’s well-definedness. By contrast, here we adopt this
property as one of the defining properties of dissimilarity-based diversity, and use it to derive the functional form
of ∆. As a result, we obtain a larger class of consistent diversity functions than considered in [6], as we will see.
Now, consider an assemblage whose constituent elements are distributed among n categories with a general
distribution {pi} and with a general set of between-category dissimilarities {dij}, where i, j ∈ S = {1, . . . , n}.
Here we do not presume P =
∑
i∈S pi to be unity, so that the resulting formula equally holds when S represents
only part of those categories available. Corresponding to each such observed state, a unique normalised state can
be identified such that it is composed of ∆ completely dissimilar, equiprevalent categories, i.e.
pi∗ =
P
∆ and di∗j∗ = 1− δi∗j∗ for all i
∗, j∗ ∈ S∗ = {1, . . . , ∆} , (1.14)
and that it yields the same diversity as the observed state:
Mq−1
[{
Ai({pi}, {dij})
}∣∣∣{pi
P
}]
i,j∈S
=Mq−1
[{
Ai∗({pi∗}, {di∗j∗})
}∣∣∣{pi∗
P
}]
i∗,j∗∈S∗
. (1.15)
Here Ai (Ai∗) is a continuous function of both the category abundances and the between-category dissimilarities,
whose exact form is yet to be determined from Conditions I–IV and other constraints. The equivalence relation
(1.15) offers the definition of the normalised assemblage in the current dissimilarity-based case, and it is in this
sense that ∆ represents the effective number of categories here. See Figure 2 for schematic representation of
the relation (1.15). Note that, in light of Condition II, Ai∗({pi∗}, {di∗j∗}) = pi∗/P in RHS of (1.15). Then, by
solving this equation, we obtain
∆({pi}, {dij}) =
[ ∑
i,j∈S
pi
P
Ai({pi}, {dij})q−1
] 1
1−q
. (1.16)
For the purpose of refining the functional form of ∆, we make the following ansatz for Ai:
Ai({pi}, {dij}) =
∑
j∈S
W (pj |dij) (1.17)
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and feed it into (1.16) to use Condition III. Then, on the one hand, the effective number of categories in the
‘splitting’ picture, i), is given by
∆i =
[
p1
P
(
W (p1|0) +W (p2|0) +
n∑
`=3
W (p`|d0`)
)q−1
+
p2
P
(
W (p1|0) +W (p2|0) +
n∑
`=3
W (p`|d0`)
)q−1
+
n∑
k=3
pk
P
(
W (p1|dk0) +W (p2|dk0) +
n∑
`=3
W (p`|dk`)
)q−1] 11−q
, (1.18)
where the conditions dij = 0 for i, j ∈ {1, 2} and d1k = d2k = d0k for k ∈ {3, . . . , n} are taken into account. On
the other hand, the corresponding effective number in the ‘merging’ picture, ii), is given by
∆ii =
[
p0
P
(
W (p0|0) +
n∑
`=3
W (p`|d0`)
)q−1
+
n∑
k=3
pk
P
(
W (p0|dk0) +
n∑
`=3
W (p`|dk`)
)q−1] 11−q
. (1.19)
Condition III requires ∆i = ∆ii, and hence, by equating (1.18) with (1.19), we obtain
W (p1|d0i) +W (p2|d0i) = W (p0|d0i) for i ∈ S = {1, . . . , n} . (1.20)
Assuming factorisation W (pi|dij) = g(pi)h(dij) with g and h continuous functions of the respective arguments,
the condition (1.20) implies g(p1) + g(p2) = g(p0). This is a Cauchy-type functional equation whose solution
is given by g(p) = cp with c (here non-zero) constant. Then the requirement that Ai reduces to pi/P when
dij = 1− δij (Condition II) leads to cpih(0) + c
∑
j ( 6=i) pjh(1) = pi/P , which implies cPh(0) = 1 and h(1) = 0.
By defining K(x) ≡ cPh(x), these conditions are rewritten as, respectively,
K(1) = 0 and K(0) = 1 . (1.21)
Plugging these boundary conditions into (1.17) and solving (1.15) for ∆, we finally obtain
q∆({pi}, {dij}) =
∑
i∈S
pi
P
(∑
j∈S
pj
P
K(dij)
)q−1 11−q . (1.22)
The q → 1 limit of this diversity function is obtained as
1∆({pi}, {dij}) = exp (H1) with H1({pi}, {dij}) = −
∑
i∈S
pi
P
ln
(∑
j∈S
pj
P
K(dij)
)
. (1.23)
Here H1 is the extended Boltzmann-Gibbs-Shannon entropy; see (1.26) below. Condition IV together with the
previous conditions requires K(dij) to be a continuous monotonically decreasing function of dij satisfying the
conditions (1.21). It can be easily checked that Conditions V and VI are readily satisfied.
The diversity index (1.22) and (1.23) are viewed as a unique extension of the Hill numbers family by the
function of dissimilarity, K(dij), which we refer to as the kernel function. This function can be seen to encode
the associated evaluator’s ‘subjective’ stance as to how the diversity should depend on the ‘objectively’ measurable
dij . In this sense, K(dij) can also be thought of as representing the ‘perceived similarity’ between categories i and
j. In contrast to the order parameter q that controls the diversity’s dependence on {pi}, which is well-recognised in
the literature, little attention has been paid to the possible dependence of diversity on {dij} through a nontrivial
function K(·) before the present work. If the kernel function is chosen to be K(dij) = 1 − dij (without an
exogenous parameter r) and the set of dissimilarity variables {dij} is identified with the set of similarity variables
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Figure 2: A schematic representation of the equivalence relation (1.15). Left: the observed state in which there are
n categories with the distribution {pi} and the between-category dissimilarities {dij} as observed. Right: the normalised
state in which there are ∆ completely dissimilar categories among which the constituent elements are uniformly distributed.
{Zij} such that 1 − dij ≡ Zij , then the above diversity formulae reduce to the ones developed by Leinster and
Cobbold [6, 25]. Later we will see that the kernel function plays a crucial role in establishing the dissimilarity-
based diversity formula that is not only applicable to the elementary-level analysis (which we have discussed
thus far) but also to any aggregate meta-level, in which the building blocks of diversity are the coarse-grained
(effective) quantities {PI} and {d¯IJ}, where each of the ‘assemblages’ {I, J, . . . } consists of the elementary-level
categories {i, j, . . . }. In particular, we will see that, in contrast to the fact (by definition) that dii = 0 for all
the elementary categories {i}, the same form of relation at the aggregate level, d¯II = 0, no longer holds true
in general. This means that the framework of [6, 25], based on the assumption that all the values of diagonal
elements of the similarity matrix are given by one, needs to be enhanced and strengthened for it to be applicable
to more general situations than have been considered previously.
A few remarks on the kernel function are in order. First, up to this point, the kernel function can be of arbitrary
functional form, be it algebraic or transcendental, as long as it satisfies the aforementioned properties including
the boundary conditions (1.21). See Appendix A.3 for some discussion on this point. Second, the resulting
diversity index (1.22) reduces to the classic Hill numbers (1.5) if K(dij) = δij . By definition, this condition is
met when all the categories are completely dissimilar (i.e. dij = 1− δij), as postulated by Condition II. However,
this is not the only possibility. Based on our formulation of the dissimilarity-based diversity index, Hill numbers
are also recovered even for a general set of {dij}, if some defining parameters of the kernel function take values in
special or extreme regions. For example, if we set K(x) = 1− xr with positive parameter r, it can be seen that
K(dij) → δij as r → 0, irrespective of the actual value of di 6=j (see also Figures A1 (a)–(d) in Appendix A.3).
Such a case is associated with an evaluator who does not care about the degree of disparity among categories,
and, therefore, gives as much emphasis on relatively similar categories as dissimilar ones. In summary, there
are two routes to Hill numbers family: either due to the ‘endogenous’ reduction, dij → 1 − δij (with the kernel
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function kept general), or to the ‘exogenous’ reduction by way e.g. of r → 0 referring to the above example.
Third, note that the resulting diversity index is not generally a concave function of relative abundances {pi}.
However, this is not an issue as long as the diversity index satisfies Conditions I–VI, along with, when necessary,
the Nesting Principle introduced in the next section.
Rényi entropy (1.7) and Tsallis entropy (1.8) are also extended accordingly by the kernel function. By inter-
preting the diversity index (1.22) as representing the effective number of statistical states or configurations, these
extended entropies can be written as10
HRq ({pi}, {dij}) = ln q∆ =
1
1− q ln
[∑
i∈S
pi
(∑
j∈S
pjK(dij)
)q−1]
, (1.24)
HTq ({pi}, {dij}) = lnq q∆ =
1
1− q
∑
i∈S
pi
[(∑
j∈S
pjK(dij)
)q−1
− 1
]
, (1.25)
respectively. Here P = 1 is set for simplicity (without loss of generality), and lnq in (1.25) is the q-deformed
logarithmic function introduced before. In the q → 1 limit, both the extended Rényi entropy and the extended
Tsallis entropy reduce to the same form,
lim
q→1
HRq ({pi}, {dij}) = lim
q→1
HTq ({pi}, {dij}) = −
∑
i∈S
pi ln
(∑
j∈S
pjK(dij)
)
, (1.26)
yielding the dissimilarity-based extension of the Boltzmann-Gibbs-Shannon entropy of (1.23).
As mentioned earlier, it will be more adapted to particular purposes (and, in fact, more intrinsic) to use
distance variables ρij ∈ [0,∞) rather than the dissimilarity variables dij employed thus far. The kernel function
in (1.22)–(1.26) can then be rewritten in terms of the distance variables by using the transformation (see (1.11)):
K(dij) = κ(ρij) ≡ e−(λρij)η . (1.27)
Conventionally, description in terms of dissimilarities {dij} would be more favoured in ecology or biological
contexts, while description in terms of distances {ρij} would be better-suited to some areas of physics.
2 Nested and Intertwined Diversities
In the previous section, the diversity index was formulated at the most fundamental level of categorisation, where
each category is homogeneous, meaning that the constituent elements within each category are all identical (i.e.
all the constituent fruit items found in category ‘a’ are the same apple). As such, the effective number of categories
associated with a given assemblage is either equal to or less than the number of the observed categories in the
assemblage: i.e. 1 ≤ ∆ ≤ n. Then a natural question to ask is: Is it possible to regard these assemblages (labelled
by I = 1, . . . , N , each containing constituent elementary categories labelled by iI = 1, . . . , nI) as new coarse-
grained ‘categories’ identified at the aggregate meta-level, and use them as new building blocks to (re-)compute
the diversity index? If it is possible, then does the resulting diversity index is consistent with the one computed
10We use calligraphic letter H to denote the dissimilarity/distance-based generalised entropies to distinguish them from the classic
ones given in (1.6)–(1.9) and in Table A1.
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at the elementary level (discussed so far)? Or, any further constrains on the functional form of the general
dissimilarity-based diversity formula (1.22) must be imposed for the consistency? In this section, we provide the
answers to these questions.
2.1 The Nesting Principle
We have already seen that evaluation of diversity crucially depends on how one identifies and values dissimilarity
among categories. In the first place, quantification of dissimilarity itself is not a trivial task. In the fruit
basket illustration we saw in Introduction, we implicitly assumed that all apples present are identical: daa = 0.
However, a closer look at these apples may reveal that they are in fact rather different in their characteristics
(such as, e.g., shape, colour, weight, or surface pattern). Then from a finer-grained point of view, the basket
B3 = {a, a, a, a, b, c} may have been better recognised as B3 = {a, a′, a′′, a′′′, b, c} with nontrivial between-apple
dissimilarities (i.e. daa′ > 0 and the same for other pairs of ‘a’s)—if not the differences may be as prominent as
those seen among the citrus fruits in B4. This means that, with sufficiently high resolution, one can no longer
ignore the dissimilarities among those once with lower resolution regarded as identical. This is a situation where
the between-apple (a, a′, a′′, . . . ) diversity is nested in the between-species (a, b, c, . . . ) diversity. The latter can
further be nested in between-basket (B1,B2,B3, . . . ) diversity, or even to between-greengrocer diversity. Thus,
there naturally arises the notion of what can be referred to as the nested diversities.
Such nesting structures appear in various situations and contexts of diversity evaluation. It is observed not
only in a general multilayered system like biodiversity but also in physical phenomena or mathematical models
including some fractals and recursive dynamical systems. In any realisation of such nesting structures, the nests
are not necessarily formed in a hierarchical manner in the order of proximity or similarity among the constituents,
but can be implemented in an arbitrary intertwined manner (as in our fruit basket example). In this sense, every
diversity can be said to be inherently nested and intertwined. Then it would be natural to pursue a diversity
formula that is applicable at any scale of granularity of entities, from any different level or layer of categorisation,
and with any arbitrary partitioning or aggregation. These speculations lead us to introduce a new principle, which
we refer to as the Nesting Principle. It states that diversity remains invariant regardless of how the constituent
categories or individual elements are grouped together to serve as fine-grained or coarse-grained building blocks
of diversity.
In this connection, there is a frequently invoked and, at the same time, keenly debated notion of diversity
metric in ecology, called the ‘beta-diversity’ [26], for which there appears to have been no definitive quantitative
formulation in the literature (see e.g. [27, 28] for a review). At least, it has been widely accepted that the
beta-diversity represents compositional dissimilarity between ‘populations’—or ‘communities’, ‘areas’, whatever
one might call. Drawing on our fruit basket example, it corresponds to e.g. the between-basket dissimilarity if
each basket is regarded as a population. To be more concrete, let us take two baskets BI and BJ , each with an
arbitrary composition of fruit species (a, b, c, . . . ). Then the beta-diversity, here denoted as dIJ , represents yet
another pairwise dissimilarity defined at a more coarse-grained (i.e. basket-level) granularity than dab seen within
each basket (i.e. species-level). Up to this point, we do not know how to compute dIJ from information about
{pa}, {dab} and the way {a, b, . . . } are distributed over {I, J, . . . }. Nor do we know how to compute the diversity
index for the whole population (the so-called gamma diversity) and for its sub-populations (the so-called alpha-
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Figure 3: A schematic representation of the Nesting Principle. Left: the elementary level picture described by {pi} and
{dij}. Right: an aggregate meta-level picture obtained by ‘coarse-graining’ the elementary level picture, described by ∆I ,
{PI} and {d¯IJ}. The Nesting Principle states that the diversity indices computed from the two pictures agree.
diversity) so that these diversity measures are collectively consistent with the Nesting Principle. In particular,
the following question needs to be answered: Under what circumstances does the gamma-diversity computed at
the species-level by means of {dab} and {pa} agree with the one computed at the basket-level by means of dIJ
and the relative sizes of BI and BJ? Below we show how all these issues are resolved in a consistent manner.
Suppose that an assemblage is partitioned into N sub-assemblages labelled by I ∈ N ≡ {1, . . . , N}, each
composed of nI categories. The sum of relative abundances pi within each sub-assemblage I is defined by
PI ≡
∑
i∈SI
pi , (2.1)
where SI ≡ {1, . . . , nI}. We denote the effective dissimilarity between sub-assemblages I and J as d¯IJ , whose
explicit form in terms of the elementary-level variables {pi} and {dij} is yet to be discussed. Still, here {PI} and
{d¯IJ} are regarded as the coarse-grained equivalents of the original {pi} and {dij}. There is another kind of such
effective quantities defined at the coarse-grained level; it is the effective number of categories, this time defined
within each sub-assemblage. The original homogeneous categories with label {i} defined at the most fundamental
level, with each having ∆i = 1 (of course), are now integrated and averaged within each sub-assemblage I to give
the ‘partial’ effective number ∆I ≡ ∆({pi}, {dij})i,j∈SI . This quantity is obtained by restricting the elementary
category labels {i} in the previous diversity formula (1.22) to those involved within each sub-assemblage I. By
this construction, it holds that 1 ≤ ∆I ≤ nI for each I.
The Nesting Principle is formulated in terms of these effective quantities, as schematically represented in
Figure 3. It states that the effective number of ‘categories’ in a given assemblage can be consistently defined
and computed at any level of nesting structures by a universal function of {PI , d¯IJ , ∆I}. Put in mathematical
terms, it states that diversity computed from the original—‘bare’—variables,
∆bare({pi}, {dij}) =
[∑
all i
pi
P
(∑
all j
pj
P
K(dij)
)q−1] 11−q
=
[∑
I∈N
∑
i∈SI
pi
P
( ∑
J∈N
∑
j∈SJ
pj
P
K(dij)
)q−1] 11−q
, (2.2)
14
agrees with the one computed from the ‘coarse-grained’ variables defined at the aggregate meta-level with a
nesting structure,
∆nest({PI}, {d¯IJ}, {∆I}) =
[∑
I∈N
PI
P
( ∑
J∈N
PJ
P
K(d¯IJ)
)q−1] 11−q
, (2.3)
where P ≡ ∑I∈N PI . Namely, the principle requires the diversity formula (1.22) to be equally applicable to
any level of nesting structures, with the elementary-level building blocks {pi} and {dij} (and {∆i = 1}, which is
trivial) replaced with the ‘coarse-grained’ equivalents {PI}, {d¯IJ} and {∆I} according to the nested level.
In fact, Condition III considered in the previous section, referred to as the principle of splitting/merging
invariance, can be interpreted as a special case of this Nesting Principle. Specifically, the splitting/merging
invariance is obtained by setting dij = 0 for i, j ∈ S1 = {1, 2}, while keeping {dk`} for k, ` ∈ S2 = {3, . . . , n}
general. The replication principle [2, 14] (which is usually referred to as the doubling property when N = 2),
or more generally, the modularity principle [6], is also a special case (weaker version) of the Nesting Principle.
The modularity principle states that, if categories are completely dissimilar between distinct assemblage, i.e.
dij = 1− δij for all i ∈ SI and j ∈ SJ with I 6= J , then the diversity of aggregate N assemblages is given by
∆ =
[∑
I∈N
(
PI
P
)q
(∆I)
1−q
] 1
1−q
. (2.4)
It is shown that both (2.2) and (2.3) reduce to (2.4) under the same condition as stated above for the modularity
principle. The replication principle is reproduced by further setting PI = 1/N = const. as well as ∆I = const.
in (2.4), reproducing the original statement that: if there are N equally large and equally diverse groups with
no categories in common, then the diversity of the pooled assemblages is N times the diversity of a single
group. However, these assumptions about the modularity principle and its descendants are unrealistic in practical
applications, for in reality categories in different assemblage will be generally more or less similar in some aspects.
In this respect, the Nesting Principle can be seen to improve the shortcoming of these classical principles by
removing any unnecessary constraints from the definition of {dij}.
2.2 To Nest or Not to Nest?
The Nesting Principle introduced above, ‘∆bare = ∆nest’, is shown to strongly constrain the functional form of
the dissimilarity-based diversity index. To see this, first notice that the reciprocal of the formula (1.22) can be
written as
1
∆I
=Mq−1
[{∑
j∈SI
pj
PI
K(dij)
}∣∣∣{ pi
PI
}]
i∈SI
. (2.5)
In the above, first the standard arithmetic mean of K(dij) with nominal weight pj/PI is taken over all j in the
assemblage I, and subsequently, a (q − 1)-th power mean is taken over all i in the same assemblage I. This
quantity has an interpretation as a certain generalised correlation sum defined within I. This feature, in turn,
motivates us to consider the corresponding cross-correlation sum between distinct assemblages I and J , which
we adopt as the definition of K(d¯IJ):
K(d¯IJ) =Mq−1
[{∑
j∈SJ
pj
PJ
K(dij)
}∣∣∣{ pi
PI
}]
i∈SI
. (2.6)
Namely, it is defined by first taking an arithmetic mean over all j in one of the assemblages J , then taking
a (q − 1)-th power mean over all i in the other assemblage I. This averaged quantity can also be viewed as
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representing the effective similarities between the assemblages I and J . The reciprocal relation K(d¯IJ) = K(d¯JI)
only holds either when q = 2, by definition of (2.6), or when each assemblage contains only a single category,
i.e. nI = ∆I = 1 and nJ = ∆J = 1, in which case K(d¯IJ) reduces to its elementary equivalent, K(dij). An
important relation is obtained by setting I = J in (2.6), which is consistent with (2.5) if and only if
K(d¯II) ≡ 1
∆I
. (2.7)
This relation is simple yet insightful: The effective number of categories (∆I) is precisely the inverse effective
similarity among the categories (K(d¯II)). Here the effective similarity is related to the effective dissimilarity d¯IJ
through the kernel function, whose explicit form is yet to be discussed.
We now see how the Nesting Principle constrains the functional form of the diversity function (1.22). It suffices
to show the N = 2 case. Let us consider two assemblages I and J , and define
Ui ≡ pi
P
( ∑
j∈SI
pj
P
K(dij)
)1/s
and Vi ≡ pi
P
( ∑
j∈SJ
pj
P
K(dij)
)1/s
, (2.8)
with s ≡ 1/(q − 1). Then on the one hand, the diversity index at the elementary level (2.2) satisfies
(
∆bare
)−1/s
=
∑
i∈SI
(
Uis + Vis
)1/s
+
∑
j∈SJ
(
Ujs + Vjs
)1/s
, (2.9)
while on the other hand, the one at the aggregate meta-level (2.3) satisfies
(
∆nest
)−1/s
=
[(∑
i∈SI
Ui
)s
+
(∑
i∈SI
Vi
)s ]1/s
+
[( ∑
j∈SJ
Uj
)s
+
( ∑
j∈SJ
Vj
)s ]1/s
. (2.10)
Using Jensen’s inequality for a two-variable function f(x, y) = (xs+ys)1/s with s 6= 0, it follows that, for general
{pi} and {dij}, (∆bare)−1/s > (∆nest)−1/s if s > 1 (with f convex), (∆bare)−1/s < (∆nest)−1/s if 0 < s < 1
or s < 0 (with f concave), and ∆bare = ∆nest if and only if s = 1 (with f ‘flat’). Consequently, the Nesting
Principle is satisfied if and only if q = 2; otherwise the diversity ∆nest computed at the aggregate meta-level
either overestimate (q < 2) or underestimate (q > 2) the ‘true’ diversity ∆bare computed at the bare, elementary
level. Put differently, the Nesting Principle requires the diversity function to take a quadratic form in relative
abundances of categories.
As is clear from the above derivation, the Nesting Principle holds even when multiple nesting is applied, as
long as the order parameter is set as q = 2. For an illustration, suppose that two populations labelled by I = 1, 2
are combined into a single meta-population labelled by I = 0, i.e. S0 = S1∪S2 and hence P0 = P1 +P2. This is a
situation in which the system with the primary nesting structure {PI}, {d¯IJ} with I, J ∈ {1, 2, 3} is further nested
into {PI′}, {d¯I′J′} with I ′, J ′ ∈ {0, 3} towards more coarse-grained description of the original bare (without-nest)
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system.11 Then the above statement translates to
∆({PI}, {d¯IJ} | I, J ∈ {1, 2, 3}) = ∆′({PI′}, {d¯I′J′} | I ′, J ′ ∈ {0, 3}) , (2.11)
where
1
∆
=
∑
I,J∈{1,2,3}
PI
P
PJ
P
K(d¯IJ) and
1
∆′
=
∑
I′,J′∈{0,3}
PI′
P
PJ′
P
K(d¯I′J′) . (2.12)
To show the equivalence (2.11), first recall our key formulae at the elementary level, (2.5)–(2.7), now with q = 2:
K(d¯II) =
1
∆I
=
∑
i,j∈SI
pi
PI
pj
PI
K(dij) and K(d¯I 6=J) =
∑
i∈SI
∑
j∈SJ(6=I)
pi
PI
pj
PJ
K(dij) (2.13)
for I, J = 0, 1, 2, 3. Then notice that 1/∆ in (2.12) can be decomposed and rewritten as[(
P1
P
)2
1
∆1
+
(
P2
P
)2
1
∆2
+ 2 · P1
P
P2
P
K(d¯12)
]
︸ ︷︷ ︸
(2.14 a)
+
[(
P3
P
)2
1
∆3
+ 2 · P3
P
(
P1
P
K(d¯13) +
P2
P
K(d¯23)
)]
︸ ︷︷ ︸
(2.14 b)
, (2.14)
where the first and the second brackets are shown to equal, in view of (2.13),
(2.14 a) =
(
P0
P
)2
1
∆0
and (2.14 b) =
(
P3
P
)2
1
∆3
+ 2 · P0
P
P3
P
K(d¯03) , (2.15)
respectively, which add up to 1/∆′ in (2.12), as promised. What we have shown here can be schematically
represented as: ∆({1, 2, 3}) = ∆({{1, 2}, 3}), where the curly brackets indicate the nesting structure (i.e.
categories ‘1’ and ‘2’ are combined to form a single coarse-grained constituent). In general, the Nesting Principle
states that the diversity index is invariant for any arbitrary grouping of constituents at any level of nesting
structure; again, schematically,
∆
({
a, b, c, d, e, f, . . .
})
= ∆
({{a, b}, c, {d, e, f}, . . .}) = ∆({a, {{b, {c, d}}, {e, f}}, . . .}) = . . . .
Thus the Nesting Principle ensures that the set of effective quantities {PI , d¯IJ , ∆I} can be consistently defined
and computed at any level of nesting, allowing arbitrary grouping and aggregation of the constituents. Figure
4 shows two types of nesting structure (or procedures of corse-graining). Starting with same set of elementary
‘categories’ (A0 ≡ B0), both the flows of coarse-graining eventually reach the same final picture (A∞ ≡ B∞),
that is composed of a single ‘category’ defined at the most coarse-grained level. The set of effective quantities
{PI , d¯IJ , ∆I} can be computed at each level of nesting in each of the two (A and B) corse-graining procedures,
for each ‘droplet’ (shaded region) representing a coarse-grained category at each level of nesting. The gist of the
Nesting Principle is that the diversity function∆({PI , d¯IJ , ∆I}) produces the same value of diversity index at any
cross section of these flows: i.e. ∆(A0) = ∆(A′) = ∆(A′′) = ∆(A∞) which also equal ∆(B0) = ∆(B′) = ∆(B∞).12
It is worthwhile to note that the condition q = 2 for the general nestability can in fact be relaxed when
dij → 1 − δij for all i and j. In this ‘maximally-saturated’ limit, the diversity index defined at the elementary
11 At the ‘ultimate’ level of nesting, one reaches a single meta-population with P = 1, in which ∆ equals (2.11), again, due to the
Nesting Principle.
12 In fact, what we have seen in Figure 3 is the very relation ∆(A0) ≡ ∆(A′′) in view of Figure 4.
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Figure 4: The Nesting Principle ensures that the diversity formula can be used to measure, compare, and partition diversity
at any level of nesting or for any arbitrary grouping or aggregation of constituents. In the above schematic diagramme,
the diversity function produces the same diversity index for all the pictures: A0, A′, A′′, A∞ as well as B0, B′, B∞.
level (2.2) and the one at the aggregate meta-level (2.3) are related as (recalling the previous notation to use D
instead of ∆ to represent Hill numbers):
(
Dbare
)1−q ≡∑
all i
(
pi
P
)q
=
∑
I∈N
∑
i∈SI
(
pi
P
)q
=
∑
I∈N
∑
i∈SI
(
pi
PI
)q(
PI
P
)q
=
∑
I∈N
(DI)
1−q
(
PI
P
)q
=
∑
I∈N
(
K(d¯II)
)q−1(PI
P
)q
=
∑
I∈N
PI
P
(
PI
P
K(d¯II)
)q−1
≡ (Dnest)1−q , (2.16)
i.e. Dbare = Dnest, ensuring that the Nesting Principle is satisfied for general q > 0, including the q = 1 case.
Let us return to the general {dij} case. The Nesting Principle requires q = 2, and the previous formula for the
effective number of category in the assemblage I reduces to
1
∆I
= K(d¯II) =
∑
i,j∈SI
pi
PI
pj
PI
K(dij)
[
i.e. =
∑
i,j∈SI pipjK(dij)∑
i,j∈SI pipj
]
, (2.17)
and the formula for the effective K(dij) between two assemblage I and J reduces to
K(d¯IJ) =
∑
i∈SI
∑
j∈SJ
pi
PI
pj
PJ
K(dij)
[
i.e. =
∑
i∈SI
∑
j∈SJ pipjK(dij)∑
i∈SI
∑
j∈SJ pipj
]
. (2.18)
These formulae are derived from our definition of K(d¯IJ) as given in (2.6). However, we have not yet provided
the definition of the effective dissimilarity d¯IJ per se, nor provided the explicit form of the kernel function K(x).
If the function K(x) is known, then the relation (2.18) gives the definition of d¯IJ accordingly. Alternatively, if
instead the definition of d¯IJ is known, then (2.18) gives a functional equation for K(x) to solve for it. Here we
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take the latter path, meaning that we adopt a natural definition of d¯IJ to determine the function K(x). We
adopt the following definition of the effective dissimilarity:13
d¯IJ({pi}, {dij}) =Mr
[
{dij}
∣∣∣{ pi
PI
pj
PJ
}]
(i,j)∈SI×SJ
=
[∑
i∈SI
∑
j∈SJ
pi
PI
pj
PJ
(
dij
)r]1/r
, (2.19)
where the parameter r is introduced to control the diversity measure’s sensitivity to between-category dissimi-
larities. Now, recall that the previous relation (2.7) implies d¯II = d¯I∗I∗ since ∆I = ∆I∗ by definition. Then, by
setting I = J in (2.19), it is deduced that
d¯II = d¯I∗I∗ =
[ ∑
i∗,j∗∈SI
pi∗
PI
pj∗
PI
(
di∗j∗
)r]1/r
=
(
Γ(∆I + 1)
Γ(∆I − 1) ·
1
∆I
1
∆I
)1/r
=
(
1− 1
∆I
)1/r
, (2.20)
where we used pi∗ = PI/∆I and di∗j∗ = 1 − δi∗j∗ for all i∗, j∗ ∈ SI . Using this relation, the condition (2.7)
translates to K
(
(1−∆−1I )1/r
)
= ∆−1I , which gives
Kr(x) = 1− xr . (2.21)
Here the kernel function is indexed by the subscript r to make its dependence on the parameter r explicit. One
can check that (2.21) solves the functional equation (2.18) with (2.19) for general {pi} and {dij}. Plugging (2.21)
and q = 2 in (2.3), we finally arrive at the following general diversity formula that is compatible with the Nesting
Principle:14
∆(r)({PI}, {d¯IJ}, {∆I}) =
[
1−
∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r]−1
. (2.22)
Here the effective, coarse-grained quantities {PI} and {d¯IJ} are defined as in (2.1) and (2.19), respectively. We
emphasise that d¯II , defined for a single assemblage (coarse-grained ‘category’) I, is no longer zero but has a finite
value in general. It is zero if and only if the constituent categories of I are homogeneous. In the case when each
assemblage is homogeneous in category composition (i.e. nI = ∆I = 1 for all I ∈ N ), these effective quantities
reduce to elementary {pi} and {dij}, respectively, with which the formula (2.22) becomes
∆(r)({pi}, {dij}) =
[
1−
∑
i,j∈N
pi
P
pj
P
(
dij
)r]−1
. (2.23)
In this elementary case, the diversity index can be expressed as ∆(r) = (1 −Qr)−1, where Qr =
∑
i,j pipj(dij)
r
is essentially the same quantity as considered by Rao [3] many years ago.
13 Naively one might expect that such a definition of d¯IJ as
d¯IJ ({pi}, {dij}) ?=
∑
i∈SI
∑
i∈SJ
pi
PI
pj
PJ
[
1−Θ(d0 − dij)
]
would work, where Θ(x) is the Heaviside (unit step) function Θ(x) = 1 if x ≥ 0 and Θ(x) = 0 if x < 0. This function basically
measures the portion of (i, j)-pairs whose dissimilarity is greater than the ‘cut-off’ dissimilarity d0 ∈ (0, 1), relative to the all
possible nI × nJ pairs. However, such a non-smooth, step-like function does not meet with consistency condition (2.7). Also,
neither does it allow arbitrary aggregation or partitioning of elements which the Nesting Principle requires.
14 Here, we could have presented the argument of ∆(r) simply as ‘({PI}, {d¯IJ})’ without {∆I}, since, given the kernel function, the
degree of freedom of {∆I} is included in the set {d¯IJ} as the diagonal I = J component; see (2.6). However, in this paper, we
use both expressions interchangeably; we occasionally use the redundant notation ‘({PI}, {d¯IJ}, {∆I})’ for the argument of ∆ in
order to stress its dependence on the constituents’ ∆I .
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Thus we have successfully obtained the set of key formulae (2.22) and (2.19), which together solve the conditions
imposed by the Nesting Principle as well as other constraints. Appendix A.4 provides comparison of the above
results to other approaches in the literature. In particular, our diversity measure can be seen to generalise the
one considered in [6,25], the q = 2 case thereof, in two ways; one is by making it applicable to any level of nesting
structure, as we have emphasised, and the other is by adding a new degree of freedom to control the weight given
to between-category dissimilarity. The latter is achieved by what we call the scaling parameter r ∈ (0, ∞), which
determines the measures’ emphasis on similar or dissimilar categories. In the limit r → 0, the diversity measure
gives as much importance to almost identical category pairs as completely dissimilar ones, which corresponds
to the Hill numbers case (i.e. K(dij) → δij). When 0 < r < 1, the diversity measure puts greater weight on
relatively similar categories. When r = 1, it gives a ‘flat’ weight (for given definition of dissimilarity). When
1 < r, it puts greater weight on relatively dissimilar categories, with the limiting case r =∞ reflecting only the
prevalence of the most dissimilar category pairs. Thus we obtain a new one-parameter continuous spectrum of
diversity, now indexed by the scaling parameter r.15 By contrast, the order parameter q, which existed in the
Hill numbers family (1.5) and was responsible to control the measures’ emphasis on rare or common categories,
had to be removed due to the constraint imposed by the Nesting Principle.
All these answer our initial question as to how to formulate a diversity index that consistently incorporate
all the essential aspects of diversity—both the ‘endogenous’ elements ({pi} and {dij}) and ‘exogenous’ factors (q
and r)—into a single dimension with the same unit.
The above results can also be given in terms of the distance variables {ρij} instead of the dissimilarity variables
{dij}. By using the transformation (1.27) and the expression for the kernel function (2.21), the above formula
can be written as
∆({PI}, {ρ¯IJ}, {∆I}) =
[ ∑
I,J∈N
PI
P
PJ
P
e−(λρ¯IJ )
η
]−1
, where e−(λρ¯IJ )
η
=
∑
i∈SI
∑
j∈SJ
pi
PI
pj
PJ
e−(λρij)
η
. (2.24)
The generalised Rényi entropy and Tsallis entropy compatible with the Nesting Principle are given by
HR2 = ln∆ = − ln
[
1−
∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r]
= − ln
[ ∑
I,J∈N
PI
P
PJ
P
e−(λρ¯IJ )
η
]
, (2.25)
HT2 = lnq=2∆ =
∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r
= 1−
∑
I,J∈N
PI
P
PJ
P
e−(λρ¯IJ )
η
. (2.26)
It is also worthwhile to note that the effective distance between assemblages I and J (setting η = 1 for simplicity):
ρ¯IJ({pi}, {ρij}) = − lnMλ
[{
e−ρij
}∣∣∣{ pi
PI
pj
PJ
}]
(i,j)∈SI×SJ
, (2.27)
15 There is a caveat regarding the values of r and its implication on the triangle inequality. Recall that the dissimilarity variables
{dij} are assumed to obey the triangle inequality; see the argument below Eq. (1.10). Then, for r ≥ 1, it immediately follows from
the definition (2.19) of the effective dissimilarities {d¯IJ} and Minkowski’s inequality that the same triangle inequality holds at the
aggregate level as well: d¯IJ + d¯JK ≥ d¯IK for all triplets of coarse-grained categories (I, J, K). For 0 < r < 1, however, the usual
triangle inequality is not, strictly speaking, necessarily satisfied (though practically in almost all cases it will be satisfied or close
to being satisfied). In this region, the effective dissimilarities are shown to obey a certain relaxed version of the triangle inequality.
The author would like to thank R. Suzuki for pointing this out and for discussions on this issue.
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Table 1: Dissimilarities {dij} among ‘fruit species’ (hypothetical data).
a a′ b b′ b′′ c c c c
0 0.28 0.88 0.90 0.89 0.92 0.92 0.92 0.92 a (apple)
0 0.86 0.83 0.85 0.95 0.95 0.95 0.95 a′ (pear)
0 0.12 0.13 0.96 0.96 0.96 0.96 b (orange)
0 0.19 0.97 0.97 0.97 0.97 b′ (grapefruit)
0 0.95 0.95 0.95 0.95 b′′ (lemon)
0    c (strawberry)
0   c (strawberry)
0  c (strawberry)
0 c (strawberry)
can be regarded as another sort of correlation-based entropy, which is structurally similar to, but not quite the
same as, Rényi entropy.
2.3 Numerical Demonstrations
In order to obtain better sense of how the diversity formula can be used and how the Nesting Principle works,
we provide some numerical demonstrations. We employ the following specific set (‘fruit basket’) of nine items:
Ball = {a, a′, b, b′, b′′, c, c, c, c} , (2.28)
where the dissimilarity among the items are displayed in Table 1. Here each symbolised fruit item is given a
specific name for ease of imagination (which is totally hypothetical, to be sure). For instance, the dissimilarity
between species a (‘apple’) and b (‘orange’) can be read off from the table as daa′ = 0.88. The symbol 
represents very small positive number that is negligible at the species level.16 It can be checked that the given
set of dissimilarities satisfies the triangle inequality: dij + djk ≥ dik for all i, j, k ∈ Ball. The relative abundance
of each fruit item is given by:
pa = pa′ = pb = pb′ = pb′′ =
1
9
, pc =
4
9
.
For the moment, let us set r = 1 for simplicity. First, by applying the diversity formula (2.23) with r = 1, the
diversity of the whole basket is computed as
∆
(r=1)
tot =
[
1−
∑
i,j∈Ball
pipjdij
]−1
' 2.60 . (2.29)
This results can be intuitively understood as follows: there are roughly three kinds of fruits in Ball, that are:
a’s, b’s and c’s (as separated by dotted lines in Table 1), while the similarity among them reduces the effective
variety, leading to the diversity index less than three.
16 The six entries of ’s in Table 1 may not be exactly the same numbers, but are considered as equally negligible, hence denoted
by the same symbol. In fact, the meaning of  is the same as the partition scale used in Section 3 and Appendix A.6 to describe
discrete systems; it gives the distance threshold for distinguishing between categories (points in phase space).
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Now, let us decompose the whole set into the following three subsets according to the species similarity:
B1 = {a, a′} , B2 = {b, b′, b′′} , B3 = {c, c, c, c}
such that Ball = B1 ∪ B2 ∪ B3 (disjoint union). The effective number of species in each basket is computed by
applying the previous formula to each basket I = 1, 2, 3, namely, ∆I =
[
1−∑i,j∈BI (pi/PI)(pj/PI)dij]−1. The
between-basket dissimilarity, {d¯IJ} can also be computed by the formula (2.19). For example, the diversity of B2,
denoted as ∆2, and the effective dissimilarity between B1 and B2, denoted as d¯12, are computed as, respectively,
∆
(r=1)
2 =
[
1− 2
(
pb
P2
pb′
P2
dbb′ +
pb
P2
pb′′
P2
dbb′′ +
pb′
P2
pb′′
P2
db′b′′
)]−1
' 1.11 ,
d¯
(r=1)
12 =
pa
P1
pb
P2
dab +
pa
P1
pb′
P2
dab′ +
pa
P1
pb′′
P2
dab′′ +
pa′
P1
pb
P2
da′b +
pa′
P1
pb′
P2
da′b′ +
pa′
P1
pb′′
P2
da′b′′ ' 0.868 .
These results are shown in Table 2, along with the relative abundances {PI} for each basket. Note, in particular,
that the effective dissimilarity within B1, that is d¯11, is no longer zero but has a finite value (' 0.140), due to
the heterogeneity of species within the basket. The same holds for d¯22. By contrast, d¯33 remains zero, since the
basket B3 is homogeneous in species composition. Note also that ∆I = (1− d¯II)−1 holds for each I.
Table 2: The dissimilarities {d¯IJ}, the relative abundances {PI}, and diversity index ∆I for Baskets B1–B3.
B1 B2 B3
0.140 0.868 0.935 B1 P1 = 2/9 ∆1 ' 1.16
0.098 0.960 B2 P2 = 1/3 ∆2 ' 1.11
{d¯IJ} 0 B3 P3 = 4/9 ∆3 = 1
Given that, let us recompute the diversity of the whole set Ball, this time using the coarse-grained, basket-level
variables as the building blocks of diversity. This leads to:
∆
(r=1)
tot, nest =
[
1−
∑
I,J∈{1,2,3}
PIPJ d¯IJ
]−1
' 2.60 , (2.30)
which, by virtue of the Nesting Principle, agrees with (2.29) computed at the most elementary species level.
In fact, as guaranteed by the Nesting Principle, this conclusion holds for arbitrary decomposition of the initial
full basket. In particular, the coarse-graining procedure to reach the basket-level does not necessarily performed
according to the species similarity (like ‘Citrus Basket’ or ‘Malus Basket’ as in the previous decomposition). To
illustrate this, take another set of baskets:
B1′ = {a, b, c} , B2′ = {a′, b′, c} , B3′ = {b′′, c} , B4′ = {c}
such that, again, Ball = B1′ ∪B2′ ∪B3′ ∪B4′ (disjoint union). Table 3 summarises the values of d¯I′J′ , {PI′}, and
∆I′ for the baskets BI′ (I ′ = 1′, . . . , 4′), computed using the data in Table 1 and the diversity formulae (2.19) and
(2.23). Then, using the new set of coarse-grained variables listed in Table 3, the effective number of categories
in Ball can be computed, which reproduces the same diversity index as (2.29):
∆
(r=1)
tot, nest′ =
[
1−
∑
I′,J′∈{1′,2′,3′,4′}
PI′PJ′ d¯I′J′
]−1
' 2.60 . (2.31)
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Figure 5: The profile of diversity function ∆(r)({pi}, {dij}) based on the data of {pi} and {dij} given in Table 1 (with
 = 10−6). The log-log plot of ∆(r) as a function of the scaling parameter r is shown. As references, diversity profiles
corresponding to different values of di6=j = d¯ = const. are also shown by dotted lines: (a) d¯ = 0, (b) d¯ = 10−4, (c) d¯ = 0.99,
and (d) d¯ = 1.
These results, leading to (2.29) = (2.30) = (2.31), provide simple manifestation of the Nesting Principle for a
closed system (this time composed of fruit items).17
Table 3: The dissimilarities {d¯I′J′}, the relative abundances {PI′}, and diversity index ∆I′ for Baskets B1′–B4′ .
B1′ B2′ B3′ B4′
0.613 0.662 0.642 0.627 B1′ P1′ = 1/3 ∆1′ ' 2.59
0.611 0.652 0.640 B2′ P2′ = 1/3 ∆2′ ' 2.57
0.475 0.475 B3′ P3′ = 2/9 ∆3′ ' 1.90
{d¯I′J′} 0 B4′ P4′ = 1/9 ∆4′ = 1
For practical applications, the scaling parameter r can be adjusted in response to particular needs and context
of diversity evaluation. Figure 5 shows the effect of r on the diversity index, computed for the particular case of
Ball as given in Table 1. As remarked at the end of Section 2.2, the profile of diversity continuously varies with
r. In particular, ∆r→0 = n = 9 and ∆r→∞ = 1, both regardless of the actual composition of individual items
(and it is in this sense that these cases may be regarded as corresponding to ‘extreme observers’).
17 Using the previous schematic notation, what we have seen is the following equivalence relation:
∆
({
a, a′, b, b′, b′′, c, c, c, c
})
= ∆
({{a, a′}, {b, b′, b′′}, {c, c, c, c}}) = ∆({{a, b, c}, {a′, b′, c}, {b′′, c}, c}) .
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2.4 Biodiversity: Interplay of alpha, beta, and gamma-components
We close this Part I by presenting an application example in the context of ecological studies, which concerns
the partitioning of biodiversity. Here we consider the problem of how to consistently partition the observed total
diversity (‘gamma-diversity’, symbolised by γ) of a population into the within-population component (‘alpha-
diversity’, symbolised by α) and the between-population component (‘beta-diversity’, symbolised by β). In order
to tackle this problem, there have been proposed a number of different ways to conceptualise and define the
beta-diversity in the literature (see e.g. [27–31]). Based on the framework developed above, here we present yet
another characterisation of the beta-diversity, which is of unique value in that it is compatible with the Nesting
Principle. Namely, it allows arbitrary multiplicative partitioning into or integration of sub-populations, which
we believe to be an essential property for any consistent biodiversity measures.
Let αI and αJ denote the alpha-diversity of sub-populations I and J , respectively, and γ denotes the gamma-
diversity associated with the whole population, that is the union of I and J (denoted as I ∪ J). Let also βIJ
denotes the beta-diversity defined in relation to these alpha- and the gamma-diversity components. Then the
correspondence with the previous building blocks of diversity in our framework reads:
αI ↔ ∆I , αJ ↔ ∆J , γ ↔ ∆I∪J , and βIJ ↔ (d¯IJ)r , or 1− βIJ ↔ Kr(d¯IJ) . (2.32)
Namely, the alpha-diversity corresponds to the effective number of categories in each sub-population, the gamma-
diversity corresponds to the effective number of categories in the whole population, and the beta-diversity corre-
sponds to the effective dissimilarity between the two sub-populations. The condition that the beta-diversity index
is symmetric in the indices I and J requires q = 2, which is the same condition that the Nesting Principle holds
(hereafter, the subscript ‘IJ ’ is omitted). Consequently, α−1I , α
−1
J , and γ
−1 represent generalised correlation
sums of the form (2.22), defined within each population (I, J and I ∪ J , respectively), while β is related to a
cross-correlation sum of the form (2.19), defined between I and J . As such, these are all based on the same units
of measure, and it is this feature that makes these quantities comparable as well as applicable to different levels
of nesting or arbitrary clustering (provided that standardised sampling is implemented). In view of (2.22) and
using the dictionary (2.32), these ecological measures are related through the relation,
1
γ
=
PI
P
(
PI
P
1
αI
+
PJ
P
K
(
β1/r
))
+
PJ
P
(
PJ
P
1
αJ
+
PI
P
K
(
β1/r
))
(2.33)
with P = PI + PJ . This yields the following unique definition of the beta-diversity that is compatible with the
Nesting Principle while satisfying Conditions I–IV as well:
β = 1− P
2γ−1 − PI2α−1I − PJ2α−1J
2PIPJ
, or β =
1
2
[
PI
PJ
(
1
αI
− 1
γ
)
+
PJ
PI
(
1
αJ
− 1
γ
)]
+
(
1− 1
γ
)
. (2.34)
Thus, the alpha-, beta- and gamma-diversity components are related neither by the simple additive (i.e., sym-
bolically, α + β = γ [32–35]) nor the multiplicative (α × β = γ [26, 29, 35, 36]) relation, but are related in the
intertwined manner as above. Note that, based on our formulation of the diversity index and the identification
with the ecological measures as above, the common assumption [33] that the alpha-diversity does not exceed the
gamma-diversity (γ) no longer holds true in general, as either one of the alpha-diversities (say, αI) can exceed γ.
The reason why this is possible is simply due to the fact that γ (= ∆I∪J) is not only determined by αI (≡ ∆I),
αJ (= ∆J) and β (= (d¯IJ)r) but also by the ratio of the relative abundances, PI/PJ ; see the second equation of
(2.34). Therefore, αI > γ is possible as long as αJ < γ and PJ/PI is sufficiently large.
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In this connection, ecologists have also often asked the question of what is the effective number of sub-
populations present in a meta-population. Given the above formulation and identification of diversity components,
the answer to this question depends on our assumptions as to how to characterise a ‘typical’ sub-population here.
For instance, if we simply assume that the meta-population can be regarded as composed of N∗ (finite number)
sub-populations of equal size, equal alpha-diversity, and with equal dissimilarity between any two different sub-
populations: i.e. PI∗/P = 1/N∗ = const., αI∗ ≡ α0 = const., and d¯I∗J∗ ≡ d¯0 = const. for all I∗ 6= J∗, then the
formula (2.22) leads to
1
γ
=
(
1
N∗
)2[
1
α0
·N∗ +K(d¯0) ·N∗(N∗ − 1)
]
i.e. N∗ =
α−10 −K(d¯0)
γ−1 −K(d¯0)
. (2.35)
The interpretation of this relation is straightforward. On the one hand, if we set d¯0 = 1 (or K(d¯0) = 0; i.e. all the
sub-populations are maximally dissimilar to each other), then the relation (2.35) simply becomes the condition
for the replication principle [2, 14]: γ = N∗α0. When the elementary case with α0 = 1 (i.e. each population
is composed of a single species), this further reduces to the maximum diversity case: γ = N∗. On the other
hand, if we set d¯0 = 0 (or K(d¯0) = 1) and also consider the elementary case (α0 = 1), then we obtain γ = 1,
corresponding to the minimum diversity case. In this special case, the effective number N∗ is not constrained by
the observed alpha- and gamma-diversities, which should be the case (‘all the sub-populations are identical’).
Finally, as a concrete numerical example, let us revisit the same baskets B1 and B2 as given in Table 2. Here
we set r = 1, and therefore the kernel function is given by K(x) = 1 − x. As can be directly read off from the
table, the alpha-diversities are given by α1 = ∆1 = 1.16 and α2 = ∆2 = 1.11, the gamma-diversity for B1 ∪B2 is
given by γ = ∆1∪2 = 1.90, the beta-diversity between the two baskets is given by β12 = d¯12 = 0.868, respectively.
The same value of the beta-diversity can be obtained by plugging P1 = 0.22, P2 = 0.33, P = P1 + P2 = 0.55
along with the above α1, α2, and γ into the formula (2.34), as promised.
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Summary of Key Formulae and Relations from Part I
Here we summarise the key formulae and basic relations derived in Part I. The definitions and conventions of
variables and functions are provided around the indicated equation numbers. The super-/subscript corresponding
to the order parameter q = 2 and the superscript ‘(r)’ of ∆(r) and d¯(r)IJ corresponding to the scaling parameter
are suppressed for ease of reading. All the formulae and relations are presented in terms of the dissimilarity
variables {dij}, but can always be rewritten in terms of the distance variables {ρij} via the relation (1.11):
(dij)
r = 1− e−(λρij)η . Some formulae for the continuous variables case are also provided in Appendix (A.1).
♦ The Nesting-Invariant Diversity Index and The Effective Dissimilarity
I [Eqs. (2.22), (2.1), (2.19) & (2.23)]



∆
({PI}, {d¯IJ}, {∆I}) = [1− ∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r]−1
,
where

PI({pi}) =
∑
i∈SI
pi ,
d¯IJ({pi}, {dij}) =
[∑
i∈SI
∑
j∈SJ
pi
PI
pj
PJ
(
dij
)r]1/r
,
∆I({pi}, {dij}) =
[
1−
∑
i,j∈SI
pi
PI
pj
PI
(
dij
)r]−1
.
♦ Key Relation between Kernel Function, Effective Dissimilarity, and Diversity Index
I [Eq. (2.17) & (2.21)] 


1∆I = Kr(d¯II) , Kr(x) = 1− xr .
♦ The Nesting Principle (for a closed system)
I [Eq. (2.2) & (2.3), Figs. 3 & 4]


∆bare({pi}, {dij}) = ∆nest({PI}, {d¯IJ}, {∆I}) = ∆nest′({PI′}, {d¯I′J′}, {∆I′}) = · · · = const .
♦ The Nesting-Invariant Correlation-Based Entropy
I [Eqs. (2.25) & (2.26)]



‘q = 2 Rényi type’ : HR = ln∆ = − ln
[
1−
∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r]
,
‘q = 2 Tsallis type’ : HT = lnq=2∆ =
∑
I,J∈N
PI
P
PJ
P
(
d¯IJ
)r
.
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Part II : Applications and Implications
In Part II of the present work, we discuss some applications and relevance of the theoretical framework developed
in Part I to particular research areas, including nonlinear dynamical systems (Section 3) and non-extensive
statistical physics (Section 4).
3 Correlation-Based Rényi Entropy in Chaotic Nonlinear Dynamics
The correlation-based generalised Rényi entropy (1.24) has direct relevance to fractal analysis of nonlinear dy-
namical systems and chaos. In this context, the ‘dissimilarity’ element of the generalised entropy can naturally
emerge in two forms: one is the proximity in the phase space (‘spatial distance’), and the other is the time interval
between two events (‘temporal distance’). The former is related to the fractal dimensions, while the latter is
related to the dynamical Rényi entropy; see Appendix A.6 for some details. Thus our correlation-based Rényi
entropy serves as a unique probe for the spatiotemporal (i.e. both geometrical and dynamical) characteristics of
dynamical systems. Below we first discuss how information about these quantities is encoded in our extended
entropy function, then demonstrate how it can be extracted from time-series data.
Fractal Dimension and Entropy: The Classic Approach
Suppose that A is an attractor with fractal structure evolving in a phase space. Let {x(ti)}n−1i=0 be a time-series,
where ti = t0 + i∆t, t0 is the initial time, and ∆t is the sampling time interval. To characterise the attractor from
the observed time-series, first the phase space of the system is reconstructed with the method of time delayed
coordinates [37], i.e. m-dimensional reconstruction vectors Xi ≡
[
x(ti), x(ti+1), . . . , x(ti+m−1)
]ᵀ ∈ Rm.18 The
so-called correlation integral of order q at partition scale  is defined as [38–41]:
Cq,m,∆t() =
[∫
A
µm(dXi)
(∫
A
µm(dXj) Θ(− ‖Xi −Xj‖)
)q−1] 1q−1
, (3.1)
where ‖ · ‖ is some norm, e.g. Lp-norm defined by ‖Xi −Xj‖p ≡
(∑m−1
`=0 |x(ti+`)− x(tj+`)|p
)1/p, and Θ(·) the
Heaviside function defined such that Θ(x) = 1 if x ≥ 0 and Θ(x) = 0 if x < 0. The correlation integral represents
the probability that two points randomly drawn from A according to the m-dimensional probability measure µm
are within a mutual distance of . The scaling property of this quantity with respect to  characterises the fractal
structure of the support of µm. Also, its scaling property with respect to m and ∆t characterises the dynamical
property of the system. Specifically, the correlation integral (3.1) is shown to behave as
Cq,m,∆t() ∝ Dqe−Kqm∆t as → 0 , ∆t→ 0 , and m→∞ , (3.2)
where Dq is the fractal dimension and Kq is the correlation entropy (see Appendix A.6), both of order q. Here we
have used the maximum (L∞) norm for ‖ · ‖ for simplicity. While the value of entropy in general per se depends
18 Here the embedding dimension m is assumed to be large enough to specify the state of the original attractor system.
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on the scale of measurement, these characteristics are invariants of the dynamical system. In view of this scaling
law, these invariants are formally defined by19
Dq = lim
m→∞ lim∆t→0
lim
→0
ln Cq,m,∆t()
ln 
and Kq = lim
m→∞ lim∆t→0
lim
→0
ln
( Cq,m,∆t()
Cq,m+1,∆t()
)
. (3.3)
Special cases of q = 0, 1, and 2 for Dq are known as the box-counting dimension (which often coincides with the
Hausdorff dimension), the information dimension, and the correlation dimension, respectively. Likewise, special
cases of q = 0, 1, and 2 for Kq are known as the topological entropy, the Kolmogorov-Sinai (or metric) entropy,
and the correlation entropy, respectively. It follows from the definition of the generalised correlation integral that
Dq ≥ Dq′ and Kq ≥ Kq′ for q < q′.
Characterising Chaos through Generalised Correlation Entropy
We already notice the structural resemblance between the correlation integral (3.1) and our dissimilarity-based
diversity index (1.22). Explicitly, the correspondence reads:
Cq ↔ 1q∆ , µ(A ) ↔ P , µ(dXi) ↔ pi , and Θ(− ‖Xi −Xj‖) ↔ κ(ρij) . (3.4)
In particular, the correlation integral corresponds to the reciprocal of the effective number of points on the
reconstructed chaos, which may be referred to as the effective bulk volume. If we replace the Heaviside function
(‘hard-kernel’) in the definition of the correlation integral with some proper ‘soft’ kernel function κ(ρij), where
ρij ≡ ‖Xi −Xj‖, then the correspondence will be more direct.20 Here we take it as κ(ρ) = e−λρ as before.
To proceed, we introduce a set of new spectral parameters that plays a central role in analysing the fractal and
dynamical aspects of the system. These are the spatial parameter σ and the temporal parameter τ , defined by
σ ≡ lnλ and τ ≡ m∆t , (3.5)
respectively. The continuum limit is defined by taking the limits m→∞ and ∆t→ 0, while keeping τ finite. In
this limit, the effective bulk volume of A ,
q∆m,∆t(µ;λ) =
[∫
A
µm(dXi)
(∫
A
µm(dXj) e
−λ‖Xi−Xj‖
)q−1] 11−q
, (3.6)
and the corresponding Rényi entropy, HRq,m,∆t = ln q∆m,∆t, can be written in terms of these spectral parameters.
From the so-obtained continuous entropy function HRq (µ;σ, τ), the following two characteristic functions are
defined:
Dq(µ;σ, τ) ≡
∂HRq (µ;σ, τ)
∂σ
and Kq(µ;σ, τ) ≡
∂HRq (µ;σ, τ)
∂τ
. (3.7)
As with the classic case of (3.3), there is a special domain of (σ, τ) in which HRq scales linearly with respect to
both σ and τ . The generalised fractal dimension, D∗q , and the generalised spatiotemporal entropy, K∗q , both of
19 Practically, the partition scale  must be sufficiently small, while m∆t must be sufficiently large but not too large [42] in order for
these dynamical invariants to be identifiable with precision.
20 Though with different context and motivation, such a generalisation of the kernel function was considered for the q = 2 case
(e.g. [43,44]) by choosing the kernel to be of the Gaussian form, κ(ρ) = exp(−ρ2/42). For instance, in [44], such a Gaussian kernel
is considered to take into account the effect of possible Gaussian observational noise on estimated correlation dimensions.
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order q, are defined and extracted as the respective coefficients in this scaling law:
HRq (σ, τ) ∼ D∗q · σ +K∗q · τ . (3.8)
Note that these quantities depend only on the underlying probability measure µ, and not on (σ, τ). In contrast
to the classic fractal dimension given in (3.3) that is given by the exponent to which a linear scale must be raised
to yield the bulk volume (proportional to the ‘number of points’ in the bulk), the new dimension D∗q represents
the exponent to which the same linear scale must be raised to yield the effective bulk volume, providing an
alternative measure of fractal dimensionality. By contrast, the generalised correlation entropy K∗q provides the
measure for unpredictability of the dynamical system, as it quantifies the rate at which the distance between two
nearby states increases under the dynamics.
In analysing nonlinear dynamical systems, a potentially advantageous feature of the current correlation-
based approach over the classic Grassberger-Procaccia method (and the variations thereof) [38–41, 45] is its
interpolating property with respect to the spectral parameters defined above. Namely, this new probe function
with the specific soft-kernel is not only accessible to the ‘strong-coupling’ region λ  1, but is also useful to
explore the ‘weak-coupling’ region 0 ∼ λ 1, for the latter of which it behaves as
HRq,m(µ;λ) ' λ
∫∫
A×A
dµm(X,Y ) ‖X − Y ‖ as λ = eσ → 0 . (3.9)
Notice that this asymptotic form does not depend on the value of q. Then the following quantity,
A(µ) ≡ lim
λ→0
lim
m→∞H
R
q,m(µ;λ)/λ = lim
σ→−∞ limm→∞H
R
q,m(µ;σ) e
−σ , (3.10)
is another dynamical characteristic associated with the probability measure µ, representing the mean pairwise
distances between the reconstruction vectors. We refer to this new characteristic as the probabilistic mean
distance.
As usual, life becomes much simpler with q = 2. More essentially, this specific value of the order parameter
is required for the effective bulk volume ∆ to obey the Nesting Principle. With this in mind, hereafter in
this section, we focus on the q = 2 case (and suppress the corresponding super- and subscript for notational
simplicity). In practically implementing the proposed estimator in a real time-series data, which is discrete in
nature, the temporal evolution is described by increasing m with fixed ∆t. The spatial spectral parameter is
also discretised such that the dependence on the probability measure µ is replaced by the actual distribution of
ρij = ‖Xi −Xj‖, i, j ∈ {1, . . . , n}. Then the extended correlation integral,
Cm(µ;λ) = ∆m(µ;λ)−1 =
∫∫
A×A
dµm(X,Y ) e
−λ‖X−Y ‖ , (3.11)
is replaced by the corresponding extended correlation sum, Cm({ρij};λ) = ∆m({ρij};λ)−1, computed from(
n
2
)
= n(n − 1)/2 reconstruction vectors. Here, for large but finite n, it is more efficient to restrict our analysis
to the ‘off-diagonal’ components of the correlation sum,
∆m({ρi6=j};λ)−1 ≡ ∆m({ρij};λ)
−1 − n−1
1− n−1 =
∑
i 6=j e
−λρij
n(n− 1) , (3.12)
than to directly analyse the full correlation sum including the diagonal (i = j) components (that is, we use
the U -statistic rather than the V -statistic). Here, the measure is also replaced by the so-called the empirical
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reconstruction measure [46] which assigns equal ‘mass’ 1/n to each of the reconstruction vectors. Accordingly,
the ‘off-diagonal’ entropy is defined on the same basis by HRm({ρi 6=j}) = ln∆m({ρi6=j}). Then it is verified that
this effective entropy scales as:
HRm({ρi 6=j};λ) ∼

D∗ lnλ+K∗m∆t (1 λ ∈ Rsc , m 1) , where D∗ , K∗ : const.
A · λ (0 ∼ λ 1 , m 1) , where A ≡
∑
i 6=j ρij
n(n−1) .
(3.13)
Here Rsc denotes the scaling region, for which the entropy function obeys the particular scaling law as in (3.8).
Outside the scaling region, the extended correlation dimension scales linearly: HRm/λ ∼ min{ρi 6=j} for sufficiently
large λ, and HRm/λ ∼ A for sufficiently small λ.21
Experiment, Observation and Conjecture
In order to test the practical usefulness of the method introduced above, we apply it to one of the most well-
studied example of chaotic maps: the two dimensional Hénon map (x, y) 7→ (1− ax2 + y, bx) with the standard
set of parameters a = 1.4 and b = 0.3. The number of data points (i.e. reconstruction vectors) is n = 10, 000, the
sampling time interval is set as ∆t = 1, and the initial values are chosen to be (x0, y0) = (0, 0). Shown in Figure
6 (a) is a plot of the correlation-based Rényi entropy HRm(λ) against the spatial spectral parameter σ = lnλ,
which is discretised as σi+1 = σi + ∆σ with ∆σ = 0.1, for series of increasing values of embedding dimension
m = 1–30 (from bottom to top). On increasing the value of m, the measures Dm and Km appear to converge to
their respective values for 8 . m . 17, but begin to diverge for m & 18 due to apparent decorrelation. Also, for
large values of σ & 4.5, deviation from the scaling law becomes visible as statistical fluctuations dominate the
estimation (which is the situation where only a few distances contribute to HRm). Here we identify the scaling
region for σ to be Rsc = [4.0, 4.5]. Below the ‘phase-transition’ point around σ ∼ 2.5, another scaling behaviour
is observed for small λ region: HRm ∝ λ as given in (3.13). As discussed, this is a manifestation of the new scaling
feature which is absent in the standard Grassberger-Procaccia method.
From the experimental time-series data, the extended correlation dimension D∗ can be estimated by taking the
mean of the slopes of the plateau (straight line segments) through the points (σi, HRm(eσi)) in the scaling region
Rsc. Here the mean is taken over the ‘well-behaved’ embedding dimensions m = 8–17. The correlation entropy
K∗ can also be estimated from the behaviour of HRm in the same region, by first taking its mean over i, and then
over m = 8–17. These estimation results give, with the corresponding standard deviations, D∗ = 1.19 ± 0.0081
and K∗ = 0.315 ± 0.00099, both based on the least square fit. The resulting value of D∗ is lower than known
numerical estimates of the correlation dimension of the Hénon map; see e.g. [47], where it is estimated to be
1.220 ± 0.036. However, this should not be an issue per se, since the definition of the correlation dimension
obtained here via the soft-kernel estimator is different from the one for the classic case, and also the experimental
conditions are not the same. The probabilistic mean distance A also appears to converge to its respective value as
m increases. However, it turns out that m = 30 (the maximum embedding dimension for the current experiment)
is not enough to obtain a statistically reliable estimate of A. See Appendix A.7 for further details of all these
analyses.
21 In fact, these linear dependence can be understood from the previous definitive relation HR = ρ¯λ, see (2.27), and by recalling the
properties of generalised meansMλ→∞
[{xi}|{wi}] = max{xi} andMλ→0[{xi}|{wi}] = ∏i(xi)wi = exp(∑i wi lnxi).
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Figure 6: (a) The graph of the correlation-based Rényi entropy HRm versus σ = lnλ for the Hénon map. The values of
embedding dimension are from m = 1 (bottom curve) to m = 30 (top curve). Estimations are performed based on mean
values over embedding dimensions m = 8–17. The computed mean values are D∗ = 1.19 ± 0.0081 for the correlation
dimension and K∗ = 0.315 ± 0.00099 for the correlation entropy. In the graph, the series of straight lines with slope D∗
are displaced from each other by the factor e−mK
∗
. (b) Computational simulation based on the conjectured functional form
M[D∗ ;D∗(1 + e−mK∗) ;−eσ] for m = 8–17, where M[u; v;x] is the Kummer’s confluent hypergeometric function, and the
input values of D∗ and K∗ are those obtained from the experimental data (a).
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Given the above experimental results, one would naturally ask if it is possible to reproduce these results
analytically, i.e. to obtain the explicit form of the entropy function HRm in the continuum limit (n → ∞). This
is basically the same as asking if it is possible to know the probability density function associated with the
underlying probability measure µ, provided that it exists. Though this is a fairly nontrivial problem, our analysis
so far reveals some insights into possible ways to address this issue, as discussed below. We point out that the
Kummer confluent hypergeometric function, defined by the absolutely convergent power series
M[u; v;λ] ≡ 1F1[u; v;λ] =
∞∑
k=0
Γ(u+ k)/Γ(u)
Γ(v + k)/Γ(v)
λk
k!
,
precisely obeys the observed scaling law for properly chosen positive parameters u and v (which turn out to be
given in terms of D∗ and K∗; see below). We conjecture that the correlation-based Rényi entropy computed
for some types of strange attractors, including the Hénon map discussed above, is given, or at least sufficiently
well-approximated, by a superposition of the very hypergeometric functions:
HRm(µ;λ) ∼
∑
`
w`M[u`;u` + v`;−λ] , (3.14)
where the set of parameters {u`, v`} encodes the dynamical information of the probability measure µ, and {w`}
are proper weights such that
∑
` w` = 1. In fact, this is equivalent to claiming that the underlying distribution
of ρi 6=j ≡ ‖Xi−Xj‖(i 6=j) associated with µ obeys the probability distribution function of the following form (up
to a normalisation constant):
fm(ρ) ∼
∑
`
w`
ρu`−1(1− ρ)v`−1
B(u`, v`)
such that
∫∫
A×A
dµm(X,Y ) ∼
∫ 1
0
dρ fm(ρ) , (3.15)
where B(α, β) = Γ(α)Γ(β)/Γ(α + β) is the Euler beta function. Then it can be deduced that the correlation
integral (3.11) scales as C(λ) ∼ λ−u0 with u0 ≡ min{ui} in the large λ limit, when the extended Rényi entropy
scales as HRm(λ) ∼ u0 lnλ, implying u0 ' D∗ in light of (3.8). Also, the extended correlation entropy K∗ is
related to the parameter v0 (which is derived from the same beta distribution as u0) as v0 ∼ u0e−mK∗ . The
probabilistic mean distance A is also characterised by the set of parameters {u`, v`} as well as the relative weights
w` in the composition (3.14). In the small λ region, it can be deduced that A ∼
∑
` w`(1 + e
−mK∗)−1, which is
a monotonically increasing function of both m and K∗, and approaches 1 as m → ∞ or K∗ → ∞ (i.e. random
system).
Figure 6 (b) shows the result of the computational simulation of the ‘hypergeometric’ Rényi entropy HRm(σ) =
M
[D∗ ;D∗(1+e−mK∗) ;−eσ] for series of increasing values of the embedding dimension m = 1–30. Here the input
parameters D∗ and K∗ are set to be those obtained from the estimation based on Figure 6 (a). The predicted
profile (b) is found to be in excellent agreement with the numerical results obtained from the experimental data
(a), indicating that the measure for the Hénon map is well-characterised by the distributions of the form (3.15).
Further check of the consistency is given as follows: Suppose that the distance between two randomly chosen
points in the phase space obeys the probability distribution (3.15). Then the cumulative probability distribution
function is computed as P(ρ) ∼ Bρ(u, v)/B(u, v), where Bρ(u, v) is the incomplete beta function, and it can be
shown to scale as P(ρ) ∼ (v/u)ρu for sufficiently small ρ and small b. In the same region of ρ, it should also hold
that P(ρ) ∼ C(ρ). Now set u = D∗ and v = ue−mK∗ , and also note that small v implies large m (for fixed D∗
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and K∗). Then the above scaling behaviour implies that
Cm(ρ) ∝ ρD∗e−mK∗ as ρ→ 0 and m→∞ , (3.16)
which is precisely the classic scaling law of (3.2). Noticing that ρ ∼ λ−1 = e−σ in the above region, and that
m ∼ τ from the previous definition, the scaling (3.16) is also equivalent to (3.8), as expected.22
4 Correlation-Based Tsallis Entropy in Non-Extensive Statistics
The next demonstration of application is concerned with statistical mechanics. The Tsallis statistical mechanics
[13,48] has been reported to be successful in various situations in which Boltzmann-Gibbs statistical mechanics is
no longer valid; e.g. when with long-range interactions, long-term microscopic memory (non-Markovian processes),
and (multi-)fractal relevant spacetime or phase space structures; see [49] for an extensive list of references.
In this section, we investigate the implications of our generalised, correlation-based Tsallis entropy developed
in Part I on certain statistical mechanical systems at equilibrium. In particular, the equilibrium probability
distributions will be shown to be no longer described in the classic exponential or Gaussian forms, nor in the
standard Tsallis statistics’ q-deformed forms, but in an enhanced form with the new degree of freedom offered by
the ‘dissimilarity’ element {dij} of diversity. The ‘dissimilarity’ here may refer to arbitrary correlation between
statistical states or configurations (cf. mutual information and entanglement). We expect that this enhanced
framework and the generalised formulae will offer unique tools to probe as-yet-unrecognised aspects of statistical
physics.23
Basic Relations and Properties
Let us first see how the (pseudo-)additivity of the classic entropy measures is affected by the presence of the
distance degrees of freedom {dij} equipped in our generalised entropy measure. We investigate the correlation-
based Tsallis entropy of the direct product of two systems ΣI and ΣJ . Here the entropy of the system ΣI is
given by a function of {pi} and {dij}, where i, j run from 1 to nI , and the same for ΣJ . If the two systems are
independent, in the sense that the probability distribution of ΣI ⊗ ΣJ factorises into those of ΣI and ΣJ , then
the following multiplicative relation between the effective numbers holds by definition:
∆q(ΣI ⊗ ΣJ) = ∆q(ΣI) ·∆q(ΣJ) . (4.1)
22 The probabilistic mean distance A encodes information about the degree of mutual independence of variables {Xi}. In particular,
ifXi andXj are independently and uniformly distributed on [0, 1], the probability distribution of ρi 6=j = ‖Xi−Xj‖(i6=j) is shown
to be given by fm(ρ) = 2m(1− ρ)ρm−1(2− ρ)m−1. Notice that this also fits in the form ∼
∑
` w` · (Beta distribution)` as in the
assumption made for the current Hénon map case; see (3.15). Particularly well-known case ism = 1, corresponding to (u, v) = (1, 2)
in terms of the beta distribution parameters, for which the probabilistic mean distance is computed as
∫ 1
0 dρ ρf1(ρ) = 1/3.
Indeed, by applying the ‘soft-kernel’ algorithm introduced in this section, it can be experimentally verified that A ' 0.333, as
expected. In fact, the probabilistic mean distance for the uniform distribution for general m case can be shown to be given by
Am =
∫ 1
0 dρ ρfm(ρ) = 2
2m+1m
[
B1/2(m+ 1,m)− 2B1/2(m+ 2,m)
]
, which approaches one in the m→∞ limit.
23 Future applications may include description of the non-equilibrium statistical mechanics in terms of time dependent correlations
{dij(t)} among statistical states (probability distributions); see also the discussion section for some speculation on this point.
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Recalling that the extended Tsallis entropy HTq for system ΣI is given by
HTq (ΣI) = lnq∆q(ΣI ⊗ ΣJ) =
1
1− q
nI∑
i=1
piI
[(
nI∑
j=1
pjIK(diIjI )
)q−1
− 1
]
,
nI∑
i=1
pi = 1 , (4.2)
the above relation (4.1) translates to (suppressing the superscript T for notational simplicity hereafter)
(1− q)Hq(ΣI ⊗ ΣJ) + 1 = [(1− q)Hq(ΣI) + 1] · [(1− q)Hq(ΣJ) + 1]
⇒ Hq(ΣI ⊗ ΣJ) = Hq(ΣI) +Hq(ΣJ) + (1− q)Hq(ΣI)Hq(ΣJ) . (4.3)
This manifests the pseudo-additivity for the current case with the correlation-based generalised entropy. The
order parameter q, that controlled the sensitivity to common or rare categories in diversity evaluation, now takes
on the meaning of the degree of non-extensivity, just as in the ordinary Tsallis statistics case. We assume that
the extended entropy of the combined system, Hq(ΣI ⊗ ΣJ), takes the same form as that of each subsystem,
(4.2). This condition leads to
Hq(ΣI ⊗ ΣJ) = 1
1− q
nI∑
iI=1
nJ∑
iJ=1
piIpiJ
[(
nI∑
jI=1
nJ∑
jJ=1
pjIpjJK
(
diI ,iJ ; jI ,jJ
))q−1 − 1]
with K
(
diI ,iJ ; jI ,jJ
) ≡ K(diIjI )K(diJjJ ) , or ρiI ,iJ ; jI ,jJ = [ (ρiIjI )η + (ρiJjJ )η ]1/η , (4.4)
where in the last expression we used the relation (1.27) as before. We take (4.4) as the definition of distance
between the two statistically independent subsystems ΣI and ΣJ in the product space. An extensive statistics
is recovered in the q → 1 limit, in which the additivity condition Hq(ΣI ⊗ ΣI) = Hq(ΣI) +Hq(ΣJ) is satisfied.
The entropy of this q = 1 system reduces further to the ordinary Boltzmann-Gibbs entropy in the ‘maximally-
saturated’ limit: K(dij)→ δij .
The above results readily generalises to cases with more than two (N > 2) subsystems. Notice that the
condition of independence of the subsystems, ∆q(⊗NI=1ΣI) =
∏N
I=1∆q(ΣI), can be written as
(1− q)Hq(⊗NI=1ΣI) + 1 =
N∏
I=1
[
(1− q)Hq(ΣI) + 1
]
, (4.5)
then the pseudo-additivity relation (4.3) generalises to
Hq(⊗NI=1ΣI) =
N∑
I=1
Hq(ΣI) + (1− q)
∑
I<I′
Hq(ΣI)Hq(ΣI′) + (1− q)2
∑
I<I′<I′′
Hq(ΣI)Hq(ΣI′)Hq(ΣI′′) + . . .
=
N∑
L=1
(1− q)L−1
[ ∑
I1<···<IL
L∏
`=1
Hq(ΣI`)
]
. (4.6)
Again, the extensive statistics is recovered in the q → 1 limit, when only the term corresponding to L = 1
survives. Introducing the shorthand notations i(N) ≡ (i1, . . . , iN ) and
∑
i(N) =
∑n1
i1=1
· · ·∑nNiN=1, the extended
entropy of the N -combined system can be expressed as
Hq(⊗NI=1ΣI) =
1
1− q
[∑
i(N)
pii(N)
(∑
j(N)
pij(N)K
(
di(N); j(N)
))q−1 − 1] ,
where pii(N) =
N∏
I=1
piI and K
(
di(N); j(N)
)
=
N∏
I=1
K(diIjI ) , or ρi(N); j(N) =
[
N∑
I=1
(ρiIjI )
η
]1/η
. (4.7)
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Below we mainly use the distance measures {ρij} instead of the dissimilarity measure {dij}.
Before moving on to the investigation of microcanonical and canonical ensembles, here we comment on
the concavity of the correlation-based entropy with respect to general probability distribution.24 The Hessian
components of the entropy function is computed as
∇2Hq = ∂
2
∂pk∂p`
Hq[{pi}, {ρij}] =−
( n∑
j=1
pjκ(ρkj)
)q−2
+
(
n∑
j=1
pjκ(ρ`j)
)q−2κ(ρk`)
− (q − 2)
n∑
i=1
pi
(
n∑
j=1
pjκ(ρij)
)q−3
κ(ρik)κ(ρi`) . (4.8)
From this expression, it is verified that the Hessian is negative-definite if q ≥ 2, when the entropy function
becomes strictly concave. It is also easily seen that, in the Tsallis limit, κ(ρij) → δij , the Hessian components
reduces to −q(pk)q−2δkl < 0, reproducing the known result that the Tsallis entropy function is strictly concave
with respect to {pi} for all q > 0.25
Microcanonical Ensemble
The Jaynes maximum entropy principle [51] claims that the states of thermodynamic equilibrium are states of
maximum entropy. Let us investigate the implication of this principle on our correlation-based Tsallis statistical
mechanics. We consider a closed Hamiltonian system at energy E, and denote as pi the probability for each of
the n(E) microscopic configurations labelled by i = 1, . . . , n. By introducing the Lagrange multiplier α for the
probability conservation constraint, the Lagrangian for the microcanonical ensemble is given by
L[{pi}, {ρij};α] = Hq[{pi}, {ρij}]− α
(
n∑
i=1
pi − 1
)
(4.9)
with Hq given as (4.2). Following the standard procedure, necessary conditions that the set {pk} represents the
maximum entropy state are ∂L/∂pk = 0 for k = 1, . . . , n, and ∂L/∂α = 0. Using these conditions, we obtain
α =
1
1− q
[(
n∑
j=1
pjκ(ρkj)
)q−1
− 1
]
−
n∑
i=1
piκ(ρik)
(
n∑
j=1
pjκ(ρij)
)q−2
for k = 1, . . . , n . (4.10)
If the between-state distances, or ‘correlations’, {ρij}, are set to be constant across all i 6= j, then the above
relation implies that pk is independent of k. This, upon imposition of the normalisation condition ∂L/∂α = 0,
immediately leads to pk = 1/n(E) for all k, i.e. the entropy attains its maximum for the uniform distribution.
In this case, the q-deformed Boltzmann’s relation, HT,maxq = HTq ({1/n(E)}) = lnq n(E), is satisfied.26 However,
with a set of general correlation variables {ρij}, the entropy is no longer maximised by the uniform distribution,
and therefore, the classic principle of ‘equal a priori probabilities’ must be modified in accordance with the new
relation (4.10).
24One should keep in mind that what ensures the stability of thermodynamic equilibrium is not concavity with respect to probability
distribution but concavity with respect to extensive variables (such as internal energy, volume, and mass composition) [50].
25 By contrast, Rényi entropy is strictly concave only for 0 < q < 1. Still, both the Tsallis and Rényi entropies are maximised by the
same probability distribution {pi} since one is a monotonic increasing function of the other.
26 Notice that this is also the case when the correlation-based Rényi entropy satisfies HR,maxq = HRq ({1/n(E)}) = lnn(E).
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Figure 7: Contour plots of HTq ({pi}, {dij}) for fixed {dij}, projected onto the plane defined by
∑
i pi = 1 and 0 ≤ pi ≤ 1
for i = 1, 2, 3 (n = 3 case), where the brighter (darker) region indicates larger (smaller) values of the entropy. Contour
plots corresponding to q = 1, 2, 4 cases are shown for each of: (a) Ordinary Tsallis statistics case (di 6=j = 1 for all i and
j) and (b) Correlation-based Tsallis statistics case with d′12 = 0.340, d′13 = 0.263, and d′23 = 0.0776.
A graphical illustration is useful here. Figure 7 presents contour plots of the entropy HTq as functions of {pi}
for fixed {dij} (here we employ dissimilarity variables instead of distance variables), projected onto the plane
defined by
∑
i pi = 1, with i, j = 1, 2, 3 (i.e. n = 3 case). The simulation results are shown for different values
of the order parameter (or, the degree of non-extensivity): q = 1, 2, 4. The three figures in (a) correspond to
the ordinary Tsallis statistics (dij = 1 − δij) case, when the classic principle of ‘equal a priori probabilities’ is
satisfied: the entropy is maximised at p(eq)1 = p
(eq)
2 = p
(eq)
3 = 1/3 regardless of the value of q. The other three
figures in (b) correspond to the new correlation-based Tsallis statistics case with a nontrivial set of {dij}. Here
{dij} are chosen to be: d′12 = 0.340, d′13 = 0.263, and d′23 = 0.0776.27 Indeed, in the presence of the nontrivial
correlations among the states, the entropy is no longer maximised at the previous equiprobable point but at a
certain shifted point defined by the conditions (4.10). For example, in the q = 2 case, the entropy is maximised at
(p′1
(eq), p′2
(eq), p′3
(eq)) = (0.254, 0.362, 0.383), giving HT,maxq=2 ({p′i(eq)}, {d′ij}) = 0.521. Note that this value is lower
than the one computed for the ordinary Tsallis statistics case: HT,maxq=2 ({p(eq)i = 1/3}, {dij = 1− δij}) = 2/3.
Canonical Ensemble
Next, let us demonstrate how the canonical distribution is derived from the correlation-based Tsallis statistical
mechanics. Here we focus on the q = 2 case, when the system respects the Nesting Principle. This means that
we consider a situation in which the effective number of possible states does not change even if the system is
27 These values are obtained as d′ij = |ci − cj |, where the three numbers {ci}i=1,2,3 are randomly generated using the RandomReal
function of Wolfram Mathematica.
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coarse-grained or become degenerated depending on the scale of observation. In this case, due to the quadratic
nature of the system, the following vector-matrix notation turns out to be useful:
A = [κ(ρij)]i,j=1,...,n , |p〉 = (p1, . . . , pn)ᵀ , and |c〉 = (1, . . . , 1︸ ︷︷ ︸
n
)ᵀ . (4.11)
Here A is a n × n symmetric matrix whose (i, j)-component is given by κ(ρij), and p is a n-vector whose i-th
component is given by pi. With a set of unit vectors {|ei〉}ni=1, with |ei〉 having entry ‘1’ in the i-th component
and ‘0’ otherwise, we also define |p〉 = ∑ni=1 pi |ei〉 and |c〉 = ∑ni=1 |ei〉. The inner product of two vectors
|v〉 and |u〉 is given by 〈u|v〉 = ∑ni=1 uivi, and the matrix (M) operation on a vector (v) is computed as
M |v〉 = ∑ni=1∑nj=1Mijvj |ei〉.
Our goal is to obtain the equilibrium microcanonical distribution, |p(eq)〉, subject to a constraint on a certain
physical quantity Q (e.g. Hamiltonian of the system), this time with fixed but nontrivial κ(ρij). Suppose that
Q takes either value of Qi (i = 1, . . . , n). Caution has to be taken in defining the expectation of Q. Recall that,
in the Tsallis q-statistics case already, it is not defined (naively) by 〈Q〉 = ∑ni=1 piQi nor 〈Q〉 = ∑ni=1(pi)qQi
but by the so-called q-expectation: 〈Q〉 = ∑ni=1 p˜iQi with the escort distribution p˜i ≡ (pi)q/∑nj=1(pj)q. Since
we require that the current (q = 2) correlation-based Tsallis statistics reduces to the (q = 2) Tsallis statistics as
κ(ρij) approaches δij (i.e. in the limit A approaches the identity matrix In), we adopt the following definition
for the expectation of Q:
〈Q〉 ≡ 〈p|QA |p〉〈p|A |p〉 , Q = diag(Q1, . . . , Qn) (4.12)
which naturally generalises the Tsallis q-expectation (for the q = 2 case). In this definition, the degeneracy of
the spectrum of Q is assumed to be properly taken into account. Namely, a modified version of the principle of
‘equal a priori probabilities’ with a general set of {ρij} (as discussed) is assumed to hold. The Lagrangian of the
system can be written as
L[p,A;α, β] =H[p,A]− α (〈c|p〉 − 1)− β
( 〈p|QA |p〉
〈p|A |p〉 − 〈Q〉
)
, (4.13)
where H[p,A] = 〈c|p〉 − 〈p|A |p〉 , (4.14)
where the Lagrange multipliers α and β are associated with the probability conservation condition
∑n
i=1 pi = 1
and the expectation condition (4.12), respectively. Following the standard procedure, the conditions ∂L/∂α = 0
and ∂L/∂β = 0 lead to, respectively,
〈c|p〉 = 1 and 〈p| Q˜A |p〉 = 0 , (4.15)
and then the condition ∂L/∂|p〉 = 0 leads to
− 2A |p〉+ (1− α) |c〉 − β {A, Q˜} |p〉〈p|A |p〉 = |0〉 , where Q˜ ≡ Q− 〈Q〉 In . (4.16)
By operating 〈p| to (4.16) from left and using (4.15), we obtain
〈p|A |p〉 = Z−1 , Z ≡ 2
1− α , (4.17)
with which the condition (4.16) can be cast into the form
R |p〉 = Z−1 |c〉 , R ≡ A+ βZ
2
{A, Q˜} . (4.18)
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If the symmetric matrix R is invertible, this equation is solved to give the microcanonical distribution,
|p(eq)〉 = Z−1R−1 |c〉 . (4.19)
The maximum entropy at equilibrium is given byH(eq) ≡ H[p(eq),A] = lnq=2Z(eq)[p(eq),A] = 1−〈p(eq)|A |p(eq)〉.
Here the parameter β must be sufficiently small for the positivity of {pk}. It is straightforward to generalise the
above results to cases with multiple (m) constraints 〈p|A|p〉−1 〈p|QmA|p〉 = 〈Qm〉; one only needs to introduce
as many Lagrange multiplies βm as the number of constraints.
If Q is taken to be the Hamiltonian of the system, in which we write as Qi 7→ εi and 〈Q〉 7→ U , then the
expression for the ‘physical temperature’ [52] can be obtained. To see this, we simply compute the following
quantity:
∂H(eq)
∂U
=
(Z(eq))−2〈c ∣∣∣∣ ∂R−1∂U
∣∣∣∣ c〉 = −〈p(eq) ∣∣∣∣ ∂R∂U
∣∣∣∣p(eq)〉
= β2 〈p(eq)|A|p(eq)〉 = β2
(
1−H(eq)) with β2 ≡ 2β
1− α . (4.20)
Then the inverse temperature of the q = 2 correlation-based Tsallis system is identified as
T−1phys ≡ β2 =
(
1−H(eq))−1 [∂H(eq)
∂U
]
. (4.21)
All the above results generalises the known results [52] for the microcanonical distribution of the q = 2 Tsallis
statistics, which is reproduced as the ‘distance-saturated’ limit A→ In of the above formulae. For instance, the
equilibrium distribution of the q = 2 Tsallis microcanonical ensemble is reproduced as
p
(eq)
i
∣∣∣
A→In
=
expq=2 [−β2(Qi − 〈Q〉)]
Z(eq) =
[1 + β2(Qi − 〈Q〉)]−1∑n
i=1 [1 + β2(Qi − 〈Q〉)]−1
(4.22)
with the partition function in the intermediate expression given by Z(eq) = ∑ni=1 expq=2 [−β2(Qi − 〈Q〉)].
5 Summary and Discussion
A wealth of methods have been developed for measuring and comparing diversity over the past decades, and
have been applied in a vast range of scientific disciplines. It is true that desired properties for diversity measures
vary according to the application contexts, depending on each own needs or situations. Still, essential elements
of diversity appear to be universal; these include the number of categories involved, n, evenness of the element
distribution among the categories, {pi}, and between-category dissimilarities, {dij}. The classic Hill numbers
family, originally developed in the field of ecology, takes into account the first two of them, but not the last one.
Building on the previous efforts to improve the diversity measure as universally applicable as possible, Part I of
the present paper (Sections 1 and 2) developed a new framework that incorporates all these essential elements of
diversity. The resulting diversity index ∆, in its most general form not only incorporates the aforementioned three
objectively definable and measurable (‘endogenous’) elements, but also allows us to adjust particular subjective
(‘exogenous’) factors that also influence diversity evaluation. These are the evaluator’s dispositions as to how
much weight to place on the relative prevalence of category, and how much weight to place on the relative
dissimilarities among categories in evaluating diversity. The former was already accounted for in the Hill numbers
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family through the order parameter q, whereas the latter first became possible in our approach through the kernel
function K(·).
In the developed framework, diversity is quantified as the effective number of ‘categories’ (or points, paths, or
the ‘effective volume’, depending on each application context), and the associated generalised entropy measures
are obtained by taking its logarithm, giving the extended Rényi entropy HRq = ln∆, or by taking the q-logarithm,
giving the extended Tsallis entropy HTq = lnq∆. One of the important assumptions made in the present paper
is that these diversity/entropy measures remain invariant under arbitrary (‘fine-grained’ or ‘coarse-grained’)
grouping and nesting of the constituent elements. Indeed, in nature, diversity is inherently nested and intertwined,
and such invariance is often crucial for consistent measurement and comparison of diversity. This leads us to adopt
this general invariance property as one of the fundamental properties of dissimilarity-based diversity measure,
which we called the Nesting Principle.
An important consequence of this principle is that, for a system with general set of {dij}, the order parameter
is necessarily fixed to a specific value, that is q = 2. Namely, the diversity function is required to be of quadratic
form in the relative abundances of categories (or the probability densities). With other values of q, the diversity
function either overestimates (q < 2) or underestimates (q > 2) the ‘true’ effective number of categories computed
at the most elementary (‘the finest-grained’) level of categorisation. As such, the nesting-invariant formula with
q = 2 no longer has the degree of freedom to control its sensitivity to relative abundances of categories. However,
it is still left with a continuous degree of freedom to control the weight on the between-category dissimilarities,
allowing it to be adjusted in response to particular contexts of diversity evaluation. It is possible through what
we called the scaling parameter r, with which the kernel function is explicitly given by K(dij) = 1 − (dij)r,
that is shown to be compatible with the Nesting Principle. In addition to the formula for the diversity index
∆I , quantified as the effective number of categories in an arbitrary assemblage I, the formula for the effective
dissimilarity between arbitrary two assemblages, d¯IJ , is also provided. It is this feature that lead us to propose a
possible solution to the long-standing question in ecology as to how to decompose total (γ) diversity into within
(α) and between (β) components in a systematic manner.
The resulting formulae for the effective number of categories, ∆I , and the effective dissimilarity between
coarse-grained categories, d¯IJ , are shown to be applicable at any level of the nesting structures: from the finest-
grained categories {i}ni=1 = {1, . . . , n} defined at the most fundamental level (i.e. ∆i = 1 and dii = 0 for all
i), to aggregate meta-level categories {I}NI=1 =
{{iI}nIiI=1}NI=1, and further to more aggregate level categories
{I ′}N ′I′=1 =
{{II′}NI′II′=1}N ′I′=1 = {{{iII′}......}......}...... and so forth. If applied to a closed finite system (as in Figure
4), the diversity function produces the same value of diversity index regardless of the ‘granularity’ of categories.
In mathematical terms, this can be stated as: ∆({pi}, {dij}) = ∆({PI}, {d¯IJ}) = ∆({PI′}, {d¯I′J′}) = · · · =
∆(1,K−1(∆−1)). It is also worth noting that the computation of the diversity index at a given nested level
can be conducted without knowing about the ‘internal structures’ of the building blocks defined at the nested
level. Only needed are the set of the effective quantities ({P}, {d¯}, {∆}) at the scale we are at, and hence the
microscopic origin of these coarse-grained quantities (e.g. how the elementary categories {i} with {pi} and {dij}
are distributed at the finer-grained level, or how these micro structures are integrated into the current macro
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structure) is not necessary to obtain the universal diversity index.28
A brief comment on the relation between the Nesting Principle and the allowed values of q follows. It is true
that q = 1 (Boltzmann-Gibbs-Shannon) case is given a privileged place as the measure of diversity or entropy. It
is only in this case that the diversity/entropy function is given by the exponential or logarithmic functions, having
nice properties that have worked well in a number of applications. For instance, Boltzmann-Gibbs statistics has
been extremely successful, having passed numerous experimental tests for more than a century. Still, the Nesting
Principle established in this paper requires the order parameter to be q = 2 for a general {dij} setup. Then
one might wonder how this situation can occur. To resolve this possible concern, we emphasise that the q = 1
statistics (or, more generally, Rényi and Tsallis statistics with general q) is still a valid description of the world at
the ‘boundary’ of the physical domain characterised by {dij}. That is, the Nesting Principle is readily satisfied
even with general q, if the limitK(dij)→ δij is taken. There are two routes to achieve this: one is by ‘endogenous’
reduction, dij → 1− δij , in which the between-category dissimilarities are all maximally saturated, and the other
is by ‘exogenous’ reduction, e.g., by taking the r → 0 limit of K(x) = 1−xr. In either case, the resulting diversity
index is the very Hill numbers (qD), which transforms to the ordinary Rényi entropy (HRq = ln qD) and Tsallis
entropy (HTq = lnq qD), including Boltzmann-Gibbs-Shannon entropy as its special case: q = 1.29
Another remark concerns the threshold of detectable dissimilarity which inherently limits the validity of the
diversity formula. In our construction of the formula, it is implicitly assumed that the dissimilarity can be
measured with infinite precision. In practice, however, such an infinite precision is not available for various
technical or intrinsic reasons. Consequently, in the real world, the Nesting Principle will only hold approximately
even with q = 2, albeit it could be very close to being exact.
In Part II, some possible applications and relevance to other fields of science were discussed. We presented a
new method to study the geometrical and dynamical aspects of chaotic nonlinear dynamics, using the correlation-
based Rényi entropy HR as a unique probe (Section 3). The interpolating property of the entropy function, which
resulted from the kernel function, enabled us to investigate both the local and global characteristics of the system.
The former is related to the fractal dimensions and the spatiotemporal entropies, while the latter is related to
what we called the probabilistic mean distance, which is introduced as a new characteristic of (closed) nonlinear
28 All these features resemble those seen in the theory of renormalisation group, which plays a vital role in some areas of physics. For
instance, in the statistical physics of phase transitions, the renormalisation group is defined based on recursive averaging over short
distance degrees of freedom. In the current context, the ‘depth’ of the nesting can be seen to correspond to the renormalisation scale.
Specifically, the composite P 2/∆ can be seen to play the role of the running coupling in Gell-Mann and Low type renormalisation
group equations. The coarse-graining procedure by means of the weighted correlation sum (2.19) can be viewed as defining a
certain beta function: {{PI′}, {d¯I′J′}} = β({{PI}, {d¯IJ}}), which induces the renormalisation flow. (Here, the beta-function is
not to be confused with the ‘beta’-diversity discussed in Section 2.4 or the (Euler) ‘beta’ function used in Section 3.)
29 This observation tempts us to speculate on the possibility of time-dependent diversity/entropy models in which the evolution of
the system is governed by di6=j(t) (or ρi 6=j(t)), that is a monotonically increasing function of time t, and its possible relevance to
non-equilibrium physics. The simplest gauge choice is ρi 6=j(t) = t, with which the kernel function is given by K(t) = e−λt. Then
the dynamics that the system undergoes will be termed as ‘diversity relaxation’ with λ representing the inverse relaxation time.
Under the dynamics, the initial zero-entropy state with K(t = 0) = 1 evolves to eventually reach the equilibrium state at which
K(t =∞) = 0, recovering the standard Rényi or Tsallis statistics (whose q → 1 limit gives the Boltzmann-Gibbs-Shannon case) in
the infinite future.
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dynamical systems. We demonstrated this new method by taking the Hénon map as a simple example, and
discussed the estimates for these dynamical characteristics. As a byproduct of the analysis, we also provided
evidence that its underlying probability measure is well described by variations of the beta distribution. Further,
implications of the correlation-based Tsallis entropy HT on the non-extensive statistical physics are also explored
(Section 4). The microcanonical and the canonical ensembles are derived in the presence of a general set of
{dij}, and the implications of the results on the traditional thermodynamics are discussed. Both types of the
generalised entropies, HR and HT, would deserve further investigation in their respective regard. Though out of
the scope of the present study, these new family of entropy measures will have direct relevance to some quantum
systems.30
We believe that our dissimilarity/distance-based framework for investigating diversity and entropy will have
important implications for a wide range of scientific disciplines, including both natural and social sciences.
Examples of the application of the theory will include: statistics, population dynamics, information sciences and
network theories, metric geometry, quantum physics and field theories, as well as economics and sociology—
namely, wherever the notion of diversity arises, and wherever the associated entropy plays a role.
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30Our framework will have direct relevance to the so-called quantum Rényi entropy, H Rq (ρ) = (1−q)−1 ln
[
tr(ρq)
]
, and the quantum
Tsallis entropy,H Tq (ρ) = (1−q)−1
[
tr(ρq)−1], where ρ is the density matrix of mixed states. The von Neumann entropy of quantum
information theory, H vN(ρ) = −tr(ρ lnρ), is obtained as the q → 1 limit of either entropy measure. Note also that the effect of
the ‘soft-kernel’ dependence may be observable in a certain class of condensed matter systems, where critical wavefunctions at the
mobility edge obeys the multifractal statistics (a well-known example being the Anderson localisation). For instance, consider a d-
dimensional lattice system of linear size L, which is decomposed into N boxes Bi (i = 1, . . . , N) of linear size `. The coarse-grained
measure at position i is given by pi ≡
∫
r∈Bi dr |ψ(r)|
2, where ψ(r) is a normalised one-particle wavefunction. The correlation sum
defined by Cq =
[∑N
i=1(pi)
q
]1/(q−1) is shown to scale as Cq ∼ (`/L)Dq in the limit `/L→ 0, exhibiting multifractal statistics. All
these known features can be straightforwardly extended and implemented in the current correlation-based framework; the ‘hard’
surface of boxes {Bi} are now ‘softened’ or ‘blurred (like clouds)’ due to the existence of κ(ρij), where ρij may be introduced by
e.g. an external potential energy influencing the wavefunction.
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Appendices and Supplementary Materials
A.1 Definitions and Conventions
Some definitions and conventions adopted in the main text are summarised.
♦ Generalised Power Means
The power mean is defined in (1.2) for general weights {wi} put on variables {xi}, i ∈ S = {1, . . . , n}. Special
cases with equal-weights (wi = 1/n) include the arithmetic means, the geometric means, and the harmonic means,
which are obtained as M1, limα→0Mα, and M−1, respectively. In addition, the two extremals limα→+∞Mα
and limα→−∞Mα give the maximum and minimum of {xi}, respectively. These are summarised as follows:
Mα
[{xi}|{ 1n}]i∈S ≡
(∑
i∈S
xi
α
n
)1/α
=

min {xi}i∈S (α→ −∞)
1
/∑
i∈S
n
xi
(α = −1)
n
√∏
i∈S xi (α→ 0)∑
i∈S
xi
n (α = 1)
max {xi}i∈S (α→ +∞)
. (A.1)
An important property of the generalised power mean is that it is a non-decreasing function of its order α, i.e.
Mα ≤Mα′ for α < α′, where the equality holds when all xi are equal.
♦ The q-Deformed Exponentials and Logarithms
The q-exponential function expq(x) and the q-logarithmic function lnq(x) are defined as [48]
expq(x) ≡

[
1 + (1− q)x] 11−q if 1 + (1− q)x > 0 and q 6= 1 ;
exp(x) if q = 1 ;
(A.2)
lnq(x) ≡

x1−q − 1
1− q if x ≥ 0 and q 6= 1 ;
ln(x) if x ≥ 0 and q = 1 ;
(A.3)
respectively. These two functions are related by
expq(lnq(x)) = x . (A.4)
These q-deformed exponential and logarithmic functions are useful in describing Tsallis statistics. For example,
the dissimilarity-based Tsallis entropy given in (1.25) can be rewritten in terms of the q-logarithmic function as
HTq ({pi}, {dij}) =
n∑
i=1
pi lnq
(
n∑
j=1
pjK(dij)
)−1
= −
n∑
i=1
pi ln2−q
(
n∑
j=1
pjK(dij)
)
. (A.5)
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♦ Continuous Forms of Correlation-Based Entropies
The continuous form of the correlation-based Rényi entropy (1.24) and Tsallis entropy (1.25) are given by,
respectively,
HRq [ p, K◦ d ] =
1
1− q ln
[ ∫
dx p(x)
(∫
dy p(y)K(d(x, y))
)q−1]
, (A.6)
HTq [ p, K◦ d ] =
1
1− q
∫
dx p(x)
[(∫
dy p(y)K(d(x, y))
)q−1
− 1
]
. (A.7)
Here p(x) ∈ [0, 1] represents the probability density at point x, which is normalised such that ∫ dx p(x) = 1, and
d(x, y) ∈ [0, 1] represents the dissimilarity between x and y. The Nesting Principle requires the order parameter
to be q = 2 (see Section 2). Then by adopting the kernel function of the form K(x) = 1 − xr, the entropies
(A.6)–(A.7) reduces to, respectively,
HR2 [ p, d ] = − ln
[
1−
∫∫
dxdy p(x)p(y)d(x, y)r
]
, (A.8)
HT2 [ p, d ] =
∫∫
dxdy p(x)p(y)d(x, y)r . (A.9)
In the contact limit K(d(x, y))→ δ(x−y), where δ(·) is the Dirac delta function, the entropies (A.6)–(A.7) reduce
to the known continuous form of classic Rényi entropy (1.24) and that of Tsallis entropy (1.25), respectively,
HRq [p] =
1
1− q ln
[ ∫
dx p(x)q
]
, (A.10)
HTq [p] =
1
1− q
∫
dx p(x)
[
p(x)q−1 − 1] . (A.11)
In the above expressions, the kernel function can also be expressed in terms of the distance variable ρ(x, y) ∈ [0,∞)
defined as in (1.27), using K(d(x, y)) = κ(ρ(x, y)) = e−(λρ(x,y))
η
. In Section 3 of the main text, the continuous
form of the extended Rényi entropy is utilised to characterise some aspects of nonlinear dynamical systems.
A.2 Classic Diversity Indices
Following the philosophy of Jost [14], Table A1 summarises the relations between Hill numbers and (Havrda-
Charvát-Daróczy-)Tsallis entropy [11–13], Rényi entropy [10,50], (Boltzmann-Gibbs-)Shannon entropies [7–9], as
well as some classic diversity indices including Simpson concentration [15], Gini-Simpson index [14], and Berger-
Parker index [16]. The q-deformed exponential and logarithmic functions used to describe the Tsallis entropy is
as defined in Appendix A.1. See also Appendix A.5 for schematic maps of these indices along with their relation
to the Leinster-Cobbold diversity index [6] and to the one developed in the present paper.
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Table A1: Relations between Hill numbers family and common entropies or diversity indices.
Order Effective numbers Common index
q
( n∑
i=1
(pi)
q
) 1
1−q
=

qD
exp
(
HRq
)
expq
(
HTq
)

Hill numbers : qD
Rényi entropy : HRq = ln qD =
ln
∑n
i=1(pi)
q
1−q
Tsallis entropy : HTq = lnq qD =
∑n
i=1(pi)
q−1
1−q
0 n Category richness : n = 0D
1 exp
(
−
n∑
j=1
pj ln pj
)
= exp(H1) Shannon entropy : H1 = ln 1D = −
n∑
j=1
pj ln pj
2
1∑n
i=1(pi)
2
=

1
IS
1
1−IGS

Simpson concentration : IS =
1
2D =
∑n
i=1(pi)
2
Gini-Simpson index : IGS = 1− 12D = 1−
∑n
i=1(pi)
2
∞ 1max{p1, ..., pn} =
1
IBP
Berger-Parker index : IBP =
1
∞D = max{p1, . . . , pn}
A.3 Kernel Dependence of Diversity Profiles
In the main text, the diversity formula with a general kernel function K(x) is provided as in (1.22) and (1.23).
Without any further constraint, the diversity function leave a large degree of freedom to adjust the functional
form of the kernel as long as it is continuously and monotonically decreasing in [0, 1] and satisfies the boundary
conditions K(0) = 1 and K(1) = 0 (see (1.21)). Some simple choices within algebraic functions would include:
K(x) =
(1− xr)α
(1 + xs)β
(A.12)
with real parameters r, s, α > 0 and β ≥ 0. Here possible value of 00 (zero to the zero-th power) is understood
to equal 1 (or, alternatively, one can avoid this situation by restricting the summation to those i or j associated
with nonzero pi). Each set of parameters reflects the observer’s disposition about the importance of between-
category dissimilarities. For example, some observers may not find category dissimilarity so important as long as
the degree of disparity is small enough, say, up to some point dij ∼ d0, but find it rapidly important above the
threshold d0 (like almost stepwise). Others may care much about dissimilarity even if it is very small, giving as
much importance as possible through all range of 0 < dij ≤ 1. These different evaluators’ stances are reflected in
the different behaviours of the kernel function K against dij , which are controlled by the choice of the parameter
set {r, s;α, β}.
In order to have some intuition about how each parameter in (A.12) affects the diversity profile, here we
consider a simple situation with the uniform distribution (pi = 1/n for all i) and a constant dissimilarity (dij = d¯
for all i 6= j), when the diversity no longer depends on the order parameters q. Figure A1 (a), (b), (c), and (d)
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represent the plots of diversity ∆ against d¯ for fixed category richness n = 10, showing the effects of parameters
α, r, β, and s in (A.12) on the diversity profiles, respectively.
Figure A1: Diagrammes (a), (b), (c), and (d) show the separate effect of varying parameter α, r, β, and s on the diversity
∆, respectively, holding other parameters constant in each figure. The thick red curve appearing in each plot represents the
same diversity profile with kernel function K(x) = 1− x.
A.4 Comparison with Other Approaches in the Literature
As a way to formulate a distance- or (dis)similarity-based generalisation of Hill numbers, the following alternative
approaches (and some variants of them) are known in the literature.
One is the diversity measure proposed by Leinster and Cobbold [6]:
qDLC({pi}, {Zij}) =

[∑
i∈S pi(Zp)i
q−1
] 1
1−q
(q 6= 1)
exp
[−∑i∈S pi ln(Zp)i] = ∏i∈S (Zp)i−pi (q = 1) (A.13)
with (Zp)i =
∑
j∈S Zijpj .
Here Zij represents the similarity between the i-th and the j-th categories; Zij = 0 and Zij = 1 correspond to
a completely dissimilar case and an identical case, respectively, and Zii = 1 by definition. In the special case
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with Zij = δij (i.e. the similarity matrix is given by the identity matrix In), the diversity index (A.13) simply
reduces to the family of Hill numbers. Their similarity matrix components can be seen to be related to the
dissimilarity variables dij through e.g. Zij = 1− dij . Note that these (dis)similarity variables are ‘endogenous’,
meaning that they are defined outside the diversity function. Consequently, in the diversity formula (A.13), the
similarities {Zij} (or the dissimilarities {dij}) are necessarily couple to the relative abundances {pi} directly. By
contrast, in the present paper, a universal kernel function that is ‘exogenous’ with respect to {Zij} (or {dij})
plays a crucial role in quantifying the diversity/entropy of a given system. As seen, the theoretical framework
for diversity evaluation is further enhanced and strengthened due to this kernel dependence. In particular, the
resulting diversity function still behaves as Hills numbers even in the presence of general (dis)similarities, if the
kernel function K(dij) = 1− (dij)r in its r → 0 limit is used as the unique lens for capturing (dis)similarities.
Note also that qDLC readily satisfies the principle of the splitting/merging invariance (Condition III; see
Section 1.2). However, it does not generally satisfies the Nesting Principle except the q = 2 case. Nor can it be
applied to an arbitrary level of nesting structures; it is valid only when all the categories present are defined at
the most elementary level (without any ‘internal structure’), i.e. ∆i = 1 and dii = 0 for all i.
Alternative approach to distance-based generalisation of Hill numbers is suggested by Chiu and Chao [24].
Their proposed ‘functional Hill number of order q’ takes the form:
qDCC({pi}, {dij}) =

[∑
i,j∈S(pipj)
q · dijQ
] 1
2(1−q)
(q 6= 1)
exp
[
−12
∑
i,j∈S pipj ln(pipj) ·
dij
Q
] 1
2(1−q)
(q = 1)
(A.14)
with Q =
∑
i,j∈S pipjdij ,
where {dij} are essentially the same as the dissimilarity variables used in the present paper. It is easily seen
that qDCC diverges whenever any one of pi approaches to one. For example, in the simplest n = 2 case, (A.14)
becomes
qDCC(p1, p2, d12) =
(
2(p1p2)
qd12
Q
) 1
2(1−q)
with Q = 2p1p2d12 , (A.15)
which is simplified to qDCC = (p1p2)−1/2; this diverges at both ends of the interval [0, 1] of pi. Also, their diversity
measure does not satisfy the condition that the diversity is maximised for the uniform distribution pi = 1/n if
the between-category dissimilarity is constant. Again, in the n = 2 case as an illustration, the diversity function
(A.14) takes the minimum—not the maximum—value for the uniform distribution p1 = p2 = 12 . In addition, the
diversity index qDCC does not satisfy the principle of the splitting/merging invariance in general, and hence not
the Nesting Principle, either, as is clear from the particular dependence of the diversity index on each relative
abundance pi.
A.5 Schematic Maps of Diversity Indices
Figure A2 shows some schematic representation of the classic diversity indices as well as the dissimilarity-based
diversity indices discussed in this paper. For all Maps (a)–(f), the vertical and horizontal axes correspond to
the order parameter (q) of the Hill numbers, and the scaling parameter (r) introduced in the present paper,
respectively.
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Figure A2: Schematic maps of various diversity indices.
As summarised in the previous Appendix A.2, each of the classic diversity indices—category richness (n = 0D),
Shannon entropy (H1 = ln 1D), Gini-Simpson index (IGS = 1 − 1/2D), Berger-Parker index (IBP = 1/∞D)—is
located at or corresponds to a specific point on the spectrum of Hill numbers family (qD) indexed by the order
parameter q, as seen in Maps (a) and (b). As discussed in the main text (see Condition II in Section 1.2), the
kernel factor for the Hill numbers family is given by the Kronecker’s delta, K(dij) = δij , which can be thought of
the r → 0 limit of our conventional kernel function Kr(dij) = 1− (dij)r with explicit dependence on the scaling
parameter r. The diversity index developed by Leinster and Cobbold [6] can be mapped to the r = 1 case of the
same kernel function with identification Zij ≡ 1−dij (see (A.13) for the notation). Their diversity function has a
continuous spectrum with respect to the order parameter q ∈ [0,∞), and thus represented as a straight half-line
on the q-r plane, as shown in Map (c). If we allow the scaling parameter r, in addition to the order parameter q,
to take any positive value, thereby controlling the effect of both the endogenous variables {pi} and {dij} on the
quantification of diversity independently and continuously, then the allowed region of diversity function covers
the entire parameter space spanned by [0,∞) × [0,∞), as shown in Map (d). By contrast, Map (e) represents
the allowed region for the nesting-invariant case. As discussed in the main text, the Nesting Principle is satisfied
either when q = 2 is set, or when K(dij) = δij . Note that the latter situation can be achieved (exogenously) by
taking the limit r → 0 of the kernel function Kr(dij) = 1− (dij)r, even in the presence of general (endogenous)
{dij}. Finally, Map (f) represents the most general forms of dissimilarity-based diversity measures, as discussed
in Section 1.2; see the formula (1.22). Here the kernel function is not necessary of the previous conventional form
indexed by r, but can be of any forms as long as it satisfies Conditions I–IV (but for the Nesting Principle). The
depicted ‘depth’ of the parameter space is meant to correspond to other parameters than q and r characterising
the kernel function. Some illustrations on this points is presented in the previous Appendix A.3.
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A.6 Extension to Time-Series Models
In Part I of this paper, our investigation of diversity is restricted in a static case, in which diversity represents
the temporal snapshot diversity. This means that the diversity index solely reflects the ‘spatial’ variation within
the system at a fixed time.31 In some cases, however, an interesting as well as important measure of diversity is
given by the rate at which it changes with time (t). This corresponds to a situation where individual elements can
both move into and out from each ‘category’ as time goes on, while preserving the total number of elements in
the system. Then the rate of change of the diversity/entropy can be seen to quantify the system’s spatiotemporal
(dis)order.
In order to make it concrete, let us consider a discrete-time dynamical system defined on a certain phase
space. Each point in the phase space represents the state of the system at a certain time, and (what has been
referred to as) the ‘dissimilarity’ now corresponds to some distance metric defined on the phase space. Suppose
that the phase space is partitioned into a finite but large number n of disjoint boxes of linear size  ( 1). The
state of the system falls in either of the boxes at each time step under the dynamics. Over sufficiently long time
periods, this feature defines the density of states, pk, for each box Bk (k = 1, . . . , n). Roughly, the density of
states is given by the relative amount of time in which the state is found in the respective box.
Let ∆t denote the time interval between measurements on the state of the system. Then the sequence of
nonempty boxes {Bi0 ,Bi1 , . . . ,Bin−1}, each identified at time t(i`) = t(i0) + `∆t with ` = 0, . . . , n − 1, defines
the ‘coarse-grained’ trajectory of the initial state defined with respect to the particular partition. The labels for
(what have been referred to as) the ‘categories’, {i`}, are now ordered according to the discretised time variable
`. We assume that n is so large (formally requiring that n→∞) that the trajectory effectively fills in the bulk;
i.e. adding more time steps does not change how it looks (in terms of the density of states). We denote such
‘saturated’ trajectory in the n→∞ limit as A = A ({pi`}n−1`=0 | ,∆t). Then, let us consider a collection of m set
of A , denoted as A1, . . . ,Am, among which the only difference lies in which state is labelled as the initial state.
Here, the temporal difference between any two of the m trajectories are given by integers in units of ∆t.
Now, if we only care about the resultant geometry of the collective system (i.e. the densities of the boxes as well
as the spatial distances between the boxes, which play the role of the ‘dissimilarity’ element of diversity), then no
additional information is obtained by varying m. However, if we also take into account the temporal correlation
among the m trajectories, by letting the time intervals (temporal distances) between the trajectories play the
role of another ‘dissimilarity’ element, then an interesting measure of diversity is obtained for each increment of
m. It is the diversity (entropy) change rate mentioned earlier. To see this, first notice that the temporal distance
between any two states observed at t(i`) and at t(j`′) is simply given by τi`j`′ = |t(i`)− t(j`′)| = |`− `′|∆t.
Then compute the effective number of paths defined for the bulk
∏m
k=1Ak in the product phase space, which
generalises the effective number of points defined for a single phase space with the static case. This quantity can
also be thought of as representing the effective (spatiotemporal) bulk volume of A m. This is computed as
(q∆)m = lim
∆t→0
lim
→0
{∑
{i`}
m−1∏
`=0
pi`
[ ∑
{j`′}
m−1∏
`′=0
pj`′ exp
(
−λ
m−1∑
`=0
ρi`,j` −
〈
τi`j`′
〉)]q−1} 11−q
, (A.16)
where ρi`,j` denotes the spatial distance between boxes Bi` and Bj` . The sum
∑
{i`} is the shorthand notation
31 Note that ‘dissimilarity’ can also be viewed as a kind of spatial measure, defined on an arbitrary dimensional dissimilarity space.
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for
∑n
i0=1
· · ·∑nim−1=1, and the same for ∑{j`}. The new feature here is the presence of the term 〈τi`j`′ 〉
representing the average temporal distance defined for A m, which scales as ∝ m∆t for large m; below we denote
the proportional constant by Kq. The corresponding entropy change rate for a single (normalised) trajectory,
defined as ln q∆ divided by ∆t, is computed as, in the large-m limit,
HRq ({pi`}, {ρi`,j`′}) = limm→∞ lim∆t→0 lim→0
1
(1− q)m∆t ×
× ln
{∑
{i`}
m−1∏
`=0
pi`
[ ∑
{j`′}
m−1∏
`′=0
pj`′ exp
(
−λ
m−1∑
`=0
ρi`j`
)]q−1}
+Kq . (A.17)
In the λ→∞ limit, only terms with vanishing spatial distances contribute, which reduces (A.17) to
lim
λ→∞
HRq ({pi`}) = limm→∞ lim∆t→0 lim→0
1
(1− q)m∆t ln
[∑
{i`}
m−1∏
`=0
(
pi`
)q]
+Kq . (A.18)
The above expression implies that Kq represents the generalised order-q correlation entropy. Explicitly, let
pi0,...,im−1 denote the joint probability that the trajectory is in box Bi` at t(i`) = t(i0)+`∆t with ` = 0, . . . ,m−1,
then we can write as ∑
{i`}
m−1∏
`=0
(
pi`
)q
e(1−q)Kqm∆t ≈
∑
i0,...,im−1
(
pi0,...,im−1
)q
. (A.19)
Then it becomes clear that the expression (A.18) gives the so-called dynamical Rényi entropy of order-q [53]32
KRq ({pi0,...,im−1}) = lim
m→∞ lim∆t→0
lim
→0
1
(1− q)m∆t ln
[ ∑
i0,...,im−1
(
pi0,...,im−1
)q]
, (A.20)
which measures the rate at which correlation between the states of the system is ‘lost’ (or ‘gained’, depending
on the convention) in the course of time. The q → 1 limit of (A.20) is known as the Kolmogorov-Sinai entropy
(also known as metric entropy). The expression (A.17) and its q → 1 limit are regarded as, respectively, the
correlation-based extension of dynamical Rényi entropy (A.20) and that of Kolmogorov-Sinai entropy,
KKSq=1({pi`}) = lim
∆t→0
lim
→0
lim
m→∞
−1
m∆t
∑
{i`}
m−1∏
`=0
pi` ln
[∑
{j`}
m−1∏
`=0
pi` exp
(
−λ
m−1∑
`=0
ρi`j`
)]
. (A.21)
Note that, as in the classic case, Kq is zero in an ordered system, a positive constant in a deterministic chaotic
system, and infinite in a random system. Note also that the ‘static’ Rényi entropy of (1.7) and its correlation-
based extension (1.24) correspond to the m = 1 case of (A.18) and (A.17), respectively.
32More precisely, the order-q Rényi entropy is defined as the supremum of (A.20) on all possible partitions.
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A.7 Correlation-Based Fractal Dimension and Entropy
This appendix provides some details on the analyses of the correlation-based fractal dimension and correlation
entropy of the Hénon map discussed in Section 3 of the main text. This dynamical system is governed by the
following set of equations:
xk+1 = 1− axk + yk ,
yk+1 = bxk ,
(A.22)
where xk ≡ x(tk) = x(t0 +k∆t) with ∆t the sampling time interval, and the same for yk. The parameters are set
to be (a, b) = (1, 4, 0.3), as usual. We generated a time-series consisting of n = 10, 000 consecutive observations
of the variable xk, the first 200 of which are shown in Figure A3, and the full map in Figure A4 (a).33
Figure A3: Time-series {xk}200k=1 generated with the Hénon map given by (A.22).
The phase space of the system is reconstructed with the method of time delayed coordinates [37], i.e. m-
dimensional reconstruction vectors Xi ≡
[
x(ti), x(ti+1), . . . , x(ti+m−1)
]ᵀ ∈ Rm; here we set as ∆t = 1. The
analysis was conducted for the consecutive embedding dimensions from m = 1 to m = 30. The example of
reconstructed Hénon chaos for the m = 3 case is shown in Figure A4 (b).
Figure A4: (a) The original Hénon map given by (A.22). (b) The reconstructed Hénon chaos (m = 3 case).
33 All the results of simulations and graphs are produced by Wolfram Mathematica software.
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As discussed in the main text, the information about the correlation dimension and correlation entropy is
encoded in the extended Rényi entropy HRm, whose profile is shown in Figure 6. Figure A5 (a) shows the graph
of D2,m, which is obtained as the ‘derivative’ of discrete data HRm(eσi) with respect to σi. The scaling region
is identified to be σ ∈ [4.0, 4.5], and the reliable (‘well-behaved’) range for embedding dimensions is identified
as m = 8–17, both from the criterion that ∂HRm/∂σ can be regarded as constant (by visual inspection). Figure
A5 (b) depicts the corresponding computational simulation based on the conjectured hypergeometric functional
form of (3.14); the trend of the data is well reproduced.
Figure A5: The graph of D2,m against σ = lnλ for the Hénon map (A.22). The values of embedding dimension are
from m = 1 (bottom curve) to m = 30 (top curve). The scaling region is identified to be σ ∈ [4.0, 4.5], and calculations
are performed based on mean values over embedding dimensions m = 8–17 (coloured dots/lines). (a) Experimental data;
the computed mean value is D∗ = 1.19 ± 0.0081. (b) Computational simulation based on the conjectured functional form
(∂/∂σ)M[D∗2 ;D∗2(1 + e−mK
∗
2 ) ;−eσ] for m = 8–17, where M[u; v;x] is the Kummer’s confluent hypergeometric function,
and D∗2 and K∗2 are those obtained from the experimental data presented in Figures A5 (a) and A7 (a).
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Figure A6 shows the estimated values of the correlation dimension D∗2 against the embedding dimension m.
It is obtained by taking the mean of the slopes of straight lines through the points (σi, HRm(eσi)) in the scaling
region σ ∈ [4.0, 4.5] for each m. Taking its average over the preset range of embedding dimensions for analysis,
m = 8–17, we find that D∗2 ' 1.19± 0.0081.
Figure A6: Estimated values of the correlation dimension D∗2 for the Hénon time-series (A.22). (The bars indicate
estimated standard errors.) The computed mean value over embedding dimensions m = 8–17 is D∗2 = 1.19 ± 0.0081, as
indicated by the dotted line.
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Figure A7 (a) shows the graph of Km(eσi) ≡ HRm+1(eσi) − HRm(eσi) against σi. The same scaling region
σ ∈ [4.0, 4.5] and the range for embedding dimension m = 8–17 (highlighted in colour) as in Figure A5 are used
to estimate the correlation dimension, yielding K∗2 ' 0.315 ± 0.00099. Figure A7 (b) depicts the corresponding
computational simulation based on the conjectured hypergeometric form of function (3.14); again, the trend of
the data is well reproduced.
Figure A7: The graph of K2 against σ = lnλ for the Hénon map (A.22). The values of embedding dimension are from
m = 1 (bottom curve) to m = 30 (top curve). The scaling region is identified to be σ ∈ [4.0, 4.5], and calculations are
performed based on mean values over embedding dimensions m = 8–17 (coloured dots/lines). (a) Experimental data; the
computed mean value is K∗2 = 0.315 ± 0.00099. (b) Computational simulation based on the conjectured functional form
M[D∗2 ;D∗2(1 + e−(m+1)K
∗
2 ) ;−eσ]−M[D∗2 ;D∗2(1 + e−mK
∗
2 ) ;−eσ] for m = 8–17, where M[u; v;x] is the Kummer’s confluent
hypergeometric function, and D∗2 and K∗2 are those obtained from the experimental data presented in Figures A5 (a) and
A7 (a).
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