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We introduce a method by which a generative model learning the joint distribution between
actions and future states can be used to automatically infer a control scheme for any desired reward
function, which may be altered on the fly without retraining the model. In this method, the problem
of action selection is reduced to one of gradient descent on the latent space of the generative model,
with the model itself providing the means of evaluating outcomes and finding the gradient, much like
how the reward network in Deep Q-Networks (DQN) provides gradient information for the action
generator. Unlike DQN or Actor-Critic, which are conditional models for a specific reward, using
a generative model of the full joint distribution permits the reward to be changed on the fly. In
addition, the generated futures can be inspected to gain insight in to what the network ’thinks’ will
happen, and to what went wrong when the outcomes deviate from prediction.
INTRODUCTION
In standard reinforcement learning, control policies
are usually optimized to maximize expected future
rewards[1], and the learning of the structure in the en-
vironment is grounded to pre-defined goals or rewards.
However, in a complex environment, rewards are often
sparse and delayed, and even what constitutes as a re-
ward remains unclear until a specific task is given. Fur-
thermore, for the embedded agent, the environment’s
reaction to the agent’s actions is a black box process,
and the gradient information for control policy needs to
be obtained indirectly from feedback on success or fail-
ure. Previous studies have addressed this issue by us-
ing a known model for the environment[2, 3], through
sampling[4, 5], or by methods which learn to predict
the reward which will follow from a given action or
policy[6, 7]. Alternately, given examples of correct be-
havior from an expert, a model can be made which sim-
ply tries to predict what the expert would do in that
situation[8].
Most model-learning methods focus on predictive
models[9–12]: given that some state occurred, and
some action was taken, predict what reward resulted
(p(reward|action, state)). Action-conditional prediction
models [10, 11] learning to predict future images condi-
tioned on actions amounts to learning a model of the dy-
namics of the agent-environment interaction, an essential
component of model-based approaches to reinforcement
learning.
This paper proposes an alternative approach in which
control policies are not directly learned through rewards
or for specific goals, but are derived on the fly from gener-
ative models of the joint distribution between future state
and action that an agent has learned through interactions
with the environment. Once an agent has acquired a gen-
erative model of possible future action-state trajectories,
it can generate counterfactual futures to evaluate accessi-
ble future outcomes to plan action sequences in any task.
That is to say, the generative model of future state and
action p(future, action|state) can be used for creating
a control policy for any desired statistics that the agent
aims to achieve in the future. This property is desirable
when we are interested in implementing intrinsic motiva-
tion [13] to minimize the entropy of hidden states in the
model [14], which has been conceived as a possible way to
formulate saliency in visual search [15] and to encourage
sampling from space where information gain is expected
to be high.
In contrast to the action-conditional prediction mod-
els, we expect that our approach lead to a more gen-
eral result. This is because one may obtain all of the
component conditional distributions given the joint dis-
tribution, but not vice versa. In other words, the joint
distribution p(x, y) can be used without modification to
generate conditional probabilities over any combination
of the variables, which allows evaluation of both p(x|y)
and p(y|x). The generative model can imagine counter-
factual sequences of events that are internally consistent
(samples from p(action, future|state)), evaluate any de-
sired reward function on that imagined future, and then
choose to follow the action sequence with the best antic-
ipated reward. Because the model generates rich future
information, the reward function is separated from learn-
ing the model (at least, to the extent that the data set
covers that portion of the state space), meaning that the
reward function can be changed on the fly without addi-
tional training. As such, the model learns the affordances
of its environment and can then exploit those as necessary
(via sampling or search), rather than learning a method
for solving a specific task. Inverse reinforcement learning
results demonstrate that the conditional statistics of an
expert’s behaviors are sufficient to reconstruct successful
policies [16], suggesting that perhaps a generative model
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2connecting behavior and outcome rather than behavior
and state might itself contain sufficient information to se-
lect good actions even in the absence of expert examples.
Furthermore, it is easier to build reward functions
which include uncertainty estimates as part of the re-
ward if one is starting from the joint distribution, rather
than sampling individual runs. These analyses suggest
that unlike the action-conditional prediction models, the
joint generative models assure that action sequences are
consistent with state sequence. Additionally, action and
state sequences are forced to be more plausible as higher
order correlations are directly captured in the joint dis-
tribution.
In this paper, we explore the idea that learning a gen-
erative model of action and state, not directly trained to
solve a particular task, can be used for inducing control
policies for ad hoc goals. To demonstrate this concept,
we aimed to show that 1) generative controllers are capa-
ble of controlling tasks and 2) that generative models can
produce control policies for novel tasks, and thus showing
the property of generalization.
ARCHITECTURAL CONSIDERATIONS
We motivate our choice of model architecture by calling
upon the notion of counterfactual reasoning, with an at-
tempt to disentangle recognition of action opportunities
from implementation of a specific behavioral programme.
Action opportunities can be taken as latent attributes
of perceptual cue if only the nature of embedded actor
is specified. The term ”opportunity” here appeals to
the notion that the perceptual cue portends accessibil-
ity of plausible sensory consequence under action, with
the action being purely fictive. This implies a model
latent space that jointly represents action-outcome cohe-
sion. Namely, a model that learns to predict the joint
density p({a, s}|s1) of fictive action-state pairs {a, s} =
{a2, s2, a3, . . . , an, sn} given initial state s1. The training
set may come from an unbiased sampling process or from
an expert, but the learning algorithm will not be tailored
to maximize any score function nonetheless. A model of
the sort thus entails some latent distribution z ∼ q(z) en-
coding actions and sensory consequences, that one may
perform inference (or search) on the latent space to sat-
isfy some external enabler (e.g., a reward or goal function,
g) using gradient descent, ∇z〈g(sn)〉q.
A natural choice of model architecture that encodes
joint probability is one of generative models.There are
a number of techniques to learn generative models. We
note several major categories, including variational auto-
encoders [17], generative adversarial networks [18] and, in
particular, a hybrid approach [19] of our own inspired by
recent results that Monte Carlo sampling over the auto-
encoder latent space improves the fidelity of the distri-
bution [20], and by work on the correspondence between
recurrent neural networks and conditional random fields
[21]. Our hybrid approach replaces the Monte Carlo sam-
pling procedure on a standard variational auto-encoder
with instead training a recurrent auto-encoder end-to-
end. The recurrent connections simulate the effects of
Monte Carlo sampling, but maintain the ability to prop-
agate gradients across the sampling procedure. As a
result, the network learns a fixed-point structure corre-
sponding to the data distribution.
The question then is, how to practically extract this
information? Sampling future states until finding a good
one is expensive, but depending on the generative model,
a more sophisticated form of search may be possible.
Many methods for learning generative models work by
specifying some latent space with a known distribution,
and then learning a transform from that latent space
into the data space. This means that different futures
are parameterized by coordinates in a potentially low-
dimensional, structured space, connected to the data
space by a known, differentiable function. As such, gra-
dient descent over the latent space may be an efficient
replacement for sampling or search processes. Several
methods have been proposed to influence the structure
of the latent space and its correspondence to known fac-
tors about the data [22, 23], which means it may even be
possible to learn a generative model in such a way that
certain desired properties of the solution can be directly
specified. For example, in controlling the motion of a
robot arm, one could tie some of the latent variables to
the future position of the robot arm, and thereby be able
to directly specify that position by imposing a prior on
the latent space, without needing any search or gradient
descent at all. This marks the departure from standard
reinforcement learning in which action-outcome contin-
gency is framed by reward specification.
EXPERIMENTS
We apply the idea of deriving control policies from a
generative model in the context of the cartpole balancing
task (AI Gym environments ‘Cartpole-v0’ and ‘Cartpole-
v1’) [24]. This task involves balancing a pole on a fric-
tionless cart, which can move left and right. There are
four continuous sensor inputs (the horizontal position
and velocity of the cart, as well as the angle and angu-
lar velocity of the pole) and one discrete action output,
which accelerates the cart with a fixed force to either the
left or the right. A PID controller provided a lineariza-
tion of the pole’s dynamics around the unstable fixed
point can directly solve the balancing task [25], but other
methods require some amount of training time to learn a
model or action policy enabling the pole to be balanced.
We note that this is not a representative use-case for deep
neural controllers, but rather we focus on this task due
to its computational simplicity allowing us to survey a
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FIG. 1. Recurrent auto-encoder architecture for generating
future (action, state) sequences.
greater range of parameters and architectures in order
to better understand and quantify the characteristics of
generative models as controllers.
Model Architecture
In our case, we will use a recurrent auto-encoder (e.g.,
http://www.araya.org/archives/1306) to learn a gen-
erative model of the next NF states and actions condi-
tioned on the current state. We also attempted a similar
setup as a GAN [18], but ultimately we encountered sta-
bility problems with the GAN that prevented the model
from eventually converging to a successful action policy.
We use a network with three hidden layers of size NH
in the encoder, a latent space of size NL to which Gaus-
sian noise with standard deviation σ is added, and three
hidden layers of size NH to decode back to the future (ac-
tion, state) sequence. Conditioning on the current state
is performed at the input to the decoder (that is, the
same point in the latent space can be decoded differently
depending on the current context). A schematic of this
architecture is shown in Fig. 1.
During the task, we start with a random latent space
vector and perform n gradient descent steps to optimize
the target reward function. We return the future (action,
state) sequence, as well as the new latent space vector.
This latent space vector is retained and used as the start-
ing point for additional gradient descent steps whenever
the policy is updated (which we do every other frame).
We find this saves us about a factor of 10 in computa-
tion time compared to needing to gradient descend from
Parameter Value Description
NF 16 # of future steps to generate
NL 2 Latent space dimension
NH 256 # of hidden units
σ 0.2 Noise added to latents
Nr 7 # of recurrent steps
r 10−4 Learning rate
Nt 400 # of training steps per cycle
Ne 5 # of episodes per cycle
γx 1.2 Reward weight of x position
γv 1.8 Reward weight of x velocity
γθ 3.0 Reward weight of pole angle
γω 0.8 Reward weight of ω
Ng 100 # of gradient descent steps
α 0.05 Gradient descent step size
β 0.001 Latent space L2 norm
TABLE I. Hyperparameters for the cartpole generative con-
troller.
scratch every frame. In addition to the reward function,
we add an L2 regularization to the gradient descent en-
couraging the latent vector to have a small magnitude —
this helps constrain the gradient descent to more ‘realis-
tic’ solutions. The full gradient descent step for a reward
function Q is:
∆Z = α
∂ZQ
||∂ZQ||1 − βZ
with α = 0.05 and β = 0.001. We perform 100 such
steps at each update.
Sensor values as returned by the cartpole task have
very different scales between position and velocity sen-
sors, and so we multiply both the x and θ sensors by a
factor of 10 in their encoding order to make these more
comparable. The actions are encoded to the network as
either −1 or +1. The network’s output, however, is not
constrained to these values. In order to convert the net-
work output into a can be anywhere in between these
extreme values, we interpret the output a as a proba-
bility p> = (a + 1)/2 of going to the right, and sample
actions from that distribution.
Training directly
First, we examine the behavior of the generative con-
troller when being trained on data from its own attempts
to solve a fixed task (balancing the pole). We accumulate
data 5 episodes at a time, then perform 400 training steps
before generating the next 5 episodes. Each training step
consists of a batch of 1000 example sequences chosen ran-
domly from a complete memory of all previous episodes.
4First the episode number is sampled uniformly, then the
starting position within the episode is sampled uniformly,
so this is not biased towards longer episodes. The net-
work is trained using Adam [26] with a learning rate of
10−4 and β1 = 0.5. L1 regularization on the weights is
added to the loss, with a scale of 5× 10−4.
The reward function for Cartpole-v1 is simply the
number of steps that the pole remains within a certain
angle of the vertical, and does not move more than a
certain amount horizontally from its initial position. For
our generative controller, we need to express this reward
(or something related to it) in terms of a differentiable
function of the future projected state. Since this is eval-
uated at a specific point in time, we could end up with
problems such as ‘the pole is in the right position, but
moving very fast’ if we were just to use the angle from
the vertical. So we construct a reward function which
encourages the pole to be near its starting position, near
the vertical, and also not moving or rotating:
Q = γx|x− x0|+ γvv2 + γθ(θ − θ0)2 + γωω2
We were able to find a set of hyperparameters for which
the generative controller can rapidly learn to balance the
pole. These values are show in table I. For these values,
in the best cases the model can learn to balance the pole
for 500 steps after an average of 32 episodes of training.
Furthermore, if trained against a longer balance time of
3000 steps, we found that the model trained to balance
the pole in place was able to handle alternate reward
functions such as a case in which x0 varied sinusoidally
with time. A few example training curves, along with
the distribution of times until the model achieves its first
perfect score are shown in Fig. 2.
In terms of hyperparameters, although there are quite
a few, in practice we found that one hyperparameter in
particular was essential for obtaining a working controller
- the size of the latent space NL. If NL is too large, the
model never became able to balance the pole significantly.
We suspect this is because when NL becomes large, there
are more directions in the latent space that the gradient
descent procedure can exploit to force a rewarding (but
unrealistic) future prediction.
Other hyperparameters primarily influenced the stabil-
ity of learning once a solution was obtained and the time
until obtaining a working solution. To quantify the sen-
sitivity of training to hyperparameters, we measure the
average reward during the first 125 episodes of training
(Fig. 3).
Comparison to benchmarks: A survey of AI
Gym’s leaderboard for Cartpole-v0 and Cartpole-v1 at
the time of writing suggest a range of non-zero training
times between 66 epochs (https://gym.openai.com/
evaluations/eval_TJ422PAGRzu0XWZWiVS62A, with the
first 200 being at 15 episodes) and around 4000 episodes,
although not all of these entries are documented in detail.
FIG. 2. Top: Average training curve over 245 runs (line) and
distribution (points). Maximum possible reward is 500. Bot-
tom: Distribution of when the model first achieves a reward
of 500. The average (over models which succeed during the
125 episode interval) is 32 episodes. 10% of runs fail to solve
the task within 125 episodes.
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FIG. 3. Effects of varying select hyperparameters. Results
are relatively insensitive to most hyperparameters, except for
choice of latent space dimension NL which appears crucial.
The fastest documented algorithm at time of writing
was (https://gym.openai.com/evaluations/eval_
MdnEPJpuRsamyDxKFZLjA), which solves Cartpole-v1 in
67 episodes and has a first-success around 35 episodes us-
ing the method of (https://webdocs.cs.ualberta.ca/
~sutton/papers/barto-sutton-anderson-83.pdf).
Deeper models such as DQN [27] appear to need more
episodes before they can complete the task (for ex-
5ample, https://gym.openai.com/evaluations/eval_
ODj0t6gLRli1ig9GU3uVXQ appears to be a DQN agent
which has first-success at 196 episodes but requires 867
episodes to train to stability; https://jaromiru.com/
2016/10/21/lets-make-a-dqn-full-dqn/ reports on
tuning a DQN to solve Cartpole and seems to solve the
task in around 500 episodes).
Task Transfer
We examine the ability of this system to indirectly
learn control policies for tasks which it has not directly
trained on. To do this, we first train a controller on bal-
ancing the pole at the x = 0 position for 125 episodes,
and then impose a time-varying reward function with a
target position x(t) = A sin(2pit/T ). Additionally, be-
cause we want to check if the agent can consistently fol-
low the target for an extended period, we increase the
length of each trial to 5000 steps.
We find that at worst, the agent can almost always
maintain the pole in a balanced position for the same
500 steps as in the previous task despite trying to follow
the varying x target (although after that it often falls).
For a certain range of amplitudes and periods, the agent
can successfully both follow the moving target and main-
tain balance for multiple periods of oscillation (Fig. 4).
Example trajectories from two successful cases and one
failed case are shown in (Fig. 5). For sufficiently short
periods (T < 250) we find that the agent begins to be
unable to follow the target position; as a result, the hold
time increases but the actual performance on the imposed
reward function degrades.
A video of the cartpole under this controller with a
variable reward function is available at https://youtu.
be/hmkC0z8SQ08.
CONCLUSIONS
We presented an counterfactual control algorithm that
can induce control policies for free using counterfactual
predictions of the joint action and state sequences in the
future. Our algorithm explores the latent space of a re-
current variational autoencoder to find a suitable action
sequence that is expected to lead to a desired final state.
This approach allows flexible changes of goals or rewards
on the fly. Our experiments show that control policies
induced by a generative model are indeed capable of per-
forming a task. Furthermore, our results indicate that
counterfactual predictions into the future can be used to
produce control policies to a novel task by showing the
agent can follow a continuously shifting target position
despite the fact that it was never directly trained on the
task.
FIG. 4. Average hold times over 20 trials for an agent trained
to balance a stationary pole and asked to follow a varying x
position target. The black line indicates the region in which
the agent on average could follow the target and balance the
pole for more than one period of oscillation.
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FIG. 5. Example trajectories of the cart under different
reward functions than the training case. The red curve is the
target position, and the blue curve is the actual trajectory
followed by the cart.
Source code for these experiments is avail-
able at https://github.com/arayabrain/
GenerativeControl.
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