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Capítulo 1
Preliminares
1.1. Resumen
En el presente estudio se propone una metodología basada en el análisis tiempo-frecuencia, y ex-
tracción de características dinámicas (características que varían a lo largo del tiempo), las cuales
permiten representar correctamente señales no estacionarias y variantes en el tiempo, para la tarea de
reconocimiento de patrones. De esta forma, se implementan representaciones tiempo-frecuencia de
la clase de Cohen y la clase afín, y posteriormente se estiman variables o características dinámicas a
partir de estas representaciones: energía, frecuencia instantánea, ancho de banda, vectores singulares,
centroides espectrales y coeficientes espectrales. Luego, se aplica una medida de relevancia, con el
fin de identificar cuales son las características con las cuales se puede obtener un mejor desempeño
de clasificación. Finalmente, se emplea análisis de componentes principales para extraer caracterís-
ticas puntuales a partir de las variables dinámicas, y a continuación se utilizan tres diferentes tipos
de clasificadores: k vecinos más cercanos, mezclas de gaussianas y redes neuronales, con los cuales
se evalúa el rendimiento de cada conjunto de características. Los algoritmos y los métodos se validan
con tres tipos de bioseñales para la detección de patologías: señales fonocardiográficas, de variabilidad
del ritmo cardíaco y de voz. El rendimiento máximo de clasificación que se obtiene para estas seña-
les es de 97,80%, 90,22% y 94,63%, respectivamente. Estos resultados indican que la metodología
desarrollada es efectiva y viable para la caracterización e identificación de patologías en bioseñales.
1.2. Introducción
Las distribuciones tiempo-frecuencia proporcionan un método adecuado para el análisis de seña-
les no estacionarias. Mediante esta técnica, la energía de la señal de entrada se mapea en un espacio
de dos dimensiones, tiempo y frecuencia; brindando una perspectiva mejorada de las características
temporales y espectrales de la señal. En el análisis de datos biomédicos, como fonocardiogramas,
electrocardiogramas y señales de voz, los métodos tiempo-frecuencia son especialmente útiles, pues-
to que los datos se producen con sistemas biológicos altamente complejos, no estacionarios, y no
lineales [2]. Sin los modelos precisos que describan estos sistemas, la aplicación de métodos clásicos
de procesamiento de señales paramétricos y no paramétricos, basados en presunciones de estaciona-
riedad, pueden fallar a la hora de producir resultados satisfactorios.
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El objetivo básico del análisis tiempo-frecuencia es determinar la concentración de energía de la
señal a lo largo del eje de frecuencia para un instante de tiempo dado, es decir, buscar la represen-
tación conjunta de la señal [3]. En un caso ideal, la transformada tiempo-frecuencia debe proveer
información directa acerca de las componentes de frecuencia que ocurren para cualquier tiempo dado,
combinando la información local del espectro instantáneo con la información global del comporta-
miento temporal de la señal [4]. Así, este tipo de análisis es de gran interés cuando el modelo de la
señal no está disponible, como en el caso de las bioseñales, en las cuales el modelo es muy complejo y
difícil de identificar. En consecuencia, el análisis simultáneo de la señal en el dominio del tiempo y la
frecuencia se ha probado como una aproximación clave para la correcta extracción de características
y clasificación de señales con diferentes propiedades en numerosas aplicaciones [5].
Una vez se tiene una distribución tiempo-frecuencia que represente adecuadamente el comporta-
miento espectral de la señal a lo largo del tiempo, se debe solucionar otro problema significativo
cuando se trabaja con este tipo de análisis. Este problema se relaciona con la gran cantidad de datos
que se obtiene a partir de la distribución tiempo-frecuencia, los cuales son inútiles para ser usados
en cualquier tipo de clasificador, si no se realiza algún tipo de procesamiento de reducción de di-
mensión, pues contienen mucha información que puede no ser importante para identificar diferencias
entre los tipos de señales que se quieren separar [6]. Por consiguiente, se deben buscar métodos pa-
ra obtener información más concentrada de la señal y así enfocar el análisis en regiones específicas
de la representación. Es posible obtener características puntuales a partir de las representaciones en
dos dimensiones, sin embargo, se puede perder mucha información importante cuando se lleva una
representación tiempo-frecuencia con una gran cantidad de datos, a un solo punto en el espacio de
características; por este motivo, se decide extraer variables dinámicas, las cuales contienen menos
datos que la distribución tiempo-frecuencia, pero tienen información suficiente para ser analizada por
métodos de extracción de características dinámicas, y posterior clasificación mediante clasificadores
no paramétricos, modelos de mezclas de gaussianas y redes neuronales.
En este trabajo se presentará una metodología de análisis de bioseñales, a través de representacio-
nes tiempo-frecuencia correctamente optimizadas según los requerimientos de resolución y supresión
de términos cruzados dependiendo de la señal que se esté analizando. A partir de las distribucio-
nes tiempo-frecuencia, se generarán variables dinámicas con la información más representativa para
determinada característica de la señal. Finalmente, con el fin de obtener resultados de clasificación
aceptables, se utilizarán técnicas de caracterización dinámica y de clasificación no lineal, las cua-
les pueden ser aplicadas adecuadamente a las variables generadas a partir de las representaciones
tiempo-frecuencia implementadas. Para examinar el comportamiento de los métodos desarrollados
ante diferentes tipos de dinámica, se realizarán pruebas sobre un conjunto diverso de bioseñales: fo-
nocardiográficas, electrocardiográficas (variabilidad del ritmo cardíaco) y de voz.
1.3. Justificación
El análisis de Fourier estándar permite la descomposición de una señal en componentes individua-
les de frecuencia, y establece la intensidad relativa de cada uno de éstos. El espectro de energía, sin
embargo, no dice cuándo ocurren tales frecuencias. Por tanto, es útil realizar un análisis usando venta-
nas cortas en el tiempo, con el fin de estudiar el contenido de frecuencia en cada una de estas ventanas,
y así obtener una representación de la variación espectral a través del tiempo. Esta es la idea básica de
la transformada corta de Fourier, la cual es el método clásico para el estudio de señales variantes en
el tiempo. Sin embargo, existen señales cuyo contenido espectral cambia tan rápidamente que es muy
1.4. Planteamiento del problema 3
difícil encontrar una ventana apropiada en el tiempo, puesto que puede no haber un intervalo para el
cual la señal sea mas o menos estacionaria. Además, al reducir la ventana en el tiempo para localizar
eventos, se reduce la resolución en frecuencia. Así, hay un compromiso inherente entre la resolución
en tiempo y en frecuencia [7].
Cuando se busca una correcta representación de señales no estacionarias usando transformadas
tiempo-frecuencia, el primer problema a resolver es el de encontrar una función conjunta de tiempo y
frecuencia, una distribución, que describa la densidad de energía o intensidad de una señal en tiempo
y frecuencia simultáneamente. En el caso ideal, esta distribución conjunta se debe usar y manipular
de la misma forma que cualquier función de densidad de probabilidad de dos variables. Si se tiene
tal distribución, se puede inferir que fracción de la energía se encuentra en cierta frecuencia y en un
rango de tiempo. Además, es posible calcular la distribución de frecuencia para un instante particular,
y también se pueden calcular los momentos globales y locales de la distribución, como la frecuencia
media y su dispersión local, entre otros.
Existe una gran cantidad de técnicas para hallar representaciones espectrales y distribuciones tiempo-
frecuencia; sin embargo, es posible clasificarlas en dos categorías mayores: estimación paramétrica
y no paramétrica. Los métodos paramétricos requieren un modelo previo de la señal, el cual muchas
veces no se tiene a disposición, y en general, es difícil de obtener en las bioseñales debido a su na-
turaleza. Por este motivo, se elige realizar un análisis no paramétrico, que se puede aplicar de forma
más flexible a bioseñales puesto que no es necesario asumir un modelo de la señal.
1.4. Planteamiento del problema
Debido a la naturaleza no estacionaria y multicomponente de las señales biomédicas, el uso del
análisis tiempo-frecuencia es elemental para el procesamiento de este tipo de señales. Existe una gran
variedad de distribuciones tiempo-frecuencia, con diferentes propiedades, ventajas y desventajas. Por
este motivo, la correcta elección de la distribución que pueda revelar la estructura multicomponente
exacta de las señales biológicas es vital en muchas aplicaciones, incluyendo el diagnóstico de anor-
malidades médicas [8].
El objetivo principal de muchos sistemas que usan análisis tiempo-frecuencia o tiempo-escala, es
obtener la mejor representación posible para la subsiguiente detección automática o clasificación de
las señales. Desafortunadamente, muchas de las técnicas de alta resolución en tiempo-frecuencia pro-
ducen un alto grado de detalle en todas las regiones del plano, lo cual es muchas veces innecesario,
pues la información de la señal no se encuentra distribuida en todo el plano, sino que se concentra
en determinadas regiones en donde se debe enfocar el análisis. Como consecuencia de la gran canti-
dad de datos contenidos en este tipo de representaciones, se puede inhibir la integración efectiva con
clasificadores supervisados, como clasificadores no paramétricos, modelos de mezclas de gaussianas,
o redes neuronales, debido a que la señal a ser clasificada se sobreparametriza con la representación
tiempo-frecuencia y por eso el modelo puede quedar severamente subentrenado. Este problema se
presenta en técnicas más avanzadas, como las representaciones Wigner-Ville, Choi-Williams, cone-
kernel, Bessel, wavelet, entre otras y también en las más convencionales, como en la transformada de
Fourier de tiempo corto. Una forma evidente para reducir este problema es remuestrear la representa-
ción en tiempo y en frecuencia, sin embargo, esta operación puede remover el detalle que se obtiene
al utilizar una representación más compleja. Como una alternativa, se puede hacer una búsqueda para
preservar solamente el detalle de alta resolución estrictamente necesario (por ejemplo en las zonas
de alta concentración de energía de la señal), mientras que las áreas menos prominentes en tiempo
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y frecuencia no se tienen en cuenta con tanto detalle; esto es, cuantizar la representación de forma
dependiente de la señal o aplicación [6].
Actualmente se usan muchas distribuciones tiempo-frecuencia, y la clase más significativa de dis-
tribuciones es conocida como la clase cuadrática o de Cohen. Sin embargo, las distribuciones tiempo-
frecuencia cuadráticas sufren la presencia de términos cruzados cuando se utilizan para analizar seña-
les multicomponente. Los términos cruzados son concentraciones ficticias de energía, resultantes de la
naturaleza cuadrática de las transformadas, lo cual puede oscurecer las características de interés reales
de la señal. Por otro lado, la resolución tiempo-frecuencia es otra característica significativa que varía
dependiendo de la distribución que se analice. En algunas aplicaciones (por ejemplo, análisis de biose-
ñales), se pueden tener múltiples componentes con una estrecha separación en tiempo, en frecuencia
o en ambas; en este caso, muchas representaciones fallan al revelar la estructura verdadera, puesto
que se pueden sobreponer varios componentes debido a baja resolución. Se han hecho esfuerzos con-
siderables para definir distribuciones que reduzcan el efecto de los términos cruzados, y al tiempo
mejoren la resolución en tiempo-frecuencia. Sin embargo, siempre debe existir un compromiso de
resolución generado por el principio de incertidumbre. Así, las representaciones tiempo-frecuencia
tienen un desempeño diferente dependiendo de la señal que se esté analizando, y por este motivo, la
elección de la distribución adecuada debe ser dependiente de la aplicación [8].
1.5. Objetivos
1.5.1. Objetivo general
Desarrollar una metodología para la caracterización de variables dinámicas extraídas a partir de re-
presentaciones tiempo-frecuencia y estimadas mediante métodos no paramétricos, a fin de establecer
la información relevante para la detección de patologías en bioseñales (fonocardiografía, electrocar-
diografía y voz).
1.5.2. Objetivos específicos
1. Hallar la representación espectral de bioseñales a través de la implementación de distribuciones
tiempo-frecuencia cuadráticas pertenecientes a la clase de Cohen y transformada wavelet.
2. Generar características que contengan información de la dinámica de la señal a partir de su
representación espectral, utilizando diversas medidas como energía instantánea de la señal, fre-
cuencia instantánea, ancho de banda equivalente, descomposición en vectores singulares, cen-
troides espectrales y coeficientes cepstrales.
3. Analizar las variables dinámicas estimadas, aplicando análisis dinámico y no lineal, con el fin de
extraer características relevantes de cada una de ellas, y que puedan servir para la clasificación
de bioseñales normales y patológicas usando clasificadores no paramétricos (k- vecinos más
cercanos), paramétricos (modelos de mezclas gaussianas) y no lineales (redes neuronales).
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Las señales proporcionan información para representar medidas de sistemas en el mundo real, por
ejemplo, ondas sísmicas, vibraciones de motores, parámetros atmosféricos o bioseñales, además, es
posible encontrar aplicaciones para el monitoreo de la actividad eléctrica y mecánica del corazón,
ondas cerebrales, sonidos emitidos por la voz, entre otras. Para una aplicación práctica, una señal
se puede procesar de diferentes formas con el fin de extraer información específica la cual no pue-
de ser obtenida fácilmente en el dominio del tiempo. El procesamiento de estas señales da origen a
muchas aplicaciones, incluyendo: análisis, síntesis, filtrado, caracterización o modelado, modulación,
detección, estimación, clasificación, supresión, ecualización, codificación y sincronización. Una he-
rramienta clásica para desarrollar este procesamiento es la transformada de Fourier, la cual se usa
ampliamente para extraer información de frecuencia a partir de la señal en el dominio del tiempo. Sin
embargo, aunque su uso es exitoso en un gran rango de aplicaciones, la teoría de Fourier a menudo
presenta limitaciones intrínsecas que dependen de la señal a ser procesada [8, 7, 9].
El procesamiento y análisis tiempo-frecuencia se aplica a señales con contenido en frecuencia va-
riante en el tiempo. Estas señales se pueden representar adecuadamente mediante una distribución
tiempo-frecuencia (TFD-Time-Frequency Distribution), la cual puede mostrar la forma en la cual se
distribuye la energía de la señal en el espacio bidimensional tiempo-frecuencia. Así, en el procesa-
miento de la señal, se pueden aprovechar las características producidas por la concentración de la
energía en dos dimensiones (tiempo y frecuencia) en vez de solo una (tiempo o frecuencia) [10].
El concepto de procesamiento en el dominio tiempo-frecuencia se remonta a 1932 cuando Wig-
ner introdujo la distribución Wigner (WD-Wigner Distribution) en el contexto de mecánica cuánti-
ca como una función de la posición y el momento [11]. Esta distribución fue redefinida por Ville
(WVD-Wigner-Ville Distribution) en 1948 en el contexto de señales, como una función de tiempo y
frecuencia [12]. Por otro lado, en 1946 se introdujo la representación de señales habladas mediante el
espectrógrafo de sonido [13], esto se relaciona con la transformada en tiempo corto de Fourier (STFT-
Short Time Fourier Transform) (o su magnitud, el espectrograma) puesto que asume que la señal es
estacionaria en una pequeña ventana de tiempo en la cual la transformada de Fourier de segmen-
tos consecutivos en el tiempo proporciona una representación adecuada de la señal. En 1966, Cohen
propuso una clase completa de distribuciones tiempo-frecuencia basadas en la WVD, y enfatiza su im-
portancia en el procesamiento de señales [14]. La WVD y el espectrograma son las representaciones
más utilizadas para el análisis tiempo-frecuencia debido a su simplicidad en teoría e implementación.
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2.1. Propiedades deseables en distribuciones tiempo-frecuencia
Una forma de seleccionar cual es la distribución tiempo-frecuencia más adecuada para determinada
aplicación, es examinar si cumple con ciertas propiedades necesarias para dicha aplicación. Existen
varias categorías de propiedades ideales de las distribuciones tiempo-frecuencia: covarianza, distribu-
ción estadística o de energía, análisis de señales, localización, y productos internos [1, 15, 16].
2.1.1. Propiedades de covarianza
Estas propiedades establecen que ciertas operaciones en la señal, como traslación, dilatación, o
convolución, se deben preservar también en la TFD. Esto es, si la señal se cambia de alguna manera,
entonces su TFD debería cambiar exactamente en la misma forma.
P1: Covarianza al corrimiento en frecuencia
y(t) = x(t)ej2pif0t ⇒ Y (f) = X(f − f0)⇒ Ty(t, f) = Tx(t, f − f0) (2.1)
Esta propiedad establece que si la señal se modula o se corre en frecuencia en una cantidad f0,
entonces la TFD de esta señal se debe correr f0 en frecuencia. Esta propiedad es muy importante
para analizar una gran variedad de señales como voz, música o sonar.
P2: Covarianza al corrimiento en el tiempo
y(t) = x(t− t0)⇒ Ty(t, f) = Tx(t− t0, f) (2.2)
La propiedad P2 dice que cualquier traslación en el tiempo de la señal, se debe preservar en
su TFD. Equivalentemente, P2 establece que una TFD ideal debe ser covariante a cualquier
desplazamiento constante en el retraso de grupo de la señal.
P3: Covarianza a la escala
y(t) =
√
|a|x(at)⇒ Ty(t, f) = Tx
(
at,
f
a
)
(2.3)
La propiedad P3 establece que si el eje de tiempo de la señal se comprime por un factor de
escala a, entonces el eje de tiempo de su TFD se debe comprimir por el mismo factor a, y su
eje de frecuencia de expande por el factor 1/a.
P4: Covarianza al corrimiento hiperbólico en el tiempo
Y (f) = exp
(
−j2pic ln f
fr
)
X(f)⇒ Ty(t, f) = Tx
(
t− c
f
, f
)
(2.4)
Esta propiedad establece que una TFD idealmente debería ser covariante a cambios hiperbóli-
cos en el retraso de grupo de la señal. Si la transformada de Fourier de la señal sufre un cambio
logarítmico en la fase, entonces su retraso de grupo sufrirá un desplazamiento hiperbólico, es
decir τy(f) = τx(f)+ c/f . Así, una TFD ideal de una señal modulada en frecuencia logarítmi-
camente, debe corresponder a la TFD de la señal original, pero con un desplazamiento temporal
dispersivo igual al cambio hiperbólico en el retraso de grupo.
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P5: Covarianza a la convolución
y(t) =
∫ ∞
−∞
h(t− τ)x(τ)dτ ⇒ Ty(t, f) =
∫ ∞
−∞
Th(t− τ, f)Tx(τ, f)dτ (2.5)
Si dos señales se convolucionan en el dominio del tiempo, deben producir el efecto equivalente
a convolucionar sus correspondientes TFDs en el dominio del tiempo.
P6: Covarianza a la modulación
y(t) = h(t)x(t)⇒ Y (f) =
∫ ∞
−∞
H(f − θ)X(θ)dθ
⇒ Ty(t, f) =
∫ ∞
−∞
Th(t, f − θ)Tx(t, θ)dθ (2.6)
Si dos señales se modulan en el tiempo, sus transformadas de Fourier se convolucionan en
frecuencia. De forma similar, la propiedad P6 establece que cuando las transformadas de Fourier
de dos señales se convolucionan en el dominio de la frecuencia, entonces la TFD de la señal
resultante debe ser igual a la convolución en frecuencia de las dos TFDs de las respectivas
señales.
2.1.2. Propiedades de distribución estadística de la densidad de energía
Este conjunto de propiedades se relaciona con la generalización de los conceptos de energía ins-
tantánea de la señal |x(t)|2, y densidad espectral de potencia |X(f)2|, en una función de densidad
de probabilidad, Tx(t, f), la cual idealmente puede proporcionar una medida de la energía local de
la señal o la probabilidad que una señal contenga una componente sinusoidal de frecuencia f0 en un
determinado tiempo t0. Estas propiedades establecen que una distribución de energía de este tipo debe
ser real, no negativa, y tener sus distribuciones marginales iguales a las densidades de energía tem-
porales y espectrales de la señal. Además, la TFD debe preservar la energía, media, varianza y otros
momentos de alto orden de la densidad de energía temporal y espectral de la señal.
P7: Real
Tx(t, f) = T
∗
x (t, f), ∀x(t) (2.7)
Para que una TFD sea real, ésta debe ser igual a su conjugada compleja para todas las señales
P8: Positiva
Tx(t, f) ≥ 0, ∀x(t) (2.8)
Si una TFD se va a interpretar como una distribución bidimensional de energía de la señal,
entonces debe ser no negativa.
P9: Preservación del marginal de tiempo∫ ∞
−∞
Tx(t, f)df = |x(t)|2, ∀x(t) (2.9)
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Para interpretar la TFD como una distribución de energía en dos dimensiones en el plano
tiempo-frecuencia, entonces al integrar la variable de frecuencia, debe dar como resultado la
energía instantánea de la señal en el dominio del tiempo.
P10: Preservación del marginal de frecuencia∫ ∞
−∞
Tx(t, f)dt = |X(f)|2, ∀x(t) (2.10)
Si la TFD es la distribución bidimensional de energía de la señal, entonces al integral el eje de
tiempo debe resultar la función de densidad espectral de energía de la señal, |X(f)|2.
P11: Preservación de la energía∫ ∞
−∞
∫ ∞
−∞
Tx(t, f)dtdf =
∫ ∞
−∞
|x(t)|2dt =
∫ ∞
−∞
|X(f)|2df = Ex (2.11)
Si la TFD es una distribución de la energía de la señal en todo el plano tiempo-frecuencia,
entonces al integrar la TFD se debe obtener la energía total de la señal, Ex.
P12: Preservación de los momentos en tiempo∫ ∞
−∞
∫ ∞
−∞
tnTx(t, f)dtdf =
∫ ∞
−∞
tn|x(t)|2dt (2.12)
Esta propiedad establece que el valor del n-ésimo momento de tiempo de la energía instantánea
de la señal, |x(t)|2, y el n-ésimo momento de tiempo de la TFD, deben ser idénticos.
P13: Preservación de los momentos en frecuencia∫ ∞
−∞
∫ ∞
−∞
fnTx(t, f)dtdf =
∫ ∞
−∞
fn|X(f)|2df (2.13)
El n-ésimo momento de la densidad espectral de potencia, |X(f)|2, y el n-ésimo momento de
frecuencia de la TFD, deben ser idénticos.
2.1.3. Propiedades para el análisis de señales
Estas propiedades surgen de consideraciones necesarias para el procesamiento de señales. Una
TFD debe tener el mismo soporte diferente de cero que la señal bajo análisis, es decir, igual duración
y ancho de banda. Además, para cualquier instante de tiempo t, la frecuencia media debe ser igual a
la frecuencia instantánea de la señal; mientras que el centro de gravedad de la TFD en la dirección del
tiempo debe corresponder al retraso de grupo de la señal.
P14: Soporte finito de tiempo
x(t) = 0 para t 6= (t1, t2)⇒ Tx(t, f) = 0 para t 6= (t1, t2), t1 < t2 (2.14)
Si una señal comienza en el tiempo t1 y termina en t2, entonces una TFD ideal debe comenzar
y terminar al mismo tiempo. Esta propiedad es muy intuitiva si se va a interpretar la TFD
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como una distribución bidimensional de energía. A veces se refiere a P14 como soporte débil
de tiempo, puesto que simplemente garantiza que la TFD tendrá el mismo soporte de tiempo
global que la señal bajo análisis, y no garantiza que la TFD será igual a cero cada vez que la
señal o su espectro son iguales a cero.
P15: Soporte finito de frecuencia
|X(f)| = 0 para f 6= (f1, f2)⇒ Tx(t, f) = 0 para f 6= (f1, f2), f1 < f2 (2.15)
Esta propiedad es dual a la de soporte finito de tiempo explicada anteriormente, y establece que
si la transformada de Fourier de la señal es de banda limitada, entonces su TFD debe tener el
mismo soporte diferente de cero en el dominio de la frecuencia. En este caso, también P15 es
una propiedad de soporte débil en frecuencia, puesto que solamente garantiza que el ancho de
banda global de la TFD se ajusta al espectro de la señal.
P16: Frecuencia instantánea∫∞
−∞ fTx(t, f)df∫∞
−∞ Tx(t, f)df
= fx(t) =
1
2pi
d
dt
arg {x(t)} (2.16)
P16 establece que el primer momento normalizado en frecuencia de la TFD, debe ser igual a
la frecuencia instantánea de la señal. Así, esta propiedad dice que el valor medio de la TFD
o el centro de gravedad en la dirección de la frecuencia, debe corresponder a la frecuencia
instantánea de la señal.
P17: Retraso de grupo∫∞
−∞ tTx(t, f)df∫∞
−∞ Tx(t, f)dt
= − 1
2pi
d
df
arg {X(f)} (2.17)
Esta propiedad es dual a P16 y establece que el valor medio normalizado de la TFD, o centro
de gravedad en la dirección del tiempo, debe ser igual al retraso de grupo de la señal.
P18: Transformada de Fourier
y(t) = X(t)⇒ Y (f) = x(−f)⇒ Ty(t, f) = Tx(−f, t) (2.18)
Esta propiedad es equivalente a la propiedad de dualidad de la transformada de Fourier, la
cual establece el comportamiento de la trasformada de Fourier, si el dominio del tiempo y la
frecuencia de la señal x(t) se intercambian. Si y(t) es igual a la transformada de Fourier de
x(t), es decir, y(t) = X(t), entonces la transformada de Fourier de y(t) es igual a x(t), pero
con su argumento reemplazado por t = −f , es decir, Y (f) = x(−f). P18 establece que la TFD
de la señal dual y(t) = X(t) debe ser similar, con el tiempo y la frecuencia intercambiados, y
con la variable de frecuencia negada.
2.1.4. Propiedades de localización de la señal
Este conjunto de propiedades se refieren a la localización ideal que debería tener la TFD y sus
capacidades de alta resolución. Estas propiedades establecen que si una señal está perfectamente con-
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centrada en tiempo o frecuencia, entonces su TFD también debe ser perfectamente concentrada en el
mismo tiempo o frecuencia, respectivamente.
P19: Localización en frecuencia
X(f) = δ(f − f0)⇒ Tx(t, f) = δ(f − f0) (2.19)
donde δ(·) es la función impulso unitario. Esta propiedad establece que si la señal es una si-
nusoide compleja cuya transformada de Fourier está perfectamente concentrada alrededor de
cierta frecuencia f0, entonces su TFD también debe estar perfectamente concentrada alrededor
de esta misma frecuencia.
P20: Localización en tiempo
x(t) = δ(t− t0)⇒ Tx(t, f) = δ(t− t0) (2.20)
Esta propiedad establece que si la señal es un impulso perfectamente localizado en el tiempo
t0, entonces su TFD también debe estar concentrada en el tiempo t0.
P21: Localización de modulación lineal en frecuencia
X(f) = e−jpicf
2 ⇒ Tx(t, f) = δ(t− cf) (2.21)
Si la transformada de Fourier de la señal es igual a una modulación lineal en frecuencia, en-
tonces su TFD debe ser perfectamente concentrada a lo largo del retraso de grupo lineal de la
señal, τx(f) = cf .
P22: Localización de modulación hiperbólica en frecuencia
Xc(f) =
1√
f
e
−j2pic ln
(
f
fr
)
, f > 0⇒ Txc(t, f) =
1
f
δ
(
t− c
f
)
, f > 0 (2.22)
Esta propiedad es útil para analizar señales moduladas en frecuencia cuyo retraso de grupo es
hiperbólico. Esto es, señales con espectro de fase logarítmico deben tener una TFD que sea
perfectamente concentrada a lo largo del retraso de grupo hiperbólico.
P23: Convolución con señal modulada en frecuencia
y(t) =
∫
x(t− τ)
√
|c|ejpicτ2dτ ⇒ Ty(t, f) = Tx
(
t− f
c
, f
)
(2.23)
La convolución en el dominio del tiempo de la señal x(t) con una señal modulada en frecuencia
con tasa de modulación c, es equivalente a multiplicar la transformada de Fourier de la señal
con otra señal modulada en frecuencia con tasa de modulación −1/c. Esta multiplicación del
espectro de la señal con la modulada, mantiene la magnitud de X(f) sin alteraciones, sin em-
bargo, cambia el retraso de grupo por el retraso de grupo de la señal modulada en frecuencia.
Puesto que los cambios en el retraso de grupo corresponden a traslaciones temporales de cada
componente espectral, la propiedad P23 establece que la TFD de la convolución y(t) debería
ser igual a la TFD de x(t), pero con el eje de tiempo ajustado al cambio dependiente de la
frecuencia en el retraso de grupo y ocasionado por la convolución.
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P24: Multiplicación con señal modulada en frecuencia
y(t) = x(t)ejpict
2 ⇒ Ty(t, f) = Tx(t, f − ct) (2.24)
Esta propiedad es dual a P23, para una multiplicación con una señal modulada linealmente en
frecuencia en el dominio del tiempo en vez del dominio de la frecuencia. Así, si una señal se
multiplica en el dominio del tiempo con una modulada en frecuencia con tasa de modulación
c, entonces su magnitud se mantiene, pero su frecuencia instantánea cambia por la frecuencia
instantánea de la señal modulada en frecuencia, es decir, fy(t) = fx(t)− ct. P24 establece que
la TFD de y(t) debe corresponder a la TFD de x(t), pero con el eje de la frecuencia modificado
de acuerdo al cambio dependiente del tiempo de la frecuencia instantánea de la señal.
2.1.5. Preservación de productos internos
Esta última propiedad se conoce como la fórmula de Moyal [16], o propiedad unitaria, y establece
que las TFDs deben preservar las proyecciones de la señal, productos internos y métricas, las cuales
se usan frecuentemente en detección, síntesis, teoría de aproximación y reconocimiento de patrones.
Además establece que si dos funciones base son ortogonales, entonces sus respectivas TFDs también
deben ser ortogonales. Por tanto, las TFDs que satisfacen la fórmula de Moyal se pueden usar para
construir un conjunto de funciones base ortogonales en dos dimensiones, Tgi(t, f) a partir de un
conjunto de funciones base unidimensionales ortogonales, gi(t).
P25: Fórmula de Moyal∣∣∣∣
∫ ∞
−∞
x(t)y∗(t)dt
∣∣∣∣ =
∫ ∞
−∞
∫ ∞
−∞
Tx(t, f)T
∗
y (t, f)dtdf (2.25)
Esta propiedad establece que una TFD ideal debe preservar los productos internos. Es análoga
al teorema de Parseval para la transformada de Fourier.
2.2. Clases de distribuciones tiempo-frecuencia con propiedades
comunes
De acuerdo a las propiedades listadas en la Sección 2.1, es posible realizar una subdivisión de las
distribuciones tiempo-frecuencia de acuerdo a las propiedades que cumplen. De esta forma, las princi-
pales clases de distribuciones tiempo frecuencia son [17]: La clase de Cohen de TFDs covariantes [3],
la clase afín de TFDs [15], la clase hiperbólica desarrollada para señales con retraso de grupo hiper-
bólico [18,19], y la clase de potencia [20] la cual es útil para señales con retraso de grupo de potencia.
En este caso se estudiarán solamente las dos primeras, pues son las más usadas para el procesamiento
de señales. El espectrograma y la WVD son los miembros más representativos de la primera clase,
mientras que el escalograma es la representación más conocida de la segunda clase.
El agrupar las TFDs en clases con propiedades comunes puede tener ciertas ventajas. Esto puede ser
útil para determinar cuál TFD es la adecuada para determinada aplicación. Por ejemplo, muchas TFDs
pertenecientes a la clase de Cohen se ajustan bien al análisis de ancho de banda constante, mientras
que los miembros de la clase afín se ajustan mejor para análisis multiresolución. Además, cada clase
de TFDs se puede definir mediante una expresión común, y cada uno de los miembros de la clase se
12 Capítulo 2. Representaciones Tiempo-Frecuencia
determina con un kernel dentro de dicha expresión; así, es posible examinar las propiedades de cada
TFD estudiando su kernel [7].
2.2.1. Clase de Cohen
Esta clase incluye todas las TFDs cuadráticas que satisfacen las propiedades de covarianza al des-
plazamiento en tiempo, y en frecuencia [7, 1]:
Clase Cohen =
{
Tx(t, f)|y(t) = x(t− t0)ej2pif0t ⇒ Ty(t, f) = Tx(t− t0, f − f0)
}
(2.26)
Las TFDs pertenecientes a esta clase se pueden expresar mediante (2.27):
TC(t, f) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−j2piθt−j2piτf+j2piθuφ(θ, τ)x∗
(
u− 1
2
τ
)
x
(
u+
1
2
τ
)
dudτdθ, (2.27)
en donde τ y θ corresponden a los retrasos en tiempo y en frecuencia, respectivamente; φ(θ, τ) es una
función llamada kernel y define de forma única las propiedades de cada distribución perteneciente a
esta clase; y x(t) es la señal que se está analizando. La expresión en (2.27) se puede escribir de forma
más sencilla, introduciendo la función de ambigüedad, A(θ, τ), definida como [3]:
A(θ, τ) =
∫ ∞
−∞
x∗
(
u− 1
2
τ
)
x
(
u+
1
2
τ
)
ej2piθudu (2.28)
La función de ambigüedad se puede considerar como una función de autocorrelación conjunta en
tiempo y frecuencia. Así, (2.27) se puede reescribir así:
TC(t, f) =
∫ ∞
−∞
∫ ∞
−∞
A(θ, τ)φ(θ, τ)e−j2piθt−j2piτfdτθ (2.29)
De acuerdo a (2.29) se puede entender a las TFDs de esta clase como la transformada de Fourier
en dos dimensiones del producto entre la función de ambigüedad y el kernel de la representación.
Además, mediante esta expresión simplificada se puede facilitar la implementación de estas represen-
taciones, pues hace posible intercambiar las sumatorias anidadas correspondientes a las integrales por
operaciones matriciales e implementaciones de transformada de Fourier 2-D a partir de la trasformada
rápida de Fourier.
Las variables θ y τ pertenecen al dominio de retrasos, también llamado Doppler, al cual pertenece
la función de ambigüedad. El dual del dominio Doppler es el dominio tiempo-frecuencia, y se puede
pasar de uno al otro a través de transformadas directas e inversas de Fourier. Así, el dominio (t, f)
representa la señal como una función de tiempo y frecuencia reales, mientras que el dominio (θ, τ)
representa la señal como una función de desplazamientos de tiempo y de frecuencia. En la Figura 2.1
se puede observar la relación entre los dominios tiempo-frecuencia y de ambigüedad, así como su
relación con dominios intermedios (t, τ) y (θ, f). La clase de Cohen se puede expresar en cualquiera
de los dominios mostrados en la Figura 2.1, sin embargo, por simplicidad y para mejor interpretación,
en (2.27) la clase de Cohen se formula con el kernel φ(θ, τ) en el dominio de ambigüedad. Algunas
representaciones cuyos kernels dependen solamente del tiempo se pueden expresar de forma más
simple en el dominio (t, τ), como es el caso de las representaciones T-exponencial y T-hiperbólica
[21, 8].
La WVD y el espectrograma son las dos TFDs más utilizadas y aún se usan en muchas aplicaciones
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Dominio de ambigüedad (Doppler)
Dominio tiempo-frecuencia
τ
τ
τ
τ
θ
θ
θ
θ
t
t
t
f
f
f
f
f
(θ, τ)
(t, τ) (θ, f)
(t, f)
Figura 2.1: Relación entre los dominios de retraso y tiempo-frecuencia
por sus propiedades y simplicidad computacional. Sin embargo, la cantidad de TFDs pertenecientes
a esta clase es infinita, puesto que se puede diseñar un infinito número de kernels los cuales pueden
dar origen a igual cantidad de representaciones. En la Tabla 2.1 se listan unas cuantas distribuciones
pertenecientes a esta clase y su correspondiente kernel.
Las TFDs de la clase de Cohen pueden satisfacer otras propiedades dependiendo del kernel que las
define. Sin embargo, esta clase, y en general, la clase cuadrática de distribuciones tiempo-frecuencia
sufren de la presencia de términos cruzados [15, 22], los cuales son componentes inexistentes en el
mapa tiempo-frecuencia, y que aparecen cuando se analizan señales con múltiples componentes, o con
características no lineales. Este problema es inherente a la WVD [23, 24], y es posible solucionarlo
realizando un suavizado de la distribución [25, 15], pues los términos cruzados son oscilatorios y su
frecuencia de oscilación depende de la distancia existente entre las componentes propias de la señal.
Sin embargo, el suavizado trae consigo la pérdida de varias propiedades, así como de la alta resolución
que puede ofrecer la WVD. Por ejemplo, en el caso del espectrograma, la resolución temporal y
espectral máxima que se puede conseguir, depende de la duración y el ancho de banda de la ventana
de suavizado que se use.
Transformada de Fourier en tiempo corto (STFT – Short Time Fourier Transform) y
espectrograma
La STFT es el método clásico de análisis tiempo-frecuencia. El concepto principal de esta trans-
formada es multiplicar la señal s(t), a ser analizada, por una ventana de análisis g(τ − t), y luego se
calcula la transformada de Fourier de la señal ventaneada de acuerdo con (2.30) [7].
TSTFT (t, f) =
∫ ∞
−∞
x(τ)g(τ − t)e−j2piτfdτ (2.30)
La ventana de análisis g(τ − t) suprime a x(τ) fuera de determinada región, y la transformada de
Fourier produce un espectro local. Típicamente se elige una ventana real con respuesta al impulso de
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Tabla 2.1: Algunas TFDs pertenecientes a la clase de Cohen, y sus correspondientes kernels [1]
Nombre de TFD Kernel φ(θ, τ) Observaciones
Bessel J1(2piαθτ)piαθτ J1: Función de Bessel
Born-Jordan sin(piτθ)piτθ
Butterworth
[
1 +
(
τ
τ0
)2M (
θ
θ0
)2N]−1
M,N, τ0, θ0: Parámetros
Choi-Williams e−
(2piτθ)2
σ σ: Parámetro
Cone Kernel g(τ)|τ | sin(piτθ)piτθ g(·): Función ventana
Espectro acumulativo de ataque
[
1
2δ(θ) +
1
jθ
]
e−jpi|τ |θ
Espectro acumulativo de decai-
miento
[
1
2δ(−θ)− 1jθ
]
ejpi|τ |θ
Espectrograma Ag(−τ,−θ) Ag: Función de ambigüedad
de la ventana g
Exponencial generalizada exp
[
−
(
τ
τ0
)2M (
θ
θ0
)2N]
M,N, τ0, θ0: Parámetros
Interferencia reducida S(τθ) S(β) ∈ R, S(0) = 1,
d
dβS(β)|β=0 = 0
Kernel multiforme inclinable S
[
µ˜
(
τ
τ0
, θθ0 ;α, r, β, γ
)2λ]
µ˜(τ˜ , θ˜;α, r, β, γ) =
[τ˜2θ˜2ατ˜2αθ˜2 + 2rτ˜ θ˜βγ ],
τ0, θ0, α, r, β, γ, λ: Param.
Levin ejpi|τ |θ
Margineau-Hill cos(piτθ)
Nutall exp
[
−piµ˜
(
τ
τ0
, θθ0 ; 0, r, 1, 1
)]
µ˜ definido anteriormente,
τ0, θ0, r: Parámetros
Page e−jpi|τ |θ
Pseudo Wigner-Ville g(τ/2)g∗(−τ/2) g(·): Función ventana
Pseudo Wigner-Ville Suavizada S(θ)g(τ/2)g∗(−τ/2) g(·): Función ventana
Rectangular generalizada
{
1, |τ |M/N |θ|/σ ≤ 1
0, |τ |M/N |θ|/σ > 1 M,N : Parámetros
Rihaczek e−jpiτθ
T-Exponencial
√
η/pi
∫∞
−∞ e
−ηu2ej2piθudu η: Parámetro
T-Hiperbólica kα
∫∞
−∞ cosh
−2α(u)ej2piθudu kα =
Γ(2α)
22α−1Γ2(α)
, Γ: Función
gamma, α: Parámetro
Wigner-Ville 1
Wigner-Ville generalizada ej2piα˜τθ α˜: Parámetro
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un filtro pasa bajas; sin embargo, es posible aplicar ventanas complejas. Si se elige una función gaus-
siana como ventana, la STFT se convierte en la transformada de Gabor, puesto que Gabor introdujo la
STFT con este tipo particular de ventana.
La STFT también se puede definir en el dominio de la frecuencia [7]:
TSTFT (t, f) = e
−j2pift
∫ ∞
−∞
X(θ)G(θ − f)ej2piθtdθ (2.31)
Así, según (2.31), al ventanear la señal en el dominio del tiempo con una ventana g(τ − t), si-
multáneamente se produce un ventaneo en el dominio espectral con la ventana G(θ − f), siendo
G(f) = F{g(t)}. Asumiendo que g(t) y G(f) se encuentran concentrados en tiempo y frecuen-
cia [26]:
[t+ t0 −∆t, t+ t0 +∆t] (2.32)
[f + f0 −∆f , f + f0 +∆f ], (2.33)
respectivamente. Entonces Tx(t, f) dará información de la señal x(t) y de su espectro X(f) en la
ventana tiempo-frecuencia:
[t+ t0 −∆t, t+ t0 +∆t]× [f + f0 −∆f , f + f0 +∆f ] (2.34)
La posición de la ventana tiempo-frecuencia es determinada por los parámetros t y f . La forma
de la ventana es independiente de t y f , así se obtiene una resolución uniforme en el plano tiempo-
frecuencia, tal como se puede observar en la Figura 2.2.
tt0t0 −∆t t0 +∆t
(a) Ventana g(t− t0)
t
f
t0
f0
∆t
∆f
(b) Ventana tiempo-frecuencia
Figura 2.2: Ventaneo y resolución en la STFT
Los requerimientos básicos para que g(t) se considere una ventana en el tiempo son:
g(t) ∈ L2(R)
tg(t) ∈ L2(R)
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De forma similar, para que G(f) se considere como una ventana de frecuencia
G(f) ∈ L2(R)
fG(f) ∈ L2(R)
El centro t0, y la duración ∆t de la ventana g(t) se definen análogamente al valor medio y la
desviación estándar de una variable aleatoria así:
t0 =
∫∞
−∞ t|g(t)|2dt∫∞
−∞ |g(t)|2dt
(2.35)
∆t =
[∫∞
−∞(t− t0)2|g(t)|2dt∫∞
−∞ |g(t)|2dt
] 1
2
(2.36)
Asimismo, el centro f0 y el ancho de banda ∆f de la ventana de frecuencia G(f) se definen como:
f0 =
∫∞
−∞ f |G(f)|2df∫∞
−∞ |G(f)|2df
(2.37)
∆f =
[∫∞
−∞(f − f0)2|G(f)|2df∫∞
−∞ |G(f)|2df
] 1
2
(2.38)
En análisis tiempo frecuencia es deseable tener la mejor resolución posible tanto en tiempo como
en frecuencia, es decir, se busca que la ventana tiempo-frecuencia sea lo más pequeña posible. Sin
embargo, el principio de incertidumbre se aplica en este caso, estableciendo un límite para el área
mínima de la ventana tiempo-frecuencia. Así, al elegir una ventana corta en el tiempo es posible
obtener una buena resolución en el tiempo, e inevitablemente, una resolución muy baja en frecuencia.
Por otro lado, una ventana de tiempo muy larga producirá baja resolución en el tiempo, pero buena
resolución en frecuencia. Lo anterior se conoce como el principio de incertidumbre [27, 26, 28], y se
explica a profundidad en el Apéndice A.
El espectrograma: Puesto que la STFT en general no es real, usualmente se usa el espectrograma
para visualización o para etapas posteriores de procesamiento. El espectrograma es el cuadrado de la
magnitud de la STFT:
TSPEC(t, f) =
∣∣∣∣
∫ ∞
−∞
x(τ)g(τ − t)e−j2pifτdτ
∣∣∣∣
2
(2.39)
El espectrograma pertenece a la clase de Cohen, mientras que la STFT no pertenece, puesto que
no cumple con las propiedades de covarianza al desplazamiento en tiempo y frecuencia. Esto se debe
a que la fase de la STFT no cumple con estas propiedades pero su magnitud sí lo hace y por eso
el espectrograma es covariante a desplazamientos en tiempo y frecuencia (propiedades P1−2) [26],
además cumple con las propiedades P7−8 y P11.
Distribución Wigner-Ville (WVD – Wigner-Ville Distribution)
La WVD es la representación cuadrática con interpretación energética que satisface más propieda-
des matemáticas deseables. De acuerdo a las propiedades listadas en la Sección 2.1, la WVD satisface
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las siguientes propiedades: P1−3, P5−7, P9−21, P23−25. Así, la WVD siempre es real, preserva des-
plazamientos en tiempo y frecuencia de la señal, satisface los marginales en tiempo y frecuencia. Por
tanto, la WVD se puede interpretar como una distribución bidimensional de la energía de la señal en
el plano tiempo-frecuencia. Sin embargo, de acuerdo principio de incertidumbre es imposible tener
una densidad de energía tiempo-frecuencia puntual; esta restricción se refleja en el hecho que la WVD
puede asumir valores negativos en determinados puntos [15].
La WVD se calcula reemplazando el kernel φ(θ, τ) = 1 en (2.27), y simplificando la expresión, se
obtiene [23, 24]:
TWVD(t, f) =
∫ ∞
−∞
x∗
(
t− 1
2
τ
)
x
(
t+
1
2
τ
)
e−j2piτfdτ (2.40)
Además, a partir de la expresión (2.29) se puede observar que la WVD y la función de ambigüedad
corresponden a un par de transformada de Fourier tal como se puede observar en (2.41).
TWVD(t, f) =
∫ ∞
−∞
∫ ∞
−∞
A(θ, τ)e−j2piθt−j2piτfdτdθ (2.41)
Reconstrucción de la señal: Al aplicar la transformada de Fourier inversa a TWVD(t, f) con res-
pecto a f es posible obtener la función:
Rxx(t, τ) = x
∗
(
t− τ
2
)
x
(
t+
τ
2
)
(2.42)
A lo largo de la recta t = τ/2 se obtiene:
xˆ(τ) = Rxx
(τ
2
, τ
)
= x∗(0)x(τ) (2.43)
Esto significa que cualquier señal x(t) se puede reconstruir perfectamente a partir de su representación
WVD, excepto por el factor x∗(0) [26].
Términos cruzados: La WVD se dice que es bilineal en la señal, puesto que ésta entra dos veces
en el cálculo. Se debe notar que para obtener la WVD en un tiempo particular, es necesario sumar
segmentos formados por el producto de la señal en el pasado, multiplicados por la señal en un tiempo
futuro, siendo igual el intervalo de señal que se toma del pasado y el que se toma del futuro. Esta
operación hace que en general la WVD no sea necesariamente cero en los instantes de tiempo en
los cuales la señal es cero y ésta tampoco es necesariamente cero para frecuencias que no existen
en el espectro de la señal. Los componentes causados por este fenómeno son llamados términos de
interferencia o cruzados y la causa de este comportamiento se atribuye al hecho que la WVD es
bilineal con respecto a la señal x(t) [3].
Para ilustrar el efecto de los términos cruzados, supongamos que se puede expresar una señal x(t)
como la suma de dos señales x1(t) y x2(t),
x(t) = x1(t) + x2(t) (2.44)
Sustituyendo (2.44) en la definición (2.40), se tiene
TWVD(t, f) = T
11
WVD(t, f) + T
22
WVD(t, f) + T
12
WVD(t, f) + T
21
WVD(t, f) (2.45)
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donde
T 12WVD(t, f) =
∫ ∞
−∞
x∗1
(
t− 1
2
τ
)
x2
(
t+
1
2
τ
)
e−j2piτfdτ (2.46)
La expresión (2.46) es llamada WVD cruzada, la cual es compleja. sin embargo, T 12WVD = T 21∗WVD, y
por tanto T 12WVD + T 21WVD es real. Así, (2.45) se puede simplificar,
TWVD(t, f) = T
11
WVD(t, f) + T
22
WVD(t, f) + 2R{T 12WV D(t, f)} (2.47)
De acuerdo con (2.47), la WVD de la suma de dos señales no es igual a la suma de las WVDs
de cada señal, sino que tiene un término adicional 2R{T 12WV D(t, f)}. Este término corresponde al
término cruzado o de interferencia y trae como consecuencia artefactos en la representación tiempo-
frecuencia [3].
La geometría de los términos cruzados se ilustra en la Figura 2.3, tanto en el dominio tiempo-
frecuencia (Figura 2.3(a)) como en el dominio de ambigüedad (2.3(b)). Dos componentes de la señal
que se encuentran concentrados alrededor de los puntos tiempo-frecuencia (t1, f1) y (t2, f2) produ-
cen dos términos de señal (auto-términos) y un término cruzado en el dominio tiempo-frecuencia y
viceversa en el dominio de ambigüedad, tal como se puede observar en la Figura 2.3. El punto (tx, fx)
es el punto medio entre los auto-términos en la Figura 2.3(a), tx = (t1 + t2)/2 y fx = (f1 + f2)/2 y
allí se ubica el término de interferencia, el cual oscila con un periodo de 1/|θx| con respecto al tiempo
y con periodo |1/τx| con respecto a la frecuencia. La frecuencia de oscilación aumenta a medida que
aumenta la distancia entre los auto-términos en el plano tiempo-frecuencia, además, la dirección de
oscilación es perpendicular a la línea que conecta los dos puntos de la señal. Los puntos en donde se
ubican los términos cruzados en la Figura 2.3(b) corresponden a τx = t1− t2 y θx = f1−f2, mientras
que el auto-término se ubica en el origen [15].
t
f
Auto-términos
Auto-términos
(t1, f1)
(t2, f2)
Términos cruzados
(tx, fx)
(a) Plano (t, f)
τ
θ
Auto-términos
Términos cruzados
Términos cruzados
(−τx,−θx)
(τx, θx)
(b) Plano (τ, θ)
Figura 2.3: Ubicación de términos cruzados.
Suavizado de términos cruzados: Los términos cruzados mencionados anteriormente, motivan el
uso de representaciones mejoradas en las cuales se busca mantener los auto-términos en la representa-
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ción tiempo-frecuencia, mientras que se atenúan los términos cruzados. Para realizar dicha atenuación
se aprovecha el hecho que estos términos son oscilatorios y en general se pueden eliminar realizando
un suavizado o filtrado pasa-bajas sobre la superficie tiempo-frecuencia.
Puesto que la WVD se relaciona con la función de ambigüedad por medio de una transformada
de Fourier en 2-D, la forma más simple de reducir los términos cruzados es realizando un filtrado
en el dominio de ambigüedad antes de aplicar la transformada 2-D que hace regresar al dominio
tiempo-frecuencia. La función del kernel, φ(θ, τ), es la de actuar como un filtro bidimensional de tal
forma que deje pasar la región del plano de ambigüedad cercana al origen (donde se encuentran los
auto-términos), y que al mismo tiempo atenúe el resto del plano. Se debe notar que en este punto se
observa un compromiso entre resolución y reducción de términos cruzados, pues cualquier truncado de
los auto-términos causado por el filtro φ(θ, τ) resulta en dispersión de las componentes en el dominio
tiempo-frecuencia, y por tanto, en pérdida de la resolución tiempo-frecuencia de la representación. De
esta forma, cuando se define el kernel en el dominio de ambigüedad y en el ajuste de sus parámetros,
se debe tener en cuenta un buen compromiso entre resolución y supresión de términos cruzados [29].
Distribución Choi-Williams (CWD – Choi-Williams Distribution)
La CWD es una WVD suavizada que mantiene un gran número de propiedades matemáticas desea-
bles en las distribuciones tiempo-frecuencia, y aún así efectúa una reducción adecuada de los términos
cruzados [30]. La propiedades que satisface la CWD son: P1−3, P7, P9−13, P16−20.
El kernel de la CWD está dado por [31],
φ(θ, τ) = e−
(2piθτ)2
σ (2.48)
donde σ es un parámetro positivo que controla la concentración del kernel alrededor del origen del
plano de ambigüedad, y por tanto, la cantidad total de suavizado de la representación. Entre mayor
sea σ, será más ancho el kernel y se efectuará una menor cantidad de suavizado. La desventaja de esta
representación es que no se puede elegir de forma independiente la cantidad de suavizado en tiempo
y en frecuencia.
Puesto que el kernel de la CWD depende solamente del producto θτ tiene una forma característica
de cruz, tal como se puede observar en la Figura 2.4, y específicamente φ(θ, 0) = φ(0, τ) = 1 lo
cual indica que el kernel no decae en el eje θ o τ . Este comportamiento (necesario para satisfacer
las propiedades de los marginales) provoca una limitación en la atenuación de términos cruzados, de
hecho, la CWD produce una atenuación pobre en los términos cruzados causados por componentes
que ocurren al mismo tiempo o en la misma frecuencia. Los términos cruzados residuales de esta
distribución se observan en todas las distribuciones que cumplen con las propiedades de marginales.
La concentración en tiempo-frecuencia de la CWD depende fuertemente de la señal específica con
la cual se está trabajando. Para tener una buena concentración tiempo-frecuencia, los términos de la
señal deben estar en la región de paso del kernel en el plano de ambigüedad. Consecuentemente, la
concentración es muy buena tanto para señales impulsivas en el tiempo, como para señales de frecuen-
cia constante, puesto que estas señales se encuentran concentradas en el eje τ y θ respectivamente, en
los cuales φ(θ, τ) = 1. Para el resto de señales, el kernel producirá un truncado de los auto-términos
de la señal, lo cual corresponde a una dispersión en la CWD [30].
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(a) Contornos (b) Superficie 3-D
Figura 2.4: Representación del kernel de la CWD en el plano (θ, τ).
Distribuciones de kernel dependiente solamente de tiempo (T-distribuciones)
Para la formulación de este tipo de distribuciones es mas sencillo cambiar el kernel del dominio
(θ, τ), al dominio (t, τ), llamado tiempo-retraso, y se obtiene a través de la transformada de Fourier
de la variable θ,
Φ(t, τ) =
∫ ∞
−∞
φ(θ, τ)e−j2piθtdθ = F
θ→t
{φ(θ, τ)} (2.49)
donde F denota la transformada de Fourier. El kernel Φ(t, τ) debe ser pasa-bajas, real y par en t y τ .
Los kernels solamente dependientes del tiempo son un caso especial de kernels separables tiempo-
retraso. Ahora, suponiendo que se tiene un kernel tiempo-retraso separable así,
Φ(t, τ) = h1(t)h2(τ) (2.50)
donde h1 y h2 son funciones continuas e integrables en L2(R). Con el fin de evaluar la resolución de
la representación con este kernel, se aplica a una señal sinusoidal compleja x(t) = ej2pif0t, y la TFD
queda de la siguiente forma,
T (t, f) =
∫ ∞
−∞
∫ ∞
−∞
h1(t− u)h2(τ)e−j2pi(f−f0)τdudτ (2.51)
=MH2(f − f0) (2.52)
donde
M =
∫ ∞
−∞
h1(u)du (2.53)
H2(f) = F
τ→f
{h2(τ)} (2.54)
Con el fin de obtener una concentración de energía ideal, la representación tiempo-frecuencia debe
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ser de la forma
T (t, f) = δ(f − f0) (2.55)
lo cual implica que h2(τ) = 1/M . Así, el kernel queda
Φ(t, τ) = Φ(t) = h1(t)/M (2.56)
De esta forma Φ(t, τ) es ahora un kernel dependiente solamente del tiempo, y las distribuciones con
kernels de esta forma son llamadas T-distribuciones. Si Φ(t, τ) = δ(t) se obtiene la WVD, y h1(t) es
la función pasa-bajas que controla la reducción de términos cruzados.
De acuerdo a lo anterior, las T-distribuciones proporcionan el mejor compromiso entre resolución
y reducción de términos cruzados. Por otro lado, las propiedades que cumplen las distribuciones de
este tipo son P1−2, P7, P10, P15, P19, además cumplen P17 (retraso de grupo) si el kernel tiene la
restricción ∂Φ(θ,τ)∂θ
∣∣∣
θ=0
= 0, ∀τ y cumplen aproximadamente P14 (soporte finito de tiempo) pues el
kernel es pasa-bajas (G(t, τ) ≈ 0, |t| > |τ |/2). Las T-distribuciones no satisfacen el marginal de
tiempo, y por tanto no satisfacen la condición tradicional para la frecuencia instantánea [21].
Distribución T-exponencial: Esta TFD tiene el siguiente kernel solamente dependiente del tiempo,
Φ(t, τ) =
√
ηpie−ηt
2 (2.57)
donde η es un parámetro real, y√ηpi es un factor de normalización. Se puede demostrar que a medida
que η se aproxima a ∞, la TFD se aproxima a la WVD [21, 8].
Distribución T-hiperbólica: El kernel de esta distribución es el siguiente,
Φ(t, τ) =
kα
cosh2α(t)
(2.58)
donde α es un número real positivo, y el factor de normalización kα =
∫∞
−∞ 1/ cosh
2α(t) =
Γ(2α)/[22α−1Γ2(α)], siendo Γ(·) la función Gamma [21, 8].
Distribución pseudo Wigner-Ville suavizada (SPWVD – Smoothed Pseudo Wigner-Ville
Distribution)
La distribución pseudo Wigner-Ville (PWVD – Pseudo Wigner-Ville Distribution) se define como
una WVD en tiempo corto, usando una ventana de análisis deslizante. La PWVD es una WVD sua-
vizada en la cual se realiza suavizado solamente en dirección de la frecuencia. Así, se conserva la
concentración en el tiempo de la WVD pero no se atenúan los términos que oscilan en la dirección
del tiempo [30]. Esta restricción es superada con la SPWVD [32, 33], la cual es una PWVD con un
suavizado adicional en la dirección del tiempo. La SPWVD es conceptualmente simple y permite una
elección fácil y flexible de las características de suavizado y una implementación eficiente. Sin embar-
go, así como el espectrograma, no satisface la mayoría de las propiedades matemáticas que satisface
la WVD (solamente satisface P1−2, P7 y P11) a causa del suavizado que se aplica [30].
La SPWVD se define como una WVD en tiempo corto y suavizada, empleando una ventana de
análisis g(t) y una ventana de suavizado en el tiempo h(t). El kernel de esta distribución es:
φ(θ, τ) = S(θ)g1(τ) (2.59)
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donde g1(τ) = g
(
1
2τ
)
g∗
(−12τ), y S(θ) es la transformada de Fourier de h(t). Así, el kernel es
separable y sus factores S(θ) y g1(τ) dependen de la ventana de análisis h(t) y de la ventana de
suavizado g(t), respectivamente. De esta forma, la cantidad de suavizado en tiempo y frecuencia se
pueden controlar muy fácilmente y de forma independiente, eligiendo la longitud de las ventanas h(t)
y g(t), respectivamente: entre más larga sea h(t) se produce más suavizado en el tiempo, mientras
que una g(t) más larga producirá un menor suavizado en frecuencia.
Si se utilizan ventanas usuales (Hamming, Hanning, gaussiana, Tukey, entre otras) para h(t) y g(t),
el suavizado de la SPWVD corresponderá a un filtro pasa-bajas bidimensional, y el kernel φ(θ, τ)
será típicamente similar a una función gaussiana en dos dimensiones. Debido a que el kernel tiene
una forma muy simple (véase la Figura 2.5), la atenuación de términos cruzados y la concentración de
energía de la distribución no son muy dependientes de los detalles de la estructura tiempo-frecuencia
de la señal, pudiéndose aplicar en general a cualquier tipo de señales independiente de la forma en la
cual se encuentren distribuidos sus componentes en el plano tiempo-frecuencia [30].
(a) Contornos (b) Superficie 3-D
Figura 2.5: Representación del kernel de la SPWVD en el plano (θ, τ).
2.2.2. Clase afín
Las representaciones tiempo-frecuencia pertenecientes a esta clase son covariantes a cambios en la
escala y a traslaciones en el tiempo (propiedades P2−3) [1].
Clase afin =
{
Tx(t, f)|y(t) =
√
|a|x(a(t− t0))⇒ Ty(t, f) = Tx
[
a(t− t0), f
a
]}
(2.60)
Cualquier TFD perteneciente a la clase afín se puede obtener a partir de la WVD a través de una
transformación afín [15],
TA(t, f) =
∫ ∞
−∞
∫ ∞
−∞
φa
[
f(t− t′), f
′
f
]
TWVD(t
′, f ′)dt′df ′ (2.61)
donde φa(α, β) es una función kernel bidimensional que depende de las variables adimensionales α
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y β.
La TFD más conocida perteneciente a esta clase es el escalograma derivado de la transformada
wavelet continua. Conceptualmente, estas representaciones son similares al análisis de Q = f/∆f
constante de la transformada wavelet, pero dentro de un marco cuadrático (energético). Este tipo de
aproximación permite realizar un análisis multiresolución.
Transformada wavelet continua (CWT – Continuous Wavelet Transform)
La transformada wavelet continua TCWT (b, a) de una señal continua en el tiempo x(t) se define
como [28, 34, 35],
TCWT (b, a) = |a|−
1
2
∫ ∞
−∞
x(t)ψ∗
(
t− b
a
)
dt (2.62)
Así, la transformada wavelet se calcula como el producto interno entre x(t) y versiones trasladadas y
escaladas de la función ψ(t), llamada wavelet.
Si ψ(t) tiene una respuesta al impulso pasa-banda, entonces el análisis wavelet se puede entender
como análisis pasa-banda. Al variar el parámetro de escala a, la frecuencia central y el ancho de banda
se modifican. La variación de b se relaciona con una traslación en el tiempo, así que para un a fijo,
la transformada (2.62) se puede interpretar como una convolución de x(t) con la wavelet escalada e
invertida en el tiempo,
TCWT (t, a) = |a|− 12x(t) ∗ ψa(t), ψa(t) = ψ∗
(
− t
a
)
(2.63)
El factor |a|− 12 se introduce con el fin de asegurar que todas las funciones escaladas |a|− 12ψ∗(t/a),
con a ∈ R, tengan la misma energía.
Puesto que la función de análisis ψ(t) se escala y no se modula como la función ventana g(t) de la
STFT, el análisis wavelet se llama tiempo-escala y no tiempo-frecuencia. Una variación en el retraso
de tiempo b y/o en el parámetro de escala a no tiene efecto en la forma del kernel de transformación
de la transformada wavelet. Sin embargo, la resolución en tiempo y frecuencia de la transformada
wavelet depende de a. Para frecuencias altas (a pequeño) se tiene una buena localización en el tiempo,
pero pobre resolución en frecuencia. Por otro lado, en frecuencias bajas, se tiene buena resolución en
frecuencia, pero baja resolución en el tiempo.
Cuando se usa una transformada con el fin de analizar determinada señal, se debe asegurar que esta
señal se puede reconstruir perfectamente a partir de su representación. De otra forma la representación
podría ser completa o parcialmente inútil. Para la CWT, la condición que se debe cumplir con el fin
de obtener una reconstrucción perfecta es,
Cψ =
∫ ∞
−∞
|Ψ(f)|2
|f | df <∞, (2.64)
donde Ψ(f) denota la transformada de Fourier de la wavelet madre. Esta condición se conoce como
la condición de admisibilidad para la wavelet ψ(t).
Para que (2.64) se satisfaga, la wavelet debe cumplir,
Ψ(0) =
∫ ∞
−∞
ψ(t)dt = 0 (2.65)
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Además, |Ψ(f)| debe decrecer rápidamente para |f | → 0 y para |f | → ∞. Esto es, ψ(t) debe ser una
respuesta al impulso de una función pasa-banda [26].
Resolución de la CWT: Así como la STFT, la transformada wavelet permite medir las variaciones
tiempo-frecuencia de componentes espectrales, pero tiene una resolución diferente en el plano tiempo-
frecuencia. La localización en frecuencia es logarítmica, es decir, proporcional al nivel de frecuencia.
Como consecuencia, la localización en el tiempo es más detallada para las frecuencias más altas tal
como se puede observar en las Figuras 2.6(a) y 2.6(b). De acuerdo a lo que se observa en la Figura
2.6(a) la resolución de la CWT en el tiempo es buena para frecuencias altas, pero como el ancho
de banda de la wavelet madre se hace grande para estas frecuencias, la resolución en frecuencia no
es buena. Y en las frecuencias bajas, la wavelet madre es mucho más ancha en el tiempo y tiene
una concentración en frecuencia alta, lo cual permite identificar correctamente componentes de baja
frecuencia con el costo de una resolución menor en el tiempo. La división del plano tiempo-frecuencia
no es uniforme, sin embargo, los átomos de análisis wavelet representados por los rectángulos en la
Figura 2.6 mantienen un área constante, pues el principio de incertidumbre aún es aplicable en este
caso [35, 28].
t
f
f1
f2
t1 t2
∆t1
∆f1
∆t2
∆f2
(a) Efecto del escalamiento en la representación tiempo-
frecuencia de la wavelet madre ψ.
(b) División del plano tiempo-
frecuencia.
Figura 2.6: Resolución de la transformada wavelet.
Escalograma: El escalograma se obtiene a partir de la transformada wavelet continua usando la
expresión,
TSCAL(t, a) =
1
Ca2
|TCWT (t, a)|2 (2.66)
En la cual el factor 1
Ca2
se inserta con el fin de normalizar la transformada, y la constante C se elige de
tal forma que la energía obtenida en el escalograma sea igual a la energía total contenida en la señal,
y finalmente se obtiene que C = Cψ de la condición de admisibilidad en (2.64) [29].
Con el fin de obtener una densidad tiempo-frecuencia a partir del escalograma, es necesario definir
una frecuencia de referencia fψ, la cual es la frecuencia central de la wavelet madre ψ, y se define la
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frecuencia f como [29],
f =
fψ
a
(2.67)
La densidad de tiempo y frecuencia, TSCAL(t, f) se obtiene a partir de
TSCAL(t, f)dfdt = TSCAL(t, a)dadt (2.68)
usando
da = −fψ
f2
df = − a
2
fψ
df
da
|a| =
df
|f | (2.69)
se tiene
TSCAL(t, f)dfdt = TSCAL(t, a = fψ/f)
fψ
f2
dfdt (2.70)
y finalmente
TSCAL(t, f) =
fψ
f2
TSCAL(t, a = fψ/f) (2.71)
=
1
Cfψ
|TCWT (t, fψ/f)|2 (2.72)
2.2.3. Clase hiperbólica
La clase hiperbólica de TFDs incluye todas las TFDs que son covariantes a cambios de escala y a
desplazamientos de tiempo hiperbólicos en señales analíticas, es decir, las propiedades P3−4. La clase
hiperbólica se define así [18, 19, 1],
Clase hiperbolica ={
Tx(t, f)|Y (f) = 1√|a|X
(
f
a
)
1√
f
e−j2pic ln(f/fr) ⇒ Ty(t, f) = Tx
[
a
(
t− c
f
)
,
f
a
]}
(2.73)
Algunas distribuciones que pertenecen a esta clase son la Q-distribución Altes, la P0-distribución
Bertrand y el hiperbolograma. Esta clase produce representaciones tiempo-frecuencia altamente con-
centradas para señales con retraso de grupo hiperbólico. Estas representaciones se ajustan bien para el
análisis de procesos aleatorios auto-similares o señales de banda ancha Doppler-invariantes, similares
a las señales de biosonar que usan los murciélagos o delfines para ecolocalización.
Cada TFD, kernel y propiedad de la clase hiperbólica corresponde a una version deformada de
una TFD, kernel y propiedad de la clase de Cohen, respectivamente. El análisis de ancho de banda
constante de la mayoría de TFDs pertenecientes a la clase de Cohen, como el espectrograma, se mapea
en el análisis multiresolución y de Q constante de la mayoría de representaciones pertenecientes a la
clase hiperbólica. Esta correspondencia uno a uno entre la clase de Cohen y la hiperbólica facilita su
análisis y provee métodos alternativos para el cálculo de varias TFDs [1].
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2.2.4. Clase de potencia
La clase de potencia está compuesta por varias subclases de TFDs, cada una indexada por −∞ <
κ < ∞, las cuales son covariantes a la escala y covariantes ante desplazamientos de potencia en el
tiempo, es decir, [1, 20]:
Clase de potencia =
{
Tx(t, f)|Y (f) = 1√|a|X
(
f
a
)
e−j2pic sign(f)|f/fr |
κ
⇒ Ty(t, f) = Tx
[
a
(
t− κ
fr
∣∣∣∣ ffr
∣∣∣∣
κ−1
)
,
f
a
]}
(2.74)
en donde sign(f)|f |κ es una función de fase uno a uno, la cual incluye la potencia κ-ésima de la
frecuencia f . Consecuentemente, la clase de potencia puede representar perfectamente cambios dis-
persivos en el retraso de grupo de la señal, los cuales son proporcionales a potencias de la frecuencia.
Cuando κ = 1 la clase de potencia es equivalente a la clase afín en (2.60).
Todas las representaciones, kernels y propiedades de la clase de potencia corresponden a una ver-
sión deformada de las TFD, kernels y propiedades, respectivamente, de la clase afín, similar a lo que
ocurre entre la clase de Cohen y la clase hiperbólica [1].
Capítulo 3
Estimación de características dinámicas a
partir de representaciones
tiempo-frecuencia
3.1. Energía instantánea
Un detector lineal de energía, el cual consta de un filtro lineal unidimensional invariante en el tiem-
po (LIT), seguido por el cuadrado de la magnitud y un filtro de suavizado, es aplicado comúnmente en
señales invariantes y variantes en el tiempo. El filtro LIT involucra un compromiso entre la resolución
en el dominio del tiempo y en el dominio de la frecuencia, sin embargo, al generalizar la expresión
para el detector cuadrático, este tipo de compromiso desaparece [36].
Matemáticamente, la salida EL[n] de un detector lineal convencional (un filtro lineal pasa banda
seguido por el cuadrado de la magnitud) para una señal x[n] (donde x[n] es la versión en tiempo
discreto de x(t)) se puede expresar como
EL[n] =
∣∣∣∣∣
∑
k
x[n− k]hL[k]
∣∣∣∣∣
2
(3.1)
donde hL[k] es la respuesta al impulso de un filtro pasa-banda. Para una señal real, la anterior expre-
sión se puede expandir como
EG[n] =
∑
k
∑
l
x[n− k − l]x[n− k + l]hL[k + l]hL[k − l]. (3.2)
El producto hL[k+ l]hL[k− l] se puede definir como un kernel separable de la clase general hG[k, l].
Si se reescribe la ecuación (3.2) como
EG[n] =
∑
k
∑
l
x[n− k − l]x[n− k + l]hG[k, l] (3.3)
El kernel hG[k, l] puede ser separable o no separable. Una posible simplificación de la expresión (3.3)
se consigue utilizando el kernel no separable hG[k, l] = δ[k]h[l], en donde δ[k] es la función impulso
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unitario discreta.
E[n] =
M−1∑
m=0
x[n+m]x[n−m]h[m] (3.4)
donde h[m] es el conjunto de M coeficientes de un filtro cuadrático. Estos coeficientes se pueden ha-
llar usando procedimientos para el diseño del filtros FIR estándar, y E[n] tendrá la siguiente respuesta
en magnitud a ondas sinusoidales [36],
|H(ejω)|2 =
∣∣∣∣∣
M−1∑
m=0
h[m]e−jωm
∣∣∣∣∣
2
(3.5)
La expresión (3.2) es una forma generalizada de expresar la energía instantánea de una señal, y a
partir de ésta se pueden derivar múltiples estimadores de la energía instantánea, entre los que encon-
tramos la energía de Shannon, el operador de Teager y la energía por filtrado homomórfico. Estos tres
métodos se describen a continuación.
3.1.1. Energía de Shannon
La energía de Shannon se define como la entropía de Shannon del cuadrado de la señal, y se calcula
mediante la expresión [37, 38],
ES [n] = − 1
M
M−1∑
m=0
x[n−m]2 log(x[n −m]2) (3.6)
La respuesta del operador de energía de Shannon ante la amplitud de una señal de entrada normalizada
se muestra en la Figura 3.1. De acuerdo a la Figura 3.1 se puede observar que la energía de Shannon
Figura 3.1: Respuesta de la energía de Shannon
enfatiza la intensidad media de la señal sobre amplitudes muy bajas o muy altas. Así, este operador
permite reducir la diferencia en la intensidad de la envolvente de la señal entre los segmentos de baja
intensidad y los de alta intensidad [37]. Además, el promedio dado por la sumatoria en (3.6) permite
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suavizar cambios abruptos y picos que puede presentar la señal bajo análisis.
3.1.2. Operador de Teager
Este operador para estimar la energía de una señal que oscila tiene en cuenta tanto la amplitud
como la frecuencia, pues se necesita más energía para generar señales de mayor frecuencia. Así,
consideraciones energéticas para el caso de movimiento armónico simple, muestran que la energía
requerida para generar una señal oscilatoria está dada por el cuadrado del producto de la amplitud de
la señal y de su frecuencia [39].
Al aplicar la ley de Newton de movimiento a una masa m suspendida por un resorte de constante k
se obtiene la siguiente ecuación diferencial de segundo orden,
d2x
dt2
+
k
m
x = 0 (3.7)
cuya solución está dada por x(t) = A cos(ωt + ϕ), en donde A corresponde a la amplitud de la
oscilación, ω =
√
k/m es la frecuencia de oscilación, y ϕ es la fase inicial arbitraria.
La energía total del sistema E es la suma de la energía potencial del resorte y la energía cinética de
la masa,
E =
1
2
kx2 +
1
2
mx˙2 (3.8)
donde x˙ = dxdt . Sustituyendo x en (3.8) y resolviendo se obtiene,
E =
1
2
mω2A2 (3.9)
E ∝ A2ω2 (3.10)
Con lo cual se demuestra que la energía de un movimiento oscilatorio simple es proporcional al
cuadrado de la amplitud y al cuadrado de la frecuencia de oscilación.
Algoritmo de Teager: Sea x[n] la versión discreta de la señal x(t) que representa el movimiento
oscilatorio de un cuerpo, se tiene,
x[n] = A cos(Ωn+ ϕ) (3.11)
en donde Ω = 2pif/fs es la frecuencia digital, siendo f la frecuencia analógica, fs la frecuencia de
muestreo y ϕ es el ángulo de fase inicial.
Se tienen tres parámetros, los cuales pueden ser estimados, bajo ciertas restricciones, a partir de tres
muestras de la señal x[n]. Por conveniencia se toman tres puntos adyacentes:
x[n] = A cos(Ωn+ ϕ) (3.12)
x[n+ 1] = A cos[(n + 1)Ω + ϕ] (3.13)
x[n− 1] = A cos[(n − 1)Ω + ϕ] (3.14)
Usando identidades trigonométricas se obtiene,
x[n+ 1]x[n − 1] = A2 cos2(Ωn+ ϕ)−A2 sen2(Ω) (3.15)
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Se observa que el primer término a la derecha corresponde al cuadrado de la señal x[n], la cual se
sustituye y se obtiene,
A2 sen2(Ω) = x[n]2 − x[n+ 1]x[n − 1] (3.16)
La expresión (3.16) es exacta y única si el valor de Ω es restringido a valores menores que pi/2 o un
cuarto de la frecuencia de muestreo.
Con valores pequeños de Ω, se cumple, sen(Ω) ≈ Ω. Ahora, si se limita el valor de Ω a Ω < pi/4,
entonces el error relativo es menor que 11%. Y se obtiene,
A2Ω2 ≈ x[n]2 − x[n+ 1]x[n− 1] (3.17)
La anterior expresión brinda una buena medida de la energía de la señal oscilante cuando la frecuencia
de muestreo es mayor que ocho veces la frecuencia de oscilación de la señal, es decir, se tienen al
menos dos puntos de muestreo en cada cuarto de ciclo de la oscilación sinusoidal. De esta forma la
expresión anterior constituye un algoritmo simple para obtener una medida de la energía en cualquier
señal de una componente [39],
ET = x[n]
2 − x[n+ 1]x[n − 1] = A2 sen2(Ω) ≈ A2Ω2 (3.18)
La expresión para calcular la energía de Teager se puede derivar de la ecuación (3.4), la cual define
estimadores de energía cuadráticos con kernels no separables, reemplazando el filtro h[m] por [36],
h[m] = hT [m] =


1, m = 0;
-1, m = 1;
0, otro.
(3.19)
3.1.3. Envolvente por filtrado homomórfico
El filtrado homomórfico se puede utilizar para extraer un envelograma, o envolvente de energía,
suavizado. La principal ventaja de este tipo de filtrado es que produce suavidad escalable, con la cual
se evitan problemas de picos separados o cortados [40]. Esta técnica involucra una transformación
logarítmica, la cual convierte una combinación no lineal de señales (multiplicadas en el dominio del
tiempo) en una combinación lineal. De esta forma, el espectro resultante se puede tomar como una
combinación de dos componentes, una que varía lentamente y la otra que varía rápidamente, en donde
se remueve esta última componente a través de filtrado pasa-bajas [41].
Si x[n] representa la señal, ésta se puede expresar como un producto de una señal de baja frecuencia
a[n] y una de alta frecuencia f [n],
x[n] = a[n]f [n] (3.20)
Luego, la operación de multiplicación se convierte en una suma a través de una transformación loga-
rítmica,
z[n] = log x[n] (3.21)
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Se tiene,
z[n] = log a[n] + log f [n] (3.22)
De esta forma las dos señales se combinan de forma aditiva. La componente de alta frecuencia se
caracteriza por tener variaciones rápidas en el tiempo, así que se aplica un filtro lineal pasa-bajas L{·}
apropiado con el fin de filtrar las componentes de f [n],
zl[n] = L{z[n]} (3.23)
Asumiendo que la transformación logarítmica no afecta la separabilidad de las componentes de Fou-
rier de a[n] y f [n] y con L{·} lineal se tiene,
zl[n] = L{log a[n]}+ L{log f [n]} ≈ log a[n] (3.24)
Finalmente, aplicado la operación exponencial,
EH [n] = e
zl[n] ≈ a[n] (3.25)
La aproximación de a[n] dada por la Ecuación (3.25) corresponde a la estimación de la envolvente de
energía de la señal calculada a través de filtrado homomórfico.
3.2. Frecuencia instantánea
La frecuencia instantánea (FI) es una característica muy importante para señales cuyas componentes
espectrales varían a lo largo del tiempo. La FI es un parámetro variante en el tiempo el cual define
la ubicación de el pico espectral de la señal a medida que cambia con el tiempo. Conceptualmente
se puede interpretar como la frecuencia de una onda sinusoidal que se ajusta localmente a la señal
bajo análisis. La FI solamente tiene significado físico en señales monocomponente, en donde solo hay
una frecuencia o un rango estrecho de frecuencias, las cuales varían como función del tiempo. Para
señales multicomponente, la noción de una FI para cada instante de tiempo pierde significado, y se
hace necesario realizar un análisis sobre la variación de cada componente individualmente [42].
En mecánica, la frecuencia del movimiento vibratorio se define como el número de oscilaciones
por unidad de tiempo, en donde movimiento vibratorio es cualquier movimiento desde el punto p0
hasta el punto p1, y una oscilación es un movimiento completo p0 − p1 − p0. En una oscilación el
cuerpo vibrante se mueve desde la posición de equilibrio a un final del camino, luego al otro final del
camino y finalmente retorna a la posición de equilibrio. Usando este proceso como modelo, entonces
la frecuencia se puede definir para cualquier movimiento vibratorio arbitrario.
Un tipo especial de movimiento vibratorio es el movimiento armónico simple en el cual la acelera-
ción es proporcional al desplazamiento, y siempre va dirigida hacia la posición de equilibrio. Cuando
un cuerpo se mueve con velocidad uniforme en un círculo, la proyección de este movimiento en el
diámetro corresponde a movimiento armónico simple, como se puede observar en la Figura 3.2.
En el instante de tiempo t, la proyección p′ del punto p de la Figura 3.2 tiene un desplazamiento,
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ϕ
a0
p
p′
Figura 3.2: Movimiento armónico simple
velocidad y aceleración dadas por (3.26), (3.27) y (3.28), respectivamente,
x(t) = a0 cosϕ = a0 cosωt (3.26)
x˙(t) = −a0ω senωt (3.27)
x¨(t) = −a0ω2 cosωt = −ω2x(t) (3.28)
Resolviendo (3.28) se obtiene la siguiente solución,
z(t) = αej2pift (3.29)
donde ω = 2pif es una velocidad angular uniforme y α es una constante arbitraria [42]. De esta forma
se ha definido el concepto de frecuencia f para una señal estacionaria.
Puesto que la frecuencia usualmente define el número de ciclos o vibraciones que suceden durante
una unidad de tiempo en un movimiento periódico, hay una paradoja aparente al utilizar la expre-
sión “frecuencia instantánea”. Por este motivo la definición de FI es controversial, dependiente de la
aplicación y abordada desde un punto de vista empírico.
La definición de FI fue planteada por Van der Pol para una señal sinusoidal modulada en frecuencia
dada por [42],
x(t) = a cos
[∫ t
0
2pifi(t)dt+ ϕ0
]
(3.30)
en donde ϕ0 es un ángulo de fase arbitraria, y el argumento de la función coseno es la fase ϕ(t), y la
frecuencia instantánea es,
fi(t) =
1
2pi
dϕ(t)
dt
(3.31)
La función ϕ(t) también se puede relacionar con la señal compleja o analítica z(t) de (3.29), la
cual se puede obtener a partir de la señal real x(t) a través de la transformada Hilbert. Mediante este
procedimiento se calcula la trasformada de Fourier de la señal y se eliminan las frecuencias negativas,
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luego se multiplican por dos las frecuencias positivas. Lo anterior es equivalente a,
z(t) = x(t) + jH{x(t)} (3.32)
= a(t)ejϕ(t) (3.33)
donde H{·} denota la transformada Hilbert de la señal.
Finalmente Ville definió la FI de la señal x(t) en (3.30) como,
fi(t) =
1
2pi
d
dt
[arg z(t)] (3.34)
donde z(t) es la versión analítica de la señal x(t). Ville además notó que si la FI es variante en el
tiempo, entonces debe existir algún espectro instantáneo asociado con la FI, cuyo valor medio en el
dominio de la frecuencia corresponda a la FI.
De acuerdo a la definición de FI mostrada anteriormente, Ville demostró que la frecuencia media en
el espectro de la señal es igual a la media en el tiempo de la FI. Usando estos resultados, Ville formuló
la distribución Wigner-Ville, en la cual el primer momento con respecto a la frecuencia produce la
FI [42, 23, 7]:
fi(t) =
∫∞
−∞ fTWVD(t, f)df∫∞
−∞ TWVD(t, f)df
(3.35)
La importancia de la FI radica en que permite tener una medida de la ubicación en frecuencia
de la concentración de energía de la señal como una función del tiempo. Esta propiedad explica la
importancia de la FI en reconocimiento de señales, seguimiento, estimación y modelado.
3.2.1. FI en señales multicomponente
El modelo general que se puede asumir para el análisis de FI de señales multicomponente es el
siguiente,
x(t) =
N∑
k=1
xk(t) (3.36)
en donde xk(t) corresponde a cada una de las N señales no estacionarias monocomponente, con
envolventes variantes en el tiempo ak(t) y también con FIs variantes en el tiempo fik(t), tal que la
señal analítica asociada con xk(t) se puede expresar como,
zk(t) = ak(t)e
jϕk(t) (3.37)
donde
ϕk(t) = 2pi
∫ t
−∞
fik(τ)dτ (3.38)
En el modelo planteado en (3.36), si k = 1 la señal es monocomponente; si k ≥ 2, la señal se refiere
a una señal multicomponente.
El análisis planteado anteriormente para señales monocomponente pierde por completo el sentido
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cuando se tienen señales formadas por varias componentes en frecuencia, las cuales si se intentan
modelar de acuerdo a (3.29) tendrán una envolvente que puede variar rápidamente en el tiempo, y
además la fase puede dar como resultado una combinación no lineal de los diferentes factores de fase
de cada componente.
Por este motivo, es necesario identificar en primera instancia si la señal que se está tratando es
monocomponente o multicomponente para aplicar el modelo adecuado dependiendo del caso. Así, si
es multicomponente es necesario aplicar el modelo (3.36) y analizar la FI de cada componente por
separado [43]. Una forma práctica de probar si una señal es monocomponente o multicomponente
es verificar si la distribución de energía de la señal en un tiempo particular se encuentra alrededor
de una frecuencia o, por el contrario, existe una división clara de la energía alrededor de dos o más
frecuencias. Se debe notar que la descomposición de una señal multicomponente no es única a menos
que las componentes no coincidan en algún punto del plano tiempo-frecuencia. Así, la descomposición
depende de la aplicación con la cual se trabaje [42].
3.2.2. Algoritmo para estimación de FI en TFDs
Existen diferentes técnicas y metodologías para la estimación de FI en señales no estacionarias.
La metodología mas sencilla para estimar la FI se basa en la definición de la misma, y consiste en
el cálculo de la derivada de la fase de la señal analítica. Para implementar este método es necesario
calcular la versión analítica de la señal a través de la transformada Hilbert, y posteriormente se im-
plementa la derivada de la fase a través de diferencias. El principal problema de este estimador está
en las posibles discontinuidades que pueden generarse a partir de la operación de diferenciación y de
su gran sensibilidad al ruido. Por este motivo surgen versiones suavizadas del estimador de diferencia
de fase con el fin de subsanar los problemas anteriormente mencionados. Otras metodologías para
estimar la FI que se aplican directamente sobre la señal se basan en contadores de cruces por cero y
aproximaciones adaptativas en las cuales se incluyen estimadores de mínimos cuadrados y mínimos
cuadrados recursivos [44, 45].
La estimación de la FI también se puede realizar a través de modelos autoregresivos paramétricos
variantes en el tiempo. Este procedimiento de estimación autoregresiva tiene en cuenta la no esta-
cionariedad de la señal, y llega a una solución basada en una versión adaptada de las ecuaciones de
Yule-Walker modificadas. La FI se obtiene a partir de las raíces del polinomio autoregresivo, de la
misma forma que la frecuencia se deriva a partir de la función de transferencia estacionaria. La preci-
sión obtenida es menor que para el caso estacionario puesto que es difícil obtener buenos estimadores
instantáneos de covarianza [46].
Los métodos anteriormente mencionados se utilizan principalmente para señales monocomponente
y se implementan directamente sobre la señal. Otra aproximación para la estimación de la FI se basa en
el análisis de los mapas tiempo-frecuencia [21,47,44,48,49], en los cuales se aprovecha la información
de la transformada bidimensional, y se realiza la estimación a partir de la representación tiempo-
frecuencia. Los métodos que utilizan esta aproximación son menos sensibles al ruido, la estimación
es más robusta y además permiten ser aplicados a señales de varias componentes, lo cual puede ser
una gran ventaja para gran parte de las aplicaciones.
La estimación de FI a partir de las TFDs se puede hacer a partir de dos aproximaciones: basada en
los momentos de las TFDs, o basada en los picos de las TFDs. Para la primera aproximación, algunas
TFDs producen la FI a través del primer momento en frecuencia, como la WVD o la CWD; mientras
que otras distribuciones producen aproximaciones de la FI a partir del primer momento, como sucede
con el espectrograma, las T-distribuciones y la SPWVD. La expresión en tiempo discreto para el
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cálculo de la FI a partir del primer momento de la TFD es la siguiente:
fi[n] =
∑
k kTx[n, k]∑
k Tx[n, k]
(3.39)
donde Tx[n, k] es la versión discreta de la representación tiempo-frecuencia T (t, f) y n, k correspon-
den a los índices de tiempo y frecuencia discretos respectivamente.
Por otro lado, la estimación de FI se puede realizar también a través de la detección de los picos
de las TFDs, ya que la estimación de máxima verosimilitud para la frecuencia de una señal sinusoidal
embebida en ruido blanco gaussiano estacionario, está dada por el pico del espectro de la señal. Ge-
neralizando este resultado a señales no estacionarias, entonces la estimación de la FI se puede realizar
detectando el pico o los picos de la TFD en cada instante de tiempo [44].
Las TFDs en forma discreta se pueden representar como matrices bidimensionales, las cuales se
pueden interpretar y analizar mediante técnicas de procesamiento de imágenes. Por tal motivo, en [49]
se propone un método para la estimación de FI a partir de la representación tiempo-frecuencia de la
señal, tratando la TFD como una imagen discreta. El procedimiento a seguir involucra al gradiente en
el sentido del eje de la frecuencia con el fin de obtener los máximos de la representación. Posterior-
mente, se aplica procesamiento de imágenes con el fin de enlazar componentes y eliminar máximos
espurios causados por ruido y perturbaciones. El esquema de la metodología se muestra en la Figura
3.3(a).
El primer paso para la estimación de la FI es convertir la TFD en una imagen binaria; esto se hace
asignando a las ubicaciones de picos locales el valor de 1 y asignando 0 a las otras ubicaciones. Los
picos se hallan aplicando el gradiente en el sentido de la frecuencia así,
B[n, k] =
{
1 si
[
∂Tx[n,k]
∂k = 0
]
⊕
[
∂2Tx[n,k]
∂k2
< 0
]
0 otro
(3.40)
Si la TFD tiene varios máximos en cada instante de tiempo, solamente se elige aquel con amplitud
máxima. Luego, en la imagen binaria B[n, k], las componentes se enlazan usando un conjunto de
10-vecinos (Figura 3.3(b)),
{(n− 1, k − 1), (n − 1, k), (n − 1, k + 1), (n + 1, k − 1), (n + 1, k), (n + 1, k + 1),
(n− 1, k − 2), (n − 1, k + 2), (n + 1, k − 2), (n + 1, k + 2)} (3.41)
Se tiene también un umbral de longitud mínima de píxeles conectados PL, el cual define cuál com-
ponente es verdadero, y se ajusta con el fin de remover componentes detectados de forma falsa. PL
se elige como la duración mínima para la cual un componente de la señal puede existir. Finalmente la
expresión para calcular la frecuencia instantánea es,
fi[n] = argma´x
n
{B[n, k]} (3.42)
Además, la señal fi[n] se interpola usando el método de preservación de forma [50] con el fin de
estimar la FI en los puntos en los cuales no se encontraron máximos. Luego, la señal se suaviza con
el propósito de eliminar pequeñas discontinuidades.
36
Capítulo 3. Estimación de características dinámicas a partir de representaciones
tiempo-frecuencia
Selecciónde componentes
con longitud mayor a un
umbral fijo para eliminar
ruido
Enlace de componentes a
partir de criterio de vecindad
Interpolación y resultado final
de FI
Detección de máximos en
el mapa t-f usando gradiente
en sentido vertical (frecuencia)
Mapa t-f
Imagen binaria
Característica f (t)i
(a) Metodología de estimación (b) Criterio de 10-vecinos
Figura 3.3: Estimación de FI
3.3. Ancho de banda
La energía de las señales se puede concentrar en diversas partes del espectro: puede estar localizada
en las frecuencias bajas, en las frecuencias altas o en las frecuencias medias. Las bioseñales en general
se clasifican como señales pasa-banda, pues la energía generalmente se encuentra concentrada en las
frecuencias medias. Además de esta clasificación de las señales en el dominio de la frecuencia, es
deseable expresar de forma cuantitativa el rango de frecuencias sobre el cual se concentra la densidad
espectral de potencia o energía. Esta medida cuantitativa se conoce como el ancho de banda de una
señal [51].
Existen diversos métodos para la estimación del ancho de banda de una señal, entre los cuales se
encuentra el ancho de banda para el cual la potencia del espectro decae a la mitad del máximo y
también a través de la desviación estándar del espectro. Sin embargo estos métodos no se pueden
aplicar correctamente a espectros multimodales (multicomponente). Por ello han surgido los anchos
de banda equivalentes (EBW – Equivalent Bandwidth) para una señal aleatoria y los que se han usado
más frecuentemente son: el EBW rectangular, el ancho de banda de Blakman-Tukey, el EBW basado
en la información de Fisher de la media y la varianza, el ancho de banda de la entropía espectral de
Campbell y el EBW igual al tamaño del soporte del espectro [52, 53].
Los EBWs mencionados anteriormente han jugado un papel importante en varios campos, entre los
cuales se encuentran los sistemas de comunicaciones, teorema de muestreo y problemas de aliasing,
evaluación de suavizadores polinomiales, técnicas de codificación del habla, estimación espectral,
evaluación de sistemas no lineales, estimación del voltaje de ruido cuadrático medio, evaluación de
correlación máxima, estimación de varianza, análisis de señales electroencefalográficas y evaluación
de sensibilidad de radiómetros.
En [52] se propone una unificación de los anchos de banda equivalentes de procesos aleatorios y
sugiere que todos los EBWs anteriores se pueden representar a través de la entropía de Rènyi de orden
α. Puesto que el EBW indica el número efectivo de variables no correlacionadas por unidad de tiempo
o la tasa de coeficientes de una señal aleatoria, es natural entonces que el EBW sea definido con base
en la teoría de información y más precisamente a través de una medida de entropía.
Para un proceso aleatorio estacionario xs(t) con espectro de potencia Xs(f), el EBW de orden α
se define como [54],
W (α)s =
1
2
[∫ ∞
−∞
Xαs (f)df
] 1
1−α
(3.43)
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en donde el espectro de potencia Xs(f) se encuentra normalizado para que el área bajo la curva sea
igual a uno, es decir,
∫∞
−∞Xs(f)df = 1.
3.3.1. Ancho de banda de procesos aleatorios no estacionarios
Sea una distribución tiempo-frecuencia Tx de un proceso aleatorio no estacionario x(t), por analo-
gía con (3.43), el ancho de banda equivalente variante en el tiempo de orden α asociado al proceso
x(t) está dado por [54],
W (α)(t) =
1
2
[∫ ∞
−∞
Tαx (f |t)df
] 1
1−α
(3.44)
en donde la densidad de probabilidad condicional Tx(f |t) se define como,
Tx(f |t) = Tx(t, f)∫∞
−∞ Tx(t, f)df
(3.45)
Consecuentemente, para una TFD no negativa que satisfaga los marginales de la señal, es decir, si la
distribución se puede considerar como una función de probabilidad, es posible estimar el EBW de un
proceso aleatorio no estacionario.
Si α = 2 la ecuación (3.44) corresponde al segundo ancho de banda equivalente de la densidad
espectral blanca, de banda limitada, la cual satisface
Tx(f |t) =
{
K, |f | ≤W (2)(t);
0, |f | > W (2)(t). (3.46)
donde K es una constante. La implementación de (3.44) se puede realizar a través de sumatorias en
los dominios discretos de tiempo y de frecuencia,
W (α)[n] =
1
2
(∑
k
Tαx [k|n]
) 1
1−α
(3.47)
donde,
Tx[k|n] = Tx[n, k]∑
k
Tx[n, k]
(3.48)
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3.4.1. Descomposición en valores singulares (SVD – Singular Value Decomposition)
El método de SVD ha sido una herramienta importante en el procesamiento y análisis de datos es-
tadísticos. La SVD de una matrizTx de M×N , la cual representa la transformada tiempo-frecuencia
de la señal x[n], está dada por [55, 56, 38, 57],
Tx = UΣV
⊤ (3.49)
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en donde UM×M y VN×N son matrices ortonormales, y ΣM×N es una matriz diagonal de valores
singulares (σij = 0 si i 6= j y σ11 ≥ σ22 ≥ · · · ≥ 0). Las columnas de las matrices ortonormales U
y V se llaman vectores singulares o propios izquierdos y derechos respectivamente. Una propiedad
importante de U y V es que son mutuamente ortogonales. Los valores singulares (σii) representan
la importancia de cada vector singular o propio en la composición de la matriz. En otras palabras,
los vectores que corresponden a valores singulares mayores tienen más información acerca de la
estructura de los patrones embebidos en la matriz, que los otros vectores cuyos valores singulares son
menores.
3.4.2. La SVD como método de caracterización de TFDs
Los valores singulares de las representaciones tiempo-frecuencia por sí solos no aportan mucha
información acerca de los patrones de la matriz que se descompone. Con el fin de encontrar caracte-
rísticas de la señal en el dominio tiempo-frecuencia usando la técnica SVD, es necesario utilizar los
vectores singulares derechos e izquierdos correspondientes a los mayores valores singulares. Esto se
hace debido a que los vectores singulares derechos e izquierdos contienen la información de la señal
en el dominio del tiempo y la frecuencia, respectivamente [58]. Por este motivo, también se llaman
vectores propios de tiempo o de frecuencia [38]. En adición, los vectores singulares relacionados con
los mayores valores singulares tienen más información acerca de la estructura de la señal. Consecuen-
temente, si la estructura de la señal es diferente para clases diferentes, el uso de los vectores singulares
correspondientes a los mayores valores singulares es adecuado para clasificación y reconocimiento de
patrones [55].
Teniendo en cuenta la expresión (3.49), se puede reescribir de la siguiente manera,
Tx =
R∑
i=1
σiiAi (3.50)
Ai = uiv
⊤
i (3.51)
En donde ui y vi son las columnas de U y V, respectivamente, y corresponden a los vectores sin-
gulares; y R es el rango de Tx. Las matrices Ai son llamadas matrices base, y toda la información
de Tx está contenida en estas matrices base y en los pesos σii [59]. En la Figura 3.4 se muestra
la reconstrucción, usando diferente cantidad de vectores propios, de la matriz Tx tiempo-frecuencia
correspondiente a una señal modulada sinusoidalmente en frecuencia. Además, en la Figura 3.5 se
muestran los valores singulares y los tres primeros vectores singulares de la representación tiempo-
frecuencia de la Figura 3.4.
Como los valores singulares σii se encuentran ordenados, entonces es posible realizar la reconstruc-
ción de (3.50) truncando la sumatoria y tomando solamente los primeros valores singulares y vectores
singulares en los cuales se encuentra concentrada la mayor parte de la información (ver Figura 3.4).
Ya que los vectores ui y vi no son necesariamente positivos, se puede tomar el cuadrado de estos
vectores para que correspondan así a los marginales de tiempo y de frecuencia del cuadrado de las
matrices base Ai que conforman la distribución tiempo-frecuencia Tx [59]. Los marginales de tiem-
po y frecuencia que se extraen de esta forma tienen información de la energía de la señal a medida
que transcurre el tiempo (o frecuencia), y son utilizados como características dinámicas útiles para la
clasificación de señales.
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Figura 3.4: Reconstrucción de Tx de tamaño 512 × 1024 utilizando diferentes cantidades de vectores
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Figura 3.5: Valores singulares y vectores singulares (de tiempo y frecuencia)
3.5. Centroides de subbanda espectral
Con el fin de definir los centroides de subbanda espectral, se divide la banda de frecuencia (desde
0 a Fs/2 donde Fs es la frecuencia de muestreo) en un número fijo de subbandas, y se calcula el
centroide de cada subbanda usando el espectro de potencia de la señal. Esta definición involucra la
elección de diversos parámetros, como el número de subbandas a usar, la forma en la cual se divide el
espectro en subbandas (las frecuencias centrales y de corte de cada filtro de subbanda, o si debe haber
algún solapamiento entre las subbandas), la forma de los filtros de subbanda, entre otros.
Asumiendo que el espectro de frecuencia se divide en M subbandas, utilizando los filtros Hm(f),
se define el m-ésimo centroide de subbanda espectral κm como sigue [60],
κm =
∫∞
−∞ fHm(f)X
γ(f)df∫∞
−∞Hm(f)X
γ(f)df
(3.52)
en donde X(f) es el espectro de potencia y γ es una constante que controla el rango dinámico del
espectro de potencia. Ajustando γ < 1, el rango dinámico del espectro de potencia se puede reducir,
y si γ → 0, el centroide se ubicará en el centro de la subbanda y no contendrá información alguna.
Por otro lado si γ → ∞, el centroide corresponderá a la ubicación de el pico mayor del espectro de
potencia en la subbanda, y puede producir estimados ruidosos [61].
Los filtros Hm(f) se pueden distribuir linealmente a lo largo del dominio de la frecuencia, o se
pueden ubicar de acuerdo a escalas de frecuencia perceptuales, tales como la escala Bark o la escala
Mel. En cualquier caso, es importante que la distribución de los puntos en el dominio de la frecuencia
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esté de acuerdo con la distribución de los filtros, con el fin de obtener histogramas no sesgados [61].
La expresión (3.52) se puede generalizar para el caso no estacionario, e implementar en tiempo
discreto así,
κm[n] =
∑
k
kHm[k]T
γ
x [n, k]∑
k
Hm[k]T
γ
x [n, k]
(3.53)
donde Hm[k] es la versión discreta del banco de filtros Hm(f). Aunque la ubicación de los centroi-
des puede ser una característica relevante para diferenciar señales pertenecientes a diferentes clases,
también puede ser importante tener en cuenta la energía que se encuentra concentrada alrededor de
dichos centroides en un ancho de banda fijo, y menor al ancho de banda del filtro Hm(f) corres-
pondiente al centroide bajo análisis. Así, la energía alrededor de los centroides se puede calcular así,
ξm[n] =
κm[n]+∆k∑
k=κm[n]−∆k
Tx[n, k], 1 ≤ m ≤M (3.54)
en donde ∆k corresponde al ancho de banda alrededor del centroide sobre el cual se calcula la energía.
3.6. Coeficientes cepstrales
El cepstrum es una transformación homomórfica, la cual permite separar la respuesta de un filtro,
de la señal de entrada, teniendo solamente a disposición la señal de salida. Una transformación homo-
mórfica xˆ[n] = D{x[n]} es una transformación que convierte una convolución x[n] = e[n] ∗ h[n] en
una suma xˆ[n] = eˆ[n] + hˆ[n].
El cepstrum real de una señal digital x[n] se define como,
c[n] =
∫ ∞
−∞
ln |X(f)|ej2pifndf (3.55)
Si la señal x[n] es real, entonces su cepstrum también será una señal real [62].
Es posible extender la definición de coeficientes cepstrales en (3.55) para que pueda ser aplicada a
señales no estacionarias a través de representaciones tiempo-frecuencia. En primer lugar, se divide el
espectro de la señal en M subbandas a través de los filtros pasa-banda Hm[k], los cuales pueden estar
distribuidos de forma lineal o según alguna escala perceptiva ,
cm[n] = log
(∑
k
Tx[n, k]Hm[k]
)
, 1 ≤ m ≤M (3.56)
La transformada inversa de Fourier en (3.55) se convierte en transformada discreta del coseno en
(3.57), ya que cm[n] es una función par enm, pues proviene de la representación espectral de una señal
real. Así, se obtienen P coeficientes cepstrales en cada instante de tiempo n mediante la expresión,
Cp[n] =
M∑
m=1
cm[n] cos
[
p
(
m− 1
2
pi
P
)]
, 1 ≤ p ≤ P (3.57)
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Es importante notar que la representación (3.57) no es una transformación homomórfica, la cual sería
homomórfica si se invirtiera el orden de la sumatoria y del operador de logaritmo en (3.56),
cm[n] =
∑
k
log (Tx[n, k]Hm[k]) , 1 ≤ m ≤M (3.58)
En la práctica, sin embargo, la representación cepstral es aproximadamente homomórfica para filtros
que tienen una función de transferencia suave. La ventaja de calcular la representación cepstral usando
(3.56) en vez de (3.58) consiste en que las energías de los filtros son más robustas al ruido y a errores
de estimación espectral [62].
3.6.1. Coeficientes cepstrales Mel (MFCCs – Mel Frequency Cepstral Coefficients)
Para el cálculo de los MFCCs se aplican las expresiones (3.56) y (3.57), pero los filtros Hm[k]
se distribuyen de acuerdo a una escala no lineal, la cual se aproxima al comportamiento del sistema
auditivo, y permite su aplicación a señales cuyas componentes de frecuencia se encuentran dentro del
rango auditivo humano [63, 64, 65, 66, 67].
Generalmente los filtros Hm[k] tienen forma triangular y un solapamiento del 50%. Así, el banco
de filtros está dado por la expresión,
Hm[k] =


0, k < fMel[m− 1];
2(k−fMel[m−1])
(fMel[m+1]−fMel[m−1])(fMel [m]−fMel[m−1])
, fMel[m− 1] ≤ k ≤ fMel[m];
2(fMel [m+1]−k)
(fMel[m+1]−fMel[m−1])(fMel [m+1]−fMel[m])
, fMel[m] ≤ k ≤ fMel[m+ 1];
0, k > fMel[m+ 1].
(3.59)
Sean fl y fh las frecuencias más baja y más alta del banco de filtros en Hz, Fs la frecuencia de
muestreo en Hz, M el número de filtros, N el número de muestras en el dominio de la frecuencia, y
los puntos de frontera fMel[m] de cada filtro se distribuyen uniformemente en la escala Mel [62]:
fMel[m] =
(
N
Fs
)
B−1
[
B(fl) +m
B(fh −B(fl))
M + 1
]
(3.60)
donde la escala Mel (B) y Mel inversa (B−1) están dadas respectivamente por,
B(b) = 1125 ln(1 + b/700) (3.61)
B−1(b) = 700
(
eb/1125 − 1
)
(3.62)
En la Figura 3.6 se muestra la distribución del banco de filtros Hm[k] para M = 8 filtros y fl = 0,
fh = 10kHz.
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Figura 3.6: Distribución de los filtros Hm(f) en la escala Mel.
Capítulo 4
Extracción de características y
clasificación
4.1. Análisis de componentes principales (PCA – Principal Component
Analysis)
A través de PCA se busca reducir la dimensionalidad de un conjunto de datos, el cual consta de
un gran numero de variables interrelacionadas, manteniendo tanto como sea posible su variabilidad.
Esto se logra transformando los datos originales a un nuevo conjunto de variables, las componentes
principales, las cuales no son correlacionadas, y se ordenan de tal forma que las primeras componentes
mantengan la mayor parte de la variación presente en todas las variables originales.
Sea x un vector de P variables aleatorias, PCA se concentra en las varianzas de las P variables
aleatorias. El primer paso es encontrar una función lineal α⊤1 x de los elementos de x, con máxima
varianza, donde α1 es un vector de P constantes [α11, α12, . . . , α1P ]⊤, se tiene entonces,
α⊤1 x = α11x1 + α12x2 + · · ·+ α1PxP =
P∑
j=1
α1jxj (4.1)
Luego, se busca una función lineal α⊤2 x, no correlacionada con α⊤1 x, con la varianza máxima, y
así sucesivamente, hasta que en la k-ésima etapa se encuentre la función lineal α⊤k x con la máxima
varianza, sujeto a que no sea correlacionada con α⊤1 x, α⊤2 x, . . . , α⊤k−1x. La k-ésima variable derivada,
α⊤k x es el k-ésimo componente principal. Se pueden encontrar hasta P componentes principales,
pero se espera, en general, que la mayor parte de la variación de x se encuentre en los primeros q
componentes principales, donde q ≪ P .
Luego de haber definido los componentes principales, la forma de calcularlos se basa en la matriz
de covarianza Σx cuyo elemento (i, j) corresponde a la covarianza entre los elementos i y j de x
cuando i 6= j. Para k = 1, 2, . . . , P , el k-ésimo componente principal está dado por zk = α⊤k x, donde
αk es el vector propio de Σx correspondiente al k-ésimo mayor valor propio λk [68].
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4.2. Clasificador de k vecinos más cercanos (k-NN – k Nearest
Neighbors)
El clasificador k-NN pertenece a la familia de clasificadores no paramétricos, los cuales pueden ser
usados con distribuciones de probabilidad arbitrarias, y sin asumir que las formas de las densidades
son conocidas. Para el caso de k-NN, el estimado de la función de probabilidad p(x) se hace a partir
de k muestras de entrenamiento o prototipos centrados alrededor de la observación x, y que se puede
hacer mayor a medida que se capturen más muestras k, las cuales son los vecinos más cercanos de x.
La probabilidad a posteriori p(ωi|x) a partir de un conjunto de k muestras, ki con etiqueta ωi se
muestra a continuación,
p(ωi|x) = ki
k
(4.2)
Esto es, el estimado de la probabilidad a posteriori que ωi sea el estado de la naturaleza, es únicamente
la fracción de las muestras etiquetadas como ωi.
La regla de decisión de k-NN para k = 1 se formula de la siguiente forma: SeaDn = {x1, . . . ,xn}
el conjunto de n prototipos etiquetados, y x′ ∈ Dn el prototipo más cercano al punto de prueba x,
entonces la regla del vecino más cercano para clasificar x, es asignarlo a la etiqueta asociada con
x′. Para k > 1 se generaliza la regla de decisión, clasificando x con la etiqueta asociada a la clase
con mayor número de prototipos dentro de los k vecinos más cercanos a x, los cuales se localizan
en una región esférica cuyo centro es el punto de evaluación x. Para el caso de 2 clases, siempre es
recomendable tomar un número de vecinos impar para evitar tener p(ω1|x) = p(ω2|x), lo cual impide
tomar una decisión [69].
4.3. Clasificador basado en modelo de mezclas de gaussianas (GMM –
Gaussian Mixture Model)
Mientras que la distribución gaussiana tiene algunas propiedades analíticas importantes, sufre de
limitaciones serias para modelar conjuntos de datos de la vida real. Algunos conjuntos tienen varias
concentraciones de puntos, los cuales no se pueden modelar correctamente con una sola gaussiana,
y es necesario utilizar una superposición de dos o más gaussianas para modelar la distribución. Es-
tas superposiciones, formadas al tomar combinaciones lineales de distribuciones básicas, se pueden
formular como modelos probabilísticos conocidos como mezclas.
Una combinación lineal de gaussianas puede producir densidades complejas. Usando el número
suficiente de gaussianas, y ajustando sus medias y covarianzas, así como los coeficientes en la combi-
nación lineal, casi cualquier densidad continua se puede aproximar con precisión arbitraria.
Se considera entonces una superposición de K densidades gaussianas de la forma,
p(x) =
K∑
k=1
pikN (x|µk, σk) (4.3)
llamada mezcla de gaussianas. Cada densidad gaussiana N (x|µk, σk) es llamada componente de la
mezcla y tiene su propia media µk y covarianza σk. Los parámetros pik son llamados coeficientes de
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mezcla, y deben cumplir la restricción,
K∑
k=1
pik = 1 (4.4)
Además, como p(x) ≥ 0 y N (x|µk, σk) ≥ 0, entonces 0 ≤ pik ≤ 1.
La solución de máxima verosimilitud para estimar los coeficientes de la mezcla de gaussianas no
tiene una solución analítica cerrada, y por eso es necesario utilizar técnicas de optimización numé-
ricas iterativas para maximizar la función de verosimilitud. Alternativamente, es posible emplear la
metodología llamada maximización de la esperanza, (EM – Expectation Maximization), ver Apéndice
B.
Luego de tener los modelos de mezclas de gaussianas con sus respectivos parámetros p(x|ωi) y las
probabilidades a priori de cada clase, p(ωi), calculadas como la razón entre el número de observacio-
nes de cada clase, y el número de observaciones total. Se calcula la probabilidad a posteriori como,
p(ωi|x) = p(x|ωi)∑
j p(x|ωj)p(ωj)
(4.5)
La decisión del clasificador se toma de acuerdo a la probabilidad a posteriori p(ωi|x). Así, x se asigna
a la clase que tenga mayor probabilidad a posteriori [70].
4.4. Clasificador basado en redes neuronales (NN – Neural Networks)
Las redes neuronales usan una función no lineal de una combinación lineal de las entradas, en donde
los coeficientes de la combinación lineal son parámetros adaptativos. El modelo básico de una red
neuronal se puede describir como una serie de transformaciones funcionales. Primero, se construyen
M combinaciones lineales de las variables de entrada x1, . . . , xD de la forma,
aj =
D∑
i=1
w
(1)
ji + w
(1)
j0 (4.6)
donde j = 1, . . . ,M , y el superíndice (1) indica que los correspondientes parámetros corresponden
a la primera capa de la red. Los parámetros w(1)ji son pesos y los parámetros w
(1)
j0 son constantes de
polarización. La cantidad aj se conoce como activación, y cada activación es transformada usando
una función de activación no lineal y diferenciable,
zj = h(aj) (4.7)
Las salidas zj corresponden a la respuesta de las llamadas unidades ocultas. Las funciones no lineales
h(·) se eligen generalmente como funciones sigmoidales. Los valores zj se combinan de forma lineal
nuevamente para obtener las activaciones de las unidades de salida,
ak =
M∑
j=1
w
(2)
kj zj + w
(2)
k0 (4.8)
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donde k = 1, . . . ,K , y K es el número total de salidas. Esta transformación corresponde a la segunda
capa de la red, y nuevamente w(2)k0 son parámetros de polarización. Las activaciones de salida se
transforman usando una función de activación apropiada, con en fin de obtener las salidas de la red
yk. Generalmente, para problemas de clasificación binaria, cada unidad de activación de salida se
transforma usando una función sigmoidal,
yk = σ(ak) (4.9)
σ(a) =
1
1 + e−a
(4.10)
Las diferentes etapas de la red se pueden combinar para obtener la función de salida total, la cual toma
la siguiente forma,
yk(x,w) = σ

 M∑
j=1
w
(2)
kj h
(
D∑
i=1
w
(1)
ji xi + w
(1)
j0
)
+ w
(2)
k0

 (4.11)
Así, el modelo de la red neuronal se reduce a una función no lineal de un conjunto de variables de
entrada x, a un conjunto de salida y , controlado por un vector de parámetros ajustables w [70].
4.4.1. Entrenamiento de la red neuronal
Si se obtiene una función de error E(w), la cual mide la diferencia de la salida de la red con
respecto a una salida objetivo, entonces la tarea de entrenamiento consiste en encontrar un vector w
que minimize la función E(w), la cual se puede formar a partir del error cuadrático medio entre la
salida y(xn,w) y el objetivo tn,
E(w) =
1
2
N∑
n=1
‖y(xn,w)− tn‖2 (4.12)
Si se realiza un pequeño cambio en los pesos, de w a w + δw, entonces el cambio en la función de
error es δE ≈ δw⊤∇E(w), en donde el vector ∇E(w) apunta en la dirección de mayor crecimiento
de la función de error. Puesto que el error E(w) es una función continua y suave dew, su menor valor
ocurre en el punto del espacio de pesos para el cual el gradiente de la función de error es cero,
∇E(w) = 0 (4.13)
Así, es posible realizar un pequeño paso en la dirección −∇E(w) y se reducirá el error.
No hay una solución analítica para (4.13), por tanto, se debe solucionar por medio de procedimien-
tos iterativos. La mayor parte de las técnicas para optimizar (4.13), involucran la inicialización de los
pesos en w[0] y posteriormente se mueven a través del espacio de pesos en una sucesión de pasos de
la forma,
w[τ + 1] = w[τ ] + ∆w[τ ] (4.14)
donde τ es el índice de iteración. El vector de actualización ∆w[τ ] depende del algoritmo de entre-
namiento que se utilice. Muchos algoritmos usan la información del gradiente, y por tanto, requieren
que luego de cada actualización, el valor de∇E(w) se evalúe para el nuevo vector de pesosw[τ +1].
Capítulo 5
Marco experimental
5.1. Metodología
Para aplicar el análisis tiempo-frecuencia al reconocimiento de patrones en bioseñales, es necesario
diseñar una metodología experimental que permita la caracterización de las señales y su mapeo en
vectores de características que puedan servir de entrada a un clasificador mediante el cual se obtenga
una salida que permita diferenciar las observaciones pertenecientes a diferentes clases, las cuales para
este caso pueden ser normales o patológicas. La metodología desarrollada en este trabajo se compone
de cuatro partes principales: Preprocesamiento de la señal, estimación de las representaciones tiempo-
frecuencia, estimación de características dinámicas a partir de las TFDs y la fase de clasificación. La
Figura 5.1 muestra el esquema de la metodología experimental.
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Figura 5.1: Metodología
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Como se observa en la Figura 5.1, la primera fase de preprocesamiento es necesaria para adecuar la
señal a la metodología. Esta fase es completamente dependiente de la aplicación, pues dependiendo
del tipo de señal que se tenga y del equipo con el cual se adquirió, se pueden necesitar procedimien-
tos de remuestreo, de filtrado y/o segmentación. Por otro lado, el rango dinámico de las señales es
diferente dependiendo del tipo y la naturaleza de la señal, pues mientras algunas bioseñales miden la
actividad eléctrica directamente (como la señal electrocardiográfica), otras bioseñales miden la activi-
dad mecánica, la cual se refleja en ondas sonoras y vibraciones que son captadas mediante micrófonos
(este es el caso de señales fonocardiográficas y de voz). Así, para que la metodología se pueda aplicar
a los diferentes tipos de bioseñales es necesario normalizar su amplitud, para que el rango dinámico
de éstas se mantenga constante, independientemente de la señal que se esté analizando.
La segunda fase de la metodología planteada se refiere a la implementación de las TFDs perte-
necientes a la clase de Cohen y la transformada wavelet continua de la clase afín. Algunas de estas
distribuciones tienen uno o más parámetros que se deben ajustar en sus kernels, los cuales manejan
variables como reducción de términos cruzados y resolución. Luego, el siguiente paso involucra el
cálculo de parámetros variantes en el tiempo a partir de las TFDs, estas variables o características
dinámicas también tienen parámetros que se deben ajustar dependiendo de la señal que se está anali-
zando. La optimización de los parámetros más importantes de las características dinámicas se realiza
con base en el rendimiento de clasificación, utilizando un clasificador relativamente sencillo para este
fin.
Finalmente, la etapa de clasificación incluye los clasificadores y dos procedimientos adicionales:
el primero es la selección efectiva de características y reducción de dimensión; y el segundo es el
ajuste de los parámetros propios del clasificador. En la selección efectiva de características se utiliza
una medida de relevancia con el fin de determinar cuales son las características dinámicas que pueden
aportar mayor información para la tarea de reconocimiento de patrones que se quiere resolver. La re-
ducción de dimensión se aplica para que la información contenida en las variables dinámicas se pueda
convertir en vectores de características puntuales, compatibles con los clasificadores que se utilizarán
en este estudio, pues las características dinámicas aún contienen mucha información que no se puede
entrar directamente al clasificador. Por otro lado, el rendimiento de éste depende de la estructura de
los datos y los clasificadores utilizados en este trabajo permiten ajustar ciertos parámetros con el fin
de adaptarse mejor a los datos y así obtener el máximo de rendimiento posible.
5.1.1. Cálculo de representaciones tiempo-frecuencia
Las representaciones tiempo-frecuencia permiten un mapeo bidimensional de la señal bajo análisis,
permitiendo reconocer de forma evidente algunas características que son útiles para diferenciar un
tipo de señal de otra. Como ya se mencionó anteriormente, se utilizarán distribuciones pertenecientes
a la clase de Cohen y adicionalmente se usará la transformada wavelet continua, la cual pertenece a la
clase afín. Las TFDs que se calcularán son las siguientes:
1. Espectrograma a partir de la STFT
2. Distribución Wigner-Ville (WVD)
3. Distribución Choi-Williams (CWD)
4. Distribución pseudo Wigner-Ville suavizada (SPWVD)
5. Escalograma a partir de la CWT
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Todas estas distribuciones tienen parámetros para ajustar. Así, el parámetro del espectrograma es la
ventana de análisis en el tiempo (tipo y longitud). En todas las pruebas se utilizará una ventana de tipo
Hamming para el análisis, ya que es el tipo de ventana más usado para el cálculo de esta representación
[71,72,73,74]. La elección de la longitud de la ventana depende fuertemente del contenido espectral de
la señal que se está analizando. De esta forma, la ventana debe ser lo suficientemente corta como para
permitir una buena resolución en el dominio del tiempo, y al mismo tiempo debe ser lo suficientemente
larga para contener por lo menos un periodo de la componente de menor frecuencia de la señal bajo
análisis. Por tanto, la longitud de la ventana para las señales analizadas se ajusta de acuerdo a los
criterios mencionados anteriormente.
Teniendo en cuenta el espectrograma como referencia, con éste es posible obtener una represen-
tación aceptable de la señal, la cual puede dar una noción de la estructura de las componentes y de
su ubicación en el plano tiempo-frecuencia. De esta forma, los parámetros de las demás TFDs se
ajustan con esta referencia para que tengan la capacidad de mostrar las mismas componentes que se
observan en el espectrograma, pero con la mejora en resolución obtenida gracias al uso de kernels con
menor suavizado. Se debe notar que la optimización de los parámetros de las representaciones tiempo-
frecuencia no tiene una función de costo estructurada, se hace con base en la referencia dada por el
espectrograma, ya que el cálculo de estas representaciones es muy costoso en términos computacio-
nales y sería una tarea muy dispendiosa la optimización de los parámetros (que pueden ser múltiples)
con una función de costo (por ejemplo el rendimiento del clasificador).
Por otro lado, la WVD no tiene algún parámetro a ajustar, mientras que la CWD tiene un parámetro,
el cual controla la pendiente de decrecimiento de la exponencial del kernel. La SPWVD es un poco
más complicada en su ajuste, pues permite ajustar independientemente el ancho del kernel tanto en
el dominio de retrasos de tiempo como en el de frecuencia. Finalmente, el escalograma involucra el
cálculo de la CWT, la cual requiere especificar la onda madre con la cual se realiza la descomposición.
Para este caso se elige la wavelet madre Morlet, pues la CWT es altamente redundante y no requiere
de una base ortogonal. La wavelet Morlet se construye multiplicando una función gaussiana por una
sinusoide de la frecuencia analizada. Esta onda madre es flexible en resolución de tiempo y escala, ya
que la localización en el tiempo se puede cambiar al modificar la longitud de la función gaussiana,
independientemente de su frecuencia de oscilación. Cuando se usa la wavelet Morlet, la conversión
entre escala y frecuencia es simple e intuitiva [72].
5.1.2. Características dinámicas
Luego del cálculo de las representaciones tiempo-frecuencia, se pasa a la estimación de las caracte-
rísticas dinámicas descritas en el Capítulo 3. Estas características se dividen en 6 grupos, especificados
en cada una de las secciones del Capítulo 3, y cada grupo tiene un número diferente de variables, de-
pendiendo de los diferentes métodos que se utilicen para estimar las características o de la naturaleza
de cada conjunto. A continuación se muestra una lista de las variables dinámicas estimadas y del
número de características pertenecientes a cada grupo:
1. Energía instantánea - 3 características
2. Frecuencia instantánea - 1 característica
3. Ancho de banda - 1 característica
4. Vectores singulares - numero de características variable, dependiente de los valores singulares
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5. Centroides espectrales - numero de características variable, dependiente del número de bandas
en el cual se divide el espectro
6. Coeficientes cepstrales - numero de características variable, dependiente del número de coefi-
cientes que se quieran tomar
Tal como sucede con la estimación de las TFDs, algunas de las características dinámicas mencio-
nados anteriormente requieren del ajuste de ciertos parámetros, dependientes del tipo de señal que se
está analizando y de la aplicación. Los tres diferentes métodos de estimación de la energía (la cual se
calcula a partir del marginal de tiempo de la TFD) y el procedimiento para el cálculo de la frecuencia
instantánea, no requieren de este tipo de ajuste. Por otra parte, el ancho de banda requiere especificar
el parámetro α, en la ecuación (3.44), el cual corresponde al orden del ancho de banda que se calcula;
de acuerdo con (3.46), si α = 2, el ancho de banda estimado corresponde al de la densidad espectral
de banda limitada del proceso x(t) y por eso se fija este valor de α para los experimentos incluidos en
este trabajo.
Los tres conjuntos de características restantes tienen parámetros que se deben ajustar de forma más
elaborada. El ajuste de estos parámetros se realiza con el espectrograma, y los valores obtenidos para
este caso se aplican a las otras TFDs . Los vectores singulares se ordenan de acuerdo a la magnitud de
su correspondiente valor singular, el cual es un peso que indica la importancia de cada vector singular
para reconstruir la representación tiempo-frecuencia. Así, teniendo en cuenta que la suma de todos
los valores singulares es igual a la unidad, luego de aplicar un proceso de normalización, se toman
los primeros vectores correspondientes a los valores con los cuales se alcanza el 95% de la suma
acumulativa de éstos. La información principal de la representación estará contenida en los vectores
cuyos valores singulares son de mayor magnitud. Las características dinámicas extraídas a partir de
estos vectores se calculan multiplicando cada vector por su correspondiente peso σii.
Los centroides espectrales y los coeficientes cepstrales son aproximaciones similares entre sí, pues
dividen el espectro de frecuencia en un número determinado de bandas. De esta forma, el parámetro
principal de estas aproximaciones es el número de filtros del banco que se aplica a la TFD para separar
cada una de las bandas de interés, además, se debe determinar la forma adecuada de los filtros y su
solapamiento en el dominio de la frecuencia. Las características dinámicas extraídas a partir de los
centroides espectrales corresponden la ubicación del centroide y la energía concentrada alrededor de
dicho centroide. Para el cálculo de éstos, se establecen filtros de tipo Hamming con un solapamiento
de 30% y distribuidos linealmente; en cuanto a la cantidad de filtros, ésta se optimiza de acuerdo al
rendimiento máximo dado por un clasificador de vecinos más cercanos (k-NN) de 3 vecinos, el cual se
aplica luego de reducir la dimensión de las variables dinámicas mediante PCA, procedimiento que se
explicará a profundidad en la Sección 5.1.4. Por otro lado, para el cálculo de coeficientes cepstrales se
utilizan filtros distribuidos según la escala Mel si el espectro de la señal a analizar se encuentra dentro
del rango auditivo humano; de lo contrario, se distribuyen linealmente. Se utilizan filtros triangulares,
con un solapamiento de 50% y una cantidad constante de 32 filtros. Para este caso se varía el número
de coeficientes cepstrales que se toman, el cual se ajusta de forma similar a como se ajusta el número
de centroides espectrales, es decir, el número óptimo de coeficientes cepstrales es la cantidad con la
que se obtenga la mejor precisión de clasificación utilizando un clasificador k-NN de 3 vecinos.
5.1.3. Medida de relevancia de las características dinámicas
En general, el número de características dinámicas que se extraen de las señales a analizar puede
ser alto, además la longitud de cada característica también puede ser significativamente grande depen-
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diendo de la frecuencia de muestreo y del intervalo de análisis. Por este motivo, es deseable utilizar un
método para seleccionar las características que pueden aportar mayor cantidad de información para
la etapa de clasificación. Así, se implementa una metodología para medir la relevancia, basada en la
variabilidad de las características dinámicas, obteniendo un peso de relevancia por cada parámetro, el
cual es proporcional a la variabilidad, y puede indicar la capacidad discriminante de la característica
que se analiza.
La relevancia de las características dinámicas se analiza con la metodología propuesta en [75],
la cual se basa en PCA. Así, sea Yt = {yij [n] ∈ RN : j = 1, . . . , P ; i = 1, . . . ,M} el con-
junto de entrenamiento de entrada, donde yij[n] es la j-ésima característica dinámica variante en el
tiempo discreto n, que pertenece a la i-ésima observación, P es el número de características, M
es el número de observaciones, y N es el número de instantes de tiempo. Cada vector de observa-
ciones, notado como yi, se puede representar como un supervector de tamaño PN × 1, es decir,
yi = [yi1[1], yi1[2], . . . , yi1[n], yi2[1], . . . , yi2[n], . . . , yiP [n]]
⊤
. Luego, se centran los supervectores,
substrayendo el vector media y˜i sobre todo el conjunto de observaciones, esto es, yi = yi − y˜i.
Posteriormente se estima la matriz de covarianza así,
Σy =
YY⊤
M
(5.1)
donde Y = [y1,y2, . . . ,yM ]. Luego, se obtienen los vectores y valores propios usando,
det{λlI−Σy} = 0 (5.2)
donde I es la matriz identidad.
Los vectores propios asociados con los q mayores valores propios de Σy se seleccionan como las
direcciones principales, las cuales expanden una base ortonormal para un subespacio que contiene la
mayor parte de la información dada por las observaciones.
Los valores propios λl y vectores propios λl se pueden usar para formar un vector de pesos de
características, definido como,
w =
q∑
l=1
|λlλl| (5.3)
Así, entre mayor sea el valor de w, sin importar el signo, la característica dinámica es más significa-
tiva. De esta forma, se obtiene el siguiente supervector de pesos,
wPN×1 = [w11, w12, . . . , w1N , w21, . . . , w2N , . . . , wp1, . . . , wPN ]
⊤ (5.4)
Reorganizando w de tal forma que se asigne un valor de peso para cada característica dinámica:
W =


w11 w21 · · · wP1
w12 w22 · · · wP2
.
.
.
.
.
.
.
.
.
w1N w2N · · · wPN

 (5.5)
el j-ésimo valor escalar wj =
∑N
n=1wjn, j = 1, . . . , P es la suma de los elementos para cada
columna j de la matriz de pesos. En consecuencia, los mayores valores de wj señalan los mejores
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atributos de entrada, puesto que exhiben una mayor correlación con los componentes principales.
5.1.4. Clasificación
En la etapa de clasificación se toman las características dinámicas y se convierten en vectores
de características puntuales. Este procedimiento se hace a través de PCA, en el cual las matrices
de N × P (N es el número de instantes de tiempo y P es el número de variables dinámicas) se
reorganizan para obtener un supervector de tamaño PN×1 por cada observación, tal como se explicó
en la anterior sección. Luego, si la cantidad total de muestras del conjunto de entrenamiento es M ,
entonces se construye la matriz de tamaño PN × M sobre la cual se aplica PCA para reducir el
número de características PN a un valor Λ, el cual se fija en 50, valor con el cual se asegura que los
clasificadores no quedan subentrenados a causa de una gran cantidad de características. Finalmente,
una vez se calcula la transformación lineal a partir del conjunto de entrenamiento, ésta se aplica al
conjunto de validación. Además, la TFD que se utiliza para ajustar Λ es el espectrograma, tomando
todas las variables dinámicas para la reducción de características.
Luego de tener los vectores de características puntuales estimados de la forma anteriormente descri-
ta, se aplican los clasificadores. En este trabajo se utilizarán tres tipos de clasificadores: GMM, k-NN
y NN (Perceptrón multicapa con una capa oculta y una capa de salida). Cada uno de estos clasifica-
dores tiene parámetros que se deben optimizar, con el fin de obtener el rendimiento más alto posible.
La optimización de los parámetros de los clasificadores se realiza con base en el rendimiento final de
clasificación, así, el valor del parámetro para el cual se obtenga el rendimiento máximo es el valor que
se elige. Los parámetros de los clasificadores son:
1. GMM: Número de gaussianas por cada clase
2. k-NN: Número de vecinos (impar)
3. NN: Número de neuronas en la capa oculta
Los parámetros de los clasificadores se optimizan con las características calculadas a partir del
espectrograma, luego, los valores óptimos obtenidos se aplican a las características que se estiman
a partir de las otras TFDs, pues el proceso de optimización para cada una de las representaciones
tiempo-frecuencia sería muy dispendioso y costoso en términos computacionales.
El desempeño de clasificación se mide con un esquema de validación cruzada, en el cual se entrena
con un 70% de las observaciones y se deja un 30% para validación. Los conjuntos de entrenamiento
y validación son disyuntos y se eligen aleatoriamente por cada clase. Este se procedimiento se repite
por 10 folds en los cuales se toman diferentes conjuntos para entrenar y validar. El rendimiento final
corresponde a la media del rendimiento de los folds, con su correspondiente desviación estándar.
5.1.5. Esquema de pruebas experimentales
De acuerdo a la metodología descrita en las secciones anteriores, se organizó un esquema experi-
mental para el análisis de bioseñales. Este esquema incluye todos los procesos descritos en la Figura
5.1. A continuación se enumeran todas las pruebas que se diseñaron y aplicaron en este trabajo, orde-
nadas secuencialmente:
1. Adecuación y preprocesamiento de las señales.
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2. Estimación de espectrograma y posterior cálculo de las restantes TFDs, ajustando sus paráme-
tros de acuerdo al espectrograma.
3. Cálculo de características dinámicas.
4. Ajuste de parámetros de características dinámicas.
5. Ajuste de los parámetros del clasificador.
6. Rendimiento de cada conjunto de características, estimadas con las diferentes TFDs.
7. Pruebas de relevancia para la distribución con la cual se obtuvo el mejor rendimiento total.
8. Para la mejor TFD y mejor conjunto de características se vuelven a optimizar los parámetros
del clasificador.
9. Evaluación de rendimiento con las mejores características en general y pruebas de sensibilidad
y especificidad.
5.2. Análisis en señales fonocardiográficas
5.2.1. Base de datos
La auscultación cardíaca es un procedimiento clínico por el cual con un fonendoscopio se escuchan
los sonidos del corazón para analizar el estado de las válvulas cardíacas. Las señales acústicas del
corazón (fonocardiograma - FCG) describen la actividad mecánica cardíaca (son de bajo costo econó-
mico y fácil adquisición). Esta técnica permite un análisis visual de los sonidos cardíacos, permitiendo
así una investigación más profunda de las dependencias temporales entre los procesos mecánicos del
corazón y los sonidos que se producen.
La base de datos de señales FCG usada en este trabajo consta de 35 sujetos adultos, quienes die-
ron su consentimiento informado aprobado por un comité de ética en un centro hospitalario, y se
sometieron a un examen médico. El diagnóstico se llevó a cabo para cada paciente, y la severidad
de la afección valvular fue evaluada por cardiólogos de acuerdo a los procedimientos rutinarios. Un
conjunto de 16 pacientes fue etiquetado como normal, mientras que 19 mostraron evidencia de so-
plos sistólicos (6 pacientes) y soplos diastólicos (13 pacientes), causados por deficiencias valvulares.
Además, para cada paciente, se tomaron 8 registros correspondientes a los cuatro focos tradicionales
de auscultación (mitral, tricúspide, aórtico y pulmonar) en las fases de apnea post-espiratoria y post-
inspiratoria [76]. Cada registro tiene una duración aproximada de 12s y se obtuvo con el paciente en la
posición de decúbito dorsal. El tiempo de grabación de cada registro no se puede extender más, pues
los pacientes que sufren de problemas cardíacos son incapaces de mantener la apnea post-espiratoria
y post-inspiratoria por un tiempo mayor.
Luego de una inspección visual y auditiva llevada a cabo por especialistas cardiólogos, se etique-
taron los datos por cada latido del paciente y se tomaron los mejores latidos de la base de datos, la
cual quedó conformada por 274 latidos normales e igual cantidad de latidos patológicos con el fin de
tener las clases balanceadas en cuanto al número de observaciones por cada clase. Se decide realizar
un diagnóstico por cada uno de los latidos, pues los soplos cardíacos generalmente no aparecen en
todos los focos de auscultación a menos que sean muy intensos, y es más precisa la evaluación por
cada uno de los latidos en vez de tener en cuenta el registro completo del paciente.
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Las señales se adquirieron con un estetoscopio electrónico (modelo WelchAllyn R© Meditron), con
el cual se graba simultáneamente la señal FCG y una derivación de la señal electrocardiográfica (ECG)
(DII), la cual se utiliza como referencia de sincronización para segmentar cada uno de los latidos.
Ambas señales se muestrean a una tasa de 44,1kHz con una precisión de 16 bits. Esta base de datos
pertenece al grupo de Control y Procesamiento Digital de Señales de la Universidad Nacional de
Colombia, Sede Manizales.
5.2.2. Preprocesamiento de la señal
El rango de frecuencias de la señal FCG se encuentra entre los 10Hz y los 1000Hz aproximada-
mente [77,78], mientras que el rango de frecuencias de la señal ECG está entre los 0,1 y 100Hz [79].
Así, la frecuencia de muestreo de 44,1kHz, indicada en la Sección 5.2.1, es muy alta para el pro-
cesamiento de este tipo de señales, lo cual conlleva a un sobremuestreo y a una gran cantidad de
información que no es útil, gastando así recursos innecesarios para el almacenamiento de la base de
datos y posterior procesamiento de las señales. Por este motivo, las señales se remuestrean a 4000Hz
con un previo filtrado pasa bajas para evitar el efecto de aliasing.
Luego de remuestrear la señal FCG, es necesario segmentarla para analizar cada uno de los latidos.
El proceso de segmentación aprovecha la señal ECG sincronizada con la señal FCG, en la cual es
posible localizar fácilmente el inicio de cada latido ubicando correctamente los picos R del ECG, los
cuales se pueden detectar mediante algoritmos de detección de complejos QRS estudiados ampliamen-
te en [80]. Para este trabajo se utiliza el algoritmo planteado en [81] en el cual se aplica filtrado lineal,
una transformada no lineal (transformada Hilbert) para extraer la envolvente de la señal y finalmente
se aplica umbralización adaptativa y dependiente del intervalo con el fin de detectar complejos QRS
de diferentes amplitudes y también para detectar ondas R de amplitud reducida con respecto a ondas
T. En la Figura 5.2 se observa la segmentación de un registro FCG con la señal de referencia ECG.
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Figura 5.2: Segmentación de señal FCG por latidos
Por otro lado, el proceso de extracción de características es afectado por las magnitudes pico a
pico y el nivel de continua de la señal. Estos parámetros pueden variar de acuerdo a la fisiología,
sexo y edad del paciente, y características del sistema de medida [82]. Por este motivo, la amplitud
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de cada latido de la señal FCG se normaliza para que su rango dinámico sea unitario mediante la
expresión [83],
xn[n] =
2(x[n]− x˜)
ma´x{x} −mı´n{x} (5.6)
en donde x˜ corresponde a la media de la señal x.
5.2.3. Estimación de TFDs y características dinámicas
Según el contenido espectral de las señales fonocardiográficas se estableció que la ventana de aná-
lisis utilizada para estimar el espectrograma debe ser de 50ms. El parámetro del kernel de la CWD se
establece en σ = 1, mientras que la SPWVD se aplica con ventanas cuyo ancho es de 128 puntos en
el dominio del tiempo, y 256 puntos en el dominio de la frecuencia. Para todas las representaciones
tiempo-frecuencia se estiman las características sólo en el intervalo entre 0 y 1000Hz, ya que las se-
ñales FCG no tienen información significativa entre los 1000 y 2000Hz. Todas las TFDs se calcularon
de tal forma que queden como matrices de 256× 4800, en donde las filas corresponden al número de
muestras en el dominio de la frecuencia, y las columnas al número de instantes de tiempo. Como las
señales FCG no tienen la misma longitud, se completan con ceros para que todas tengan una longitud
uniforme de 4800 muestras. Las figuras de TFDs de señales FCG normales y patológicas se muestran
en el Apéndice D.1.
Las características de energía, ancho de banda y frecuencia instantánea se calculan aplicando las
expresiones mencionadas en el Capítulo 3. En cuanto a los coeficientes cepstrales, como la señal FCG
es una señal que tiene frecuencias que se encuentran dentro del rango audible, entonces se aplica la
escala Mel a los filtros utilizados para la estimación de estas características dinámicas. Las figuras de
características dinámicas para una señal FCG de muestra se encuentran en el Apéndice E.1.
Las variables dinámicas son de la misma longitud que la señal de entrada, la cual para este caso
es de 4800 puntos. Estas características se remuestrean a 1/10 de la frecuencia de muestreo original,
para obtener vectores de 480 puntos de longitud, a los cuales posteriormente se les aplica extracción
de características (PCA) con el fin de obtener los vectores finales de parámetros puntuales con los
cuales se realizará la clasificación.
5.2.4. Resultados de ajuste de parámetros
En la Figura 5.3 se muestran los resultados para la optimización del número de vectores singulares
que se tendrán en cuenta posteriormente. La Figura 5.3(a) muestra la media de la suma acumulativa
de la diagonal de Σ en la descomposición de valores singulares, mientras que en la Figura 5.3(b) se
observa la desviación estándar. De acuerdo a la Figura 5.3(a), se alcanza más de 95% de la varianza
total tomando los 6 primeros valores singulares, y por tal motivo para las siguientes pruebas en señales
FCG se utilizará esta cantidad de vectores singulares.
La Figura 5.4 muestra los resultados de optimización de las características basadas en bancos de
filtros, en donde se muestra el rendimiento del clasificador como función de los parámetros. Para los
centroides espectrales, se realiza un barrido desde 4 centroides hasta 20, con un paso de 2; mientras
que para los coeficientes cepstrales se evalúa el rendimiento, utilizando desde 1 coeficiente hasta
32. La cantidad de centroides espectrales óptima es de 8 (ver Figura 5.4(a)), para un total de 16
características por este grupo (8 de energía de centroides y 8 de ubicación de centroides). Por otro
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lado, la cantidad óptima de coeficientes cepstrales que se deben tener cuenta es de 11 (Figura 5.4(a)).
Finalmente, para este tipo de señales se extrae un total de 38 variables dinámicas.
l
(a) Media de Ω
l
(b) Desviación estándar de Ω
Figura 5.3: Gráficos que muestran la media y la desviación estándar de la suma acumulativa Ω[l] =
l∑
i=1
σii de los valores singulares de las TFDs de señales FCG.
(a) Rendimiento en función del número de centroides (b) Rendimiento en función del número de coeficientes ceps-
trales
Figura 5.4: Ajuste de parámetros de centroides espectrales y coeficientes cepstrales en señales FCG
La suma acumulada de los valores propios del análisis PCA que se aplica para reducir la dimensión
del espacio de características se muestra en la Figura 5.5(a), en donde se observa que para el valor de
50 componentes principales se alcanza más del 75% de la varianza total. Por otro lado, en la Figura
5.5(b) se muestra el rendimiento del clasificador k-NN como función del número de vecinos y se
concluye que un clasificador 1-NN es el que produce mejores resultados.
El número de gaussianas por clase que se debe tomar para un rendimiento óptimo del clasificador
GMM es de 8 (Figura 5.6(a)), y la cantidad de neuronas en la capa oculta con la cual se obtiene mejor
tasa de acierto de clasificación es de 30 (Figura 5.6(b)).
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(a) Varianza acumulada del análisis PCA (b) Rendimiento del clasificador k-NN como función del nú-
mero de vecinos
Figura 5.5: Parámetros de reducción de características y clasificador k-NN en señales FCG
(a) Rendimiento del clasificador GMM como función del
número de gaussianas por clase
(b) Rendimiento del clasificador NN como función del nú-
mero de neuronas en la capa oculta
Figura 5.6: Parámetros de clasificadores GMM y NN en señales FCG
5.2.5. Rendimiento por conjunto de características y por TFD
En las Tablas 5.1, 5.3 y 5.5 se muestra la media del rendimiento de los clasificadores, aplicando
validación cruzada, y utilizando diferentes conjuntos de características, estimadas a través de varias
TFDs. Las Tablas 5.2, 5.4 y 5.6 muestran la correspondiente desviación estándar de la validación
cruzada, para la cual, valores pequeños indicarán características más consistentes. En las tablas de
rendimiento se resalta el rendimiento del mejor conjunto de características por distribución (color a ),
el rendimiento de la mejor representación tiempo-frecuencia utilizando todas las características (color
a ) y el mejor rendimiento de características y TFD para cada uno de los tres clasificadores (color a ).
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Tabla 5.1: FCG, Clasificador k-NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,9360 0,9512 0,9530 0,9354 0,9207
Frecuencia instantánea 0,6561 0,7561 0,6628 0,6622 0,8280
Ancho de banda 0,7226 0,7012 0,6707 0,6994 0,7823
Vectores singulares 0,9537 0,9518 0,9439 0,9439 0,9317
Centroides espectrales 0,9488 0,9518 0,9439 0,9409 0,9146
Coeficientes cepstrales 0,9549 0,9604 0,9311 0,9555 0,9707
Todos 0,9616 0,9671 0,9591 0,9604 0,9512
Tabla 5.2: FCG, Clasificador k-NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0163 0,0144 0,0112 0,0153 0,0254
Frecuencia instantánea 0,0257 0,0300 0,0244 0,0244 0,0170
Ancho de banda 0,0232 0,0280 0,0184 0,0347 0,0207
Vectores singulares 0,0182 0,0148 0,0203 0,0111 0,0280
Centroides espectrales 0,0119 0,0176 0,0134 0,0209 0,0207
Coeficientes cepstrales 0,0108 0,0116 0,0184 0,0168 0,0099
Todos 0,0119 0,0161 0,0175 0,0150 0,0188
Tabla 5.3: FCG, Clasificador GMM, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,8799 0,8921 0,8896 0,8409 0,8341
Frecuencia instantánea 0,5695 0,6494 0,5756 0,5317 0,6799
Ancho de banda 0,6335 0,6439 0,5634 0,6006 0,6226
Vectores singulares 0,8707 0,8927 0,8750 0,8671 0,8384
Centroides espectrales 0,8890 0,9171 0,9049 0,8951 0,8982
Coeficientes cepstrales 0,9299 0,9463 0,9201 0,9226 0,9262
Todos 0,9280 0,9238 0,9207 0,9171 0,9213
Tabla 5.4: FCG, Clasificador GMM, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0279 0,0408 0,0206 0,0355 0,0309
Frecuencia instantánea 0,0869 0,0334 0,0576 0,0522 0,0401
Ancho de banda 0,0589 0,0348 0,0425 0,0318 0,0392
Vectores singulares 0,0272 0,0343 0,0200 0,0271 0,0388
Centroides espectrales 0,0233 0,0259 0,0168 0,0324 0,0282
Coeficientes cepstrales 0,0182 0,0190 0,0234 0,0307 0,0233
Todos 0,0157 0,0206 0,0100 0,0239 0,0229
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Tabla 5.5: FCG, Clasificador NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,8262 0,8622 0,8604 0,8354 0,8646
Frecuencia instantánea 0,7122 0,7537 0,6750 0,6476 0,7787
Ancho de banda 0,8098 0,7018 0,7183 0,7591 0,7713
Vectores singulares 0,8659 0,8659 0,8585 0,8543 0,8732
Centroides espectrales 0,9067 0,9238 0,9116 0,8909 0,9134
Coeficientes cepstrales 0,9488 0,9476 0,9250 0,9329 0,9494
Todos 0,9280 0,9439 0,9293 0,9238 0,9463
Tabla 5.6: FCG, Clasificador NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0295 0,0295 0,0204 0,0330 0,0551
Frecuencia instantánea 0,0622 0,0158 0,0444 0,0445 0,0430
Ancho de banda 0,0254 0,0697 0,0508 0,0302 0,0288
Vectores singulares 0,0430 0,0439 0,0440 0,0291 0,0294
Centroides espectrales 0,0286 0,0161 0,0249 0,0253 0,0283
Coeficientes cepstrales 0,0219 0,0135 0,0205 0,0234 0,0115
Todos 0,0425 0,0134 0,0315 0,0275 0,0203
De las anteriores tablas se puede observar que en general el mejor conjunto de características para
clasificar señales FCG son los coeficientes cepstrales, excepto para el caso del clasificador k-NN con
la CWD, con el que se obtiene el mejor rendimiento aplicando las características de energía. Por
otra parte, se observa que el mejor rendimiento se obtiene con el clasificador k-NN, mientras que el
clasificador GMM produce el rendimiento más pobre. Además, de acuerdo a la tabla 5.1, el mejor
rendimiento en total se obtiene con los coeficientes cepstrales estimados con el escalograma, para el
cual la tasa de acierto de clasificación es de 97,07%. Las variables dinámicas con rendimiento más
pobre para todos los casos son las de frecuencia instantánea y ancho de banda, para las cuales siempre
se obtiene una tasa de acierto menor al 81%.
5.2.6. Resultados de relevancia
De acuerdo a las anteriores tablas, el mejor desempeño de clasificación se obtiene utilizando la
representación tiempo-frecuencia del escalograma. Como las pruebas de relevancia son muy exigentes
en cuanto a recursos computacionales, se realizan para la mejor distribución (escalograma) y para el
espectrograma, como referencia. En estas pruebas de relevancia se calculan pesos por cada conjunto
de características, los cuales dan una medida de relevancia que es proporcional a la magnitud de los
pesos. Las características dinámicas se ordenan de forma descendente y se clasifica primero tomando
la más relevante, luego la primera y la segunda, y así sucesivamente hasta tomar todas. La clasificación
se realiza con el mismo esquema de validación cruzada utilizado anteriormente, tomando 70% de las
muestras para entrenamiento y 30% para validar. La tasa de acierto de clasificación se muestra en
el gráfico superior de la Figura 5.7, mientras que los pesos relativos de cada variable dinámica se
muestran en la parte inferior de la Figura 5.7.
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En la Figura 5.8 se muestran los pesos relativos de relevancia para las variables de cada conjun-
to de características. Se puede observar que los primeros tres coeficientes cepstrales tienen la mayor
relevancia, seguida por la novena característica dinámica de centroides, la cual corresponde a la ubi-
cación del primer centroide. Estos resultados de relevancia coinciden con la tasa de acierto de las
tablas mostradas anteriormente, en las cuales se evidencia un buen desempeño por parte del grupo de
coeficientes cepstrales, los cuales también tienen los mejores pesos de relevancia.
Según los resultados de las pruebas de relevancia, se puede observar en la Figura 5.7 que se alcanza
un rendimiento óptimo de clasificación al utilizar las primeras 6 características dinámicas ordenadas
según sus pesos. Estas características, ordenadas, se muestran en el Apéndice C.1.
Figura 5.7: Desempeño de clasificación con las características ordenadas según medida de relevancia
en señales FCG
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Figura 5.8: Pesos de relevancia ordenados por grupos de características en señales FCG
5.2.7. Resultados finales y evaluación de sensibilidad y especificidad
Luego de tener el conjunto óptimo de 6 características dinámicas, se vuelven a optimizar los pará-
metros del mejor clasificador con ese último conjunto de características. Para este caso, el clasificador
con el cual se obtuvieron mejores resultados es el de vecinos más cercanos, y por tanto el parámetro a
optimizar es el número de vecinos. Los resultados de este proceso de optimización se muestran en la
Figura 5.9(a) y en la Tabla 5.7, en donde se evidencia una tasa de acierto máxima de 97,80 ± 1,41%
con un clasificador de 1 vecino. Para esta base de datos se reporta un rendimiento máximo de 97,17%
en [84].
La curva característica operativa de receptor (ROC-Receiver Operating Characteristic) [85] mues-
tra la sensibilidad y especificidad del sistema, pues en ella se evidencia el comportamiento de los
falsos positivos a medida que aumentan los verdaderos positivos. Idealmente la curva debe ser de área
unitaria y pasando por el punto (0, 1), en donde se tendría una tasa de verdaderos positivos de 100% y
de falsos positivos de 0%. Por tanto, entre mejor sea el sistema que se está examinando, su curva pasa-
rá más cerca del punto (0, 1), y su área se aproximará más a la unidad. En la Figura 5.9(b) se muestran
las curvas ROC para la clasificación, utilizando las diferentes representaciones tiempo-frecuencia. Se
observa que la mejor curva ROC se obtiene con el escalograma, y como se puede ver en la Tabla 5.8,
el área bajo la curva ROC de esta representación es la mayor con respecto a las otras.
Tabla 5.7: FCG, Ajuste final de parámetros del clasificador
Número de vecinos
1 3 5 7 9 11 13 15 17 19
Media 0,9780 0,9616 0,9488 0,9409 0,9335 0,9140 0,9146 0,8951 0,8890 0,8811
Std 0,0141 0,0177 0,0230 0,0119 0,0093 0,0243 0,0191 0,0332 0,0311 0,0217
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(a) Rendimiento del clasificador como función del número
de vecinos
(b) Curvas ROC
Figura 5.9: Resultados finales de optimización del clasificador y curvas de sensibilidad y especificidad
en señales FCG
Tabla 5.8: FCG, Área bajo la curva ROC
Media Desviación
estándar
Espectrograma 0,9623 0,0103
WVD 0,9621 0,0149
CWD 0,9544 0,0209
SPWVD 0,9561 0,0178
Escalograma 0,9690 0,0123
5.3. Análisis en señales electrocardiográficas
5.3.1. Base de datos
La apnea obstructiva del sueño ocurre cuando los músculos del tracto respiratorio superior pierden
tono en la etapa de sueño, y se produce un colapso recurrente de la faringe, lo cual conlleva a una inte-
rrupción en la respiración, llamada apnea. Esta afección ocasiona una disminución en la saturación de
oxígeno en la sangre, lo cual puede predisponer a enfermedades como hipertensión, arteriosclerosis,
hipertrofia ventricular izquierda y disfunción sistólica. Para realizar el diagnóstico de esta enfermedad
es necesario que el paciente se someta a un estudio polisomnográfico en el cual se miden diversas
variables entre las que se encuentran la saturación de oxígeno en la sangre, flujo respiratorio, elec-
trocardiograma, electroencefalograma, movimientos oculares y grabación de sonidos respiratorios o
ronquidos. Luego que los médicos expertos examinan estas variables pueden dar un diagnóstico de
apnea si se detectan más de cinco episodios por hora [86].
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Debido a que el diagnóstico de esta enfermedad a través del polisomnograma es un proceso com-
plejo [87], se han buscado formas más sencillas de realizar la detección de la apnea obstructiva del
sueño. La disminución del oxígeno en la sangre provoca una reacción en el sistema nervioso simpá-
tico y parasimpático, lo cual conlleva a cambios en el ritmo cardíaco relacionados con los episodios
de apnea [88]. El ritmo cardíaco disminuye a medida que el cuerpo detecta que carece de oxígeno,
y posteriormente aumenta cuando el paciente se despierta a causa de la apnea. Estos cambios en el
ritmo cardíaco se pueden detectar a través del análisis de la serie RR, o señal de variabilidad del ritmo
cardíaco (HRV - Heart Rate Variability), extraída a partir de la señal ECG.
La base de datos de Apnea-ECG consta de 70 registros grabados en horas de sueño, con señales de
ECG y respiratorias de buena calidad. Las grabaciones fueron seleccionadas a partir de dos estudios
anteriores en los cuales el ECG no fue el foco de análisis. En el primer estudio, llevado a cabo entre
1993 y 1995, se investigó el efecto de la apnea obstructiva del sueño en la presión arterial en suje-
tos con apnea del sueño moderada y severa. Todos los sujetos fueron monitorizados por dos noches
consecutivas, y luego de un intervalo de 4 semanas, se repitieron las grabaciones por dos noches más,
consecutivas. Los ECGs fueron digitalizados a 100Hz. Se seleccionaron 27 registros de 9 sujetos para
la base de datos. El número de registros por sujeto varía entre 1 y 4, dependiendo de la calidad de la
señal.
El segundo estudio fue llevado a cabo entre 1998 y 1999, con el fin de crear un conjunto estándar
de registros de sueño. En este estudio, el foco de la investigación fue el de la grabación de un electro-
encefalograma de varios canales. Este estudio se llevó a cabo con voluntarios saludables y pacientes
seleccionados con apnea del sueño. Todos los sujetos se grabaron durante dos noches consecutivas.
Las señales ECG se digitalizaron a 200Hz, y luego re remuestrearon a 100Hz para tener consistencia
con los datos del primer estudio. Se seleccionaron 43 registros de 23 sujetos de este segundo estudio
para ser incluidos en la base de datos; por cada sujeto no se seleccionaron más de dos registros.
Las señales fueron etiquetadas por expertos en los intervalos en donde se presentaban desórdenes
en la respiración (apneas o hipoapneas), marcando el inicio y el final de cada episodio. Posteriormente
las etiquetas se mapearon con una resolución de 1 minuto.
La duración de los registros ECG varía entre 401 y 578 minutos. Con base en el número de minutos
con desórdenes respiratorios, se definen tres grupos de registros: los registros que tienen menos de
5 minutos de desórdenes respiratorios se colocaron el grupo normales o de control (20 registros); el
grupo de apnea se define como registros con 100 o más minutos con desórdenes respiratorios (40
registros); finalmente, se define un grupo intermedio llamado apnea límite con algunas apneas de
importancia incierta (10 registros) [89].
El objetivo de este estudio es realizar un diagnóstico para los intervalos de 1 minuto, señalados
como normales o con anormalidades en la respiración. Las distribuciones tiempo-frecuencia se deben
calcular sobre intervalos de 3 minutos, con el fin de capturar por completo las componentes de más
baja frecuencia de la señal, sin embargo el diagnóstico se realiza para el minuto central. Se escogieron
aleatoriamente 500 segmentos de 3 minutos para clase, en donde la etiqueta de cada segmento corres-
ponde a la etiqueta del minuto central. Esto se hace con el fin de conformar la base de datos para las
pruebas experimentales de este trabajo, el cual se debe realizar con esta cantidad tan reducida de datos
con respecto al tamaño total de la base de datos por el alto costo computacional de las pruebas y los
requerimientos de memoria necesarios para llevar a cabo los experimentos planteados. Sin embargo,
como los registros se escogen aleatoriamente de la base de datos, los resultados de rendimiento darán
una estimación aproximada del rendimiento que se obtendría al utilizar toda la base de datos.
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5.3.2. Preprocesamiento de la señal
Para la detección de apnea en señales ECG es necesario extraer primero la señal HRV, la cual se
extrae detectando la ubicación de los picos R, y posteriormente se construye una serie de tiempo con
los intervalos de tiempo entre picos R. El procesamiento previo a la detección de picos R que se aplica
a la señal ECG incluye filtrado pasa banda con el fin de eliminar perturbaciones de baja frecuencia o
de linea base y de alta frecuencia ocasionadas por ruido electromiográfico y electroquirúrgico. Así, el
filtrado pasa banda se implementa con un filtro pasa bajas cuya frecuencia de corte se fija en 30Hz, y
un filtro pasa altas con frecuencia de corte en 0,5Hz.
Luego de filtrar la señal ECG, se aplica la metodología propuesta en [81] para la detección de com-
plejos QRS. En esta metodología se incluye filtrado lineal, seguido por una transformación no lineal, y
finalmente se aplican reglas de decisión adaptativas. Mediante este procedimiento es posible realizar
la detección de picos R de una forma muy confiable y precisa, tal como lo muestran los estudios rea-
lizados en [90]. Luego de tener la serie RR (intervalos entre picos R consecutivos), se aplica filtrado
de mediana con el fin de eliminar posibles detecciones anómalas o complejos QRS que se pasaron por
alto. De esta forma, se calcula la mediana de 5 muestras consecutivas de la serie RR; si la diferencia
entre el punto central y la mediana es mayor al 50% de ésta, entonces se reemplaza el valor del punto
por el de la mediana. Luego, debido a que la serie RR no está muestreada uniformemente, pues el
índice del tiempo depende del instante en el cual se detecta el pico R, se realiza una interpolación
de preservación de forma [50] para obtener 1800 muestras por cada segmento de 3 minutos, y así se
extrae la señal de HRV. Finalmente se realiza un remuestreo de la señal para que su frecuencia de
muestreo sea de 2Hz, ya que las componentes espectrales de la señal HRV que tienen la información
más importante para la detección de apnea se encuentran por debajo de 1Hz [91]. En la gráfica su-
perior de la Figura 5.10 se muestra un segmento de 3 minutos de una señal ECG, etiquetado como
normal, con los correspondientes puntos fiduciales que indican la ubicación de los picos R; en la grá-
fica inferior se muestra la señal HRV respectiva, luego del procesamiento de filtrado, interpolación y
remuestreo.
Figura 5.10: Detección de picos R en señal ECG y posterior señal de HRV
Antes de calcular las TFDs sobre la señal HRV, ésta se normaliza siguiendo el mismo protocolo que
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para las señales FCG, usando la Ecuación (5.6). Además, cada registro de 3 minutos se multiplica por
una ventana tipo Tukey, la cual tiene una respuesta completamente plana en el 90% central de la señal,
y decae suavemente en los extremos de inicio y final. Se multiplica la señal por esta ventana para evitar
discontinuidades y picos en los extremos, los cuales pueden ser ocasionados por la segmentación del
registro electrocardiográfico.
5.3.3. Estimación de TFDs y características dinámicas
Luego de examinar la ubicación de las componentes de frecuencia de la señal HRV, se estableció
una ventana de 32,5s para el cálculo del espectrograma. Por otra parte, para la CWD se establece el
parámetro del kernel en σ = 5, y para la SPWVD se utilizan ventanas de 32 puntos en el dominio del
tiempo y 50 puntos en el dominio de la frecuencia. Además, las representaciones tiempo-frecuencia
se calculan con 256 muestras en el dominio de la frecuencia (entre 0 y 1Hz), de tal forma que quedan
como matrices de 256×360. Las figuras de TFDs de señales HRV normales y patológicas se muestran
en el Apéndice D.2.
La estimación de las características dinámicas se realiza de forma similar a las señales FCG, sin
embargo, para los coeficientes cepstrales no se utilizan filtros distribuidos según la frecuencia Mel,
sino que se aplica un banco de filtros linealmente distribuido y el ancho de banda de todos los filtros
es igual. Esto se hace debido a que las frecuencias que componen las señales HRV son muy bajas
(por debajo de el rango auditivo) y no tendría sentido aplicar la escala Mel, diseñada para señales
cuyas componentes se encuentran dentro de las frecuencias audibles por humanos. Las figuras de
características dinámicas para una señal HRV de muestra se encuentran en el Apéndice E.2.
5.3.4. Resultados de ajuste de parámetros
Los resultados de optimización del número de vectores singulares se muestran en la Figura 5.11,
donde se puede ver que la suma acumulativa de la varianza (Figura 5.11(a)) alcanza un 95% del total
tomando 8 valores singulares. En la Figura 5.11(b) se observa una desviación estándar de la varianza
acumulativa de aproximadamente ±3% cuando se toman 8 valores singulares.
l
(a) Media de Ω
l
(b) Desviación estándar de Ω
Figura 5.11: Gráficos que muestran la media y la desviación estándar de la suma acumulativa Ω[l] =
l∑
i=1
σii de los valores singulares de las TFDs de señales HRV.
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La Figura 5.12 muestra la cantidad de centroides espectrales y coeficientes cepstrales que se deben
tener en cuenta. En el primer caso, el número óptimo de centroides es de 20 (Figura 5.12(a)), con
su correspondiente energía, y por tanto se tendrían 40 variables para este conjunto de características
dinámicas. Por otra parte, para el número de coeficientes cepstrales se observa un aumento en el
rendimiento a medida que se aumenta el número de coeficientes, hasta que finalmente se alcanza un
punto estable en la tasa de acierto de clasificación cuando se utilizan 7 coeficientes (Figura 5.12(b)),
por tanto, éste es el número de coeficientes cepstrales que se utilizarán para este tipo de señales. Así,
el número de variables dinámicas en total que se extraen para caracterizar este tipo de señales es de
60.
(a) Rendimiento en función del número de centroides (b) Rendimiento en función del número de coeficientes ceps-
trales
Figura 5.12: Ajuste de parámetros de centroides espectrales y coeficientes cepstrales en señales HRV
En la Figura 5.13(a) se observa que al tomar 50 componentes en la etapa de extracción de caracte-
rísticas con PCA se alcanza más del 70% de la varianza total. Por otra parte, la Figura 5.13(b) muestra
la tasa de acierto de clasificación del clasificador k-NN a medida que se varía el número de vecinos,
concluyendo que la cantidad de vecinos óptima es de 11.
(a) Varianza acumulada del análisis PCA (b) Rendimiento del clasificador k-NN como función del nú-
mero de vecinos
Figura 5.13: Parámetros de reducción de características y clasificador k-NN en señales HRV
La Figura 5.14 muestra el rendimiento de los clasificadores GMM y NN en función de sus corres-
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pondientes parámetros. De acuerdo a la Figura 5.14(a) el número óptimo de gaussianas por cada clase
en el clasificador GMM es de 6, y según la Figura 5.14(b), el número de neuronas en la capa oculta
de la red neuronal debe ser de 10.
(a) Rendimiento del clasificador GMM como función del
número de gaussianas por clase
(b) Rendimiento del clasificador NN como función del nú-
mero de neuronas en la capa oculta
Figura 5.14: Parámetros de clasificadores GMM y NN en señales HRV
5.3.5. Rendimiento por conjunto de características y por TFD
Luego de optimizar los parámetros de las características dinámicas y de los clasificadores, se evalúa
el desempeño de cada conjunto de características calculado con diferentes TFDs. Las Tablas 5.9, 5.11
y 5.13 muestran la media de la validación cruzada, mientras que las Tablas 5.10, 5.12 y 5.14 muestran
la desviación estándar. Se resaltan en colores los rendimientos máximos por distribución, conjunto de
características y mejor conjunto de características por cada clasificador; las convenciones de colores
son similares a las utilizadas en las pruebas con señales FCG en la Sección 5.2.5.
El entrenamiento del clasificador basado en GMM falla para las características dinámicas de fre-
cuencia instantánea y ancho de banda. La falla en entrenamiento del clasificador en estas variables
dinámicas es posiblemente causada por discontinuidades fuertes ocasionadas por problemas en la es-
timación en ciertos puntos de la señal, y esto hace que el algoritmo EM no logre convergencia para
hallar los parámetros del modelo de gaussianas (medias, matrices de covarianza y probabilidades a
priori). Por este motivo no es posible implementar el clasificador, y las tablas 5.11 y 5.12 no tienen
valores de tasa de acierto para estas dos características dinámicas.
Tabla 5.9: HRV, Clasificador k-NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,5897 0,6357 0,6310 0,5980 0,6613
Frecuencia instantánea 0,7503 0,7420 0,7790 0,7927 0,7300
Ancho de banda 0,7873 0,7413 0,7737 0,7807 0,8450
Vectores singulares 0,7620 0,7273 0,7347 0,7427 0,7963
Centroides espectrales 0,8247 0,8097 0,8520 0,8583 0,8683
Coeficientes cepstrales 0,8623 0,7990 0,8730 0,8890 0,8750
Todos 0,8637 0,8360 0,8657 0,8737 0,8953
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Tabla 5.10: HRV, Clasificador k-NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0235 0,0299 0,0098 0,0244 0,0207
Frecuencia instantánea 0,0230 0,0193 0,0143 0,0217 0,0230
Ancho de banda 0,0243 0,0206 0,0220 0,0132 0,0210
Vectores singulares 0,0214 0,0174 0,0190 0,0252 0,0256
Centroides espectrales 0,0190 0,0205 0,0152 0,0116 0,0177
Coeficientes cepstrales 0,0168 0,0236 0,0216 0,0120 0,0157
Todos 0,0202 0,0147 0,0180 0,0209 0,0209
Tabla 5.11: HRV, Clasificador GMM, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,5790 0,6563 0,6890 0,5893 0,6687
Frecuencia instantánea . . . . .
Ancho de banda . . . . .
Vectores singulares 0,7170 0,7083 0,6563 0,6890 0,6883
Centroides espectrales 0,8523 0,7927 0,8527 0,8630 0,8620
Coeficientes cepstrales 0,8513 0,7667 0,8637 0,8570 0,8697
Todos 0,8510 0,8083 0,8463 0,8603 0,8733
Tabla 5.12: HRV, Clasificador GMM, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0181 0,0271 0,0264 0,0260 0,0325
Frecuencia instantánea . . . . .
Ancho de banda . . . . .
Vectores singulares 0,0343 0,0233 0,0254 0,0315 0,0344
Centroides espectrales 0,0136 0,0244 0,0117 0,0170 0,0160
Coeficientes cepstrales 0,0176 0,0199 0,0187 0,0208 0,0167
Todos 0,0139 0,0161 0,0176 0,0202 0,0182
Tabla 5.13: HRV, Clasificador NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,5507 0,6087 0,6157 0,5747 0,6900
Frecuencia instantánea 0,5077 0,5547 0,5037 0,4927 0,5010
Ancho de banda 0,4997 0,5267 0,4923 0,4787 0,5853
Vectores singulares 0,7473 0,7750 0,6933 0,7123 0,7647
Centroides espectrales 0,8567 0,8283 0,8657 0,8663 0,8820
Coeficientes cepstrales 0,8163 0,7917 0,8537 0,8543 0,8410
Todos 0,8643 0,8487 0,8650 0,8700 0,8870
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Tabla 5.14: HRV, Clasificador NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0275 0,0280 0,0314 0,0361 0,0251
Frecuencia instantánea 0,0401 0,0536 0,0331 0,0321 0,0283
Ancho de banda 0,0343 0,0328 0,0454 0,0463 0,0901
Vectores singulares 0,0247 0,0252 0,0312 0,0308 0,0359
Centroides espectrales 0,0163 0,0077 0,0189 0,0191 0,0220
Coeficientes cepstrales 0,0150 0,0179 0,0208 0,0323 0,0193
Todos 0,0190 0,0134 0,0187 0,0149 0,0219
Así como se pudo observar en las señales FCG, para las señales de HRV el clasificador con el mejor
rendimiento es el k-NN, seguido por NN, y finalmente el GMM es el clasificador con el rendimiento
más pobre, tal como lo muestran las Tablas 5.9, 5.11 y 5.13. Se observa además en la Tabla 5.9 que
el mejor grupo de características para clasificar con k-NN corresponde a los coeficientes cepstrales,
mientras que para los otros dos clasificadores se obtiene un mejor rendimiento utilizando el conjunto
de centroides espectrales. Por otra parte, para la clasificación por grupos, el mejor rendimiento se
obtiene con la SPWVD (88,90%), mientras que utilizando todo el conjunto de características, la
representación con mejor desempeño es el escalograma (89,53%).
Las características de energía, frecuencia instantánea, ancho de banda y vectores singulares, así
como todas las variables dinámicas extraídas a partir de la representación WVD presentan un ren-
dimiento de clasificación pobre en comparación al resto de características. El rendimiento máximo,
utilizando las características de energía, se obtiene con el clasificador NN (69%) con las variables
extraídas a partir del escalograma, sin embargo, hay rendimientos tan bajos que llegan al 55,07% pa-
ra este conjunto de características. La tasa de acierto alcanzada con frecuencia instantánea, ancho de
banda y vectores singulares oscila entre 50% y 80%, excepto para el clasificador k-NN con el ancho
de banda calculado a través del escalograma, con el cual se obtiene un rendimiento de 84,50%.
5.3.6. Resultados de relevancia
Así como sucedió para las señales FCG, para las señales HRV se obtuvo el mayor desempeño con
las características dinámicas extraídas a partir del escalograma, y por tanto se realizan las pruebas de
relevancia sobre esta TFD y nuevamente tomando como referencia el espectrograma. La metodología
para medir la relevancia y el desempeño de las características seleccionadas es similar a la aplicada
en señales FCG, explicada previamente en la Sección 5.2.6.
La Figura 5.15 muestra que se alcanza una tasa de acierto de clasificación máxima utilizando 44
variables dinámicas, ordenadas según los pesos de relevancia relativa. Además, se observa que las ca-
racterísticas obtenidas con el escalograma proporcionan un mejor rendimiento que el espectrograma,
el cual se toma como referencia.
Las 44 características con mayores pesos y con los cuales se obtiene la tasa de clasificación máxima
se listan en orden descendente de acuerdo a su peso en el Apéndice C.2.
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Figura 5.15: Desempeño de clasificación con las características ordenadas según medida de relevancia
en señales HRV
En la Figura 5.16 se muestran los pesos de relevancia para cada conjunto de características di-
námicas, se observan pesos altos para energía en los centroides espectrales de bandas intermedias,
coeficientes cepstrales, energía instantánea y ancho de banda. Estos resultados coinciden con las Ta-
blas 5.9, 5.11 y 5.13, para los casos de centroides espectrales y coeficientes cepstrales, pues estas ca-
racterísticas, las cuales tienen pesos altos, producen alto rendimiento del clasificador. Por otra parte,
aunque las características de frecuencia instantánea y ancho de banda presentan pesos de relevancia
altos, el desempeño de clasificación es muy bajo cuando se utilizan estas variables. Esto se debe a
que la medida de relevancia tiene en cuenta la variabilidad de las características, y no su capacidad
discriminante para separar las diferentes clases.
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Figura 5.16: Pesos de relevancia ordenados por grupos de características en señales HRV
5.3.7. Resultados finales y evaluación de sensibilidad y especificidad
El clasificador con el cual se obtuvo el mejor rendimiento para este tipo de señales es el clasificador
k-NN, tal como se evidencia en la Tabla 5.9. Luego de seleccionar el conjunto óptimo de 44 caracterís-
ticas, con las cuales se obtiene una tasa de rendimiento máxima, se procede a optimizar nuevamente
el parámetro del clasificador, correspondiente al número de vecinos (Figura 5.17(a) y Tabla 5.15).
Luego de realizar este último proceso de optimización, se obtiene un rendimiento de 90,22 ± 0,8%
con un clasificador de 13 vecinos más cercanos. En la bibliografía se reporta un rendimiento máximo
de 93,1% para este tipo de señales [92].
Las curvas ROC para la clasificación utilizando diferentes TFDs se muestran en la Figura 5.17(b),
y el área bajo las curvas en la Tabla 5.16. La Figura 5.17(b) confirma que las características basados
en el escalograma tienen un mejor desempeño, pues la correspondiente curva pasa más cerca del
punto (0, 1), mientras que la representación con menor desempeño es la WVD. Asimismo, la mayor
área bajo la curva corresponde a la curva ROC de las características del escalograma, con un área de
0,9495 ± 0,0105.
Tabla 5.15: HRV, Ajuste final de parámetros del clasificador
Número de vecinos
1 3 5 7 9 11 13 15 17 19
Media 0,8652 0,8837 0,8946 0,8937 0,8970 0,8966 0,9022 0,8946 0,8961 0,8928
Std 0,0068 0,0079 0,0084 0,0100 0,0095 0,0122 0,0080 0,0048 0,0076 0,0078
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(a) Rendimiento del clasificador como función del número
de vecinos
(b) Curvas ROC
Figura 5.17: Resultados finales de optimización del clasificador y curvas de sensibilidad y especifici-
dad en señales HRV
Tabla 5.16: HRV, Área bajo la curva ROC
Media Desviación
estándar
Espectrograma 0,9269 0,0127
WVD 0,8894 0,0199
CWD 0,9305 0,0150
SPWVD 0,9361 0,0164
Escalograma 0,9495 0,0105
5.4. Análisis en señales de voz
5.4.1. Base de datos
El análisis acústico es una técnica no invasiva, basada en el procesamiento digital de la señal del
habla, la cual es una herramienta eficiente para el soporte en el diagnóstico de desórdenes en la voz.
En este trabajo se estudiarán patologías orgánicas que afectan las cuerdas vocales y que se manifiestan
como una modificación en la morfología de la excitación, produciendo así un patrón de vibración más
irregular. Se incluyen entonces patologías como pólipos, nódulos, quistes, surcos, edemas, carcino-
mas, entre otros [93].
La base de datos para este estudio está conformada por registros de vocales extraídos de la base de
datos de desórdenes en la voz, grabadas en el Massachusetts Eye and Ear Infirmary en el año de 1994.
Se tomaron muestras sostenidas de la vocal /a/ de 53 hablantes normales y 175 hablantes patológicos,
con una gran variedad de desórdenes orgánicos, neurológicos y traumáticos en la voz. En [94] se en-
cuentra una descripción detallada de la base de datos, con las patologías de cada uno de los pacientes
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a los cuales pertenecen los registros. Las muestras de voz de los hablantes patológicos se grabaron en
el Massachusetts Eye and Ear Infirmary en un cuarto a prueba de sonido, a una frecuencia de muestreo
de 44100Hz. Se tomaron varios registros para la fonación sostenida de la vocal /a/, y se seleccionó
la muestra más representativa de acuerdo al criterio de un experto. Los registros se remuestrearon a
25000Hz con una cuantización de 16 bits. La colección de sujetos normales se realizó en Kay Ele-
metrics en condiciones similares a las de las muestras patológicas (ambiente, instrucciones y equipo).
Los sujetos sanos no fueron examinados específicamente para desórdenes de voz, sin embargo, nin-
guno de ellos tenía antecedentes o historia de desórdenes en la voz. La duración de las muestras de
voz es de 3s para hablantes normales y de aproximadamente 1s para hablantes patológicos [94].
Luego de examinar la base de datos, se retiraron 5 registros patológicos, pues su duración es mucho
menor a 1s. Posteriormente se tomaron las 21700 muestras centrales de cada grabación (pues esta es la
longitud del registro más corto disponible luego de retirar los 5 registros mencionados anteriormente),
y se formó la base de datos de 223 observaciones con la cual se realizaron los experimentos de este
trabajo (53 normales y 170 patológicas).
5.4.2. Preprocesamiento de la señal
La longitud de 21700 muestras por cada registro es muy grande para el cálculo de las represen-
taciones tiempo-frecuencia de la clase de Cohen, las cuales tienen costo computacional muy alto,
especialmente por requerimientos de memoria para el almacenamiento de la función de ambigüedad.
Por este motivo, las señales se remuestrean a 12500Hz, es decir, a la mitad de la frecuencia de mues-
treo original. Este procedimiento se puede realizar, pues las señales no tienen energía significativa en
la banda entre 12500 y 25000Hz.
Al igual que las señales anteriormente analizadas, las señales de voz se normalizan mediante la
expresión (5.6), y posteriormente se multiplican por una ventana tipo Tukey, la cual es completamente
plana en el 90% central de la señal, y decreciente en sus extremos, con el fin de suavizar el inicio y
el final del registro, y así evitar cambios abruptos y discontinuidades ocasionadas por la extracción de
los segmentos centrales de las señales originales. En la Figura 5.18 se muestra el inicio y el final de
una señal de voz, una vez se ha realizado el preprocesamiento anteriormente descrito.
Figura 5.18: Segmentos de inicio y final de una señal de voz luego del preprocesamiento
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5.4.3. Estimación de TFDs y características dinámicas
La longitud de la ventana de Hamming para el cálculo del espectrograma se establece en 40ms,
de acuerdo a las componentes espectrales de las señales de voz, tal como se sugiere en [93]. Por su
parte, en la CWD el parámetro del kernel se fija en σ = 0,5, y en la SPWVD se utilizan ventanas de
Hamming de 128 puntos en el dominio del tiempo y de 256 puntos en el dominio de la frecuencia.
Finalmente, al igual que para los anteriores tipos de señales analizadas, se calculan 256 puntos en
frecuencia para todas las representaciones (hasta 6250Hz, pues la energía por encima de esta fre-
cuencia es mínima y no aporta información relevante), obteniendo así matrices tiempo-frecuencia
de 256 × 10850. Las figuras de TFDs de señales de voz normales y patológicas se muestran en el
Apéndice D.3.
Las características dinámicas se calculan de forma similar a las señales FCG y HRV, excepto los
coeficientes cepstrales, los cuales se calculan utilizando filtros distribuidos de acuerdo a la escala Mel,
pues las componentes de frecuencia de las señales de voz se encuentran dentro del rango auditivo
humano, y se ajustan mejor a un análisis que tiene en cuenta el modelo auditivo. Una vez se estiman
las variables dinámicas, la longitud de éstas es similar a la longitud de la señal de entrada, sin embargo,
se deben remuestrear a 1/10 de la frecuencia de muestreo original con el fin de reducir la cantidad
de información que se debe tener en cuenta para la posterior etapa de extracción de características
mediante PCA. Así, la longitud final de las características dinámicas es de 1085 puntos. Las figuras
de características dinámicas para una señal de voz de muestra se encuentran en el Apéndice E.3.
5.4.4. Resultados de ajuste de parámetros
La Figura 5.19 muestra las curvas para la optimización del número de vectores singulares que se
deben tomar. En la Figura 5.19(a) se muestra la media de la suma acumulativa de la varianza y en
5.19(b) su correspondiente desviación estándar. Se observa que se alcanza un 95% de la varianza to-
tal se alcanza tomando 18 valores singulares, y por tal motivo se tomarán 18 vectores singulares para
caracterizar las superficies tiempo-frecuencia. De acuerdo a la Figura 5.19(b), la varianza correspon-
diente a 18 valores singulares es de aproximadamente ±4%.
l
(a) Media de Ω
l
(b) Desviación estándar de Ω
Figura 5.19: Gráficos que muestran la media y la desviación estándar de la suma acumulativa Ω[l] =
l∑
i=1
σii de los valores singulares de las TFDs de señales de voz.
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La Figura 5.20(a) muestra la tasa de acierto del clasificador a medida que se varía el número de
centroides espectrales, y se puede observar que el número de centroides con el cual se obtiene el
mejor rendimiento es de 10. Por otro lado, la Figura 5.20(b) muestra la tasa de acierto en función del
número de coeficientes cepstrales. Así, el número óptimo de coeficientes cepstrales a utilizar es de 11,
pues con éstos se alcanza el máximo de rendimiento de clasificación.
(a) Rendimiento en función del número de centroides (b) Rendimiento en función del número de coeficientes ceps-
trales
Figura 5.20: Ajuste de parámetros de centroides espectrales y coeficientes cepstrales en señales de
voz
En la Figura 5.21(a) se muestra que al tomar 50 componentes en la etapa final de extracción de
características mediante PCA, se alcanza aproximadamente 85% de la varianza total acumulada. Por
tanto, ésta cantidad de componentes es suficiente para capturar la mayor parte de la información de
las variables dinámicas. Por otra parte, la Figura 5.21(b) muestra el rendimiento del clasificador k-NN
en función del número de vecinos. Se observar que el máximo rendimiento se obtiene al utilizar 7
vecinos.
(a) Varianza acumulada del análisis PCA (b) Rendimiento del clasificador k-NN como función del nú-
mero de vecinos
Figura 5.21: Parámetros de reducción de características y clasificador k-NN en señales de voz
Los resultados para el ajuste de los parámetros de los clasificadores GMM y NN se muestran en
la Figura 5.22. El número óptimo de gaussianas por clase en el clasificador GMM es de 6, pues con
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esta cantidad se obtiene el rendimiento de clasificación máximo (Figura 5.22(a)). Asimismo, para el
clasificador NN se obtiene la máxima tasa de acierto de clasificación utilizando 20 neuronas en la capa
oculta, tal como se observa en la Figura 5.22(b).
(a) Rendimiento del clasificador GMM como función del
número de gaussianas por clase
(b) Rendimiento del clasificador NN como función del nú-
mero de neuronas en la capa oculta
Figura 5.22: Parámetros de clasificadores GMM y NN en señales de voz
5.4.5. Rendimiento por conjunto de características y por TFD
Una vez se obtienen los parámetros correctos para las variables dinámicas y para los clasificadores,
se procede a clasificar por cada conjunto de características dinámicas y por cada TFD, también se
realizan pruebas de clasificación utilizando todas las características de cada una de las TFDs. La
media del rendimiento de clasificación se muestra en la Tablas 5.17, 5.19 y 5.21, mientras que la
desviación estándar correspondiente en las Tablas 5.18, 5.20 y 5.22. Igual que para las señales FCG y
HRV se resaltan los conjuntos con mejor rendimiento, según las convenciones de colores planteadas
en la Sección 5.2.5.
Tabla 5.17: Voz, Clasificador k-NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,8224 0,7627 0,7642 0,8373 0,8358
Frecuencia instantánea 0,7851 0,7851 0,7522 0,7851 0,8149
Ancho de banda 0,7104 0,7627 0,6463 0,7433 0,6687
Vectores singulares 0,8493 0,7507 0,8209 0,8388 0,7522
Centroides espectrales 0,8597 0,8000 0,8299 0,8582 0,8896
Coeficientes cepstrales 0,9030 0,8493 0,8806 0,8821 0,8851
Todos 0,9388 0,8522 0,8955 0,9119 0,9015
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Tabla 5.18: Voz, Clasificador k-NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0285 0,0047 0,0063 0,0375 0,0359
Frecuencia instantánea 0,0387 0,0559 0,0598 0,0411 0,0360
Ancho de banda 0,0374 0,0205 0,0704 0,0231 0,0497
Vectores singulares 0,0510 0,0422 0,0416 0,0384 0,0478
Centroides espectrales 0,0346 0,0201 0,0411 0,0418 0,0213
Coeficientes cepstrales 0,0435 0,0248 0,0281 0,0277 0,0345
Todos 0,0277 0,0310 0,0281 0,0375 0,0411
Tabla 5.19: Voz, Clasificador GMM, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,7149 0,7582 0,7119 0,7582 0,7582
Frecuencia instantánea 0,7403 0,7806 0,7224 0,7403 0,6731
Ancho de banda 0,6224 0,6060 0,6448 0,5866 0,5731
Vectores singulares 0,7657 0,6418 0,7478 0,7642 0,6776
Centroides espectrales 0,8015 0,7881 0,7851 0,7388 0,7030
Coeficientes cepstrales 0,7567 0,7597 0,7881 0,7463 0,8209
Todos 0,8433 0,7806 0,8388 0,8328 0,8373
Tabla 5.20: Voz, Clasificador GMM, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0453 0,0455 0,0641 0,0403 0,0526
Frecuencia instantánea 0,0572 0,0697 0,0380 0,0833 0,0913
Ancho de banda 0,0392 0,0598 0,0811 0,0576 0,0653
Vectores singulares 0,0622 0,0686 0,0442 0,0329 0,0532
Centroides espectrales 0,0572 0,0343 0,0503 0,0532 0,0749
Coeficientes cepstrales 0,0630 0,0131 0,0511 0,0649 0,0597
Todos 0,0360 0,0330 0,0501 0,0271 0,0407
Tabla 5.21: Voz, Clasificador NN, media de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,7866 0,7881 0,7672 0,8239 0,8612
Frecuencia instantánea 0,7940 0,8030 0,7657 0,7881 0,8119
Ancho de banda 0,7463 0,7537 0,7507 0,7537 0,7119
Vectores singulares 0,7821 0,7627 0,7746 0,7731 0,7985
Centroides espectrales 0,8269 0,8217 0,8537 0,8284 0,8373
Coeficientes cepstrales 0,8940 0,8463 0,8448 0,8567 0,8299
Todos 0,8881 0,8421 0,8896 0,8806 0,8254
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Tabla 5.22: Voz, Clasificador NN, desviación estándar de rendimiento
Espectrograma WVD CWD SPWVD Escalograma
Energía 0,0550 0,0271 0,0256 0,0566 0,0503
Frecuencia instantánea 0,0321 0,0516 0,0273 0,0751 0,0581
Ancho de banda 0,0272 0,0246 0,0282 0,0145 0,0664
Vectores singulares 0,0324 0,0227 0,0355 0,0209 0,0473
Centroides espectrales 0,0527 0,0386 0,0544 0,0400 0,0395
Coeficientes cepstrales 0,0407 0,0223 0,0462 0,0618 0,0499
Todos 0,0309 0,0420 0,0353 0,0502 0,0847
De las Tablas 5.17, 5.19 y 5.21 se observa que el clasificador con mejor rendimiento es el k-NN,
seguido por NN y luego GMM, tal como sucedió para los otros dos tipos de señales analizadas an-
teriormente. En general se observa también que las características con las cuales se obtiene la mayor
tasa de acierto para los clasificadores k-NN y NN son los coeficientes cepstrales, excepto para las re-
presentaciones CWD (con clasificador NN) y escalograma (con clasificador k-NN y NN) en las cuales
se obtiene mejor rendimiento usando centroides espectrales, o energía. Por otra parte, la mayor tasa
de acierto cuando se clasifica por grupos de características dinámicas se obtiene con los coeficientes
cepstrales estimados a partir del espectrograma (90,30%), y la mejor tasa de acierto total se obtiene
al clasificar con todas las variables dinámicas extraídas con el espectrograma (93,88%), utilizando el
clasificador k-NN (Tabla 5.17).
En general, se puede observar que para este tipo de señales se obtiene un mayor rendimiento con
todas las variables dinámicas de cada TFD, que con las variables pertenecientes a algún conjunto de
características. Además, las características de frecuencia instantánea y ancho de banda presentan una
tasa de acierto muy baja (entre el 57% y 82%), seguidas por los vectores singulares (máximo de
84,93%) y energía (máximo de 86,12%).
5.4.6. Resultados de relevancia
Las características dinámicas extraídas a partir del espectrograma aportan la mejor tasa de acier-
to, utilizando el clasificador k-NN (ver Tabla 5.17), y por este motivo se analizará la relevancia de
las variables estimadas con esta TFD. Para las señales FCG y de HRV se tomó como referencia el
espectrograma para comparar la mejoría que puede aportar el uso de otras representaciones tiempo-
frecuencia. Sin embargo, para el caso de señales de voz, no se puede mejorar el rendimiento del
espectrograma, y por tal motivo se tomará como referencia la SPWVD, la cual fue la representación
con la que se obtuvo el segundo mejor rendimiento total.
La metodología para estimar la relevancia de las variables dinámicas es similar a la aplicada a
señales FCG y señales HRV, explicada en la Sección 5.2.6. En la Figura 5.23 se muestran los resultados
de clasificación, utilizando las diferentes características, ordenadas según su relevancia. Se observa
que la tasa de acierto máxima del clasificador se alcanza utilizando 52 variables dinámicas, las cuales
se enumeran en el Apéndice C.3, ordenadas según su peso.
En la Figura 5.23 se puede observar que la curva correspondiente a la tasa de acierto de la SPWVD
tiene algunos segmentos en los cuales supera al espectrograma, sin embargo, el rendimiento máximo
se obtiene con el escalograma, para 52 características.
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Figura 5.23: Desempeño de clasificación con las características ordenadas según medida de relevancia
en señales de voz
Los pesos de relevancia para cada conjunto de características dinámicas se muestran en la Figura
5.24. Se observan pesos altos para los coeficientes cepstrales y para los centroides, los cuales son
coherentes con las tablas de rendimiento. La frecuencia instantánea y el ancho de banda muestran
además pesos altos, pero su gran variabilidad no aporta a la capacidad discriminativa de estas carac-
terísticas, tal como se pudo observar en las Tablas 5.17, 5.19 y 5.21. Los vectores singulares tienen
pesos intermedios, los cuales se ven reflejados en tasas de acierto más bajas que las obtenidas con
centroides y coeficientes cepstrales. Finalmente, la energía estimada con los diferentes métodos tie-
ne pesos bajos, especialmente la energía de Teager, lo cual concuerda por los bajos rendimientos de
clasificación mostrados por este tipo de características.
80 Capítulo 5. Marco experimental
Figura 5.24: Pesos de relevancia ordenados por grupos de características en señales de voz
5.4.7. Resultados finales y evaluación de sensibilidad y especificidad
Luego de seleccionar y ordenar las características de acuerdo a su relevancia estimada a partir de
su variabilidad, se procede a reoptimizar el parámetro del clasificador para este nuevo conjunto de
características de entrada, y así obtener el máximo rendimiento posible en la clasificación. De esta
forma, se varía el número de vecinos que se tienen en cuenta para el clasificador k-NN, y se observa
como varía la tasa de acierto en función de este parámetro (Tabla 5.23 y Figura 5.25(a)). Una vez
se optimiza el clasificador, se obtiene un rendimiento máximo de 94,63 ± 2,13% con 5 vecinos. El
rendimiento máximo reportado en el estado del arte para esta base de datos es de 95,04% [75].
Las curvas ROC, con las cuales se puede medir la sensibilidad y especificidad del sistema (luego
de seleccionar las variables más relevantes y de optimizar el clasificador) se muestran en la Figura
5.25(b). Se observa que el espectrograma tiene la mejor curva ROC, además de tener la mayor área
bajo la curva (0,9614 ± 0,0285). La segunda mejor TFD por su área bajo la curva es la SPWVD,
mientras que la representación con menor área bajo la curva es la WVD (0,9107 ± 0,0362).
Tabla 5.23: Voz, Ajuste final de parámetros del clasificador
Número de vecinos
1 3 5 7 9 11 13 15 17 19
Media 0,8910 0,9134 0,9463 0,9433 0,9254 0,9194 0,9060 0,8881 0,8821 0,8940
Std 0,0345 0,0357 0,0213 0,0231 0,0337 0,0246 0,0307 0,0393 0,0310 0,0355
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(a) Rendimiento del clasificador como función del número
de vecinos
(b) Curvas ROC
Figura 5.25: Resultados finales de optimización del clasificador y curvas de sensibilidad y especifici-
dad en señales de voz
Tabla 5.24: Voz, Área bajo la curva ROC
Media Desviación
estándar
Espectrograma 0,9614 0,0285
WVD 0,9107 0,0362
CWD 0,9162 0,0224
SPWVD 0,9413 0,0266
Escalograma 0,9212 0,0524

Capítulo 6
Discusión y conclusiones
La metodología desarrollada en este trabajo se probó con tres tipos de señales, las cuales tienen
diferentes características de morfología y espectrales. Así, las señales FCG se caracterizan por tener
eventos aproximadamente sincronizados en el dominio del tiempo, sin embargo, la morfología de la
señal no es completamente definida y se comporta como una señal de una alta no estacionariedad. Por
otro lado, las señales HRV no presentan eventos definidos, ni morfología definida, son no estaciona-
rias, y sus componentes de frecuencia son muy bajas, por tanto, son señales de dinámica de cambio
muy lenta. Finalmente, las señales de voz corresponden a vocales sostenidas, y por tanto presentan
una estructura cuasiperiódica, sin eventos sincronizados en el dominio del tiempo, pero con una mor-
fología establecida y períodos de oscilación reconocibles; esto hace que la estructura en el dominio
de la frecuencia sea definida, y corresponda a una frecuencia fundamental con sus correspondientes
armónicos. La no estacionariedad de las señales de voz está marcada por las pequeñas variaciones que
puede tener la frecuencia fundamental y sus armónicos, así como ruidos causados por las patologías
que se analizan.
De los tres clasificadores utilizados, el clasificador no paramétrico k-NN fue el que tuvo el mejor
desempeño para la metodología propuesta y las características estudiadas. Con este clasificador se ob-
tuvieron los mejores resultados de clasificación con los tres tipos de señales tratadas, y para todos los
conjuntos de características. Por otro lado, el clasificador basado en redes neuronales tuvo el segundo
mejor rendimiento, mientras que en tercer lugar se encuentra el clasificador GMM. El clasificador k-
NN no requiere de una etapa de entrenamiento exhaustiva, y el ajuste de su único parámetro (número
de vecinos) se realiza de forma simple. Por otra parte, los otros dos clasificadores requieren de una
etapa de entrenamiento más elaborada, y no alcanzan el rendimiento obtenido con k-NN, a causa de
la estructura de las características la cual hace que el entrenamiento no sea óptimo, e incluso, para
el caso de las características de frecuencia instantánea y ancho de banda de señales HRV no se logra
convergencia, como se pudo evidenciar con el clasificador GMM.
El desempeño de las distribuciones tiempo frecuencia depende de la morfología y el contenido
espectral de las señales que se están analizando. Así, para las señales fuertemente no estacionarias
(FCG y HRV) se evidencia que el mejor desempeño se obtiene con las características extraídas a partir
del escalograma de la CWT, diseñado específicamente para tratar con este tipo de señales variantes
en el tiempo. Por otro lado, las señales de voz presentan características cuasiperiódicas, y por tal
motivo la distribución tiempo-frecuencia que mejor se acopla para caracterizar este tipo de señales
es el espectrograma, tal como se pudo observar en los resultados de rendimiento, para los cuales se
83
84 Capítulo 6. Discusión y conclusiones
obtiene la mayor tasa de acierto con esta representación. Por otro lado, las distribuciones CWD y
SPWVD solamente muestran mejor rendimiento que el espectrograma para el caso de las señales
HRV, lo cual indica que el aumento de resolución en tiempo y en frecuencia de estas representaciones
no es significativo para mejorar la capacidad discriminante de las características extraídas a partir
de estas TFDs en señales FCG y de voz. Además, es importante notar que con la WVD se obtiene
el segundo mejor rendimiento total para señales FCG, pero la tasa de rendimiento más baja para los
otros tipos de señales. Esto indica que la estructura de términos cruzados de las señales FCG es menos
compleja que para las otras señales, y por tanto no afecta el rendimiento del clasificador cuando se
usa una TFD que no suavice o elimine este tipo de términos.
En cuanto a las características dinámicas, se obtuvo la mejor tasa de acierto con los coeficientes
cepstrales, para los tres tipos de señales estudiadas. Además, para las señales de voz y de HRV se
obtiene el segundo mejor rendimiento por grupos de características al aplicar centroides espectrales.
Así, el análisis de la TFD mediante bandas de frecuencia es una herramienta robusta y viable para la
extracción de características. En adición, la transformada homomórfica que se aplica en el caso de los
coeficientes cepstrales es fundamental para concentrar de forma efectiva la información en una can-
tidad de coeficientes menor al número de filtros utilizados. Por otra parte, la frecuencia instantánea y
el ancho de banda equivalente, son las variables dinámicas con las cuales se obtiene el menor rendi-
miento, y no tienen buen desempeño para caracterizar las señales bajo estudio. En lo que se refiere a
la energía instantánea, es una característica que tiene solamente en cuenta la variabilidad de la señal
en el dominio del tiempo, pues se calcula a través del marginal de la distribución tiempo-frecuencia.
Por este motivo, la energía proporciona buenos resultados solamente para señales FCG, las cuales
tienen una estructura definida en el dominio del tiempo, y es posible notar diferencias entre las clases
al tener solamente información en este dominio. Las señales HRV y de voz tienen más características
discriminantes en el dominio de la frecuencia que en el dominio del tiempo, y por este motivo la
energía instantánea no tiene tan buen rendimiento cuando se aplica a estas señales. Finalmente, las ca-
racterísticas extraídas a partir de los vectores singulares de tiempo de las TFDs tienen un rendimiento
intermedio para todas las señales, y se concluye que no son características de alta relevancia para la
tarea de clasificación.
La extracción de características y el análisis de relevancia mediante PCA es fundamental para po-
der utilizar las variables dinámicas en los clasificadores aplicados en este trabajo. En primer lugar, la
extracción de características es muy importante, pues la longitud de las características dinámicas y
el número de variables, hacen que se tenga un conjunto muy grande de características, las cuales no
se pueden entrar directamente a los clasificadores, y por este motivo es necesario utilizar PCA para
reducir efectivamente el espacio de características desde valores mayores a 1000 características, a
vectores de 50 (valor con el que se logró tomar la mayor parte de la varianza), el cual fue el número de
componentes que se extrajeron para todas las señales analizadas. Mediante PCA fue posible capturar
la información más relevante de las variables dinámicas, sin perder información importante para el
proceso de clasificación, logrando así una significativa reducción de características y manteniendo un
buen rendimiento en la etapa de clasificación. Por otra parte, el análisis de relevancia que se imple-
mentó para asignar pesos a cada una de las características, permitió aumentar el rendimiento obtenido
al clasificar utilizando todas las variables, lo cual indica que el proceso de selección de característi-
cas es necesario para tener en cuenta solamente aquellas características que pueden hacer un aporte
importante para mejorar la tasa de acierto de clasificación, y eliminar aquellas características que no
tienen buena capacidad discriminante, y que por el contrario, introducen ruido al sistema, haciendo
que el rendimiento decaiga cuando se incluyen. Sin embargo, se debe notar que el cálculo de los pe-
sos de relevancia no funciona para todo tipo de características dinámicas, pues solo tiene en cuenta
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la variabilidad de las características y no su capacidad discriminante, la cual está relacionada con la
variabilidad, pero una alta variabilidad no implica que la característica sea ideal para separar las cla-
ses. Lo anterior se pudo verificar para la frecuencia instantánea y el ancho de banda, con las cuales se
obtuvieron altos pesos de relevancia, pero en las tablas de rendimiento no se pudo evidenciar una tasa
de acierto alta cuando se utilizaron estos conjuntos de características para clasificar. Lo anterior indica
que este tipo de características presenta una alta variabilidad, pero no aportan información importante
para diferenciar las clases.
La metodología planteada involucra el ajuste de muchos parámetros, tal como se pudo evidenciar
en las pruebas descritas en el marco experimental. Así, el ajuste de los parámetros de los kernels de
las TFDs se logró hacer mediante comparación cualitativa con respecto al espectrograma, mientras
que los parámetros para la estimación de variables dinámicas y del clasificador se calcularon de forma
correcta tomando como referencia la tasa de acierto de clasificación. Además, para el conjunto óptimo
de variables, se realizó un reajuste de los parámetros del clasificador, permitiendo que la estructura
de éste se acople correctamente a la información seleccionada en las pruebas de relevancia, y de esta
forma fue posible aumentar la tasa de acierto.
Las curvas ROC obtenidas para las características estimadas con diferentes TFDs permitieron mos-
trar el comportamiento de la sensibilidad y especificidad del sistema, y cómo varían a medida que se
toman diferentes valores para el umbral de decisión. Los resultados que se presentaron en este trabajo
se calcularon con el umbral para el cual se obtiene una tasa de error mínima. Sin embargo, para la
implementación de sistemas reales para el diagnóstico asistido de enfermedades, es deseable tener la
sensibilidad tan alta como sea posible, pues el costo de clasificar un sujeto enfermo como si fuera
normal es mucho más alto que lo contrario, y por este motivo son importantes las curvas ROC para
verificar el comportamiento del sistema cuando se usa otro umbral. Además, el área bajo las curvas
ROC es proporcional al rendimiento del clasificador, lo que se evidencia en los resultados obtenidos,
en donde la mayor área bajo la curva para las señales FCG y HRV corresponde a las características
estimadas a partir del escalograma, y para las señales de voz, a las características del espectrograma.
Lo anterior coincide con la tasa de acierto de los clasificadores.
El esquema metodológico desarrollado en este trabajo permitió la implementación de represen-
taciones tiempo-frecuencia para la clasificación de bioseñales a través de caracterización mediante
variables dinámicas, extracción de características con análisis de componentes principales, y análisis
de relevancia de cada una de las características dinámicas. Además, la metodología es viable, flexible
y capaz de adaptarse a señales con morfología y dinámica diferente, lo cual se puede observar en
los resultados derivados de los tres diferentes tipos de señales a las cuales se aplicó el método desa-
rrollado, en donde se obtiene un buen rendimiento, independientemente de la forma o componentes
espectrales de la señal bajo estudio.
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Apéndice A
El principio de incertidumbre
Considérese el término (∆t∆f )2, el cual es el cuadrado del área cubierta por la ventana g(t) en
el plano tiempo-frecuencia. Se puede asumir
∫∞
−∞ t|g(t)|2dt = 0 y
∫∞
−∞ f |G(f)|2dt = 0 sin pérdida
de generalidad, puesto que estas propiedades se pueden conseguir fácilmente a través de una ventana
arbitraria aplicando un desplazamiento en el tiempo y una modulación. Con (2.36) y (2.38) se tiene:
(∆t∆f )
2 =
(∫∞
−∞ t
2|g(t)|dt
) (∫∞
−∞ f
2|G(f)|df
)
‖g‖2‖G‖2 (A.1)
donde el operador ‖ · ‖2 denota la norma en L2(R). El término de la izquierda del numerador en
(A.1) se puede reescribir como:∫ ∞
−∞
t2|g(t)|2dt = ‖ξ‖2 (A.2)
con ξ(t) = tg(t). Usando el principio de diferenciación de la transformada de Fourier, el término de
la derecha del numerador de (A.1) se puede reescribir como:∫ ∞
−∞
f2|G(f)|2df =
∫ ∞
−∞
|F {g˙(t)}|2 df
= ‖g˙‖2 (A.3)
donde g˙(t) = ddtg(t). Con (A.2), (A.3) y ‖G‖2 = ‖g‖2 se tiene para (A.1),
(∆t∆f )
2 =
1
‖g‖4 ‖ξ‖
2‖g˙‖2 (A.4)
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Aplicando la desigualdad de Schwarz, se tiene
(∆t∆f )
2 ≥ 1‖g‖4 |〈ξ, g˙〉|
2
≥ 1‖g‖4 |R {〈ξ, g˙〉} |
2 (A.5)
=
1
‖g‖4
∣∣∣∣R
{∫ ∞
−∞
tg(t)g˙(t)dt
}∣∣∣∣
2
Usando la relación
R{tg(t)g˙(t)} = 1
2
t
d
dt
|g(t)|2, (A.6)
es posible reescribir la integral en (A.5) como
R
{∫ ∞
−∞
tg(t)g˙(t)dt
}
=
1
2
∫ ∞
−∞
t
d
dt
|g(t)|2dt (A.7)
Con la integración parcial se obtiene
1
2
∫ ∞
−∞
t
d
dt
|g(t)|2dt = 1
2
t|g(t)|2
∣∣∣∣
+∞
−∞
− 1
2
∫ ∞
−∞
|g(t)|dt (A.8)
La propiedad
l´ım
|t|→∞
t|g(t)|2 = 0, (A.9)
la cual se cumple por tg(t) ∈ L2, implica que
R
{∫ ∞
−∞
tg(t)g˙(t)dt
}
= −1
2
‖g‖2 (A.10)
y por tanto se puede concluir que
(∆t∆f )
2 ≥ 1
4
⇒ ∆t∆f ≥ 1
2
(A.11)
La relación (A.11) se conoce como el principio de incertidumbre, y muestra que el tamaño de las
ventanas tiempo-frecuencia no se puede hacer arbitrariamente pequeño y que no se puede conseguir
una resolución tiempo-frecuencia perfecta.
En (A.5) se observa que la igualdad en (A.11) solamente se consigue si tg(t) es un múltiplo de g˙(t).
En otras palabras, g(t) debe satisfacer la ecuación diferencial
tg(t) = cg˙(t), (A.12)
cuya solución general está dada por
g(t) = αe
− t
2
2β2 (A.13)
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Por tanto, la igualdad en (A.11) solamente se consigue si g(t) es una función gaussiana. Si la ventana
g(t) no está centrada en el origen del plano tiempo-frecuencia, la solución general para una ventana
de tamaño mínimo es una gaussiana modulada y desplazada en el tiempo [26].

Apéndice B
Algoritmo EM
Dado un modelo de mezclas de gaussianas, el objetivo es maximizar la función de verosimilitud
con respecto a los parámetros (las medias, covarianzas y coeficientes de mezcla de las componentes).
El logaritmo de la función de verosimilitud se expresa así,
ln p(X|pi, µ,Σ) =
N∑
n=1
ln
{
K∑
k=1
pikN (xn|µk,Σk)
}
(B.1)
donde pi = [pi1, . . . , piK ], µ = [µ1, . . . , µK ] y Σ = [Σ1, . . . ,ΣK ], N es el número de observaciones
y K es el número de gaussianas.
De esta forma, el algoritmo EM es el siguiente [70]:
1. Inicializar las medias µk, covarianzas Σk, y coeficientes pik, y evaluar el valor inicial del loga-
ritmo de la función de verosimilitud en (B.1).
2. Paso E: Evaluar la pertenencia de los puntos a cada gaussiana (la probabilidad a posteriori que
un punto xn sea generado por la gaussiana k) usando los valores actuales de los parámetros,
ζ(znk) =
pikN (xn|µk,Σk)∑K
j=1 pijN (xn|µj,Σj)
(B.2)
3. Paso M: Reestimar los parámetros usando la pertenencia ζ(znk) evaluada anteriormente.
µnewk =
1
Nk
N∑
n=1
ζ(znk)xn (B.3)
Σnewk =
1
Nk
N∑
n=1
ζ(znk)(xn − µnewk )(xn − µnewk )⊤ (B.4)
pinewk =
Nk
N
(B.5)
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donde
Nk =
N∑
n=1
ζ(znk) (B.6)
4. Evaluar el logaritmo de la verosimilitud (B.1) y verificar la convergencia de éste o de los pará-
metros. Si el criterio de convergencia no se satisface, retornar al paso número 2.
Apéndice C
Características ordenadas según
relevancia
C.1. Señales FCG
1. Coeficiente cepstral 2
2. Coeficiente cepstral 3
3. Coeficiente cepstral 1
4. Centroide de subbanda espectral 1
5. Frecuencia instantánea
6. Energía instantánea calculada a través de filtrado homomórfico
C.2. Señales HRV
1. Energía de centroide de subbanda espectral 6
2. Energía de centroide de subbanda espectral 8
3. Energía de centroide de subbanda espectral 11
4. Energía de centroide de subbanda espectral 7
5. Energía de centroide de subbanda espectral 10
6. Energía de centroide de subbanda espectral 9
7. Energía de centroide de subbanda espectral 5
8. Energía de centroide de subbanda espectral 12
9. Energía de centroide de subbanda espectral 13
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10. Energía de centroide de subbanda espectral 14
11. Ancho de banda
12. Coeficiente cepstral 1
13. Frecuencia instantánea
14. Energía de centroide de subbanda espectral 4
15. Coeficiente cepstral 5
16. Vector propio 7
17. Energía de centroide de subbanda espectral 15
18. Vector propio 8
19. Vector propio 6
20. Coeficiente cepstral 7
21. Vector propio 5
22. Coeficiente cepstral 3
23. Coeficiente cepstral 6
24. Vector propio 4
25. Energía de centroide de subbanda espectral 19
26. Energía de centroide de subbanda espectral 3
27. Energía de centroide de subbanda espectral 17
28. Energía de centroide de subbanda espectral 16
29. Energía de centroide de subbanda espectral 18
30. Vector propio 3
31. Energía de centroide de subbanda espectral 2
32. Coeficiente cepstral 4
33. Energía instantánea calculada a través de filtrado homomórfico
34. Vector propio 1
35. Energía de centroide de subbanda espectral 20
36. Coeficiente cepstral 2
37. Energía de centroide de subbanda espectral 1
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38. Centroide de subbanda espectral 2
39. Energía instantánea calculada a través de Shannon
40. Vector propio 2
41. Centroide de subbanda espectral 6
42. Centroide de subbanda espectral 1
43. Centroide de subbanda espectral 5
44. Centroide de subbanda espectral 4
C.3. Señales de voz
1. Centroide de subbanda espectral 2
2. Frecuencia instantánea
3. Centroide de subbanda espectral 8
4. Centroide de subbanda espectral 9
5. Centroide de subbanda espectral 3
6. Energía de centroide de subbanda espectral 1
7. Ancho de banda
8. Energía de centroide de subbanda espectral 15
9. Energía de centroide de subbanda espectral 17
10. Energía de centroide de subbanda espectral 11
11. Vector propio 15
12. Energía de centroide de subbanda espectral 4
13. Vector propio 18
14. Vector propio 16
15. Vector propio 17
16. Vector propio 14
17. Vector propio 13
18. Vector propio 11
19. Vector propio 12
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20. Energía de centroide de subbanda espectral 13
21. Vector propio 10
22. Vector propio 8
23. Vector propio 9
24. Energía de centroide de subbanda espectral 19
25. Energía instantánea calculada a través de Shannon
26. Vector propio 7
27. Vector propio 6
28. Energía instantánea calculada a través de filtrado homomórfico
29. Centroide de subbanda espectral 1
30. Energía de centroide de subbanda espectral 5
31. Energía de centroide de subbanda espectral 2
32. Centroide de subbanda espectral 4
33. Vector propio 5
34. Energía de centroide de subbanda espectral 3
35. Centroide de subbanda espectral 5
36. Energía de centroide de subbanda espectral 6
37. Vector propio 4
38. Centroide de subbanda espectral 6
39. Vector propio 1
40. Energía de centroide de subbanda espectral 18
41. Energía de centroide de subbanda espectral 10
42. Energía de centroide de subbanda espectral 12
43. Vector propio 3
44. Centroide de subbanda espectral 11
45. Energía de centroide de subbanda espectral 14
46. Energía de centroide de subbanda espectral 8
47. Centroide de subbanda espectral 7
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48. Energía de centroide de subbanda espectral 9
49. Centroide de subbanda espectral 10
50. Energía de centroide de subbanda espectral 16
51. Vector propio 2
52. Energía de centroide de subbanda espectral 7

Apéndice D
Gráficos de TFDs de bioseñales
D.1. Señales FCG
(a) FCG, Espectrograma, Normal (b) FCG, Espectrograma, Patológico
(c) FCG, WVD, Normal (d) FCG, WVD, Patológico
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(e) FCG, CWD, Normal (f) FCG, CWD, Patológico
(g) FCG, SPWVD, Normal (h) FCG, SPWVD, Patológico
(i) FCG, Escalograma, Normal (j) FCG, Escalograma, Patológico
Figura D.1: Representaciones tiempo-frecuencia de señales FCG
D.2. Señales HRV 103
D.2. Señales HRV
(a) HRV, Espectrograma, Normal (b) HRV, Espectrograma, Patológico
(c) HRV, WVD, Normal (d) HRV, WVD, Patológico
(e) HRV, CWD, Normal (f) HRV, CWD, Patológico
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(g) HRV, SPWVD, Normal (h) HRV, SPWVD, Patológico
(i) HRV, Escalograma, Normal (j) HRV, Escalograma, Patológico
Figura D.2: Representaciones tiempo-frecuencia de señales HRV
D.3. Señales de voz
(a) Voz, Espectrograma, Normal (b) Voz, Espectrograma, Patológico
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(c) Voz, WVD, Normal (d) Voz, WVD, Patológico
(e) Voz, CWD, Normal (f) Voz, CWD, Patológico
(g) Voz, SPWVD, Normal (h) Voz, SPWVD, Patológico
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(i) Voz, Escalograma, Normal (j) Voz, Escalograma, Patológico
Figura D.3: Representaciones tiempo-frecuencia de señales de voz
Apéndice E
Gráficos de características dinámicas de
bioseñales
E.1. Señales FCG
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(b) Energía
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(d) 3 primeros vectores singulares de tiempo
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Figura E.1: Características dinámicas de señales FCG
E.2. Señales HRV
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Figura E.2: Características dinámicas de señales HRV
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E.3. Señales de voz
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Figura E.3: Características dinámicas de señales de voz
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