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Abstract
We study the problem of utility maximization from terminal wealth in which an
agent optimally builds her portfolio by investing in a bond and a risky asset. The
asset price dynamics follow a diffusion process with regime-switching coefficients
modeled by a continuous-time finite-state Markov chain. We consider an investor
with a Constant Relative Risk Aversion (CRRA) utility function. We deduce the
associated Hamilton-Jacobi-Bellman equation to construct the solution and the op-
timal trading strategy and verify optimality by showing that the value function is the
unique constrained viscosity solution of the HJB equation. By means of a Laplace
transform method, we show how to explicitly compute the value function and illus-
trate the method with the two- and three-states cases. This method is interesting
in its own right and can be adapted in other applications involving hybrid systems
and using other types of transforms with basic properties similar to the Laplace
transform.
Keywords: Portfolio optimization, utility maximization, regime-switching,
Laplace transform.
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1. Introduction
In this paper we study an investment problem of an agent whose portfolio is
constructed by investing in a bond and a risky asset, whose price dynamics follow
a diffusion process with regime-switching coefficients, modeled by an observable
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continuous-time finite-state Markov chain. The agent’s objective is to maximize her
expected utility from terminal wealth.
Changes of regime in financial markets have been empirically observed and may
be due, for instance, to sudden changes in the economy or major political events.
Regime-switching processes were initially proposed by Hamilton, who studied the
effect of incorporating shifts in the parameters of a discrete-time model, via an unob-
served discrete time two-state Markov chain, when analyzing yields on government
bonds [1]. Since then, many empirical studies have argued that regime-switching
modeling can help to better predict market prices behavior. More recently, Pereiro
and Gonza´lez-Rozada [2] analyzed the market index of a sample of stock markets
worldwide to test for the presence of regimes. They concluded that 68% and 37%
of the emerging and developed stock markets, respectively, show the existence of
regime-switching, including the SPX in USA.
Portfolio optimization problems in continuous-time date back to the works of
Merton [3], [4], who proposed that the market risk is driven by a Brownian motion.
In the context of regime-switching dynamics, where an auxiliary Markov process
dictates the market regime, the utility maximization problem from terminal wealth
has been studied under different assumptions on how regime information is available
to the agent.
For partially observable regimes in which the Markov chain is hidden or not
observed directly, see Sass and Haussmann [5], Nagai and Runggaldier [6] and refer-
ences therein. The authors argue that explicit analytical solutions are very difficult
to obtain and the optimal strategies and value function have to be determined nu-
merically.
In the fully observable case and for an investor with logarithmic or power utilities,
Capponi and Figueroa-Lo´pez [7] and Fu et al. [8] consider a portfolio that contains,
besides a risk-free bond and a risky stock, an extra term. In [7], the authors take
into account default risk and incorporate a defaultable bond into the portfolio.
They allow regime dependent short rate, drift, volatility and default intensities. By
separating the problem into pre- and post default optimization subproblems, they
provide the associated verification theorems for each subproblem assuming that the
associated HJB equation has a smooth solution, and construct the value functions
as the solution of coupled linear systems of ordinary differential equations. Fu
et al. [8] consider a portfolio that also contains an option written on the stock.
They approximate the value function as the limit of a sequence of value functions
of auxiliary problems. More related to our paper with a portfolio built with a
risk-free bond and a risky asset only, Zhang and Yin [9] consider a fairly general
setup for the utility function, including the power, logarithmic and exponential
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functions. However, due to this generality, the HJB equation of the associated
control problem is too difficult to solve explicitly. Then, they opt to tackle the
problem using a singular-perturbation approach and successfully obtain near-optimal
allocation strategies.
In this paper, we assume that the short rate, as well as the rate of return and
volatility of the risky-asset depend on the market regime. The state of the market
is modeled by an observable continuous-time and finite-state Markov chain. We
allow the cash amount to be invested in the risky asset to be unbounded. Due
to this relaxed assumption on the control set, the HJB equation associated to the
maximization problem is of degenerate parabolic type. Therefore, a smooth solu-
tion V cannot be assumed to exist and the classical verification result based on an
application of Itoˆ’s formula is not possible.
The notion of viscosity solutions has been successfully applied in many contexts
when a smooth solution to a PDE equation is not expected to exist. For instance, in
the case of stochastic controlled problems, a non-exhaustive list includes the works
of Lions [10], Duffie and Zariphopoulou [11], Duffie et al. [12], Kounta [13], and
others. In the case of optimal stopping problems Pemy and Zhang [14], Li [15], Bian
et al. [16]. For a general overview of the theory of viscosity solutions of second
order PDEs we refer to Crandall, Ishii and Lions [17], and for their connection to
stochastic optimization problems we refer to Fleming and Soner [18] . We shall show
that V is the unique constrained viscosity solution of the associated HJB equation
in an appropriate class of functions, in a sense to be specified later.
One of the main contributions of this paper is that we present a simple method-
ology to explicitly compute the value function based on inverse Laplace transforms,
which is a new idea in the literature on portfolio optimization problems. We think
that this idea can be easily applied to other optimization problems involving regime-
switching diffusions and is interesting in its own right.
The rest of the paper is organized as follows. The model dynamics and prob-
lem formulation is presented in Section 2. In Section 3, we heuristically construct
a candidate trading (portfolio allocation) strategy and value function by martin-
gale and dynamic programming arguments. In Section 4, we show that V is the
unique constrained viscosity solution of the associated HJB equation, in a sense
to be specified later, and a verification that the candidate solution satisfies all the
necessary conditions, implying that it coincides with the value function. We also
obtain optimal allocation strategies in the form of feedback controls. The Laplace
transform method to compute the value function is presented in Section 5 and some
numerical experiments are provided in Section 6. The final section summarizes the
main results.
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2. Model dynamics and problem setup
Let (Ω,F ,P) be a probability space which supports a Brownian motion B =
(Bt)t≥0 and a continuous-time Markov chain Y = (Yt)t≥0 with finite state space
M = {1, 2, . . . , m} and generator Q = (qij)m×m which satisfies
qij ≥ 0 for i 6= j,
∑
j∈M
qij = 0, qi := −qii > 0.
We denote by F = (Ft)t≥0 the P-augmentation of the filtration generated by B and
Y . Lemma 2.5 in [19] ensures that B and Y are independent.
Let P = (Pt)t≥0 and S = (St)t≥0 denote the price of the bond and the risky
asset, respectively. We assume that these processes satisfy the Markov-modulated
dynamics
dPt = r(Yt)Pt dt,
dSt = µ(Yt)St dt+ σ(Yt)St dBt
where r(i) > 0, µ(i) > 0 and σ(i) > 0 denote the risk-free interest rate, the rate of
return of the asset, and the volatility at regime i, respectively.
At every time s ∈ [t, T ], with 0 ≤ t ≤ T , the agent chooses the cash amount θs to
be invested in the asset, and allocates the rest of his wealth Xs−θs in the bond. We
do not impose a portfolio constraint, in particular short-selling is allowed (θs < 0).
Assuming the self-financing condition, his wealth process X = (Xs)s≥t satisfies the
controlled stochastic differential equation
dXs = θs[µ(Ys)− r(Ys)]ds+ r(Ys)Xs ds+ θsσ(Ys) dBs, (1)
with initial endowment Xt = x ≥ 0, and impose that wealth stays non-negative
Xs ≥ 0, for all s ≥ t a.s.
We are interested in feedback type controls θ = (θs)t≤s≤T of the form θs = θ¯(Xs, s, Ys)
for some function θ¯(x, s, i) : [0,∞)× [0, T ] ×M 7→ R such that for each i, θ¯(·, ·, i)
is Borel measurable. Sufficient conditions to ensure the existence and (pathwise)
uniqueness of a solution of a regime-switching stochastic differential equations (c.f.
Theorem 4.1 in [20],[21]) call for linear growth and Lipschitz conditions on the
coefficients. In the case of (1) with feedback controls, we shall assume that there
exist constants K1, K2 > 0 such that for each i,
|θ¯(x, t, i)| ≤ K1(1 + |x|), and |θ¯(x, t, i)− θ¯(y, t, i)| ≤ K2|x− y|. (2)
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Definition 1. Given Xt = x, Yt = i, a trading strategy θ = (θs)t≤s≤T is said to be
admissible if it is of feedback type satisfying (2), the integrability condition
E
[∫ T
t
θ2sds | Ft
]
<∞ (3)
holds, and the unique solution Xs to the SDE in (1) using this θ satisfies the state
constraint Xs ≥ 0 for all s ≥ t a.s. We denote the set of all admissible trading
strategies by A(x, i, t).
Note that the integrability condition (3) ensures that the stochastic integral in
(1) is well-defined.
The agent’s risk preferences are represented by a utility function U : [0,∞) →
R which is strictly increasing, strictly concave and twice continuously differen-
tiable. The associated Arrow-Pratt coefficient of absolute risk aversion A(x) =
−U
′′
(x)/U ′(x) is interpreted as a measure of aversion to risk [22]. In this paper, we
consider utility functions with constant relative risk aversion (CRRA), that is, for
which
xA(x) = a, x > 0, (4)
where a is a positive constant. We specialize to the power utility U(x) = 1
γ
xγ , with
risk-aversion parameter γ < 1, γ 6= 0. Here a = 1− γ.
The agent’s objective is to maximize the expected utility of wealth
J(x, t, i; θ) = E[U(XT ) | Xt = x, Yt = i]
over all θ ∈ A(x, t, i) and find the value function
V (x, t, i) = sup
θ∈A(x,t,i)
J(x, t, i; θ) (5)
for every x ≥ 0, t ∈ [0, T ), i ∈M, with terminal condition V (x, T, i) = U(x).
We will find an explicit solution to this problem. In other words, we will find an
optimal trading strategy θ∗ which attains the maximal expected utility value
V (x, t, i) = J(x, t, i; θ∗)
and compute the value function V explicitly.
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3. Construction of the solution
By classical stochastic control arguments we know that V (Xt, t, Yt) is a super-
martingale under an arbitrary strategy θ and a martingale under the optimal strat-
egy θ∗. This leads to the Hamilton-Jacobi-Bellman (HJB) equation associated with
the stochastic controlled problem (5), namely,
sup
θ∈R
L
θV (x, t, i) = 0, (x, t, i) ∈ [0,∞)× [0, T )×M (6)
with terminal condition V (x, T, i) = U(x) for x ∈ [0,∞), where
L
θV (x, t, i) = Vt +
1
2
θ2σ2(i)Vxx + θ(µ(i)− r(i))Vx + r(i)xVx +QV (x, t, ·)(i).
Here, we use the notation fx =
∂f
∂x
, fxx =
∂2f
∂x2
, ft =
∂f
∂t
and
Qf(x, t, ·)(i) =
∑
j 6=i
[f(x, t, j)− f(x, t, i)]qij .
It is important to remark that the HJB equation (6) is a degenerate, second-
order parabolic equation and therefore it may not have a smooth solution, or a
solution may not even exist in the classical sense. For this reason, a solution to
(6) will be understood as a viscosity solution in a sense to be specified later in the
next section. Below, we heuristically construct a candidate optimal strategy θ∗ and
value function V solving (6) under the assumption that V is sufficiently smooth.
The rigorous verification of optimality and that such candidate is indeed the value
function is presented in the next section.
Formally, since Lθ is quadratic in θ, and assuming that Vxx < 0, the maximum
is attained by
θ∗t = −
[µ(Yt)− r(Yt)]Vx
σ2(Yt)Vxx
(7)
and V in (6) solves the coupled nonlinear partial differential equation (PDE)
Vt + r(i)xVx +QV (x, t·)(i)−
(µ(i)− r(i))2V 2x
2σ2(i)Vxx
= 0
V (x, T, i) = U(x).
(8)
The goal is to find an explicit solution V (x, t, i) to this system. To do so, we specify
the utility function U(x) further.
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Consider the power utility U(x) = x
γ
γ
, with γ < 1 and γ 6= 0. The linearity
of the wealth Xs and strategy θs in (1), the property U(xy) = U(x)y
γ of the util-
ity function, and the Markov property, suggest the following ansatz for the value
function
V (x, t, i) = U(x)g(i, T − t) (9)
where g(i, 0) = 1. Substitution of this expression into the HJB equation (8) and
setting g ≡ g(i, T − t), yields
gt − r(i)x
U ′(x)
U(x)
g −Qg(·, T − t)(i) +
(µ(i)− r(i))2
2σ2(i)
[U ′(x)]2
U(x)U ′′(x)
g = 0
g(i, 0) = 1.
It is easy to see that −xU
′′
(x)
U ′(x)
= 1 − γ and xU
′(x)
U(x)
= γ. This gives the following
coupled PDE equation, which does not depend on x,
gt −Qg(·, T − t)(i)− γ
[
(µ(i)− r(i))2
2(1− γ)σ2(i)
+ r(i)
]
g = 0
g(i, 0) = 1.
This is the regime-switching version of a classical Cauchy problem (see [23]), and
the stochastic representation of the solution is given by
g(i, T − t) = E
[
exp
{∫ T−t
0
γ
[
(µ(Yu)− r(Yu))
2
2(1− γ)σ2(Yu)
+ r(Yu)
]
du
}
| Y0 = i
]
. (10)
In Section 5, we shall show the general method to compute the value function
using Laplace transforms.
4. Verification
Typically, a viscosity solution is defined on an open subset of the state space, in
this case in (0,∞), and such solution is not a priori defined on the actual state space
[0,∞) (recall Xs ≥ 0). To incorporate state constraints (such as that at the bound-
ary level x = 0), Soner [24] introduced the concept of constrained viscosity solution
and the idea has been adapted in [11], [12], and [25] for second-order operators.
In this section we first show the existence of a constrained viscosity solution.
Then state that V is the unique constrained viscosity solution in the class of concave
functions in x with the terminal condition V (x, i, T ) = U(x) and that V is sufficiently
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smooth. Finally, we verify that the candidate function constructed in the previous
section coincides with the value function.
Let O = (0,∞) × [0, T ), so that the closure O¯ = [0,∞) × [0, T ]. Consider the
function
H : O¯ ×M× R× R 7→ R
defined by
H(x, t, i, p, A) := min
θ∈R
{
−
1
2
θ2σ2(i)A− θ(µ(i)− r(i))p
}
− r(i)xp
For each fixed i ∈ M, the function H is continuous. Moreover, H satisfies the
property of degenerate ellipticity, namely
H(x, t, i, p, A+B) ≤ H(x, t, i, p, A), if B ≥ 0.
Now consider the function
F (x, t, i, v, vt, vx, vxx) := H(x, t, i, vx, vxx)− vt −Qv(x, t, ·)(i).
Formally, the HJB equation associated with the value function in (5) can be written
as
F (x, t, i, v, vt, vx, vxx) = 0. (11)
We now state the definition of a constrained viscosity solution of (11). We follow
[11] and [12] closely and give the natural modification of the definition of constrained
viscosity solution in our setting.
Definition 2. A function v : O¯ ×M 7→ R is a viscosity solution of (11) in O if for
each i ∈M, v(·, ·, i) is continuous and the following holds:
(i) v(·, ·, i) is a viscosity supersolution of (11) in O, that is, if for any test function
φ ∈ C2(O¯) and any local minimum (x0, t0) ∈ O of v − φ it follows that
F (x0, t0, i, v(x0, t0, i), φt(x0, t0), φx(x0, t0), φxx(x0, t0)) ≥ 0.
(ii) v(·, ·, i) is a viscosity subsolution of (11) in O, that is, if for any test function
φ ∈ C2(O¯) and any local maximum (x0, t0) ∈ O of v − φ it follows that
F (x0, t0, i, v(x0, t0, i), φt(x0, t0), φx(x0, t0), φxx(x0, t0)) ≤ 0.
Definition 3. A function v : O¯ ×M 7→ R is a constrained viscosity solution of (11)
on O¯ ×M if for each i, v(·, ·, i) is a viscosity supersolution (resp. subsolution) of
(11) in O (resp. on O¯).
Throughout the section, we shall use Ex,t,i[·] to denote the conditional expecta-
tion E[ · | Xt = x, Yt = i].
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4.1. Analytical properties of the value function
In this subsection we present some properties of the value function which are
necessary to carry over with the existence and uniqueness of constrained viscosity
solutions in the appropriate class.
Proposition 4.1. The value function V satisfies that |V (x, t, i)| ≤ O(xγ).
Proof. Given that U(x) = x
γ
γ
, and the admissible controls satisfy a linear growth
condition, the result follows from estimates of the moments of regime-switching
diffusions (see the bound N in Appendix A in [26]).
Proposition 4.2. The function V (·, t, i) is concave and non-decreasing on [0,∞),
for each fixed t ∈ [0, T ), i ∈M.
Proof. Let x1, x2 ≥ 0, t ∈ [0, T ), i ∈ M. Due to the linear dependence of the
wealth dynamics (1) on the control θ and initial condition x, it follows that for any
θ1 ∈ A(x1, t, i) and θ2 ∈ A(x2, t, i) and fixed λ ∈ (0, 1)
θ¯ := λθ1 + (1− λ)θ2 ∈ A(λx1 + (1− λ)x2, t, i).
For ǫ > 0, suppose that θ1, θ2 are ǫ−optimal controls for V (x1, t, i) and V (x2, t, i),
respectively. Using the concavity of the utility function U we obtain
V (λx1 + (1− λ)x2, t, i) ≥ J(λx1 + (1− λ)x2, t, i; θ¯)
≥ λ J(x1, t, i; θ1) + (1− λ) J(x2, t, i; θ2)
≥ λ V (x1, t, i) + (1− λ) V (x2, t, i)− ǫ
which proves the concavity of V in the parameter x since ǫ > 0 can be made
arbitrarily small.
Now suppose that x1 ≤ x2. Using standard path comparison theorems (see
Section IX.3 [27]) of solutions of stochastic differential equations, we have that
X t,x1s ≤ X
t,x2
s for all s ≥ t a.s. where X
t,x1
t = x1 and X
t,x2
t = x2, respectively.
This yields A(x1, t, i) ⊂ A(x2, t, i), which implies that V is non-decreasing as a
function of x.
Proposition 4.2 along with the continuity of V (·, t, i) at x = 0 (c.f. [28]) yield
that V (·, t, i) is Lipschitz continuous in [0,∞).
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Proposition 4.3. The function V (x, ·, i) is 1/2−Ho¨lder continuous in [0, T ] uni-
formly over a neighborhood of x, for each fixed x ∈ [0,∞), i ∈M.
Proof. Let 0 ≤ t1 < t2 ≤ T . By the Dynamic Programming Principle,
|V (x, t1, i)− V (x, t2, i)| =
∣∣∣∣∣ supθ∈A(x,t1,i)Ex,t1,i[V (Xt2 , t2, Yt2)]− V (x, t2, i)
∣∣∣∣∣
≤ sup
θ∈A(x,t1,i)
Ex,t1,i[ |V (Xt2 , t2, Yt2)− V (x, t2, i)| ]
≤ N ′ sup
θ∈A(x,t1,i)
Ex,t1,i[ |Xt2 − x| ]
for some constant N ′ > 0, where the last inequality is due to the Lipschitz continuity
of V (·, t2, i). Given that the admissible controls in A(x, t1, i) satisfy a linear growth
condition, it follows that
|V (x, t1, i)− V (x, t2, i)| ≤ N |t1 − t2|
1/2
where N depends on N ′, x, i, T and it is continuous as a function of x (see the proof
of Proposition 2.1 in [26]), which concludes the proof.
4.2. Existence of constrained viscosity solutions
Proposition 4.4. The value function V : O¯ ×M 7→ R is a constrained viscosity
solution of (11) on O¯ ×M.
Proof. Fix i ∈M.
Step 1. We first show that V (·, ·, i) is a viscosity supersolution of (11) in O. Let
φ ∈ C2(O¯) and (x0, t0) ∈ O be a minimum of V −φ in a neighborhood N(x0, t0) ⊂ O.
We want to prove that
0 ≥ max
θ∈R
{
1
2
θ2σ2(i)φxx(x0, t0) + θ(µ(i)− r(i))φx(x0, t0)
}
+ r(i)x0φx(x0, t0) + φt(x0, t0) +QV (x0, t0, ·)(i).
(12)
Let θ ∈ A(x0, t0, i) be a constant control, that is θs ≡ θ ∈ R for all s ≥ t0, and
let X be the unique solution of (1) using this θ which starts at Xt0 = x0 and suppose
that the Markov chain starts at Yt0 = i.
Define the stopping time
τ := inf{s ≥ t0 : (Xs, s) /∈ N(x0, t0)} ∧ inf{s ≥ t0 : Ys 6= Yt0}.
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We also define the function
Φ(x, t, j) :=
{
φ(x, t) if j = i,
V (x, t, j) if j 6= i.
On the one hand, the dynamic programming principle implies that
V (x0, t0, i) ≥ Ex0,t0,i[V (Xs∧τ , s ∧ τ, Ys∧τ)]. (13)
On the other hand, the generalized Itoˆ’s formula for regime-switching diffusions
(see e.g. [23]) applied to Φ(Xs, s, Ys) gives (we omit the dependence of Φ on the
parameters for simplicity)
dΦ(Xs, s, Ys) = Φt ds+ Φx[θ(µ(Ys)− r(Ys)) + r(Ys)Xs]ds+
1
2
Φxx θ
2σ2(Ys) ds
+QΦ(Xs, s, ·)(i)ds+ dMs
where Ms =
∫ s
t0
Φx(Xu, u, Yu) σ(Yu)θ dBu. By assumption, φx is continuous and so
Φx(Xu, u, Yu) is bounded for u ∈ [t0, s∧ τ ]. Moreover, σ(Yu) is also bounded for any
u. Then the process {Ms∧τ}t0≤s≤T is a square integrable martingale (see e.g. [27])
and we obtain Dynkin’s formula
Ex0,t0,i[Φ(Xs∧τ , s ∧ τ, Ys∧τ )] = Ex0,t0,i[φ(Xs∧τ , s ∧ τ)] = φ(x0, t0)
+ Ex0,t0,i
[∫ s∧τ
t0
{
θ2σ2(i)
2
φxx + [θ(µ(i)− r(i)) + r(i)Xu]φx + φt +QV (Xu, u, ·)(i)
}
du
]
(14)
where we omitted the dependence of the derivatives of φ on (Xu, u).
Combining (13) and (14), together with the fact that (x0, t0) is a minimum in
N(x0, t0), we get
0 ≥ Ex0,t0,i
[∫ s∧τ
t0
{
1
2
θ2σ2(i)φxx + [θ(µ(i)− r(i)) + r(i)Xu]φx + φt +QV (Xu, u, ·)(i)
}
du
]
.
(15)
Dividing by s−t0 and using that φx, φxx, φt and V (·, ·, j) for any j are continuous
at (x0, t0), as well as the continuity of the paths of X , upon letting s→ t0 we obtain
0 ≥
1
2
θ2σ2(i)φxx(x0, t0)+[θ(µ(i)−r(i))+r(i)x0]φx(x0, t0)+φt(x0, t0)+QV (x0, t0, ·)(i)
(16)
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and this is true for any θ ∈ R, thus the claim in (12) follows.
Step 2. We now show that V (·, ·, i) is a viscosity subsolution of (11) on O¯. Let
φ ∈ C2(O¯) and (x0, t0) ∈ O¯ a local maximum of V − φ. We want to show that (12)
holds with the reversed inequality. However, due to the lack of compactness of the
control space (θ ∈ R), some technical difficulties arise. We use a common trick, the
stability properties of viscosity solutions (c.f. [11]), to approximate V by a sequence
of value functions V n with compact control space which are viscosity subsolutions
of a modified HJB equation on O¯. Namely, define
V n(x, t, i) := sup
θ∈An(x,t,i)
J(x, t, i; θ)
where An(x, t, i) = {θ ∈ A(x, t, i) : |θs| ≤ n, a.s. ∀s ≥ t}. The need for a compact
control space will be apparent below.
It is enough to show that V n is a viscosity subsolution of the modified HJB
equation Fn(x, t, i, v, vt, vx, vxx) = 0 on O¯, where Fn is as F in (11) with H replaced
by
Hn(x, t, i, p, A) := min
|θ|≤n
{
−
1
2
θ2σ2(i)A− θ(µ(i)− r(i))p
}
− r(i)xp.
By stability properties, we have that if V n(·, ·, i)→ V (·, ·, i) locally uniformly on O¯
then V is a subsolution of (11) on O¯ (c.f. Theorem 4.1 in [29]).
We proceed to prove that the modified value function V n is a viscosity subsolution
of Fn(x, t, i, v, vt, vx, vxx) = 0 on the closed domain O¯. To this end, we need to show
that for φ ∈ C2(O¯) and (x0, t0) ∈ O¯ a local maximum of V
n − φ,
0 ≤ max
|θ|≤n
{
1
2
θ2σ2(i)φxx(x0, t0) + θ(µ(i)− r(i))φx(x0, t0)
}
+ r(i)x0φx(x0, t0) + φt(x0, t0) +QV
n(x0, t0, ·)(i).
(17)
By contradiction, assume that (17) is not true. Then there is a test function φ ∈
C2(O¯) and a local maximum (x0, t0) ∈ O¯ of V
n − φ such that the negative of the
right-hand side in (17) is strictly positive. Using the continuity of Fn, given ǫ > 0
there exists a neighborhood N(x0, t0) ⊂ O¯ such that
ǫ <−max
|θ|≤n
{
1
2
θ2σ2(i)φxx(x, t) + θ(µ(i)− r(i))φx(x, t)
}
− r(i)xφx(x, t)− φt(x, t)−QV
n(x, t, ·)(i).
(18)
Without loss of generality, we may assume that V n(x0, t0, i) = φ(x0, t0) which implies
that V n(x, t, i) ≤ φ(x, t) in N(x0, t0).
12
Below, we follow along an argument in [16]. Let h > 0 be small enough so that
[t0, t0 + h) ⊂ [0, T ). Let θ = (θu)t0≤u≤T be an
ǫ
2
h−optimal control in An(x0, t0, i),
and let X be the unique solution of (1) with Xt0 = x0 using this θ. Also define the
stopping time
τ := (t0 + h) ∧ inf{s ≥ t0 : (Xs, s) /∈ N(x0, t0)} ∧ inf{s ≥ t0 : Ys 6= Yt0}.
The Dynamic Programming Principle implies that
V n(x0, t0, i)−
ǫ
2
h ≤ Ex0,t0,i[V
n(Xτ , τ, Yτ)]
which combined with Dynkin’s formula (which holds because the control θ is bounded)
yields
φ(x0, t0)−
ǫ
2
h ≤ Ex0,t0,i[φ(Xτ , τ)] = φ(x0, t0)
+ Ex0,t0,i
[∫ τ
t0
{
θ2uσ
2(i)
2
φxx + [θu(µ(i) − r(i)) + r(i)Xu]φx + φt +QV
n(Xu, u, ·)(i)
}
du
]
.
Using the inequality in (18), we imply that − ǫ
2
h ≤ −ǫEx0,t0,i[τ − t0] and upon
dividing by h we obtain
−
ǫ
2
+ ǫ
Ex0,t0,i[τ − t0]
h
≤ 0.
Taking limit as h ↓ 0, it can be seen that Ex0,t0,i[τ − t0]/h → 1 (see [16]). This in
turn implies that ǫ ≤ 0 which is a contradiction. Thus (17) holds true and V n is a
subsolution of Fn(x, t, i, v, vt, vx, vxx) = 0 on O¯ as desired.
To conclude, observe that V n increases with n and V n ≤ V . On the other hand,
for any ǫ-optimal control θǫ ∈ A(x, t, i), θǫ∧n ∈ A
n(x, t, i) and using that the utility
function U is bounded from below, together with the linearity of the control θ in the
dynamics ofX , Fatou’s lemma implies that lim infn→∞ J(x, t, i; θǫ∧n) ≥ J(x, t, i; θǫ).
These assertions yield
V n(x, t, i) ≤ V (x, t, i) ≤ J(x, t, i; θǫ) + ǫ ≤ J(x, t, i; θǫ ∧ n) + ǫ ≤ V
n(x, t, i) + ǫ.
Therefore, V n(·, ·, i) converges to V (·, ·, i) pointwise on O¯, and given that V (·, ·, i)
is continuous, the locally uniform convergence holds.
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4.3. Uniqueness
In the rest of this section, we assert that the value function is the unique con-
strained viscosity solution of (11) on O¯ in the class of concave functions of x and
satisfying the boundary condition V (x, T, i) = U(x), x ∈ [0,∞).
Roughly, when dealing with (unconstrained) viscosity solutions in an open set,
say O, the classical approach to the uniqueness result is based on the maximum
principle, which examines the maximum of v − w on O where v is a viscosity sub-
solution in O and w is a viscosity supersolution in O. Indeed, if v ≤ w in ∂O then
supO(v − w) ≤ 0 (see e.g. [18]). Thus, the value function is the unique viscosity
solution in O with specified boundary conditions on ∂O. The main difficulties when
trying to apply this classical comparison result are twofold: (i) the control set is
unbounded, and (ii) we do not know a priori the behavior of the value function on
the entire boundary of the domain.
We state comparison and smoothness results, Proposition 4.5 and Proposition
4.7 respectively, without proof and refer to [11] and [25] for the technical details. The
arguments in the proofs of Theorem 4.2 in [11] and Theorem 4.1 and 5.1 in [25] can
be adapted to our context after careful consideration. The main structural difference
of the HJB equations lies first on the extra terms accounting for the jumps of the
Markov chain (which can be easily handled because V is bounded as a function of i
and continuous for each i), and second, in the presence of the time parameter which
can be incorporated in their context as an additional state parameter. They study
an infinite horizon investment and consumption problem, and this adds some terms
to their HJB equation accounting for the dynamics of the consumption process. The
proofs in the present context are thus very similar and lengthy as the arguments
rely mostly on the viscosity property of the solutions and analytical properties of
the value function, so we refer the reader to [11] and [25] for the detailed arguments.
Proposition 4.5. Let u, v : O¯ ×M→ R be such that for each i ∈M,
(i) u(·, ·, i) is a viscosity subsolution of (11) on O¯, and a concave and upper-
semicontinuous function in the first parameter,
(ii) v(·, ·, i) is a viscosity supersolution of (11) in O, bounded from below, uniformly
continuous on O¯, and locally Ho¨lder continuous in O.
Also assume that for some locally bounded D,E : [0, T ]→ [0,∞)
|v(x, t, i)| ≤ D(t) + E(t)xγ . (19)
Then u(·, ·, i) ≤ v(·, ·, i) on O¯.
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Remark that the uniform continuity of the value function V on O¯ follows in view
of Propositions 4.2 and 4.3.
We should comment on the conditions in the last proposition. The continuity
assumption of the viscosity subsolutions and supersolutions is stronger than neces-
sary, but make the presentation somehow simpler. Indeed, if a viscosity solution
is continuous hence it is both upper- and lower-semicontinuous. Then, in Defini-
tion 2, we may allow the viscosity supersolutions (subsolutions, resp.) to be only
lower(upper, resp.)-semicontinuous.
To simplify notation, in accordance with [11] and [25], we write y = (x, t) ∈ O¯.
Fix i ∈M. By contradiction, suppose that
sup
y∈O¯
[u(y, i)− v(y, i)] > 0. (20)
Then for c > 0 small enough and λ ∈ (γ, 1),
sup
(x,t)∈O¯
[u(y, i)− v(y, i)− c(x+ t)λ] > 0.
The condition in (19) together with the fact that v is bounded from below, imply
that the above supremum is attained,
sup
y∈O¯
[u(y, i)− v(y, i)− c(x+ t)λ] = u(y¯, i)− v(y¯, i)− c(x¯+ t¯)λ > 0.
Next, applying the idea of doubling the variables, for δ > 0 small and η ∈ R2, define
the function φ : O¯2 → R, for y = (x, t), z = (x′, t′), by
φ(y, z) := u(y, i)− v(z, i)−
∣∣∣∣z − yδ − 4η
∣∣∣∣
4
− c(x+ t)λ.
With this notation, following the proof along the lines in [11] and [25], upon sending
δ ↓ 0, c ↓ 0 and η ↓ (0, 0), it can be seen that (20) is contradicted.
If w is a constrained viscosity solution of (11) on O¯ then a standard comparison
theorem of viscosity subsolutions and supersolutions yield that V ≤ w in O ×M.
If moreover, w has the same boundary conditions as V , V ≤ w on O¯ ×M. Now
further assume that w is concave in x, then the above proposition along with the
regularity properties of the value function yield that w ≤ V on O¯ ×M, and the
following corollary is immediate.
Corollary 4.6. The value function V in (5) is the unique constrained viscosity
solution of the HJB equation (11) on O¯ ×M in the class of concave functions in x,
with the terminal condition V (x, T, i) = U(x) for x ∈ [0,∞).
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Proposition 4.7. The value function V in (5) is the unique function in the class
C([0,∞)×[0, T ])∩C2,1((0,∞)×[0, T )) relative to the parameters (x, t), and concave
in x, which satisfies the HJB equation
sup
θ∈R
L
θV (x, t, i) = 0, (21)
with terminal condition V (x, T, i) = U(x) for x ∈ [0,∞).
The proof goes along the lines of Theorem 5.1 with f = +∞ in [25] and some
natural appropriate modifications which we now state. We need to consider the time
parameter. Zariphopoulou shows that the value function v in [25] solves a uniformly
elliptic HJB equation in intervals (x1, x2) ⊂ [0,∞) with boundary conditions v(x1),
v(x2), which along with the uniqueness of viscosity solutions yields that v is smooth
in (x1, x2). In our context, it can be shown instead that V solves a uniformly
parabolic HJB equation in open rectangles R = (x1, x2) × (t1, t2) ⊂ [0,∞) × [0, T ]
with boundary conditions
V (x, t2, i), x ∈ (x1, x2)
V (x, t, i), (x, t) ∈ {x1, x2} × [t1, t2)
Upon using a localization argument similar to that of Proposition 4.5 (freeze the
Markov chain up to the first jump time), it is implied that V (·, ·, i) is smooth in R
(see e.g. Theorem 6.3.6 in [30]).
We conclude this section with the following important result.
Theorem 4.8. The value function is given by V (x, t, i) = U(x)g(i, T − t) where
g(i, T − t) is in (10). Moreover, the feedback optimal trading strategy is given by
θ∗s = θ¯(X
∗
s , s, Ys) with
θ¯(x, t, i) =
[µ(i)− r(i)]x
(1− γ) σ2(i)
,
where X∗ is the optimal wealth process solving (1) with θ∗.
Observe that the optimal proportion of wealth invested in the risky asset, that is
θ∗s/X
∗
s , remains constant during every regime, which agrees with Merton’s proportion
when there is no change of regime in the market.
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It is easy to verify that the candidate function V (x, t, i) = U(x)g(i, T − t), as
constructed in Section 3, satisfies all the requirements of Proposition 4.7. The fact
that V (·, ·, i) ∈ C([0,∞)× [0, T ]) and V (·, ·, i) ∈ C2,1((0,∞)× [0, T )), follows from
U ∈ C2((0,∞)) and the Feynman-Kac representation of g(i, T−t) in (10). Also, the
utility function U is strictly concave in x, so is the candidate function V . The fact
that U(x)g(i, T − t) satisfies the HJB equation follows by construction. Moreover,
since V is concave, the trading strategy θ∗ in (7) is valid. Indeed, substitution of
θ∗s =
[µ(Ys)− r(Ys)]X
∗
s
(1− γ) σ2(Ys)
in (1) gives
dX∗s = X
∗
s
[
Φ2(Ys)
(1− γ)
+ r(Ys)
]
ds+X∗s
Φ(Ys)
(1− γ)
dBs, X
∗
t = x,
where Φ(y) = [µ(y)− r(y)]/σ(y) is the Sharpe ratio. Then, under the strategy θ∗,
wealth stays positive if x > 0 and it is absorbed at zero if x = 0.
It remains to show that θ∗ is an admissible strategy. To see this, we apply a
change of measure with Radon-Nikodym derivative
dP˜
dP
= exp
{
2
∫ T
t
Φ(Yu)
a
dBu −
∫ T
t
Φ2(Yu)
a2
du
}
and observe that
E[(X∗s )
2 | Ft] = x
2
E˜
[
e2
∫ s
t
r(Yu) du | Ft
]
.
Henceforth, for any s ∈ [t, T ],
E[(θ∗s)
2 | Ft] ≤ K e
2(s−t)r¯
where r¯ = maxi∈M r(i) and K = (
x
a
maxi∈MΦ(i))
2, which together with Fubini’s
Theorem implies that the trading strategy θ∗ satisfies the integrability condition (3)
and is admissible.
5. Computation of the value function by Laplace transforms
Consider the power utility U(x) = 1
γ
xγ , γ < 1, γ 6= 0. When there is no regime
switching, the optimization problem in (5) corresponds to the classical Merton’s
problem ([3, 4]) and it is well-known that the solution is given by
V (x, t) =
1
γ
xγe
[
γ
1−γ
(µ−r)2
2σ2
+γr
]
(T−t)
(22)
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with
θ∗s =
(µ− r)X∗s
(1− γ)σ2
.
In the regime switching case, we found that the solution is given by
V (x, t, i) =
1
γ
xγg(i, T − t) (23)
where g(i, T − t) is in (10) with g(i, 0) = 1, and θ∗s is as in Theorem 4.8. We next
show how to explicitly compute g(i, T − t) by Laplace transform methods.
Given a continuous function F (t) of exponential order (that is, |F (t)| ≤ Kept for
some K > 0 and p ≥ 0), the Laplace transform of F is the function defined by
L{F (t)}(u) =
∫ ∞
0
F (t)e−utdt.
In what follows, we use two basic properties of the Laplace transform (c.f. [31]) to
compute the value function explicitly. Namely,
L{F (t)}(u) =
n!
(u+ b)n+1
, if F (t) = tne−bt,
and the Laplace transform of the convolution of two functions
L
{∫ t
0
F (s)G(t− s)ds
}
(u) = L{F (t)}L{G(t)}(u).
We now concentrate on the computation of the functions g(i, T − t) in (10) for
each i = 1, 2, . . . , m which solve the coupled PDE
gt −Qg(·, T − t)(i) + δ(i)g = 0
g(i, 0) = 1
using Laplace transforms and the method can be applied to any set of parameters
{δ(i) ∈ R : i = 1, 2, . . . , m}. We know that the stochastic representation of the
solution is given by
g(i, T − t) = E
[
exp
{
−
∫ T−t
0
δ(Yu)du
}
| Y0 = i
]
.
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Remark that we do not require δ(i) to have a particular sign for the stochastic
representation to be valid, because δ(Yu) is piecewise constant, hence uniformly
bounded. We are interested, in particular, on the case
δ(i) = −γ
[
(µ(i)− r(i))2
2(1− γ)σ2(i)
+ r(i)
]
which arises in the optimization problem for an investor with a power utility function.
Conditional on the initial condition Y0 = i, consider the first jump time of the
Markov chain from the state i, τi := inf{t ≥ 0 : Yt 6= i}. τi is an exponentially
distributed random variable with parameter qi. Then, by splitting the expectation
into the events {τi > T − t} and {τi ≤ T − t}, it is easy to see that
g(i, T − t) = e−(δ(i)+qi)(T−t)
+
∑
j 6=i
qij
∫ T−t
0
e−(δ(i)+qi)sE
[
exp
{
−
∫ T−t
s
δ(Yu)du
}
| τi = s, Ys = j
]
ds
and by the Markov property, this simplifies to
g(i, T − t) = e−(δ(i)+qi)(T−t) +
∑
j 6=i
qij
∫ T−t
0
e−(δ(i)+qi)sg(j, T − t− s)ds. (24)
Taking Laplace transforms for each i = 1, 2, . . . , m, we obtain
L{g(i, T − t)}(u) =
1
u+ δ(i) + qi
+
∑
j 6=i
qij
u+ δ(i) + qi
L{g(j, T − t)}(u)
which gives a linear system of m equations in m unknowns. Setting
Di := u+ δ(i) + qi
the system may be written as

D1 −q12 −q13 . . . −q1m
−q21 D2 −q23 . . . −q2m
−q31 −q32 D3 . . . −q3m
...
...
...
. . .
...
−qm1 −qm2 −qm3 . . . Dm




L{g(1, T − t)}(u)
L{g(2, T − t)}(u)
L{g(3, T − t)}(u)
...
L{g(m, T − t)}(u)

 =


1
1
1
...
1

 . (25)
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The solution of this linear system gives Laplace transforms in the form of proper
rational functions in u. Taking inverse Laplace transforms gives the desired solution
of the function g(i, T − t).
For instance, in the case m = 2, upon using that q1 ≡ q12 and q2 ≡ q21 we obtain
L{g(1, T − t)}(u) =
1
D1
[
q1
(
D1 + q2
D1D2 − q1q2
)
+ 1
]
and
L{g(2, T − t)}(u) =
D1 + q2
D1D2 − q1q2
.
Substitution of the parameters yields, for i = 1, 2, the proper rational function
L{g(i, T − t)}(u) =
u+ αi
u2 + β1u+ β0
,
where
α1 := δ(2) + q1 + q2
α2 := δ(1) + q1 + q2
β0 := δ(1)δ(2) + δ(1)q2 + δ(2)q1
β1 := δ(1) + δ(2) + q1 + q2.
Let u1, u2 be the roots of the quadratic polynomial u
2 + β1u + β0 = 0. Simple
calculations show that β21 − 4β0 > 0, so that there are two distinct real roots. Then
the inverse Laplace transform is, for i = 1, 2,
g(i, T − t) =
1
u1 − u2
[
(u1 + αi)e
u1(T−t) − (u2 + αi)e
u2(T−t)
]
.
Note that this expression agrees with the terminal condition g(i, 0) = 1.
In general, we imply the following result.
Theorem 5.1. For each i = 1, 2, . . . , m, the Laplace transforms of g(i, T − t) are
in the form
L{g(i, T − t)}(u) =
um−1 + αi,m−2u
m−2 + · · ·+ αi,0
um + βm−1um−1 + · · ·+ β0
. (26)
The strictly proper rational function form of the Laplace transform is a direct
consequence of Cramer’s rule. The denominator of (26) coincides with the determi-
nant of the coefficient matrix on the left of (25). The problem of finding the functions
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g(i, T − t) for each i = 1, 2, . . . , m then reduces to decomposing the rational function
in (26) using partial fractions, and apply the inverse Laplace transform.
The Laplace transform method presented in this section provides an alternative
to numerically solving the associated coupled linear system of ordinary differential
equations, which is the classical approach. Moreover, this idea may be exploited in
other applications involving hybrid systems.
It is important to remark that in view of the simple functions involved in (24),
we only needed basic properties of the Laplace transform in order to undertake the
method, namely, the linearity and that the Laplace transform of the convolution
is the product of the Laplace transforms. These properties also hold for other
transforms, such as the Fourier transform and the Z transform (a discrete version
of the Laplace transform, which may be used to solve coupled difference equations).
Thus, other transforms can also be used to compute the value function, as long as
the transforms of the relevant functions are well-defined.
6. Numerical examples
Consider a two-states Markov chain and the following parameters: the term is
T − t = 0.5, and
q1 = 20, µ(1) = 0.5, σ(1) = 0.3, r(1) = 0.05,
q2 = 30, µ(2) = 0.1, σ(2) = 0.5, r(2) = 0.05.
We think of state 1 of the Markov chain as modeling a bull market regime, and
state 2 a bear market regime. The parameters reflect empirical studies on bull and
bear markets phenomena: bull markets tend to last longer than bear markets, so
we make q1 smaller than q2. Also, stock returns are lower and volatility is higher
during the bear market (c.f. [32]).
Table 1 reports the value of the functions g(1, T−t) and g(2, T−t) under different
risk-aversion parameters. The expected utility of terminal wealth increases with the
level of risk-aversion, and it is higher if the trading starts in the bull market regime.
We compare the behavior of the value function as the rate of leaving the bull
regime approaches zero in Table 2. The exponential factor in Merton’s solution (22)
with γ = 0.1, µ = µ(1), σ = σ(1), r = r(1) is given by
e
[
γ
1−γ
(µ−r)2
2σ2
+γr
]
(T−t)
≈ 1.067159
Intuitively, if q1 is very close to zero then the Markov chain stays longer in the
bull regime and g(1, T − t) is close to Merton’s exponential factor. The numerical
experiment is presented in Table 2.
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Table 1: Values of g(i, T − t) in a model with two regimes under different γ.
γ g(1, T − t) g(2, T − t)
0.1 1.0419994 1.03940982
0.3 1.1699096 1.1587431
0.5 1.4372864 1.40552191
0.9 28.9779109 23.8092044
Table 2: Behavior of g(i, T − t) as q1 tends to zero.
q1 g(1, T − t) g(2, T − t)
20 1.0419994 1.0394098
10 1.0515394 1.0482755
1 1.0651643 1.060905
0.1 1.0669539 1.0625608
0.001 1.067157 1.062749
Finally, Table 3 reports the value of the functions g(1, T − t), g(2, T − t) and
g(3, T − t) under different risk-aversion parameters under a three-states Markov
chain model and assuming the following parameters: the term is T − t = 0.5, and
q1 = 20, q12 = 1, q13 = 19, µ(1) = 0.5, σ(1) = 0.3, r(1) = 0.05,
q2 = 30, q21 = 25, q23 = 5, µ(2) = 0.1, σ(2) = 0.5, r(2) = 0.05,
q3 = 10, q31 = 2, q32 = 8, µ(3) = 0.3, σ(3) = 0.7, r(3) = 0.05.
Table 3: Values of g(i, T − t) with three regimes under different γ.
γ g(1, T − t) g(2, T − t) g(3, T − t)
0.1 1.0241558 1.0221445 1.0195109
0.3 1.0946191 1.08632994 1.0755275
0.5 1.231227 1.20948267 1.1813947
0.9 7.9600128 6.71060261 5.31815998
7. Conclusion
In this paper, we considered an agent who aims to maximize his utility of
wealth by optimally investing on a bond and a risky asset with stochastic regime-
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switching dynamics. Assuming that the agent’s risk preference is modeled by a
power utility function, we derived the optimal trading strategy by solving the as-
sociated Hamilton-Jacobi-Bellman equation which is of degenerate parabolic type,
and showed that the value function is given explicitly in terms of the inverse Laplace
transforms of the solution of a given linear system which depends on the parameters
of the problem. This method may be applied to other optimization problems involv-
ing regime-switching, and other transforms having the same basic properties such as
linearity and the transform of the convolution equal the product of the transforms
can definitely be applied. The key feature of the power utility is that we can reduce
the number of state variables in the associated PDE by one, which allows us to write
the explicit solution for the value function by means of the Feynman-Kac Theorem.
Such representation facilitates the computation using Laplace transforms.
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