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In Germany, 22% of the total primary energy us-
age is used for room heating and domestic hot
water. Oil and gas are the most common energy
sources for heating, while renewable energies are
rarely used. In order to reach the climate targets
set by the German government, primary energy
input must be reduced and more renewable en-
ergy should be supplied to cover the energy de-
mand. At the same time, the efficiency of en-
ergy usage should be increased. District heat-
ing systems offer a good opportunity for using
renewable energies in combination with thermal
energy storage.
In Deutschland werden 22% der eingesetzten
Primärenergie zu Heizzwecken und für den
Warmwasserbedarf genutzt. Öl und Gas sind dabei
die am häufigsten eingesetzten Energieträger,
während erneuerbare Energien kaum genutzt wer-
den. Um die Klimaziele der deutschen Bun-
desregierung zu erreichen und den Energiebe-
darf zu decken, muss der Primärenergieverbrauch
gesenkt und mehr erneuerbare Energien soll-
ten bereitgestellt werden. Gleichzeitig sollte
die Effizienz der Energienutzung gesteigert wer-
den. Nahwärmenetze bieten eine gute Gelegenheit
erneuerbare Energien in Kombination mit Wärme-
speichern zu nutzen.
One approach to reducing the primary energy in-
put and increasing the efficiency of usage is the
so called exergy concept. It aims at using the en-
ergy meaningfully by matching the exergy level
of the supply with the exergy level of the de-
mand. Thus, high exergy energy is not used to
cover low exergy demand.
Ein Ansatz zur Primärenergieeinsparung und
zur Effizienzsteigerung ist das so genannte Ex-
ergiekonzept. Dabei wird versucht, die eingesetzte
Energie sinnvoll zu nutzen und das Exergieniveau
der eingesetzten Energie an das Exergieniveau des
Bedarfes anzupassen. Dadurch wird keine hoch ex-
ergetische Energie benutzt, um niedrig exergetis-
che Bedarfe zu decken.
Numerous examples of applied exergy analysis of
district heating systems and thermal energy stor-
ages can be found in the literature. However,
an integral approach and assessment of different
heating technologies for district heating systems
by using energy, exergy, ecological and economi-
cal analyses is not known. Further, exergy anal-
yses of thermal energy storages integrated into
district heating systems are not publicly avail-
able.
In Veröffentlichungen gibt es zahlreiche Beispiele
von angewandter Exergienanalyse von Nah-
wärmenetzen und Wärmespeichern. Was jedoch
nicht bekannt ist, ist ein ganzheitlicher Überblick
und eine Bewertung von verschiedenen Tech-
nologien für Nahwärmenetze mit energetischer,
exergetischer, ökologischer und ökonomischer
Analyse. Des Weiteren sind Exergieanalysen von
Wärmespeichern eingebunden in Nahwärmenetze
nicht öffentlich zugänglich.
Therefore, in this work, dynamical simulation
models of district heating systems are devel-
oped with the MATLAB/Simulink based toolbox
CARNOT. The models are used to investigate dif-
ferent heating technologies and to give a compar-
ative overview.
Deshalb werden in der vorliegenden Arbeit
mit der MATLAB/Simulink basierten Toolbox
CARNOT dynamische Simulationsmodelle von
Nahwärmenetzen entwickelt. Die Modelle werden
genutzt, um verschiedene Heiztechniken zu un-
tersuchen und einen vergleichenden Überblick zu
geben.
v
Further, a new method to calculate thermal en-
ergy storage is developed to separate between
the exergy change due to a changing reference
temperature and the exergy change due to the
mixing of temperature layers.
Außerdem wird eine neue Methode Wärmespeicher
zu berechnen entwickelt, die es ermöglicht,
zwischen Exergieänderung aufgrund veränder-
licher Referenztemperatur und Exergieänderung
aufgrund von Durchmischung von Temperatur-
schichten zu unterscheiden.
Six different heat supply scenarios are consid-
ered. These are a gas boiler scenario, a com-
bined heat and power scenario, a geothermal
heat pump scenario, a combination of a geother-
mal heat pump and a combined heat and power
plant scenario, a solar thermal collector scenario,
and a scenario with a combination of an air
source heat pump and a geothermal heat pump
scenario.
In der Arbeit werden sechs verschiedene Szena-
rien betrachtet. Diese sind ein Gas Szenario, ein
Blockheizkraftwerk Szenario, ein geothermisches
Wärmepumpen Szenario, eine Kombination des
geothermischen Wärmepumpen und des Block-
heizkraftwerk Szenario, ein Solarthermiekollektor
Szenario und ein Szenario mit einer Kombina-
tion aus einer Luft-Wärmepumpe und einer geo-
thermischen Wärmepumpe.
The investigated district heating system consists
of a building cluster with 11 buildings and a
total annual heat demand of 263.7MWh. The
calculated exergy content of the heat demand is
14.0 MWh. The six different heat supply scenar-
ios are assessed using energy, exergy, ecological
and economical analysis.
Das untersuchte Nahwärmenetz besteht aus
einer Gebäudegruppe mit 11 Gebäuden und
einem Jahreswärmebedarf von 263.7MWh. Der
berechnete Exergeinhalt des Wärmebedarfes ist
14.0MWh. Die sechs verschiedenen Szenarien
werden mit Hilfe energetischer, exergetischer,
ökologischer und ökonomischer Analyse bewertet.
The results show that the combined heat and
power scenario has the highest economical effi-
ciency but a high fossil energy input, while the
scenario with a combination of an air source heat
pump and a geothermal heat pump has the low-
est fossil energy input and global warming poten-
tial, but is the most expensive. The geothermal
heat pump scenario has the lowest total exergy
input and shows the best overall performance. In
regards to the performance of a thermal energy
storage within a district heating system the find-
ings demonstrate that it is very important to take
all parameters affecting the storage into account
during the dimensioning of the storage, since it
reacts very sensitively.
Die Ergebnisse zeigen, dass das Blockheizkraftwerk
Szenario am Kostengünstigsten ist, aber mit
einem hohen fossilen Energieaufwand verbunden
ist. Das Szenario mit einer Kombination aus
einer Luft-Wärmepumpe und einer geothermischen
Wärmepumpe hingegen besitzt den niedrigsten
fossilen Energieaufwand und Treibhauspotential,
ist aber am teuersten. Das geothermische
Wärmepumpen Szenario hat den niedrigsten Ex-
ergieaufwand und zeigt die beste Gesamtleistung.
In Bezug auf das Verhalten eines Wärmespeichers,
der in ein Nahwärmenetz eingebunden ist, zeigen
die Ergebnisse die Notwendigkeit alle Parame-
ter, die den Wärmespeicher beeinflussen, in die
Auslegung mit einzubeziehen, da er sehr sensibel
reagiert.
Overall it is shown that the developed thermal
energy storage calculation method and the mod-
els are suited to study thermal energy storages
and district heating systems.
Insgesamt zeigt sich, dass die entwickelte Wärme-
speicher Berechnungsmethode und die Mod-
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CED cumulative energy demand J/(a)
CN criteria number −
D distance m
E energy calculated for one year J
E′ electrical energy without conversion losses considered J
EX exergy calculated for one year J
E˙X exergy flow W
F ′ collector efficiency factor −
GWP global warming potential kgCO2e/(a)
I radiation W/(m2)
K incidence angle modifier −
L length m
LHV lower heating value J
M mass kg
M˙ mass flow kg/(s)
N mean number of carbon atoms in a molecule −
P power W
Q heat J
Q˙ heat flow W
R revenue €
S entropy J/(K)
SF simultaneity factor −
T temperature ◦C and K
TA effective transmittance-absorptance product for direct solar radi-
ation at normal incidence
−
W work J
WMN weighted multicriteria number −
a annuity factor −
ix
b price dynamic cash value factor −
c specific heat capacity J/(kgK)
d day d
g gravity m/(s2)
h specific enthalpy J/(kg)
k heat loss coefficient W/(m2K)
m number of consumers −
p pressure Pa
q CO2-equivalents kgCO2e/(J)
q′ annual CO2-equivalents kgCO2e/(a)
r price change factor %
t time s





β quality factor −
∆ difference −
ε interest factor %
η energy efficiency %
κ solar coverage %
λ thermal conductivity W/(mK)
ρ density kg/(m3)
σ constant W/(m2K4)
σi share of one energy source on the overall electricity mix %
τ number of years −
φ weighting factor −













TES begin TES load condition at beginning of simulation







el.district electrical district demand
el.fossil fossil electrical
el.grid electrical supply to grid
el.mix electricity mix in grid
el.renew renewable electrical














th.district thermal district demand
u environment state







CHP Combined heat and power
C&G cradle and grave
DHS district heating system
DHW domestic hot water
H hydrogen
HP heat pump
HTS heat transfer station
HVAC heating, ventilation and air conditioning
LCA life cycle assessment
PV photovoltaic
PVT photovoltaic thermal
TES thermal energy storage
VGHX vertical ground source heat exchanger
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1 Introduction
Backround
Fossil energy resources are decreasing and the climate is changing due to rising CO2 levels in the atmo-
sphere. Therefore, the German government has committed itself to reducing the overall greenhouse gas
emissions by 80 % compared to 1990 and the primary energy demand in the residential sector by 80%
compared to 2008 until the year 2050 [22]. Consequently more renewable energy should be used for the
energy supply and the efficiency of usage should be enhanced. In Germany, the residential sector uses
30% of the primary energy input [133]. Of these 30% around 75% are used for room heating [146].
This leads to an actual use of 22% of the overall primary energy input for room heating and to 10% of
Germany’s overall CO2 emissions [148]. Due to its high energy efficiency and affordable use, the main
heat source in German households is the natural gas condensing boiler [132]. Compared to natural gas
and fuel oil, alternative heat sources are seldom used [132].
Due to the high primary energy use in the residential sector, many measures are taken to increase the
energy efficiency and to decrease overall energy use [143]. However, matching the energy quality level
of the supply to the energy quality level of the demand is not discussed publicly. The term “exergy” is
only known to very few people. “Exergy” is the share of energy which can be transformed into useful
work. Simply put, it defines the share of energy which could be used for a high quality process such as
electricity generation. Room heating or domestic hot water (DHW) is considered to be low quality en-
ergy demand. Even though the commonly used condensing boiler has a very high energy efficiency, high
quality natural gas is used to generate low quality heat. Exergy concepts aim at using the available high
quality energy for high quality demands such as lighting or computer usage. Torío defines low exergy
systems as “systems that provide acceptable thermal comfort with minimum exergy destruction” [143].
Exergy concepts attempt to use available energy meaningfully, while energy concepts are not focused
on energy quality, but just on quantity. In a way, exergy concepts do not necessarily aim at energy sav-
ings, but at a more meaningful way of using energy which can result in overall energy savings. Exergy
analysis is always coupled with energy analysis and gives a different viewpoint in addition to the energy
efficiency. Energy efficiency is a measure for the matching of energy supply and demand in terms of
quantity, while exergy efficiency is a measure for the matching of the quality levels of demand and sup-
ply. However, exergy analysis should not be compared to energy analysis in terms of better or worse as
it simply gives another viewpoint of the same system, making energy use decisions more substantiated.
Exergy analysis does not differentiate between fossil and renewable energy although renewable energy is
often more preferable from an exergy viewpoint. The reason for this is that geothermal heat and outside
air for example are low exergy sources, whereas all fossil fuels are high exergy sources.
In this work, the focus lies on primary energy savings and greenhouse gas emission reductions in the
residential sector. Different heating systems are analyzed from different perspectives. First, energy and
exergy analysis is used to assess and optimize different heating systems of a building cluster connected
via a district heating system (DHS). Then, the optimized systems are analyzed in terms of ecological and
economical efficiency. An integrated overview of different heat supply options is given in a concluding
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comparison.
Outline of the work
The analysis in this work is conducted using a building cluster connected via a DHS. The different ana-
lyzed systems in this work are a gas boiler system as reference case, a combined heat and power (CHP)
plant with a gas boiler as backup, a geothermal HP, a CHP plant combined with a geothermal heat pump
(HP), solar thermal collectors with a gas boiler as backup, and a scenario consisting of a combination of
an air HP and a geothermal HP.
The systems are assessed using real demand and weather data and simulating the building cluster dy-
namically in the MATLAB/Simulink based toolbox CARNOT.
The outline of this work is as follows: In chapter 2, an introduction into literature is given and the aims
of the thesis are deducted. In chapter 3, basics regarding heating systems and exergy analysis are out-
lined, followed by a description of the used models in chapter 4. Subsequently, a new method for the
calculation of the exergy balance of a thermal energy storage (TES) is developed and applied to a TES
within a simulated building cluster in chapter 5. After the results are presented in chapter 6, the work
is discussed, summarized and an outlook for future work is given. In the appendix, calculation methods
and data are given for the model parameters and assumptions.
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2 State of the art
In this chapter, basics regarding energy and exergy analysis are discussed, heat generation systems are
introduced and a literature review is conducted from which the research tasks for this work are derived.
2.1 Basics
In the following, an introduction into energy and exergy analysis and the heat generation technologies
used in this work are given.
Energy analysis
Within an energy analysis the energy flow through a system and through individual components is
assessed and the efficiency of each component and of the system as a whole can be quantified. Energy
cannot be destroyed or lost, only converted into a different energy type. With energy analysis, the
quantity of an energy flow can be determined.
Exergy analysis
Exergy is the maximum work that can be obtained when a system is brought into equilibrium with a
reference environment. It is a measure of the quality of energy [118]. Such conversion requires a
reversible process, which is the theoretical limit for the optimization of real processes. According to
Bejan et al. [13] the total exergy of a system can be divided into physical, kinetic and chemical exergy,
while nuclear, magnetic, electrical and surface tension effects are neglected.
In contrast to energy, exergy can be lost and destroyed. Exergy analysis also assesses the input and output
flows of a system, but in regards to their exergy content. With exergy analysis, the exergy flow through
a system and through the individual components is assessed and the efficiency of each component and
of the system as a whole can be quantified. The difference to energy analysis is that during energy
analysis the quantity of energy is determined, whereas with exergy analysis the quality of the energy is
determined. By taking the quality of energy into account, the energy can be used more meaningful.
Gas boiler
Gas boilers are widely used in building heating systems and DHS as the main heat source as well as
for peak loads. Gas boilers provide an excellent energy efficiency above 80% and are easy to use and
maintain. However, their exergetic performance is very poor, because the high exergy content of the
natural gas is used to generate low exergy heat instead of a high exergy product like electricity. In terms
of exergy, only a direct electrical heater is worse than a gas boiler [9].
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Combined heat and power
CHP plants produce heat and electricity at the same time. By using the heat that is produced in the
process, the overall efficiency of the plant is increased. Available CHP units include steam turbines, gas
turbines, combined cycle gas/steam turbines, reciprocating internal combustion engines, Stirling engines
and fuel cells [107]. Gas turbines and combustion engines are the most common types of CHP units. In
both types, the exhaust heat generated during the combustion of the fuel is recovered and used to heat a
hot water cycle. In the case of the combustion engine, it is also possible to recuperate the lube oil heat.
CHP units are available from several kW to MW, which makes them suitable for individual buildings as
well as DHS. A good overview of CHP systems is given in [94] and [173].
Heat pumps
A HP uses mechanical energy to transfer heat from a low temperature to a higher temperature using
the following process: In a closed loop process a working fluid is evaporated at low pressure and low
temperature. The steam is then compressed, producing hot steam at high pressure. Then, the steam
is condensed at high pressure. In an expansion valve, which closes the loop, the pressure and the
temperature are reduced to make the evaporation at low temperatures possible. In the evaporator, the
working fluid absorbs heat at low temperatures, while it emits the heat at higher temperatures in the
condenser. Usual heat sources are outside air or geothermal heat. Another option is the implementation
of a solar thermal collector to set up a solar assisted HP system in which the evaporator takes the heat
from the solar collector [145]. HP are widely used in individual buildings and in combination with
geothermal DHS. A good overview of different HP applications is given in [59].
Solar thermal collectors
Solar thermal systems for hot water production usually consist of a solar collector to heat the heat
transfer medium and a TES to separate the time of the heat generation from the time of the demand.
The incoming solar radiation heats up the heat transfer medium which is led out of the collector to
the TES, while at the same time the cool heat transfer medium is directed into the collector. There
are many different types of solar thermal collectors including flat-plate, compound parabolic, evacuated
tube and parabolic trough collectors [67]. Solar thermal collectors are often used for DHW production
in individual buildings. However, large collector fields combined with seasonal storage systems can also
supply DHS with hot water [126]. A good overview of solar thermal collectors is given in [67].
Geothermal heat
Geothermal applications use the heat which is stored in the ground to produce hot water. Geothermal
heat is usually divided into deep and shallow geothermal heat [135]. Deep geothermal heat produces
heat at high temperatures which can be directly used for processes, while shallow geothermal heat
usually needs a temperature lift to higher temperatures via a HP. Although there is no fixed separation
between shallow and deep geothermal heat, a depth of 400m is often defined as a limit for shallow
geothermal heat [135]. Among building heating technologies, the shallow geothermal heat is more
common, with three different heat extraction types. One is an open well system with cold water injection
and hot water extraction using two separate boreholes. The second option is a geothermal collector
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with horizontal closed loop pipes not deeper than 5 m, while the third is a vertical ground source heat
exchanger (VGHX) with a closed loop pipe. VGHX commonly use three different types of pipes in the
building heating applications, which are U-pipes, double-U-pipes and coaxial pipes [135]. Geothermal
heat is used to heat individual buildings as well as DHS. A good overview of geothermal systems is given
in [37].
Photovoltaic
Photovoltaic (PV) collectors transform incoming solar radiation into electricity using the photovoltaic
effect of semi-conducting materials in solar cells. A good overview of PV technology is given in [108]. PV
collectors do not only generate electricity, more than 50% of the incoming solar radiation is transformed
into heat [29]. The PV collector’s efficiency decreases with increasing collector temperature. By cooling
the collector not only the electrical efficiency can be increased, but by making the heat available for hot
water generation, the overall component efficiency can be increased. This concept is called photovoltaic
thermal (PVT ) collector. The PVT collector generates electricity, while the coolant ensures good working
conditions for the solar cells and at the same time making the generated heat available for later use. A
good overview of PVT collectors and technology is given in [29].
Thermal Energy Storage
TES are usually used as either short term buffer TES or as seasonal TES. Buffer TES are usually built as
insulated cylindrical steel tanks located above ground and used to store heat in the range of hours to a
few days to decouple the production from the demand.
Seasonal TES also decouple the production from the demand but over a longer period of time, often from
the warm summer months till the heating period. Seasonal TES are usually categorized in four different
types, namely a hot water tank, an aquifer storage, a water/gravel pit storage and a geothermal borehole
storage [14]. The decision of when to use which type of TES is dependent on the needed temperature
level of the TES and the geological location specifics. A good overview of the different TES characteristics
is given in [126].
2.2 Literature review
In the field of heat supply systems many studies have been conducted focusing on the heat supply tech-
nology, buildings and district heating systems. Studies put their focus on energy analysis, exergy analysis,
economic analysis or a combination of the aforementioned. The content of this work is the evaluation of
district heating systems based on exergy analysis. Therefore, an overview of studies relevant to this topic
is given in the following. Studies regarding individual heating components, as can be found for example
in [28; 38; 56; 61; 66; 69; 101–105; 139; 145], are not considered here since the focus of the present
work is not the optimization of individual components but the assessment of the component integration
into a larger system.
Studies on building scale usually deal with the description or analysis of one or more heat generation
systems and the effects on the heated building. In contrast, analyses on district scale deal with larger
energy systems consisting of several buildings or building clusters with often several heat generation
components as well as TES. In the present work, a focus is also put on the design and implementation
of TES into DHS. Therefore, studies regarding the performance of TES both as individual components as
well as implemented within large DHS are also presented below.
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On building scale, Terés-Zubiaga et al. [137] study the primary energy input of a flat within a multi-
family building in Spain. They consider two reference cases (case I and II) and three improved cases
(cases III - V). Case I is the flat without any renovations as it was built in 1960, without insulation and
using electrical heating for space heating. Case II is the flat with basic restorations including facade
insulation and central heating using a gas boiler and high temperature radiators. The improved cases
III - V all include increased insulation but different heat generation systems. Case III uses a HP together
with low temperature floor heating, solar thermal collectors and PV modules and a condensing boiler
as backup heat source. Case IV uses a CHP plant as the source for heat and electricity as well as PV
modules and a low temperature heating system with radiators. Case V uses a HP in combination with
a low temperature heating system with radiators. Further, solar thermal collectors and PV modules are
installed and a condensing boiler is used as backup heat source. It is shown that for both reference cases
the main exergy destruction occurs in the primary energy conversion to electricity, and further from the
conversion from electricity and natural gas to heat. The biggest exergy destruction in case III and V takes
place during the primary energy conversion to electricity and in case IV in the CHP plant. All improved
cases benefit from the better insulation and the low temperature heating system, making the use of
HP possible. Significant in case III and IV is the exergy destruction in the auxiliary condensing boiler,
especially considering its small overall energy input. Using exergy analysis, the components with the
main exergy destruction could be identified and the primary energy input could be decreased by almost
15.0%.
Ortiz et al. [95] model a solar assisted heating, ventilation and air conditioning (HVAC) system for
an educational building. In this system, solar thermal collectors are used to provide low temperature
heating and high temperature cooling for the building. By implementing a hot and a cold TES, the solar
assisted HVAC system is able to supply 90% of the heating demand and to reduce the energy demand
for cooling by approximately 40 %.
Lohani [80; 81] conducts an energy and exergy analysis of different building heating systems at two
different reference temperatures. One is the dynamic ambient temperature and the other is 8.0 ◦C. The
investigated heating systems are a condensing boiler, ground source HP and an air HP. Findings show
that the ground source HP performs better than the condensing boiler and the air source HP, both energy-
and exergy-wise.
Yumrutas¸ et al. [175] present a model to simulate a solar assisted ground source HP system with an
underground TES. The heating system is coupled with a building to simulate the heating demand during
winter. The experimental setup is found in [174] where Yumrutas¸ et al. present the results of an analysis
of a solar assisted HP system with floor heating and a TES. Both the model and the experiment are aimed
at energy analysis.
Badescu [4–7] presents a model of a solar assisted HP system for a building at the University of Bucharest.
The solar assisted HP system is compared to a system with the same settings but with an additional TES.
The implementation of the TES results in up to 50 % of HP energy savings compared to the same HP
system without the TES. He also conducts exergy analysis to determine the components of the system
with the highest exergy destruction.
Hepbasli [57] conducts an energy and exergy analysis of a solar assisted DHW TES in combination with
a ground source HP system for a residential building. Exergy efficiencies of the individual components
as well as the whole system are given.
On district scale, Dalla Rosa et al. [34] present a concept of a low energy DHS which can supply a
district of 10 energy-efficient apartments and 5 energy-efficient buildings. A main finding of their study
is that human behavior can lead to up to 50% higher heating demand and 60 % higher peak loads than
expected in standard calculations of the demand patterns of energy-efficient buildings. They conclude
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that a fully renewable energy supply system needs a large initial investment but has costs in the range
of standard fossil fuel based systems in the long run. They further demonstrate that a low temperature
DHS shows better results than a low flow DHS.
Felsmann et al. [45] analyze the influence of low DHS temperatures on different types of CHP plants.
They show that lowering the return temperature can improve the system performance, but there is a
trade-off between lower temperatures and increased pump power. Lowering the system temperatures is
not always possible due to existing plant components, but it is a promising approach for new systems.
Çomaklı et al. [30] analyze the DHS of the university campus of the Atatürk University, Turkey. They
study the exergy losses in the system pipes and find that the total exergy losses relative to the overall
exergy content of the heating system is 16%. The energy conversion from the power plant to the primary
cycle was not within the system boundary.
Torío and Schmidt [141] investigate different system concepts in order to improve the performance of
a waste heat DHS. As a result they find that decreasing the supply temperature from 95 ◦C to 57.7 ◦C
increases the exergy efficiency of the system from 32 % to 39.3 % and that decreasing the return temper-
ature has a similar effect. The energy efficiencies remain nearly constant at around 80 % independent
of the system configuration.
Østergaard et al. [96] develop a model to describe the transition from fossil fuels to 100 % renewable
energy for all sectors of energy demand using locally available energy sources such as wind power and
geothermal heat for the city of Frederikshavn in Denmark. The main change in the energy system is
the use of geothermal heat in combination with an absorption HP which runs on the steam of a waste
incineration plant. It is shown that the energy consumption of Frederikshavn could be decreased by 25%
and the carbon dioxide emissions by even 75% by changing the heat production system to geothermal
heat. If energy saving measures of the end user were considered, the reductions could be even higher.
Ozgener et al. [97–99] conduct energy and exergy analyses of geothermal DHS in the regions of Manisa,
Balikesir and Izmir in Turkey. Results demonstrate that exergy losses mainly result from losses in pumps,
heat exchangers, and re-injection sections of the geothermal water [100]. The energy efficiencies were
found to be 41.9%, 55.5% and 45.9 % respectively. The exergy efficiencies were found to be 46 %,
49.4% and 64.1 % respectively. In addition, the authors investigate the influence of a varying reference
temperature on the energy and exergy efficiencies in [100], where two correlations are developed to
predict the efficiencies of the geothermal DHS in Izmir.
Bargel [9] develops an exergy based analysis model to compare different heat supply system technolo-
gies while taking a varying outdoor temperature into account. He aims at giving a comparative overview
of DHS heating technologies, by simulating individual building heating supply as well as DHS. On the
demand side, four different building types are investigated. On the supply side, a gas boiler, direct elec-
trical heating, a CHP, a HP and waste heat is considered. The main outcomes are that combustion-based
technologies have the lowest exergetic efficiencies and that for CHP a high electrical efficiency should
be top priority, followed by the highest possible overall efficiency. It is further concluded that auxiliary
energy flows cannot be neglected, which is especially true for well insulated buildings, and that efficient
DHW generation can be crucial for the overall efficiency. Another outcome is that DHS should operate
at low temperatures, but general statements regarding the overall efficiency are difficult to issue and
that the main advantage of a DHS is the flexibility of modernizing the plants. Bargel also evaluates an
increasing share of renewable resources in electrical power generation and the results indicate that the
exergetic efficiencies of all scenarios increase, especially for HP and direct electrical heating.
Noussan et al. [91] model the integration of a CHP plant coupled to a TES into an existing DHS. They
vary the CHP plant and TES size as well as the mode of operation. They find that the installation of a TES
can lead to an increase in the overall efficiency of up to 8.6 % and that energy efficiency and economic
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efficiency are conflicting characteristic numbers. They also find a high dependency of the economic effi-
ciency on national policies and financial incentives.
Rosen et al. [119; 121] apply energy and exergy analysis to a CHP-based DHS project in Edmonton,
Alberta, Canada. Investigated is a district heating and cooling project for which three central chilling
alternatives are considered. The first is the base case, with an electrical chiller, while the other two cases
replace the electrical chiller with a single-effect and a double-effect absorption chiller. The alternatives
are assessed regarding energy and exergy efficiency and the overall energy and exergy efficiencies are
found to vary from 83 % to 94 % and 28 % to 30 % respectively.
Nuytten et al. [92] study the flexibility of a CHP DHS with two different storage concepts. The aim
of the study is to determine whether a large centralized TES or small decentralized TES in the individ-
ual buildings offer more flexibility in terms of operating the CHP plant. They simulate 100 residential
dwellings in Flanders, Belgium, and conclude that a centralized TES offers more flexibility in operating
the system than decentralized TES. The reason for this is that in the decentralized scenario, a “weakest
link situation” is created where the operation of the entire system is dependent on the dwelling with the
highest heat demand at any given time.
Wang et al. [165] model and optimize a DHS with CHP plants fed by natural gas and biomass, a TES
and and a solar thermal plant. The optimization parameter is the overall cost. It is found that the TES
efficiency is a crucial parameter for the operation of the CHP plant in combination with the fluctuating
renewable energies.
Sibbitt et al. [129] compare the results of five years of monitoring data of a solar thermal DHS with
a seasonal TES to the simulation results of the model used in the design process of the system. The
seasonal TES is a geothermal borehole TES. The results display good agreement of the simulation model
and the monitoring data, achieving a solar fraction of 97%.
Buoro et al. [27] optimize the electrical, heating and cooling supply of a cluster of nine industrial facil-
ities. Different system scenarios are investigated including an individual building scenario, a DHS with
CHP, and a DHS with CHP but also a centralized solar thermal plant and a TES. The optimization param-
eter is the cost. They show that a DHS with a solar thermal plant offers a 5% annual cost reduction as
well as a 15 % primary energy demand reduction.
Lindenberger et al. [78] model a solar thermal DHS with a seasonal TES. They study different cases
of backup heating in case the solar thermal energy is not sufficient for the heating demand. The cases
include the integration of a condensing boiler, HP and a CHP plant into the system and are compared
to a base case consisting of a condensing boiler. They find that the CHP plant has a high economic
efficiency, whereas a CHP plant combined with the solar thermal DHS leads to a cost increase of 120 %
while at the same time reducing emissions in the range of 20% to 30%, together with fossil fuel savings
of approximately 40%.
An overview of the development of solar DHS systems in Germany is given in [10; 33; 83; 126] with
a focus on the performance and design of the seasonal TES. Several operating solar DHS are described
and performance energy values are given. The case studies are also presented in [85] in more detail.
Information regarding simulation, design and operation of solar DHS in Germany is given, again with a
focus on seasonal TES. The analysis however focuses only on energy.
Fisch et al. [46] review solar DHS and give an overview of operating systems and the scale of costs
associated with implementing a TES. They find that the costs of the installation of a seasonal TES are
twice the installation costs of a short term TES.
In [131] and [40] an overview of the current state of solar DHS in Denmark is given with a focus on
the operating system and the implementation of TES. The optimization parameters are costs and energy
savings.
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Verda and Colella [151] present a model to simulate the performance and integration of a seasonal TES
into an existing DHS with a CHP plant. By adding a seasonal TES to the system the CHP running-time
can be increased and the use of auxiliary boilers decreased. As a case study they consider a DHS in Italy
and find that up to 12% of the primary energy can be saved and the total costs be reduced by up to 5%.
These savings are possible by increasing the CHP running-time and thus also increasing the electricity
production of the system and decreasing the use of the auxiliary boilers at the same time.
On TES scale, Rosen and Dincer [115] apply exergy analysis to different types of TES including aquifer
system, stratified TES and cold TES and illustrate the usefulness of exergy analysis by determining opti-
mal discharge periods.
Haller et al. [53] review methods to determine the stratification efficiency of a TES and apply the dif-
ferent methods to a simulation model. They conclude that the methods to determine the stratification
efficiency should be further developed to separate the exergy losses accompanying the heat loss from the
exergy destruction due to destratification.
Haller et al. [54] present a method to determine the ability of a TES to stratify and maintain stratified
temperature layers. They compare the results of simulations with experiments using a 0.8 m3 TES. How-
ever, their method only includes exergy destruction due to destratification and exergy loss through heat
loss. A changing reference temperature for the exergy calculation is not considered.
Panthalookaran et al. [106] suggest a new method for the characterization of TES which combines the
first and second law of thermodynamics. They apply the method to a large-scale seasonal heat storage
and find it useful in deriving TES design insights.
Cruickshank and Harrison [32] experimentally determine the heat loss and the internal heat transfer of
a TES. They find no temperature gradient in horizontal direction and the highest heat loss in their setting
occurs at the bottom of the TES. They conclude that it is important to use accurate heat loss parameters
in simulations in order to make acceptable predictions with a TES model.
Cruickshank [31] experimentally and numerically investigates configurations of three series- and
parallel-connected TES. Results indicate that the parallel configuration stored more energy than the
series configuration during charging. The parallel configuration also has a higher cumulative exergy
content than the series configuration.
Rosen [117] describes how stratification can increase the exergy storage capacity of a TES. He intro-
duces six temperature-distribution models for stratified TES, differing in complexity. He concludes that
for most situations a three-zone temperature-distribution model may represent a good compromise be-
tween result accuracy and calculation effort.
Rosen et al. [120] investigate the increase in exergy content of a stratified TES compared to a fully mixed
storage for a wide range of temperature profiles of storage fluids. Their results indicate that exergy stor-
age capacity increases with the level of stratification and that the percentage increase in exergy storage
capacity is greatest for TES near ambient temperature.
2.3 Aim of this thesis
As presented in section 2.2 many studies have been conducted regarding heating systems for individual
buildings as well as for DHS. Some focus on a single heat generation system, others give an overview of
several different systems. While all studies conduct an energy analysis, some also investigate the use of
exergy or the costs. Exergy analysis of individual TES or their implementation into buildings can also be
found. But regarding the exergy analyses of TES, the influence of a varying reference temperature on
the exergy content of a TES is not investigated or discussed. In order to integrate renewable energies
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into the heat supply of building clusters or larger DHS, storage systems are needed. However, regarding
the integration of a TES into a DHS, only energy analyses could be found. Although Bargel [9] gives
a comparative overview of heating systems for individual buildings as well as DHS, a DHS with a TES
is not investigated from an exergy perspective. Furthermore, no approach could be found which takes
energy, exergy, ecological and economic analyses into account within the same study of a DHS.
The aim of this thesis is therefore to address these academic voids. The integration of a TES into a DHS
is assessed from an exergy perspective, the dependency of the exergy content of the TES on a changing
reference environment is analyzed, and a method to describe that phenomenon is developed. Further,
an integral assessment of different DHS heat generation technologies and their application is conducted,
including energy, exergy, ecological and economical analysis.
In short, the following main research tasks are identified as aims of this thesis.
• Development of a method to describe the change of exergy content of a TES for variable reference
temperatures
• Discussion of the integration of a TES in a DHS
• Energy, exergy, ecological and economical assessment and comparison of heat supply systems for
DHS
To assess and compare different heat supply systems and the TES integration, several heat supply sce-
narios are defined, analyzed and optimized and the following situation is considered. A gas boiler DHS
consisting of a building cluster with 11 buildings with a supply temperature of Ts = 90 ◦C has to be
renewed. For the building cluster a demand for room heating, DHW and electricity is preassigned. While
the building cluster demand will be kept constant, the heat supply system is to be replaced by an alter-
native at a lower supply temperature. Both electricity and heat supply are investigated, but the emphasis
is on the different heat supply options. Therefore, the following six different scenarios are designed and
compared in this work:
• Gas scenario: a gas boiler with lower supply temperatures.
• CHP scenario: a CHP plant with a gas boiler as backup and a small buffer TES.
• Geo scenario: a ground sourced HP and a buffer TES.
• CHP+Geo scenario: a CHP plant, a ground sourced HP and a buffer TES.
• Solar scenario: solar thermal collectors, a seasonal TES and a gas boiler as backup.
• Power to heat (P2H) scenario: an air and a ground sourced HP, PV modules and a seasonal and
buffer TES.
These systems will be analyzed and optimized regarding energy and exergy use and finally an ecological
and economic analysis will be conducted. It is important to emphasize that the optimization of the
scenarios is done only for energy and exergy analysis. The subsequent ecological and economical analysis
is meant to assess the different scenarios, but is not used to optimize them. A special focus will be on
the integration of TES in particular concerning TES for renewable energies. Four characteristic numbers
out of the four different analysis types will be taken to assess the overall result. Another part of the work
will focus on the investigation of the dependency of the exergy content of a TES on a varying reference
temperature and the development of a method to describe the change of exergy content.
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3 Methods
In this chapterm details regarding the assessment methods used in this work are presented. Furthermore,
characteristic numbers used to assess the heat supply scenarios are defined.
3.1 Energy and exergy analysis
The steps to conduct an energy and exergy analysis are as follows:
• Definition of the system boundaries
• Definition of the reference environment
• Definition of the system components and of the input and output flows of each
• Determination of the energy content of all flows
• Determination of the exergy content of all flows
• Analysis and Conclusion
3.1.1 System boundary
The choice of the appropriate system boundary is crucial for the meaning of the results. Depending
on the system boundary, energy and exergy losses are either included or omitted in the results. It is
therefore essential to clearly define the system boundary of this work in order to interpret the results.
But before the system boundary of this work is determined, several possible system boundary choices
are introduced. First, two options for the system boundary on the demand side are presented and then
three options for the system boundary on the supply side.
Demand side system boundary
A common general characterization of an exergy system is the use of efficiencies which are defined as
the useful output or the demand divided by the input, here the exergy efficiency ψ = demand/input.
The efficiency can be increased by minimizing the input and/or by maximizing the useful output.
Two possible definitions of the useful output and therefore of the demand side system boundary of a
DHS are
(1) the room heating demand at room temperature and the DHW demand at water temperature [140].
(2) the state of the water at the heat transfer station (HTS) in front of the building [97].
These two different system boundaries lead to different results and to different optimizing strategies.
Given that both systems would have the same input, the system with boundary (1) would have a smaller
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exergy efficiency than (2), because the exergy destruction from the HTS into the building would be con-
sidered for (1), but omitted for (2). The optimization strategy for (1) would therefore be to minimize
the exergy input into the system. However, for (2) the optimization strategy would aim at increasing
the useful output and therefore increasing the district heating temperature level in order to increase the
efficiency. However, this would also lead to higher heat loss and would be counterproductive in terms of
overall energy input.
Supply side system boundary
Regarding the system boundary on the supply side, different options are possible to either include or
omit energy conversion processes that precede the actual system components. Torío [144] discusses two
different system boundaries regarding incoming solar radiation:
(A) a “technical boundary” which includes the conversion from incoming solar radiation into heat or
electricity.
(B) a “physical boundary” which omits the conversion from the incoming solar radiation into heat or
electricity and only considers heat or electricity as entering the system.
Option (A), which includes the conversion from incoming solar radiation into heat or electricity leads
to a high exergy destruction at the system boundary and is useful if the solar thermal collector or the
PV module is the focus of a study or optimization. This high exergy destruction at the system boundary
dominates the results and makes it hard to compare it to other systems or to evaluate the overall impact
of optimizing measures for other system components.
Option (B), which omits the conversion from the incoming solar radiation into heat or electricity, is
useful if the focus of a study is not the individual component, but its integration into a larger system.
The negligence of the solar radiation can be tolerated, because the incoming solar radiation can only
be used at the time of income and not be stored for later. The concept of storing energy is used by
Jentsch [65], who introduced the storability criterion regarding the supply side system boundary. The
storability criterion differentiates between energy in a storable and a non storable form. Only energy
in a storable form is regarded as input into the system. Following that approach, solar radiation would
not be storable, but the heat in form of hot water generated by a solar thermal collector would be. The
system boundary defined by the storability criterion is similar to option (B), but also defines the system
boundary for other forms of energy. It defines electricity as non storable and makes it necessary to put
the system boundary beyond the power plants to include the conversion processes from primary energy
into electricity. However, since the storability criterion does define electricity as non storable, it is not
applicable for PV collectors or wind turbines, since neither solar radiation nor wind are directly storable.
Chosen system boundary
On the demand side, the system boundary option (1) is chosen in this work, because the thermal comfort
in terms of room heating and DHW is the actual demand of a user in a building, not the water at the HTS
in front of the building. Bargel [9] also states that it is important to use the minimal exergy demand as
the useful output, because otherwise a comparison of different systems is not possible. Specifically for
this work, the exergy demand for room heating and DHW is calculated using a heat demand temperature
of 20 ◦C and 40 ◦C respectively.
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In general, the system boundary is chosen according to the storability criterion on the supply side.
However, for the forms of energy not included in the storability criterion, the system boundary is chosen
according to option (B). Therefore, primary energy is considered as input into the system. Only in the
case of solar radiation, the produced hot water and the electricity is taken as input into the system [44].
In order to demonstrate the chosen system boundary, all possible input and useful output flows are
displayed in figure 3.1, even though they may not occur in every investigated scenario in this work. The
term “compensated grid electricity” in figure 3.1 is defined in section 3.1.5.
Natural gas
Primary energy for





Room heating demand 20 ◦C
Electricity fed into grid
Compensated grid electricity







Figure 3.1: System boundary with input and output flows.
3.1.2 Reference environment
As introduced in section 3.1, a reference environment has to be defined to determine the exergy content
of a system. In the International Energy Agency Annex 49 guidebook [142], different options regarding
the reference environment are discussed, which must meet certain criteria. The reference environment
• must be in thermodynamic equilibrium,
• must be in chemical equilibrium,
• must not be changed by the analyzed system.
Different options in the built environment are considered and discussed in [142]. These are:
• Universe at nearly zero Kelvin.
The universe at nearly zero Kelvin is in equilibrium and not changed by the analyzed system.
However, it is not in direct contact with the system, but rather shielded by the Earth’s atmosphere.
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• Indoor air inside the building.
The indoor air does not meet the above introduced criteria, since it is not in thermodynamic equi-
librium and is changed by the analyzed system.
• Undisturbed ground.
The undisturbed ground is a commonly used reference environment for exergy analyses. It is in
equilibrium and not changed by the analyzed system.
• Ambient air surrounding the building.
The ambient air surrounding the building can also be seen as in equilibrium and it is not changed
by the analyzed system. Further, the surrounding air is in direct contact with the building and acts
as the environment to which the heat losses in a building occur. It is therefore recommended as
the reference environment in the building sector [142].
Following the recommendations of the Annex 49 guidebook [142], the current ambient air surrounding
the building is chosen as the reference environment. In this work, only the ambient air temperature is
needed as a reference environment, because the model setup does not include air pressure and humidity.
Since the ambient air temperature outside the building changes continuously over the year, the reference
temperature for the exergy calculation also changes continuously. This has a significant impact on storage
processes, since heat stored over a longer period of time can change its exergy content just because of
the changing outdoor air temperature. This is especially significant for seasonal TES, where heat is
stored during high reference temperatures and used during cold reference temperatures, thus leading
to a possible increase in exergy content over time. This phenomenon is discussed in more detail in
subsection 5.1.
3.1.3 Exergy definitions of energy flows
In the built environment, mainly physical and chemical exergy are of importance. Physical exergy in-
cludes the exergy of a mass flow and the exergy of heat, while the exergy of fuels is included in chemical
exergy.
Exergy of a massflow
According to [134] the exergy flow E˙X of a mass flow M˙ is defined by
− E˙X = M˙

h1− hu− Tu  s1− su+ w212 + gz1

, (3.1)
where h1 and hu are the specific enthalpies in state 1 and the environment state, Tu is the temperature
of the environment, s1 and su are the entropies in state 1 and the environment, respectively. w1 is the
velocity, g is the gravity and z1 is the height in state 1. In a heating system the mass usually flows in a
closed loop within the system boundaries and the kinetic and potential energy cannot be used to produce











The term in the brackets is often referred to as the “Carnot-Factor”.
Exergy of electricity
The exergy content of electricity is equal to its energy content, Eel = EXel, because electrical energy can
be completely transformed into any other type of energy.
Exergy of natural gas
Bargel [9] based the calculation of the exergy content of fuel mainly on Hepbasli’s [58] work and derived
equations to calculate the exergy content of natural gas. Hepbasli [58] defines a constant ratio βLHV of
the chemical exergy EXCH and the lower heating value LHV which can be used to determine the chemical
exergy of liquid and solid fuels. β is also referred to as the proportionality constant, quality factor or





Hepbasli [58] cites Szargut [136], who proposed the following equation for the calculation of the exergy
coefficient of natural gas:






where H/C is the atomic ratio of hydrogen and carbon elements and NC is the mean number of carbon
atoms in the molecule [58].
The assumption that natural gas is pure methane with the chemical structure CH4 leads to H/C = 4 and
NC = 1 and therefore to an exergy coefficient βLHV
 
CH4
≈ 1.04 for the lower heating value [9].
The definition of βLHV with the use of the lower heating value leads to a βLHV > 1 for the common fuels,
such as coal, natural gas, oil and wood [58]. This also leads to a chemical exergy higher than the lower
heating value EXCH > LHV .
The energy efficiency ηi of a power plant is defined as the produced electricity divided by the energy





The exergy efficiency ψi of a power plant is defined as the produced electricity divided by the exergy





For most fuels, the definition of equations 3.5 and 3.6 will lead to ηi > ψi, which seems unusual but it
originates in the definition of the chemical exergy with the lower heating value.
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Table 3.1: Electricity mix in 2012.
Hard coal Lignite Nuclear Gas Oil Renewable
σi 18% 26 % 16 % 12% 1 % 23%
ηi 46% [74] 42 % [109] 30% [116] 54.7 % [55] 54.7% 100%
ψi 45 % based on [116] 41% based on [116] 30% [116] 52.6 % [55] 52.6% 100%
3.1.4 Conversion efficiency of grid electricity production
In the investigated scenarios, electricity is drawn from the electricity grid to supply appliances and to
meet the demand of the buildings. For the calculation of the primary energy demand that produces the
electricity, the German electricity mix from 2012 [2] is taken into account. The conversion efficiency











where σi is the share of one energy source on the overall electricity mix and ηi andψi are its correspond-
ing energy and exergy conversion efficiencies. The values for σi, ηi and ψi are given in table 3.1. The
sum of the distribution shares only adds up to 96 % instead of 100 %, because energy sources other than
the ones listed in table 3.1 are neglected. It is assumed that the exergy conversion efficiencies of hard
coal and lignite are one percentage point lower than their energy efficiencies based on Rosen’s efficiency
values for the Nanticoke Generation Station in Canada [116]. It is further assumed that oil and gas have
the same conversion efficiencies and that renewable energies have an efficiency of 100% based on the
chosen system boundary as discussed in section 3.1.1 [44].
With equation 3.7 and 3.8 the energy and exergy conversion efficiency of the German electricity mix in
2012 can be calculated to ηel = 56.4 % and ψel = 55.6 %. Because the chemical exergy of most fuels is
slightly higher than their lower heating value, there is a small difference between the value of the energy
and exergy efficiency [116].
3.1.5 Compensated grid electricity
In this work, different types of heat supply systems are compared. However, in some scenarios not
only heat, but also electricity is generated. The generated electricity is used to cover the electricity
demand of the building cluster, to run system components and the excess electricity, the so called net
electricity, is fed into the electricity grid. This results in two different types of energy as a useful product
in the scenarios. The two types of energy make the modeled scenarios difficult to compare, because
the numerator in the efficiency calculation would be different. As already stated in section 3.1.1, the
efficiency is defined as the ratio of the useful output of a system to the input. Therefore, if the useful
output is not the same, different systems are not comparable. In order to make the scenarios analyzed
in this work comparable, a so called compensated grid electricity is introduced [111]. The compensated
grid electricity ensures that the numerator in all systems stays constant. This is achieved by designing all
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scenarios in a way that they all feed the same amount of electricity into the grid. In scenarios with no or
little net electricity generation the needed differential electricity is drawn from the grid.
If, for example, a scenario with a CHP plant feeds 70.0 MWh/(a) of net electricity into the electricity grid
and is then substituted by a scenario with solar thermal collectors, no electricity is generated which could
be fed into the grid. Therefore, a power plant outside the investigated scenario would need to generate
70.0MWh/(a)more electricity to make up for the electricity that the CHP plant no longer generates. The
compensated grid electricity is this extra electricity that the grid has to supply. Therefore, the additional
primary energy needed to produce that extra electricity is attributed to the scenario which produces no
or less net electricity than the scenario with the highest electricity feed into the grid.
3.2 Ecological analysis
Life cycle assessment (LCA) is a method to assess all environmental impacts connected with a product
and is defined in the DIN EN ISO 14040 [63]. While applying LCA, the whole life cyle of a product,
"from-cradle-to-grave", is assessed regarding its environmental impact. This includes the production of
raw materials, the manufacturing, the utilization and the disposal. The different steps of a LCA according
to the DIN EN ISO 14040 are as follows:
• Goal and scope definition:
The goal and the reason for the study, the depth, the system boundaries, the functional unit, rules
and assumptions, and the kind of impact assessment and valuation are defined [71].
• Inventory analysis:
All relevant input and output flows related to the product are taken into account in regards to the
life cycle of the product. One part of the inventory analysis is the cumulative energy demand CED
which lists all energy input during the life cycle of a product [71].
• Impact assessment:
The results of the inventory analysis are linked with impact categories. This link creates a relation-
ship between the data from the inventory analysis and the environmental impact.
• Interpretation:
The results from the inventory analysis and the impact assessment are discussed regarding the
defined goals. Significant parameters are also identified.
In the following, the four steps of LCA are described for this work:
• Goal and scope definition:
The goal of the LCA is the integral assessment of different heat supply systems for a building
cluster. The system boundary is described in section 3.1.1 and details to the modeled systems
and components are given in chapter 4. For all components “from-cradle-to-grave” data is used,
except for the CHP, for which only “from-cradle-to-gate” data was available. It is assumed that the
impact of the disposing of the CHP is negligible. In the analysis only those components are taken
into account that differentiate one scenario from the other. This means that the district pumps for
example, which are the same in every scenario, are not taken into account to compare the impact
of each scenario. Further, the LCA is only conducted after the energy and exergy analysis and is
not an optimization parameter in this work. Only the result of the optimization of the energy and
exergy analysis is assessed.
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• Inventory analysis:
The inventory analysis is part of the energy analysis in this work. During the energy analysis the
CED is calculated, which includes the "cradle and grave" (C&G) annualized energy demand (EC&G)
for producing and disposing of the scenario components and the annual energy input. Due to a
lack of data, a cumulative exergy demand cannot be calculated. For the exergy analysis, only the
exergy flows during the time of usage are taken into account.
• Impact assessment:
As impact factors in this work, the CED and the GWP 100 are chosen. The GWP 100 is a measure
for the global warming potential (GWP) of emitted gases in CO2 equivalents for a time horizon of
100 years [60]. In this work it is used to assess the GWP of the production and disposing processes
of the components used in a scenario and to assess the GWP of the input flows of electricity and
natural gas. The GWP 100 makes it possible to assess the effect the different scenarios have on
climate change relative to each other in the scenario comparison. A detailed definition of the terms
that are included in the CED and GWP 100 can be found in equation 3.20 and 3.23.
• Interpretation:
The results of the LCA are presented and discussed in the results in chapter 6 and 7 in form of the
CED and GWP 100. In this work the GWP 100 will be referred to as GWP.
3.3 Economic analysis using the annuity method
The economical analysis is carried out using the annuity method according to VDI 2067 [152]. With
the help of the annuity method, die initial investment and the demand-related costs can be merged and





In this work, the capital-related, the demand-related and the operation-related costs are considered.
Since some scenarios in this work also sell electricity, the revenue is also taken into account.
3.3.1 Capital-related costs
The annuity of the capital-related costs AC is determined using
AC = A0a , (3.9)
where A0 is the investment cost and a is the annuity factor which can be calculated using
a =
ε− 1
1− ε−τ , (3.10)
where ε is the interest factor and τ is the number of years of the investigated period.
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3.3.2 Demand-related costs






where AD,el and AD,gas are the costs for grid electricity and natural gas in the first year, while bD,el and
bD,gas are the price dynamic cash value factors for grid electricity and natural gas. bD,i can be calculated





ε− ri , (3.12)
where ri is the application dependent price change factor, which depends on the different prices for gas
and electricity. The price change factor takes the price development into account.
3.3.3 Operation-related costs
The annuity for the operation-related costs such as maintenance and operation AO is determined using
AO = A0 fOabO , (3.13)
where fO is the sum of the percentage factors for maintenance and operation found in [152] and bO is
the price dynamic cash value factor calculated with equation 3.12.
3.3.4 Revenue
Some of the investigated scenarios in this work feed electricity into the electricity grid and therefore not
only have costs but also revenue. The annuity of the revenue AN,R can be calculated using,
AR = R1abR , (3.14)
where R1 is the revenue in the first year, a is the annuity factor calculated with equation 3.10 and bR is
the price dynamic cash value factor calculated with equation 3.12.
3.3.5 Annuity of total annual payments
The annuity of the total annual payments is determined using
A= AC+ AD+ AO− AR . (3.15)
In general the annuity can be A < 0 or A > 0. In this work heat supply scenarios are investigated and,
because the produced heat is not sold but used, the annuity will always be A> 0. The smallest annuity
is most favorable from an economic perspective.
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3.4 Characteristic numbers
The characteristic numbers used to assess the different systems are introduced in the following. All
characteristic numbers are calculated with annualized quantities.
3.4.1 Solar fraction
The solar fraction κSolar is the share of solar energy in the total energy supplied to the DHS. In this work
it is used for the Solar scenario, in which the solar thermal collectors charge the TES, from which the





ETES to DHS describes the energy supplied from the TES to the DHS, therefore not including TES losses,
and EE to DHS is the total energy supplied to the DHS.
3.4.2 Energy and exergy analysis
The optimization of the different systems is based on energy and exergy analysis, which are introduced
in the following.
Energy efficiency
The energy efficiency of a system ηsystem is defined as the ratio of the useful output and the input
ηsystem =
Eth.district+ Eel.district+ Eel.grid+∆Eel
EC&G+ Erenew+ Egas+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil+ ETES begin− ETES end . (3.17)
Eth.district is the thermal energy demand of the building group, Eel.district is the electrical energy demand
of the building group, Eel.grid is the electrical energy fed into the electricity grid in case excess electrical
energy is produced and ∆Eel is the compensated grid electricity introduced in section 3.1.5. EC&G is the
C&G energy of the system components, Erenew is the renewable energy input such as solar or geothermal
heat, depending on the scenario design as shown in further detail in section 4.4.1 to 4.4.6. Egas is
the natural gas input, Eel.renew and Eel.fossil are the renewable and fossil primary energies needed to
run the appliances, ∆Eel.renew and ∆Eel.fossil are the renewable and fossil energies needed to produce
the compensated grid electricity and ETES begin and ETES end are the energy content of the TES at the
beginning and end of the investigated period. It was made sure that for every scenario for the simulated
period of a year, the energy content of the TES at the beginning and end of the simulation is equal,
ETES begin = ETES end. Therefore, ETES begin and ETES end are neglected in the equations of this work.
Exergy efficiency
The exergy efficiency of a system ψsystem is defined as the ratio of the useful output and the input
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ψsystem =
EX th.district+ EXel.district+ EXel.grid+∆EXel
EX in
. (3.18)
EX th.district describes the thermal exergy demand of the building group, EXel.district is the electrical energy
demand of the building group, EXel.grid is the electrical energy fed into the electricity grid in case excess
electrical energy is produced and ∆EXel is the compensated grid electricity introduced in section 3.1.5.
EX in is the exergy input into the system.
EX in consists of fossil and renewable exergy, but due to a lack of data the exergy needed for producing
and disposing of the system components is not considered in the exergy analysis. EX in can be written as
EX in = EXgas+ EXrenew+ EXel.renew+ EXel.fossil+∆EXel.renew+∆EXel.fossil , (3.19)
where EXgas is the exergy of the gas input, EXrenew is the renewable exergy used in a scenario, EXel.renew
and EXel.fossil are the primary renewable and fossil exergy needed to produce electricity. ∆EXel.renew
and ∆EXel.fossil are the primary renewable and fossil exergy needed to produce the compensated grid
electricity. Again, the exergy content of the TES at the beginning and the end of the simulation are
equal, EXTES begin = EXTES end and are therefore neglected in the equations of this work. Further details
regarding EX in in the specific scenarios can be found in section 4.4.1 to 4.4.6.
3.4.3 Ecological analysis
During the ecological analysis, the cumulative energy demand and the global warming potential are
assessed, which are both calculated on an annual basis.
Cumulative energy demand
The annual CED for a scenario is defined as
CED = EC&G+ Egas+ Erenew+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil , (3.20)
where EC&G is the annualized C&G energy of the components in a scenario, Egas is the energy of the used
gas, Erenew is the renewable energy used in a scenario, Eel.renew and Eel.fossil are the primary renewable
and fossil energy needed to produce electricity, ∆Eel.renew and ∆Eel.fossil are the the primary renewable
and fossil energy needed to produce the compensated grid electricity, while all energy quantities are
calculated on an annual basis.
The CED can be differentiated by renewable and fossil fraction to
CEDrenew = EC&G.renew+ Erenew+ Eel.renew+∆Eel.renew (3.21)
and
CEDfossil = EC&G.fossil+ Egas+ Eel.fossil+∆Eel.fossil . (3.22)
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Global Warming Potential
The annual global warming potential GWP of a scenario is defined as,





where q′C&G are the annualized specific C&G emission of CO2 equivalents of the components needed
in a scenario, stated with the unit kgCO2e. These CO2 equivalents include all the different greenhouse
gas emissions for producing and disposing of the components needed in a scenario. qgas is the specific
CO2 emission of natural gas and qel.mix are the specific CO2 emissions of the electricity grid, stated
in kgCO2e/kWh. Here, only the greenhouse gas CO2 is accounted for with its CO2 equivalent of 1. The
specific q-values have to be multiplied with the energy input as stated in equation 3.23. Egas is the energy
of natural gas used in a scenario, E′el.renew and E′el.fossil is the amount of grid electricity from renewable and
fossil energies used in a scenario without the primary energy conversion losses. ∆E′el.renew and ∆E′el.fossil
is the grid electricity from renewable and fossil energies used for the compensated grid electricity in
a scenario, again without the primary energy conversion losses. When comparing the GWP of the
different scenarios investigated in this work, the scenario with the smallest GWP is the most ecologically
advantageous.
3.4.4 Economic analysis
The given period for the economic analysis is 20 years. All components are assumed to have a life cycle
of 20 years and the costs of disposal are neglected. It is further assumed that the whole DHS with all its
components does not have any liquidation proceeds. The characteristic number regarding the economic
analysis is the annuity of the total annual payments AN as introduced in 3.3.5. When comparing the
annuity of the different scenarios investigated in this work, the scenario with the smallest annuity is the
most economically advantageous.
3.4.5 Weighted multicriteria number
In this work, the efficiency of different heat supply systems is investigated using energy, exergy, ecological
and economical analysis. The results show system components and designs which could be improved to
enhance the efficiency. However, an improvement regarding one assessment category is likely to affect
the other assessment categories as well. One system might be very efficient regarding costs, but not
very efficient regarding exergy use. This makes it difficult to draw an overall conclusion of the results.
Therefore a weighted multicriteria number (WMN) is introduced to make it possible to combine the
results of the four different assessment categories into one result number. The WMN is calculated
for each scenario and is defined in a way, that the higher the WMN , the better the overall system
performance is. The four different characteristic numbers that are combined in the WMN are:
• Energy analysis: Fossil energy input CEDfossil as defined in equation 3.22
• Exergy analysis: Total exergy input EX in as defined in equation 3.19
• Ecological analysis: GWP as defined in equation 3.23
• Economical analysis: Total annuity AN as defined in equation 3.15
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The weighed multicriteria number is defined as
WMN = φCEDfossilCNCEDfossil +φEXinCNEXin +φGWPCNGWP+φANCNAN , (3.24)
where φi is the weighting factor and CNi the criteria number (CN) regarding the four assessment cate-
gories. The four different φi have to be chosen so that
Σφi = 1 . (3.25)
In order to calculate CNi, the lowest characteristic number out of all scenarios has to be identified and
then divided by the characteristic number of the investigated scenario so that all CNi are
0≤ CNi ≤ 1 . (3.26)
As an example on how to calculate CNi and WMN the detailed calculation is displayed for the Gas
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4 Model of heat supply scenarios
In this chapter the simulation model is presented. This includes the used simulation software, the in-
dividual heat supply scenarios, the layout of the building cluster and the heat distribution network.
Furthermore, the demand and weather data is characterized, typical demand days are shown and details
regarding the modeling of individual components and their dimensioning are given.
4.1 Heat and electricity demand and investigated building cluster
For the heat demand and weather real data is available while for the electricity demand standardized
load profiles are used for the simulation.
4.1.1 Building cluster
The investigated system consists of a building cluster with 11 buildings connected via a DHS. Real
demand data for room heating demand and DHW demand is available in 5 min − 15 min time steps
for the year 2013. The demand data of the individual buildings was kindly provided by MVV Energie
AG Mannheim, Germany [70; 90]. However, in reality this specific building cluster does not exist. The
buildings are not connected via a DHS, nor do they share the same neighborhood. This is an assumption
of this work in order to develop the method on an example with practical relevance.
The building types with the heated space, annual heat and DHW demand are shown in table 4.1. The
system layout is shown in figure 4.1.






















Figure 4.1: System layout of the investigated building cluster. Numbering see table 4.1 and table 4.2.
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temperatures specified in section 3.1.1 and the reference temperature specified in section 3.1.2, the
exergy content of the annual heat demand is calculated to 14.0MWh. The building cluster consists
of nine residential buildings, a youth center and a community library. All buildings are considered to
have floor heating and flow heaters. By assuming that direct flow heaters are installed in each building,
legionella forming is avoided independently from the supply temperature.
The simultaneity factor SF describes the reduction of the actual demand power of a DHS compared to








i=1 Pi (t) is the sum of the needed power of the consumers at the time t,
∑m
i=1 Pn,i is the sum of
the nominal powers Pn and m is the number of consumers. The simultaneity factor of the investigated
building cluster is 0.86 [70], which matches the results of Winter et al. [170] who investigated the
simultaneity factor for small and medium sized DHS. Because the demand data is available for these
buildings, the buildings itself are not modeled. The system is only modeled till the HTS in front of the
building. Then, using the demand data, a temperature drop of the DHS water is calculated.
Table 4.1: Building types used in the building cluster.
Type Heated space in m2 Heat demand in MWh/a DHW demand in MWh/a
1) Single family house 165 25.4 1.4
2) Semidetached house 138 16.1 0.4
3) Single family house 120 11.8 5.0
4) End-terrace house 165 18.5 0.5
5) Single family house 160 22.4 1.6
6) Single family house 200 21.7 2.7
7) End-terrace house 115 15.5 1.1
8) Single family house 190 11.9 1.6
9) Youth Center unknown 26.5 10.8
10) Library unknown 30.3 4.8
11) Multi-family house 230 31.3 2.4
In figure 4.2 the daily mean heat load for the whole building cluster is shown for the year 2013. The
heat load is high in winter and low in summer.
4.1.2 Typical days
In figure 4.3 the heat load profile of buildings 3, 4 and 10 is shown for February 15th 2013, which
is a typical day for the heat load profile. Building 3 has a low mean heat load with high fluctuating
amplitudes throughout the whole 24 hours with high peaks during the day. The mean heat load of
Building 4 is higher with rather low amplitudes throughout the day, with a peak in the evening and a
lower mean heat load during the night. The curve of building 10 is above that of building 4 and it shows
some fluctuation during the day but is in general smoother than the curve of building 3.
The room heating load and DHW load for the week from February 10th till 16th for building 4 is shown





















































Figure 4.2: Daily mean heat load profile for the building cluster for 2013.




















Figure 4.3: Heat load profile for buildings 3, 4 and 10 on 15.02.2013.
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in figure 4.4. The room heating load is low during the night, stays on a rather constant higher level
during the day and peaks in the evening. There is DHW demand during lunchtime and in the evening,
but most of the time the DHW load is zero.

















Figure 4.4: Heat load profile for the week from the 10.02.2013 till the 16.02.2013 for building 4.
4.1.3 Electricity demand
Since the electricity demand of the 11 buildings was not available, it is estimated with the help of
standardized load profiles. Standardized load profiles are available for different building- and user
types and can be upscaled to match a certain annual demand. Morbach [87] used the standardized
load profiles of the Bundesverband der Energie- und Wasserwirtschaft [26] to create the electricity load
profile for the building cluster with an annual electricity demand of 59.4MWh. This demand does not
include the electricity demand for heat generation and distribution or the compensated grid electricity.
The load profile for a week for the building cluster is displayed in figure 4.5. The load is high in the
mornings and evenings and low during the nights.
4.2 Heat distribution grid
The buildings are connected via a DHS in form of a radial distribution system, which distributes heat
from the heat station to the individual buildings with one main supply and return line [70]. The system
layout is shown in figure 4.1. The overall pipe length is 810m and the individual pipe lengths and
diameters are listed in table 4.2. To meet the desired supply and return temperatures of Ts = 50 ◦C and
Tr = 35 ◦C, the district pump is speed-controlled. Further information on the used components in each
scenario are given in section 4.4.
































Figure 4.5: Electrical load profile for the week from the 10.02.2013 till the 16.02.2013.
Table 4.2: CaldoPEX [42] pipes used in the DHS.
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4.3 Weather data
The weather data used in the model consists of the outdoor temperature and the solar radiation in 30min
time steps from the weather station Mannheim Nord, Germany [76]. Mannheim is located in one of the
warmer regions of Germany, with warm summers and mild winters. In figure 4.6 the daily mean outdoor
air temperature for the year 2013 is shown. It ranges from a low of −2.7 ◦C in February to a high of





























































Figure 4.6: Daily mean outdoor air temperature profile for 2013.
4.4 Heat supply scenarios
In the following the different heat supply scenarios are introduced, together with the data of the used
components. The dimensioning of the components was done in preliminary studies. The dimensions
of the heat generation systems are based on a combination of the needed heating power, TES size and
switching frequency.
4.4.1 Gas scenario
The Gas scenario, shown in fig. 4.7, consists of the DHS and a gas boiler [70]. The water is heated by the
gas boiler and pumped through the DHS. The component data for the Gas scenario is listed in table 4.3.
Table 4.3: Gas scenario component data.
Component Dimension Remarks Brand Type Source
Gas boiler 150 kW ηBoiler = 95 % Viessmann Vitocrossal 200 [163]
District pump 1.1 kW - Grundfos CR10-03 A-A-A-E-HQQE [48]







Figure 4.7: Gas scenario layout.
Exergy and energy analysis
The energy efficiency for the Gas scenario ηGas is defined as
ηGas =
Eth.district+ Eel.district+∆Eel
EC&G+ Egas+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil
. (4.2)
Eth.district is the thermal energy supplied to the district buildings, Eel.district is the electrical energy supplied
to the district buildings, ∆Eel is the compensated grid electricity introduced in section 3.1.5, EC&G is
the C&G energy of the scenario components, Egas is the natural gas needed for the gas boiler, Eel.renew
and Eel.fossil are the renewable and fossil primary energies needed to run the pump and ∆Eel.renew and
∆Eel.fossil are the renewable and fossil energies needed to produce the compensated grid electricity.





where EX th.district is the thermal exergy supplied to the district buildings, EXel.district is the electrical exergy
supplied to the district buildings, ∆EXel is the compensated grid electricity introduced in section 3.1.5,
EXgas is the natural gas needed for the gas boiler, EXel.renew and EXel.fossil are the renewable and fossil
primary exergies needed to run the pump and ∆EXel.renew and ∆EXel.fossil are the renewable and fossil
exergies needed to produce the compensated grid electricity.
4.4.2 Combined heat and power scenario
The CHP scenario, shown in fig. 4.8, consists of the DHS, a CHP plant, a buffer TES and an auxiliary
gas boiler [87]. The CHP plant generates electricity and heats the TES. The TES is used to cover peak
demands and to reduce the nominal power of the CHP plant. From the TES the water is pumped into the
DHS. During peak loads the gas boiler can additionally heat the supply water to make sure the desired
supply temperature Ts is met. The return water is either heated in the TES again or is used in a mixing
loop in case the TES temperature is higher than Ts. The produced electricity is used for the building
cluster demand and the excess electricity is fed into the electricity grid and serves as a baseline for the
calculation of the needed compensated grid electricity in the other scenarios. The component data for
the CHP scenario is listed in table 4.4.











Figure 4.8: CHP scenario layout.
Table 4.4: CHP scenario component data.
Component Dimension Remarks Brand Type Source
CHP 39 kWth ηel+th = 95% Viessmann Vitobloc EM 20/39 [159]
Gas boiler 150 kW ηBoiler = 95% Viessmann Vitocrossal 200 [163]
TES 10 m3 k = 0.6W/m2K Lorenz GmbH Typ PSG 10000 [82]
District pump 1.1kW - Grundfos CR10-03 A-A-A-E-HQQE [48]
CHP pump 1.1kW - Grundfos CR10-03 A-A-A-E-HQQE [48]
Exergy and energy analysis
The energy efficiency for the CHP scenario ηCHP is defined as
ηCHP =
Eth.district+ Eel.district+ Eel.grid
EC&G+ Egas+ Eel.renew+ Eel.fossil
. (4.4)
The exergy efficiency for the CHP scenario ψCHP is defined as
ψCHP =




The Geo scenario, shown in fig. 4.9, consists of the DHS, a VGHX, a HP and a buffer TES [43]. The HP
is used to lift the temperature level of the geothermal energy from the primary to the secondary loop,
which in turn heats the TES. The temperature difference between supply and return temperature in the
primary loop between VGHX and HP is chosen to be 2.5 K and in the secondary loop between HP and
TES 15.5K based on the the preliminary studies [43]. The component data for the Geo scenario is listed
in table 4.5. No gas boiler is needed because of the high nominal power of the HP.
Exergy and energy analysis
The energy efficiency for the Geo scenario ηGeo is defined as
ηGeo =
Eth.district+ Eel.district+∆Eel
EC&G+ Egeo+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil
. (4.6)






















Figure 4.9: Geo scenario layout.
Table 4.5: Geo scenario component data.
Component Dimension Remarks Brand Type Source
HP 93 kW - Viessmann Vitocal 300 G [158]
VGHX 12*96m double-U-pipe - - [130]
TES 60m3 k = 0.6 W/(m2K) Dehoust - [35]
District pump 1.1 kW - Grundfos CR10-03 A-A-A-E-HQQE [48]
Primary pump 1.3 kW - Grundfos MAGNA 80-120 F [49]
Secondary pump 0.1 kW - Grundfos ALPHA2 15-60 [50]
4.4.4 Combined heat and power and geothermal scenario
The CHP+Geo scenario, shown in fig. 4.10, consists of the DHS, a CHP plant, a VGHX, a HP and a buffer
TES [87]. The heat produced by the CHP plant and the HP heats the TES. The VGHX heats the fluid
in the primary loop. The HP lifts the energy of the fluid in the primary loop to the higher temperature
level of the secondary loop, which is then used to charge the TES. The produced electricity is used to run
the HP and to supply the building cluster with electricity, while the excess is fed into the electricity grid.
The temperature difference between supply and return temperature in the primary loop between VGHX
and HP is chosen to be 1.0 K and in the secondary loop between HP and TES 15.5 K with the help of a
parameter study and values from literature in the preliminary studies [87]. The component data for the
CHP+Geo scenario is listed in table 4.6.
Exergy and energy analysis
The energy efficiency for the CHP+Geo scenario ηCHP+Geo is defined as
ηCHP+Geo =
Eth.district+ Eel.district+ Eel.grid+∆Eel
EC&G+ Egas+ Egeo+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil
, (4.8)
where Egeo is the energy input into the VGHX.
The exergy efficiency for the CHP+Geo scenario ψCHP+Geo is defined as,
ψCHP+Geo =
EX th.district+ EXel.district+ EXel.grid+∆EXel
EXgas+ EXgeo+ EXel.renew+ EXel.fossil+∆EXel.renew+∆EXel.fossil
, (4.9)
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Figure 4.10: CHP+Geo scenario layout.
Table 4.6: CHP+Geo scenario component data.
Component Dimension Remarks Brand Type Source
CHP 20.1kWth ηel+th = 95 % Viessmann Vitobloc EM 9/20 [160]
HP 42.8 kW - Viessmann Vitocal 300 G BW 301.A45 [161]
VGHX 6*96m double-U-pipe - - [130]
TES 90 m3 k = 0.6W/(m2K) Dehoust - [35]
District pump 1.1kW - Grundfos CR10-03 A-A-A-E-HQQE [48]
CHP pump 1.1kW - Grundfos CR10-03 A-A-A-E-HQQE [48]
Primary pump 1.3kW - Grundfos MAGNA 80-120 F [49]
Secondary pump 0.1kW - Grundfos ALPHA2 15-60 [50]
4.4.5 Solar scenario
The Solar scenario, shown in fig. 4.11, consists of the DHS, solar thermal collectors, a seasonal TES and
a backup gas boiler [70]. The solar thermal collectors heat the water of the TES. The TES stores the heat
from summer till autumn, when the heat is needed in the buildings. From the TES, the water is pumped
into the DHS. When the TES temperature is below Ts, the gas boiler additionally heats the supply water
to make sure the needed heat is supplied. The return water is either heated in the TES again, is used in
a mixing loop in case the TES temperature is higher than Ts or is bypassed by the TES in case that the
TES temperature is below Tr. The component data for the Solar scenario is listed in table 4.7.
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Figure 4.11: Solar scenario layout.
Exergy and energy analysis
The energy efficiency for the Solar scenario ηSolar is defined as
ηSolar =
Eth.district+ Eel.district+∆Eel
EC&G+ Egas+ Esolar+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil
, (4.10)
where Esolar is the heat input into the solar fluid.
The exergy efficiency for the Solar scenario ψSolar is defined as
ψSolar =
EX th.district+ EXel.district+∆EXel
EXgas+ EXsolar+ EXel.renew+ EXel.fossil+∆EXel.renew+∆EXel.fossil
, (4.11)
where EXsolar is the exergy increase of the solar fluid through the solar thermal collectors.
4.4.6 Power to heat scenario
The P2H scenario, shown in fig. 4.12, consists of the DHS, a VGHX with a HP, an air source HP, a seasonal
TES, a buffer TES and PV modules [17]. The PV modules power the two HP. The system uses two different
heat sources depending on the time of year. The air/water HP runs during the “summer period” from
01.05.2013 till 15.09.2013 to make use of the warm outdoor air. During the rest of the year, the “winter
period”, the ground source HP generates the needed heat using the VGHX. During the “winter period”
the VGHX heats the fluid in the primary loop and the HP lifts the energy to the higher temperature level
of the secondary loop. During the “summer period”, when the PV output is high and the heat demand is
low, the air/water HP uses the PV electricity and the heat from the outside air to heat the seasonal TES
and the buffer TES when needed. In autumn, the seasonal TES supplies the buffer TES with warm water.
The excess electricity produced by the PV modules is either used to cover the electricity demand of the
building cluster or is fed into the electricity grid.
Exergy and energy analysis
The energy efficiency for the P2H scenario ηP2H is defined as
ηP2H =
Eth.district+ Eel.district+ Eel.grid+∆Eel
EC&G+ Eair+ Egeo+ EPV+ Eel.renew+ Eel.fossil+∆Eel.renew+∆Eel.fossil
, (4.12)




























Figure 4.12: P2H scenario layout.
where Eair is the energy supplied by the airflow through the air HP and EPV is the electricity produced by
the PV modules.
The exergy efficiency for the P2H scenario ψP2H is defined as
ψP2H =
EX th.district+ EXel.district+ EXel.grid+∆EXel
EXgeo+ EXPV+ EXel.renew+ EXel.fossil+∆EXel.renew+∆EXel.fossil
, (4.13)
where EXPV is the electricity produced by the PV modules. The exergy of the air flow through the HP is
zero since the exergy in this work is calculated with the outdoor air state as reference environment and
thus, EXair is not included in equation 4.13.
4.5 Simulation software
In order to optimize or study the performance of a system, the International Energy Agency Annex 49
[143] concludes that dynamic analysis is required, because storage effects need to be taken into account.
Three software tools are commonly used by different user groups.
Polysun [150] is a software for the dynamic simulation of buildings and energy generation components.
A hydraulic scheme is designed and can be simulated with different control strategies. The software
incorporates a weather database, many default systems and a large selection of different energy compo-
nents such as PV modules, solar thermal plants, CHP plants and geothermal HP.
TRNSYS (TRansient SYstem Simulation) [138] is a simulation software initially designed to simulate
solar collectors. Today it is a software with a modular structure which can simulate the building demand
and consists of a large library for different energy components such as CHP plants, fuel cells and wind





































































































































































































38 4 Model of heat supply scenarios
turbines.
CARNOT (Conventional And Renewable eNergy systems Optimization Toolbox) [130] is a MAT-
LAB/Simulink based library which uses the MATLAB/Simulink structure in form of blocksets and their
solver, and provides components for the simulation of buildings and energy components and TES and
other thermo-hydraulic systems.
Becker et al. [11] compare the aforementioned dynamic building simulation software tools and con-
clude that Polysun is favorable for the simulation of standard energy systems with components from the
Polysun library, since own models are not easily implemented. CARNOT is best used for research, as it
has a high complexity, but also a high degree of modeling freedom for new components and systems due
to its open source structure. TRNSYS combines aspects of Polysun and CARNOT with easy modeling of
standard systems and some freedom of modeling new components.
In this work the system is dynamically modeled using CARNOT [130]. It was developed for the simula-
tion of heating systems by the Solar Institut Jülich, Germany. CARNOT is well suited to study a system as
complex as a DHS because it provides the user with a wide range of user definable components as well as
the possibility to develop own components through its open source design. The individual components
allow for the simulation of hydraulics and heat transfer using physical equations as well as characteristic
curves.
In this work, own components in form of embedded MATLAB functions and block diagrams are devel-
oped and used for the simulation. The modeled systems are simulated using variable time-steps which
are in the range of minutes. However, the software is not intended to study individual components and
physical effects in detail, but rather the interaction and controlling of multiple components in a larger
system.
4.6 Modeled components in CARNOT
In the following, details to the individual modeled components in CARNOT are given.
Gas boiler
The CARNOT gas boiler is a simple model which transfers the constant nominal power to the water and
calculates the temperature change of the heating water. In the internal storage of the boiler a multinode
model is applied to calculate the water conditions. The differential equation for the water temperature




dTnode/d t = Kloss/N
 
Tamb− Tnode+ M˙wcw  Tin− Tnode+ Pnom/N , (4.14)
where Mnode is the mass of the node, cnode is the heat capacity of the node, Tnode is the temperature
of the node, Kloss is the heat loss to the ambient, N is the number of nodes in the boiler, Tamb is the
ambient temperature, M˙w is the mass flow rate, cw is the heat capacity, Tin is the temperature of the
water entering the node and Pnom is the nominal boiler power.
At the same time the fuel consumption is calculated, dependent on the fuel type and heating value. Input
parameters are among others, the fluid type, boiler power, internal boiler volume, heat capacity of the
boiler and initial boiler temperature. In this work the gas boiler is modeled using 3 calculation nodes.
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CHP plant
The CHP is modeled using the data points from the characteristic curves of real CHP plants available on
the market. Depending on the required thermal or electrical load, the working point of the CHP plant is








where Pel is the electrical output, ηel is the electrical efficiency, Q˙th is the thermal output and ηth is the
thermal efficiency of the CHP plant.
The CHP should only be modulated between 50 % and 100% of the given nominal power. For the
simulation two interpolation sections of the characteristic curves are defined. The first between 50%
and 75 %, the second between 75 % and 100%. For a generated thermal output higher than 75 % of the
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(4.16)
and for a generated thermal output lower than 75 % of the nominal power Q˙th ≤ 0.75Q˙th,n the interpo-









ηth,75%− ηth,75%−ηth,50 %Q˙th,75%− Q˙th,50 % Q˙th,75%

(4.17)
With the working point, the electrical and thermal efficiency of the plant and the resulting thermal
and electrical output is calculated. Thermal capacities during start-up, shut-down and load changes are
neglected [52]. Input parameters are among others, the CHP nominal power and the operation type,
meaning heat- or electricity-controlled operation.
Solar thermal collectors
The used CARNOT solar thermal collector is modeled according to the EN 12975 norm. For the calcula-
tion of the temperature change of the solar collector fluid, the incoming solar radiation, the wind speed,
the collector surface area, the collector angle and orientation and the heat loss coefficient and the sky




Tout− Tin/A′ = F ′ (TA)Kdir Idir+ F ′(TA)Kdfu Idfu
− f1  Tm− Tamb− f2  Tm− Tamb2− f3wwind  Tm− Tamb− f6wwind Iglb
+ f4

ILongwave−σSB  Tamb+ 273.154− f5dTm/d t (4.18)
A′ is the surface area of the collector, F ′ is the collector efficiency factor, TA is the effective transmittance-
absorptance product for direct solar radiation at normal incidence, Kdir is the incidence angle modifier
for direct solar radiation, Idir is the direct solar radiation on the collector plane, Kdfu is the incidence
angle modifier for diffuse solar radiation and Idfu is the diffuse solar radiation on the collector plane.
f1 through f6 are coefficients which can be found in the CARNOT manual [15]. Tm is the mean collec-
tor node temperature, wwind is the wind velocity and Iglb is the global solar radiation on the collector
plane. ILongwave is the longwave irradiance with wave length > 3000nm and σSB is the Stefan-Boltzmann
constant.
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HP
The dynamic behavior of the CARNOT HP is modeled using the empirical model of Schwamberger [127],
which is based on the German DIN 8900. The heating, source and electricla powers for different tem-
peratures in the primary and secondary loop are given in two-dimensional diagrams, from which the
working points of the HP are approximated by linear equations. The outlet temperatures of the cold and
hot side of the HP are calculated with differential equations [15]. The differential equation for the cold
side is









and for the hot side









where Q˙source is the source power input and Q˙heating power output [15].
VGHX
The CARNOT vertical ground heat exchangers model is a transient model for dynamic simulation. The
model is based on equations by Bianchi [16] and is implemented using the state space model of Huber
and Schuler [62]. It simulates the heat transfer between soil and heating fluid with a simplified model
and gives the result through a step function response. For the calculations, the average annual outdoor
temperature, the geothermal temperature gradient, the thermal conductivity and the heat capacity of
the ground, the depth and geometry of the geothermal borehole field are taken into account.
PV
The CARNOT PV module calculates electricity generation using the incoming solar radiation, module
angle and orientation and module efficiency [15].
TES
The CARNOT TES is modeled as a multiport one-dimensional model. The port can be a simple pipe for
example, a heat exchanger, a stratified charging pipe or a direct electrical heater. The inlet and outlet
height of the ports can be specified. The TES is subdivided into N nodes and heat conduction and mass
bound heat transfer is considered, while convection is combined into an effective axial heat conductivity
λeff. For each node, the following differential equation is solved [15]: 
ρc

dT/d t = kA′loss/Vnode
 





Tnode above− Tnode+λeff/D2h  Tnode below− Tnode
+ M˙upc/Vnode
 
Tnode below− Tnode+ M˙downc/Vnode  Tnode above− Tnode , (4.21)
where ρ is the TES fluid density, c the heat capacity, k is the heat loss coefficient, A′ the heat loss area,
Vnode is the node volume, khx is the heat transfer coefficient to a possible heat exchanger, A
′ is the heat
exchanger surface, λeff is the effective axial thermal conductivity, Dh is the distance between two nodes
and M˙ is the mass flow through the TES. In this work the TES is modeled using 15 calculation nodes.
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Pipes
The CARNOT pipes are modeled as multinode models calculating the conduction heat loss through the
pipe walls to the ambient. Input parameters are the heat loss coefficient, ambient temperature, initial




dT/d t = kA′loss/Vnode
 
Tamb− Tnode+ M˙ c/Vnode  Tlastnode− Tnode
+λ/D2h
 
Tnextnode− Tnode+λ/D2h  Tlastnode− Tnode , (4.22)
where L is the pipe length [15]. The pressure drop through the pipes can also be calculated in CARNOT.
However, in this work, the pressure drop of the whole pipe network is estimated using typical specific
pressure drops from [75].
Buildings
The buildings itself are not modeled in this work because real demand data for the heat demand is avail-
able as introduced in section 4.1. The needed mass flow to supply the DHS with a supply temperature
Ts = 50 ◦C and a return temperature Ts = 35 ◦C is calculated with the demand data.
4.7 Component dimensioning
Optimal dimensions of the components in each individual scenario are determined through preliminary
studies.
Boiler: The CARNOT gas boiler is used with the default settings and a nominal power of 150kW is
chosen to accomodate the maximum needed heating power of the building cluster [70].
CHP plant: The nominal power of the CHP plant in this work is chosen depending on the TES size, and
the combination of the overall thermal power of CHP plant and HP in the CHP+Geo scenario. The
nominal power stated in table 4.6 is determined with the help of an optimization process aiming
at a minimized fossil fuel input [87].
Solar collectors: As surface area for the solar thermal collectors and the PV modules, the available
rooftop area of the building cluster is taken. An effective collector area is calculated depending
on the rooftop orientation and angle. The effective collector area is 500 m2 facing south at an
angle of 40° [70].
Heat pump: The HP nominal power is chosen according to the recommendations of the Viessmann
GmbH & Co. KG to optimize the life span of a HP and to keep the switching frequency to a
maximum of three per hour [164]. The HP dimension is dependent on the needed power and the
TES size and is chosen according to a three-hour average load of 80kW [43]. The nominal power
stated in table 4.4 and 4.6 are determined with the help of an optimization process aiming at a
minimized fossil fuel input.
VGHX: In Germany, shallow geothermal heat is often restricted to a depth of 100m [149]. A maxi-
mum depth of 96 m is taken in this work. The geothermal temperature gradient can vary between
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0.01K/m and 0.2 K/m depending on the location and geothermal conditions [68]. The tempera-
ture gradient for the investigated region is 0.0454K/m [112]. The VGHX pipes are double U-tube
pipes and the geometry is chosen depending on the HP size, to accommodate the HP with the
needed source power.
TES: The TES volume is defined in the preliminary studies and is chosen to minimize the fossil energy
input, to optimize the switching frequency as well as the CHP or HP size.
4.8 Overview of ecological and economic data
In this section an overview of the ecological and economic data is given. For the individual scenarios only
the data for the components is given, the data which results from the operation is not shown. Therefore,
the following data cannot be used to draw conclusions regarding the overall ecological and economical
efficiency. The overall results are shown in chapter 6. The derivation of the data is given in appendix A.1
and A.2.
Ecological data
In table 4.9 the GWP of natural gas and electricity is listed.
Table 4.9: GWP of natural gas and electricity.
GWP in kgCO2e/kWh Source
qgas 0.252 [93]
qel.mix year 2015 0.56 [147]
qel.mix year 2030 0.289 [166]
In table 4.10 the GWP and the C&G data for the individual scenarios is listed.
Economical data
In table 4.11 the initial investment of the individual scenarios are given. The CHP, the CHP+Geo and the
P2H scenario sell electricity to the electricity grid and are therefore entitled to an input tax reduction,
which is already included in table 4.11. The P2H scenario is entitled to an input tax reduction of 100%
for the PV modules and components [84]. Until recently the input tax reduction for CHP plants was
Table 4.10: Total cradle & grave GWP and EC&G of the different scenarios.
Scenario GWP in kgCO2e/a EC&G in kWh/a
Gas scenario 122.3 479.8
CHP scenario 1154.0 1516.8
CHP+Geo scenario 1344.2 4193.9
Geo scenario 872.2 4293.8
Solar scenario 6328.8 22 043.2
P2H scenario 10799.5 37 517.5
4.8 Overview of ecological and economic data 43
calculated dependent on the produced amount of heat and electricity [36]. This would lead to a parti-
tioning of around 75% and 35% for heat and electricity. But according to the verdict of the supreme tax
court (Bundesfinanzhof) from 16.11.2016 [19], the input tax reduction has to be calculated dependent
on the sale prices of heat and electricity, leading to a partitioning of 14% and 86% for heat and electric-
ity, which is used in this work. However, a different possibility would be the partitioning according to
the produced exergy. This approach would lead to a partitioning of approximately 20 % and 80%.
Further information regarding the economical data such as interest rate are given in the appendix ta-
bles A.9 till A.23.
Table 4.11: Scenario gross investment.
Scenario investment in €
Gas scenario 16805
CHP scenario 77464
CHP+Geo scenario 201 612
Geo scenario 223 619
Solar scenario 581 340
P2H scenario 1 062804
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5 TES exergy dependency on the reference
temperature
In this chapter the dependency of the exergy content of a TES on the reference temperature is discussed
and a method is developed to separate between exergy destruction and exergy change due to changing
reference temperature.
5.1 Exergy balance of a TES for varying reference temperatures
The exergy balance of a TES for a constant reference temperature is as follows: 
EX2− EX1=  EX in− EXout+  −EX loss− EXdestr. , (5.1)
where EX2 and EX1 are the exergy contents of the TES at the end and at beginning of the calculation,
EX in and EXout are the exergy flows in and out of the TES, EX loss is the exergy loss attributed to the heat
loss and EXdestr. is the exergy destruction due to mixing of the stratified layers, so called destratification.
However, in the following it will be shown that the exergy content of a TES is also dependent on the
reference temperature. The dependency of the exergy content of the TES on the reference temperature
and on stratification is discussed using an exemplary, simplified adiabatic TES. The TES has a volume
of 100m3, a diameter of 5.57m and five calculation nodes. The density ρw = 991.9kg/m3 and the




of water are assumed to be constant. For the following example
equation 5.1 is reduced to the change of exergy content of the TES due to exergy destruction. This
means, that the TES is adiabatic and has no incoming or outgoing flows: 
EX2− EX1=−EXdestr. (5.2)
The example is designed as a comparison of the TES at different reference temperatures and with differ-
ent TES layer temperatures as shown in figure 5.1. In every TES configuration shown in figure 5.1 the
mean temperature is always 64.6 ◦C, which means that they all have the same energy content. A base
case of a stratified TES with different temperature layers after the TES charging process at a reference
temperature of 13.0 ◦C is compared to three homogeneously mixed TES at three different reference tem-
peratures of 13.0 ◦C, 15.0 ◦C and 11.0 ◦C. Each comparison combination in figure 5.1 and in the following
description is named after the reference temperature used for the TES exergy content calculation. The
first temperature is always the base case, and the second temperature is the homogeneously mixed TES.
The base case and the combinations are described in the following:
• Base case
The base case is the left bar in each pair of bars in figure 5.1. The exergy content of each tem-




















Figure 5.1: Exergy content of a stratified (left bar) and a homogeneous mixed (right bar) TES at different
reference temperatures, but with the same mean TES temperature.
increasing temperature and therefore with increasing temperature difference between TES layer
temperature and reference temperature. This can be explained with the definition of the exergy of
heat in equation 3.2. The exergy content of the layers in the stratified TES range from 45kWh at
48 ◦C to 155 kWh at 80 ◦C and the overall exergy content is 500kWh.
• 13.0 ◦C/13.0 ◦C
In the combination 13.0 ◦C/13.0 ◦C the exergy content of the stratified base case is compared to
the exergy content of the homogeneously mixed TES also at a reference temperature of 13.0 ◦C.
The difference to the base case is the mixing of the temperature layers from the base case to
the homogeneously mixed TES. The exergy content of the homogeneously mixed TES is 20kWh
lower than the exergy content of the base case. This is due to the exergy destruction which occurs
during the destratification of the TES temperature layers. In this case this means that the exergy
destruction EXdestr. in equation 5.1 is 20 kWh.
• 13.0 ◦C/15.0 ◦C
In the combination 13.0 ◦C/15.0 ◦C the exergy content of the stratified base case is compared to the
exergy content of the homogeneously mixed TES at an increased reference temperature of 15.0 ◦C.
The difference to the base case is the mixing of the temperature layers from the base case to the
homogeneously mixed TES and the increase of the reference temperature by 2.0 ◦C. The exergy
content of the homogeneously mixed TES is only 440 kWh and thus lower than that of the base
case as well as of the homogeneously mixed TES in the 13.0 ◦C/13.0 ◦C combination. The exergy
content of the homogeneously mixed TES at a reference temperature of 15.0 ◦C is lower due to
two factors. The first one being the above described exergy destruction due to destratification.
The second factor is the change of the reference temperature, which is increased by 2.0 ◦C. The
reference temperature increase leads to an even further decrease of exergy content compared to
the 13.0 ◦C/13.0 ◦C combination. This is due to the definition of the “Carnot-Factor” in equation 3.2
which involves the ratio of the reference temperature and the system temperature.
• 13.0 ◦C/11.0 ◦C
In the combination 13.0 ◦C/11.0 ◦C the exergy content of the stratified base case is compared to the
exergy content of the homogeneously mixed TES at a decreased reference temperature of 11.0 ◦C.
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The difference to the base case is the mixing of the temperature layers from the base case to the
homogeneously mixed TES and the decrease of the reference temperature by 2.0 ◦C. At 520kWh
the exergy content is the highest of all four discussed TES. Even though exergy is destroyed during
destratification, the overall exergy content is increased due to the reference temperature decrease
of 2.0 ◦C. According to equation 3.2 a temperature difference increase between system temperature
and reference temperature leads to an exergy increase. In this case, the increase in exergy con-
tent, due to lowering the reference temperature, is higher than the exergy decrease due to exergy
destruction, which leads to an overall exergy increase.
The example shown in figure 5.1 exemplifies that a stratified TES has a higher exergy content than a ho-
mogeneously mixed TES for the same mean TES temperature and reference temperature. Furthermore,
the influence of a changing reference temperature on the exergy content of a TES cannot be neglected.
Since the current surrounding air is chosen as reference environment in this work as discussed in sec-
tion 3.1.2, the influence of a changing reference temperature on the exergy content of a TES is addressed
below.
5.2 Method development for the separation of exergy destruction and exergy change
In figure 5.1 it is shown that the exergy content of a TES not only depends on the input and output
flow, the exergy loss and the exergy destruction as introduced in equation 5.1, but also on the reference
temperature. This means that equation 5.1 is only valid for a fixed reference temperature. However, the
reference temperature between charging and discharging the TES can change. This is especially signifi-
cant for seasonal TES. Therefore, equation 5.1 should be changed to include a term which expresses the
change of exergy of TES due to a changing reference temperature. To the author’s knowledge this has
not been done before and is a new approach.
The change of the exergy content due to a changing reference temperature will be called “exergy change”
or EX∆Tref in this work.
In figure 5.1, no heat loss or in and out going exergy flows are considered. During the actual operation
of a TES, in- and outgoing exergy flows, exergy loss, exergy destruction and exergy change can occur
at the same time, making it difficult to differentiate between exergy destruction and exergy change. In
general, the exergy destruction is calculated with equation 5.1 and hence includes the exergy change as
well, combined called EXcomb.var . In order to separate the two, the following approach is chosen.
Exergy change does not occur when using a fixed reference temperature. The TES exergy balance for a
fixed reference temperature and the standard TES exergy balance for a variable reference temperature
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EX invar − EXoutvar

+
−EX lossvar − EXcomb.var . (5.4)
In the chosen approach, the exergy destruction EXdestr.fix is calculated with equation 5.3. This exergy
destruction is then used as the exergy destruction EXdestr.var for the system with a varying reference
temperature EXdestr.fix = EXdestr.var . The exergy change EX∆Tref is calculated as the difference between
EXcomb.var and EXdestr.fix:







(a) TES with combined exergy destruction and exergy








(b) TES with separated exergy destruction and exergy
change .
Figure 5.2: Visualization of the concept of exergy change on a TES using two exergy flow diagrams of the
same TES at the same conditions, but with different reference temperatures.
EX∆Tref = EXcomb.var − EXdestr.fix (5.5)





EX invar − EXoutvar

+
−EX lossvar − EXdestr.fix + EX∆Tref , (5.6)
which now differentiates between exergy destruction and exergy change. In this work, the undisturbed
ground temperature is taken as a fixed reference temperature of Tref,fix = 13.0 ◦C.
In order to show the results of equation 5.4 and equation 5.6, two exergy flow diagrams are shown in
figure 5.2. Here, the exergy flow diagrams of the TES from the Solar scenario, which is introduced in
section 4.4.5 are shown. The calculation is carried out for a whole year, with the corresponding changing
reference temperature.
In figure 5.2a the exergy flow diagram of a TES, which is calculated with equation 5.4 and a varying
reference temperature, is shown. The exergy content of the TES is the same at the start and the end of
the calculation, EX2var = EX1var . The input is EX invar = 14.6 MW and the output of the TES is EXoutvar =
6.5MW. The exergy loss due to heat loss is EX lossvar = 10.1MW. But instead of exergy destruction
EXdestr.var decreasing the exergy content of the TES, there is an additional input of EXcomb.var = 2.0 MW
into the system. This is due to the exergy change which is not separated from the exergy destruction yet
and leads to an increase of the exergy content of the TES over the simulation time.
In contrast, figure 5.2b shows the exergy flow diagram of the same TES, but the exergy is calculated with
equation 5.6. EX invar , EXoutvar and EX lossvar are the same as in figure 5.2a, but the EXcomb.var is now split
into EXdestr.fix = 0.4MW and the new introduced exergy change due to changing reference temperature
EX∆Tref = 2.4 MW, thereby differentiating between actual exergy destruction and exergy change due to
changing reference temperature.
The exergy change EX∆Tref can have a positive and a negative value as seen in figure 5.1. If the exergy
change has a positive value, the TES was charged with low exergy heat, but discharged at a time when
its exergy value was higher, due to a lower reference temperature.
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6 Results
In this chapter the results of this work are presented. First, the results of the individual scenarios are
discussed followed by a comparison of all scenarios. For all scenarios a supply and return temperature
of Ts = 50 ◦C and Tr = 35 ◦C is chosen and the heat loss coefficient for all TES is set to k = 0.6 W/(m2K)
[70]. A detailed description of the scenarios is given in section 4.4 and information regarding the used
components and their dimensioning can be found in table 4.3 till 4.8.
6.1 Scenario Results
In this section results of the individual heat supply scenarios are given and different configurations are
discussed for certain scenarios. For each scenario an energy and exergy flow diagram is presented. The
color scheme valid for the flow diagrams is given in table 6.1.
Table 6.1: General color scheme for energy and exergy flow diagrams.
Color Meaning Color Meaning Color Meaning
= Fossil energy = Renewable energy = Heat
= Electricity = Loss/destruction = Heat demand
= Electricity demand = Net electricity = Compensated grid electricity
The thickness of the individual flow diagram sections is directly proportional to their value in MWh and
the scale is the same for every flow diagram, making them directly comparable to each other. During
exergy conversion processes, exergy loss due to heat loss and exergy destruction due to energy conversion
is shown combined as exergy loss. This simplifies the diagrams, but does not change the result in the
overall exergy decrease due to energy conversion. The exergy destruction due to mixing in the mixing
valves is not shown individually, but combined with the exergy losses of the pipes, which is another
simplification.
6.1.1 Gas scenario
For the Gas scenario different supply and return temperatures are investigated to show the influence
of changing temperature levels. In figure 6.1 the pipe losses of the DHS are displayed for different
supply and return temperatures. The energy losses increase from 27MWh to 57 MWh, or an average of
0.8MWh/(K) with increasing supply and return temperature, while the exergy losses range from 3 MWh
to 12MWh.
Compared to the base case with a supply temperature Ts = 90 ◦C, the pipe losses are cut in half, for
Ts = 50 ◦C. Therefore, the supply temperature is set to Ts = 50 ◦C for all scenarios. Not only can the pipe
losses be decreased for lower network temperatures, lower network temperatures also enable renewable
energy sources, such as geothermal heat combined with a HP, to feed into the DHS.
In figure 6.2 the energy flow diagram of the Gas scenario is shown with the corresponding data listed in
table 6.2. The Gas scenario flow diagram consists of two segments. The heat segment supplied by the
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Figure 6.1: Gas scenario district pipe losses for increasing supply and return temperatures.
boiler and the electricity segment supplied by the electricity grid. The only interaction between the two
is the electricity for the district pump. The largest energy input is the natural gas for the boiler (I), while
the largest energy loss occurs during the primary energy conversion (c). The energy flow diagram shows
the straightforward design of the Gas scenario with little energy losses in the heat segment, but also the
high overall fossil energy input. The electricity segment is split into the electricity demand (B) and the















Figure 6.2: Gas scenario energy flow diagram on an annual basis.
In figure 6.3 the exergy flow diagram of the Gas scenario is shown with the corresponding data listed
in table 6.3. Compared to the energy flow diagram in figure 6.2, several differences stand out. One is
the high exergy loss of the boiler (a) which is by far the largest loss of the system. This is due to the
low exergy efficiency of the boiler. While the energy efficiency ηboiler is 95%, the exergy efficiency ψboiler
is only 11%. Another difference is that the heat segment is much thinner in the exergy flow diagram
than in the energy flow diagram. In section 3.1.1, the system boundary was chosen so that room heating
at 20 ◦C and DHW at 40 ◦C is defined as useful output. This useful output has a low exergy content.
Thus the heat segment in figure 6.3 is thinner compared to the segment in figure 6.2. A third difference
is the additional loss indicator (c) in the heat segment right before the room demand (A). This is the
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Table 6.2: Labeling of the Gas scenario energy flow diagram in figure 6.2.
Number Description MWh Number Description MWh
= I Natural gas 305.6 = a Boiler loss 14.6
= II Renewable energy 56.9 = b DHS pipe loss 31.0
= III Fossil energy 180.4 = c Primary conversion loss 103.5
= 1 Boiler to DHS 291.0 = A Heat demand 263.7
= 2 Grid electricity 133.8 = B Electricity demand 59.4
= 3 District pump 3.7 = C Compensated grid electricity 70.7
exergy destruction which occurs when the supplied heat is cooled down from around 50 ◦C to the room
heating demand at 20 ◦C. The electricity segment is rather unchanged due to the similar energy and
exergy efficiencies, as introduced in section 3.1.4, and because the energy content of electricity is equal
to its exergy content, as introduced in section 3.1.3. Looking at the exergy flow diagram, the design of
the Gas scenario is still straightforward, but the heat segment shows high losses, indicating that the Gas

















Figure 6.3: Gas scenario exergy flow diagram on an annual basis.
6.1.2 Combined heat and power scenario
In figure 6.4 an overview of the results of the CHP scenario is shown for different TES volumes. In order
to make the results for the individual TES volumes comparable, the compensated grid electricity is con-
sidered. The useful output is kept constant for the different TES volumes, as introduced in section 3.1.5.
It is not shown in the graph, but the electricity fed into the electricity grid increases with increasing
TES volume while the compensated grid electricity decreases at the same rate. The total energy input
increases with increasing TES volume from 540 MWh at 10m3 to almost 700 MWh at 3600m3. The total
energy input includes the primary energy needed to produce the compensated grid electricity. At the
same rate, the TES losses increase from 4 MWh to almost 190 MWh. However, the electrical and thermal
output do not increase at the same rate, but rather seem to stay constant after a TES volume of 2250 m3.
This demonstrates that after a TES volume of 2250 m3 the CHP running-time cannot be increased further,
only the losses increase. The reason that the overall energy input still increases after a TES volume of
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Table 6.3: Labeling of the Gas scenario exergy flow diagram in figure 6.3.
Number Description MWh Number Description MWh
= I Natural gas 317.9 = b DHS pipe loss 7.1
= II Renewable energy 57.7 = c Primary conversion loss 106.9
= III Fossil energy 183.0 = d HTS exergy destruction 16.6
= 1 Boiler to DHS 34.0 = A Heat demand 14.0
= 2 Grid electricity 133.8 = B Electricity demand 59.4
= 3 District pump 3.7 = C Compensated grid electricity 70.7
= a Boiler loss 283.9
2250m3 is that the increasing heat losses of the TES have to be made up for by the backup gas boiler.
Even though the CHP plant can produce more electricity with increasing TES volume up to a TES vol-
ume of 2250m3, the TES losses are higher than the benefit. This is illustrated by the decreasing energy
efficiency with increasing TES volume. The energy efficiency ηCHP decreases from 80% at 10m
3 to 62%
at 3600 m3. The exergy efficiency ψCHP also decreases from 33 % to 27% with increasing TES volume.
These results show that in this setting a larger TES has no overall advantage even though the electricity
output can be increased up to a certain point. It is not shown here, but even for a TES with a smaller
heat loss coefficient, a small TES leads to the highest energy and exergy efficiency. For the comparison
with the other scenarios the CHP system with a TES volume of 10m3 is chosen.
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Figure 6.4: CHP scenario result overview showing the performance for different TES volumes.
In figure 6.5 the energy flow diagram of the CHP scenario is shown with the corresponding data listed
in table 6.4. Here, two heat and two electricity segments exist. The heat is supplied by both boiler and
CHP, with the CHP having the biggest share of heat supply. The largest energy loss occurs within the DHS
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Table 6.4: Labeling of the CHP scenario energy flow diagram in figure 6.5.
Number Description MWh Number Description MWh
= I Natural gas 431.3 = 10 Total electricity 133.8
= II Renewable energy 9.6 = 11 District pump 3.7
= III Fossil energy 30.6 = a CHP loss 17.1
= 1 CHP input 352.0 = b CHP to TES loss 2.3
= 2 Boiler input 79.3 = c TES loss 4.5
= 3 Boiler to DHS 75.5 = d Boiler loss 3.8
= 4 CHP to TES 221.5 = e DHS pipe loss 32.5
= 5 TES to DHS 217.0 = f Primary conversion loss 17.5
= 6 Total to DHS 292.5 = A Heat demand 263.7
= 7 CHP pump 2.3 = B Electricity demand 59.4
= 8 CHP electricity 111.1 = C Net electricity 70.7
= 9 Grid electricity 22.7
pipes (e) and the TES loss (c) is rather small at 4.5MWh compared to the energy input (4) of 220MWh.
The electricity segment is supplied by the CHP (8) and the electricity grid (9), with the CHP having the
biggest share again. The absolute losses in the primary conversion (f) and the CHP (a) are similar, but
the electricity produced by the CHP is five times the amount of grid electricity, showing the higher overall
efficiency of the CHP compared to the electricity grid. The net electricity output (C) is the base line for



























Figure 6.5: CHP scenario energy flow diagram on an annual basis.
In figure 6.6 the exergy flow diagram of the CHP scenario is shown with the corresponding data listed in
table 6.5. Noticeable are the high exergy losses of the boiler (e) and the CHP (a). On the heat segment
in the TES the exergy change (*) is separated from the exergy destruction (c) and the exergy loss (d)
as introduced in section 5.2. The exergy destruction at the HTS (g) is higher than the exergy loss in the
district pipes (f). The exergy loss (a) of the CHP is higher than its output, indicating that the CHP has a
lower overall exergy efficiency than the electricity grid.




























Figure 6.6: CHP scenario exergy flow diagram on an annual basis.
Table 6.5: Labeling of the CHP scenario exergy flow diagram in figure 6.6.
Number Description MWh Number Description MWh
= I Natural gas 448.5 = 10 Total electricity 133.8
= II Renewable energy 9.8 = 11 District pump 3.7
= III Fossil energy 30.9 = a CHP loss 224.3
= 1 CHP input 366.0 = b CHP to TES loss 2.3
= 2 Boiler input 82.5 = c TES exergy destruction 3.1
= 3 Boiler to DHS 11.5 = d TES loss 0.5
= 4 CHP to TES 28.2 = e Boiler loss 71.0
= 5 TES to DHS 24.7 = f DHS pipe loss 8.8
= 6 Total to DHS 36.2 = g HTS exergy destruction 17.1
= * Exergy change 0.1 = h Primary conversion loss 18.0
= 7 CHP pump 2.3 = A Heat demand 14.0
= 8 CHP electricity 111.1 = B Electricity demand 59.4
= 9 Grid electricity 22.7 = C Net electricity 70.7
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Table 6.6: Labeling of the Geo scenario energy flow diagram in figure 6.7.
Number Description MWh Number Description MWh
= I Geothermal heat 235.6 = a Primary loop loss 2.8
= II Renewable energy 93.2 = b HP loss 9.2
= III Fossil energy 295.7 = c Secondary loop loss 0.4
= 1 HP to TES 308.6 = d TES loss 16.4
= 2 TES to DHS 292.2 = e DHS pipe loss 32.2
= 3 Grid electricity 219.2 = f Primary conversion loss 169.7
= 4 Primary loop pump 2.8 = A Heat demand 263.7
= 5 HP electricity 82.2 = B Electricity demand 59.4
= 6 Secondary loop pump 0.4 = C Compensated grid electricity 70.7
= 7 District pump 3.7
6.1.3 Geothermal scenario
In figure 6.7 the energy flow diagram of the Geo scenario is shown with the corresponding data listed
in table 6.6. The Geo scenario only has one heat and one electricity segment. The largest energy loss
occurs during the primary energy conversion (f) and the combined renewable energy input (I and II) is
larger than the fossil energy input (III). Comparing the energy flow diagram of the Geo scenario to the
energy flow diagram of the CHP+Geo scenario in figure 6.12 a difference in the electricity demand of
the primary loop pump (4/8) is noticeable. This is due to different temperature spreads between the
supply and return temperature of the primary loop for the two scenarios as introduced in section 4.4.
The smaller temperature difference for the CHP+Geo scenario leads to a higher primary pump electricity
demand, but the HP can save energy because of a smaller necessary temperature lift which makes this
setting advantageous for the CHP+Geo scenario. In the Geo scenario however, a bigger temperature
difference between the supply and return in the primary loop leads to a better performance, because the



















Figure 6.7: Geo scenario energy flow diagram on an annual basis.
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Table 6.7: Labeling of the Geo scenario exergy flow diagram in figure 6.8.
Number Description MWh Number Description MWh
= I Geothermal heat 6.0 = b Primary loop loss 2.8
= II Renewable energy 94.5 = c HP loss 45.5
= III Fossil energy 300.0 = d Secondary loop loss 0.4
= 1 HP to TES 39.9 = e TES exergy destruction 1.6
= 2 TES to DHS 36.2 = f TES loss 2.2
= * Exergy change 0.1 = g DHS pipe loss 9.3
= 3 Grid electricity 219.2 = h HTS exergy destruction 16.6
= 4 Primary loop pump 2.8 = i Primary conversion loss 175.3
= 5 HP electricity 82.2 = A Heat demand 14.0
= 6 Secondary loop pump 0.4 = B Electricity demand 59.4
= 7 District pump 3.7 = C Compensated grid electricity 70.7
= a VGHX exergy destruction 2.8
In figure 6.8 the exergy flow diagram of the Geo scenario is shown with the corresponding data listed in
table 6.7. Again, the geothermal heat input (I) is low exergy and exergy is destroyed in the VGHX. The
HP shows a great exergy loss during the process, while the exergy change (*), the exergy destruction (e)





















Figure 6.8: Geo scenario exergy flow diagram on an annual basis.
6.1.4 Combined heat and power and geothermal scenario
For the CHP+Geo scenario the share of geothermal HP power on the overall heat production capacity
has been varied. The share of geothermal HP power is defined as the ratio of the nominal power of
the HP and the nominal power of the CHP and the HP combined, Share o f geothermal HP power =
PHP/(PCHP+ PHP). Due to the specific HP and CHP combinations, the share is in odd numbers and not in
even percentages. 0% means that there is no HP installed in the scenario and 100 % means that it is a
scenario without running a CHP. In table 6.8 the nominal power of the used HP and CHP are listed.
The energy supply and demand for the CHP+Geo scenario is depicted in figure 6.9. On the useful output
or demand side the heat and electricity demands stay constant, whereas the compensated grid electricity
increases at the same rate the electricity fed into the electricity grid decreases. The overall useful elec-
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Table 6.8: Composition of the share of geothermal energy.
0.0% 19.4% 42.5% 68.0 % 100.0 %
HP power in kW 0.0 14.0 [153] 28.8 [153] 42.8 [153] 56.1 [155]
CHP power in kW 79.0 [128] 58.0 [89] 39.0 [156] 20.1 [157] 0.0
tricity output therefore stays constant, as explained in section 3.1.5. On the supply side the total fossil
energy input decreases with increasing geothermal share, because the input of natural gas decreases. At
the same time, the input of grid electricity increases. This is due to the decreasing electricity production
of the CHP and the increasing need for electricity for the HP and for the compensated grid electricity.
The input of renewable energy also increases, both through grid electricity and in form of geothermal
heat, so that overall the energy input increases.





















Figure 6.9: CHP+Geo scenario energy input and output for an increasing share of geothermal HP power.
The same development for increasing geothermal share is found in figure 6.10, where the exergy input
and output of the CHP+Geo scenario is shown. Again, the useful output stays constant, but here the
exergy content of the heat demand is lower compared to figure 6.9 because the exergy demand of room
heating at 20 ◦C is much lower than its energy demand. The overall exergy input decreases because of
the low exergy content of geothermal heat. However, for a share of 42.5 % and 68%, the exergy input
is the same due to a lower seasonal performance factor of the HP in combination with a lower electrical
efficiency of the CHP plant for the HP and CHP combination for a share of 68 %.
The energy and exergy efficiencies of the CHP+Geo scenario are shown in figure 6.11. In accordance
with figure 6.9 and 6.10, the energy efficiency decreases with increasing geothermal share, while the
exergy efficiency increases. Energy-wise the system without HP would be the most efficient, while
exergy-wise it would be the other way round. Since the two cases with 0% and 100 % HP are al-
ready included in the CHP scenario and the Geo scenario, one of the three remaining cases will be
compared to the other scenarios. Due to its low fossil energy input, the CHP+Geo scenario with a share
of geothermal energy of 68% is chosen.
In figure 6.12 the energy flow diagram of the CHP+Geo scenario is displayed with the corresponding
data listed in table 6.9. Again, two heat and two electricity segments exist. The heat is supplied by
the CHP and the geothermal HP, while the electricity segment is fed by the CHP and the electricity grid.
6.1 Scenario Results 57
























Figure 6.10: CHP+Geo scenario exergy input and output for an increasing share of geothermal HP power.















Figure 6.11: CHP+Geo scenario efficiency for an increasing share of geothermal HP power.
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Table 6.9: Labeling of the CHP+Geo scenario energy flow diagram in figure 6.12.
Number Description MWh Number Description MWh
= I Natural gas 190.8 = 11 Secondary loop pump 0.1
= II Geothermal heat 139.4 = 12 District pump 3.7
= III Renewable energy 61.8 = a CHP loss 9.4
= IV Fossil energy 196.3 = b CHP to TES loss 2.3
= 1 CHP to TES 127.5 = c Primary loop loss 12.2
= 2 HP to TES 187.0 = d HP loss 3.4
= 3 Total to TES 314.6 = e Secondary loop loss 0.1
= 4 TES to DHS 291.6 = f TES loss 23.0
= 5 CHP pump 2.3 = g DHS pipe loss 31.6
= 6 CHP electricity 51.6 = h Primary conversion loss 112.5
= 7 Grid electricity 145.6 = A Heat demand 263.7
= 8 Primary loop pump 12.2 = B Electricity demand 59.4
= 9 HP electricity 51.1 = C Net electricity 6.2
= 10 Total electricity 197.2 = D Compensated grid electricity 64.5
The amount of grid electricity (7) is higher than for the CHP scenario in figure 6.5, because the CHP
does not produce as much electricity (6). This is because of the geothermal HP, which supplies 60 % of
the heat (2) and in turn reduces the CHP running-time and installed capacity. The highest energy loss
occurs in the primary energy conversion (h), followed by the DHS pipe loss (g) and the TES loss (f).
The CHP scenario net electricity is taken as a base line for the electricity which has to be fed into the
electricity grid. Since the CHP plant in the CHP+Geo scenario does not produce as much electricity as
the CHP scenario, its useful electricity output is split into electricity demand (B), net electricity (C) and































Figure 6.12: CHP+Geo scenario energy flow diagram on an annual basis.
In figure 6.13 the exergy flow diagram of the CHP+Geo scenario is shown with the corresponding data
listed in table 6.10. The geothermal heat input (II) is much smaller in terms of exergy compared to
its energy content shown in figure 6.12. Since the temperature of the geothermal heat is very close
to the reference temperature, its exergy content is low, indicating that geothermal systems are low ex-
ergy sources. In the VGHX, exergy destruction (c) occurs during the heat transfer from the surrounding
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Table 6.10: Labeling of the CHP+Geo scenario exergy flow diagram in figure 6.13.
Number Description MWh Number Description MWh
= I Natural gas 198.4 = 12 District pump 3.7
= II Geothermal heat 4.2 = a CHP loss 128.3
= III Renewable energy 62.7 = b CHP to TES loss 2.3
= IV Fossil energy 199.1 = c VGHX exergy destruction 1.0
= 1 CHP to TES 16.2 = d Primary loop loss 12.2
= 2 HP to TES 24.5 = e HP loss 29.8
= 3 Total to TES 40.7 = f Secondary loop loss 0.1
= 4 TES to DHS 36.0 = g TES loss 2.8
= * Exergy change 0.01 = h TES exergy destruction 1.9
= 5 CHP pump 2.3 = i DHS pipe loss 9.1
= 6 CHP electricity 51.6 = j HTS exergy destruction 16.6
= 7 Grid electricity 145.6 = k Primary conversion loss 116.2
= 8 Primary loop pump 12.2 = A Heat demand 14.0
= 9 HP electricity 51.1 = B Electricity demand 59.4
= 10 Total electricity 197.2 = C Net electricity 6.2
= 11 Secondary loop pump 0.1 = D Compensated grid electricity 64.5
ground into the heat transfer fluid of the VGHX. The highest exergy loss occurs at the CHP (a) followed
by the primary energy conversion loss (k). Again the TES shows the exergy change (*) as input sepa-
rated from the exergy destruction (h) and the exergy loss (g). Compared to the energy flow diagram in


































Figure 6.13: CHP+Geo scenario exergy flow diagram on an annual basis.
6.1.5 Solar scenario
In figure 6.14 the results of the Solar scenario are depicted for different TES volumes. The input of
renewable energy increases from 145MWh at a TES volume of 25 m3 to 275 MWh at 4000m3. In the
beginning a very steep increase takes place due to two factors. The first one is, that for smaller TES
the percentage of increased volume per increased TES cubic meter is higher than for larger TES. The
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second factor is the constant solar thermal collector size, which will eventually lead to a saturation of
possible renewable input. The total fossil fuel input is not to be confused with the CED. The CED of
the Solar scenario will be demonstrated in section 6.2. The total fossil fuel input has a different trend
curve than the renewable energy input. It decreases slightly at the beginning to a minimum of 420 MWh
at a TES volume of 800 m3 and increases again afterwards due to increasing heat losses and decreasing
TES temperatures. The solar fraction κSolar has an opposite trend compared to the fossil energy input.
It increases for small TES volumes and has a slight maximum of 22 % also at 800 m3 and decreases
afterwards with increasing TES volume. The exergy efficiency ψSolar is rather constant at 28% and
decreases only slightly with increasing TES volume. The energy efficiency ηSolar decreases from 69%
at a TES volume of 25m3 to 55% at 4000 m3. It is the highest for small TES volumes, because the
sum of fossil and renewable input is the smallest there. However, since one of the target figures is the
minimization of fossil energy input, a TES volume of 800 m3 is chosen for the comparison of the Solar
scenario.








































Figure 6.14: Solar scenario result overview showing the performance for different TES volumes.
In figure 6.15 the energy flow diagram of the Solar scenario is shown with the corresponding data listed
in table 6.11. There are two heat segments, one supplied by the solar thermal collectors and the other by
the boiler. The TES shows a large energy loss (c) due to the long seasonal storage period, which results
in the boiler having the larger share of the heat supply (4). Since the transformation from solar radiation
to heat is outside the system boundary, no energy losses occur in the solar thermal collectors.
In figure 6.16 the exergy flow diagram of the Solar scenario is shown with the corresponding data listed
in table 6.12. Similar to geothermal heat, the exergy content of hot water (II) is low compared to its
energy content. The boiler still has the highest share of the heat supply, but it also has the highest exergy
loss (a), showing its low exergy efficiency. The exergy destruction of the HTS (f) is higher than the DHS
pipe loss (e)m and the TES loss (d). The exergy change (*) is separated from the exergy destruction (c)
and serves as an exergy input.

























Figure 6.15: Solar scenario energy flow diagram on an annual basis.
Table 6.11: Labeling of the Solar scenario energy flow diagram in figure 6.15.
Number Description MWh Number Description MWh
= I Natural gas 237.6 = 7 District pump 3.7
= II Solar heat 160.9 = a Boiler loss 11.4
= III Renewable energy 57.4 = b Solar pipe loss 18.5
= IV Fossil energy 182.3 = c TES loss 79.4
= 1 Boiler to DHS 226.2 = d DHS pipe loss 30.6
= 2 Solar to TES 143.8 = e Primary conversion loss 104.5
= 3 TES to DHS 64.4 = A Heat demand 263.7
= 4 Total to DHS 290.6 = B Electricity demand 59.4
= 5 Grid electricity 135.2 = C Compensated grid electricity 70.7




























Figure 6.16: Solar scenario exergy flow diagram on an annual basis.
Table 6.12: Labeling of the Solar scenario exergy flow diagram in figure 6.16.
Number Description MWh Number Description MWh
= I Natural gas 247.1 = 7 District pump 3.7
= II Solar heat 16.4 = a Boiler loss 218.8
= III Renewable energy 58.3 = b Solar pipe loss 3.2
= IV Fossil energy 184.8 = c TES exergy destruction 0.4
= 1 Boiler to DHS 28.3 = d TES loss 10.1
= 2 Solar to TES 14.6 = e DHS pipe loss 7.1
= 3 TES to DHS 6.5 = f HTS exergy destruction 17.4
= 4 Total to DHS 34.8 = g Primary conversion loss 107.9
= * Exergy change 2.4 = A Heat demand 14.0
= 5 Grid electricity 135.2 = B Electricity demand 59.4
= 6 Solar pump 1.4 = C Compensated grid electricity 70.7
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6.1.6 Power to heat scenario
In figure 6.17 the energy flow diagram of the P2H scenario is shown with the corresponding data listed
in table 6.13. The energy flow diagram consists of two heat and two electricity segments. The heat is
supplied by an air source HP (I) and a ground source HP (II). The electricity is drawn from the electricity
grid and the PV modules (III). The air HP supplies the seasonal TES and the buffer TES (2). The seasonal
TES shows a large energy loss (c), while the buffer TES energy loss (h) is rather small. The purpose of
this scenario is the use of the PV electricity for heat generation. Therefore, the high energy losses are
accepted to bridge the time gap between heat generation in summer, to heat use during the heating
period. The highest loss occurs, again, during the primary energy conversion (j). The ground source HP
only supplies the buffer TES. The control mechanism between the two HP and the two TES is introduced
in section 4.4.6. The transformation from solar radiation into electricity is outside the system boundary



































Figure 6.17: P2H scenario energy flow diagram on an annual basis.
In figure 6.18 the exergy flow diagram of the P2H scenario is shown with the corresponding data listed in
table 6.14. The two HP show large exergy losses (a and h), while the two TES both have exergy change
as input (+ and *). The input into the air HP is non existent as the outside air is taken as reference
environment and therefore the air input does not have an exergy content. The exergy of the geothermal
heat (I) is low and exergy is destroyed in the VGHX (f).
6.2 Scenario comparison
In this section the results of the individual scenarios are compared to each other.
6.2.1 Results of the comparison
The results are compared regarding energy, exergy, ecological and economical efficiency.
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Table 6.13: Labeling of the P2H scenario energy flow diagram in figure 6.17.
Number Description MWh Number Description MWh
= I Outside air heat 80.9 = 13 TES pump 0.06
= II Geothermal heat 199.5 = 14 District pump 3.7
= III PV electricity 69.0 = a Air HP loss 1.7
= IV Renewable energy 77.4 = b Air HP to TES loss 0.5
= V Fossil energy 245.6 = c Seasonal TES loss 72.5
= 1 Air HP to TES 121.9 = d Seasonal TES to buffer TES loss 0.06
= 2 Air HP to buffer TES 28.5 = e Primary loop loss 3.0
= 3 Seasonal TES to buffer TES 20.9 = f HP loss 7.5
= 4 HP to buffer TES 262.8 = g Secondary loop loss 0.3
= 5 Total to buffer TES 312.2 = h Buffer TES loss 20.0
= 6 Buffer TES to DHS 292.2 = i DHS pipe loss 32.2
= 7 Air/water pump 0.5 = j Primary conversion loss 140.9
= 8 Total electricity 251.1 = A Heat demand 263.7
= 9 Air HP electricity 43.2 = B Electricity demand 59.4
= 10 Primary loop pump 3.0 = C Net electricity 8.5
= 11 HP electricity 70.8 = D Compensated grid electricity 62.2








































Figure 6.18: P2H scenario exergy flow diagram on an annual basis.
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Table 6.14: Labeling of the P2H scenario exergy flow diagram in figure 6.18.
Number Description MWh Number Description MWh
= I Geothermal heat 6.4 = 14 District pump 3.7
= II PV electricity 69.0 = a Air HP loss 31.1
= III Renewable energy 78.5 = b Air HP to TES loss 0.5
= IV Fossil energy 249.2 = c Seasonal TES exergy destruction 4.3
= 1 Air HP to TES 11.6 = d Seasonal TES loss 3.9
= 2 Air HP to buffer TES 2.7 = e Seasonal TES to buffer TES loss 0.06
= 3 Seasonal TES to buffer TES 2.3 = f VGHX exergy destruction 4.2
= 4 HP to buffer TES 35.9 = g Primary loop loss 3.0
= 5 Total to buffer TES 40.9 = h HP loss 37.1
= 6 Buffer TES to DHS 35.8 = i Secondary loop loss 0.3
= + Exergy change seasonal TES 1.6 = j Buffer TES exergy destruction 4.5
= * Exergy change buffer TES 1.9 = k Buffer TES loss 2.5
= 7 Air/water pump 0.5 = l DHS pipe loss 9.0
= 8 Total electricity 251.1 = m HTS exergy destruction 16.5
= 9 Air HP electricity 43.2 = n Primary conversion loss 145.6
= 10 Primary loop pump 3.0 = A Heat demand 14.0
= 11 HP electricity 70.8 = B Electricity demand 59.4
= 12 Secondary loop pump 0.3 = C Net electricity 8.5
= 13 TES pump 0.06 = D Compensated grid electricity 62.2
Energy
In figure 6.19 the energy input and output of the individual scenarios are shown. On the input side the
cumulative energy demand CED is shown, subdivided into fossil energy, renewable energy, grid electric-
ity and C&G energy. On the output side the energy is subdivided into heat demand, electricity demand,
net electricity which is the excess electricity fed into the grid, and the compensated grid electricity as in-
troduced in section 3.1.5. The energy output is kept constant at 390 MWh in order to make the different
scenarios comparable. Therefore, the compensated grid electricity increases at the same rate as the net
electricity decreases.
The Gas scenario has the highest fossil fuel input in form of natural gas and grid electricity. The CHP
scenario has the lowest overall energy input and also the lowest grid electricity input, but the highest
fossil fuel input in form of natural gas. It also produces the most net electricity with 70 MWh and sets
the standard the compensated grid electricity has to meet in the other scenarios. The CHP+Geo scenario
has a higher share of renewable energies and grid electricity and a lower natural gas input than the CHP
scenario. The Geo scenario only has fossil fuel input in form of grid electricity, but of all scenarios the
highest share of grid electricity. The Solar scenario has a lower natural gas input than the Gas and the
CHP scenario. The input of C&G energy is significant, mainly because of the seasonal TES and the solar
thermal collectors, as displayed in table A.7. The P2H scenario has the highest overall energy input of
710MWh and the highest renewable energy input, but also the lowest fossil fuel input with 280MWh.
In the P2H scenario a lot of components are needed, which leads to a substantial amount of C&G energy,
as listed in table A.8.

































Figure 6.19: Energy input and output for the different scenarios.
same time, the P2H has the lowest fossil energy input and the Gas scenario the highest. The Geo scenario
also has a low fossil energy input, but as well as the P2H a high grid electricity dependency. The C&G
energy is only significant for the Solar and the P2H scenario, because of their large TES and their solar
thermal collectors and PV modules, respectively. More detailed information regarding the individual
C&G energies for each scenario is given in the appendix in tables A.3 till A.8.
Exergy
In figure 6.20 the exergy input and output of the individual scenarios are shown. The division is the
same as in figure 6.19 with the input and output separated. However, the constant output is only at
140MWh, because the exergy content of the heat demand is much lower than its energy content. The
electricity output stays the same as in figure 6.19, because the energy content of electricity is equal to
its exergy content. On the input side the fossil input almost stays the same as in figure 6.19, while the
renewable input decreases because the exergy input in form of geothermal heat and solar thermal water
is low. This leads to a different result regarding the input compared to figure 6.19. The Gas scenario has
the highest exergy input of 550MWh, while the Geo scenario has the lowest exergy input of 390MWh.
The P2H scenario also has a low overall exergy input. The exergy needed for cradle & grave is not known
and therefore not displayed here. As seen in figure 6.19 this amount can be significant for the Solar and
the P2H scenario and could lead to a higher overall exergy input.
Overall, the result is different from the energy analysis result in figure 6.19. The scenarios with com-
bustion based heat generation systems have a higher exergy input than the two with only grid electricity
input. While the Gas scenario had the second lowest overall energy input, it now has the highest overall
exergy input, making it the worst choice exergy-wise.


































Figure 6.20: Exergy input and output for the different scenarios.
Efficiency
In figure 6.21 the energy and exergy efficiencies η and ψ of the individual scenarios are shown. The
CHP scenario has the highest overall energy efficiency of 83%, while the P2H scenario has the lowest
at 55%. Exergy-wise the Geo scenario and the P2H scenario have the highest efficiency at 36% and the
Gas scenario the lowest at 25%. The other scenarios range in between according to their input shown
in figure 6.19 and 6.20. While the energy efficiency is a measure for the quantity of energy used in a
system, the exergy efficiency is a measure for the matching of the quality level between demand and
supply. This is illustrated by the Gas and the CHP scenario. They are both very efficient in terms of
matching the quantity level between demand and supply. However, their low exergy efficiency shows
that there is still a large discrepancy between the high exergy supply in form of fossil fuels and the low
exergy demand of the room heating and DHW.
Global Warming Potential
In figure 6.22 the global warming potential and the fossil energy input of the individual scenarios are
shown. The GWP depends on the fossil fuel input in form of natural gas, grid electricity and cradle &
grave energy. But it does not follow the trend of fossil energy input at first sight. As displayed in table 4.9
the GWP of the energy mix in the electricity grid is twice as high as the GWP of natural gas. This is
illustrated in the results. Even though the fossil energy input of the CHP scenario is 160 MWh higher
than the fossil energy input of the Geo scenario, their GWP is the same at 120 tCO2e/(a). Only the P2H
scenario has a lower GWP, but again with a significant share of cradle & grave. The Gas scenario has
the highest GWP at 150 tCO2e/(a) with the Solar scenario following closely. Also, here C&G only has an















































































Figure 6.22: Global warming potential and fossil energy input for the different scenarios.
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Annuity of total annual payments
In figure 6.23 the annuity of the individual scenarios is shown. The Gas and the CHP scenario have the
same annuity for the costs at 45 000€/(a), but the CHP scenario also has a revenue of 11000€/(a)
making it the scenario with the lowest overall annuity. The revenue of the CHP+Geo and the P2H
scenario are small compared to the costs. The demand-related costs for all scenarios are all in the same
range, around 40000€/(a), making the capital-related costs the defining factor in the comparison. The
CHP and the Gas scenario have the lowest capital-related costs, the CHP+Geo and the Geo scenario have
slightly higher costs of 15 000€/(a), while the capital-related costs of the Solar and the P2H scenario
are much higher. This is due to the number of components used in the scenarios and especially the costs
of the seasonal TES. More detailed information regarding the individual annuities for each scenario is




































Figure 6.23: Composition of the total annuity for the different scenarios.
Overall, the CHP scenario has the lowest annuity, followed by the Gas scenario. The two CHP+Geo and
the Geo scenario have comparable annuities in the range of 65 000€/(a), while the Solar scenario has
an annuity of 90 000€/(a) and the P2H scenario of 140 000€/(a).
Weighted multicriteria number
The results in figures 6.19 to 6.23 show opposing trends. The P2H scenario has the lowest fossil energy
input and also the lowest GWP, but is the scenario with the highest annuity by far, while the Geo
scenario has the lowest exergy input and the CHP scenario has the lowest annuity. This makes it difficult
to draw an overall conclusion which of the six scenarios is the most favorable. For this reason, the
weighted multicriteria number WMN is introduced in section 3.4.5. In figure 6.24 the WMN and the
criteria numbers CNi of the individual scenarios are illustrated. For the WMN all weighting factors are
chosen as φi = 0.25. The criteria numbers CNCEDfossil , CNEXin , CNGWP and CNAN show the results of the
individual scenarios in relation to the best scenario for each CN . The Gas scenario has criteria numbers
in the range of 0.58 to 0.75, which is rather low compared to the other scenarios. The CHP scenario
has criteria numbers as low as 0.61 for CNCEDfossil and as high as 1 for CNAN . The CHP scenario criteria
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number for EX in is average, while the result for GWP is the second best. The CHP+Geo scenario shows
better results for CNCEDfossil than the CHP scenario but the criteria number for CNAN is below 0.6, while
the other two are average. The Geo scenario shows good results for all criteria numbers, even scoring
a 1 for CNEXin , except for CNAN where it has a criteria number of only 0.5, making it twice as expensive
as the CHP scenario. The Solar scenario has comparatively low criteria numbers for all categories. The



































Figure 6.24: Weighted multicriteria number WMN and criteria numbers CN for the different scenarios.
Overall, the Gas scenario has a WMN of 0.7, the CHP scenario of 0.85, the CHP+Geo scenario of 0.75,
the Geo scenario of 0.85, the Solar scenario of 0.65 and the P2H scenario of 0.8. This makes the CHP and
the Geo scenario the most favorable choices, based on the chosen weighting factors. The CHP scenario
is better annuity-wise, while the Geo scenario is better from a fossil energy input perspective. The P2H
scenario also shows a good overall result even though its costs are four times the cost of the CHP scenario,
because its scores in the other three categories are among the highest possible in this comparison.
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7 Sensitivity analysis of the results
The results in section 6.1 and 6.2 show a dependency on the input parameters, such as TES parameters,
electricity mix, costs and weighting factors. The capital-related costs are found to be the determining
factor in the overall annuities in section 6.2, because even though the demand-related costs are the main
costs for all but two scenarios, they are almost the same for each scenario. Some results are highly
dependent on grid electricity, such as the Geo and the P2H scenario, while other scenarios like the CHP
scenario have only a small share of grid electricity on the overall energy input. In the WMN the results
of the four assessment categories introduced in section 3.4.5 are merged into one number with the help
of equal weighting factors of φi = 0.25.
This dependency leads to an investigation into the sensitivity of the results on the following parameters.
• Change of TES parameters
• Different composition of the electricity mix in 2030
• Changing capital costs and interest factor as well as changing operational costs and price change
factor
• Changing weighting factors φi for the WMN
7.1 Influence of TES parameters
In this section the influence of different TES heat loss coefficients on the overall results is discussed using
the Solar scenario as an example, followed by a scenario comparison.
In figure 7.1 the fossil energy input for three different heat loss coefficients k and three different sets of
supply and return temperatures is shown for different TES volumes in the Solar scenario. The three sets
of supply and return temperatures Ts/Tr are 70
◦C/50 ◦C, 60 ◦C/40 ◦C and 50 ◦C/35 ◦C. The fossil energy
input here is not to be confused with the cumulative energy demand CED, because the C&G energy is
not included here.
Overall, the fossil energy input for a specific TES volume and k increases with increasing Ts. This is due
to higher heat losses in the supply pipes, but also due to a smaller effective TES volume that can be used
for the energy supply. The higher Ts, the higher the TES temperature has to be in order to feed into the
DHS. And since the temperature in a TES is not homogeneous, but stratified, less temperature layers of
the TES can actually be used to feed into the DHS with increasing Ts. A higher Ts therefore leads to a
higher percentage of TES volume, which cannot be used for the heat supply of the district, thus leading
to a higher fossil energy input into the backup boiler. In figure 6.1 it is shown that lowering the supply
temperature leads to energy savings of 0.8MWh/(K). In figure 7.1, the savings for lowering the supply
temperature are around 1.5 MWh/(K) and higher depending on the TES volume and k. This is due to
the better TES usage for lower supply temperatures.
For a given Ts the minimum of the fossil energy input shifts from higher TES volumes to smaller TES
volumes with increasing k. This is true for all displayed result trends. However, for Ts = 50 ◦C and
k = 0.2W/(m2K) a minimum is reached at the end of the investigated TES volume range, and it is
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Figure 7.1: Dependency of the fossil energy input Efossil on k, V and Ts for the Solar scenario.
possible that the energy input might decrease further for larger TES volumes.
The displayed results indicate that a larger TES volume does not necessarily mean a better performance
in regards to fossil energy savings. Since the solar thermal collector size was kept constant in these
simulations, the conclusion would rather be that a TES reacts sensitively to supply temperature and k
and that it is important to design a TES in a way that its characteristics such as volume and heat loss
correspond well to the given DHS temperatures and heat supply components. In order to analyze the
influence of a smaller k on the performance of the scenarios, k = 0.2 W/(m2K) is chosen for the following
sensitivity analysis in which the results displayed in figure 6.19 to figure 6.24 are recalculated. The TES
size in each scenario is not changed, but kept at the volume specified for each individual scenario in
section 4.4.
Energy
In figure 7.2 the energy input and output of the individual scenarios with k = 0.2 W/(m2K) for every
TES is shown. The energy output does not change in comparison to the comparative case in figure 6.19,
but the energy input of scenarios with a TES volume larger than 60m3 is smaller than in the compara-
tive case. The Solar scenario displays the largest fossil energy reduction with 30MWh less than in the
comparative case in figure 6.19. The Gas scenario does not use a TES and the CHP scenario only uses a
small TES, which is why no changes in the energy input can be observed. But not only fossil energy is
saved, also the renewable energies are used more efficiently because not so much energy is lost through
the TES.

































Figure 7.2: Energy input and output for the different scenarios with k = 0.2 W/(m2K)
and Ts/Tr = 50°C/35°C, compared to k = 0.6 W/(m2K) in figure 6.19.
Exergy
In figure 7.3 the exergy input into the individual scenarios with k = 0.2 W/(m2K) is shown. Again, the
largest reductions compared to figure 6.20 occur in the scenarios with the largest TES volumes. The
exergy input of the Solar system is lowered beneath the input of the CHP scenario and the P2H now




































Figure 7.3: Exergy input and output for the different scenarios with k = 0.2 W/(m2K)
and Ts/Tr = 50°C/35°C, compared to k = 0.6 W/(m2K) in figure 6.20.
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Efficiency
In figure 7.4 the change of the energy and exergy efficiency ∆η and ∆ψ of the individual scenarios
with k = 0.2 W/(m2K) is shown. Again, the biggest changes compared the comparative case displayed
in figure 6.21 show the scenarios with a larger TES. The Solar scenario gains 5 percentage points in







































Figure 7.4: Increase of energy efficiency ∆η and exergy efficiency ∆ψ for the different scenarios with
k = 0.2 W/(m2K) and Ts/Tr = 50°C/35°C, compared to k = 0.6 W/(m2K) in figure 6.21.
Global Warming Potential
In figure 7.5 the global warming potential and the fossil energy input of the individual scenarios with
k = 0.2 W/(m2K) are shown. A reduction of GWP in the range of the energy efficiency increase in
figure 7.4 is achieved. Again, the highest reductions are shown by the Solar and the P2H scenario with
the larger TES, where the influence of a lower heat loss coefficient shows more effect.
Annuity
In figure 7.6, the annuity of the individual scenarios with k = 0.2W/(m2K) is shown. Since the capital-
related and the operation-related costs have been kept constant, the only savings possible are savings in
demand-related costs. These savings are rather small, since the energy savings are mainly in natural gas,
which is comparatively cheap per kWh. However, it can be assumed that a lower heat loss coefficient
would result in higher capital-related costs, which would compensate the small demand-related savings.
Overall, a higher insulation would probably not have any economical benefits.





















































Figure 7.5: Global warming potential and fossil energy input for the different scenarios with





































Figure 7.6: Composition of the total annuity for the different scenarios with k = 0.2 W/(m2K)
and Ts/Tr = 50°C/35°C, compared to k = 0.6 W/(m2K) in figure 6.23.
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Weighted Multicriteria Number
In figure 7.7 the weighted multicriteria number and the criteria numbers for the individual scenarios
with k = 0.2 W/(m2K) are shown. Positive changes compared to figure 6.24 are marked with dots, while
negative changes are marked by the white marks. The main change compared to the comparative case
in figure 6.24 is that the P2H scenario now has the best performance in three out of four categories. The
Solar and the P2H scenario improve slightly, both for the individual criteria numbers and the WMN ,
while the other scenarios lowered their performance for CNCEDfossil , CNEXin and CNGWP in relation to the
P2H scenario. This does not mean that their absolute performance is worse for k = 0.2W/(m2K), but
only that their relative performance for CNi is lower than it is in the comparative case. The Geo scenario




































Figure 7.7: Weighted multicriteria number WMN and criteria numbers CN for the different scenarios
with k = 0.2 W/(m2K) and Ts/Tr = 50°C/35°C, compared to k = 0.6 W/(m2K) in figure 6.24.
Summary
Overall, the influence of a lower k is higher for scenarios with larger TES, since the energy saving
potential for the TES is higher there. A lower k lowers the fossil energy input, total exergy input and
the global warming potential. However, since most of the saved fossil energy is natural gas, the saving
potential in terms of costs is not as high. It is demonstrated in figure 7.1 that the TES design needs to be
in accordance with the overall system parameters in order to use the TES effectively.
7.2 Influence of electricity mix
The composition of the energy sources in the German electricity grid is changing and will comprise of
almost 50% renewable energy in 2030 [64]. To investigate the influence of a changing electricity mix,
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Table 7.1: Electricity mix in 2030.
Hard coal Gas Oil Renewable
σi 41.5% 12 % 0.1% 46.4 %
ηi 46 % [74] 54.7 % [55] 54.7% 100%
ψi 45% based on [116] 52.6 % [55] 52.6% 100%
the results displayed in figure 6.19 to figure 6.24 are recalculated with the composition of the electricity
mix of 2030 [64].
Electricity mix development
The values for σi, ηi and ψi are given in table 7.1. It is assumed that the exergy conversion efficiency
of coal is one percentage point lower than its energy conversion efficiency based on [116]. It is further
assumed that oil and gas have the same conversion efficiencies and that renewable energies have a
conversion efficiency of 100% based on the chosen system boundary as discussed in section 3.1.1. With
equation 3.7 and 3.8 the energy and exergy efficiency of the German electricity mix in 2030 can be
calculated to ηel = 72.1% and ψel = 71.4 %. Since only the energy mix in the electricity grid is varied in
the following sensitivity analysis, the differences to the comparative case should be bigger for scenarios
with higher electricity grid dependency. A different electricity price is not part of this sensitivity analysis
and therefore the annuity of the scenarios in 2030 is not shown in the following. It is assumed that the
data for cradle & grave is still valid in 2030 because no data for 2030 was available. This assumption
leads to conservative results because it can be assumed that with a higher share of renewable energies
in the electricity mix the performance in regards to GWP and EC&G would also improve.
Energy
In figure 7.8 the energy input and output for the individual scenarios with the electricity mix of 2030
are shown. The energy output is not affected by the sensitivity analysis and does not change compared
to the comparative case in figure 6.19. As expected, the highest fossil energy savings of 130 MWh are
achieved by the Geo scenario, which now has the lowest fossil energy input. The P2H scenario has fossil
energy savings of 110 MWh. The CHP scenario now has the highest fossil fuel input, because due to its
low share of grid electricity it is hardly influenced by a changing electricity mix. Changes in the scenarios
are both a shift to a higher share of renewable energies in the grid electricity and a lower overall energy
input through grid electricity due to the higher energy and exergy efficiency ηel and ψel of the German
electricity grid in 2030 compared to 2012.
Exergy
In figure 7.9 the exergy input and output for the individual scenarios with the electricity mix of 2030 are
shown. Again, the output side is not affected by the sensitivity analysis and does not change compared
to the comparative case in figure 6.20. The changed energy mix in the electricity grid also changes the
total exergy input of the scenarios, except for the CHP scenario, which is rather unchanged because of its
low share of grid electricity. The Geo and the P2H scenario have the highest exergy savings with 85MWh
and 70 MWh due to their high share of grid electricity.





































































Figure 7.9: Exergy input and output for the electricity mix in 2030, compared to the one in 2012 in fig-
ure 6.20.
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Efficiency
In figure 7.10 the change of the energy and exergy efficiency ∆η and ∆ψ for the individual scenarios
with the electricity mix of 2030 are depicted. The Geo scenario has the highest efficiency gain of 10
percentage points energy- and exergy-wise. The Solar, P2H, CHP+Geo and Gas scenario also have
energy efficiency improvements in the range of 5 and 7.5 percentage points. The CHP scenario has a






































Figure 7.10: Increase of energy efficiency ∆η and exergy efficiency ∆ψ for the electricity mix in 2030,
compared to the one in 2012 in figure 6.21.
Global Warming Potential
In figure 7.11 the global warming potential and the fossil energy input for the individual scenarios with
the electricity mix of 2030 are shown. The change of the energy mix in the electricity grid has a large
influence on the GWP for all scenarios except the CHP scenario. With a reduction of 130 MWh of fossil
energy input the Geo scenario has a GWP reduction of 60 tCO2e/(a), which is 50% of the comparative
case in figure 6.22. With the exception of the CHP scenario, all other scenarios show a GWP reduction
between 35 tCO2e/(a) and 50 tCO2e/(a).
Weighted multicriteria number
In figure 7.12 the weighted multicriteria number and the criteria numbers for the individual scenarios
with the electricity mix of 2030 are shown. Again, positive changes compared to figure 6.24 are marked
with dots, while negative changes are highlighted by the white marks. Compared to figure 6.24, rather
large changes are displayed. This is due to two factors. The first one being the reduction of fossil energy
and total exergy input as well as the GWP reduction. Secondly, relative changes between the scenarios
have a higher impact if the absolute characteristic numbers as introduced in section 3.4.5 are lowered,





















































Figure 7.11: Global warming potential and fossil energy input for the electricity mix in 2030, compared
to the one in 2012 in figure 6.22.
which is the case here. Except for the annuity, the criteria numbers and the WMN of the CHP scenario
are significantly lower, now that the Geo scenario’s performance has improved so much. The Geo sce-
nario has improved in relation to the P2H scenario and now has the lowest fossil energy input and the
lowest exergy input. The Geo scenario also has the highest WMN . While the WMN of the CHP scenario
was as high as the WMN of the Geo and the P2H scenario in figure 6.24, it is now only at 0.6, while the

















































Figure 7.12: Weighted multicriteria number WMN and criteria numbers CN for the electricity mix in
2030, compared to the one in 2012 in figure 6.24.
82 7 Sensitivity analysis of the results
Summary
Overall, the changing energy mix in the electricity grid is advantageous for all scenarios, although the
CHP scenario is hardly influenced by it directly. But since the other scenarios improve a lot in terms of
fossil energy and total exergy savings as well as GWP, the CHP performance decreases in relation to
the other scenarios, which is emphasized in the WMN . The changing energy mix is therefore especially
beneficial to scenarios with a high share of grid electricity, because the improvement potential the en-
ergy mix in the electricity grid has is passed on to the scenario and in return improves them. Particularly
visible is the improvement in the GWP reductions of up to 50 %.
7.3 Influence of initial investment and operational costs
In the following, the sensitivity of the total annuity of the individual scenarios regarding the capital-
related and demand-related costs is investigated. This is done by changing one parameter at a time
in two different steps. The first step is to vary the initial investment costs A0 and the natural gas and
electricity price A1,gas and A1,el in the first year, as displayed in figure 7.13. In a second step, the initial
investment and the prices for natural gas and electricity are kept constant and the interest factor ε
and the price change factors for natural gas and electricity rD,gas and rD,el are varied as displayed in
figure 7.14.
Initial investment, natural gas and electricity price
The natural gas and electricity price A1,gas and A1,el in the first year and the initial investment costs A0
are varied between 0 % and 200 % in figure 7.13a to 7.13c. Since the Geo and the P2H scenario are
independent from natural gas, their annuity does not change in figure 7.13a, while the annuity of the
other scenarios increases with the price of natural gas. The slope of the increase shows the dependency
on gas. The steeper the increase of the annuity of a scenario, the more natural gas is needed in that
scenario. The annuity of the CHP+Geo would be higher than the annuity of the Geo scenario for a 60%
higher gas price than chosen in the current work. In figure 7.13b, the Geo and the P2H scenario show
the greatest changes with changing electricity prices, while the CHP scenario also shows a slight increase
with increasing electricity prices. The Geo scenario would have a lower annuity than the CHP+Geo sce-
nario, if the electricity price would drop below 60 % of the current price. As displayed in figure 6.23, the
Gas scenario has very little initial investments, which is why its annuity hardly changes in figure 7.13c.
Also, the dependency of the annuity of the CHP+Geo and the Geo scenario on the initial investment is
small compared to the P2H and the Solar scenario. The P2H and the Solar scenario react very sensitively
to changes in the initial investment, because the initial investment is their biggest share in the annuity,
as shown in figure 6.23.
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(a) Natural gas price variation.






Electricity price variation in %
(b) Electricity price variation.






















(c) Initial investment variation.
Figure 7.13: Natural gas and electricity price and initial investment variation of ±100 %. Dotted lines
correspond to the reference case.
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(a) Price change factor natural gas.





Price change factor electricity rD,el in %
(b) Price change factor electricity.























Figure 7.14: Variation of the price change factor for natural gas and electricity and interest factor. Dotted
lines correspond to the reference case.
Interest factor and price change factor
The natural gas and electricity price change factors rD,gas and rD,el and the interest factor ε are varied
between −2% and 10% and between 0% and 10%, respectively, in figure 7.14a to 7.14c. The Geo and
the P2H scenario are independent from natural gas and stay constant for a changing natural gas price
change factor in figure 7.14a. The annuity of the other scenarios is increased with increasing natural
gas price change factor and the annuity of the CHP+Geo scenario becomes higher than the Geo scenario
for rD,gas > 6 %. For an increasing natural gas price change factor the annuities of the Gas, CHP and
CHP+Geo scenario approach each other and almost have the same value at rD,gas = 10 %. The Geo
and the P2H scenario are very sensitive to a changing price change factor for electricity as shown in
figure 7.14b, but the order of all scenarios regarding their annuity does not change in the investigated
range. In figure 7.14c, only the P2H and the Solar scenario show an impact caused by a changing interest
factor, because of their high initial investment, while the other scenarios stay rather constant.
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Summary
Overall, the investigated parameter variations have an impact on the individual scenarios, which is
shown especially for the Solar and the P2H scenario in regards to initial investment change and interest
factor change. The same can be said for the Geo and the P2H scenario in regards to a changing electricity
price and electricity price change factor. But in general the ranking in terms of total annuity stays the
same as in figure 6.23 with the CHP always having the lowest annuity and the P2H having the highest.
Only the ranking of the CHP+Geo and the Geo scenario can be interchanged for varying natural gas and
electricity prices or a different natural gas price change factor.
7.4 Influence of weighting factors
The weighting factor for the WMN is chosen to be φ = 0.25 for all four assessment categories. In order
to show the influence of the chosen weighting factor on the WMN , a sensitivity analysis is conducted
regarding the weighting factor in the following. Four different calculations are carried out. For each
assessment category, the associated weighting factor is set to 0.4 while the others are set to 0.2 so that
the sum of all weighting factors is still 1.
In figure 7.15 the results for φCEDfossil = 0.4, φEXin = 0.4, φGWP = 0.4, φAN = 0.4 and as comparative case
φi = 0.25 are displayed for the individual scenarios. The WMN for the Gas scenario do not change sig-
nificantly for different weighting factors. They always stay around 0.7. For the CHP scenario the WMN
with the weight on costs increases, while it decreases when the weight is on the fossil energy input. The
WMN of the CHP+Geo scenario increases slightly with the weight on exergy input and GWP, while it
decreases for the weight on the costs. The WMN of the Geo scenario increases slightly with the weight
either on fossil energy input, total exergy input or GWP, while it is significantly lowered when the weight
is on the costs. The same can be said of the Solar scenario, except that the WMN with weight on fossil
energy input is slightly lowered and that the WMN of the Solar scenario in general are on a much lower
level than that of the Geo scenario. For the P2H scenario, the WMN with the weight either on fossil
energy input, total exergy input or GWP is increased, while it is lowered by 0.2 when the weight is on
the costs.
Summary
Overall, the impact of a changing weighting factor in the range considered in this study shows no high
impact as far as fossil energy input, exergy input and GWP are concerned. The CHP, the Geo and the P2H
scenario still score higher than the other scenarios. But with the weight on costs, the results change due
to the high relative differences between the individual scenarios in terms of the annuity criteria number
CNAN as shown in figure 6.24. The WMN is significantly lowered for the P2H, the Solar and the Geo
scenario. The reason for this is that the relative differences in the absolute results for fossil energy input,
exergy input and GWP are rather small compared to the relative differences in annuity. Therefore, when
the weighting is more on the costs, the relative influence is bigger especially for the Geo, Solar and P2H
scenario.
Overall, the Geo scenario shows the second best performance with the weight on the costs and shows
the best performance for all other weighting factors.






























Figure 7.15: Weighted multicriteria number WMN for the different scenarios with different weighting
factors.
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8 Discussion and Conclusion
The developed simulation model is well suited to compare different heat supply scenarios with regard to
their energy and exergy use. For the modeled system real demand data for 11 buildings in the area of
Mannheim, Germany is used. But, in reality, the buildings are not connected with each other via a DHS.
The modeled DHS in terms of pipe length is chosen arbitrarily. Since the individual buildings are not
modeled, the heat distribution systems within the buildings are also not modeled. However, all assump-
tions and simplifications regarding the buildings and the DHS system are the same for each scenario,
therefore eliminating a potential error in the comparison of the different scenarios with each other.
As renewable energies in this work, geothermal heat, solar heat, PV electricity, outside air heat and re-
newable energies in the German electricity grid are considered. Not taken into account is the possibility
to substitute natural gas with biogas. If biogas was used for the combustion based processes, the results
would change, because the GWP and the fossil energy input would be different for all scenarios except
the Geo and the P2H scenario.
Specific real demand for 11 buildings is taken as the demand profile in the model. This begs the question
of whether the results are only valid for this specific setting or whether the results are generally valid. In
[8] the presented model is used to study the general validity. Several different demand profiles and sets
of weather data are used. It is found that as long as the supply side stays the same, the actual demand
profile does not have a big influence on the results. In the scenario comparison, the order of the different
results in terms of energy and exergy use and efficiency does not vary. This is taken as an indicator that
the results presented in this work are transferable to other systems as well.
The ecological analysis is done after the optimization of the different scenarios based on the energy and
exergy analysis. Thist means that the results of the ecological analysis in this work do not lead to an
optimization of the scenarios. There might be different scenarios and system configurations which have
a better result in terms of GWP and CED. Data for the amount of exergy needed for producing and
disposing of the system components was not available and therefore no cumulative exergy demand is
calculated. The results of the ecological analysis are only comparative results between the individual
scenarios, because components used in every scenario are not taken into account such as district pumps
and the pipes. However, as shown in chapter 6, the influence of cradle & grave is negligible for most
scenarios and only shows an influence for the Solar and the P2H scenario due to their seasonal TES and
solar thermal collectors and PV modules.
Like the ecological analysis, the economical analysis is conducted after the optimization based on energy
and exergy analysis. An economical optimization is not the aim of this work. The different scenarios
are economically assessed, and common market components are used with the actual market price as
input into the calculation. There might be other system configurations which are more advantageous in
terms of economical efficiency. The TES for example is modeled as a cylindrical steel tank because of
its good thermodynamic properties. However, cylindrical steel tanks are rather expensive compared to
other concepts such as pit storage.
The developed method, in chapter 5, can be used to separate between the exergy change due to a vary-
ing reference temperature and the exergy destruction due to destratification. As written in section 4.5,
CARNOT is well suited for the simulation of heating systems and for the integration of individual compo-
nents into larger systems. It is not designed to study individual physical effects. The developed method
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is only considered as a first step into further research regarding the method development and describ-
ing the phenomena of exergy change due to varying reference environment for a TES. Even though the
presented method is not the exact solution, it is an approach that is still more accurate than not distin-
guishing between exergy change and exergy destruction at all.
The P2H system should be further optimized in terms of economic efficiency. Even though it shows good
results for energy, exergy and ecological efficiency, its high investment costs make it unlikely to be used
in its current design. The CHP scenario has the best result in terms of costs, but has a high fossil energy
input as long has the CHP plant does not run on biogas. Despite the twice as high costs compared to the
CHP scenario, the Geo scenario is considered to be the best alternative to the base case of a gas boiler
DHS as it is introduced in section 2.3. The Geo scenario shows good overall results and with a changing
composition of the electricity mix in the future its performance will improve even further.
In general, the combined and weighted results of this work show that geothermal systems can provide
a good alternative to fossil fuel based heating systems for a small residential area with district heating.
They combine a high heat generation efficiency with the possibility of using excess renewable electric-
ity. They provide the option to lower the overall energy use of the building sector and to reduce CO2
emissions. Especially with a changing electricity mix in the electricity grid towards a higher share of re-
newable energies the geothermal systems become even more favorable. However, the use of geothermal
heat is dependent on local geological compositions and has to be assessed for each individual case. If
geothermal heating is more widely used, the costs of such systems can be expected to decrease. The
aforementioned remarks lead to the overall conclusion that more geothermal heating systems should be
used in the building sector, as long as the geological conditions allow for it.
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9 Summary and Outlook
In this chapter the presented work is summarized and an outlook is given for future tasks.
Summary
To study different heat generation technologies and the integration of a thermal energy storage (TES),
six different heat supply scenarios are developed and simulated for a building cluster consisting of 11
buildings connected via a DHS. As input parameters real demand data for the room heating and DHW
demand is used. To match the demand data, weather data for the same year and location is taken as
input for the solar radiation calculation as well as for the reference temperature. The calculations of the
individual components are based on specific data from the manufacturers of the components.
The different scenarios are: a gas boiler system as reference case (Gas scenario), a combined heat and
power (CHP) plant with a gas boiler as backup (CHP scenario), a geothermal HP (Geo scenario), a
geothermal heat pump (HP) combined with a CHP plant (CHP+Geo scenario), solar thermal collectors
with a gas boiler as backup (Solar scenario) and a scenario consisting of a combination of an air HP and
a geothermal HP (P2H scenario).
These six scenarios are analyzed and optimized using energy and exergy analysis. The results are then
assessed regarding their ecological and economical efficiency and the individual scenarios are compared
to each other.
It is found that the P2H scenario has the lowest fossil energy input with 283 MWh/(a) and the low-
est global warming potential with 113 tCO2e/(a), but the highest annuity with 140000€/a. The CHP
scenario has the lowest annuity with 35000€/a, but the second highest fossil energy input with
460MWh/(a). The Geo scenario has the lowest total exergy input with 400 MWh/(a) and has the best
overall performance.
For the individual scenarios it is found that the combustion based heat supply systems have the highest
exergy losses and that the system pumps have a rather small share in the overall energy flow. Seasonal
TES installed in the Solar and the P2H scenario show high heat losses. In a sensitivity analysis the influ-
ence of changing a TES heat loss coefficient is investigated and the importance of sound knowledge of
the overall system parameters to choose an appropriate TES size is demonstrated. Regarding the change
of the composition of the electricity mix in the German electricity grid it is found that both fossil energy
input and global warming potential decrease and that the scenarios with a higher share of grid electricity
have the highest improvement potential.
The phenomena of TES exergy change due to a changing reference environment is introduced and dis-
cussed. As a result a method is developed to describe the exergy change and to separate it from the
exergy destruction due to destratification and the exergy loss due to heat loss. The exergy change is
visualized in the exergy flow diagrams of the individual results.
Overall, the usefulness of exergy analysis in matching the quality level of the supply to the quality level
of the demand could be demonstrated. Even though the developed model and evaluation methods were
applied to several specific scenarios only within this work, they are applicable in a very general manner
and can be applied to all kind of other scenarios beyond the Mannheim DHS example.
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Outlook
In future works, the comparison of different heat supply systems should be extended to include more
scenarios such as a combination of solar thermal collectors and a ground source HP. Further, a compari-
son of an air HP and a ground sourced HP could give insight into the optimal control strategy of both in
order to use renewable energies effectively. Another possible scenario would be to use a vertical ground
source heat exchanger and decentralized HP in every building and to omit a TES and instead use the
DHS as buffer TES.
The possibility and effect of a DHS shutdown during the summer months should be investigated to clarify
if energy savings are possible. In this work, the scenarios are optimized towards energy and exergy use.
Future works should include an optimization towards ecological and economical efficiency during the
design process of the scenarios.
The use of biogas should be investigated to study the improvement potential of the combustion based
scenarios. As for the Solar and the P2H scenario, the use of PVT collectors could enhance the efficiency
of both scenarios by producing electricity and heat at the same time and thus reducing the input from
other energy sources.
The developed method to describe the exergy change of a TES due to a changing reference environment
is considered to be only a first step towards a comprehensive method to describe this phenomenon. More
research should be done to further develop the method and to describe the exergy change of a TES in
further detail. In general, more exergy analyses of the residential sector should be conducted to make
the concept of exergy, the matching of the quality level of demand and supply, more known to the public
and decision makers.
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The calculation of the TES values is included in the appendix. The values for the CHP and the HP are
interpolated between the nominal powers of the data given in the sources. “From-cradle-to-grave” data
is used for all components except for the CHP. For the CHP only “from-cradle-to-gate” data was available,
but it is assumed that the removal of the CHP has a negligible impact on the overall results. Only the
components that are not installed in every scenario are taken into account in the calculation of the
global warming potential and the energy demand for "cradle & grave". The district pipes, for example,
are present in every scenario and are therefore not included in the calculations.
A.1.1 Ecological data - TES and Solar Pipes
The TES is modeled as a cylinder with a height to diameter ratio of H/D = 19/26 [114]. The volume
and mass of each TES layer is calculated using the values in table A.1. The GWP and EC&G of the TES
is calculated using table A.2. The values for reinforced concrete are calculated using a mass ratio of
structural steel to concrete of 1/25 [168].
The solar pipe length in the Solar scenario is 810m and the pipe diameter is 0.032m [70]. The GWP
for the pipe is 0.2177 kgCO2e/(ma) and EC&G is 1.1868 kWh/(ma) [1; 39; 42; 47; 125].
A.1.2 Ecological data - Scenarios
In table A.3 till A.8 the annual global warming potential and the annual C&G energy of the individual
components used in the scenarios are listed.
A.2 Economical data
In the following the data for the capital-related costs, the demand-related costs, the operation-related
costs and the revenue is given.
Table A.1: TES wall thickness and layer density.
Material Wall thickness in m Density in kg/(m3)
Stainless steel 0.0005 7900 [167]
Reinforced Concrete 0.15 2500 [168]
Foam glass 0.5 150 [169]
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Table A.2: TES material properties.
Material GWP in kgCO2e/(kga) EC&G in kWh/(kg a)
Stainless steel 0.17 [39] 0.56 [39]
Concrete 0.0067 [39] 0.013 [39]
Structural steel 0.078 [39] 0.23 [39]
Reinforced Concrete 0.0095 [39] 0.021 [39]
Foam glass 0.062 [39] 0.25 [39]
Table A.3: GWP and EC&G of the Gas scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a) Source
Gas boiler 150 kW 122.3 479.8 [20]
Total 122.3 479.8 -
Table A.4: GWP and EC&G of the CHP scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a) Source
CHP 39 kWth 816.8 305.3 adapted from [39; 73]
Gas boiler 150 kW 122.3 479.8 [20]
TES 10m3 207 705.4 Calculated with [39]
CHP pump 1.1kW 8.0 26.3 adapted from [39]
Total 1154.0 1516.8 -
Table A.5: GWP and EC&G of the CHP+Geo scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a) Source
CHP 20.1kWth 382.9 143.1 adapted from [39; 73]
VGHX + HP 42.8kW 146.6 1324.3 adapted from [20]
TES 90 m3 790.1 2645.1 Calculated with [39]
CHP pump 1.1 kW 8.0 26.3 adapted from [39]
Primary pump 1.3kW 9.4 31.1 adapted from [39]
Secondary pump 0.1 kW 0.7 2.4 adapted from [39]
Total 1344.2 4193.9 -
Table A.6: GWP and EC&G of the Geo scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a) Source
VGHX + HP 93 kW 248.8 2201.9 adapted from [20]
TES 60m3 613.3 2058.5 Calculated with [39]
Primary pump 1.3 kW 9.4 31.0 adapted from [39]
Secondary pump 0.1kW 0.7 2.4 adapted from [39]
Total 872.2 4293.8 -
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Table A.7: GWP and EC&G of the Solar scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a)
Solar thermal collectors 500 m2 2834.5 10 003.5 [39]
Gas boiler 150kW 122.3 479.8 [20]
TES 800 m3 3187.8 10 572.4 Calculated with [39]
Solar pump 1.1 kW 8.0 26.3 adapted from [39]
Solar Pipes 810m 176.3 961.2 See section A.1.1
Total 6328.8 22 043.2 -
Table A.8: GWP and EC&G of the P2H scenario components.
Component GWP in kgCO2e/(a) EC&G in kWh/(a) Source
PV modules 98 kWp 5175.0 17 106.9 adapted from [39]
VGHX + HP 93kW 248.8 2201.9 adapted from [20]
Air HP 11*16 kW 472.5 1789.0 adapted from [20]
Seasonal TES 1200 m3 4146.7 13 736.6 Calculated with [39]
Buffer TES 90m3 790.1 2645.1 Calculated with [39]
Primary pump 1.3 kW 9.4 31.0 adapted from [39]
Secondary pump 0.1 kW 0.7 2.4 adapted from [39]
Air/Water pump 1.3 kW 9.4 31.0 adapted from [39]
TES pump 90 W 0.7 2.2 adapted from [39]
Total 10 799.5 37 517.5 -
Table A.9: Data for the calculation of annuity and the price increase.
% Source
Interest factor ε 3.0 [88]
Price change factor natural gas rD,gas 1.5 [88]
Price change factor electricity rD,el 3.0 [88]
Price change factor operation rO 1.5 [88]
Price change factor Revenue rR 3 Assumption
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Table A.10: Gas scenario gross investment.
Component A0 in € Source
Gas boiler 150kW 12228.44 [154]
Subtotal 12228.44
Project planning 10% 1222.84 [72; 124]
Installation 15% 2131.30 [12; 72]
Uncertainty 10% 1222.84 [12; 72]
Total 16805.43
Table A.11: CHP scenario gross investment.
Component A0 in € Source
CHP 39 kWth 46 695.00 [171]
Input tax deduction 86.0% −6411.73 [19]
Gas boiler 150 kW 12 228.44 [154]
Buffer TES 10m3 6182.05 [82]
Buffer TES Insolation 17.5% 1081.86 [82; 86]
CHP pump 1.1kW 1980.24 [51; 72]
Subtotal 61 755.86
BAFA subsidy −3500.00 [18]
BAFA bonus subsidiy −875.00 [18]
Subtotal 57 380.86
Project planning 10.0% 5738.09 [72; 124]
Installation 15.0 % 8607.13 [12; 72]
Uncertainty 10.0% 5738.09 [12; 72]
Total 77 464.16
A.2.1 Capital-related costs
All components are assumed to have a life cycle of 20 years and the costs of disposal are neglected. It
is further assumed that the whole DHS with all its components does not have any liquidation proceeds.
Taken into account in the calculation of the capital-related costs are only the components which are
not installed in every scenario. The district pipes, for example, are present in every scenario and are
therefore not included in the calculations.
The two scenarios with a CHP are entitled to an input tax reduction for the CHP. According to the
verdict of the supreme tax court (Bundesfinanzhof) from 16.11.2016 the input tax reduction is calculated
dependent on the sale prices of heat and electricity, leading to a partitioning of 14% and 86% for heat
and electricity [19] for the CHP.
In the geothermal scenario subsidies would be possible if the seasonal performance factor of the HP
would be above 3.8. The current result is 3.75 which is very close to 3.8. Therefore, the subsidies are
calculated for the geothermal scenario even though they are just below the needed value. The available
subsidies are given in table A.13.
The P2H scenario is entitled to an input tax reduction of 100% for the PV modules and their auxiliary
components [84]. In table A.10 till A.15 the gross investment of the individual scenarios is listed.
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Table A.12: CHP+Geo scenario gross investment.
Component A0 in € Source
CHP 20.1 kWth 31653.00 [172]
Input tax deduction 86.0% −4346.30 [19]
HP 42.8 kW 23382.31 [154]
VGHX 46080.00 [88; 113]
TES 90m3 70537.00 adapted from [35]
CHP pump 1.1kW 1980.24 [51; 72]
Primary pump 1.3 kW 5870.95 [51]
Secondary pump 0.1kW 809.74 [51; 72]
Subtotal 175 966.93
BAFA subsidy −3250.00 [18]
BAFA bonus subsidiy −812.50 [18]
Basis subsidy 100.00€/kWHP power −4280.00 [21]
Additional subsidy −500.00 [21]
Clearance subsidy TES 30.0 % net −17782.44 [21]
Subtotal 149 342.00
Project planning 10.0% 14934.20 [72; 124]
Installation 15.0 % 22401.30 [12; 72]
Uncertainty 10.0% 14934.20 [12; 72]
Total 201 611.70
Table A.13: Geo scenario gross investment.
Component A0 in € Source
HP 93.0 kW 35218.05 [154]
VGHX 92160.00 [88; 113]
TES incl. Insolation 60 m3 55335.00 [35]
Primary pump 1.3 kW 5870.95 [51]
Secondary pump 0.1kW 809.74 [51; 72]
Subtotal 189 393.73
Basis subsidy 100.00€/kWHP power −9300.00 [21]
Additional subsidy −500.00 [21]
Clearance subsidy TES 30.0 % net −13950.00 [21]
Subtotal 165 643.73
Project planning 10.0% 16564.37 [72; 124]
Installation 15.0 % 24846.56 [12; 72]
Uncertainty 10.0% 16564.37 [12; 72]
Total 223 619.04
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Table A.14: Solar scenario gross investment.
Component A0 in € Source
Solar thermal collectors 500m2 180052.17 [154]
Gas boiler 150 kW 12 228.44 [154]
TES 800m3, net 350.00€/m3 333200.00 [86]
Solar pump 1.1kW 1980.24 [51; 72]
Solar pipes 810m, 38.56€/m 31 230.36 [72]
Pipe channel 405 m,
average of costs beneath street and field 93.71€/m 37 953.56 [72]
Subtotal 596644.78
Innovation subsidy 200.00€/m2collector area −100000.00 [21]
Additional subsidy for DHS and gas boiler −1000.00 [21]
TES subsidy 10% net −28 000.00 [21]
Subtotal 467644.78
Project planning 10.0 % 46 764.48 [72; 124]
Installation without TES 15.0 % 20 166.72 [12; 72]
Uncertainty 10.0 % 46 764.48 [12; 72]
Total 581340.45
A.2.2 Demand-related costs
In table A.16 the demand relates tariffs for natural gas and electricity are listed. There are two different
tariffs for natural gas, because the energy tax can be omitted for natural gas used in CHP plants [23].
For HP, reduced tariffs for electricity exist and the tariff for PV electricity for own consumption consists
of the turnover tax and of 40.0 % of the renewable energies law allocation (EEG Umlage) [17; 24].
A.2.3 Operation-related costs
In table A.20 till A.22 the operation-related costs of the different scenarios are listed.
A.2.4 Revenue
In table A.23 the tariffs for feed-in of PV and CHP electricity are listed. In contrast to the own consump-
tion of PV electricity, the own consumption of CHP electricity also generates a revenue.
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Table A.15: P2H scenario gross investment.
Component A0 in € Source
PV modules 98 kWp 84 336.66 [17; 110]
Inverter 100kW 22 100.00 [17; 41]
Cable 1100m, 2.5€/m 3272.50 [3; 17]
Rack 148.75€/kWp 14 577.50 [3; 17]
Input tax deduction 100.0% −4346.30 [84]
HP 93.0 kW 35 218.05 [154]
VGHX 92 160.00 [88; 113]
Air HP 11*16 kW incl. necessary accessories 153048.28 [123]
Cascade controller 1383.00 [79]
Buffer TES incl. Insolation 90 m3 70 537.00 [35]
Seasonal TES 1200m3 428400.00 [86]
Primary pump 1.3 kW 5870.95 [51]
Secondary pump 0.1kW 809.74 [51]
Air/Water pump 1.3kW 5870.95 [51]
TES pump 90W 704.48 [51]
Subtotal 898445.01
Basis subsidy 100.00€/kWHP power −9300.00 [21]
Additional subsidy −500.00 [21]
Clearance subsidy TES 90 m3 30% net −17 782.44 [21]
TES subsidy 1200 m3 10.0% net −36 000.00 [21]
Subtotal 834862.58
Project planning 10.0% 83 486.26 [72; 124]
Installation without seasonal TES 15.0 % 60 969.39 [12; 72]
Uncertainty 10.0% 83 486.26 [12; 72]
Total 1062 804.48
Table A.16: Demand-related costs.
Component in €/(kWh) Source
Natural gas CHP tariff 0.0545 [88]
Natural gas 0.06 [88]
Electricity 0.2869 [25]
Electricity HP tariff 0.1975 [88]
PV electricity own consumption 0.0573 [17; 24]
Table A.17: Gas scenario operation-related costs.
Component fO in % A0 fO in € Source
Gas boiler 150kW 2.5 305.71 [152]
District pump 1.1kW 3.0 59.41 [152]
Total 365.12
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Table A.18: CHP scenario operation-related costs.
Component fO in % A0 fO in € Source
CHP 39kWth 8.0 3735.60 [152]
Gas boiler 150 kW 2.5 305.71 [152]
Buffer TES 10m3 2.5 181.60 [152]
District pump 1.1kW 3.0 59.41 [152]
CHP pump 1.1kW 3.0 59.41 [152]
Total 4282.32
Table A.19: CHP+Geo scenario operation-related costs.
Component fO in % A0 fO in € Source
CHP 20.1 kWth 8.0 2532.24 [152]
HP 42.8 kW 2.5 584.56 [152]
VGHX 3.0 1382.40 [152]
TES 90m3 2.5 1763.43 [152]
District pump 1.1 kW 3.0 59.41 [152]
CHP pump 1.1kW 3.0 59.41 [152]
Primary pump 1.3 kW 3.0 176.13 [152]
Secondary pump 0.1kW 3.0 24.29 [152]
Total 6581.86
Table A.20: Geo scenario operation-related costs.
Component fO in % A0 fO in € Source
HP 93.0 kW 2.5 880.45 [152]
VGHX 3.0 2764.80 [152]
TES 60m3 2.5 1383.38 [152]
District pump 1.1 kW 3.0 59.41 [152]
Primary pump 1.3 kW 3.0 176.13 [152]
Secondary pump 0.1kW 3.0 24.29 [152]
Total 5288.45
Table A.21: Solar scenario operation-related costs.
Component fO in % A0 fO in € Source
Solar thermal collectors 500 m2 1.5 2700.78 [152]
Gas boiler 150 kW 2.5 305.71 [152]
TES 800m3, net 350€/m3 2.5 8330.00 [152]
District pump 1.1 kW 3.0 59.41 [152]
Solar pump 1.1kW 3.0 59.41 [152]
Total 11 455.31
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Table A.22: P2H scenario operation-related costs.
Component fO in % A0 fO in € Source
PV modules 98kWp 1.5 1864.30 Assumption
HP 93.0kW 2.5 880.45 [152]
VGHX 3.0 2764.80 [152]
Air HP 11*16kW incl. necessary accessories 2.5 3860.78 [152]
Buffer TES 90 m3 2.5 1763.43 [152]
Seasonal TES 1200 m3 2.5 10 710.00 [152]
District pump 1.1kW 3.0 59.41 [152]
Primary pump 1.3kW 3.0 176.13 [152]
Secondary pump 0.1 kW 3.0 24.29 [152]
Air/Water pump 1.3 kW 3.0 176.13 [152]
TES pump 90 W 3.0 21.13 [152]
Total 22 300.85
Table A.23: Revenue.
Component in €/(kWh) Source
Feed-in tariff PV electricity 10.71 [24]
Feed-in tariff CHP electricity 10.79 [88]
CHP electricity own consumption 1.458 [88]
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