Associated with each environment in a variety trial is an environmental effect, locatable on some linear scale. The distribution f(e) denotes the long-term distribution of effects, and the function g(e) describes the expected response of a variety to a change in the environment. The value of practical interest for any one variety is = [g(e)f(e)de, the expected value of g(e) over all environments. Methods of estimating Lg are discussed, both whenf(e) is known and when only a limited set of effects is available. It is shown that in the latter case it is necessary to make restrictive assumptions concerning g(e). An example involving wheat grain yield illustrates a situation in which the proposed analysis would be of advantage.
INTRODUCTION
THE general aim of plant breeding is to produce varieties with superior performance in all environments likely to be encountered in the future, and in most breeding programmes variety trials are the means by which future performance is predicted. Suppose that a set of a varieties are grown at b sites for c years, with r replicates per site per year in a completely random design. A model for the lth observation of the ith variety at the jth site in the kth year is XIJkI = t+ v + s + Yk + (vs) + (vy)k + (sy)Jk + (vsy) ijk + ;jkz.
If the site and year effects are considered to be fixed (Eisenhart, 1947) then the mean of the ith variety, in terms of the components of the model, is = For two varieties included in the trial the variance of the difference in means is 2cr2/rbc, where cm2 = var (eJkj). The accuracy of a comparison between varieties may therefore be increased by increasing any or all of r, b and c. However, it is more appropriate to assume that site and year effects are random (Eisenhart, 1947) but an adequate sampling of years is usually not practicable. The lower limit of the variance is effectively 2cr/cand this may be unacceptably high if variety X year interaction is an important source of variation.
It is also common to calculate for each variety some second-degree statistic which estimates the responsiveness to a change in environmental conditions. If the statistic is the variance over environments or the betweenenvironment component of variance then, as is the case for the arithmetic mean, the accuracy of varietal comparisons will depend most critically on the number of years sampled. An alternative technique is to regress the values for each variety against a measure of effect for each environment (Yates and Cochran, 1938) . The slope of the regression line and the deviations from the line are taken as measures of stability for each variety (Finlay and Wilkinson, 1963; Eberhart and Russell, 1966) . If the response is truly linear over the range of possible environments then the sample regression coefficient is an unbiassed estimate of the population value regardless of the environments included in the sample, as has been noted by Breese (1969) . The variance ofvarietal differences will depend more on the range of environmental effects than on the actual number of years sampled, for a given number of trials. But if, for example, it were concluded that a variety responds relatively well to improved environmental conditions then it would be necessary to know something of the expected frequency of good and poor environments to make full predictive use of this information (Thomson and Wright, 1971) .
Further, when both the mean and a stability parameter have been estimated it may be difficult to objectively combine these two pieces of information and thus determine the overall worth of a variety. For example, would a relatively stable variety be preferred to a variety which is relatively unstable but has a higher average value?
The present study of variety trials and their analysis therefore has a twofold aim:
(1) to determine a single parameter which has elements of both the arithmetic mean and a stability parameter; (2) in determining this single parameter, to take account of the relative frequencies with which different environments, in particular good and poor years, are encountered by a released variety. Thus a completely random model is assumed, and the attempt is made to increase the accuracy of varietal comparisons by the use of supplementary information.
GENERAL THEORY
The term" environment " will be used in a general sense, and may refer to the conditions encountered at a single location or the average conditions over a set of locations in a particular year. The gross effect of an environment will be denoted by e. Negative values of e are therefore associated with poor environments and positive values are associated with environments which are better than average.
The performance of a variety will supposedly depend on e and we can represent the relationship by the function g(e). Then the average perforinance over all environments is given by the expected value of g(e).
viz.
= fT g(e)f(e)de.
( 1) It is suggested that this is the parameter most often of interest in a practical situation. To estimate ji9 it is necessary to obtain estimates off(e) and g(e), and these will now be considered in turn. the region. However, there was some evidence that the mean yield of several trials correlated well with the estimated regional effect for a particular year. Looking at this point in more detail, suppose that one or more varieties have been grown at n sites within a region for m years. A two-factor analysis of variance may be carried out on the mn average yields, and a regression analysis of the mean for each year against the estimated yearly effect may also be performed. The form of the composite analysis and the expectations of the mean squares, where p is the correlation between the expected trial mean and the regional effect, are given in table 1.
Under the null hypothesis that p = 1 we have
Tests of the null hypothesis for five sets of data are given in table 2, for four regions which have previously been considered by Pederson (1974) . The 19 NS Narrandera null hypothesis is rejected in only one case, in apparent disagreement with Davidson (1962) , who found that an asymptotic regression function described the relationship between farm yield and experimental yield for a set of wheat trials in the State of Victoria. In the analysis of variance (table 1) we have r2= MR
where r is the observed correlation between trial mean and regional effect. The estimated components of variance from an analysis may therefore be used to investigate the relationship between r and n. If there are n" sites per year rather than n, the square of the correlation is estimated by
Values for n = 1 to 5 and for an infinitely large n are shown in table 3.
For the Peel data r2 is negative for an infinitely large n and so 9 is undetermined. The general impression is that at least four sites would be necessary per year to obtain a mean trial yield in agreement with the commercial yield for the region. Only if this condition were met would it be reasonable to apply the distribution of regional effects to the analysis of a set of varietal trials, with the overall mean for a year as the basic unit of analysis. Iff(e) is known, then it may be used in the analysis of variety trial data, but in many cases suitable long-term data will not be available for the determination of f(e) and more approximate analysis will be necessary.
The two cases will be considered in turn.
(i) f(e) known Althoughf(e) will invariably be only an estimate of the true distribution, any analysis is considerably simplified if it is assumed that bothf(e) and the individual values of e have been estimated without error.
Suppose that a variety is tested in m environments (m 2), giving the • At least two years should preferably be represented if variety X year interaction is expected to be high. Let the corresponding effects for the environments be e1, e2, ..., em, where we assume that e1 < e2 < ... <em. These are the data from which the function g(e) can be estimated, and hence by application of equation (1).
If g is plotted against e ( fig. 1) , + g1 -g, rn,
Since this is a linear function of the g1, the variance of may be estimated from the variance of the g.
(ii) f(e) uknown
Suppose that a set of trials have been carried out within m environments for which no appropriate distribution of effects is available. To apply equation (1) it is still necessary to have estimates of e1, and these will be available if (1) m is reasonably large, say 20 or more; or (2) if m is small, data are available for similar trials held at the same sites in other years.
Whichever is the case, it is important that more than one year be represented if the intention is to predict the future performance of varieties. Let the number of" environments "represented be n, n m, and denote the average trial yields by Y1, Y2, ..., Y,. Then an estimate of the effect for the ith environment is given by To apply equation (1) the further assumption must be made that g is a linear function of e. Breese (1969) has reviewed the experimental evidence on this point and concluded that linearity is the rule, although Perkins and Jinks (1968) (3) since, by definition, E[e] = 0. The estimate is therefore given by the intercept at e = 0, when g is linearly regressed against e. In general terms, is the predicted yield in the average environment. A similar measure has been proposed by Pinthus (1973) , with a standard variety being used to position the average environment on the e-scale.
There may be genotypes for which a quadratic function is the best description of g(e).
i.e. g=oc+fl1e+fl2e2. The variance of may be estimated from the variances and covariances of a*, b1 and b, assuming for simplicity that the e and their variance have been estimated without error. The variance of will be the same for all varieties if a pooled error variance is used, since the variances and covariances of the regression estimates depend only on the e and the error variance.
It has been stated that if m is sufficiently large then the estimates of environmental effect may be obtained from the data intended for analysis.
In this situation ë. will be zero since m = n, and equation (3) will give = g.
The estimated mean of a variety is therefore the arithmetic mean over all environments, and this will also be the case for a small number of trials for which, by chance, the average effect is close to zero. Under the quadratic assumption, equation (5) Although j may be different from . when m is small, for a large m there should be little difference even when g(e) is quite non-linear.
The conclusion is that the usual analysis of variance, with calculation of the arithmetic means, should be carried out for a large set of trials. The most favourable circumstances for application of the present analysis would be when there were few trials, preferably involving at least two years, with a wide range of effects for which the average was removed from zero.
AN EXAMPLE
Data on wheat grain yield were obtained from three sites within the Narrandera region for the years 1965 to 1967. The data from one site in 1966 were discarded since the yields were inordinately low in comparison with the remaining two sites, leaving a total of eight sites for analysis.
Since there was a maximum of three sites per year, it was not possible to use the commercial yields for the region to estimate the distribution of effects. Again, eight sites were too few for the trial data to be used to estimate a set of effects, and use was made of 15 similar trials carried out at the three sites between 1963 and 1970. The average yield was determined for each trial in the composite set and the effects were calculated by the method given in the previous section. The effects for the eight trials, plus the mean yields for four varieties, are shown in table 4. The data have been plotted in fig. 2 , with the fitted least-squares regression lines. To test whether the intercepts at zero are significantly different, the model The difference R(ct I , fi) R(ji, cc, fi) -R(ji, ) is attributable to including cc in the model, and provides a test of the hypothesis that (t + ccis the same for all i. The analysis of the data in table 4 is presented in table 5, the conclusion being that the intercepts are not significantly different. fig. 2 it can be seen that a quadratic function would give a better fit to the Wren data, and may be expected to reduce the deviation sum of squares of 558 x 10 which Wren contributes to the total of 834 x 10 under a linear model. A quadratic curve was therefore fitted for each variety, as shown in fig. 3 . Application of equation (5) each variety, were pooled to give a deviation mean square of 028l x 10 with 20 degrees of freedom, from which the variance of ji9 was estimated to be 00654 x 10g.
The estimated yield under a linear model differs only slightly, if at all, from the estimated yield under a quadratic model (table 6) . If this is a general result then it would argue in favour of the more simple linear model.
The second, more important, point is that the ranking of varieties on the basis of the arithmetic mean differs from the ranking on the basis of jig-values. This is mainly due to the iow yield of Wren in poor environments, which were over-represented among the eight sites compared with the long-term expectation. It is not suggested that the change in ranking would be a feature of all variety trials since the present example was chosen speuifically to illustrate the point, but it is probably as well to be aware of the circumstances in which such a result could occur, namely
(1) the number of test environments is small; (2) there is a high variety X environment interaction; (3) The" average" of the test environments is either well above or well below the long term average.
