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1Jitter-Minimized Reliability-Maximized Joint
Optimization Quality-of-Service Routing for GPS
Networks
Waseem Sheikh, Member, IEEE, and Arif Ghafoor, Fellow, IEEE
Abstract
We propose a joint optimization framework for quality-of-service (QoS) routing with resource allocation in a generalized
processor sharing (GPS) network. Our joint optimization framework provides a convenient way of maximizing the reliability
or minimizing the jitter delay of paths. Data traffic is sensitive to droppage at buffers while it can tolerate jitter delay. On the
other hand multimedia traffic can tolerate loss but it is very sensitive to jitter delay. Depending on the type of data, our scheme
provides a convenient way of selecting the parameters which result in either reliabilty maximization or jitter minimization. We
solve the optimization problem for a GPS network and provide the optimal solutions. We find the values of control parameters
which control the type of optimization performed. We use our analytical results in multi-objective QoS routing algorithm. In the
end we provide insights into our optimization framework using simulations.
Index Terms
Jitter, Reliability, Generalized Processor Sharing, Quality-of-Service.
I. INTRODUCTION
In this paper we consider the problem of jointly optimizing the reliability and jitter delay of paths under QoS constraints
for a Generalized Processor Sharing (GPS) network [1], [2] and reserving bandwidth and buffer at the same time. QoS routing
with resource allocation was proposed in [3]. The authors in [3] only considered maximizing the reliability. However, certain
class of data such as multimedia traffic, requires the jitter delay to be minimized. The Internet traffic today consists of a mix
of jitter sensitive multimedia traffic and loss sensitive data traffic. Hence, there is a need for a QoS routing scheme which
intelligently adapts to the type of traffic being routed. In this paper, we propose a joint optimization framework which provides
a convenient way of maximizing the reliability or minimizing the jitter delay of the paths in a network. Multimedia data is
sensitive to jitter delay, hence for this kind of data by selecting appropriate control parameters, our problem will find the paths
with minimum jitter delay. Data traffic on the other hand can tolerate delay but is sensitive to data drop. For this kind of data,
by selecting appropriate control parameters, our solution provides the paths with maximum reliability.
We consider the following QoS parameters, path jitter (Jp) and path reliability (Qp). Let Qreq be the minimum required
path reliabilty and let Jreq be the maximum path jitter delay. The resource are bandwidth and buffer. We denote the link buffer
by b(u, v) for link (u, v) and link bandwidth by r(u, v).
Qp is the minimum reliability of the path p. A path p is said to provide a reliability value of Q p if nrecntran ≥ Qp, where
ntran is the total number of bits transmitted at the node at the start of path p and n rec is the total number of bits received at
the end of path p. From the definition of reliability, we have Q p ∈ [0, 1].
Instead of minimizing the jitter Jp we minimize JpJreq . The minimization of
Jp
Jreq
is the same as the maximization of − JpJreq
or that of (1 − JpJreq ). Note that (1 −
Jp
Jreq
) ∈ [0, 1]. Hence we define our objective function as follows: αQp + β(1 − JpJreq ),
where α and β are real numbers selected according to whether we want to minimize the jitter delay or maximize the reliability.
For a given path path pj , the multi-objective path-resource problem is defined as follows:
Z∗p (pj) = max
{





Subject to: Jp(pj) ≤ Jreq,
Qp(pj) ≥ Qreq,
Dp(pj) ≤ Dreq,
0 ≤ b(u, v) ≤ B(u, v) ∀(u, v) ∈ pj ,
Rreq ≤ r(u, v) ≤ Cmaxuv ∀(u, v) ∈ pj
(1)
For a GPS network, the QoS parameters as functions of buffers and bandwidth are given as follows [1], [2]:


















The end-to-end delay for path p(n), denoted by D(p) is given as follows:






where, Cmax(vj−1,vj) is the maximum available physical capacity over the link (v j−1, vj) and Lmax is the maximum packet
size in bits.
























































0 ≤ b(u, v) ≤ B(u, v) ∀(u, v) ∈ pj ,
Rreq ≤ r(u, v) ≤ Cmaxuv ∀(u, v) ∈ pj
α, β ∈ R+
(5)
Due to the fact that the major contributor of end-to-end delay is the jitter delay, in the later discussion we only consider the
jitter delay.
II. SOLUTION TO THE MULTI-OBJECITVE PATH RESOURCE PROBLEM
In this section we derive the optimal solutions for the multi-objective path-resource problem defined in 5. For simplicity












by Obj2. We denote the
multi-objective function value by Obj, i.e., Obj = Obj1+Obj2. In all of the following discussion ε is a positive real number.
Lemma II.1 The optimal value of rp(p(n)) is given by r∗p (p(n)) = min1≤j≤n Cmax(vj−1,vj).
Proof: Follows from the fact that bandwidth of a path is the bottleneck function of the bandwidths of the links constituting
the path and the fact that by increasing the bandwidth, the jitter of the path decreases.
Once we have determined the optimal value of bandwidth, we are left with finding the optimal value of the buffers.





and Jreqr∗p (p(n)) ≥ min{σ,
∑n
j=1 B(vj−1, vj)} then the optimal values of the buffers
are given as follows:






, for all j = 1, 2, ..., n.
Proof: Let b(vj−1, vj) = b∗(vj−1, vj) + ε for all j = 1, 2, ..., n where ε is a positive real number. Let the index k be defined
as follows k = argmin1≤j≤n {B(vj−1, vj)}, then it is not possible to set b(vk−1, vk) = b∗(vk−1, vk) + ε if B(vk−1, vk) < σ.
If B(vk−1, vk) ≥ σ then Obj1 does not increase, however, Obj2 decreases.
3Now consider b(vj−1, vj) = b∗(vj−1, vj) − ε, for all j = 1, 2, ..., n. Let Objoldi denote the Obji value for b∗(vj−1, vj)
and let Objnewi denote the Obji value for b(vj−1, vj) = b∗(vj−1, vj) − ε for i = 1, 2. We will show that the multi-objective









































j=1 b(vj−1, vj), σ}
r∗p (p(n))Jreq
}
Objnew2 −Objold2 = β




j=1 b(vj−1, vj), σ}
r∗p (p(n))Jreq
Now we have to consider three cases as follows:
Case 1 corresponds to when
∑n
j=1 b(vj−1, vj) <
∑n
j=1 b
∗(vj−1, vj) < σ.


























The total increase in multi-objective function value is given as follows:




















Hence, the net increase in the value of multi-objective function is negative. Therefore,
b∗(vj−1, vj) = min {σ,min1≤j≤n B(vj−1, vj)}, for j = 1, 2, ..., n
is a local optimal solution for case 1.
Now we consider case 2, which corresponds to σ <
∑n
















Objnew2 −Objold2 = 0
Objnew −Objold = −αε
σ
Hence in case 2, the multi-objective function value decreases.
Case 3 corresponds to
∑n
j=1 b(vj−1, vj) < σ <
∑n
j=1 b
∗(vj−1, vj). In this case the change in multi-objective function value











































































































































Where the last inequality follows from the fact that in this case σ <
∑n
j=1 b
∗(vj−1, vj). This concludes the proof of Theorem
II.1.
Corollary II.1.1 The values of α and β can be fixed, for all instances of the path resource allocation problem in a graph
G = (V,E), according to the inequality α > β (N−1)σr∗p(p(n))Jreq , where N = V.
Proof: Any acyclic path in the directed graph G = (V,E) with vertex set V and edge set E will contain at most V − 1 edges.
Let N = V − 1, then the constraint α > β (N−1)σr∗p(p(n))Jreq implies α > β
nσ
r∗p(p(n))Jreq
for any n ≤ (N − 1).








(p(n)) ≥ min{σ,∑nj=1 B(vj−1, vj)} and nQ ≥ 1 then the optimal values of
the buffers are given as follows:






, for all j = 1, 2, ..., n.
Proof: Let b(vj−1, vj) = b∗(vj−1, vj) + ε for all j = 1, 2, ..., n where ε is a positive real number. Let the index k be defined
as follows k = argmin1≤j≤n {B(vj−1, vj)}, then it is not possible to set b(vk−1, vk) = b∗(vk−1, vk) + ε if B(vk−1, vk) < σ.
5If B(vk−1, vk) ≥ σ then the multi-objective function value does not change by increasing the values of buffers.










































Note that the value of Obj2 does not change if we replace b∗(vj−1, vj) with any feasible b(vj−1, vj). The reason for




j=1 b(vj−1, vj) for all positive ε that results in feasible value for the buffer
variables b(vj−1, vj). The first inequality (from left handside) in the above is true by assumption in the theorem and the
last inequality holds because of the minimum reliability constraint. Hence the multi-objective function value decrease by
decreasing the value of the buffers. Therefore under the assumptions in the Theorem II.2 the optimal buffer values are given






, for all j = 1, 2, ..., n. This concludes the proof of Theorem II.2.







, where 0 ≤ Qreq < 1, Jreqr∗p(p(n)) ≥ min{σ,
∑n
j=1 B(vj−1, vj)} and
nQreq < 1 then the optimal values of the buffers are given by b∗(vj−1, vj) = σQreq , for all j = 1, 2, ..., n.
Proof: Let b(vj−1, vj) = b∗(vj−1, vj) − ε for all j = 1, 2, ..., n where ε is a positive real number. This would violate the
minimum reliability constraint. Now consider b(vj−1, vj) = b∗(vj−1, vj) + ε for all j = 1, 2, ..., n. We will show that under


















































6In order to find the corresponding decrease in Obj2 we have to consider two cases. In case 1 n(σQreq + ε) < σ. The
decrease in Obj2 for case 1 is given as follows:
Objold2 = β
{










where the last equality follows from the inequality nQreq < 1 in the hypothesis of Theorem II.3.
Objnew2 = β
{












where the last equality follows since under case 1, i.e., nσQreq + nε < σ.

































In case 2, n(σQreq + ε) ≥ σ. In this case the decrease in Obj2 will not depend on ε hence it is sufficient to show that


























































where the last equality for Objold2 follows from the hypothesis of Theorem II.3 namely, nQ req < 1, and the last equality for
Objnew2 follows from the hypothesis of case 2, i.e., nσQreq + nε ≥ σ.

























the proof of Theorem II.3.
In order for the dynamic programming algorithm to find optimal paths, the values of α and β have to be fixed and should
not vary as the number of nodes in the path change. The following corollary to previous theorems provide a fixed value for
α and β depending upon whether we want to maximize reliability or minimize the jitter delay.
Corollary II.3.1 The values of α and β can be fixed, for all instances of the path resource allocation problem in a graph





1−n∗Qreq , where n
∗ =  1Qreq  − 1.
Proof: Note that we have 1−Qreq > 1− nQreq for 1 < n < 1Qreq . In other words,
1−Qreq




















for 1 < n < 1Qreq .










where n∗ =  1Qreq  − 1.





and Jreqr∗p (p(n)) ≤ min{σ,
∑n
j=1 B(vj−1, vj)} then the optimal values of the buffers
are given as follows:















for all j = 1, 2, ..., n.
Proof: Note that the inequality Jreqr∗p(p(n)) ≤ min{σ,
∑n
j=1 B(vj−1, vj)} means that the maximum number of bits queued
in the buffers on the path p(n) can lead to a violation of the jitter constraint. Let k = argmin 1≤j≤n B(vj−1, vj).




n and σ we have to consider four different cases. Case 1 corresponds




n and B(vk−1, vk) < σ. In this case the optimal buffer value in equation 6 reduces to
b∗(vj−1, vj) = B(vk−1, vk) for all j = 1, 2, ..., n. Now consider b(vj−1, vj) = b∗(vj−1, vj) + ε where ε is a positive real
number. However, by setting b(vk−1, vk) = B(vk−1, vk)+ε will result in the violation of the available physical buffer constraint











































1− min {n(B(vk−1, vk)− ε), σ}
r∗p (p(n))Jreq
}
Let Case 1(a) correspond to when n(B(vk−1, vk)−ε) < nB(vk−1, vk) < σ. In this case the net change in the multi-objective








1− n(B(vk−1, vk)− ε)
r∗p (p(n))Jreq
}
Objnew2 −Objold2 = β
nε
r∗p (p(n))Jreq






















Case 1(b) correspond to when σ < n(B(vk−1, vk)− ε) < nB(vk−1, vk). In this case the net change in the multi-objective













Objnew2 −Objold2 = 0
Objnew −Objold = −α ε
σ
< 0
Case 1(c) correspond to when n(B(vk−1, vk)− ε) < σ < nB(vk−1, vk). In this case the net change in the multi-objective








1− nB(vk−1, vk)− nε
r∗p (p(n))Jreq
}




































n and B(vk−1, vk) > σ.
In this case the optimal buffer values given by equation (6) reduces to b ∗(vj−1, vj) = σ, for all j = 1, 2, ..., n. Let
b(vj−1, vj) = b∗(vj−1, vj)+ε, where ε is some positive real number. Then by increasing the buffer values from b ∗(vj−1, vj) = σ
to b(vj−1, vj) = σ + ε does not change the Obj1, however, it results in a decrease in Obj2 value.











































Objnew2 −Objold2 = 0
Objnew −Objold = −α ε
σ
< 0

















1− n(σ − ε)
r∗p (p(n))Jreq
}
Objnew2 −Objold2 = β
{
























{σ − n(σ − ε)}
Objnew −Objold = β
r∗p (p(n))Jreq




























for n = 1, 2, 3, ....








n < σ to the afore-mentioned two constraints in case 3. In the case 3(a), the optimal buffer value given by equation
(6) reduces to b∗(vj−1, vj) = Jreqr
∗
p(p(n))
n . Let b(vj−1, vj) = b




n + ε for some j. This, however,
violates the maximum physical buffer constraint for node j. Now set b(v j−1, vj) = b∗(vj−1, vj)− ε = Jreqr
∗
p(p(n))
n − ε for all
j = 1, 2, ..., n and for 0 < ε ≤ Jreqr
∗
p(p(n))

























































Let case 3(a)(i) correspond to when ∑nj=1 b(vj−1, vj) < ∑nj=1 b∗(vj−1, vj) < σ, or equivalently, (r∗p (p(n))Jreq − nε) <











































In case 3(a)(ii) we have, σ < ∑nj=1 b(vj−1, vj) <∑nj=1 b∗(vj−1, vj). The change in multi-objective function value for this













Objnew2 −Objold2 = 0
Objnew −Objold = −α ε
σ
< 0























Objnew2 −Objold2 = β
nε
r∗p (p(n))Jreq
− β + β σ
r∗p (p(n))Jreq




























where the last inequality follows since σ < r∗
p
(p(n))Jreq .
Now we consider case 3(b), which corresponds to the additional constraint Jreqr
∗
p(p(n))
n > σ, in addition to the constraints
corresponding to case 3. In this case the optimal buffer value given by equation (6) reduces to b ∗(vj−1, vj) = σ for all
j = 1, 2, ..., n.
First, consider b(vj−1, vj) = b∗(vj−1, vj) + ε = σ + ε, for all j = 1, 2, ..., n. However, as a result of this increase in buffer
values Obj1 value does not change and Obj2 value decreases. Now consider b(vj−1, vj) = b∗(vj−1, vj) − ε = σ − ε for all






= α− α ε
σ























































Objnew2 −Objold2 = 0
Objnew −Objold = −α ε
σ
< 0
Case 3(b)(ii) correspond to n(σ − ε) < σ
Objnew2 = β
{
1− n(σ − ε)
r∗p (p(n))Jreq
}
Objnew2 −Objold2 = β
{


















{σ − n(σ − ε)}






















for n = 1, 2, 3, ....
Now we consider case 4 which corresponds to the inequalities Jreqr
∗
p(p(n))
n < B(vk−1, vk) and B(vk−1, vk) < σ. In this case
the optimal buffer values given by equation (6) reduces to b ∗(vj−1, vj) = r
∗
p(p(n))Jreq
n for all j = 1, 2, 3, ..., n. First consider
b(vj−1, vj) = b∗(vj−1, vj)+ε. This results in violation of the jitter constraint. Now consider, b(v j−1, vj) = b∗(vj−1, vj)−ε =
r∗p(p(n))Jreq


























































Let case 4(a) correspond to when r∗p (p(n))Jreq−nε < r∗p (p(n))Jreq < σ. In this case the change in multi-objective function





















Objnew2 −Objold2 = β
nε
r∗p (p(n))Jreq














Case 4(b) corresponds to σ < r∗p (p(n))Jreq − nε < r∗p(p(n))Jreq . In this case the change in the multi-objective function















Objnew2 −Objold2 = 0
Objnew −Objold = −α ε
σ
< 0
Case 4(c) corresponds to r∗
p
(p(n))Jreq − nε < σ < r∗p (p(n))Jreq . In this case the change in the multiobjective function

































































since σ < r∗p (p(n))Jreq by assumption in this case. Hence we have considered all the possible cases and the optimal buffer
values is given by equation (6) under the hypothesis of Theorem II.4. This concludes the proof of Theorem II.4.







, where 0 ≤ Qreq < 1, Jreqr∗p(p(n)) < min{σ,
∑n
j=1 B(vj−1, vj)} and
nQreq < 1 then the optimal values of the buffers are given by b∗(vj−1, vj) = σQreq , for all j = 1, 2, ..., n.
Proof: Let b(vj−1, vj) = b∗(vj−1, vj) − ε = σQreq − ε for all j = 1, 2, ..., n. This results in violation of the reliability






























































The last equality follows since under the assumption of the TheoremII.5, specifically, nQ req < 1, we have the following:
n∑
j=1



















Let Case 1 corresspond to when
∑n
j=1 b(vj−1, vj) = n (σQreq + ε) < σ. In this case the change in multi-objective function

















































































where the last inequality follows since n = 1, 2, ... and 0 ≤ Qreq < 1.
Case 2 corressponds to when
∑n
j=1 b(vj−1, vj) = n (σQreq + ε) > σ. In this case the change in multi-objective function value














We will show that for any positive ε which results in feasible solutions, decrease in Obj2 will be greater than the increase




























































. This concludes the proof of
TheoremII.5.







, where 0 ≤ Qreq < 1, Jreqr∗p(p(n)) < min{σ,
∑n
j=1 B(vj−1, vj)} and
nQreq ≥ 1 then the optimal values of the buffers are given by:











































Objnew2 −Objold2 = 0
Hence, in this case, for any positve ε, there is no decrease in Obj2 as we increase the value of the buffers. Hence, the
maximum multi-objective function value will occur when we maximize Obj 1 while keeping the constraints satisfied. This













all j = 1, 2, ..., n.
III. MULTI-OBJECTIVE QOS ROUTING ALGORITHM
In this section we present the analytical results of SectionII in algorithmic form.
A. Multi-Objective QoS Resource Allocation Algorithm
First we present the multi-objective path resource allocation algorithm using the results of SectionII. This algorithm is
presented in Algorithm1. It first checks for the feasibility of the problem. If the problem is infeasible, it returns a value
of −∞. If the problem is feasible, then it allocates the optimal values of buffers and bandwidths and returns the optimal
multi-objective function value. The computational complexity of Algorithm1 is constant K .
17
B. Multi-Objective QoS Routing Algorithm
In this subsection we present the multi-objective QoS routing algorithm which uses Algorithm1 as a subroutine. The multi-
objective QoS routing algorithm is presented in Algorithm2. This algorithm is based on the shortest path dynamic programming
algorithm for directed graph [4]. The computational complexity of Algorithm2 is O(K‖V ‖‖E‖), since in the main loop all
the edges, ‖E‖, are scanned ‖V ‖ − 2 times and for each scan of an edge we call Algorithm1 with constant running time, K .
IV. SIMULATION RESULTS
In this section we explain the simulation results. We study the effects of various parameters such as, maximum physical
buffer size B, maximum link bandwidth C, required reliability Q req, required jitter delay Jreq and bucket size σ [5], [2], [6],
[7], on the multi-objective QoS routing algorithm. The network topology is generated using Waxman random graph topology
generator [8] with parameters given in TableI.
A. Effect of Maximum Physical Buffer Size B
In this section we measure the effect of maximum physical buffer size B on path reliability Q p and path jitter delay
Jp. Fig.1(a) and Fig.1(b) show the effect of B on maximum reliability and minimum reliablity over all paths in the graph
respectively. From these figures it is obvious that every path has the same reliability value under both reliability maximization
and jitter minimization schemes. Fig.10(d)shows that there are 59 feasible paths from the source node to each destination node
for every simulation run. Fig.1(c) shows the average path reliability. This figure shows that under the reliability maximization
scheme, the average path reliability increases linearly from 0.1 to 1. The average path reliability hits 1 when the maximum buffer






Under the jitter minimization scheme, the average path reliability is set to the minimum feasible reliability value, i.e., 0.01 in
this case.
Fig.2 shows the effect of maximum buffer size B on path jitter delay. Fig.2(a) shows that under the reliability maximization
scheme, the maximum jitter delay increases sharply to the maximum possible jitter delay of 1second as the maximum buffer
size B increases from 0 to 50 MB. The maximum possible path jitter delay is 1second since for a GPS network path jitter delay





. The maximum possible value is hence σr∗p(p(n)) . A comparison of Fig.2(a) and Fig. show
that under the reliability maximization scheme, optimal paths experience different jitter delay when the value of B is less than
200 MB. The reason for this is because the number of nodes on each path vary and hence when
∑n
j=1 b(vj−1, vj) < σ, the





. This will vary depending upon the number of nodes in the path. However, when∑n
j=1 b(vj−1, vj) ≥ σ, then all paths will experience the maximum possible jitter delay of σr∗p(p(n)) =
200
200 = 1 second. This
is obvious form Fig.2(a) and Fig.2(b). Fig.2(c) shows that for reliability maximization, the average path jitter delay increases
sharply for B between 0 and 100 MB. The rate of increase of average jitter delay decreases as B increase from 100 to 200
MB and then it stays constant for B greater than 200 MB. This decrease in the rate of increase of average path jitter delay
happens because as B increases, more and more paths hit the maximum possible jitter delay value of 1 second. Fig.2(c) shows
that under the jitter minimization scheme, the average path jitter delay is kept close to 0 seconds.
B. Effect of Maximum Link Bandwidth C
Figs.3(a), 3(b) and 3(c) show that the reliability maximization scheme keeps the path reliability value to a maximum of
1 whereas the jitter minimization scheme keeps the path reliability close to 0. The reliability value does not vary with the





which does not involve link
bandwidth. Figs.4(a), 4(b) and 4(c) show that the path jitter delay under reliability maximization decreases with an increase in






The jitter minimization scheme keeps the path jitter delay close to 0 seconds.
C. Effect of Required Reliability Qreq
Figs.5(a), 5(b) and 5(c) show that reliability maximization scheme sets the path reliability Q p equal to 1. Fig.5(a) show that
under the jitter minimization scheme, the maximum path reliability increases linearly as Q req increase from 0.1 to 0.2. The
jump in maximum path reliability value occurs at Qreq = 0.2, because at this point the path jitter value for these paths hits
the maximum possible jitter value of 1 second. In other words, increasing the amount of buffer allocated does not effect the
path jitter value and therefore, the obvious choice in this case is to maximize the reliabilty value by allocating more buffer.
Fig.5(b) shows the linear relationship between path jitter delay and Q req under jitter minimization. Note that this corresponds
to the paths for which
∑n
j=1 b





Figs.6(a), 6(b) and 6(c) show that the reliability maximization scheme keeps the path jitter delay to a maximum possible value
of 1 second. Under the jitter minimization scheme the maximum path jitter delay increases linearly as Q req increases from
0.01 to 0.2. At Qreq = 0.2 the maximum path jitter delay hits the maximum value of 1 second and stays at this value for
Qreq > 0.2. However, for paths which have
∑n
j=1 b
∗(vj−1, vj) = nσQreq < σ, the jitter delay incrases linearly as shown in
Fig.6(b). Fig.6(c) shows that the rate of increase of average path jitter delay decreases as Q req increases and then eventually
becomse 0. This happens because as Qreq increases more and more paths hit the maximum possible jitter delay value of 1
second.
D. Effect of required Jitter Jreq
Fig.7(a) shows that as Jreq increases, the maximum path reliability also increases linearly under the reliability maximization
scheme. This happens because as Jreq increase, we can allocate more buffer at each node which in turn results in increased
path reliability. A comparison of Fig.7(a) and Fig.7(b) shows that under reliability maximization some paths experience faster
increase in path reliability relative to other paths, as Jreq increases. The rate of increase of path reliabililty is smaller for paths
consisting of more nodes as compared to paths consisting of less nodes. This is because for paths consisting of more nodes,
the amount by which buffer values can be increased is smaller than the amount for paths consisting of less number of nodes.
The sudden jump in path reliability value in Figs.7(b) and Fig.7(c) occurs because for J req ≥ 1 second, increasing the buffer
value won’t change the path jitter value and hence it is optimal to set the buffers to their maximum possible values. The jitter
minimization scheme keeps the path reliability equal to Qreq = 0.01 seconds.
Figs.8(a), 8(b) and 8(c) show that the reliability maximization scheme tries to allocate as much buffer as possible without
violating the Jreq value. The jitter minimization scheme keeps the path reliability value close to the minimum required reliabilty
value of 0.01.
E. Effect of Bucket Size σ
Figs.9(a), 9(b) and 9(c) show that under the reliability maximization scheme, the path reliability value decreases as the
bucket size σ increases. This is expected since for a GPS network, the path reliability is inversely proportional to the bucket




σ = Qreq = 0.01.
Fig.10 shows the effect of bucket size σ on path jitter delays. Fig.10(a) shows that under jitter minimizationscheme, the
maximum path jitter delay increases linearly. This is because the path jitter delay in this case is given by nσQreqr∗p(p(n)) since
nQreq < 1. The rate of increase of maximum path jitter delay for reliability maximization scheme is much higher than for
jitter minimization. This is because as the bucket size σ increases, the buffer allocated at each nodes also increases in order to
keep the path reliability higher. This, however, results in sharper increase in the path jitter delay. When the value of σ crosses
1500 MB, the maximum path jitter delay value stays at the maximum allowable value of 5 seconds. This is becase of the jitter
feasibility constraint. By increasing the buffer value anymore would result in violation of the maximum path jitter value of 5
seconds. A comparison of Figs.10(a) and 10(b) reveals that under jitter minimization, some path experience less sharp increase
in jitter delay as σ increases. The reason for this is because under jitter minimization the path jitter delay is given by nσQreqr∗p(p(n))
and therefore paths with less nodes will have a small rate of increase of jitter delay. In Fig.10(b), the reliability maximization
scheme has a maximum path jitter delay value of 1 second as opposed to 5 seconds in Fig.10(a). The reason for this is the
following. Notice that in this case if n is large the following inequality will become true
∑n
j=1 b
∗(vj−1, vj) < σ and hence
for these paths the jitter delay equals σr∗p(p(n)) =
200
200 = 1 second. Fig.10(c) reiterates the fact that reliability maximization
results in a sharper increase in average path jitter delays and ultimately stays constant at the maximum value. Whereas jitter
minimization also results in increas in average path jitter delay as σ increases, however, the rate of increase is much smaller
as compared to the rate of increase in reliability maximization.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a joint optimization framework for reliability maximization and jitter minimization for a
GPS network. We have proved optimal solutions, presented these in algorithmic form and simulated these in a network.
There are numerous ways in which this work can be extended. One possible direction is to find efficient algorithms for
constructing multicast trees with minimum resources (bandwidth and buffer) and with bounded jitter and reliability for all
paths from the source to the destination nodes in the multicast tree [9].
Another direction is to find distributed algorithms for multi-objective QoS routing with resource allocation as well as for
bounded reliability and jitter delay multicast tree construction.
Another possible direction is to extend the multi-objective QoS routing scheme to other queuing service disciplines such as
packet by packet generalized processor sharing (PGPS) [2], [10] and self-clocked fair queuing (SCFQ) [7].
One possible direction for future work is to develop multi-objective QoS routing algorithms for heterogenous networks consisting
of different queuing service disciplines [11].
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Algorithm 1 Multi-Objective QoS Resource Allocation Algorithm(G(V,E), p(n), [C (u,v)], [B(u,v)], σ, Jreq , Qreq, Rreq)
1 Let r∗p (p(n)) = min
1≤j≤n








2 n = one less than number of nodes in path p(n)
3 if (B(vj−1, vj) < σQreq) for some j, 1 ≤ j ≤ n
4 Reliability constraint violated, problem infeasible
5 return(−∞)
6 end
7 if (min{nσQreq ,σ}r∗p(p(n)) > Jreq)






12 Bandwidth constraint violated, problem infeasible
13 return(−∞)
14 end
15 if (Maximizing Reliability)
16 if (Jreqr∗p (p(n)) ≥ maxQ)






, ∀j = 1, 2, ..., n.
18 else















, ∀j = 1, 2, ..., n.
20 end
21 end
22 if (Minimizing Jitter Delay)
23 if (Jreqr∗p (p(n)) ≥ maxQ)
24 if (nQreq < 1)
25 b∗(vj−1, vj) = σQreq, ∀j = 1, 2, ..., n.
26 else






, ∀j = 1, 2, ..., n.
28 end
29 else
30 if (nQreq < 1)
31 b∗(vj−1, vj) = σQreq, ∀j = 1, 2, ..., n.
32 else


































Algorithm 2 Multi-Objective QoS-Routing(G(V,E), s, [C(u,v)], [B(u,v)], σ, Jreq , Qreq, Rreq)
1 if (Maximizing Reliability)
2 Set α and β according to the following inequality











5 if (Minimizing Jitter)
6 Set α and β according to the following inequality



















9 For each x ∈ adj(s)f 1(s, x) := Algorithm1(G, s, x, C,B, σ, Jreq , Qreq, Rreq), π1(x) := s
10 For each x ∈ adj−1(s) π1(x) := x
11 For each x ∈ adj(s) f 1(s, x) := −∞
12 Main Loop
13 for k := 1→ ‖V ‖ − 2
14 for each node x ∈ V − {s}
15 fk+1(s, x) := fk(s, x)
16 πk+1(x) := πk(x)
17 for each node w ∈ adj−1(x)
18 πold := πk+1(x)
19 πk+1(x) := w
20 temp := Algorithm1(G, s, x, C,B, σ, Jreq , Qreq, Rreq)
21 if temp > fk+1(s, x)
22 fk+1(s, x) := temp
23 else
24 πk+1(x) := πold
TABLE I
SIMULATION PARAMETERS
Symbol Explanation Value Units
λ Intensity of Poisson process for Waxman topology 0.6
γ Link probability parameter for Waxman topology 3
δ Link probability parameter for Waxman topoloty 0.1
N Number of nodes 60
s Source Node 3
σ Bucket size, leaky bucket parameter Mega bytes/second
ρ Average traffic rate, leaky bucket parameter 100 Mega bytes/second
Jreq Required jitter delay Seconds
Qreq Required reliability
Rreq Required bandwidth 100 Mega bytes/second
B Maximum physical buffer avilable Mega bytes
C Maximum available link capacity Mega bytes/second
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(a) Maximum Reliability (b) Minimum Reliability
(c) Average Reliability (d) Number of Feasible Paths
Fig. 1. Effect of maximum physical buffer size, B, on reliability of paths, Qp: σ = 200MB, ρ = 100MB/s, Qreq = 0.01, Jreq = 5s, Rreq = 100MB/s,
C = 200MB/s (a) Maximum reliability of all paths (b) Minimum reliability of all paths (c) Average reliability (d) Number of feasible paths
(a) Maximum Jitter Delay (b) Minimum Jitter Delay
(c) Average Jitter Delay (d) Number of Feasible Paths
Fig. 2. Effect of maximum physical buffer size, B, on jitter delay of paths, Jp: σ = 200MB, ρ = 100MB/s, Qreq = 0.01, Jreq = 5s, Rreq = 100MB/s,
C = 200MB/s (a) Maximum jitter delay of all paths (b) Minimum jitter delay of all paths (c) Average jitter delay of all paths (d) Number of feasible paths
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(a) Maximum Reliability (b) Minimum Reliability
(c) Average Reliability (d) Number of Feasible Paths
Fig. 3. Effect of maximum link bandwidth, C, on reliability of paths, Qp: σ = 200MB, ρ = 100MB/s, Jreq = 5s, Qreq = 0.01, Rreq = 100MB/s,
B = 200MB (a) Maximum reliability of all paths (b) Minimum reliability of all paths (c) Average reliability (d) Number of feasible paths
(a) Maximum Jitter Delay (b) Minimum Jitter Delay
(c) Average Jitter Delay (d) Number of Feasible Paths
Fig. 4. Effect of maximum link bandwidth, C, on jitter delay of paths, Jp: σ = 200MB, ρ = 100MB/s, Jreq = 5s, Qreq = 0.01, Rreq = 100MB/s,
B = 200MB (a) Maximum jitter delay of all paths (b) Minimum jitter delay of all paths (c) Average jitter delay of all paths (d) Number of feasible paths
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(a) Maximum Reliability (b) Minimum Reliability
(c) Average Reliability (d) Number of Feasible Paths
Fig. 5. Effect of required reliability, Qreq, on reliability of paths, Qp: σ = 200MB, ρ = 100MB/s, Jreq = 5s, Rreq = 100MB/s, B = 200MB,
C = 200MB/s (a) Maximum reliability of all paths (b) Minimum reliability of all paths (c) Average reliability (d) Number of feasible paths
(a) Maximum Jitter Delay (b) Minimum Jitter Delay
(c) Average Jitter Delay (d) Number of Feasible Paths
Fig. 6. Effect of required reliability, Qreq , on jitter delay of paths, Jp: σ = 200MB, ρ = 100MB/s, Jreq = 5s, Rreq = 100MB/s, B = 200MB,
C = 200MB/s (a) Maximum jitter delay of all paths (b) Minimum jitter delay of all paths (c) Average jitter delay of all paths (d) Number of feasible paths
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(a) Maximum Reliability (b) Minimum Reliability
(c) Average Reliability (d) Number of Feasible Paths
Fig. 7. Effect of required jitter delay, Jreq , on reliability of paths, Qp: σ = 200MB, ρ = 100MB/s, Qreq = 0.01, Rreq = 100MB/s, B = 200MB,
C = 200MB/s (a) Maximum reliability of all paths (b) Minimum reliability of all paths (c) Average reliability (d) Number of feasible paths
(a) Maximum Jitter Delay (b) Minimum Jitter Delay
(c) Average Jitter Delay (d) Number of Feasible Paths
Fig. 8. Effect of required jitter delay, Jreq , on jitter delay of paths, Jp: σ = 200MB, ρ = 100MB/s, Qreq = 0.01, Rreq = 100MB/s, B = 200MB,
C = 200MB/s (a) Maximum jitter delay of all paths (b) Minimum jitter delay of all paths (c) Average jitter delay of all paths (d) Number of feasible paths
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(a) Maximum Reliability (b) Minimum Reliability
(c) Average Reliability (d) Number of Feasible Paths
Fig. 9. Effect of bucket size, σ, on reliability of paths, Qp: ρ = 100MB/s, Qreq = 0.01, Jreq = 5s, Rreq = 100MB/s, B = 200MB, C = 200MB/s (a)
Maximum reliability of all paths (b) Minimum reliability of all paths (c) Average reliability (d) Number of feasible paths
(a) Maximum Jitter Delay (b) Minimum Jitter Delay
(c) Average Jitter Delay (d) Number of Feasible Paths
Fig. 10. Effect of bucket size, σ, on jitter delay of paths, Jp: ρ = 100MB/s, Qreq = 0.01, Jreq = 5s, Rreq = 100MB/s, B = 200MB, C = 200MB/s
(a) Maximum jitter delay of all paths (b) Minimum jitter delay of all paths (c) Average jitter delay of all paths (d) Number of feasible paths
