This article describes the optimization process used to schedule the First Division of Argentina's professional volleyball league. The teams in the league are grouped into couples and matches are held on Thursdays and Saturdays. In every pair of consecutive Thursday-Saturday matches, the two teams in each couple play against two teams from another couple. Minimization of travel distances is critical since the teams' home locations are scattered throughout the country and teams do not return their home sites between consecutive away matches, making this problem a variation of the well-known traveling tournament problem. The coupled format gives rise to two key decisions: (a) how to couple the teams and (b) how to schedule the matches. We apply integer programming techniques and a tabu search heuristic to solve these issues. The resulting schedules have been successfully used in the
Introduction
In recent years, sports scheduling has become a very active field in the operations research community and a source of problems that are both interesting and challenging. In practice, the associated combinatorial optimization problems are usually very difficult to solve, albeit for reasons not yet fully understood. Moreover, for many sports leagues a central objective is to minimize costs or travel distances, and this generates problems whose solution is much harder still.
Applications of operations research techniques have been reported for many real-world sports leagues such as soccer [1, 13, 19, 31] , basketball [27, 42] , hockey [17, 29] and cricket [41] .
Since each league has its particular characteristics, different models, algorithms and methodological tools have been studied and proposed in the literature (see, e.g., [3, 5, 8, 9, 10, 11, 14, 18, 22, 28, 34, 36] ). Informative surveys of sports scheduling can be found in [16, 24, 32] and benchmark instances from some applications are given in [30] .
A central issue in sports scheduling is the well-known traveling tournament problem (TTP) [14] . Given a set of n teams and the travel distances between every pair of teams, the problem consists in scheduling a double round-robin tournament (i.e., each team plays against every other team exactly twice, once at home and once away) with 2(n − 1) time slots such that no team plays fewer than L nor more than U home (resp. away) matches in a row (typically, L = 1 and U = 3), no two teams play against each other in two consecutive time slots, and the total travel distance is minimized. It is further assumed that no team returns home between consecutive away matches. The TTP is an extremely hard combinatorial optimization problem and there are open instances with only n = 12 teams [38] . Interestingly, understanding the computational complexity of the TTP turns out to be a difficult task. The TTP is known to be NP-hard if L = 1 and U = 3 [37] and if L = 1 and U = ∞ [2] . The complexity for other values of L and U is still open, however [39] .
There have been a number of recent computational developments aimed at tackling the TTP in practice. In [7] the author proposes a Benders approach that allows strong lower bounds to be computed for benchmark instances. In [15, 23] an extensive formulation is suggested that contains one variable for every path in a time-discrete network representing each team's road trips, and is solved by branch-and-price procedures. An application of the DFS* search procedure to the TTP, presented in [40] , exactly solves previously unsolved instances with very good execution times. Instances of up to 6 teams can be successfully handled using quite standard algorithmic machinery [38] .
In this work we describe the model-based scheduling of the regular phase of the Argentine men's volleyball league First Division using integer programming and tabu search techniques.
League play is organized according to the coupled format in which the teams are divided into couples that are geographically close and the matches are grouped into pairs of temporally close meetings. This arrangement has been previously addressed in the combinatorial optimization literature only in [18] , where some variations on this setup used by the Czech national basketball league are examined.
Since the teams in the Argentine volleyball league are scattered throughout the country and road trips are usually made by bus, the main objective of the league's scheduling process is to adequately manage the travel distances. Thus, the scheduling problem is a practical application of the TTP. The schedules obtained by the integer programming and tabu search techniques described in this work were successfully applied in the 2007-2008, 2008-2009, 2009-2010 , and 2010-2011 seasons and schedules based on similar techniques were employed for the men's Second Division and women's First Division of the league. This is the first real-world application of the TTP reported in the literature [39] .
The remainder of this paper is organized as follows. Section The league describes in detail the league format and the particular characteristics arising from the use of couples of teams and pairs of matches. Section The scheduling process describes the planning process and Section Results reports on the schedules obtained. The paper closes with some concluding remarks followed by two appendices setting out the complete integer programming models and the tabu search techniques employed during the volleyball league scheduling process.
The league
The First Division of the Argentine volleyball league consisted of 12 teams until [2008] [2009] when the number dropped to 11. For the 2010-2011 season, the league returned to 12 clubs.
The league season consists of a regular phase followed by playoffs. The regular phase is a double round-robin tournament, the top eight teams qualifying for the first playoff series which is a best-of-five quarter-finals. The winners proceed to the best-of-five semi-finals and then a best-of-seven final to determine the champion. The team in a couple that placed higher in the regular phase of the previous season is called the A-team, the other then being referred to as the B-team.
Matches are usually held on Thursdays and Saturdays and are also grouped into pairs, each Thursday game and the one played on the immediately following Saturday forming a weekend. Every weekend, half of the couples visit a couple from the other half, each visiting couple team playing each of the two home couple teams that are hosting them. On the Thursday, the A-team from each couple plays against the B-team from the other couple, and on the Saturday the two B-teams and the two A-teams play each other. This prespecified setup for the matches between the visiting and home couples on a given weekend is called the visiting schema. In the case where n = 11, on a weekend when a couple plays against the uncoupled team, each couple member plays exactly one match.
There are two special weekends, called intra-couple weekends, on which the two teams in each couple play against each other. The coupled teams play only once on these weekends and the five or six possible matches across the league (depending on whether there are 11 or 12 teams) are uniformly distributed between Thursday and Saturday. The uncoupled team, meanwhile, has a bye. The regular phase of the season for each team will thus comprise either 20 matches (in the case of 11 teams) or 22 matches (in the case of 12 teams) played over a span of 12 weekends.
The season format as just described is a variation on a double round-robin tournament that we propose to call a coupled double round-robin. In 2007-2008 and 2008-2009 , the intracouple weekends were played on weekends 1 and 7 and the schedule was mirrored (i.e., the schedule for the second half of the regular phase was the same as for the first half but with the teams' home-away status reversed). In 2009-2010, the intra-couple weekends were held on weekends 6 and 12 and a non-mirrored schedule was used. In 2010-2011, the schedule was again mirrored and the intra-couple weekends were held on weekends 1 and 12.
A drawback with the format when there are an odd number of teams is that at any given time the different teams will generally not have played the same number of matches so that the standings may not properly reflect each team's performance up to that point. This is so because the standings are based on earned points rather than winning percentage. Thus, a team may have won all of its matches yet will not necessarily be in first place.
In addition to the Argentine volleyball league, this coupled format is employed by Argentina's first and second division basketball leagues and, with some minor modifications, the highly ranked Brazilian professional volleyball league and the Czech national basketball league [18] . Many American college sports leagues also use a coupled arrangement, the bestknown example being the Pacific-10 (PAC-10) college athletic conference. Three properties of this format type are particularly interesting from a scheduling point of view:
• It reduces the manual/computational burden of generating a schedule. If we disregard the intra-couple weekends, the task of generating a feasible coupled double round-robin schedule for n teams is equivalent to generating a double round-robin schedule for n/2 teams (each couple treated as a single "team"). This feature is not only valuable for defining schedules manually, but is also very helpful in that it allows solutions to be found for many problems that would otherwise be computationally intractable such as the design of a schedule minimizing total travel distance (recall that TTP instances with 10 or more teams may be very hard to solve to optimality).
• It introduces a simple but effective fair competition criterion. In the Argentine volleyball league there are usually one to three very strong teams (usually Drean Bolívar, La Unión de Formosa and UPCN Vóley, identified in Figure 1 as BOV, FOR and UPC, respectively). If no couple has more than one strong team (which has been the case in recent years), the coupled format ensures that no team will have to play against two strong teams on the same weekend. This is a simple but very easily explained fair competition feature. Note, however, that if two strong teams do form a couple, the format for the remaining teams will be unbalanced. Such couplings should therefore be avoided.
• It contributes to good management of travel distances. Although the coupled format imposes an additional constraint on the league's standard TTP format, assigning geographically close teams to each couple can help keep travel distances under control. In our experience, the combination of reasonably designed couples and a carefully crafted schedule generates acceptable travel distances. For the instances considered in this work, the best (not necessarily optimal) solutions found by the tabu search heuristic described in Appendix 2 for the standard uncoupled TTP with 12 teams are no more than 1% better than the solutions that we found for the coupled TTP with 6 team couples. This provides empirical evidence that the travel distances are not greatly affected by the coupling of teams.
In the last few years, interest in the national volleyball league among the general public has increased significantly thanks to growing media coverage and the recent revitalization of As already noted, travel distances are a constraining issue for the Argentine volleyball league due to the scattered locations of the teams around the country. The maximum distance between any two teams is that separating FOR and CHU (see Figure 1) , which are 2,365 kilometers apart (about the distance from New York City to Dallas or Madrid to Hamburg).
The teams usually travel by bus, and with a few exceptions do not return home between two consecutive away weekends. This condition also holds in the standard setting of the TTP [14] .
In addition, no team can play more than two consecutive home or two consecutive away weekends (not counting intra-couple weekends) and no two couples may play each other twice on consecutive weekends (in the case of a mirrored schedule this constraint is trivially satisfied). Disregarding the intra-couple weekend, this problem is a special case of the TTP, with couples instead of teams and pairs of matches (i.e., weekends) instead of single matches. Under this arrangement, L = 1 and U = 2 (at most, two consecutive home and away weekends).
Interestingly, the U = 2 condition appeared previously in [35] . The scheduling of the league is built around two key decisions: (a) how to couple the teams, and (b) how to schedule the matches between the team couples. One way of approaching these decisions is to devise an integer programming model that addresses both of them at the same time. However, a straightforward formulation that simultaneously attempts to (a) design the team couples and (b) schedule the matches so as to minimize the total travel distance performs very poorly with Cplex [21]; indeed, the software quite often fails to find feasible solutions even after several hours. Although the TTP for U = 2 is not known to be NP-hard, we conjecture that this combined problem is computationally hard.
In light of the above observations, we did not explore the simultaneous approach further, concentrating instead on an intuitive two-stage process. In Stage 1 we design the team couples while in Stage 2 we schedule the matches for the couples specified in Stage 1. As we report in the present section and Appendix 1, this method turned out to be computationally feasible in the sense that each stage can be solved either to optimality (for the couple design problem, the meaning of "optimality" must be precisely defined since finding a proper objective function is a non-trivial task) or with near-to-optimal results. Furthermore, it has the advantage that the computational procedure involved is readily explained to the team representatives, a crucial issue in the interaction between the schedulers and the teams given the importance of ensuring the overall process is transparent.
Stage 1: Designing the team couples
The first stage in the scheduling process must determine a coupling of the teams (a perfect matching in the case of 12-team league, and a matching of 10 teams in the case of an 11-team league) such that the second stage can generate a schedule with a minimum or nearminimum total travel distance. The usual constraints for the first stage involve pairs of teams that should not be coupled, typically to avoid long Thursday-Saturday trips for the visiting teams, to keep strong teams in different couples, or incorporate certain public attendance considerations. The latter would apply, for example, to pairs of teams whose home matches attract many of the same spectators, as coupling them would force fans to choose just one of the games whenever the pair played at home.
The simplest approach to team coupling is to determine the minimum-weight matching on the complete graph whose vertices represent the teams and whose edge weights represent the travel distances between them [26] . However, this approach only takes into account the travel distances between teams in the same couple, failing to consider the travel distances between different couples.
The best team coupling is clearly one that generates a minimum-distance schedule. How-ever, trying to find such an arrangement just amounts to attempting the combined approach described above, which unfortunately could not be successfully carried through in practice.
Since the 2009-2010 season we have therefore resorted to a procedure that includes travel distance considerations without guaranteeing that the resulting coupling yields a minimumdistance schedule. In the previous editions, the coupling was perfomed manually by the competition manager.
Let (A, B) be a team couple and M be the set of team couples for a league. Throughout the season, couple (A, B) will make a number of tours on which it plays away matches against the other couples. Each tour is composed of at most two consecutive weekends, after which couple (A, B) must return home. Let γ M (A, B) be the optimal travel distance for couple (A, B) in M , i.e., the minimum possible sum of the travel distances to and from the away matches played by A and B in any feasible schedule. If the distance matrix satisfies the triangle inequality and there are 12 teams, then any two single-weekend tours can be combined into one two-weekend tour without increasing the total travel distance. Therefore, the optimal travel distance γ M (A, B) for couple (A, B) can be obtained from a set of tours composed of two four-match tours and one three-match tour, the latter comprising one away weekend and the away intra-couple match.
We propose to search for a coupling M that minimizes γ M := (A,B)∈M γ M (A, B) . In other words, we set out to find a coupling M such that the total travel distance of the optimal tours for each couple in M is at a minimum. We call this problem the optimal-tour coupling problem. Note that the optimal sets of tours (i.e., tours with distance γ M (A, B) for each couple (A, B) in M ) in general cannot be combined into a feasible schedule, as in any feasible schedule, at least one couple must perform two single-weekend tours and the optimal tours are composed by three two-weekend tours. Hence, the value min M γ M provides a lower bound to the total travel distance in any feasible schedule. The model presented in Appendix 1 provides an integer programming formulation for the optimal-tour coupling problem which, by minimizing γ M over all possible couplings M , tries to obtain a good coupling for Stage 2.
Note that this problem is not equivalent to finding a perfect matching on a precomputed graph, as the distance γ M (A, B) traveled by a couple (A, B) depends on the complete cou-pling/matching M . For some instances the optimal solution will nevertheless coincide with the optimal perfect matching in the graph representing the teams. Appendix 1 presents a straightforward integer programming model for the optimal-tour coupling problem that produces computational results which, though reasonable, are not optimal. However, by adding symmetry-breaking constraints [33] and families of valid equations to the initial formulation we were able to find optimal solutions for 11 and 12 teams. An optimal solution to the problem provides a coupling that may not generate the optimal coupled schedule in terms of total travel distance but will take into account inter-couple trips, which are not considered in a simple minimum-weight matching.
In addition to the coupling generated by this integer programming approach, the competition manager and the team representatives usually propose alternative couplings that are slight variations on the model-generated solution.
Stage 2: Scheduling the matches
For each team coupling considered, the procedures in Stage 2 attempt to generate a schedule.
Since the team couples are given and on each weekend each couple plays some other couple, we can model this problem as a TTP with six "teams" (each corresponding to a couple), with the additional feature that on certain prespecified dates (the intra-couple weekends) each "team" must play at home. Note that the prespecified visiting schema allows us to make this reduction to six "teams" without loss of generality.
More specifically, when the "team" representing couple (A1, B1) travels from (A2, B2) to (A3, B3), team A1 travels from A2 to B3 for the Thursday match and from B3 to A3 for the Saturday match while the team B1 travels from B2 to A3 for the Thursday match and from A3 to B3 for the Saturday match (see Figure 2a) . The total distance traveled by couple (A1, B1) to play an away match against (A3, B3) is thus 2d A3,B3 + d A2,B3 + d B2,A3 . If the couple (A1, B1) plays a weekend at home and then travels to (A3, B3) then the total distance admits a similar formula, i.e., the total distance is 2d A3,B3 + d A1,B3 + d B1,A3 . On the other hand, if (A1, B1) performs a trip back home after an away weekend at (A2, B2), then the total distance equals d A2,A1 + d B2,B1 (see Figure 2b) . Thus, the distance matrix between the six "teams" representing the couples is well-defined and the reduction to a six-team TTP can be carried out effectively.
The home-away status of the teams on the intra-couple weekends is not modeled explicitly.
Rather, we specify beforehand that on the first such weekend the B-team of each couple plays at home against the A-team and on the second one the opposite is the case. In practice, the competition manager may change the home-away status of some of these matches in response to special considerations without significantly affecting the total travel distance.
Various other constraints are typically included in the actual league scheduling, a reflection of the fluctuating conditions that generally prevail in the days immediately before the announcement of the definitive schedule. The ability of the method to quickly generate new schedules incorporating changes in the constraints proved to be a major benefit for the competition manager. Selecting a suitable set of constraints involves experimenting with 10 to 20 models with different sets. Since some of the constraints will usually turn out to be mutually exclusive, arriving at a set that meets the competition manager's requirements while also generating a feasible model is a process of trial-and-error. Examples of these requirements include the following:
• Each couple must play one of weekends 2 and 3 at home and the other away. This were the intra-couple weekends and there was a two-week holiday period before weekend 7, this additional constraint ensured that no team played three consecutive weekends away -including the intra-couple weekend-after the holiday period.
• Certain teams cannot use their stadium on prespecified weekends. Although this situation did not arise in 2009-2010, in the other seasons several teams were unable to play at home on certain weekends. This usually occurred because some other local sports team (e.g., basketball) had booked the stadium on those dates. In our experience with the ACLAV instances, solution times tend to be much shorter when there are many such constraints. This is a major advantage over manual scheduling procedures for which the presence of this type of constraint can be a tremendous burden on the process of generating a feasible result.
• The matches on a prespecified weekend must be played near a certain city. did not apply to the intra-couple weekends, which were played on weekends 1 and 7. Since in any intra-couple match one team plays away, some teams have to play at home or away on up to three consecutive weekends including the intra-couple weekend 7. Unfortunately, this situation is mathematically unavoidable for a coupled double round-robin mirrored schedule with six team couples. Indeed, suppose that there exists such a mirrored schedule in which no team plays three home or away consecutive weekends. The three couples playing at home on weekend 2 must play away (resp. home) on weekend 5 (resp. 6) in order to avoid one of the teams from each couple having to play at home (resp. away) on weekends 5, 6, and 7 (resp. 6, 7, and 8). Since these three couples have the same home-away status in the weekends 2, 5, and 6, that leaves only weekends 3 and 4 for them to play each other in the first round, a contradiction as we need at least three weekends for three couples to confront each other. As a result, a non-mirrored schedule was designed for the 2009-2010 league and the condition imposing no more than two consecutive away weekends was extended to include the intra-couple weekends.
Since both mirrored and non-mirrored schedules may be requested, we have implemented both an integer programming approach and a tabu search metaheuristic for the match scheduling problem. It turns out that the mirrored version is solvable to optimality with Cplex [21] in anywhere from one minute to six hours (depending on the number of home-away constraints), but the inherent complexity of the non-mirrored case forces us to resort to heuristic techniques. Our tabu search heuristic is adapted from the one used for the TTP posed in [6], which was able to find optimal solutions for the non-mirrored six-team instances in [38] and is therefore a reasonable choice for solving the non-mirrored case. In view of this we opted not to turn to more sophisticated solution techniques such as those given in [4, 40] . Moreover, the approaches we decided upon readily permit constraints such as those described above to be added or removed, a crucial feature in a practical scheduling environment. • Minimize the distance of the most traveled team. This objective, easily implemented in an integer programming model, attempts to evenly distribute the travel distances of the teams at the expense of total travel distance. The resulting schedules are usually not acceptable since the solution only involves the travel of the outlying teams while the travel patterns of the more centrally located teams are likely to be inefficient. Moreover, the total travel distances tend to be larger. For these reasons, this objective function was not further explored.
• Minimize the distance gap between the most traveled team and the least traveled team.
Again, this objective function seeks to evenly distribute the travel distances, but usually generates schedules with longer distances for the centrally located teams (to bring their total up to the level of the outlying teams). Furthermore, the running times to optimality tend to be much greater. On these grounds, this objective function was dropped during preliminary experimentation.
• Minimize a combination of total travel distance and the distance of the most traveled team. If the total travel distance is z T T , the distance of the most traveled team is z M T and there are n teams, then the objective function is defined as z = z T T + n z M T .
This specification tries to optimize the total travel distances while maintaining a certain degree of equity among the teams. In the non-mirrored case, schedules obtained in just a few minutes by the tabu search were on average 3% better (although not necessarily optimal) than the best solutions obtained by Cplex after up to 10 hours of running time. Unfortunately, the dual bounds obtained by
Cplex are very poor so we are not able to provide meaningful optimality guarantees for the feasible schedules. The mathematical programming approach presented in this study has been successfully applied for the last four years, and the schedules generated for all four seasons were used by the Figure 4: Results of the manually-designed and model-generated schedules. For each season the number of teams, the total travel distance in kilometers and the travel distances of the "most traveled" and "least traveled" teams are indicated.
league. All the proposed constraints were satisfied in the cases were this was mathematically possible. Where some constraint sets turned out to be mutually contradictory the integer programming model helped to identify them, and they were then relaxed or dropped entirely in coordination with the competition manager.
Commenting on this collaborative effort with ACLAV, Association president Leonardo
Carod stated that "The results were very much appreciated, especially considering the rapid solutions and the various proposals submitted for our analysis. We are extremely satisfied and expect to continue using this mathematical system in cooperation with the University and their research team."
As for future research, the model as presented here could be enhanced to take into account accommodation costs as well as travel distances in order to optimize total costs instead of just travel times. 
Appendix 1: The models
In this appendix we review the integer programming models employed in the scheduling process. We begin with a description of the model used to design the team couples and then describe a straightforward model for designing the schedule.
Integer programming model for designing the team couples
The optimal-tour coupling problem introduced in Section 3.1 is modeled as follows. Let P = {1, . . . , n} be the set of teams. We assume that the travel distances between the teams satisfy the triangle inequality. For ease of exposition we assume n to be even, though a similar model could also be given for an odd n. By the observations in Section 3.1, there exists an optimal solution such that the set of tours for each couple consists of a certain number of twoweekend trips and at most one single-weekend trip (or exactly one if the number of couples is odd). For example, if n = 12 then the optimal solution involves three two-weekend trips for each couple, one of them including the intra-couple match and thus consisting of just three matches.
To specify the model's objective function, we must explicitly represent a set of tours for each couple. We therefore assume that the matches take place in certain time slots. A set of "away time slots" is defined for the away matches and a set of "home time slots" for sets of consecutive home matches. As an example, Figure 5 (a) depicts the tours through the time slots for a single team in the n = 12 case. Slots 2 to 5 represent a two-weekend tour followed by a sequence of home matches in slot 6 (note that we do not explicitly model these home matches). Slots 7 to 10 represent a second two-weekend tour and slots 12 to 14 represent the last three-match trip including the intra-couple match as the last away match. Since, on the first trip, two other couples are visited, we must impose that in slots 2 and 3 (resp. 4 and 5) the two teams from each couple visit the two teams from the same couple.
Such a representation for the tours performed by a team does not introduce an additional constraint to the formulation (hence does not restrict the optimal solution) as, e.g., in a 12-team setting any optimal tour is composed by two four-match tours and one three-match tour. The same representation of a set of tours is designed for all of the teams, each of which will be assigned trips according to this structure. The time slots in the model do not correspond to specific dates throughout the tournament (i.e., the indices of the time slots do not correspond to the weekend indices); rather, they represent only the away matches and sequences of home matches. Furthermore, since in this problem we are not seeking a feasible schedule but minimizing the lower bound on tour costs instead, there are no constraints forcing a team to remain home when some other team visits its venue. On the contrary, in this representation all teams play away in time slots 2-5, 7-10, etc., and return home for time slots 6, 11, etc.
Let T = {1, . . . , m} be the set of time slots, where m = n + (n − 1)/4 . By the previous description, we assume that every team plays home matches in slots k ∈ H, where H = {k : k = min(m, 5t + 1) for t = 0, . . . , n/4, t ∈ Z}. We define W = {k : k = 5t + 2, k = 5t + 4 for t = 0, . . . , (n − 1)/4 , t ∈ Z} in such a way that, for each k ∈ W , slots k and k + 1 represent the two matches on a weekend. With these definitions, each couple must play against some other couple in slots k and k + 1, for k ∈ W .
For i, j ∈ P , i < j, we introduce the binary coupling variable w ij such that w ij = 1 if and only if i and j belong to the same couple. For notational convenience we assume w ji = w ij for i, j ∈ P , i < j. For i, j, k ∈ P and t ∈ T , we introduce the binary trip variable y ijkt such that y ijkt = 1 if and only if team i travels from j to k after slot t. For each team i ∈ P , the trips made by team i can be interpreted as a path in a layered graph (see Figure 5 (b)) in which the edges are the variables y ijkt for j, k ∈ P and t ∈ T . This will motivate the inclusion of flow constraints in the model. Using these variables, the integer programming model is as follows:
k∈P t∈T
Constraints (1) Integer programming model for scheduling the matches Let C = {1, . . . , n/2 } be the set of couples (considering the uncoupled team, if there is one, as a "couple") and let W = {1, . . . , 2 n/2 } be the set of weekends. For i, j ∈ C and k ∈ W we introduce the binary match variable x ijk such that x ijk = 1 if couple i plays at home against couple j on weekend k, otherwise x ijk = 0. For i ∈ C and k ∈ W , the variable x iik = 1 represents the intra-couple match for couple i. For i, j, h ∈ C and k ∈ W ∪ {0}, we introduce the binary trip variable z ijhk such that z ijhk = 1 only if couple i plays away at couple j on weekend k and then away at couple h on weekend k + 1. If couple i stays at home on weekends k and k + 1, then we set z iiik = 1. We assume that each team returns home before and after each intra-couple match. This assumption is reasonable since the intra-couple distances are usually small.
For i ∈ C, assume that couple i is composed of teams i A ∈ P and i B ∈ P , with i A = i B and i A being the A-team of the couple. We denote the intra-couple weekends k 1 ∈ W and k 2 ∈ W and assume that k 1 + 1 < k 2 (i.e., these weekends are not consecutive). For i ∈ C and k ∈ W , the distance v A i (resp. v B i ) traveled by i A (resp. i B ) on the weekend k is given by:
Let k be a weekend which is not an intra-couple weekend. If k = 1 then the distance (x ijk + x jik ) = 1 ∀i, j ∈ C, i = j (11)
x iik = 0 ∀i ∈ C, k ∈ W \{k 1 , k 2 } (13)
x ijk = 0 ∀i ∈ C, i = j, k = k 1 , k 2 (14)
x ij,k+|W |/2 = x jik ∀i, j ∈ C, i = j, k ≤ |W |/2 (15)
x ij,k+t ≤ 2 ∀i ∈ C, ∀k ∈ W :
x ji,k+t ≤ 2 ∀i ∈ C, ∀k ∈ W :
z ijhk ≥ x jik + x hi,k+1 − 1 ∀i, j, h ∈ C, ∀k ∈ W
z iihk ≥ x ijk + x hi,k+1 − 1 ∀i, j, h ∈ C, ∀k ∈ W (19)
• Partial weekend exchange. This neighborhood consists in picking two couples c 1 , c 2 and two weekends w 1 , w 2 such that there exist two couples c 3 and c 4 satisfying that c 1 plays c 3 (resp. c 4 ) on w 1 (resp. w 2 ) and c 2 plays c 4 (resp. c 3 ) on w 1 (resp. w 2 ). We swap the matches of c 1 and c 2 on weekends w 1 and w 2 so that c 1 plays c 4 (resp. c 3 ) on w 1 (resp. w 2 ) and c 2 plays c 3 (resp. c 4 ) on w 1 (resp. w 2 ), and consider all 2 4 combinations of home-away status for these four matches. This neighborhood turned out to be the most effective one, and is thus used in most of the search process.
• Weekend exchange. This neighborhood consists of all the schedules obtained by exchanging all the matches on weekend w 1 with all the matches on weekend w 2 for any w 1 = w 2 . Note that this neighborhood is composed of O(n 2 ) solutions.
• Couple exchange. This neighborhood consists of all the schedules obtained by exchanging couples c 1 and c 2 for any c 1 = c 2 , i.e., if couple c 1 (resp. c 2 ) plays c 1 (k) (resp. c 2 (k)) on weekend k, then in the neighborhood couple c 1 (resp. c 2 ) plays c 2 (k) (resp. c 1 (k)) on weekend k for every weekend k.
• Home/away exchange. This neighborhood consists of all the schedules obtained by exchanging the home-away condition of the two matches between couples c 1 and c 2 for any c 1 = c 2 .
The tabu list is managed with a standard FIFO procedure and includes the last t = 8 movements performed on the incumbent solution. The intensification strategy affects the search process by randomly selecting values of t from {4, 5, 6, 7} every 15,000 iterations. This strategy turned out to be very effective in our experiments. On the other hand, the diversification strategy, which is applied after a certain number of iterations with no improvements in the best solution, consists in performing several consecutive partial weekend exchanges in order to construct feasible solutions with major differences from the current solution.
