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Abstract
We construct a white noise theory for Le´vy processes. The starting point of this theory is a
chaos expansion for square integrable random variables. We use this approach to Malliavin
calculus to prove the following white noise generalization of the Clark–Haussmann–Ocone
formula for Le´vy processes
FðoÞ ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFt}Y
	 ðmÞ
t dt:
Here E½F  is the generalized expectation, the operators DðmÞt F ; mX1 are (generalized)
Malliavin derivatives,} is the Wick product and for all mX1Y
	 ðmÞ
t is the white noise of power
jump processes Y
ðmÞ
t : In particular, Y
	 ð1Þ
t is the white noise of the Le´vy process. The formula
holds for all FAG*L2ðmÞ; where G is a space of stochastic distributions and m is a white
noise probability measure. Finally, we give an application of this formula to partial
observation minimal variance hedging problems in ﬁnancial markets driven by Le´vy processes.
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1. Introduction
The white noise theory for Brownian motion was ﬁrst introduced by Hida [H] and
then developed further by him and other researchers. See [HKPS] and the references
therein. Subsequently, this white noise theory was applied to study stochastic partial
differential equations [HØUZ] and more recently, combined with Malliavin calculus,
it has been applied to ﬁnance [AØPU].
Similarly, a white noise theory and Malliavin calculus have been developed for
fractional Brownian motion and applied to ﬁnance [HØ1]. See also the generalization
in [EvdH].
In view of this it is natural to ask if a white noise theory can also be developed for
other processes. In particular, since Le´vy processes are becoming increasingly
important in many applications, it would be of interest to have a white noise theory
for such processes.
The purpose of this paper is to construct such a theory and to apply it to prove a
Le´vy process version of the generalized Clark–Haussmann–Ocone (CHO) theorem
in [AØPU]. Then we apply this to the partial observation minimal variance portfolio
problem in a market driven by Le´vy martingales.
Related results to our theory, but in a different context and with another scope,
have been established by several authors. In [KDS,KDSU] a general approach to
non-Gaussian white noise analysis is given. As a special case of this theory the
authors consider generalized Charlier polynomials and study Gel’fand triples,
generated by these polynomials. They cover the compound Poisson noise, by using
an unitary isomorphism between Poisson and compound Poisson spaces. Further, in
[BL] an anticipative calculus for Le´vy processes is developed and applied to
stochastic differential equations.
The outline of our paper is the following: In Section 2 we show how to construct a
Le´vy process ZðtÞ from a given Le´vy measure n; by means of the Bochner–Minlos
theorem.
In Section 3 we brieﬂy review two known chaos expansion theorems for Le´vy
processes and we use these to deﬁne Le´vy white noise Z
	ðtÞ: Then we deﬁne the Le´vy
Wick product B and introduce a Skorohod integral for Le´vy processesZ
Rþ
Y ðtÞdZðtÞ;
and we show that under some conditions we haveZ
Rþ
Y ðtÞdZðtÞ ¼
Z
Rþ
YðtÞ} Z	ðtÞ dt:
The Skorohod integral extends the Itoˆ integral in the sense that both integrals will
coincide if the process YðtÞ is adapted, i.e. we have thenZ
Rþ
Y ðtÞdZðtÞ ¼
Z
Rþ
YðtÞ dZðtÞ:
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In Section 4 we recall previously studied stochastic derivative operators D
ðmÞ
t and
we prove a generalized CHO theorem. Finally, in Section 5 we apply this to ﬁnd an
explicit expression for the partial observation minimal variance portfolio in a market
driven by Le´vy martingales.
2. A construction of Le´vy processes
Just as in the classical white noise theory it is convenient to have an explicit
construction of the Le´vy process we are dealing with, because we then get more
information about the underlying spaces.
For general information about Le´vy processes we refer to [B,P,Sa]. It is common
to deﬁne a Le´vy process ZðtÞ as a stochastic process on Rþ (or R) with stationary
independent increments and with Zð0Þ ¼ 0: It can be shown that such a process has a
cadlag version, which is then chosen to represent ZðtÞ: Let B0 be the family of all
Borel sets LCR\f0g; whose closure L does not contain 0. We deﬁne the Poisson
random measure of ZðtÞ;
N : ½0;NÞ B0  O-N0
by
Nðt;L;oÞ :¼
X
s:0pspt
wLðDZðsÞÞ; ð2:1Þ
where DZðsÞ ¼ ZðsÞ  ZðsÞ is the jump of Z at time s; and wLðÞ is the indicator
function of the set LAB0: We deﬁne the Le´vy measure n of ZðtÞ on B0 by
nðLÞ ¼ E
X
0osp1
wLðDZðsÞÞ
" #
; ð2:2Þ
where E denotes the expectation.
In other words, for a given LAB0; nðLÞ gives the expected number of jumps of size
DZAL up to time 1. Therefore n is also sometimes called the jump measure of the
process Z:
The Le´vy–Khintchine formula states that
E½eiuZðtÞ ¼ etcðuÞ; ð2:3Þ
where
cðuÞ ¼ iau  1
2
s2u2 þ
Z
R
ðeiux  1 iuxwfjxjo1gÞnðdxÞ: ð2:4Þ
Here a and s are constants and i ¼ ﬃﬃﬃﬃﬃﬃ1p :
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Moreover, ZðtÞ can be given the representation
ZðtÞ ¼ at þ sBðtÞ þ
Z t
0
Z
R
xwfjxjo1g eNðds; dxÞ þ Z t
0
Z
R
xwfjxjX1gNðds; dxÞ; ð2:5Þ
where
eNðds; dxÞ ¼ Nðds; dxÞ  nðdxÞ ds ð2:6Þ
is the compensated Poisson random measure of ZðtÞ:
We note that for all LAB0 the processZ t
0
Z
L
Nðds; dxÞ is a Poisson process with ð2:7Þ
E
Z t
0
Z
L
Nðds; dxÞ
 
¼ tnðLÞ:
Moreover, Z
R
ð14x2ÞnðdxÞoN: ð2:8Þ
Conversely, let n be a measure on B0 satisfying (2.8). We will now construct a Le´vy
process ZðtÞ such that (2.3) and (2.4) hold. In particular, the Le´vy measure of ZðtÞ
coincides with the given measure n:
In this paper we are primarily interested in square integrable pure jump Le´vy
processes without drift. Such a process can be written by (2.5) as the square
integrable martingale
ZðtÞ ¼
Z t
0
Z
R
x eNðds; dxÞ: ð2:9Þ
Hence we will construct ZðtÞ such that
E½eiuZðtÞ ¼ etcðuÞ ð2:10Þ
with
cðuÞ ¼
Z
R
ðeiux  1 iuxÞnðdxÞ: ð2:11Þ
Deﬁnition 2.1. Let SðRÞ be the Schwartz space of rapidly decreasing smooth
functions on R and let
O ¼S0ðRÞ
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be its dual, the space of tempered distributions. Then we deﬁne the Le´vy white noise
probability measure m as the measure m deﬁned on the Borel s-algebra BðOÞ of
subsets of O by Z
O
eiðo; f Þ dmðoÞ ¼ e
R
R
cð f ðyÞÞ dy
; fASðRÞ; ð2:12Þ
where c is given by (2.11) and /o; fS ¼ oð f Þ denotes the action of oAS0ðRÞ
applied to fASðRÞ:
The triple ðO;BðOÞ; mÞ is called the Le´vy white noise probability space.
Remark 2.2. The existence of m follows from the Bochner–Minlos theorem (see e.g.
[HØUZ], Appendix A). In order to apply this theorem we need to verify that the map
F : f/e
R
R
cð f ðyÞÞ dy
; fASðRÞ ð2:13Þ
is positive definite on SðRÞ; i.e.
Xn
j;k¼1
zj %zkFð fj  fkÞX0 for all complex zj; fjASðRÞ ð2:14Þ
We omit the proof.
Lemma 2.3. For fASðRÞ and let M ¼ R
R
x2nðdxÞoN: Then
E½/; fS ¼ 0 and Varm½/; fS :¼ E½ð/; fSÞ2 ¼ M
Z
R
f 2ðyÞ dy: ð2:15Þ
Proof. We apply (2.12) to the function f ðyÞ ¼ tgðyÞ; perform Taylor expansions on
both sides and compare the terms with the same powers of t: We omit the
details. &
Using Lemma 2.3 we can extend the deﬁnition of /o; fS from fASðRÞ to any
fAL2ðRÞ as follows:
If fAL2ðRÞ choose fnASðRÞ such that fn-f in L2ðRÞ: Then by (2.15) we see that
f/w; fnSgnX1 is a Cauchy sequence in L2ðmÞ and hence convergent in L2ðmÞ: We
denote this limit by /w; fS:
Theorem 2.4. For tAR define
*ZðtÞ ¼ *Zðt;oÞ ¼ /o; w½0;tðÞS; ð2:16Þ
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where
w½0;tðsÞ ¼
1 if 0pspt;
1 if tpsp0; except s ¼ t ¼ 0;
0 otherwise:
8><>: ð2:17Þ
Then *ZðtÞ has independent stationary increments and *Zð0Þ ¼ 0: Hence *Z is a Le´vy
process. We define ZðtÞ to be the cadlag version of a *ZðtÞ:
This is the Le´vy process we will work with from now on.
3. Basic elements of a white noise theory for Le´vy processes
In this section we want to develop basic concepts of a white noise theory for Le´vy
processes. Our presentation and notation will follow that of [HØUZ] closely, where
Gaussian white noise theory is treated. More information about white noise theory
can be found in [HKPS].
Adopting the notation of Section 2, we assume from now on the ﬁltered
probability space
ðO;F; mÞ; ðFtÞtX0;
whereFt ¼ Gt3N is the ﬁltration with Gt the s-algebra generated by Z up to time t;
and N the collection of all m-null sets, and where F ¼FN:
First, we brieﬂy recall two known chaos expansion results for Le´vy processes.
Based on these expansions we derive another chaos expansion and use it as a starting
point for our theory.
3.1. Chaos expansions in terms of iterated integrals with respect to power
jump processes
We ﬁrst recall the chaos expansion of [NS1], see also [LSUV,NS2]. Now, we
suppose that our Le´vy measure n satisﬁes for every e40;Z
R\ðe;eÞ
expðljxjÞnðdxÞoN; for some l40: ð3:1Þ
This implies the existence of moments of all orders X2 with respect to n:
Let DZðtÞ be the jump of Z at time t and let us consider the following
transformations of the Le´vy process:
ZðiÞðtÞ ¼
X
0ospt
ðDZðsÞÞi; tX0; i ¼ 2; 3;y : ð3:2Þ
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The processes ZðiÞ are again Le´vy processes and are called power jump processes. We
set Zð1ÞðtÞ ¼ ZðtÞ; tX0: Then
E½ZðiÞðtÞ ¼ t
Z
R
xinðdxÞ ¼: mit; i ¼ 2; 3;y
and let us denote by
X
ðiÞ
t :¼ ZðiÞðtÞ  mit; i ¼ 1; 2;y; ð3:3Þ
the compensated power jump process, where m1 :¼ 0; since we are dealing with
centered Le´vy martingales.
Finally, let ai; j be real numbers such that the processes
Y
ðiÞ
t :¼ X ðiÞt þ ai;i1X ði1Þt þ?þ ai;1X ð1Þt ð3:4Þ
are strongly orthogonal martingales, i.e. the product Y ðiÞY ð j Þ is a uniformly
integrable martingale for all iaj: We call Y ðiÞt the orthogonal power jump processes of
the Le´vy process ZðtÞ:
We can now state the result of Nualart–Schoutens on the chaos expansion of a
random variable in terms of iterated integrals with respect to Y ðiÞ:
Theorem 3.1 (Nualart and Schoutens [NS1]). Every random variable FAL2ðmÞ can be
represented in the following form:
F ¼ E½F  þ
X
mX1
X
j1;y;jmX1
Z N
0
?
Z t2
0
fj1;y;jmðt1;y; tmÞ dY ð j1Þt1 ydY ð jmÞtm ð3:5Þ
for deterministic functions fj1;y;jmAL
2ðRmþÞ:
A consequence of Theorem 3.1 is the so-called predictable representation property
of functionals of Le´vy processes, i.e. we have
Corollary 3.2. Every FAL2ðmÞ can be written as
F ¼ E½F  þ
X
mX1
Z N
0
jðmÞðtÞ dY ðmÞt ; ð3:6Þ
where jðmÞ; m ¼ 1; 2;y are predictable processes.
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3.2. Chaos expansions in terms of iterated integrals with respect to
Poisson random measures
Next, we recall the chaos expansion ﬁrst introduced in [I]. See also [L] for a
different proof. The chaos expansion is in terms of iterated integrals with respect to
the compensated Poisson measure eNðdt; dxÞ ¼ Nðdt; dxÞ  nðdxÞ dt: Now we assume
that our Le´vy measure n fulﬁlls Z
R
x2nðdxÞoN:
In the following, we denote by L2ððl#nÞnÞ the space of deterministic functions
f : ðRþ  RÞn-R such that
jj f jj2L2ððl#nÞnÞ :¼
Z
ðRþRÞn
f 2ðt1; x1;y; tn; xnÞ dt1nðdx1ÞydtnnðdxnÞoN:
With l we indicate the Lebesgue measure on Rþ: If f is a real function on
ðRþ  RÞn we deﬁne its symmetrization ð f Þ4 with respect to the variables
ðt1; x1Þ;y; ðtn; xnÞ by
ð f Þ4ðt1; x1;y; tn; xnÞ ¼ 1
n!
X
s
f ðtsð1Þ; xsð1Þ;y; tsðnÞ; xsðnÞÞ; ð3:7Þ
where the sum is taken over all permutations s of f1;y; ng: We say f is symmetric
if f ¼ ð f Þ4 and denote by bL2ððl#nÞnÞ the space of symmetric functions in
L2ððl#nÞnÞ:
Naturally, for fAbL2ððl#nÞnÞ one has
jj f jj2L2ððl#nÞnÞ
¼ n!
Z N
0
Z
R
?
Z t2
0
Z
R
f 2ðt1; x1;y; tn; xnÞ dt1nðdx1ÞydtnnðdxnÞ ð3:8Þ
If fAL2ððl#nÞnÞ we introduce its n-fold iterated integral by
Jnð f Þ ¼
Z N
0
Z
R
?
Z t2
0
Z
R
f ðt1; x1;y; tn; xnÞ eNðdt1; dx1Þy eNðdtn; dxnÞ: ð3:9Þ
If fAbL2ððl#nÞnÞ we deﬁne
Inð f Þ ¼ n!Jnð f Þ: ð3:10Þ
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Then we get for fAbL2ððl#nÞnÞ and gAbL2ððl#nÞmÞ following orthogonality
relation:
E½Inð f ÞImðgÞ ¼
0; nam;
n!ð f ; gÞL2ððl#nÞnÞ; n ¼ m;
(
ð3:11Þ
where ð; ÞL2ððl#nÞnÞ is the scalar product for L2ððl#nÞnÞ:
Then, with the notation above, the following chaos expansion in terms of iterated
integrals with respect to eNðdt; dxÞ holds.
Theorem 3.3 (Itoˆ [I]). Let FAL2ðmÞ: Then there exists a unique sequence of functions
fm in bL2ððl#nÞmÞ; mX1 such that
F ¼ E½F  þ
X
mX1
Imð fmÞ: ð3:12Þ
Moreover, the following isometry is valid:
E½F2 ¼ ðE½F Þ2 þ
X
mX1
m!jj fmjj2L2ððl#nÞmÞ: ð3:13Þ
Example 3.4. Choose hAL2ðRþÞ deterministic and deﬁne FAL2ðmÞ by FðoÞ ¼R
Rþ
hðsÞ dZðsÞ: Then
FðoÞ ¼
Z
Rþ
Z
R
hðsÞx eNðds; dxÞ ¼ I1ð f1Þ: ð3:14Þ
So in this case f1ðs; xÞ ¼ hðsÞxAL2ðl#nÞ:
In particular,
ZðtÞ ¼ I1ðw½0;tðsÞxÞ; tX0: ð3:15Þ
Finally, let us point out a relation between the chaos expansions (3.5) and (3.12).
For this purpose we assume the integrability condition (3.1).
First, we observe that the processes Y
ðiÞ
t in (3.4) satisfy the equation
Y
ðmÞ
t ¼
Z t
0
Z
R
pmðxÞ eNðds; dxÞ; ð3:16Þ
where pmðxÞ ¼
Pm
j¼1 am; j x
j with am;m ¼ 1 for all mX1: Notice, that the polynomials
pm are orthogonal in L
2ðnÞ: This follows from the strong orthogonality of the
processes Y
ðmÞ
t and from (3.16).
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By Theorem 3.3 a random variable FAL2ðmÞ can be written as (see also [BDLØP])
F ¼ E½F  þ
X
mX1
ImððgmÞ4Þ ð3:17Þ
for functions gm in L
2ððl#nÞmÞ: On the other hand, because of Theorem 3.1, F has
representation (3.5) with functions fj1;y; jmAL
2ðRmþÞ: Then the following relation
holds (see [BDLØP], formula (3.21)):
gmðt1; x1;y; tm; xmÞ
¼
X
j1;y;jmX1
pj1ðx1Þ y  pjmðxmÞfj1;y;jmðt1;y; tmÞwSmðt1;y; tmÞ ð3:18Þ
in L2ððl#nÞmÞ; where wSm is the indicator function of the set
Sm :¼ fðt1;y; tmÞARmþ : t1p?ptmg; mX1:
3.3. Framework
In this section we develop the general framework for a white noise theory of Le´vy
processes.
Here and in the forthcoming we will make use of multi-indices of arbitrary length.
To simplify the notation, we regard multi-indices as elements of the space ðNN0 Þc of
all sequences a ¼ ða1; a2;yÞ with elements aiAN0 and with compact support, i.e.
with only ﬁnitely many aia0: We deﬁne
J ¼ ðNN0 Þc:
Further, we set IndexðaÞ ¼ maxfi : aia0g and jaj ¼
P
i ai for aAJ:
In the following let fxkgkX1 be the complete orthonormal system of L2ðRþÞ
consisting of the Laguerre functions of order 12; i.e.
xkðtÞ ¼
GðkÞ
Gðk þ 1=2Þ
 1=2
ett1=4L1=2k1ðtÞwð0;NÞðtÞ; kX1; ð3:19Þ
where G is the Gamma function and where L1=2k are the Laguerre polynomials of order
1
2
; deﬁned by the formula
ett1=2L1=2k ðtÞ ¼
1
k!
dk
dtk
ðettkþ1=2Þ; kX0:
Let us mention that the Laguerre polynomials L
1=2
k give the Hermite polynomials Hk
of odd order in the following sense:
H2kþ1ðtÞ ¼ ð1Þk22kk!L1=2k ðt2Þt; kX0:
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Besides this the Laguerre functions satisfy (see e.g. [T])
sup
tARþ
jxkðtÞj ¼ Oð1Þ: ð3:20Þ
The starting point for the construction of our theory is a chaos expansion based on
expansions (3.5) and (3.12). For this purpose let us reformulate (3.17).
Because of the continuity of the symmetrization operator ðÞ4 in (3.7) we get then
with the Laguerre functions (3.19) and the functions gm in (3.18):
ðgmÞ4ðt1; x1;y; tm; xmÞ
¼
X
j1;y;jmX1
ð pj1ðx1Þ y  pjmðxmÞfj1;y;jmðt1;y; tmÞwSmðt1;y; tmÞÞ4
¼
X
j1;y;jmX1
X
i1;y;imX1
c
ð j1;y;jmÞ
i1;y;im ð pj1ðx1Þ y  pjmðxmÞxi1ðt1Þ y  ximðtmÞÞ4 ð3:21Þ
in L2ððl#nÞmÞ; where we used that
fj1;y;jmðt1;y; tmÞwSmðt1;y; tmÞ ¼
X
i1;y;imX1
c
ð j1;y;jmÞ
i1;y;im xi1ðt1Þ y  ximðtmÞ
holds in L2ðRmþÞ for cð j1;y;jmÞi1;y;im AR:
We aim at expressing (3.21) in terms of an orthogonal family of functions inbL2ððl#nÞmÞ: For that reason, deﬁne the map
z : NN-N; ði; jÞ/j þ ði þ j  2Þði þ j  1Þ=2: ð3:22Þ
Note that z is bijective and gives a formula for the ‘‘diagonal counting’’ of the
Cartesian product NN: As we will see, the explicit form of z will be of
computational advantage in the proofs later on.
Further, if k ¼ zði; jÞ for i; jAN; set
dkðt; xÞ ¼ xiðtÞpjðxÞ:
Now, suppose IndexðaÞ ¼ j and jaj ¼ m for aAJ and deﬁne the function d#a to be
d#aððt1; x1Þ;y; ðtm; xmÞÞ
¼ d#a1#?#d#aj ððt1; x1Þ;y; ðtm; xmÞÞ ¼ d1ðt1; x1Þ y  d1ðta1 ; xa1Þ
y  djðta1þ?þaj1þ1; xa1þ?þaj1þ1Þ y  djðtm; xmÞ; ð3:23Þ
where the terms with zero-components ai are set equal to 1 in the product ðd#0i ¼ 1Þ:
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Finally, we deﬁne the symmetrized tensor product of the dk’s, denoted by d
b#a as
d
b#aððt1; x1Þ;y; ðtm; xmÞÞ ¼ ðd#aÞ4ððt1; x1Þ;y; ðtm; xmÞÞ
¼ db#a1c#?c#db#aj ððt1; x1Þ;y; ðtm; xmÞÞ: ð3:24Þ
Then, it can be seen from (3.21) that the functions ðgmÞ4 are in the closure of the
linear span of fdb#a : jaj ¼ m; aAJg in L2ððl#nÞmÞ: Since fdb#agjaj¼m is an
orthogonal family in L2ððl#nÞmÞ; we obtain
ðgmÞ4 ¼
X
jaj¼m
cad
b#a ð3:25Þ
in L2ððl#nÞmÞ: Thus we get for the random variable F in (3.12), by applying the
isometry in (3.11), that
F ¼E½F  þ
X
mX1
ImððgmÞ4Þ ¼ E½F  þ
X
mX1
X
jaj¼m
caImðdb#aÞ
¼
X
aAJ
caIjajðdb#aÞ;
where we set I0ðdb#0Þ ¼ 1 and c0 ¼ E½F : For aAJ deﬁne
Ka :¼ Ijajðdb#aÞ: ð3:26Þ
In particular, note that if a ¼ el with
elð jÞ ¼ 1 for j ¼ l;
0 else
(
; lX1; ð3:27Þ
we get (see (3.24))
Kel ¼ I1ðdb#el Þ ¼ I1ðdlÞ ¼ I1ðxiðtÞpjðxÞÞ; ð3:28Þ
if l ¼ zði; jÞ:
We have proved the following chaos expansion.
Theorem 3.5. Every FAL2ðmÞ has a unique representation
F ¼
X
aAJ
caKa; ð3:29Þ
where caAR for all a:
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Moreover, we have the isometry
jjF jj2L2ðmÞ ¼
X
aAJ
c2ajjKajj2L2ðmÞ: ð3:30Þ
Example 3.6. Choose hAL2ðRþÞ deterministic and let
FðoÞ ¼
Z
Rþ
hðsÞ dZðsÞ ¼ I1ðhðsÞxÞ
be as in Example 3.4. Since
hðsÞ ¼
X
kX1
ðh; xkÞL2ðRþÞxkðsÞ;
this can be written
FðoÞ ¼
X
kX1
ðh; xkÞL2ðRþÞI1ðxkðsÞxÞ ¼
X
kX1
ðh; xkÞL2ðRþÞKezðk;1Þ :
In particular, for tX0 the random variable ZðtÞAL2ðmÞ has the expansion
ZðtÞ ¼
X
kX1
Z t
0
xkðsÞ ds  Kezðk;1Þ ðoÞ: ð3:31Þ
Remark 3.7. Several parts of the theory can be carried out without the explicit use of
the basis fxkgkX1 in (3.19). In some cases, however, the choice of an explicit basis is
important. For example, explicit estimates of xkðtÞ are needed to deduce that the
Le´vy white noise Z
	ðtÞ; deﬁned in (3.43), takes values in a certain distribution space.
3.3.1. Stochastic test functions and stochastic distributions
As we saw in (3.29), the growth conditionX
aAJ
c2ajjKajj2L2ðmÞoN ð3:32Þ
assures that
F :¼
X
aAJ
caKaAL2ðmÞ:
In the following we will replace condition (3.32) by various other conditions. Thus
we obtain (generalized) function spaces that relate to L2ðmÞ in a natural way. At the
same time these spaces form an environment of stochastic test function spaces
and stochastic distribution spaces, in a way that is analogous to the spaces
SðRÞCL2ðRÞCS0ðRÞ (see [GV]).
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The following spaces of stochastic test functions, G ¼ GðmÞ; and stochastic
distributions G ¼ GðmÞ have been studied in the Gaussian case by Potthoff and
Timpel [PT]. See [PT] and the references therein. Later the Poissonian case has been
treated in [BG,HØ2]. We now proceed to deﬁne the Le´vy versions of the spaces,
analogously.
Deﬁnition 3.8. (i) Let kAN0: We say that f ¼
P
mX0 Imð fmÞAL2ðmÞ belongs to the
space GkðmÞ if
jj f jj2Gk :¼
X
mX0
m!jj fmjj2L2ððl#nÞmÞe2kmoN: ð3:33Þ
We deﬁne
G ¼ GðmÞ ¼
\
kAN0
GkðmÞ
and we equip G with the projective topology.
(ii) We say that a formal expansion
G ¼
X
mX0
ImðgmÞ
belongs to the space GqðmÞ ðqAN0Þ if
jjGjj2Gq :¼
X
mX0
m!jjgmjj2L2ððl#nÞmÞe2qmoN: ð3:34Þ
We deﬁne
G ¼ GðmÞ ¼
[
qAN0
GqðmÞ
and we equip G with the inductive topology. Note, that G is the dual of G; with action
/G; fS ¼
X
mX0
m!ð fm; gmÞL2ððl#nÞmÞ
if GAG and fAG:
Also note that by (3.18) and (3.26) the connection between the expansion
F ¼
X
mX0
Imð fmÞ
and the expansion
F ¼
X
aAJ
caKa
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is given by
fm ¼
X
jaj¼m
cad
b#a; mX0 ð3:35Þ
with the functions d
b#a as in (3.23) and (3.24). Since this gives
jjImð fmÞjj2L2ðmÞ ¼ m!jj fmjj2L2ððl#nÞmÞ ¼
X
jaj¼m
c2ajjKajj2L2ðmÞ ð3:36Þ
it follows that we can express the Gr-norm of F in terms of the chaos expansion
(3.12) as follows:
jjF jj2Gr ¼
X
mX0
X
jaj¼m
c2ajjKajj2L2ðmÞ
0@ 1Ae2rm; rAZ: ð3:37Þ
We also introduce the Le´vy versions of the Hida test function space ðSÞ and the Hida
stochastic distribution space ðSÞ: For more information about these or related
spaces in the Gaussian and Poissonian case we refer to [HKPS,HØUZ].
For a formal expansion f ¼PaAJ caKa deﬁne the norm
jj f jj20;k :¼
X
aAJ
c2ajjKajj2L2ðmÞð2NÞka ð3:38Þ
for integers k; where ð2NÞka ¼ ð2  1Þka1ð2  2Þka2yð2  mÞkam ; if IndexðaÞ ¼ m: Let
ðSÞ0;k :¼ f f : jj f jj0;koNg ð3:39Þ
and deﬁne
ðSÞ :¼
\
kAN0
ðSÞ0;k ð3:40Þ
with the projective topology, and
ðSÞ :¼
[
kAN0
ðSÞ0;k ð3:41Þ
with the inductive topology. Then ðSÞ is the dual of ðSÞ; with action
/G; fS ¼
X
aAJ
aabajjKajj2L2ðmÞ ð3:42Þ
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if G ¼PaAJ aaKaAðSÞ and f ¼PaAJ baKaAðSÞ: Note that
ðSÞCGCL2ðmÞCGCðSÞ:
One of the useful properties of ðSÞ is that it contains the Le´vy white noise:
Deﬁnition 3.9. The Le´vy white noise process Z
	ðtÞ is deﬁned by the following formal
expansion:
Z
	ðtÞ ¼
X
kX1
xkðtÞKezðk;1Þ ; ð3:43Þ
where xkðtÞ are the Laguerre functions, zði; jÞ the map in (3.22) and where elAJ is
deﬁned as in (3.27).
Remark 3.10. (i) Note that since ZðtÞ ¼PkX1 R t0 xkðsÞ dsKezðk;1Þ by (3.31) we have that
Z
	ðtÞ ¼ d
dt
ZðtÞ ðderivative in ðSÞ; see ð4:11ÞÞ:
This justiﬁes the name Le´vy white noise for Z
	ðtÞ:
(ii) Because of the uniform boundedness of the Laguerre functions xkðtÞ the Le´vy
white noise Z
	ðtÞ takes values in ðSÞ for all tX0: However, G is not large enough to
accommodate Z
	ðtÞ:
3.3.2. Wick product and Itoˆ /Skorohod integration with respect to Le´vy processes
In this section we introduce a (stochastic) Wick product} for the space ðSÞ and a
Skorohod integral with respect to Le´vy processes. One of the interesting features of
this Wick product is its relation to Itoˆ /Skorohod integration. In short, this relation
can be written as Z
Rþ
YðtÞdZðtÞ ¼
Z
Rþ
YðtÞ} Z	ðtÞ dt: ð3:44Þ
Here, the left-hand side denotes the Skorohod integral of the stochastic process Y ðtÞ
(which coincides with the Itoˆ integral, if Y ðtÞ is adapted), while the right side is to be
interpreted as an ðSÞ-valued Bochner-integral. With Z	ðtÞ the Le´vy white noise is
denoted (see (3.43)).
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Deﬁnition 3.11. The Le´vy Wick product F}G of two elements
F ¼
X
aAJ
aaKa; G ¼
X
bAJ
bbKbAðSÞ
is deﬁned by
F}G ¼
X
a;bAJ
aabbKaþb: ð3:45Þ
Remark 3.12. Let fn ¼
P
jaj¼n cad
b#aAbL2ððl#nÞnÞ and gm ¼Pjbj¼m bbdb#bAbL2ððl#nÞmÞ then we have
fnc#gm ¼ X
jaj¼n
X
jbj¼m
cabbd
b#ðaþbÞ ¼ X
jgj¼nþm
X
aþb¼g
cabbd
b#g
in L2ððl#nÞnþmÞ: Therefore we obtain
Inð fnÞ}ImðgmÞ ¼ Inþmð fnc#gmÞ: ð3:46Þ
An important property of the Le´vy Wick product is that it is a closed operation on
the spaces ðSÞ;G;G and ðSÞ ( for an analogous proof see [HØUZ,PT]). For more
information about the Wick product and Skorohod integration in the Poissonian
and Gaussian case see e.g. [HKPS,HØUZ,NZ].
Next, we want to deﬁne a Skorohod integral with respect to ZðtÞ and show that it
coincides with the Itoˆ integral, if the integrand is adapted.
Let YðtÞ be a stochastic process such that
E½Y ðtÞ2oN for all tX0: ð3:47Þ
Then, by Theorem 3.3, for each t; YðtÞ has a chaos expansion
Y ðtÞ ¼
X
mX0
Imð fmðt1; x1;y; tm; xm; tÞÞ; ð3:48Þ
where fmð; tÞAbL2ððl#nÞmÞ for mX1; tX0 and where I0ð f0Þ :¼ E½Y ðtÞ: Let
f˜mðt1; x1;y; tmþ1; xmþ1Þ be the symmetrization of
fmðt1; x1;y; tm; xm; tmþ1Þ  xmþ1
with respect to the m þ 1 variables ðt1; x1Þ;y; ðtmþ1; xmþ1Þ:
Deﬁnition 3.13. If X
mX0
ðm þ 1Þ!jj f˜mjj2L2ððl#nÞmþ1ÞoN; ð3:49Þ
ARTICLE IN PRESS
G. Di Nunno et al. / Journal of Functional Analysis 206 (2004) 109–148 125
then deﬁne the Skorohod integral with respect to ZðtÞ; denoted byZ
Rþ
YðtÞdZðtÞ;
by Z
Rþ
YðtÞdZðtÞ :¼
X
mX0
Imþ1ðf˜mðt1; x1;y; tmþ1; xmþ1ÞÞ: ð3:50Þ
By (3.49) and (3.50) the Skorohod integral belongs to L2ðmÞ andZ
Rþ
Y ðtÞdZðtÞ
  2
L2ðmÞ
¼
X
mX0
ðm þ 1Þ!jjf˜mjj2L2ððl#nÞmþ1Þ: ð3:51Þ
Note, that we do not require that the process is adapted. We now intend to show
that the Skorohod integral (3.50) is an extension of the Itoˆ integral to non-adapted
integrands.
First, we need a result about how to characterize adaptedness of a process in terms
of the integrands of its chaos expansion.
Lemma 3.14. Let Y ðtÞ be a stochastic process with E½YðtÞ2oN for all tX0 and with
the chaos expansion (3.12)
Y ðtÞ ¼
X
mX0
Imð fmðt1; x1;y; tm; xm; tÞÞ
where fmð; tÞAbL2ððl#nÞmÞ for mX1:
Then YðtÞ is Ft-adapted if and only if
fmðt1; x1;y; tm; xm; tÞ ¼ fmðt1; x1;y; tm; xm; tÞw½0;tmðt1;y; tmÞ ð3:52Þ
ðl#nÞm-a.e. for all mX1; tX0; where
½0; tm :¼ fðt1;y; tmÞARmþ : 0ptipt; i ¼ 1;y; mg:
Proof. First we use the chaos expansion (3.5) to represent Y ðtÞ; i.e.
Y ðtÞ ¼ E½YðtÞ þ
X
mX1
X
j1;y;jmX1
Z N
0
?
Z t2
0
fj1;y;jmðt1;y; tm; tÞ dY ð j1Þt1 ydY ð jmÞtm
with fj1;y;jmð; tÞAL2ðRmþÞ for all tX0:
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We observe that for all m
E
Z N
0
Z tm
0
?
Z t2
0
fj1;y;jmðt1;y; tm; tÞ dY ð j1Þt1 ydY ð jmÞtm
Ft 
¼
Z t
0
Z tm
0
?
Z t2
0
fj1;y;jmðt1;y; tm; tÞ dY ð j1Þt1 ydY ð jmÞtm
¼
Z N
0
Z tm
0
?
Z t2
0
fj1;y;jmðt1;y; tm; tÞw½0;tmðt1;y; tmÞ dY ð j1Þt1 ydY ð jmÞtm :
Thus
YðtÞ is Ft-adapted
if and only if
E½Y ðtÞjFt ¼ YðtÞ for all tX0:
The latter holds if and only ifX
mX1
X
j1;y;jmX1
Z N
0
?
Z t2
0
fj1;y;jmðt1;y; tm; tÞ dY ð j1Þt1 ydY ð jmÞtm
¼
X
mX1
X
j1;y;jmX1
Z N
0
?
Z t2
0
 fj1;y;jmðt1;y; tm; tÞw½0;tmðt1;y; tmÞ dY ð j1Þt1 ydY ð jmÞtm :
By isometry we obtain equivalently
fj1;y;jmðt1;y; tm; tÞwSmðt1;y; tmÞ
¼ fj1;y;jmðt1;y; tm; tÞwSmðt1;y; tmÞw½0;tmðt1;y; tmÞ
lm-a.e. for all mX1; tX0:
Together with relations (3.17) and (3.18) and the fact that uðt1; x1;y; tm; xmÞ :¼
w½0;tmðt1;y; tmÞ is symmetric the proof follows. &
Proposition 3.15. Suppose Y ðtÞ is an Ft-adapted stochastic process such thatZ
Rþ
E½YðtÞ2 dtoN:
Then YðtÞ is both Skorohod integrable and Itoˆ integrable, and the two integrals
coincide: Z
Rþ
Y ðtÞdZðtÞ ¼
Z
Rþ
YðtÞ dZðtÞ: ð3:53Þ
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Proof. First, we get by Lemma 3.14 for Y ðtÞ the expansion
YðtÞ ¼
X
mX0
Imð fmðt1; x1;y; tm; xm; tÞw½0;tmðt1;y; tmÞÞ;
where fmð; tÞAbL2ððl#nÞmÞ for mX1: Then
f˜mðt1; x1;y; tmþ1; xmþ1Þ
¼ ð fmðt1; x1;y; tm; xm; tmþ1Þw½0;tmþ1mðt1;y; tmÞ  xmþ1Þ4
¼ 1
m þ 1½ fmðt1; x1;y; tm; xm; tmþ1Þw½0;tmþ1mðt1;y; tmÞ  xmþ1
þ
Xm
i¼1
fmðt1; x1;y; ti1; xi1; tmþ1; xmþ1; tiþ1; xiþ1;y; tm; xm; tiÞ
 w½0;ti mðt1;y; ti1; tmþ1; tiþ1;y; tmÞ  xi:
Hence, using representation (2.9), the Itoˆ integral of YðtÞ isZ
Rþ
Y ðtÞ dZðtÞ
¼
X
mX0
Z
Rþ
Z
R
Imð fmðt1; x1;y; tm; xm; tÞw½0;tmðt1;y; tmÞÞ  x eNðdt; dxÞ
¼
X
mX0
m!
Z
Rþ
Z
R
Z t
0
Z
R
Z tm
0
Z
R
?
Z t2
0
Z
R
 fmðt1; x1;y; tm; xm; tÞ  x eNðdt1; dx1Þy eNðdtm; dxmÞ eNðdt; dxÞ
¼
X
mX0
m!ðm þ 1Þ
Z
Rþ
Z
R
Z tmþ1
0
Z
R
Z tm
0
Z
R
?
Z t2
0
Z
R
 f˜mðt1; x1;y; tmþ1; xmþ1Þ eNðdt1; dx1Þy eNðdtmþ1; dxmþ1Þ
¼
Z
Rþ
YðtÞdZðtÞ;
concluding the proof. &
We now proceed to prove the integral relation (3.44). For this purpose we need the
notion of an integral with values in ðSÞ:
Deﬁnition 3.16. A function Z :Rþ-ðSÞ is ðSÞ-integrable if
/ZðÞ; fSAL1ððRþÞ for all fAðSÞ;
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where the action /; S is deﬁned in (3.42). Then the ðSÞ-integral of Z; denoted byR
Rþ
ZðtÞ dt; is the unique element in ðSÞ such thatZ
Rþ
ZðtÞ dt; f
 
¼
Z
Rþ
/ZðtÞ; fS dt ð3:54Þ
for all fAðSÞ:
It is a consequence of Proposition 8.1 in [HKPS] that (3.54) deﬁnes
R
Rþ
ZðtÞ dt as
an element of ðSÞ:
For the proof of relation (3.44) we need the following three lemmata:
Lemma 3.17. Let ZðtÞ ¼PaAJ caðtÞKaAðSÞ for all tX0 withX
aAJ
jjKajj2L2ðmÞjjcajj2L1ðRþÞð2NÞ
paoN
for some poN: Then Z is ðSÞ -integrable andZ
Rþ
ZðtÞ dt ¼
X
a
Z
Rþ
caðtÞ dt Ka:
Proof. Analogous to the proof of Lemma 2.5.6 in [HØUZ]. &
Lemma 3.18. Suppose YðtÞ ¼PaAJ caðtÞKaAðSÞ for all tX0 with
L :¼ sup
a
fjjKajj2L2ðmÞjjcajj2L1ðRþÞð2NÞqagoN
for some qoN: Then YðtÞ} Z	ðtÞ is ðSÞ-integrable and
Z
Rþ
Y ðtÞ} Z	ðtÞ dt ¼
X
a;k
Z
Rþ
caðtÞxkðtÞ dt Kaþezðk;1Þ
with the map zði; jÞ as in (3.22) and el as in (3.27).
Proof. The deﬁnition of the Wick product (Deﬁnition 3.11) gives
YðtÞ} Z	ðtÞ ¼
X
b
X
a;k:aþezðk;1Þ¼b
caðtÞxkðtÞKb:
Because of Lemma 3.17 we wish to show that
MðbÞ :¼
X
b
jjKbjj2L2ðmÞ
X
a;k:aþezðk;1Þ¼b
caðtÞxkðtÞ




2
L1ðRþÞ
ð2NÞpaoN
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for some poN: It follows from (3.20) that for some constant CoN;Z
Rþ
jcaðtÞj jxkðtÞj dtpC
Z
Rþ
jcaðtÞj dt ¼ CjjcajjL1ðRþÞ:
Further, we get
X
a;k:aþezðk;1Þ¼b
caðtÞxkðtÞ




2
L1ðRþÞ
pC2
X
a;g:aþg¼b
jjcajjL1ðRþÞwfezðk;1Þ:kX1gðgÞ
" #2
pC2ðIndexðbÞÞ2
X
a;g:aþg¼b
jjcajj2L1ðRþÞwfezðk;1Þ:kX1gðgÞ:
This yields the estimate
Mð2qÞpC2
X
a;k
jjKaþezðk;1Þ jj2L2ðmÞðIndexðaþ ezðk;1ÞÞÞ2
 jjcajj2L1ðRþÞð2NÞ2qðaþe
zðk;1ÞÞ
pC2L
X
a;k
jjKaþezðk;1Þ jj2L2ðmÞ
jjKajj2L2ðmÞ
ðIndexðaþ ezðk;1ÞÞÞ2
 ð2NÞqað2NÞ2qezðk;1Þ :
Further, we observe that
jjKaþezðk;1Þ jj2L2ðmÞ ¼ ðjaj þ 1Þ!jjðd
b#ezðk;1Þ  db#aÞ4jj2
L2ððl#nÞjajþ1Þ
p ðjaj þ 1Þ!
Z
R
x2nðdxÞjjdb#ajj2
L2ððl#nÞjajÞ
and
IndexðgÞpð2NÞg:
This leads ﬁnally to
Mð2qÞ
pC2L
Z
R
x2nðdxÞ
X
a;k
ðjaj þ 1Þð2NÞ2ðaþezðk;1ÞÞð2NÞqað2NÞ2qezðk;1Þ
pconst: 
X
k
ð2NÞð2q2Þezðk;1Þ
X
a
ðjaj þ 1Þ2jajð2NÞðq3ÞaoN
for q44: The proof follows. &
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Remark 3.19. One sees easily that the assumptions of the last Lemma are
fulﬁlled if Z b
a
E½YðtÞ2 dtoN
for some a; bAR; aob:
Lemma 3.20. Suppose YðtÞ ¼PaAJ caðtÞKa is Skorohod integrable and satisfiesZ
Rþ
E½YðtÞ2 dtoN:
Then Z
Rþ
YðtÞdZðtÞ ¼
X
a
X
k
ðca; xkÞL2ðRþÞKaþezðk;1Þ
Proof. YðtÞ has the chaos expansion
Y ðtÞ ¼
X
mX0
Imð fmðt1; x1;y; tm; xm; tÞÞ;
where fmð; tÞAbL2ððl#nÞmÞ for mX1: Then, by deﬁnition of the Skorohod integral
and relation (3.35), we get
Z
Rþ
YðtÞdZðtÞ
¼
X
mX0
Imþ1ðð fmðt1; x1;y; tm; xm; tÞ  xÞ4Þ
¼
X
mX0
Imþ1
X
jaj¼m
ðcaðtÞ  db#aðt1; x1;y; tm; xmÞ  xÞ4
0@ 1A
¼
X
mX0
X
jaj¼m
X
k
ðca; xkÞL2ðRþÞImþ1ððxkðtÞ  x  d
b#aðt1; x1;y; tm; xmÞÞ4Þ
¼
X
mX0
X
jaj¼m
X
k
ðca; xkÞL2ðRþÞImþ1ðd
b#aþezðk;1Þ Þ
¼
X
a
X
k
ðca; xkÞL2ðRþÞKaþezðk;1Þ : &
We are now ready to state the main result of this section.
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Theorem 3.21. Assume that Y ðtÞ ¼PaAJ caðtÞKa is a Skorohod integrable stochastic
process with
R b
a
E½YðtÞ2 dtoN for some a; bAR; aob: Then Y ðtÞB Z	ðtÞ is ðSÞ-
integrable over ½a; b and we haveZ b
a
YðtÞdZðtÞ ¼
Z b
a
Y ðtÞB Z	ðtÞ dt: ð3:55Þ
Proof. Apply Remark 3.19 and Lemma 3.20 to the process w½a;bðtÞYðtÞ: &
Later, we also need the white noise of all power jump processes Y
ðmÞ
t ; mX1
(see (3.4)). Recall that Y
ð1Þ
t ¼ ZðtÞ: We deﬁne the white noise of the processes Y ðmÞt ;
denoted by ’Y
ðmÞ
t ; as
Y
	 ðmÞ
t ¼
X
kX1
xkðtÞKezðk;mÞ ð3:56Þ
for all mX1; where zði; jÞ ¼ j þ ði þ j  2Þði þ j  1Þ=2 for i; jX1: Because of
relation (3.16) we get (similar to (3.31)) that
Y
ðmÞ
t ¼
X
kX1
Z t
0
xkðsÞ ds  Kezðk;mÞ ðoÞ:
Hence Y
	 ðmÞ
t ¼ ddtY ðmÞt in ðSÞ (see (4.11)).
Analogously to ZðtÞ; we introduce the Skorohod integral for Y ðmÞt : For
Y ðtÞ ¼
X
nX0
Inð fnðt1; x1;y; tn; xn; tÞÞ
with fnð; tÞAbL2ððl#nÞnÞ; nX1 let f˜nðt1; x1;y; tnþ1; xnþ1Þ be the symmetrization of
fnðt1; x1;y; tn; xn; tnþ1Þ  pmðxnþ1Þ
with respect to the n þ 1 variables ðt1; x1Þ;y; ðxnþ1; tnþ1Þ; where the polynomials pm
are from (3.16). If X
nX0
ðn þ 1Þ!jj f˜njj2L2ððl#nÞnþ1ÞoN;
we deﬁne the Skorohod integral with respect to Y
ðmÞ
t byZ
Rþ
YðtÞdY ðmÞt ¼
X
nX0
Inþ1ð f˜nÞ: ð3:57Þ
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Proposition 3.15 and Theorem 3.21 can be shown for Y
ðmÞ
t ; analogously.
Particularly, we get for Itoˆ integrable processes Y ðtÞ over ½a; b the relationZ b
a
YðtÞdY ðmÞt ¼
Z b
a
Y ðtÞBY
	 ðmÞ
t dt: ð3:58Þ
4. A Le´vy white noise generalization of the Clark–Haussmann–Ocone theorem
Now, we use the framework of the last section to prove a white noise
generalization of the Clark–Haussmann–Ocone theorem for Le´vy processes. The
classical Clark–Haussmann–Ocone (CHO) theorem states that if F ¼ FðoÞAL2ðPÞ is
FT -measurable and FAD1;2; then
FðoÞ ¼ E½F  þ
Z T
0
E½DtF jFt dBðt;oÞ; ð4:1Þ
where Dt denotes the Malliavin derivative with domain D1;2 and where Bðt;oÞ is a
Brownian motion on a probability space ðO;F; PÞ with ﬁltration Ft; generated by
Bðt;oÞ: This result and its generalizations have important applications in ﬁnance,
where E½DtF jFt can be regarded as the replicating portfolio of a given T-claim F
(see e.g. [KO,Ø]).
Usually, this result is presented and proved in the context of analysis on the
Wiener space O ¼ C0ð½0; T Þ; the space of all real continuous functions on ½0; T  (see
e.g. [N,M,U¨2]). The disadvantage of this setting is that one has to verify that F is
contained in the domain D1;2: This excludes interesting applications. For example,
the digital option of the form
FðoÞ ¼ w½K;NÞðBTðoÞÞ
is not in D1;2 and (4.1) cannot be applied to compute the hedging portfolio of
the T-claim F : Recently, (4.1) was generalized to a CHO formula in the setting
of white noise analysis (see [AØPU]). This CHO theorem is valid for all
FT -measurable FAGðm0Þ; a space of stochastic distributions similar to the
one in Deﬁnition 3.8, which contains L2ðm0Þ; where m0 is the white noise
probability measure with respect to the Brownian motion. The generalization has
the form
F ¼ E½F  þ
Z T
0
E½DtF jFtcBWt dt; ð4:2Þ
where cB denotes a Wick product and Wt is the white noise of Bt: Moreover, E½F  is
a generalized expectation of FAGðm0Þ and E½DtF jFt is a generalized conditional
expectation. The integral on the right-hand side is a Bochner integral as in (3.54). In
the Wiener space setting another generalization of (4.1) for Meyer–Watanabe
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distributions FADNlGðm0Þ has been obtained by U¨stu¨nel [U¨1,U¨2]. Similar results
for the compensated Poisson process can be found e.g. in [AØPU,BH].
We wish to prove a corresponding version of (4.2) for Le´vy processes. For this
purpose, let us recall the deﬁnition of the following Malliavin derivatives D
ðmÞ
t in
[LSUV] (cf. [BDLØP, [Deﬁnition 3.3]]):
Deﬁnition 4.1. Fix a T40 and set
Jð j1;y; jnÞn ð fj1;y;jnÞ ¼
Z T
0
Z tn
0
y
Z t2
0
fj1;y;jnðt1;y; tnÞ dY ð j1Þt1 y dY ð jnÞtn :
Let D
ðmÞ
1;2 denote the set of all FT -measurable FAL
2ðmÞ with chaos expansion
(3.5), i.e.
F ¼ E½F  þ
X
nX1
X
j1;y;jnX1
Jð j1;y;jnÞn ð fj1;y;jnÞ;
such that
jjF jj2
D
ðmÞ
1;2
:¼E½F 2 þ
X
nX1
X
j1;y;jnX1
Xn
k¼1
1f jk¼mgcj1 ycjky  cjn1

Z T
0
jj fj1;y;jnðy; t;y; Þjj2L2ðHðkÞn ðtÞÞ dtoN;
where H
ðkÞ
n ðtÞ :¼ fðt1;y; btk;y; tnÞARn1þ : 0pt1pytk1otptkþ1o?otnpTg;
and where ci :¼ jj pijj2L2ðnÞ with the polynomials pi in (3.16). The symbol jˆ shall
indicate that the index j is omitted.
The Malliavin derivatives D
ðmÞ
t : D
ðmÞ
1;2-L
2ðO ½0; T Þ; mX1 are deﬁned by
D
ðmÞ
t F ¼
X
nX1
X
j1;y;jnX1
Xn
k¼1
1f jk¼mgJ
ð j1;y;bjk ;y; jnÞ
n1 ð fj1;y;jnðy; t;yÞ1HðkÞn ðtÞÞ: ð4:3Þ
We can now give an explicit description of the integrands jðmÞ in Corollary 3.2 in
terms of the stochastic derivatives. The next result (see Theorem 1.6 in [LSUV])
corresponds to [BDLØP, Theorems 3.4].
Theorem 4.2 (Le´on et al.; Clark–Haussmann–Ocone theorem). Let FAD1;2 :¼T
m D
ðmÞ
1;2 : Then
F ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFt dY ðmÞt : ð4:4Þ
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Remark 4.3. We point out here, that L^kka [L] proved a different CHO theorem
with the stochastic derivative Dt;x :D1;2-L
2ðO ½0; T   R; P#l#nÞ: The theorem
has the form
F ¼ E½F  þ
Z T
0
Z
R
E½Dt;xF jFt eNðdt; dxÞ;
where FAD1;2: The operators D
ðmÞ
t in Deﬁnition 4.1 are related to Dt;x as follows:
D
ðmÞ
t F ¼
1
jjpmjj2L2ðnÞ
Z
R
Dt;xF  pmðxÞnðdxÞ
for a.a. t and all FAD1;2-D1;2: This follows from the deﬁnitions of the operators
and their closability. We shall mention that Dt;x coincides with a certain difference
operator studied by Picard [Pi].
We want to prove an extension of (4.4) to general FAL2ðFT ; mÞ: This is important
for the applications, e.g. to ﬁnance (see Section 5). For this reason, we need to
generalize the concept of conditional expectation to G:
Deﬁnition 4.4. Let F ¼PmX0 Imð fmÞAG: Then the conditional expectation of F
with respect to Ft is deﬁned by
E½F jFt ¼
X
mX0
Imð fm  w½0;tmÞ: ð4:5Þ
Note that this coincides with the usual conditional expectation if FAL2ðmÞ:
Obviously, we get
jjE½F jFtjjGrpjjF jjGr ð4:6Þ
for all rAZ: Thus
E½F jFtAG ð4:7Þ
for all t:
Lemma 4.5. For F ; GAG we have
E½FBGjFt ¼ E½F jFtBE½GjFt: ð4:8Þ
Proof. Let F ¼ Inð fnÞ and similarly G ¼ ImðgmÞ; without loss of generality. Then
(3.46) implies
E½FBGjFt ¼E½Inþmð fnc#gmÞjFt
¼ Inþmð fnw½0;tnc#gmw½0;tmÞ
¼ Inð fnw½0;tnÞBImðgmw½0;tmÞ ¼ E½F jFtBE½GjFt: &
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In view of Deﬁnition 4.1, it is natural to deﬁne stochastic derivatives D
ðmÞ
t on G
 as
follows.
Deﬁnition 4.6. Let F ¼Pa caKaAG: Then deﬁne the stochastic derivatives of F
at t by
D
ðmÞ
t F :¼
X
a
ca
X
k
azðk;mÞKaezðk;mÞ  xkðtÞ
¼
X
b
X
k
cbþezðk;mÞ ðbzðk;mÞ þ 1ÞxkðtÞ
 !
Kb; mX1; ð4:9Þ
where zði; jÞ ¼ j þ ði þ j  2Þði þ j  1Þ=2 and el as in (3.27).
Remark 4.7. The deﬁnition of the derivative D
ðmÞ
t F coincides with the previous one
in Deﬁnition 4.1, if FAD1;2CG: This follows with the help of the closability of the
operators (see Lemma 4.9).
Example 4.8. Let X ¼ RN
0
xkðtÞ dY ðnÞt for some k; nX1: Then (4.9) gives DðnÞt X ¼
xkðtÞ and DðmÞt X ¼ 0 for man:
The following result is crucial for the forthcoming.
Lemma 4.9. (i) Let FAG: Then DðmÞt FAG
 for a; a: tARþ:
(ii) Suppose F ; FnAG for all nAN and
Fn-F in G
:
Then for all mX1 there exists a subsequence fF
n
ðmÞ
k
gkX1 such that
D
ðmÞ
t FnðmÞ
k
-D
ðmÞ
t F
in G for a.a. tARþ:
Proof. Fix mX1 and let F ¼Pa caKaAG: Then
D
ðmÞ
t F ¼
X
b
gbðtÞKb;
where
gbðtÞ :¼
X
k
cbþezðk;mÞ ðbzðk;mÞ þ 1ÞxkðtÞ:
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There exists a qAN0 such that (see (3.33))
jjF jj2Gq ¼
X
l
X
jaj¼l
c2ajjKajj2L2ðmÞe2qloN:
We want to show that
jjDðmÞt F jj2Gq1 ¼
X
l
X
jbj¼l
g2bðtÞjjKbjj2L2ðmÞ
0@ 1Ae2ðqþ1ÞloN
for a.a. t:
We have Z
Rþ
g2bðtÞ dt ¼
X
k
c2bþezðk;mÞ ðbzðk;mÞ þ 1Þ2:
So we get X
jbj¼l
Z
Rþ
g2bðtÞ dt  jjKbjj2L2ðmÞ
¼
X
jbj¼l
X
k
c2bþezðk;mÞ ðbzðk;mÞ þ 1Þ2jjKbjj2L2ðmÞ ¼: M:
One has jjKbjj2L2ðmÞ ¼ b!jjp#b jj2L2ðnjbjÞ with
p#b ðx1;y; xlÞ :¼ pj2ð1Þðx1Þ y  pj2ð1Þðxb1Þ
y pj2ðnÞðxb1þ?þbl1þ1Þ y  pj2ðnÞðxlÞ;
where j2 : N-N is the second coordinate of the inverse of ði; jÞ/zði; jÞ and where
l ¼ jbj and n ¼ IndexðbÞ: Then it follows that
M ¼
X
jbj¼l
X
k
c2bþezðk;mÞ ðbzðk;mÞ þ 1Þ
ðbþ ezðk;mÞÞ!
jjpmjj2L2ðnÞ
 jjp#ðbþezðk;mÞÞ jj2L2ðnlþ1Þ:
Therefore we obtainZ
Rþ
jjDðmÞt F jj2Gq1 dtp
1
jjpmjj2L2ðnÞ
X
l
ðl þ 1Þe2le2q

X
jbj¼l
X
k
c2bþezðk;mÞ jjKbþezðk;mÞ jj2L2ðmÞ
 !
e2qðlþ1Þ
p e
2q
jjpmjj2L2ðnÞ
X
l
X
jaj¼lþ1
c2ajjKajj2L2ðmÞ
0@ 1Ae2qðlþ1Þ:
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This gives Z
Rþ
jjDðmÞt F jj2Gq1 dtp
e2q
jjpmjj2L2ðnÞ
jjF jj2GqoN: ð4:10Þ
So D
ðmÞ
t FAG
 of a.a. t: As for (ii) we assume without loss of generality that Fn-0 in
G: Thus there exists a qAN0 such that jjFnjjGq-0: Then by (4.10) there exists
a subsequence such that jjDðmÞt FnðmÞ
k
jjGq1-0 for a.a. t; i.e. D
ðmÞ
t FnðmÞ
k
-0 in G as
k-N; for a.a. t: &
In the following, if
PðxÞ ¼
X
a
cax
a; xARN; caAR
is a polynomial, where xa :¼ xa11 xa22 y and x0j :¼ 1; we deﬁne its Wick version at
X ¼ ðX1;y; XmÞ by
PBðXÞ ¼
X
a
caX
Ba:
Further, we say that a process X :Rþ-ðSÞ is differentiable if the limit
lim
Dt-0
X ðt þ DtÞ  XðtÞ
Dt
exists in ðSÞ ð4:11Þ
for all t: We shall denote the derivative of XðtÞ by d
dt
XðtÞ: Deﬁne
X
ðtÞ
k;m ¼
Z t
0
xkðsÞ dY ðmÞs ; k; mX1: ð4:12Þ
By Theorem 3.21 and (3.58) we know that X
ðtÞ
k;m ¼
R t
0 xkðsÞB ’YðmÞs dt ¼R t
0
xkðtÞY
	 ðmÞ
t dt: By a similar proof of Lemma 2.8.4 in [HØUZ] it follows that X
ðtÞ
k;m
is differentiable and
d
dt
X
ðtÞ
k;m ¼ xkðtÞY
	 ðmÞ
t AðSÞ:
By induction this gives the following Wick chain rule for polynomials:
Lemma 4.10. Let
PðxÞ ¼
X
a
cax
a
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be a polynomial in Rn: Suppose ki; miX1 for all i ¼ 1;y; n and let
X ðtÞ ¼ ðX ðtÞk1;m1 ;y; X
ðtÞ
kn;mn
Þ
with X
ðtÞ
k;m in (4.12). Then
d
dt
PBðX ðtÞÞ ¼
Xn
i¼1
@P
@xi
 B
ðX ðtÞÞBY
	 ðmiÞ
t xkiðtÞ:
Lemma 4.11 (CHO formula for polynomials). Let F ¼ PBðX ðTÞÞ for some
polynomial PðxÞ ¼Pa caxa and the variable X ðTÞ as in Lemma 4.10. Then
F ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFt dY ðmÞt :
Proof. Without loss of generality, let us assume that F ¼ K ðTÞa with K ðtÞa :¼ E½KajFt
and
a ¼ a1ezðk1;m1Þ þ?þ anezðkn;mnÞ
with ðki; miÞaðkj; mjÞ for iaj: Note that KðTÞa ¼ ðX ðTÞk1;m1Þ
Ba1ByBðX ðTÞkn;mnÞ
Ban ;
where X
ðTÞ
ki ;mi
is as in (4.12).
By Deﬁnition 4.6, formula (3.58), Lemma 4.10 and the fact that D
ðmÞ
t F ¼ 0 for all
m but ﬁnitely many, we get
X
mX1
Z T
0
E½DðmÞt F jFt dY ðmÞt
¼
X
mX1
Z T
0
E
X
kX1
akKaezðk;mÞ  xkðtÞjFt
" # !
BY
	 ðmÞ
t dt
¼
Z T
0
X
mX1
X
kX1
akK
ðtÞ
aezðk;mÞ  xkðtÞBY
	 ðmÞ
t dt
¼
Z T
0
d
dt
K ðtÞa dt ¼ K ðTÞa  K ð0Þa ¼ F  E½F : &
Theorem 4.12 (CHO theorem for L2ðmÞ). Let FAL2ðmÞ be FT -measurable. Then
ðt;oÞ/E½DðmÞt F jFtAL2ðl#mÞ for all m
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and
F ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFt dY ðmÞt :
Proof. Because of Theorem 3.5 there exists a sequence of FT -measurable random
variables Fn as in the last Lemma such that Fn-F in L
2ðmÞ: Then by Lemma 4.11,
we have
Fn ¼ E½Fn þ
X
mX1
Z T
0
E½DðmÞt FnjFt dY ðmÞt
for all n: By Corollary 3.2 we know that there exists a unique sequence of predictable
processes fumðt;oÞgmX1 such that
E
Z T
0
u2mðt;oÞ dt
 
oN for all m
and
F ¼ E½F  þ
X
mX1
Z T
0
umðt;oÞ dY ðmÞt in L2ðmÞ:
Further, by the orthogonality of the Y
ðmÞ
t ; we getX
mX1
jjpmjj2L2ðnÞE
Z T
0
ðE½DðmÞt FnjFt  umðt;oÞÞ2 dt
 
¼ E½ðFn  F  E½Fn þ E½F Þ2-0 as n-0:
By applying the Lemma of Fatou to the last relation, we obtain
lim
n
E
Z T
0
ðE½DðmÞt FnjFt  umðt;oÞÞ2 dt
 
¼ 0 for all m:
Then there exist subsequences n
ðmÞ
k such that
E½DðmÞt FnðmÞ
k
jFt-umðt;oÞ in L2ðl#mÞ:
On the other hand, by taking subsequences of fF
n
ðmÞ
k
gkX1 for all m; we know from
Lemma 4.10 that
E½DðmÞt FnðmÞ
k
jFt-E½DðmÞt F jFt in G for a:a: t:
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Taking again subsequences, we have that
E½DðmÞt FnðmÞ
k
jFt-umðt;oÞ in L2ðmÞ for a:a: t and for all m:
It follows
F ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFt dY ðmÞt : &
Next, deﬁne the generalized expectation of F ¼Pa caKaAðSÞ by
E½F  ¼ c0 ð4:13Þ
and we say FAG is FT -measurable if
E½F jFT  ¼ F : ð4:14Þ
We proceed to prove a CHO formula for G:
Theorem 4.13 (CHO theorem for G). Let FAG be FT -measurable. Then
F ¼ E½F  þ
X
mX1
Z T
0
E½DðmÞt F jFtBY
	 ðmÞ
t dt;
where the convergence on the right-hand side is in ðSÞ and where E½F  denotes the
generalized expectation of F :
Proof. Let FnAL2ðmÞ beFT -measurable such that Fn-F in G: Then there exists a p
such that jjFn  F jj2Gpþ1-0 as n-0: By Theorem 4.12 we obtain
Fn ¼ E½Fn þ
X
mX1
Z T
0
E½DðmÞt FnjFtBY
	 ðmÞ
t dt for all n:
For going to the limit in the last relation let us proceed as follows:
First we get that
jjE½DðmÞt F˜ jFtBY
	 ðmÞ
t jj20;ð3pþ5Þ
pconst:  jjE½DðmÞt F˜jFtjj20;3p Y
	 ðmÞ
t
  2
0;3
¼: M
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for F˜AG with jjF˜jjGpþ1oN: Further, we have
Y
	 ðmÞ
t
  2
0;3
¼
X
kX1
jjpmjj2L2ðnÞ  x2kðtÞ
1
ð2  ðm þ ðk þ m  2Þðk þ m  1Þ=2ÞÞ3
pC  jjpmjj
2
L2ðnÞ
m4
with a constant C independent of m:
Therefore we get
Mp const:  jjpmjj
2
L2ðnÞ
m4
jjE½DðmÞt F˜ jFtjj20;3p
p const:  jjpmjj
2
L2ðnÞ
m4
jjDðmÞt F˜jj2Gp:
So it follows that
Xrþq
m¼rþ1
E½DðmÞt F˜ jFtBY
	 ðmÞ
t ; f
* +

pconst: 
Xrþq
m¼rþ1
jjpmjjL2ðnÞ
m2
jjDðmÞt F˜ jjGp jj f jj0;3pþ5:
for fAðSÞ: Thus this gives
Z T
0
Xrþq
m¼rþ1
E½DðmÞt F˜ jFtBY
	 ðmÞ
t dt; f
* +

p
Z T
0
Xrþq
m¼rþ1
E½DðmÞt F˜ jFtBY
	 ðmÞ
t ; f
* +
 dt
pconst: 
ﬃﬃﬃﬃ
T
p
jjf jj0;3pþ5
Xrþq
m¼rþ1
jjpmjjL2ðnÞ
m2
Z T
0
jjDðmÞt F˜jj2Gp dt
 1=2
:
Together with (4.10) we get following inequality:
Z T
0
Xrþq
m¼rþ1
E½DðmÞt F˜ jFtBY
	 ðmÞ
t dt; f
* +

pconst: 
ﬃﬃﬃﬃ
T
p
epjjf jj0;3pþ5
Xrþq
m¼rþ1
1
m2
 !
jjF˜jjGpþ1 :
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This last estimate implies that the expressionX
mX1
Z T
0
E½DðmÞt ðFn  FÞjFtBY
	 ðmÞ
t dt
exists for all n in ðSÞ and that it converges to 0 in ðSÞ for n-N: The proof
follows. &
5. Application to ﬁnance
Suppose we have a ﬁnancial market, where the bond price S0ðtÞ and the stock
prices S1ðtÞ;y; SKðtÞ are modelled as follows:
ðbond priceÞ S0ðtÞ ¼ 1; 0ptpT ; ð5:1Þ
ðstock priceÞ dSjðtÞ ¼ dZjðtÞ; 0ptpT ; j ¼ 1;y; K ; ð5:2Þ
where Zj; j ¼ 1;y; K are independent Le´vy processes, which are also martingales
(i.e. they have no drift term). Alternatively, we could also consider a model, where
dSjðtÞ ¼ SjðtÞsjðt;oÞ dZjðtÞ; 0ptpT ; j ¼ 1;y; K ð5:20Þ
for some predictable process sj40; but the calculation would be similar to case (5.2).
Suppose we are only allowed to trade in the ﬁrst k þ 1 securities S0; S1;y; Sk;
where kpK: Let fHigtA½0;T  be a given ﬁltration such that
HtCFt
for all tA½0; T : The s-algebraHt represents the information we have to our disposal
at time t:
A predictable stochastic process
jðtÞ ¼ ðj1ðtÞ;y;jkðtÞÞ; 0ptpT
is called an H-admissible portfolio if
jðtÞ is Ht-adapted ð5:3Þ
and
Xk
j¼1
E
Z T
0
j2j ðtÞ dt
 
oN: ð5:4Þ
The set of all H-admissible portfolios is denoted by AH:
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A random variable FAL2ðFT ; mÞ (i.e. a claim) is calledH-replicable in this market
if there exists a portfolio jAAH such that
F ¼ E½F  þ
Xk
j¼1
Z T
0
jjðtÞ dSjðsÞ a:s:
The market is called ðHÞ-complete if every FAL2ðFT ; mÞ is replicable. It is known
that even ifHt ¼Ft for all tA½0; T  and k ¼ K then such a market is in general not
complete. In view of this the following question is natural:
Given a market driven by a general Le´vy martingale as above and a claim
FAL2ðFT ; mÞ; how close can we get to F at time T by hedging with anH-admissible
portfolio? If we interprete closeness in terms of variance, the problem is to ﬁnd a
jAAH such that
E F  E½F  
Xk
j¼1
Z T
0
jjðtÞ dSjðsÞ
 !224 35
¼ inf
cAAH
E F  E½F  
Xk
j¼1
Z T
0
cjðtÞ dSjðsÞ
 !224 35: ð5:5Þ
We call this the partial observation minimal variance hedging problem. A portfolio
jAAH for which the inﬁmum is attained is called a partial observation minimal
variance portfolio.
Such a partial observation minimal variance hedging problem has been studied by
Pham [Ph] in a general semimartingale setting, but under the assumption that the
price vector SðtÞ is a continuous semimartingale with respect to fHtg: Our Le´vy
martingale setting is more special, but on the other hand we do not need any
additional assumptions on Ht:
In the following, we let
Y
ð1Þ
j ðtÞ ¼ ZjðtÞ; Y ð2Þj ðtÞ;y; Y ðmÞj ðtÞ;y ð5:6Þ
be the orthogonal power jump processes of ZjðtÞ for j ¼ 1;y; K ; as deﬁned in (3.4).
We can now state our solution to problem (5.5). The result extends Theorem 4.1 in
[BDLØP] in two ways:
(i) We consider FT - measurable claims FAL2ðmÞ; not just for FAD1;2:
(ii) We consider the partial observation case.
Theorem 5.1. The partial observation minimal variance portfolio j for an FT -
measurable claim FAL2ðmÞ is given by
jjðsÞ ¼ E½Dð1Þs; jF jHs :¼ E½E½Dð1Þs;j F jFsjHs; j ¼ 1;y; k; ð5:7Þ
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where in general D
ðmÞ
s; j denotes the mth Malliavin derivative with respect to the process
ZjðÞ; as in (4.3).
Proof. Let jj be as in (5.7) and put
Fˆ :¼E½F  þ
Xk
j¼1
Z T
0
jjðtÞ dZjðsÞ
¼E½F  þ
Xk
j¼1
Z T
0
E½Dð1Þs; jF jHs dY ð1Þj ðsÞ: ð5:8Þ
By a Hilbert space argument we see that it sufﬁces to prove that
E½ðF  Fˆ Þy ¼ 0 ð5:9Þ
for all yAL2ðFT ; mÞ of the form
y ¼ E½F  þ
Xk
j¼1
Z T
0
cjðsÞ dZjðsÞ; cjAAH: ð5:10Þ
By Theorem 4.12 (extended to k-dimensional Z) we have
F ¼ E½F  þ
Xk
j¼1
X
mX1
Z T
0
E½DðmÞs; j F jHs dY ðmÞj ðsÞ:
Therefore, by orthogonality of the Y
ðmÞ
j ;
E½ðF  Fˆ Þy
¼ E
Xk
j¼1
Z T
0
fE½Dð1Þs; jF jFs  E½Dð1Þs; jF jHsg dY ð1Þj ðsÞ
"

Xk
j¼1
Z T
0
cjðsÞ dZjðsÞ
 !#
¼
Xk
j¼1
Z T
0
E½ðE½Dð1Þs; jF jFs  E½Dð1Þs; jF jHsÞcjðsÞm2j ds;
where
m2j ¼ E½Z2j ð1Þ; j ¼ 1;y; k:
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But this is 0, because cjðtÞ is Ht-measurable and
E½ðE½Dð1Þt; j F jHt  E½Dð1Þt; j F jHtÞjHt
¼ E½Dð1Þt; j F jHt  E½Dð1Þt; j F jHt ¼ 0: &
Consider the special case, when Ht ¼Ft for all tA½0; T :
Remark 5.2. (i) The random variable
R :¼
X
mX2
Z T
0
E½DðmÞt F jFt dY ðmÞt
from (4.4) admits the interpretation of a ‘‘remaining risk’’, which cannot be ‘‘hedged
away’’. In other words, the hedged portfolio, consisting of a bond S0  1 and a risky
asset S1; modelled by the Le´vy process ZðtÞ cannot come ‘‘closer’’ to the claim F at
maturity T than up to R in the sense of minimal variance, i.e. in the sense that the
square mean distance between the hedged wealth and the payoff F is minimal. This
problem has been studied by several authors (see e.g. [BDLØP,FSo,S] and the
references therein).
(ii) The strategy E½Dð1Þt F jFt realizes the ‘‘closest’’ hedge to F :
(iii) If ZðtÞ is a compensated Poisson process then R ¼ 0; i.e. the claim F is
replicable. In fact such a market is complete.
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