In this paper, a Cauchy problem for two-dimensional Laplace equation in the strip 0 < x 1 is considered again. This is a classical severely ill-posed problem, i.e., the solution (if it exists) does not depend continuously on the data, a small perturbation in the data can cause a dramatically large error in the solution for 0 < x 1. The stability of the solution is restored by using a wavelet regularization method. Moreover, some sharp stable estimates between the exact solution and its approximation in H r (R)-norm is also provided.
Introduction
Many physical and engineering problems like geophysics and seismology require the solution of a Cauchy problem for the Laplace equation [1] . For example certain problems related to the search for mineral resources, which involve interpretation of the earth's gravitational and magnetic fields; the continuation of the gravitational potential observed on the surface of the earth in a direction away from the sources of the field, are equivalent to the following Cauchy problem for the Laplace equation in a strip: u xx + u yy = 0, 0 < x 1, −∞ < y < ∞, u(0, y) = g(y), −∞ < y < ∞, u x (0, y) = 0, −∞ < y < ∞.
(1.1) Problem (1.1) is a classical ill-posed problem: the solution (if it exists) does not depend continuously on the initial data. C. Vani and A. Avudainayagam have investigated this problem in [1] and proposed a wavelet regularization method similar to the procedure given by Regińska [2] to obtain a regularized solution for the problem (1.1). But there exists a insurmountable defect in the proof of the main conclusion of [2] , i.e., the convergence of the regularized approximation in the interval [0, e * ] cannot be obtained, where e * is a small constant (see [3] ). In addition, in [1] , there is not explicit estimate of the convergence rate for the regularized approximate solution. In this paper, by using Meyer wavelet, some sharp stable estimates in H r (R) and L 2 (R) are obtained. The rate of convergence of the regularized solution is faster and the convergence of the regularization solution at x = 1 is obtained. Let S(R) be the Schwartz space, and S (R) be its dual. For a function ϕ ∈ S(R), its Fourier transformφ is defined byφ
while the Fourier transform of a tempered distribution f ∈ S (R) is defined by
For s ∈ R, the Sobolev space
The norm on this space is given by
It is easy to see that
As a solution of problem (1.1) we understand a function u(x, y) satisfying (1.1) in the classical sense, and for every fixed
Now we are ready to examine (1.1) in frequency space. Let u(x, y) be the solution of problem (1.1), the Fourier
The solution of problem (1.4) iŝ 6) and the solution u(x, y) of problem (1.1) can be expressed by
, so from (1.5) we know thatĝ(ξ ), which is the Fourier transform of exact data function g(t), must decay rapidly as |ξ | → ∞. Small errors in high frequency components can blow up and completely destroy the solution for 0 < x 1. Such a decay is not likely to occur in the Fourier transform of the measured data g m (y) at x = 0, its Fourier transformĝ m (ξ ) is merely in L 2 (R). The Meyer wavelet has a very good local property in frequency domain, i.e., for fixed index J , the Fourier transform of the scaling functions in V J and the wavelet functions in W J have common compact support, respectively. Problem (1.1) will become well-posed in the scale space V J . So Meyer wavelet will be applied to formulate a regularized solution of problem (1.1) in Section 2, by appropriate choice of J , which converges to the exact one when data error tends to zero.
Meyer wavelet and auxiliary results
Let ϕ be the Meyer scaling function defined by its Fourier transform [4] The supports ofφ andψ are
From [4] , we see that the functions
constitute an orthonormal basis of the L 2 (R). It is easy to see that
and
3)
The multiresolution analysis (MRA) {V j } j ∈Z is generated by
The orthogonal projection of a function f on the space V J is given by
where (·,·) denotes L 2 -inner product, while and for j > J it follows from (2.3) that
and from (2.6) we have
The following inequality for differential operators D k , k ∈ N is known [5] :
where C is a positive constant.
Define an operator T x : g(y) → u(x, y) by (1.5):
or equivalently,
Then we have Lemma 2.2. Let {V j } j ∈Z be Meyer's MRA and suppose J ∈ N , r ∈ R, 0 x 1. Then for all h ∈ V J we have
10)
where C is the same as in Lemma 2.1.
Proof. For h ∈ V J , by definition (1.3), Parseval equality, formula (2.9) and Lemma 2.1, we have
Regularization and error estimates
In this section we suppose that the function g(·) ∈ L 2 (R) is exact data and g m is measured one with g − g m H r δ for some r 0.
Since g m belongs, in general, to L 2 (R) ⊂ H r (R) for r 0, so r should not be positive. We will give an approximation of exact solution u(x, ·) for 0 < x 1. For that we need an additional condition, i.e. f (y) := u(1, y) belongs to H s (R) for some s r, and
Let T x,J := T x P J , we can show that it approximates to T x in a stable way for an appropriate choice of J ∈ N . In fact, we have 
where [a] with square bracket denotes the largest integer less than or equal to a ∈ R, then there holds the following stability estimate
where constant C is the same constant appearing in Lemmas 2.1 and 2.2.
Proof
.
By Lemma 2.2 and condition (3.1) we can see that the second term of the right-hand side of (3.5) satisfies 
