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Nichtperturbative QCD-Korrelationsfunktionen
Funktionale Methoden bieten Zugang zu dem stark gekoppelten Niedrigenergie-Sektor
der Quantenchromodynamik. Diese ermo¨glichen folglich die Erforschung von Confinement
und chiraler Symmetriebrechung. In dieser Dissertation werden Korrelationsfunktionen der
Yang-Mills-Theorie und der Zwei-Quark-QCD mit der funktionalen Renormierungsgruppe
hergeleitet. Mittels einer konsistenten Vertex-Entwicklung der effektiven Wirkung werden
Yang-Mills-Korrelationsfunktionen sowohl in vier als auch in drei Raumzeit-Dimensionen
berechnet. Dazu werden Bedingungen fu¨r Confinement und Slavnov-Taylor-Identita¨ten
diskutiert. Die Resultate zeigen eine sehr gute U¨bereinstimmung mit Gitter-Ergebnissen.
Anschließend wird QCD betrachtet, wobei festgestellt wird, dass der Gluon-Propagator
weitgehend unabha¨ngig von der Pionmasse ist. Außerdem wird die Notwendigkeit kon-
sistenter Na¨herungen betont. Zuletzt werden die Korrelationsfunktionen der Yang-Mills-
Theorie bei endlicher Temperatur berechnet. Dies geschieht in einer Na¨herung, die die
durch das Wa¨rmebad ausgezeichnete Richtung im Gluonfeld beru¨cksichtigt. Insbesondere
wird die ausgezeichnete Richtung auch in den Drei- und Vier-Gluon-Kopplungen unter-
schieden. Der errechnete Gluon-Propagator ermo¨glicht es eine Debye-Masse zu bestimmen.
Diese stimmt bei hohen Temperaturen mit der sto¨rungstheoretischen thermischen Mas-
se u¨berein, ist im Gegensatz zu letzterer jedoch auch bei Temperaturen unterhalb der
Phasenu¨bergangstemperatur aussagekra¨ftig.
Non-perturbative QCD Correlation Functions
Functional methods provide access to the non-perturbative regime of quantum chromo-
dynamics. Hence, they allow investigating confinement and chiral symmetry breaking.
In this dissertation, correlation functions of Yang-Mills theory and unquenched two-flavor
QCD are computed from the functional renormalization group. Employing a self-consistent
vertex expansion of the effective action, Yang-Mills correlation functions are obtained in
four as well as in three spacetime dimensions. To this end, confinement and Slavnov-
Taylor identities are discussed. Our numerical results show very good agreement with
corresponding lattice results. Next, unquenched two-flavor QCD is considered where it is
shown that the unquenched two-flavor gluon propagator is insensitive to the pion mass.
Furthermore, the necessity for consistent truncations is emphasized. Finally, correlation
functions of finite-temperature Yang-Mills theory are computed in a truncation that in-
cludes the splitting of the gluon field into directions that are transverse and longitudinal to
the heat bath. In particular, it includes the splitting of the three- and four-gluon vertices.
The obtained gluon propagator allows to extract a Debye screening mass that coincides
with the hard thermal loop screening mass at high temperatures, but is meaningful also
at temperatures below the phase transition temperature.
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In 1954, Yang and Mills [6] devised a non-Abelian gauge theory to explain isospin. Ever
since, gauge theories have become a central pillar of physics. The standard model of
particle physics is an SU(3) ⊗ SU(2) ⊗ U(1) gauge theory that describes fundamental
interactions between all known elementary particles. It makes many precise predictions,
the experimental discovery of the Higgs boson [7, 8] is a recent and also publicly well-known
example. The SU(3) color group of the standard model describes the strong interaction
between quarks and gluons. Leaving the subtleties of the Higgs mechanism [9–11] and
potential hidden sectors [12] aside, the quarks have ordinary mass terms and the resulting
theory is Quantum Chromodynamics (QCD). While the high-energy weak-coupling regime
allows for a perturbative treatment and is relatively well under control, the low-energy
strong-coupling regime still poses a major theoretical as well as experimental challenge [13].
This dissertation focuses on the strongly coupled non-perturbative regime of QCD.
1.1. Motivation
The elementary degrees of freedom of QCD are the color-charged quarks and gluons.
Although their existence is experimentally well-established, they have not and cannot be
observed in nature. Responsible for this is a peculiar property of QCD, confinement, which
entails that only color-neutral objects can be observed. Gluons glue (hence their name)
quarks together to form hadrons that are color-neutral composite particles, i.e., bound
states. Thus, quarks and gluons are confined inside hadrons. Despite intense research,
the confinement mechanism is still not understood. Hadrons show another characteristic
of QCD: Most of their mass is binding energy that is dynamically generated by a process
known as chiral symmetry breaking. Both confinement and spontaneous chiral symmetry
breaking are strong-coupling phenomena and necessitate non-perturbative approaches.
While hadron properties are experimentally well-known [14], their theoretical descrip-
tion proves to be demanding. Two major non-perturbative ab initio approaches exist,
lattice QCD and functional methods. Both have unique advantages and disadvantages
that render them complementary. Lattice QCD relies on a discretization of Euclidean
spacetime. The partition function is then given by a finite-dimensional path integral and
can be solved with Monte Carlo methods. Although the infinite-dimensional physical limit
can only be extracted with immense computing power, lattice QCD has achieved remark-
able insights. For example, the light hadron masses have been computed and found to be
in excellent agreement with the experimental values [15]. Another staggering success is the
ab initio determination of the neutron-proton mass difference [16]. However, the calcula-
tion of nuclei and higher resonances still largely depends on effective descriptions. Within
functional methods, bound states can be computed with Bethe-Salpeter equations [17]
that require correlation functions between the elementary degrees of freedom, quarks and
gluons, as input. Due to recent significant advances in solving these bound state equations,
they now also contribute to our understanding of the baryon spectrum [18].
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Functional methods comprise the Functional Renormalization Group (FRG) [19], Dyson-
Schwinger Equations (DSEs) [20–22], and nPI approaches [23], see [24–37] for reviews.
Correlation functions, i.e., the expectation values of operators, are the main constituents
of these continuum path integral methods. The correlators carry the full information about
all gauge-invariant observables. More precisely, functional methods yield sets of coupled
equations for the correlation functions. Solving these coupled equations self-consistently
generally requires truncations. Thus, while lattice methods have to overcome discretiza-
tion artifacts, functional methods have to cope with finite truncations. The latter have
a range of desirable properties. For example, they can be formulated on the Schwinger-
Keldysh closed time path allowing for real-time and non-equilibrium applications [38–41].
Furthermore, functional methods can easily cope with problems that span over several or-
ders of magnitude. Importantly, in contrast to lattice approaches, they are also applicable
at high densities since they do not suffer from a sign problem as does lattice QCD [42].
This makes them ideally suited to study phase diagrams. Achieving progress towards a
first-principle description of the QCD phase diagram is the overarching goal of this work.
The dependence of quark matter on temperature and baryon density (or, equivalently,
chemical potential) has gained great attention over the past decades [43]. QCD at extreme
conditions is highly relevant, e.g., for the evolution of the early universe or neutron stars.
Heavy ion collisions allow for the creation of such extreme conditions on earth. Two collid-
ers, namely RHIC at BNL [44] and LHC at CERN [45], are currently capable of creating
quark-gluon plasmas. While these operate at relatively low baryon densities, two further
facilities that are currently being built, CBM at FAIR [46] and NICA at JINR [47], are
designed to test the regions of very high baryon densities. The QCD phase diagram has
also been at the forefront of theoretical research [48–50]. Various methods such as effective
models, perturbation theory, lattice simulations, and functional approaches have been em-
ployed to deduce aspects of the QCD phase structure. Nonetheless, only few properties are
firmly established. For example, at very high densities and very low temperatures, quark-
matter is color-superconducting and expected to be in a color-flavor-locked phase [48].
Various phases and inhomogeneous states are conjectured between this very high density
phase and the zero-density vacuum [49]. At vanishing temperature and density lies the
hadronic phase, i.e., quarks and gluons are confined inside hadrons, as described above.
At finite temperature, QCD undergoes a transition to the deconfined quark-gluon plasma
phase where quarks and gluons are the dominant degrees of freedom. Lattice simulations
have established that the transition at vanishing density is a smooth crossover transition
and lies at Tc ≈ 155 MeV [51, 52]. At high temperatures in the quark-gluon plasma phase,
chiral symmetry is restored. Indeed, the chiral and deconfinement phase transitions are
closely related [53]. At larger chemical potential, where lattice simulations suffer from
the sign problem, the picture is less clear. It is conjectured that the crossover at zero
chemical potential turns into a first order phase transition at finite density. This implies
an experimentally detectable [54] critical endpoint in the phase diagram. Indeed, effective
models and exploratory Dyson-Schwinger studies indicate the existence of such a critical
endpoint, see, e.g., [55–58] and [59–62], respectively. Thus, QCD at large densities is
dominated by fluctuations, which leads to large systematic errors if model parameters are
phenomenologically fixed at vanishing density [63]. Hence, ab initio approaches are re-
quired for quantitatively reliable predictions on the phase structure. Functional methods
are a unique tool to study the phase diagram since they can be applied to all regions, in
particular also to the high densities regions not accessible with Monte-Carlo simulations.
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In conclusion, the formal, algebraic, and numerical progress within functional methods
sets the stage for a systematic exploration of the QCD phase diagram. In general, one dis-
tinguishes between bottom-up and top-down approaches. While the former model certain
aspects of a theory with the help of external input or phenomenological parameters, the
latter derive all properties from the microscopic action. The functional QCD (fQCD) col-
laboration [64] aims to explore the QCD phase diagram with the FRG, encompassing both
top-down [1, 3, 4, 65] and bottom-up [66–73] approaches. While bottom-up approaches
are extremely useful to understand the general properties of the QCD phase structure,
only top-down approaches can provide quantitatively reliable predictions, rendering them
imperative. Therefore, this work contributes to the top-down approach. To this end, we
compute correlation functions in advanced truncations that require as only input the fun-
damental parameters of QCD, the strong running coupling at the renormalization scale
and the bare quark masses. We motivate the individual projects in the specific chapters.
1.2. Publications
While the compilation of this dissertation was performed solely by the author, the results
were obtained with my collaborators. These are largely published or available as preprint.
Texts and figures taken from these articles are not marked explicitly, but incorporated as
described below and in the introductions to the individual chapters. The publications are:
[1] Landau gauge Yang-Mills correlation functions
Anton K. Cyrol, Leonard Fister, Mario Mitter, Jan M. Pawlowski, Nils Strodthoff
Published in Phys. Rev. D94 (2016) no.5, 054005
E-Print: arXiv:1605.01856 [hep-ph]
Comment: This article is contained in Chapter 5.
[2] FormTracer – A Mathematica Tracing Package Using FORM
Anton K. Cyrol, Mario Mitter, Nils Strodthoff
Published in Comput. Phys. Commun. 219C (2017) 346-352
E-Print: arXiv:1610.09331 [hep-ph]
Comment: Chapter 4 and Appendix D are drawn from this publication.
[3] Non-perturbative quark, gluon and meson correlators of unquenched QCD
Anton K. Cyrol, Mario Mitter, Jan M. Pawlowski, Nils Strodthoff
E-Print: arXiv:1706.06326 [hep-ph]
Comment: Chapter 7 relies on this preprint.
[4] Non-perturbative finite-temperature Yang-Mills theory
Anton K. Cyrol, Mario Mitter, Jan M. Pawlowski, Nils Strodthoff
E-Print: arXiv:1708.03482 [hep-ph]
Comment: This preprint is the basis for Chapter 8 as well as Appendix A and B.
Another article was published during the time of my PhD:
[5] A Dyson-Schwinger study of the four-gluon vertex
Anton K. Cyrol, Markus Q. Huber, Lorenz von Smekal
Published in Eur. Phys. J. C75 (2015) 102
E-Print: arXiv:1408.5409 [hep-ph]
However, it stems from my Master thesis [74] and is not included in this dissertation.
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1.3. Outline
Chapter 2 and 3 introduce basics of quantum chromodynamics and functional methods.
As their content is well-known, they mainly serve to fix the notation and for future ref-
erence. In Chapter 4, we introduce a computational tool, called FormTracer. It is a
high-performance general-purpose Mathematica tracing package. Albeit purely techni-
cal, it paves the way for following chapters. The reader familiar with the subjects and
interested in the physics may start reading with Chapter 5.
In Chapter 5 we investigate Landau gauge Yang-Mills theory in a self-consistent vertex
expansion scheme for the effective action. We compute ghost and gluon propagators as
well as running couplings. Particular focus is put on the dynamical creation of a gluon
mass gap at non-perturbative momenta since the latter reflects confinement.
Chapter 6 tackles Yang-Mills theory in three spacetime dimensions. It allows for detailed
comparisons with Dyson-Schwinger results and is a preparation for the finite-temperature
calculations in Chapter 8.
In Chapter 7 we consider unquenched two-flavor QCD in the vacuum. We present results
for quark, gluon, ghost and meson correlation functions. We focus on the quantitatively
correct running of different vertex couplings that is vital for describing the phenomena
and scales of confinement and chiral symmetry breaking.
Chapter 8 is devoted to finite-temperature Yang-Mills theory as a first step towards
the phase diagram of QCD. To this end, the systematic vertex expansion is generalized to
account for the heat bath. We calculate the magnetic and electric components of the gluon
propagator as well as the three- and four-gluon vertices for a wide range of temperatures.
Additionally, we extract a Debye screening mass from the electric propagator.
Finally, we summarize our main findings and give an outlook in Chapter 9. Appen-




Quantum Chromodynamics (QCD) has become subject to intense research over the past
decades. In this introductory chapter1, we summarize aspects of QCD that are of pivotal
importance to this thesis, but do not aim at a self-contained introduction. Throughout,
we work in Euclidean spacetime (gµν = δµν), employ natural units (c = ~ = kB = 1), and
use the sum convention over repeated indices.
2.1. Action and BRST Symmetry
Quarks are fermions with spin 1/2 and described by spinor fields qf . They come in three
generations with two members each, yielding Nf = 6 quark flavors, f ∈ {u,d; c, s; t, b} ,
in total. Besides the electroweak charge, quarks are charged under the SU(Nc = 3) color





Here, T ac are the Hermitian generators of the non-Abelian Lie color group. Although the
strong interaction is described by the SU(3) gauge group, we consider a slightly generalized
Lagrangian density with a simple compact Lie group. This is useful for the study of the
pure glue sector for which we obtain universal results. We postpone the definition of Lie











Tr (FµνFµν) , (2.1)
where /D = γµDµ . The covariant derivative,
Dµ = ∂µ − ig AaµT ac , (2.2)
couples quarks to gluons via the strong coupling g =
√
4piα . We use Hermitian gamma
matrices that obey the Euclidean Clifford algebra,
{γµ, γν} = 2 δµν , {γµ, γ5} = 0 , γ5 = γ1γ2γ3γ4 .




[Dµ, Dν ] = ∂µAν − ∂νAµ − ig [Aµ, Aν ] ,
or, written in the NA (= 8 for SU(3)) components of the adjoint representation, by
F aµν = ∂µA
a
ν − ∂νAaµ + g fabcAbµAcν . (2.3)
In (2.3) we use the structure constants fabc of the Lie algebra to express the commutator
of the gauge fields, see (4.2). In general, we suppress spinor as well as fundamental group
indices. Furthermore, we omit unity operators, e.g., ∂µ = 1c ∂µ in (2.2).
1 Most of the content is textbook knowledge and compiled from [75–78].
2. Quantum Chromodynamics 2.1. Action and BRST Symmetry
Symmetries
QCD exhibits a global flavor symmetry for vanishing quark masses mf = 0 . In nature,
this symmetry is explicitly and spontaneously broken. The latter generates the bulk of
the hadron masses via chiral symmetry breaking. We discuss this point further in Sec. 2.4.
By construction, the QCD Lagrangian density (2.1) is invariant under local gauge trans-
formations,




where U is an element of the Lie group,
U = exp [−iT ac θa(x)] ,
with NA spacetime dependent functions θ
a(x) .
Gauge Fixing and Path Integral
Continuum path integral methods require gauge fixing to cope with the infinite number
of physically equivalent field configurations that are connected by gauge transformations
via (2.4). To factorize this infinite constant, we split the functional integration over the
gluon fields
∫ DA into an integration over physically inequivalent and physically equivalent
configurations,
∫ DA = DAθ ∫ Dθ . The general covariant gauge conditions,
Ga[A] = ∂µA
a
µ(x)− ωa(x) = 0 , (2.5)
with arbitrary functions ωa(x) are imposed with the Faddeev-Popov trick [79]. To this
end, we exploit the identity
1 =
∫












where δ is the functional Dirac delta distribution. The Faddeev-Popov determinant intro-


































as well as (2.4) and introduced the covariant
derivative in the adjoint representation,
Dabµ = δ
ab∂µ − gfabcAcµ .
For the second equality in (2.7), the determinant is represented by a functional integral
over anti-commuting scalar (i.e. Grassmannian) fields in the adjoint representation, the




dd x in (2.7). The ghost
fields violate the spin-statistics theorem and, hence, must be absent from the physical
spectrum. Their sole purpose is to cancel unphysical degrees of freedom and thereby
guarantee unitarity, cf. also Sec. 2.3. To eliminate the delta function in (2.6), we inte-
grate over ωa with a Gaussian weighting function,
∫ Dω exp (− ∫x(ωa)2/(2ξ)) , whereby
we introduce the gauge fixing parameter ξ .
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We then arrive at the gauge-fixed generating functional of QCD:











































For future reference, we label the individual terms matter SM , glue SG , gauge-fixing SGF,
and ghost SGH terms, respectively. In addition, we use a flavor vector q = (qu, qd , . . .)
to abbreviate the matter term, i.e., the mass m is matrix-valued in flavor space, m =
diag(mu, md, . . .) . The Yang-Mills (pure gauge) action is given by SYM = SG+SGF+SGH .
Furthermore, in (2.8) we introduce the superfield ϕ = (A, c, c, q, q¯) and source terms∫
x J · ϕ with the currents J = (JA, Jc, Jc¯, Jq, Jq¯) .
The gauge fixing term SGF can be rewritten by introducing the auxiliary Nakanishi-


















To see that the latter term is equivalent, note that it can simply be integrated by com-
pleting the square since it has no derivative terms. The Nakanishi-Lautrup field facilitates
the discussion of BRST symmetry and the Slavnov-Taylor identities below, but is ignored
(i.e. integrated out) in all other chapters. The gauge fixing condition (2.5) is only locally
unique, i.e., it prohibits infinitesimal gauge transformation, which is sufficient for perturba-
tion theory. However, finite gauge transformations generate equivalent configurations that
fulfill (2.5). These are called Gribov copies [80] and are related to the non-trivial structure
of gauge theories [81]. We discuss non-perturbative gauge fixing further in Sec. 2.3.
Generating Functional for 1PI correlators
The generating functional of the connected correlators W [J ], also called Schwinger func-
tional, is given by




x J ·ϕ .
For theoretical calculations, the one-particle irreducible (1PI) correlation functions are
more convenient. The generating functional for them is obtained by a Legendre transfor-





Φ · J −W [J ]
)
. (2.11)
This defines the effective action Γ[Φ] , which is a functional of the expectation values of
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Evaluating the derivative of (2.11) at J = Jsup yields the quantum equation of motions,
δΓ[Φ]
δΦi
= Ji , (2.12)
which are also called stationary conditions for Ji = 0 . Here, we distinguish the fields
ϕ from their expectation values Φ .2 However, notation-wise we do not distinguish their
components to avoid cluttering the notation. In this work, we always compute the 1PI
correlation functions.
Landau Gauge
The propagators are given by the inverse two-point functions, i.e., we obtain the bare







Π⊥µν (p) = δµν −Π‖µν (p) , (2.13)






















In Landau gauge, the gauge fixing parameter ξ is taken to zero, ξ → 0 . Throughout this
work, we use Landau gauge as it has many convenient properties. For example, the gluon
propagator (2.14) has only one tensor structure (in the absence of a thermal heat bath).
Landau gauge is the standard choice within non-perturbative functional methods.
BRST symmetry
Becchi, Rouet, Stora, and Tyutin (BRST) discovered that the gauge-fixed action ex-
hibits a global residual symmetry [82, 83]. Expressing the gauge fixing term SGF with







b , δBRST c
a = −12g  fabc cbcc ,
δBRST q = ig  c
aT ac q , δBRST c¯
a = B ,
δBRST q¯ = ig  q¯ c
aT ac , δBRST B
a = 0 , (2.15)
where  is an infinitesimal anti-commuting Grassmann number. The BRST operator s is






2 We reserve φ for the (expectation values of) auxiliary mesonic fields, see Chapter 7.
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as can be shown straightforwardly by insertion. Also, the pure gauge action SYM is
invariant under BRST transformations. From (2.15) follows s(sΦ) = 0 , which reads in
operator notation
s2 = 0 . (2.16)
Thus, the BRST operator s is nilpotent.
Slavnov-Taylor identities
The BRST symmetry allows deriving generalized Ward-Takahashi identities, commonly
called Slavnov-Taylor identities (STIs) [84, 85]. However, deriving them requires some
careful algebra and we therefore only sketch the derivation of the master Slavnov-Taylor
identity. All STIs for the correlation functions follow from this master equation. For a
more detailed and rigorous treatment we refer to [25, 32, 77]. To begin, we introduce
source terms for the BRST transformation,







with BRST currents Q = (QA, Qc, Qc¯, Qq, Qq¯, QB = 0) . These source terms are invari-
ant under BRST transformations due to (2.16). Furthermore, the path integral measure
is also invariant, see, e.g., [77]. Hence, demanding invariance of the generating functional
yields
























The effective action in the presence of BRST sources Γ[Φ, Q] is given by the Legendre
transformation of W [J, Q] = logZ[J, Q] with respect to J . Thus, it has the same Q-






= 0 , (2.17)







The BRST variations can be interpreted as generalized vertices of the theory. The STIs for
correlation functions are obtained by taking functional derivatives of (2.17). For example,
the STI for the inverse gluon two-point function is given by (5.15), and the one for the
three-gluon vertex by (5.22), Importantly, via (5.17) the STIs imply that the couplings of
different vertices coincide in the perturbative regime, as becomes clear in Chapter 5.
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2.2. Asymptotic Freedom
At small couplings the QCD beta function can be calculated using perturbation theory.





























where CF and CA are the quadratic Casimirs of the fermion and adjoint representation,
respectively. Their values for all classical groups are given in (4.5), the normalization I2
(= 12 for SU(N)) is defined in (4.4). Historically, the one-loop coefficient is of particular
importance. For SU(3) it is given by − (11− 23Nf) . Thus, for not too many quark
flavors, Nf <
33
2 , the one-loop coefficient is negative, which implies that QCD becomes
asymptotically free at large energies. In RG terms, this means all couplings go to zero
and approach the Gaussian fixed point. Asymptotic freedom explains Bjorken scaling [91]
and led to the establishment of QCD as the theory of the strong interactions. Up to
two loops, the beta function is independent of the renormalization scheme. By now, also
the scheme-dependent three- [92, 93], four- [94, 95] and five-loop [96, 97] expressions are
known. In Sec. 5.4.2 we crosscheck our non-perturbative results against the perturbative
two-loop beta function given by (2.18).
Pure Gauge Theory
If the running coupling of pure gauge theory (Nf = 0) is rescaled with the quadratic
Casimir of the adjoint representation, α → α˜ 4pi/CA , the beta function (2.18) becomes
independent of the gauge group:








Thus, the two-loop beta function of Yang-Mills theory has a trivial gauge group depen-
dence, i.e., the group dependence can be absorbed by the definition of the scale. This
property also holds at three-loop order but is spoiled at four- and five-loop order [96]. We
come back to this point in Sec. 5.4.1 and 8.4.1.
2.3. Confinement
Understanding confinement still poses a major challenge. We limit this introduction to
aspects that are important for the following chapters and refer to [32, 33, 35, 98, 99] for
more comprehensive overviews. In particular, we focus on confinement scenarios that are
based on correlation functions and do not discuss topological approaches such as vortices
or magnetic monopoles; for those, see, e.g., [100, 101] and references therein.
Confinement in QCD is intimately related to the non-Abelian gauge group. Hence,
it is worth considering Yang-Mills theory first. Proving that the lowest lying vacuum
excitation of Yang-Mills theory has a non-zero mass gap is one of the seven millennium
prize problems [102]. Such a mass gap is expected, inter alia, because Euclidean lattice
simulations for specific gauge groups show that the lowest lying glue ball states have
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non-zero mass, see, e.g., [103]. It is useful to consider QCD with static (i.e. infinitely
heavy) quarks before looking at full dynamical QCD. In this case, a static quark and an
antiquark (that may constitute a meson) serve as test color charges. The force between
them is quantified by the Wilson loop [104]. Confinement necessitates that a quark-
antiquark pair cannot be pulled apart and observed separately, which is the case if an
infinite amount of energy is required to increase the distance between the quark and
the antiquark to infinity. Indeed, the force between a quark-antiquark pair, known as
string tension, is constant at large distances, leading to a linearly rising potential, see,
e.g., [105]. Separating a quark-antiquark pair in dynamical QCD generates a new quark-
antiquark pair once it is energetically favorable, i.e., the string breaks, which can also
be observed on the lattice [106]. The Polyakov loop [107], which is the Wilson loop in
temporal direction, serves as an order parameter for the finite-temperature confinement-
deconfinement phase transition in Yang-Mills theory. Importantly, the Polyakov loop is
accessible within functional methods [108, 109]. To be specific, the Polyakov loop is an
order parameter for center symmetry. The latter is broken in the confined phase but
restored in the deconfined phase at high temperatures, see Sec. 8.1.2 for more details.
In QCD, center symmetry is explicitly broken by the quarks and the finite-temperature
confinement-deconfinement phase transition is replaced by a smooth crossover transition
for physical quark masses. Confinement requires the absence of colored states from the
physical asymptotic spectrum. Physical states must fulfill the Osterwalder-Schrader ax-
ioms [110, 111] to define a Wightman field theory. In particular, the propagators of phys-
ical particles must obey reflection positivity. Gluons violate this axiom and can therefore
not be part of the physical spectrum, see, e.g., [112]. In contrast to an ordinary bosonic
propagator, the gluon propagator exhibits a maximum at non-zero momenta, see, e.g.,
Fig. 5.6, which is a signal for violation of positivity [32]. In the following we discuss
the so-called Kugo-Ojima and Gribov-Zwanziger confinement scenarios that predict the
qualitative infrared behavior of Landau gauge Yang-Mills propagators.
Kugo-Ojima Scenario
The Kugo-Ojima confinement scenario [113, 114] relies on BRST symmetry. It is based on
the observation that the full state spaceW is split into three disjoint parts by the nilpotent
BRST operator s , cf. (2.16). The first subspace W1 is defined by the states that are not
annihilated by s . The second subspace W2 = Im s = sW1 consists of the daughter states,
i.e., those states that are obtained by acting with the BRST operator on non-vanishing
states. The remaining states, i.e., those that are annihilated by s but are not contained
in W2 , form the subspace W0 = Ker s/ Im s .
Perturbatively, the BRST transformations are given by (2.15). It can be shown that
forward-polarized gluons and antighosts are contained in W1 , while backward-polarized
gluons and ghosts are elements of W2 . Loosely speaking, gauge invariance requires that
physical states are annihilated by the BRST operator. Thus, the states in W1 cannot
be part of the physical state space. Due to the nilpotency (2.16), the states in W2 have
zero norm. Hence, the physical state space is given by Wphys = Ker s/ Im s =W0 , where
the bar means closure. Again loosely speaking, the spaces W1 and W2 cancel each other
out. This is known as quartet mechanism. It explains why longitudinally polarized gluons
and (anti-)ghosts do not exist in the physical spectrum (see, e.g., [75] for a pedagogical
introduction). Confinement, however, requires that also transversely polarized gluons are
absent from the physical spectrum, which cannot be explained perturbatively.
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To this end, Kugo and Ojima suggested extending the perturbative mechanism described
above to all colored states. This requires a well-defined non-perturbative BRST symmetry.
The crucial ingredient of the Kugo-Ojima confinement scenario is the assumption of an
unbroken global color charge. This directly implies that Wphys contains only color singlet
states [113]. An unbroken global color charge has important implications for the Landau
gauge gluon and ghost propagators: The gluon propagator has to be less singular than
a massless propagator [115]. Furthermore, the ghost propagator must be enhanced [114],
i.e., it has to be more singular than the tree-level propagator.
Indeed, the first solutions of Yang-Mills DSEs that took the ghosts appropriately into
account [116–120] fulfilled these conditions. These solutions are called scaling solutions
since the propagators are scale-invariant in the infrared, i.e., they approach an infrared
fixed point [121], see (5.19). In Chapter 5, we find a scaling solution consistent with the
Kugo-Ojima confinement scenario. We argue that scaling yields different contributions
to the longitudinally and transversely polarized gluons also in zero momentum (infinite
distance) limit. This enables an STI-consistent gapping of the transversely polarized
gluons. However, lattice simulations [122–124] find propagators that do not fulfill the
Kugo-Ojima conditions. We discuss this point further within the next subsection.
Gribov-Zwanziger Scenario
The Gribov-Zwanziger scenario [80, 125] explicitly deals with Gribov copies, i.e., the fact
that the gauge fixing condition (2.5) is not unique beyond perturbation theory [80, 81].
Physically equivalent field configurations that are connected by gauge transformations
form a so-called gauge orbit. Moving along the gauge orbit, the Faddeev-Popov determi-
nant (given by (2.7)) changes its sign. The hyper-surfaces at which the sign changes occur
are called Gribov horizons. These separate the configuration space into so-called Gribov
regions. The region that contains the origin is called first Gribov region. It has a few
remarkable properties. For example, it is bounded and convex [126] and every gauge orbit
passes through it at least once [127]. Consequently, it contains all information about all ob-
servables. Hence, the perturbative gauge fixing condition (2.5) can be supplemented with
the condition that gauge field configurations lie inside the first Gribov region. However,
the first Gribov region still contains multiple Gribov copies [128]. Therefore, any selec-
tion of Gribov copies within the first Gribov region corresponds to a further gauge-fixing
condition. Gauge-fixed correlation functions depend on this choice, see, e.g., [35, 129].
Zwanziger suggested adding a non-local term to the classical action that restricts the
integration domain of the path integral to the first Gribov region [125]. In its original
version, the Gribov-Zwanziger scenario predicts an infrared vanishing gluon propagator
and an infrared enhanced ghost propagator, similarly as the Kugo-Ojima scenario. How-
ever, triggered by new lattice results that unequivocally predict an infrared finite, non-
vanishing gluon propagator and a non-enhanced, tree-level-like ghost propagator [122–124],
the Gribov-Zwanziger scenario was refined. In [130, 131] it was shown that unexploited
dynamical effects can account for a finite, non-vanishing gluon propagator that violates
positivity at the perturbative level as well as a non-enhanced ghost propagator. More
details can be found in the review on the Gribov-Zwanziger scenario [99]. Subsequently,
similar solutions with a non-enhanced ghost propagator and an infrared finite but non-
vanishing gluon propagator have also been found in the DSE framework [112, 132, 133].
These are called decoupling solutions since the gluons decouple (but do not scale) in the
infrared, see (5.20). Noteworthy, decoupling solutions break global BRST symmetry [112].
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Summary
We discussed the Kugo-Ojima and Gribov-Zwanziger confinement scenarios. The former
relies on BRST symmetry and assumes an unbroken global color charge. It implies an
enhanced ghost propagator and is thus closely linked to the scaling solution. The latter
scenario takes Gribov copies explicitly into account by including a non-local term in the
classical action. It is consistent with decoupling solutions that show an infrared-finite
gluon and a non-enhanced ghost propagator. Functional methods are able to produce both
scaling and BRST-symmetry-breaking decoupling solutions, the former being consistent
with the Kugo-Ojima scenario. Lattice simulations that are restricted to the first Gribov
region only find decoupling solutions, consistent with the Gribov-Zwanziger scenario. In
this thesis, we consider the standard functional setup, i.e., we do not add Gribov-Zwanziger
terms to the action. We discuss necessary conditions for the generation of a gluon mass
gap in Sec. 5.2.
2.4. Chiral Symmetry Breaking






In the chiral limit (mf = 0), the individual components can be separated with (2.19) and
the action exhibits an U(Nf )L × U(Nf )R flavor symmetry. Since the light bare quark
masses are smaller than the intrinsic scale of QCD, mu ≈ md < ms < ΛQCD, the flavor
symmetry is an approximate symmetry of the light quark sector, consisting of two (or, in
an inferior approximation, three) flavors. To elucidate this, we rewrite the symmetry,
U(Nf )L × U(Nf )R → U(1)V × SU(Nf )V × U(1)A × SU(Nf )A
with vector V = L+R and axial vector A = L−R transformations. The U(1)V symmetry
holds for arbitrary non-zero masses and implies baryon number conservation. Vector
transformations SU(Nf )V correspond to the isospin symmetry which is broken by the
differing quark masses. The axial U(1)A symmetry is broken by the chiral (or axial)
anomaly [134–137] and explains the mass splitting of the η and the η′ meson [138]. The
remaining chiral symmetry, SU(Nf )A, is spontaneously broken and leads for Nf = 2 to
three pseudo-Goldstone bosons, the pions. Chiral symmetry breaking is one of the main
aspects of Chapter 7.
An order parameter for chiral symmetry breaking is given by the chiral condensate,
〈q¯q〉 = 〈q¯LqR + q¯RqL〉 ,
where qL/R = PL/R q . Thus, chiral symmetry breaking generates the constituent quarks
masses. Indeed, hadron masses mainly originate from binding energy and only a tiny frac-
tion stems from the bare quark masses. The latter are generated via the Higgs mechanism
in the standard model.
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Functional methods encompass the Functional Renormalization Group (FRG) [19], Dyson-
Schwinger Equations (DSEs) [20–22], and nPI techniques [23]. Since these approaches are
well-known (see [24–30], [18, 31–37] and [39, 139] for QCD-related reviews), and even tools
for the automated derivation of the equations exist [140, 141], we keep this introduction
short. As is appropriate for this dissertation, the focus lies on the FRG.
Noteworthy, there is a fundamental difference between the FRG and the other functional
methods. While quantum fluctuations are integrated out successively in the FRG, in the
other approaches they are integrated all at once. We discuss advantages and disadvantages
of this point further in Sec. 3.2. In the following we use a condensed notation, i.e., we use
the superfield ϕ and its expectation value Φ .
3.1. Functional Renormalization Group
The FRG in Wetterich’s formulation [19] is a non-perturbative functional method that
allows fluctuations to be integrated in the Wilsonian spirit [142]. We first introduce the
flow equation and then discuss regulators and the vertex expansion in Sec. 3.1.2 and 3.1.3.
3.1.1. Wetterich Equation
The idea underlying the Wetterich equation is to regularize fluctuations below the renor-
malization group (RG) scale k . Technically, this is achieved by adding a momentum-
dependent mass term to the bare action S → S + ∆Sk . This leads to an infrared regular-
ization of the generating functional,
eWk[J ] = Zk[J ] = e




x J ·ϕ . (3.1)








The matrix-valued regulator Rk(q) is chosen to satisfy the following conditions:
(A) To ensure the suppression of infrared modes, we require
lim
q2/k2→0
Rk(q) > 0 . (3.2)




such that the classical field configurations dominate the path integral for k →∞ .
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(C) To obtain the standard generating functional at k → 0 , the regulator has to fulfill
lim
k2/q2→0
Rk(q) = 0 . (3.4)





Φ · J −Wk[J ]
)
−∆Sk[Φ] . (3.5)
It is identical to the classical action in the limit k →∞ due to (3.2) and (3.3). Furthermore,
the condition (3.4) implies that (3.5) converges to the 1PI effective action (2.11) in the





Γk[Φ] = S[Φ] , and lim
k→0
Γk[Φ] = Γ[Φ] .
The Wetterich equation [19] describes the evolution of the generalized effective action




Tr Gk[Φ] ∂tRk , (3.6)
where t = ln(k/Λ) is the RG-time and Λ a reference scale. The flow of the effective action





Here and in the following, we leave the scale-dependence of n-point functions implicit,
i.e., Γ(2)[Φ] ≡ Γ(2)k [Φ] . The inverse two-point function Γ(2)[Φ] is matrix-valued in field




The scale-dependent 1PI n-point correlation functions are obtained by taking n functional
derivatives of the generalized effective action,
Γ
(n)
Φi1 ···Φin [Φ] =
δnΓk[Φ]
δΦin · · · δΦi1
. (3.8)
We show a diagrammatic representation of the flow equation (3.6) in Fig. 3.1.
Properties
The flow equation has a few remarkable properties that are discussed in the following.
First of all, it is a non-perturbatively exact equation with a simple one-loop structure.





Figure 3.1.: Diagrammatic Wetterich equation (3.6). The crossed circle represents the
regulator insertion ∂tRk(q) and the double line the super-propagator (3.7).
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effective action by taking functional derivatives. Noteworthy, the flows for the n-point
functions inherit the one-loop structure of the flow equation (3.6). Due to the presence of
the full field-dependent propagator in the flow equation, this leads to an infinite number of
coupled partial differential equations. Rendering this system finite requires an appropriate
truncation. A systematic truncation scheme suitable for QCD is the vertex expansion,
introduced below in Sec. 3.1.3.
By construction, the flow is infrared as well as ultraviolet finite and is peaked for mo-
menta close to the RG scale. Thus, fluctuations are successively taken into account by
integrating out momentum shells. This includes not only quantum but also thermal fluc-
tuations. Furthermore, the flow depends solely on dressed vertices and propagators, which
leads to a consistent RG and momentum scaling for each diagram stemming from deriva-
tives of (3.6).
Last but not least, the flow equation can also be formulated on the Schwinger-Keldysh
closed time path [40, 41, 143–145]. This allows to apply the flow equation to far-from-
equilibrium systems and enables sophisticated regulator choices. In particular, the idea
put forward in [40, 143] suggests integrating out fluctuations in time slices rather than
in momentum shells. Such a time-dependent regulator merely implements causality and,
thus, leaves all symmetries of causal theories intact. In particular, the time regulator
does not violate gauge invariance. However, implementing this approach turns out to be
challenging even for a simple ϕ4-theory [146] and we do not pursue it any further here.
3.1.2. Regulators
To compute the effective action, we need to specify the regulator Rk , which is chosen to
be block-diagonal in field space. The sub-matrices are diagonal for (gauge) bosons and









a¯a¯ = 0 and Γ
(2)
a¯a = −Γ(2)aa¯ leads to the well-known −1 factor for the fermion






Rqk(q) = Z˜q q r(x) , and R
Φj
k (q) = Z˜Φj q
2 r(x) ,
where Φj 6= q . Here, we suppressed all tensor structures and introduced scaling factors Z˜Φi
that are usually chosen to be the wave function renormalizations at vanishing momentum.
The explicit regulators and the scaling factors used in this work are provided in Sec. C.3.
Shape Functions
It remains to specify the shape functions. A common choice is the flat regulator [147]:
rflat(x) =
(
x−1 − 1) · θ (x−1 − 1) . (3.9)
Its main advantage is that the theta function allows to integrate the loop momentum
analytically in simple truncations. More advanced truncations with non-trivial momentum
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Figure 3.2.: Regulators (left) and their scale derivatives (right), normalized with ZΦik
2 ,
i.e., Rk(q)/(ZΦik
2) = x r(x) and R˙k(q)/(ZΦik
2) = x r˙(x) . For illustration
purposes, the smoothed flat regulator (3.10) is shown for a rather large value
of the smoothing parameter, a = 0.05 . The exponential regulator (3.11) is
plotted for m = 2 .









For finite-temperature applications, the exponential regulator,
rexp(x) =
xm−1 e−xm
1− e−xm , (3.11)
is preferable since it carries the thermal exponential decay with the cutoff scale, see
Sec. 8.2.1. We plot the shape functions (3.9) – (3.11) in Fig. 3.2. Although their shape
is different, they lead to the same effective action if the truncation is sufficient. We il-
lustrate this independence at the example of the gluon propagator dressing, given by
p2/Γ
(2)
AA(p) , in Fig. 3.3. The results shown are obtained with the smoothed flat regulator
(3.10) with a = 0.02 and with the exponential regulator (3.11) with m = 2 . The calcula-
tion is explained in Chapter 5. Clearly, the dependence of the gluon propagator dressing
on the shape function is negligible. In contrast, the momentum approximation for the
vertices influences the gluon propagator. We find that a better approximation leads to
better agreement with lattice results. This truncation dependence is further discussed in
Sec. 5.3.2.
Symmetry-breaking Regulators
Special attention must be paid if the regulator term ∆Sk breaks a symmetry
1. While
symmetry-preserving regulators can be straightforwardly constructed for many scalar the-
ories, this is not possible for non-Abelian gauge theories that exhibit BRST symmetry,
s∆Sk 6= 0 . (3.12)
Although many ideas on the construction of gauge invariant flows exist [40, 143, 149–
153], none is yet mature enough to be applicable to non-perturbative QCD. Thus, we
1 See, e.g., [26] for a pedagogical introduction and [25] for a more formal treatment.
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Figure 3.3.: Regulator and truncation dependence of the gluon propagator in pure gauge
theory. The solid black line shows the gluon propagator dressing obtained in
a truncation that includes the full momentum dependence of all three-point
functions. The solid red and the dashed black lines are calculated with a sym-
metric momentum approximation for the vertices to test the dependence on
the regulator shape function. Blue points are SU(3) lattice results from [148].
inevitably have to work with a BRST-symmetry-breaking regulator. However, this does
not mean that the BRST symmetry (that encodes the gauge invariance of observables) is
lost: as the regulator term is removed in limit of vanishing RG scale, limk→0 ∆Sk = 0 , also
the explicit symmetry breaking is removed. Symmetry-breaking regulator terms lead to
modified Slavnov-Taylor identities (mSTIs), i.e., the right-hand side of (2.17) is no longer




Γk = SΛ 6= S .
Hence, to compute the (physical) effective action from the flow (3.6), one must first de-
termine the modified classical action SΛ . In principle, SΛ can be obtained by solving the
mSTIs. However, besides being a technical challenge, such an approach is hampered by
BRST-symmetry-breaking truncations as well as the high precision that is required for
RG relevant operators. Therefore, we put forward a practical way to circumvent solv-
ing the mSTIs in the following: We choose the cutoff action SΛ such that the original
STIs are fulfilled at k = 0 . While this procedure renders solving the mSTIs unnecessary,
it turns computing the physical effective action into an additional initial value problem.
This comes with the advantage that BRST-symmetry-breaking truncation artifacts are
(partially) compensated by the choice for SΛ . Fortunately, it turns out that relatively
simple choices for SΛ suffice to ensure the compliance of the effective action Γk=0 with the
STIs at momentum scales much smaller than the cutoff scale.
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3.1.3. Vertex Expansion
The vertex expansion expresses the effective action in terms of the correlation functions
defined by (3.8). It is a systematic expansion scheme that allows for error control in terms
of apparent convergence. Loosely speaking, the vertex expansion is the functional version
of a multidimensional Taylor series. To introduce it, we define the tuple2
nΦ =
(
nΦA , nΦc , nΦc¯ , nΦq , nΦq¯
)
,
where nΦi is the number of Φi-legs of the correlator Γ
(n)
Φi1 ···Φin . The generalized effective












Φi1 ···Φin (p1, . . . , pn) Φi1(p1) · · · Φin(pn) , (3.13)
with
Φij (pj) = Φij (pj)− Φ0ij (pj) . (3.14)
The first sum over n in (3.13) is simply the sum over all orders of the expansion. The
second sum includes all contributions from the different n-point correlators that exist at
the corresponding order. The sum integral
∑∫
includes momentum integration as well as
summation over compactified dimensions, e.g., summation over Matsubara modes in finite
temperature applications, see Chapter 8. Momentum conservation implies
∑n
i=1 pi = 0 .
Hence, the correlation functions on the right-hand side of (3.13) contain a corresponding
delta distribution. In (3.14), we introduce the expansion point Φ0ij . The best convergence
is achieved if the effective action is expanded around the minimum of the effective action,
i.e., the physical solution of the equation of motion (2.12).
For non-scalar fields, the 1PI n-point functions are tensor-valued. Thus, they have to














are scalar dressing functions and T (i)Φi1 ...Φin are basis tensors comprising all
indices. Hence, the effective action is determined by dressing functions that we compute
in the following chapters.
Truncating with the Vertex Expansion
In principle, one could simply specify the order of the vertex expansion (i.e. the upper
bound for the sum over n in (3.13)) and compute the effective action self-consistently up
to this order. In practice, this is seldom possible and it is often necessary to tailor the




Φi1 ···Φim with m ≤ n may be neglected if they are (expected to
be) unimportant. For example, in Chapter 5 we include the four-gluon vertex in our
truncation, but neglect the other four-point functions, the two-ghost-two-gluon and
the four-ghost vertex. We know that this is a good approximation in the ultraviolet.
2 The norm and factorial of a tuple are given by |nΦ| =∑i nΦi and nΦ! =∏i nΦi ! , respectively.
25
3. Functional Methods 3.2. Dyson-Schwinger Equations
2. Tensor bases:
Individual basis tensors T (i)Φi1 ···Φin that are expected to be sub-leading might be ne-
glected. For example, below we include only the four-gluon vertex tensor that is
present in the classical action. Note that such an approximation inevitably intro-
duces an uncertainty in the projection operator, see Sec. A.3 and C.2 for details.
3. Momentum dependencies:
In general, the dressings λ
(n)
Φi1 ···Φin (p1, . . . , pn) are momentum dependent functions.
Especially for higher n-point functions, including the full momentum dependence
rapidly increases the computational costs. The momentum dependence can often be
reduced while still yielding semi-quantitative results, see, e.g., Fig. 3.3.
Apparent convergence requires that the observables are stable under extending the trun-
cation in all ways listed above. This leaves us with many possibilities to truncate. To
cope with these, symmetries may serve as a guide to construct approximations. In [65],
BRST symmetry was used to deduce the dressings of higher quark-gluon vertices. There,
it was found that such an approximation is important to guarantee the consistency of
the truncation (to be precise, the degeneracy of the running couplings in the perturbative
regime). This suggests that systematic expansions guided by BRST-invariant terms,
q¯ /D
n

















µν . . . (3.15)
with m,n ≥ 0 , may yield consistent truncations. For the gauge sector, we include the
tensor structures that stem from the second and the third term in (3.15), i.e., those that
are also present in the classical action. In Chapter 7, we construct the tensor bases of
the matter sector with q¯ /D
n
q , where n ∈ {0, 1, 2, 3} . We emphasize that the efficiency
of this expansion is still under investigation at the present stage. It might well be that
BRST-variant terms are needed to efficiently handle the BRST-variant flows.
3.2. Dyson-Schwinger Equations
We briefly introduce Dyson-Schwinger equations [20–22]. They can be derived by exploit-
















This is the master equation for the disconnected correlation functions. The master DSE
for the 1PI correlation functions is obtained by rewriting (3.16) with the relations given
















+ Φj(x) . (3.18)
The full field-dependent propagator is denoted by GΦjΦk . All DSEs for 1PI correlation
functions can be derived by taking functional derivatives of (3.17).
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Properties and Comparison to the FRG
Dyson-Schwinger and FRG equations share many properties. For example, both are exact
non-perturbative equations that can be used at non-zero chemical potential. Furthermore,
DSEs as well as flow equations form an infinite tower of coupled equations. However, they
also differ in some important aspects that are discussed in the following.
In contrast to the Wetterich equation (3.6), the master DSEs contain bare vertices
due to the appearance of the classical action on the right-hand side of (3.17). Owing to
the full field-dependent propagator in (3.18), the diagrams also depend on fully dressed
propagators and vertices, given by (3.7) and (3.8) with Rk = 0 , respectively. Therefore,
DSEs constitute an infinite tower of coupled integral equations. As an illustrative example,
we show the ghost propagator DSE in Fig. 3.4. Furthermore, DSEs can be viewed as
integrated flow equations [25]. Vice versa, DSEs can also be formulated in the presence
of a regulator. In contrast to flow equations, DSEs generally consist not only of one-loop
but also of two-loop diagrams due to the integral in (3.18).
A further difference is that (3.17) is an equation for one-point functions whereas the
Wetterich equation (3.6) describes the flow of the generalized effective action, a zero-point
function. Since Φi in (3.17) is arbitrary, there exists one master equation for every field.
Consequently, DSEs for vertices with multiple different fields may be derived from different
master equations. For example, the ghost-gluon vertex DSE can be derived from the ghost
or the gluon DSE, yielding different but equivalent equations. These gives rise to the so-
called transverse Ward-Takahashi identities (tWTIs) [160–164] that essentially state that
the differences of equivalent DSEs must vanish.
In general, solving DSEs self-consistently necessitates a numerical integration due to
the fully dressed propagators and vertices appearing in the loop diagrams. For gauge
theories, numerical integration inevitably involves a BRST-symmetry-breaking regulator
or cutoff (such as, e.g., a sharp momentum cutoff). Hence, the Slavnov-Taylor identities
are modified, similarly as in the FRG approach. This implies that the unmodified STIs
cannot be used to infer, e.g., renormalization constants since the latter have to carry
the information on the unphysical symmetry-breaking of the cutoff. These modifications
of the vertex STIs are often ignored in the DSE literature [5, 165, 166], which has a
significant impact if truncations free of phenomenological parameters are considered, as
we can explicitly show. However, the absence of the artificial RG scale k makes it possible
to directly enforce the unmodified vertex STIs at momentum scales well below the cutoff






Figure 3.4.: Exact ghost propagator DSE, derived from (3.17). The thin blob represents
the bare ghost-gluon vertex, the thick blob the fully dressed vertex.
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Computer-algebraic tools are the backbone of many recent advances in theoretical high
energy physics. This is particularly true in perturbation theory where many tools for
various tasks exist, see [167–169] for reviews. Recent progress in the application of non-
perturbative continuum functional methods requires the ability to perform traces over
increasingly complex algebraic expressions [18, 24–37]. These stem from the need to eval-
uate the one- and two-loop diagrams of these methods at off-shell momenta. In contrast
to perturbation theory, the dressed propagators and vertices have to be expressed in terms
of ever larger, ideally full, tensor bases. This dramatically increases the tracing effort. To
summarize, typical workflows in perturbative as well as non-perturbative calculations in-
volve the evaluation of traces in different sub-spaces, ranging from gauge group to Lorentz
and Dirac traces.
Here, we present1 FormTracer – A Mathematica Tracing Package Using FORM [2]. It is
a high-performance general-purpose easy-to-use tracing tool that uses FORM [171–174] in
combination with an efficient Mathematica decomposition algorithm. Crucial parts were
developed along the lines of [1, 5, 65]. Meanwhile, it is published in [2] and this chapter
as well as Appendix D are based on this article. FormTracer represents an integral part of
the workflow of the fQCD collaboration (see Sec. C.1 for a description) and has been used
within [1, 3, 4, 65, 68, 69, 73, 175] and outside [176–179] the fQCD collaboration [64].
We list the key functionalities in Sec. 4.1. Internally, the expressions to be traced are
decomposed into their group product spaces as described in Sec. 4.2. In Sec. 4.3 and 4.4
we discuss Lie groups and peculiarities of Dirac and Lorentz tracing. A short conclusion
is given in Sec. 4.5. Usage information, a comparison to other programs, and algorithmic
details are provided in Appendix D.
4.1. Features of FormTracer
Here, we summarize the main features of FormTracer:
• High performance due to FORM back end combined with an efficient decomposition
algorithm in Mathematica, see Sec. 4.2
• Evaluation of Euclidean Lorentz/Dirac traces in arbitrary dimensions, and traces
over an arbitrary number of group product spaces, see Sec. 4.3
• Supports
– the γ5 matrix in general dimensions within the Larin scheme, see Sec. 4.4.1
– a special time-like direction for Euclidean finite temperature and density appli-
cations, see Sec. 4.4.2
– partial traces involving open indices
1 FormTracer is licensed under GNU General Public License Version 3 and available from [170].
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– the creation of optimized output (including bracketing) using FORM’s opti-
mization algorithm [173] for numerical processing in C/C++/Fortran
– user-defined combined Lorentz tensors and identities, e.g., (transverse and lon-
gitudinal) projection operators and their orthogonality relations, for speedup
• Intuitive, easy-to-use and highly customizable Mathematica front end
• Convenient installation and update procedure within Mathematica
4.2. Decomposition of Tensor Classes
This section explains details of the expansion algorithm, which is hidden from the user.
Let x be an untraced expression, of which the trace over n Lie groups as well as Dirac
and Lorentz space is to be taken. The straightforward way to perform the trace in x is
to fully expand x into a sum of simple products of tensors and repeatedly apply the ap-
propriate tensor identities to the summands. However, this strategy almost always entails
multiple calculations of identical subtraces. Since FORM fully expands all expressions, we











Here, c0 is a scalar prefactor, Ci1...ij contains only tensors of the j-th group, and Li1i2...in
consists of Lorentz and Dirac tensors only. The summation boundary of ij in (4.1) depends
on i1, . . . , ij−1 . In addition to the considerable performance gain due to the uniqueness
of the Ci1...ij , this decomposition allows to take the traces of the individual Lie groups
separately. For tracing the combined Lorentz and Dirac tensors Li1i2...in in (4.1), we
provide two possibilities. By default, no further manipulation is performed and we let
FORM handle the evaluation of the Li1i2...in ’s. The second option seldom accelerates the
tracing process and is detailed in Appendix D.
4.3. Simple Compact Lie Groups
FormTracer includes different group tracing algorithms that are implemented in FORM.
The most general algorithm is provided by the FORM color package [180] and allows trac-
ing of arbitrary simple compact Lie groups. Furthermore, we include explicit tracing algo-
rithms for the fundamental representation in SU(N) , SO(N) and Sp(N) , adapted from
routines published with the color package [180] that use the Cvitanovic algorithm [181]
with additional support for partial traces. Finally, we include dedicated tracing algorithms
for the fundamental representations in SU(2) and SU(3) that support partial traces, ex-
plicit numerical indices as well as transposed group generators. The use of explicit numer-
ical indices requires working in explicit representations. For SU(2) and SU(3) we choose
generators proportional to Pauli and Gell-Mann matrices, respectively. The fundamental
SU(N) tracing algorithm also supports partial traces but does not guarantee the same
degree of simplification as the specific SU(2) and SU(3) routines. Due to the modular
structure of the tracing procedure, the inclusion of further tracing algorithms at a later
stage is easily possible.
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The definitions of the group constants closely follow those of the color package [180],
which we repeat here for the reader’s convenience. We consider simple compact Lie alge-
bras with Hermitian generators T , which obey
[T a, T b] = ifabc T c , (4.2)
where fabc denote the structure constants. The dimensions of the (fermion) representation
and the adjoint representation are denoted by NF and NA , respectively. The generators
of the adjoint representation are given by (T aA)
bc = −ifabc . We define quadratic Casimir
operators CF and CA via
(T aT a)ij = CF δij ,
facdf bcd = CAδ
ab . (4.3)
It remains to fix the normalization:
Tr T aT b = I2δ
ab , (4.4)
where I2 denotes the second-order index of the representation. All tracing algorithms
except for the FORM color package produce tracing results just in terms of the dimension
of the representation NF , with all other group constants set to their default values. With
NF = N for the classical groups in the fundamental representations, these are given by
SU(N) : CF =
N2 − 1
2N
, NA = N
2 − 1 , CA = N , I2 = 1
2
;






, CA = N − 2 , I2 = 1 ;













4.4. Dirac and Lorentz Tracing
Dirac and Lorentz tracing is very well-known in the literature. Hence, we discuss only two
peculiarities: dealing with the fifth gamma matrix in non-integer dimensions and tracing
Lorentz vectors in the presence of a special direction.
4.4.1. Dirac Traces in General Dimensions
Although FORM has built-in support for Dirac traces in d dimensions it does not come
with a solution for the handling of the fifth gamma matrix, which is defined as an inherently
four-dimensional object. Nonetheless, the generalization of the γ5 matrix to d dimensions
is very important, in particular for dimensional regularization. The implementation of
the fifth gamma matrix in d 6= 4 dimensions represents a subtle procedure and different
prescriptions exist. Here, we closely follow [182, 183] and implement support for the fifth
gamma matrix by means of the Larin scheme [182], translated to Euclidean spacetime,
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For expressions containing γ5 matrices, FormTracer applies the following algorithm to
every spin line:
1. Replace any occurring γ5γ5 with the unit matrix, γ5γ5 → 1 .
2. Read each Dirac sub-trace such that no γ5 is found on the leftmost position and
replace all γ5 matrices using (4.6).
3. Contract all epsilon tensors that do not stem from step 2.
4. Contract all remaining epsilon tensors.
5. Perform Dirac trace in d dimensions with FORM.
The separate contraction of different sets of epsilon tensors in steps 3 and 4 is necessary,
since there is no Schouten identity for general dimensions d 6= 4 , which guarantees the
equivalence of different contraction orders in four dimensions. When only a single γ5
matrix needs to be traced, a faster procedure based on an implicit application of (4.6)
can be used [183]. By setting FastGamma5Trace[True], FormTracer applies the above
algorithm to all but the last γ5 matrix, which is then traced with the strategy from [183].
Due to the intricacies of the definition of γ5 in d 6= 4 dimensions, we encourage users to
ensure that the implemented prescription is suitable for their specific application. Partic-
ular caution is necessary in the case of multiple disconnected spin lines in the presence of
connecting epsilon tensors.
4.4.2. Finite Temperature and Density Tracing
FormTracer has a built-in functionality for a special time-like direction that is useful for















By definition, these vectors obey the following relations:
p ·s q ≡ ~p · ~q = ps · qs = ps · q , (4.7)
where the space-like inner product ·s has been introduced, which is supported by Form-
Tracer. In the evaluation of traces, the spatial vectors, ps , with full dimensions are kept
until the trace is performed. The traced expressions are then represented in terms of stan-
dard and space-like inner products using (4.7). This implementation of finite temperature
is limited to Euclidean signature, which is sufficient for finite temperature and density
applications in equilibrium.
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4.5. Conclusion
We presented the dedicated tracing package FormTracer for Mathematica, which has al-
ready proved its usefulness in a number of studies [1, 3, 4, 65, 68, 69, 73, 175–179]. Its
most notable features are its usability, performance, and the capability to efficiently han-
dle an arbitrary number of Lie groups as well as Dirac and Lorentz tensors in arbitrary
dimensions. This includes an algorithm to deal with γ5 matrices in d 6= 4 dimensions.
FormTracer achieves its performance by using FORM as a powerful back end in combina-
tion with a decomposition algorithm in Mathematica. Furthermore, a simple but effective
way to single out a special time-like direction for finite temperature and density applica-
tions in Euclidean field theory is provided. Although developed with specific applications
in non-perturbative functional methods in mind, its flexible notation and usability facili-
tate the use in new and existing general purpose programs, in particular in perturbation
theory. Albeit purely technical, tools for the automation of complex calculations such as
FormTracer are necessary to obtain a quantitative grip on QCD.
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The application of functional methods to QCD led to a number of breakthroughs, ranging
from the first qualitatively correct calculation of Landau gauge propagators to investi-
gations of the phase diagram, see [5, 112, 116–121, 132, 133, 155, 165, 166, 184–202] for
studies of Yang-Mills theory and [24–37] for reviews. In general, many applications of func-
tional methods use mixed approaches where the correlation functions are partly deduced
from phenomenological constraints or external input. Despite their remarkable success,
a first-principle description is required for some of the most pressing open questions of
strongly-interacting matter [63]. The significant progress over the past two decades builds
the basis for a systematic expansion in which reliability is obtained by apparent conver-
gence. Qualitative and quantitative control over vacuum Yang-Mills theory is thereby a
prerequisite for investigations of QCD.
In this chapter non-perturbative Landau gauge Yang-Mills correlation functions [1] are
computed in a self-consistent truncation that needs the classical action as only input. This
is the first study of four-dimensional Yang-Mills theory within functional methods that
does not require any modeling of correlation functions. It is the central pillar of this thesis
and embedded as follows. This work complements a previously performed study of chiral
symmetry breaking in quenched QCD [65]. In Chapter 7, these studies are combined and
unquenched correlators are obtained. The next step towards investigating the QCD phase
structure is to extend this vacuum Yang-Mills study to finite temperature, which is done
in Chapter 8.
This chapter is structured as follows: We detail the employed vertex expansion in
Sec. 5.1. The most distinct feature of Yang-Mills theory is color confinement, which
is reflected by the creation of a gluon mass gap in Landau gauge. Thus, we put particular
focus on the dynamical generation of the gluon mass gap at non-perturbative momenta.
We discuss the necessity of infrared irregularities as well as mechanisms for the generation
of a mass gap in Sec. 5.2. This discussion is mostly not specific to the FRG, but holds
for functional methods in general. Numerical results for the propagators and vertices are
presented in Sec. 5.3. We demonstrate the importance of an accurate renormalization and
present numerical evidence for the dynamic mass gap generation in our calculation. While
Sec. 5.1 – 5.3 are based on [1], we report on newer results in Sec. 5.4. To be specific, we
comment on the gauge group dependence, plot beta functions, and refine the mass gap





Figure 5.1.: Wetterich equation for pure gauge theory. Wiggly (dotted) lines represent
momentum-, scale- and field-dependent dressed gluon (ghost) propagators.
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5.1. Vertex Expansion and Transversality
Quantum Chromodynamics and the functional renormalization group have been intro-
duced in Chapter 2 and 3. Therefore, we discuss only the setup that is specific to Yang-
Mills theory. In particular, we derive the flow equations in Sec. 5.1.1, specify the tensor
bases in Sec. 5.1.2, and discuss transversality of Landau gauge in Sec. 5.1.3. For the
derivation of the equations and the numerical implementation, we employ the tools of the
fQCD collaboration, see Appendix C for details.
5.1.1. Flow Equations
The infrared regularization of the gluon and ghost fluctuations is achieved by adding
















The regulator functions Rk are given in Sec. C.3. Using the superfield Φ = (A, c, c¯) , the














where Gabk,µν [Φ] and G
ab





d4 p/(2pi)4 . Its diagrammatic representation is shown in Fig. 5.1.
Taking functional derivatives of (5.2) yields exact flow equations for the n-point functions.
The flow equations for the two-point functions, i.e., the inverse propagators, are shown in
Fig. 5.2. To approximate the effective action, we employ the vertex expansion introduced
in Sec. 3.1.3. We include all vertices that are present in the bare action, see Fig. 5.3 for
a pictorial representation. Applying this truncation to the exact flow equations for the
inverse propagators yields the truncated flow equations that are displayed alongside the
truncated vertex equations in Fig. 5.4. We discuss the convergence of the vertex expansion











Figure 5.2.: Exact flow equations for Yang-Mills two-point functions. Filled circles denote
fully dressed (1PI) vertices. The diagrammatic notation used here and in
the following is sloppy but common: While the lines on the right-hand side
represent regulated propagators Gk = (Γ
(2)
k + Rk)




−1 on the left-hand side.
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Figure 5.3.: Approximation for the effective action. We include only the classical ten-
sor structures, see (5.3), (5.6) and (5.7). The corresponding diagrammatic
equations are shown in Fig. 5.4.
5.1.2. Tensor Structures











µν(p) = ZA(p) p





µν (p) , (5.3)
with dimensionless scalar dressing functions 1/Zc and 1/ZA , and ξ → 0 in Landau gauge.
In (5.3), Π⊥µν (p) and Π
‖
µν (p) denote the transverse and longitudinal projection operators
defined in (2.13). Similarly, we define dimensionless scalar dressings for the vertices. On
the three-point level we include the (transversely projected) classical tensor structures of









]abcµνρ(p, q) = λA3(|p|, |q|, t) [T (1)A3 ]abcµνρ(p, q) . (5.4)
Here, the momentum p (q) corresponds to the indices a (b) and t denotes the cosine of
the angle between the momenta p and q . In the case of the transversely projected ghost-
gluon vertex, T (1)c¯cA represents already a full basis whereas a full basis for the transversely
projected three-gluon vertex consists of four elements. However, the effect of non-classical
tensors has been found to be subleading [166] and we neglect them here.
The most important four-point function is given by the four-gluon vertex, which appears





]abcdµνρσ(p, q, r) = λA4(p¯) [T (1)A4 ]abcdµνρσ(p, q, r) . (5.5)
The momentum dependence of the four-gluon vertex dressing function is approximated
with its momentum dependence at the symmetric point via the average momentum p¯ ≡√
p2 + q2 + r2 + (p+ q + r)2/2 . This has been shown to be a good approximation of the
full momentum dependence [5, 74] in the vertex equations. To improve this approximation,
we additionally calculate the momentum dependence of the four-gluon vertex dressing
function λA4(|p|, |q|, t) on the special configuration (p, q, r) = (p, q,−p) . We use this
special configuration exclusively in the tadpole diagram of the gluon propagator equation,
cf. Sec. 5.3.2. We show the difference between the special configuration and the symmetric
35







− 2+ − 12
+
= −∂t +2 +
∂t = + − + − 2
Figure 5.4.: Diagrams that contribute to the truncated flow of propagators and vertices.
Distinct permutations include not only (anti-)symmetric permutations of ex-
ternal legs but also permutations of the regulator insertions.
momentum approximation in Fig. 5.14. Although the four-gluon vertex has been the
subject of several studies [5, 74, 188, 196, 199], no fully conclusive statements about the
importance of additional non-classical tensors structures are available.
In the present work we solve the coupled system of all momentum-dependent classical
vertex structures and propagators self-consistently. For a comparison of the current ap-
proximation with that used in other functional works one has to keep in mind that FRG,
Dyson-Schwinger or nPI equations implement different resummation schemes. Thus, even
on an identical approximation level of a systematic vertex expansion, the included re-
summations differ. In former works (for references see above) with functional methods,
only subsets of these correlation functions have been coupled back. A notable exception
is [201], where a similar self-consistent approximation has been used for three-dimensional
Yang-Mills theory. We come back to this point in the next chapter, where we compute
correlation functions for three-dimensional Yang-Mills theory.
Although not marked explicitly, all dressing in (5.3), (5.4) and (5.5) are k dependent.
Unless marked otherwise, we always plot the momentum dependence at vanishing RG
scale. Furthermore, all vertex dressings are transverse dressings since they are projected
transversely as detailed below.
36
5. Yang-Mills Correlators 5.1. Vertex Expansion and Transversality
Projecting
In this section we define the classical tensors in which we expanded the vertices and the
employed projection operators. The tensor structures for the classical three-point vertices









































= fabnf cdnδµρδνσ + perm. (5.7)
for the four-point function. For the transversely projected ghost-gluon vertex this single
tensor constitutes a full basis and the projection is unique. However, additional tensors
exist in the case of the three-gluon and four-gluon vertices. To obtain scalar dressing





















σ′σ (p+ q + r) , (5.9)
respectively, which is an approximation if non-classical tensors are generated. We discuss
this point further in Sec. A.3 and C.2.
5.1.3. Modified STIs and Transversality
In Landau gauge, the dynamical system of correlation functions consists of the transversely
projected correlators [112]. Those with at least one longitudinal gluon leg do not feed back
into the dynamics. To make these statements precise, it is useful to the split correlation
functions into purely transverse ones and their complement with at least one longitudi-
nal gluon leg. The purely transverse vertices Γ
(n)
⊥ , are defined by attaching transverse












where nA is the number of gluon legs and group indices as well as momentum arguments







where the longitudinal n-point functions, Γ
(n)
‖ , have at least one longitudinal gluon leg.
Hence, they are always projected to zero by the transverse projection operators of (5.10).
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Functional equations for the transverse correlation functions close in Landau gauge,










Here, Func [#] stands for functional diagrammatic expressions of either integrated FRG,
Dyson-Schwinger or nPI equations. Equation (5.11) follows from the fact that all internal
legs are transversely projected by the Landau gauge gluon propagator. Hence, by using
transverse projections for the external legs one obtains (5.11). In contrast, the functional
equations for the n-point functions with at least one longitudinal gluon leg, Γ
(n)

















In other words, solving the functional equations for Γ
(n)
‖ requires the solution of the closed
transverse set of equations (5.11).
In the FRG, gauge invariance is encoded in modified Slavnov-Taylor identities (mSTIs)
and modified Ward-Takahashi identities (mWTIs). They are derived similarly as the
Slavnov-Taylor identities, see Sec. 2.1, by including the gauge or BRST variations of the



















and reduce to the standard STIs in the limit of vanishing regulator, Rk → 0 . The STIs
and mSTIs have a similar structure as (5.12) and can be used to obtain information on the
longitudinal part of the correlators. Alternatively, they provide a non-trivial consistency
check for approximate solutions of (5.12).
Consequences of the modified Slavnov-Taylor Identities
For the purposes of this work, the most important effect of the modification of the STIs








∝ δab δµν α(k) k2 . (5.14)
At k = 0 , where the regulators vanish, this modification disappears, as the mSTIs reduce
to the standard STIs. In particular, this entails that, at k = 0 , the inverse longitudinal
gluon propagator, Γ
(2)


















= 0 . (5.15)
This provides a unique condition for determining the gluon mass parameter, cf. (5.14), at
the ultraviolet initial scale Λ . However, it can only be used if the longitudinal system is
solved.
One further conclusion from (5.13) is that the mSTIs do not constrain the transverse
correlation functions without further input. This is not in tension with one of the main
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applications of STIs in perturbation theory, i.e., with relating the running of the rele-
vant vertices of Yang-Mills theory that require renormalization. As Yang-Mills theory is
renormalizable, only the classical vertex structures are renormalized and hence the renor-
malization functions of their transverse and longitudinal parts have to be identical.
As an instructive example, we consider the ghost-gluon vertex. For this example and the
following discussions we evaluate the STIs within the approximation used in the present
work: we only consider contributions from the primitively divergent vertices on the right-
hand side of the STIs. In particular, this excludes contributions from the two-ghost–two-





µ (p, q) = if
abc [qµλc¯cA,cl(p, q) + pµλc¯cA,ncl(p, q)] . (5.16)
In (5.16) we have introduced two dressing functions, λc¯cA,cl and λc¯cA,ncl , which are func-
tions of the gluon momentum p and the anti-ghost momentum q . In a general covariant
gauge only λc¯cA,cl requires renormalization. Similar splittings into a classical tensor and
the rest can be used in the other vertices. Trivially, this property relates the perturbative
RG running of the transverse and longitudinal projections of the classical tensors. Then,
the STIs can be used to determine the perturbative RG running of the classical tensor










at the renormalization scale µ . Consequently, (5.17) allows for the definition of a unique
renormalized two-loop coupling α(µ) from the vertices.
The momentum dependent STIs can also be used to make the relation (5.17) momentum-
dependent. Keeping only the classical tensor structures, we are led to the momentum



















The vertex dressings in (5.18) are evaluated at the symmetric momentum configurations,
defined in Sec. 5.3.2. The Slavnov-Taylor identities and two-loop universality demand that
these running couplings are degenerate at large, perturbative momentum scales, where the
longitudinal and transverse parts of the vertices agree.
In Landau gauge, the ghost-gluon vertex is not renormalized [84] on specific momentum
configurations. This allows for an alternative definition of a running coupling from the







This running coupling is called propagator coupling in the following. The decisive dis-
tinction between the propagator and the vertex couplings, given by (5.18), is the differing
momentum dependence. This is best seen from considering the ratio of the ghost-gluon
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5.2. Confinement
It has been shown in [53, 108, 109, 204–206] that a mass gap in the gluon propagator signals
confinement in QCD in covariant gauges. Furthermore, in Yang-Mills theory formulated in
covariant gauges, the gapping of the gluon relative to the ghost is necessary and sufficient
for producing a confining potential for the corresponding order parameter, the Polyakov
loop, see [53, 108, 109, 204–212] for studies thereof. Hence, understanding the details of the
dynamical generation of a gluon mass gap gives insight into the confinement mechanism.
This relation holds for all potential infrared closures of the perturbative Landau gauge.
The standard infrared closure corresponds to a full average over all Gribov regions. This
leads to the standard Zinn-Justin equation as used in the literature, e.g., [32]. In turn,
the restriction to the first Gribov regime can be implemented within the refined Gribov-
Zwanziger formalism, see, e.g., [130, 131, 213–215], that leads to infrared modifications of
the STIs. In the following we discuss the consequences of the standard STIs, a discussion
of the refined Gribov-Zwanziger formalism is deferred to future work.
5.2.1. Gluon Mass Gap and Irregularities
In order to study the dynamical generation of the mass gap, we first discuss the conse-
quences of the STI for the gluon two point function (5.15). It states that no quantum
fluctuations contribute to the inverse longitudinal gluon propagator, i.e., the longitudinal
gluon propagator is defined by the gauge fixing term. Therefore, the dynamical creation
of a gluon mass gap requires different contributions to the longitudinal and transverse
gluon mass parameter. The discussion of the prerequisites for meeting this condition is
qualitatively different for the scaling and the decoupling solutions. Hence, these two cases
are discussed separately.
The scaling solution is characterized by the infrared behavior [116, 118–121, 216–219]
lim
p→0
Zc(p) ∝ (p2)κ ,
lim
p→0
ZA(p) ∝ (p2)−2κ , (5.19)
with the scaling coefficient 1/2 < κ < 1 in four dimensions. A simple calculation presented
below in Sec. 5.2.2 shows that the ghost loop with an infrared constant ghost-gluon vertex
and a scaling ghost propagator is already capable of inducing a splitting in the longitudinal
and transverse gluon mass parameter.
Next, we investigate the decoupling solution [112, 132, 133], which is characterized by
lim
p→0
Zc(p) ∝ 1 ,
lim
p→0
ZA(p) ∝ (p2)−1 . (5.20)
Assuming regular vertices in the limit of one gluon momentum vanishing, one finds that
all diagrammatic contributions to the longitudinal and transverse gluon mass parameter
are identical. For example, if the ghost loop were to yield a non-vanishing contribution
to the gluon mass gap, the ghost-gluon vertex would have to be a function of the angle







µ (|p|, |q|, t) = [Γ(3)c¯cA]abcµ (0, |q|, t) , (5.21)
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even in the limit of vanishing gluon momentum |p| → 0 . If the limit in (5.21) depends on
the angular variable t, the vertex is irregular. This example is discussed in great detail in
the next section. The same conclusions can be drawn for all vertices appearing in the exact
equation for the inverse gluon propagator, see Fig. 5.2. Consequently, if all vertices were
regular, no gluon mass gap would be created. Thus, regular vertices entail the absence
of confinement. The necessity of irregularities for the creation of a gluon mass gap was
already realized by Cornwall [220].
In the light of these findings, it is interesting to investigate the consistency of irregu-
larities with vertex Slavnov-Taylor identities. Therefore, we consider the Slavnov-Taylor




















µ (p, q) = igf
abc qν G˜µν(p, q) .
For a regular G˜µν in the limit p → 0 in (5.22), the scaling solution leads to a singular
contribution of the type
lim
p→0
(p2)1−2κ G˜νσ(q, 0) Π⊥σµ (p) + regular ,
where κ is the scaling coefficient from (5.19). This is consistent with the expected scaling
exponent of the three-gluon vertex in this limit [218]. In the same limit, the decoupling





σµ (p) + regular .
Since the transverse projection operator Π⊥σµ (p) introduces an angular dependence in the
limit p→ 0 , the STI again demands an irregularity in limit of one vanishing momentum.
Note that this is just a statement about the three-gluon vertex projected with one non-
zero longitudinal leg rρ . Although this momentum configuration does not enter the gluon
mass gap directly, crossing symmetry suggests the necessary irregularity. In summary,
these arguments illustrate that also the three-gluon vertex STI is consistent with the
necessity of irregularities for both types of solutions. Although the above STI arguments
were made independently, very similar observations have been made in [221–223].
We close the discussion of vertex irregularities with the remark that the infrared modi-
fication of the propagator STI in the refined Gribov-Zwanziger formalism may remove the
necessity for irregularities in the vertices.
5.2.2. Necessity for Irregularities
In this section we substantiate the arguments from above with an explicit calculation of the
ghost loop contribution to the gluon mass gap. We first show that the infrared behavior
of the scaling propagators generically induces a mass gap. Subsequently, we demonstrate
that the decoupling solution necessitates irregular vertices for a mass gap generation due
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to the infrared finiteness of the decoupling propagators. One might skip this section at
first reading since the main findings have already been stated above.
A rather general comment is in place here: When one is dealing with the gluon mass
gap, it is crucial to take the vanishing momentum limit carefully. In the FRG approach
this includes that one must first take the limit k → 0 and then p→ 0 , otherwise no mass
gap can be generated. A similar dependence on the order of limits has been found with
one-point sources in [224].
Scaling Solution
The relevant part of the self-energy contribution of the ghost loop to the inverse gluon
























µ (p, q) = if
abcqµ . Ignoring the angular integration in (5.23) for the









d q qµqν q
−1−4κ ,
which is infrared-divergent with 2−4κ if κ > 0.5 . This has to be the case in order to obtain
a divergent gluon mass gap consistent with (5.19). In order to investigate the mass gap,
given by the difference of the transverse and the vanishing longitudinal mass, we project
(5.23) with 13Π
⊥
µν (p) − Π‖µν (p) , where the factor 13 accounts for the three modes of the

















1− 4t2 − |p||q| t
(q2)1+κ · ((q + p)2)1+κ . (5.24)
One can easily show, e.g., numerically, that the integral in (5.24), and thus the mass gap,
does not vanish in the limit p→ 0 , but diverges with (p2)1−2κ , in line with (5.19).
Decoupling Solution
Using again the ghost-loop as an example, we show that a decoupling gluon mass gap
requires irregular vertices. We choose this diagram since the ghost-gluon vertex has the
smallest tensor space of all vertices, which makes the example simple. We carried out the
same analysis for all diagrams and came to the same conclusion for all vertices contributing
to the inverse gluon propagator. This is most easily done by assuming regular vertices
(which allows setting p = 0 ) and then showing that the mass gap is zero.
To make this point absolutely clear, we demonstrate this argument for two different
tensor bases, for the basis from Sec. 5.2 and for one with an explicit splitting into transverse





µ (p, q) = if
abc [qµλc¯cA,cl(p, q) + pµλc¯cA,ncl(p, q)] ,
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where p is the gluon and q the anti-ghost momentum. We assume that the ghost-gluon
vertex is regular. Therefore, the second tensor structure has to be less divergent than 1/|p|
in the limit of vanishing gluon momentum, i.e.,
lim
|p|→0
|p|λc¯cA,ncl(q, p) = 0 . (5.25)
Note that logarithmic infrared divergences, which, for example, occur in the dressings of
the classical tensor of the three-gluon vertex and the non-classical tensors of the four-
gluon vertex, do not suffice to violate their respective equivalents of (5.25). Utilizing the
finiteness of the ghost dressing function and (5.25), we can take the limit |p| → 0 to obtain








1− t2 (1− 4t2) λc¯cA,cl(0, |q|, t)λc¯cA,cl(0, |q|,−t) ,
(5.26)
where θ = arccos(t) is the angular variable between the loop momentum and the gluon
momentum that is taken to zero. The dressing λc¯cA,cl(0, |q|, t) is independent of the angular
variable t if the ghost-gluon vertex is regular. Thus, the mass gap contribution evaluates




1− t2 (1− 4t2) = 0 .
Hence, a gluon mass gap requires irregular vertices in the case of the decoupling solution.
Since we consider differences between the vanishing longitudinal and the transverse
mass, it might seem more appropriate to split the tensor basis of the ghost-gluon vertex
into a purely longitudinal and a purely transverse part. We show below that this leads to
the same conclusion. Transverse and longitudinal projection of the classical ghost-gluon





µ (p, q) = if
abc
[
Π⊥µν (p) qν λc¯cA(p, q) + Π
‖
µν (p) qν λc¯cA,‖(p, q)
]
, (5.27)
where p is the gluon and q the anti-ghost momentum. The basis defined in (5.27) contains
a discontinuity at p = 0 due to the projection operators. The mass gap contribution of








1− t2 · (5.28)(
1− t2
3
λc¯cA(0, |q|, t)λc¯cA(0, |q|,−t)− t2 λc¯cA,‖(0, |q|, t)λc¯cA,‖(0, |q|,−t)
)
.
Regularity implies a degenerate tensor space in the limit of vanishing gluon momentum.
The ghost-gluon vertex can then be fully described by λc¯cA,cl(0, |q|) . Using the identity
δµν = Π
⊥
µν (p) + Π
‖
µν (p) , we find
λc¯cA,cl(0, |q|) = λc¯cA(0, |q|) = λc¯cA,‖(0, |q|) . (5.29)
Using (5.29) we can perform the angular integration in (5.28) and find that the mass gap
contribution vanishes.
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We want to stress that these findings are general and hold for any functional method.
For example, the same conclusion can be drawn for the ghost-loop diagram of the gluon
propagator Dyson-Schwinger equation that is also proportional to (5.26) or (5.28). Con-
sequently, for the decoupling solution there can be no mass gap with regular vertices.
5.2.3. Origin of Irregularities
As discussed in the previous section, self-consistency in terms of the Slavnov-Taylor iden-
tities entails a correspondence between the dynamical generation of a gluon mass gap and
the presence of irregularities. But the STIs do not provide a mechanism for the creation
of irregularities, the gluon mass gap, and in turn confinement.
In the scaling solution, (5.19), the irregularities arise naturally from the non-trivial scal-
ing. Hence, they are tightly linked to the original Kugo-Ojima confinement scenario [113]
that requires non-trivial scaling. Note, however, that this simply links different signatures
of confinement but does not reveal the mechanism at work.
For the decoupling solution, (5.20), we want to discuss two possible scenarios. In the
first scenario, the irregularities are generated in the far infrared. A second possibility is
that they are triggered via a condensate and/or a resonance, providing a direct connection
of confinement and spontaneous symmetry breaking.
In the first scenario it is sufficient to focus on ghost loops as possible sources of such
irregularities, since the gluonic diagrams decouple from the infrared dynamics due to the
gluon mass gap. This is a seemingly appealing scenario as it is the dynamical ghost
that distinguishes confining Yang-Mills theory from quantum electrodynamics. However,
in the decoupling solution both the ghost-gluon vertex and the ghost propagator have
infrared finite quantum corrections: no pure ghost-loops contribute to their equation and
(infrared) constant dressing functions can be assumed for both. Therefore, the ghost loop
contributions to correlation functions have the same infrared structure as perturbative
ghost-loop contributions. However, none of these perturbative ghost loops yields the
required irregularities, see Sec. 5.2.4 for an explicit example calculation.
In the second scenario, the generation of irregularities can be based on the dynamical
generation of a non-vanishing transverse background, F aµνF
a
µν 6= 0 , in the infrared. This
gluon condensate is the Savvidi vacuum [225], and its generation in the present approach
has been discussed in [226] with F aµνF
a
µν ≈ 1 GeV4 . Then, a vertex expansion about this
non-trivial infrared solution of the equation of motion introduces an infrared splitting of
transverse and longitudinal vertices due to the transversality of the background field. This
IR splitting automatically implies irregularities as discussed in Sec. 5.2.1, and is sufficient
for creating a physical mass gap in the gluon. This scenario provides a direct relation of
confinement and spontaneous symmetry breaking. Therefore, it is possibly connected to
the presence of resonances that are triggered in the longitudinal sector of the theory, where
they do not spoil the gapping of the completely transverse sector. A purely longitudinal
massless mode, as a source for irregularities in the gluonic vertices, has been worked out
in [227, 228], for a concise summary see [229]. As a consequence, an irregularity appears in
the purely longitudinal three-gluon vertex in a way that preserves the corresponding STI.
The creation of a purely transverse background and the presence of longitudinal massless
mode would then be two sides of the same coin. Furthermore, the longitudinal resonance
has to occur at about the same scale as the gluon condensate, in order to trigger the correct
gluon mass gap. A more detailed discussion and computation of this scenario cannot be
assessed in the purely transverse system and is deferred to future work.
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5.2.4. Ghost Triangle
In Sec. 5.2.1 and 5.2.2 it is shown that the decoupling solution requires irregular vertices.
In the three gluon vertex, this irregularity has to occur if one momentum is sent to zero
while the others are non-vanishing. Those vertex irregularities can be generated either
dynamically, by back-coupling of momentum dependence, or by diagrammatic infrared
singularities. We cannot observe the former in our computation of the purely transverse
system. To investigate the latter case we exploit that the gluonic diagrams decouple from
the infrared dynamics due to the gluon mass gap. Therefore, we can focus on the ghost
loops as possible sources of diagrammatic infrared irregularities without loss of generality.
The ghost-gluon vertex as well as the ghost propagator are constant and finite in the
infrared. Below we demonstrate that the three-gluon vertex does not obtain an irregular
contribution from the ghost triangle diagram, shown in Fig. 5.4. For this purpose it is
sufficient to consider the perturbative diagram since it differs only quantitatively from the













(l − q)2 . (5.30)
To confirm that (5.30) does not generate an irregularity in the limit |p||q| → 0 , we consider
the high and low momentum integration regions separately. If the loop momentum |l| is
of the order of |q| , then |p|  |l| and the p dependence in (5.30) is suppressed. Thus, no
irregular structure can be generated from this integration region. For small loop momenta,












This integral can easily be solved analytically for d = 4 − 2 to show that it has no
irregularities, which one also expects from a dimensional analysis of (5.31). Hence, we
conclude that the decoupling ghost triangle cannot generate the irregularity necessary for
the dynamical generation of a gluon mass gap. Note that the ghost triangle develops a
non-trivial pole structure in the case of the scaling solution [230]. We have verified these
findings numerically, and since they are in accordance with perturbation theory, we expect
similar arguments to hold for the ghost loops contributing to higher n-point functions.
5.2.5. Purely Transverse System
In this work we restrict ourselves to a numerical solution of the purely transverse sub-
system, (5.11), which is closed. The only relevant ultraviolet parameters in this system
are the strong coupling and the transverse gluon mass parameter. In the ultraviolet the
transverse mass parameter agrees with the longitudinal one. The latter is fixed by the
mSTI for the longitudinal gluon propagator. Hence, the only information needed from
the longitudinal system is the initial value for the transverse gluon mass parameter, see
(5.14). Note that there is at least one value for the initial gluon mass parameter that
yields a valid, confining solution. In what follows we vary the gluon mass parameter and
discuss the properties of the ensuing solutions. We find a confining branch with both
scaling and decoupling solutions. In addition, we observe a transition to a deconfined
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Figure 5.5.: Gluon dressing 1/ZA(p) (left) and ghost dressing 1/Zc(p) (right), defined in
(5.3), in comparison to lattice results from [148]. Newer lattice results [231]
agree with [148] if the largest physical volumes are compared.
Higgs-like branch. No Coulomb branch is found. The unique scaling solution satisfies the
original Kugo-Ojima confinement criterion [113, 114] with Zc(p = 0) = 0 . We emphasize
that the scaling solution is dynamically generated and its existence is highly non-trivial.
A thorough discussion is provided in Sec. 5.3.4.
5.3. Numerical Results
We calculate Yang-Mills correlation functions by integrating the self-consistent system of
flow equations obtained from functional derivatives of (5.2), see Fig. 5.4 for diagrammatic
representations. Technical details on the numerical procedure are given in Appendix C.
We use constant dressing functions as initial values for the 1PI correlators at the ultraviolet
initial scale Λ . Consequently, the initial action ΓΛ is determined by the classical action
of QCD. The (modified) Slavnov-Taylor identities enforce relations between these initial
correlation functions. As is well-known, and also discussed in Sec. 5.1.3, the Landau gauge
STIs leave only three of the renormalization constants independent, the value of the strong
running coupling and two trivial field renormalizations that drop out of all observables.
To eliminate cutoff effects, we choose constant initial values for the vertex dressings such
that the momentum-dependent running couplings, as defined by (5.18), are degenerate
at perturbative momentum scales µ with ΛQCD  µ  Λ , i.e., the STIs (5.17) are only
fulfilled on scales below the ultraviolet cutoff scale. The modification of the STI (5.15),
caused by the regulator term, requires a non-physical gluonic mass term m2Λ at the cutoff










δab Π⊥µν (p) ,
where ZA is the gluon wave function renormalization, which is momentum-independent
at the cutoff scale. The non-physical contribution m2k to the gluon propagator vanishes
only as the renormalization group scale, k , is lowered to zero, where the mSTIs reduce
to the standard Slavnov-Taylor identities. The initial value m2Λ can be uniquely fixed by
demanding that the resulting propagators and vertices are of the scaling type. Conse-
quently, the only parameter in this calculation is the value of the strong running coupling
at the renormalization scale, α(µ). We also produce decoupling solutions by varying the
gluon mass parameter towards slightly larger values. Our reasoning for their validity as
confining solutions is presented in Sec. 5.3.4.
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Figure 5.6.: Gluon propagator (left) in comparison to lattice results from [148], and run-
ning couplings (right) as defined from different vertices in (5.18).
5.3.1. Correlation Functions and Running Couplings
We present our results for the Yang-Mills correlation functions as well as the momentum-
dependent transverse running couplings in Fig. 5.5 – 5.8. We show more momentum
configurations of the vertex dressings and compare them to recent lattice and DSE results
in Fig. 5.13 – 5.15. A discussion of truncation effects is deferred to Sec. 5.3.2. In order
to be able to compare to results from lattice simulations, we set the scale and normalize
the dressings as described in Sec. C.4. At all momenta, where the difference between
the scaling (solid line) and decoupling (band bounded by dashed-dot line) solutions is
negligible, our results for the correlations functions agree very well with the corresponding
lattice results. In the case of the scaling solution we find the consistent scaling exponents
κghost = 0.579± 0.005 ,
κgluon = 0.573± 0.002 ,
where the uncertainties stem from a least square fit with the ansatz (cf. (5.19))
Zc(p) ∝ (p2)κghost ,
ZA(p) ∝ (p2)−2κgluon .
As discussed in Sec. 5.2.5, the scaling solution is a self-consistent solution of the purely
transverse system in the present setup, and has no systematic error related to the lack
of the solution of the longitudinal system. In turn, the presented decoupling solutions
suffer from the missing solution of the longitudinal system, leading to a small systematic
error indicated by the gray band. This argument already suggests that it is the presented
scaling solution that should agree best with the lattice results in the regime p & 1 GeV ,
where the solutions show no sensitivity to the Gribov problem. This is confirmed by the
results, see in particular Fig. 5.5.
At small momenta, p . 1 GeV , the different solutions approach their infrared asymp-
totics. In Fig. 5.5 and 5.6 we compare the FRG solutions with the lattice data from [148].
In agreement with other lattice results [123, 232–234] in four dimensions, these propaga-
tors show a decoupling behavior, for a review see [35]. Taking the infrared behavior of
all correlators into account, cf. also Fig. 5.15, the lattice solution [148] is very close to
the decoupling solution (dot-dashed line) that is furthest from the scaling solution (solid
47












































Figure 5.7.: Ghost-gluon (left) and three-gluon (right) vertex dressings, λc¯cA(p, p, −1/2)
and λA3(p, p, −1/2) , at the symmetric point. More momentum configura-
tions and comparisons to Dyson-Schwinger and lattice results are provided in
Fig. 5.13 – 5.15. In contrast to Fig. 5.5, the decoupling dressings are normal-
ized to the scaling solution in the UV.
line). Note however, that the systematic errors of both approaches, FRG computations
and lattice simulations increase towards the infrared. While the FRG computations lack
apparent convergence in this regime, the lattice data are affected by the non-perturbative
gauge fixing procedure, i.e., the choice of Gribov copies [235–237] and discretization ar-
tifacts [231]. Consequently, comparing the FRG infrared band to the lattice propagators
has to be taken with a grain of salt. In the case of the vertices, we compare also to results
obtained within the DSE approach [5, 165, 191], see Fig. 5.9 and 5.15, the corresponding
discussion is given in Sec. 5.3.3.
We find that it is crucial to ensure the degeneracy of the different running vertex cou-
plings at perturbative momentum scales in order to achieve quantitative accuracy. The
transverse running couplings, as defined in (5.18), are shown in the right panel of Fig. 5.6.
To be able to cover a larger range of momenta with manageable numerical effort, the
shown running couplings have been obtained within an approximation that takes only
one momentum variable into account in the vertices, see Sec. 5.3.2. At large perturba-
tive momentum scales, we find them to be perfectly degenerate, as is demanded by the
Slavnov-Taylor identities. The degeneracy of the running couplings is lifted at a scale of
roughly 1 to 2 GeV, which coincides with the gapping scale of the gluon. Furthermore, the
three-gluon vertex shows a zero crossing at scales of 0.1 to 0.33 GeV, which is the reason for
the spike in the corresponding running coupling. This zero crossing, which is caused by the
infrared-dominant ghost-loop, is well-known in the literature [1, 165, 166, 193, 238–244].
Even though we are looking at the scaling solution, we find that the running couplings
defined from the purely gluonic vertices are still strongly suppressed in the infrared. In
particular the three-gluon vertex running coupling becomes more strongly suppressed than
the four-gluon vertex running coupling. However, as demanded by scaling, they seem to
settle at tiny but finite fixed point values, which has also been seen in Dyson-Schwinger
studies [5, 166, 188].
5.3.2. Truncation Analysis
In Fig. 5.8 (right panel), we show the scaling solution for the propagators in different
truncations. In all cases, the full momentum dependence of the propagators is taken into
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Figure 5.8.: Left: Four-gluon vertex dressing function as defined in (5.5) at the symmetric
point in comparison to Dyson-Schwinger results [5]. We normalized all curves
to match the scaling result at p = 2 GeV.
Right: Gluon propagator dressings obtained with different momentum ap-
proximations for the vertices, see Sec. 5.3.2.
account whereas different approximations are used for the vertices. Including only RG-
scale-dependent constant vertex dressing functions is the minimal approximation that can
produce a scaling solution with a physical gluon mass gap. The dot-dashed magenta line
corresponds to an approximation with such constant vertex dressing functions evaluated
at the symmetric configuration with momentum p ≈ 250 MeV . In stark contrast to the
other approximations discussed below, this particularly cheap approximation requires the
specification of an evaluation scale, which is an additional parameter that has a sizable
influence on the results. It is only shown for illustration purposes here. For the dashed
blue result in Fig. 5.8, the dressing functions for the transversely projected classical tensors




i . Reducing the
momentum dependence to a single variable requires the definition of an angular configu-
ration to evaluate the flow. Here, we use the symmetric point configuration, defined by
pi · pi = p¯2 and pi · pj = −p¯2/(n− 1) for i 6= j , where n = 3 (4) for the three(four)-gluon
vertex. Finally, the solid red line corresponds to our best truncation. As described in
Sec. 5.1.2, it takes into account the full momentum dependence of the classical tensors
structures of the three-point functions as well as the four-gluon vertex in a symmetric
point approximation. Additionally, all (three-dimensional) momentum configurations of
the four-gluon vertex that are needed in the tadpole diagram of the gluon propagator
equation have been calculated and coupled back into this diagram.
The reliability of our approximation can be assessed by comparing the results of the
two simpler truncations to the result obtained with our best truncation, see Fig. 5.8. We
observe that our results apparently converge towards the lattice result as we improve the
momentum dependence of the vertices. Although computationally significantly less de-
manding, the so-called symmetric momentum approximation (labeled 1D in the legend)
yields results that are accurate on the 10 % level. Thus, it may serve as a testing ground
and we exploit this in the following chapters. The effects of non-classical tensors and
vertices are beyond the scope of the current work and have to be checked in future inves-
tigations. Within the present work, the already very good agreement with lattice results
suggests that their combined influence on the propagators is small.
The final gluon propagator is sensitive to the correct renormalization of the vertices. For
example, a one percent change of the three-gluon vertex dressing at an ultraviolet scale of
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Figure 5.9.: Running couplings (5.18) in comparison with DSE couplings. The gray band
gives the spread of vertex couplings from the FRG in the present work. DSE
results are shown rescaled to fit our ghost-gluon vertex running coupling at
10 GeV to facilitate the comparison. The inlay shows the unscaled couplings.
Note that the FRG running couplings naturally lie on top of each other and
are not rescaled.
20 GeV magnifies by up to a factor of ten in the final gluon propagator. Therefore, small
errors in the perturbative running of the vertices propagate, via renormalization, into the
two-point functions. We expect a five percent uncertainty in our results due to this.
Despite these uncertainties, we interpret the behavior in Fig. 5.8 (right panel) as an
indication for apparent convergence.
5.3.3. Comparison to Other Results
In Fig. 5.15, numerical results for the ghost-gluon and three-gluon vertices are shown in
comparison to other functional method calculations as well as lattice results. In summary,
the results from various functional approaches and the lattice agree to a good degree.
However, these correlation functions are not renormalization group invariant, and a fully
meaningful comparison can only be made with RG invariant quantities. Therefore, we
compare our results for the RG invariant running couplings with the respective results from
DSE computations. To be more precise, the beta functions of the different vertices are tied
together by two-loop universality in the sense that they should agree in the regime where
three-loop effects are negligible. Since constant factors drop out of the beta functions, we
have normalized the DSE running couplings to the FRG result at large momentum scales
in Fig. 5.9. For the sake of visibility, we only have provided a band for the spread of the
FRG couplings as obtained from different vertices. The shown DSE running couplings are
based on a series of works [5, 165, 191, 198, 245], where the explicitly shown results are
taken from [5, 165, 246, 247]. Additionally, we provide the raw DSE running couplings
that have not been rescaled by a constant factor in the inlay. The running couplings from
the FRG are accurate enough to allow for the extraction of meaningful beta functions,
which are discussed below in Sec. 5.4.2.
5.3.4. Mass Gap, mSTIs and Types of Solutions
As discussed in Sec. 3.1.2 and 5.1.3, the introduction of the regulator in the FRG leads
to a modification of the Slavnov-Taylor identities. In turn the inverse gluon propagator
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Figure 5.10.: Gluon mass parameter m2k = Γ
(2)
AA,k(p = 0) as a function of k .
obtains a contribution proportional to ∆Γ
(2)
AA ∝ α(k) k2 for all k > 0 , see (5.14). Dis-
entangling the physical mass gap contribution from this mSTI contribution to the gluon
mass parameter is intricate, both conceptually and numerically. The resulting numerical
challenge is illustrated in Fig. 5.10, where we show the k-running of the gluon mass pa-
rameter. This is the analogue of the problem of quadratic divergences in Dyson-Schwinger
equations with a hard momentum cutoff, see, e.g., [194]. However, there has to exist at
least one choice for the gluon mass parameter m2Λ that yields a valid confining solution,
see Sec. 5.1.3. To resolve the issue of finding this value, we first recall that a fully regular
solution has no confinement and necessarily shows a Higgs- or Coulomb-type behavior.
Although we do not expect these branches to be consistent solutions, we can trigger them
by an appropriate choice of the gluon mass parameter in the UV. The confinement branch
then lies between the Coulomb and the Higgs branch. We need, however, a criterion for
distinguishing between the confinement and the Higgs-like branch.
To investigate the possible solutions in a controlled way, we start deep in the Higgs-like
branch. An asymptotically large initial gluon mass parameter m2Λ triggers an explicit mass
term of the gluon also at vanishing cutoff. If we could trigger this consistently, it would
constitute a Higgs-like solution. In the current approximation, it cannot be distinguished
from massive Yang-Mills theory, which has been investigated in, e.g., [189, 202, 248, 249].
Starting from this Higgs-like deconfined branch, we can explore the limit of smaller initial
mass parameters. This finally leads us to the scaling solution, which forms the boundary
towards an unphysical region characterized by Landau-pole-like singularities. It is left to
distinguish between the confining and Higgs-like solutions, shown in Fig. 5.11, without any
information from the longitudinal set of equations. For that purpose we use two criteria:
In the left panel of Fig. 5.12, we show the gluon mass gap m2 = Γ
(2)
AA,k=0(p = 0) as a
function of the initial value for the gluon mass parameter m2Λ subtracted by the unique
value corresponding to the scaling solution m2Λ,scaling . The latter solution corresponds to
zero on the x-axis in Fig. 5.12. As mentioned before, going beyond the scaling solution,
m2Λ < m
2
Λ,scaling , leads to Landau-pole-like singularities, which prevent the complete re-
moval of the regulator term. We interpret their presence as a signal for the invalidity of the
Coulomb branch as a possible realization of Yang-Mills theory. The decisive feature of the
left panel of Fig. 5.12 is the presence of a minimum at m2min . If there were no dynamical
mass gap generation, m2 would have to go to zero as we lower m2Λ . In contrast, we find
that the resulting gluon mass gap is always larger than the value it takes at m2Λ = m
2
min .
This entails that all solutions to the left of the minimal value, m2Λ < m
2
min , are charac-
terized by a large dynamical contribution to the gluon mass gap, which we interpret as
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2 ] confined branch
Higgs branch
Figure 5.11.: Ghost dressing functions 1/Zc(p) (left) and gluon propagators 1/(p
2ZA(p))
(right) for different values of the ultraviolet gluon mass parameter. Blue re-
sults correspond to the Higgs-like branch, red results to the confined branch,
and the solid red line to the scaling solution.
confinement. The decoupling solution in Fig. 5.5 – 5.8 corresponds to the solution obtained
with m2Λ = m
2







also yield decoupling solutions. This is indicated by the gray bands. Without resolving
the longitudinal sector, it is not possible to discriminate between the different decoupling
solutions. The lattice simulations, however, seem to favor a gluon propagator that is at
least close to this minimal mass gap, as is best seen from the left panel of Fig. 5.6.
As a second criterion for distinguishing between confined and deconfined Higgs-like
solutions, we use the presence of a maximum at non-vanishing momenta in the gluon
propagator, which signals positivity violation [32]. In the right panel of Fig. 5.12, we show
the location of the maximum in the gluon propagator, again as a function of the gluon
mass parameter, m2Λ −m2Λ,scaling . We clearly see a region of confining solutions that show
a back-bending of the gluon propagator at small momenta, see Fig. 5.11. The dashed
line, separating the shaded from the white region in the right panel of Fig. 5.12, indicates
the smallest momentum value at which the gluon propagator has been calculated (in [1]).
With this restriction in mind, the fit in the inlay demonstrates that the location of the










which yields the critical exponent
α = 1.95± 0.6 ,
in the symmetric momentum approximation. This power law behavior has been disputed
in [202]. There, it is proposed that the scale of positivity violation pmax does not disappear
for large gluon mass parameters but, instead, is pushed to much lower scales not resolved
numerically here. The authors of [202] argue that it is not a transition between qualita-
tively different phases but a smooth crossover between quantitatively different regimes.
Therefore, we refine the numerical analysis and discuss analytic arguments in Sec. 5.4.3.
Albeit an important detail, this does not alter the conclusions of this chapter (and, equiv-
alently, [1]). In particular, to plot the results we defined the decoupling solution to be
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Figure 5.12.: Left: Gluon mass gap over the gluon mass parameter m2Λ −m2Λ,scaling , where
m2Λ,scaling denotes the parameter that yields the scaling solution.
Right: Momentum value at which the gluon propagator assumes its max-
imum as a function of the gluon mass parameter m2Λ − m2Λ,scaling , cf. also
Fig. 5.11. The inlay exposes the power law behavior of the gluon propagator
maximum in the vicinity of the transition region, see (5.32).
Both plots were obtained from our numerically less-demanding symmetric
momentum approximation. We have repeated this analysis in the transition
regime from Higgs-like to confinement branch also with the best approxima-
tion and find the same behavior. The shaded area marks momentum scales
that are not numerically resolved in the present work. The points in this re-
gion rely on a generic extrapolation. See Sec. 5.4.3 and in particular Fig. 5.18
for a refined version of this plot.
the one that has the minimal mass gap, which is unaffected by the (non-)existence of a
maximum at non-vanishing momenta.
As discussed in detail in Sec. 5.2, a gluon mass gap necessitates irregularities. The scaling
solution contains these irregularities in the propagators, cf. (5.19), by definition. For the
decoupling-type solutions, we excluded infrared irregularities of diagrammatic origin in
Sec. 5.2.4. Thus, for the decoupling-type solutions our arguments for the validity of the
solutions are weaker and remain to be investigated in computations that include at least
parts of the longitudinal system, cf. the discussions in Sec. 5.1.3 and 5.2.1. Additionally,
it might be necessary to expand about the solution of the equation of motion, see [226].
We end this section with a summary of the findings on the gluon mass gap. In the right
panel of Fig. 5.12 we can distinguish a confining branch with positivity violation and a
Higgs-like deconfined branch with a massive gluon propagator. A Coulomb-type solution,
on the other hand, can never be produced with the functional renormalization group since
any attempt to do so leads to Landau-pole-like singularities. The non-existence of the
Coulomb branch is tightly linked to the non-monotonous dependence of the mass gap
on the initial gluon mass parameter, see the left panel of Fig. 5.12. This behavior is of
dynamical origin and is also responsible for the existence of the scaling solution for the
smallest possible ultraviolet gluon mass parameter.
5.3.5. Discussion
As discussed in Sec. 5.3.1, one non-trivial feature of the different vertex couplings is their
quantitative equivalence for momenta down to p ≈ 2 GeV, see Fig. 5.6. This property
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Figure 5.13.: Ghost-gluon (left) and three-gluon (right) vertex dressings, λc¯cA(p, q, 0) and
λA3(p, q, 0) , at orthogonal momentum configurations.
Figure 5.14.: Left: Four-gluon vertex dressing function λA4(p, q, t = 0) in the tadpole
configuration. The angular dependence is small compared to the momentum
dependence.
Right: Four-gluon tadpole configuration evaluated in the symmetric mo-
mentum approximation λA4(p¯ =
√
(p2 + q2)/2) , showing a quantitative and
qualitative deviation from the full calculation.
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extends the universal running of the vertex couplings into the semi-perturbative regime.
On the other hand, the couplings violate universality in the non-perturbative regime for
p . 2 GeV. The universality down to the semi-perturbative regime is a very welcome fea-
ture of Landau gauge QCD, as it reduces the size of the non-perturbative regime and hence
potential systematic errors. In particular, one running coupling is sufficient to describe
Landau gauge Yang-Mills theory down to momentum scales of the order of the gluon mass
gap. This suggests using the propagators together with the ghost-gluon vertex coupling
for simple semi-quantitative calculations. The above structure explains and supports the
semi-quantitative nature of the results in less advanced approximations.
This implies that self-consistent calculations of vertices have to reproduce this uni-
versality of the vertex running couplings, in particular for semi-perturbative momenta
2 GeV . p . 10 GeV. We find that a violation of the degeneracy even leads to the loss of
qualitative properties of the non-perturbative results. This sensitivity extends to QCD,
where it is found that deviations on the percent level have a qualitative impact on chiral
symmetry breaking [3, 65]. This is one of the main subjects of Chapter 7.
We close this discussion with the remark that universality in the semi-perturbative
regime is tightly linked with the consistent renormalization of all primitively divergent
correlation functions. We find it crucial to demand the validity of the Slavnov-Taylor
identities, given by (5.17), only at momentum scales considerably below the ultraviolet
cutoff scale Λ . Close to the ultraviolet cutoff scale, (5.17) is violated. This constitutes
no restriction to any practical applications since the cutoff can always be chosen large
enough, such that no cutoff effects can be found at momenta p ≤ µ Λ .
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(f) λA3(p, 0, 0) .
Figure 5.15.: Left: Ghost-gluon vertex dressing function λc¯cA(p, q, cos^(p, q)) in compar-
ison to SU(2) lattice [238, 239, 250] and DSE results [191, 246].
Right: Three-gluon vertex dressing function λA3(p, q, cos^(p, q)) compared
to SU(2) lattice [238, 239, 250] and Dyson-Schwinger [165] results. While
the colored lattice points are taken from [238, 239], the black ones are
based on [238, 239], but stem from [251]. These were obtained from
N ∈ {244, 324} lattices with β ∈ {2.13, 2.39, 2.60} and lattice spacing
a−1 ∈ {0.8 GeV, 1.6 GeV, 3.2 GeV} .
We rescaled all DSE results to match our scaling solution at the symmetric
momentum configuration at p = 2 GeV . Note that the scaling and decou-
pling solutions differ in the ultraviolet due to the different field renormal-
izations, cf. Fig. 5.5. The running couplings, given by (5.18), agree. We
elaborate on the gauge group dependence of our results in Sec. 5.4.1.
56
5. Yang-Mills Correlators 5.4. More and Refined Results
5.4. More and Refined Results
This section contains additional and refined results1 that are not already published in [1].
In particular, we discuss a central aspect of Yang-Mills theory, the gauge group. We then
consider beta functions defined from different vertices. Last but not least, we refine the
mass gap analysis and revisit the infrared behavior.
5.4.1. Gauge Group Dependence
We only assumed that the gauge group is non-Abelian, but did not specify the Lie group
any further. We did not need to do so because in the truncation used all color traces
can be taken without specifying the gauge group: The Jacobi identity for the structure
constants,
fabef cde + f cbefdae + fdbeface = 0 , (5.33)
and the definition of the quadratic Casimir operator, see (4.3), directly lead to




All color traces can be taken by repeatedly applying (4.3), (5.33) and (5.34). This also
holds for the box(-like) four-gluon vertex diagrams with color structures of the form
famnf bnof colfdlm since we project the four-gluon vertex with the classical tensor.
The only group constant appearing in the equations is the quadratic Casimir operator
of the adjoint representation CA since the dimension of the adjoint representation NA
cancels. Furthermore, the quadratic Casimir CA occurs only in combination with the
coupling at the renormalization point, α(µ) · CA ≡ α˜(µ) . Thus, it can be absorbed into
a redefinition of the running coupling, or, equivalently, the scale of the theory. Therefore,
the propagators are identical for all groups, and the different couplings can be obtained by
a trivial rescaling with CA . All couplings shown correspond to CA = 3 (which is also the
value for SU(3) , see (4.5)). We emphasize that this does not indicate a poor truncation.
Also perturbatively, the beta function of Yang-Mills theory has a trivial group dependence
up to three loops, cf. Sec. 2.2. Furthermore, lattice simulations at vanishing temperature
show that the propagators of SU(2) and SU(3) Yang-Mills theory agree well in the mid-
momentum regime [253, 254]. Finally, the infrared scaling fixed point has at most a small
gauge group dependence since the running couplings of the classical tensor structures are
of the form αi/CA = α˜i at the fixed point, see, e.g., [216].
5.4.2. Beta Functions
We discussed asymptotic freedom and the perturbative QCD beta function in Sec. 2.2.
Our truncation includes all primitively divergent n-point functions and, thus, all ultraviolet
relevant couplings. Therefore, our solution does not only exhibit asymptotic freedom, but
1 The results presented here are obtained in the semi-quantitative symmetric momentum approximation
discussed in Sec. 5.3.2. It was already shown in Sec. 3.1.2 that the choice of the regulator shape function
has no influence on the vacuum results. Nonetheless, here we employ the exponential regulator given
with m = 2 instead of the smooth flat regulator since we consider finite temperature in Chapter 8 and
the exponential regulator is better suited for the calculation of thermodynamic quantities [252].
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Figure 5.16.: Beta functions extracted from different running couplings for the scaling
(left) and the decoupling solution (right). Dotted and dashed lines depict
the one- and two-loop beta functions, respectively.
also allows for the calculation of beta functions beyond the perturbative Landau pole. We







Here, i ∈ {c¯cA, A3, A4} stands for any of the classical vertices, cf. Fig. 5.6 and 5.9 for plots
of the running couplings. On the two-loop level, the beta functions are renormalization
scheme independent, which makes them suited for comparisons in the region where three-
loop effect are negligible. Perturbatively, the different beta functions coincide. However,
the occurrence of the gluon mass gap causes the transverse non-perturbative running
couplings to differ at low momentum scales. Assuming that (5.35) is sensible in the
infrared, we present the beta functions of the scaling and decoupling solution for the full
theory space in Fig. 5.16. At small couplings, we recover the perturbative behavior, given
by (2.18), and thus asymptotic freedom. Once the couplings reach a certain strength, they
leave the perturbative regime and deviate from each other.
In the strong-coupling regime, the beta functions of the scaling and decoupling solutions
differ qualitatively. This is best seen from the ghost-gluon vertex beta function. In the
case of the scaling solution, it stays negative for all values of the coupling. While it shows
the expected perturbative behavior at small couplings, it assumes its infrared fixed point
with vanishing beta function at large couplings. This reflects that the ghost-gluon vertex
coupling monotonously increases from the ultraviolet to the infrared.2 In contrast, the
infrared behavior of the decoupling solution given by (5.20) entails positive beta functions
in the infrared where the couplings vanish again. Note that the running couplings of the
gluonic vertices, similar to the ghost-gluon vertex running coupling, assume fixed points
values with βi(αi > 0) = 0 in the infrared, but at such tiny coupling values that they are
not visible in Fig. 5.16. To conclude, the beta functions make the infrared difference of the
scaling and decoupling solutions apparent: While the decoupling running couplings flow
2 Indeed, our numerical data shows (see Fig. 5.6) a decrease of the ghost-gluon vertex running coupling
in the deep infrared, which corresponds to a positive beta function. However, the behavior of all
n-point correlation functions at the scaling fixed point is analytically known, see Sec. 6.2.2 and in
particular (6.1), and yields that the beta functions defined by (5.35) become zero in the infrared. Thus,
we attribute this to numerical artifacts and cut the line of the ghost-gluon vertex beta function at
βc¯cA(αc¯cA) = 0 in Fig. 5.16.
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Figure 5.17.: Scaling (solid) and decoupling (dot-dashed) beta functions in the perturba-
tive regime normalized with the one-loop beta function.
into a fixed point at the origin at which both the beta functions and the couplings vanish,
the scaling solution remains strongly interacting down to arbitrarily low scales since the
couplings flow into a fixed point for which βi(αi) = 0 with αi > 0 .
We close this section with a precision test of our truncation at high momenta. To
this end, Fig. 5.17 shows the scaling as well as the decoupling beta functions normalized
with the perturbative one-loop result along with the normalized two-loop beta function.
This plot reveals small deviations of the different beta functions also in the ultraviolet for
0.2 . α . 0.4 . These exist because we aim to enforce the STI, (5.17), which entails the
exact degeneracy of the beta functions at the renormalization scale, at vanishing cutoff
k → 0 . However, since the vertex dressings can only be chosen at the cutoff scale k = Λ ,
this is an initial value problem and the deviations at small couplings correspond to our
numerical uncertainty of this initial value problem. At the smallest couplings shown in
Fig. 5.17, the beta functions show a seemingly odd behavior. This behavior stems from
cutoff effects discussed in Sec. 5.3.5. Hence, Fig. 5.17 underlines the arguments from
Sec. 5.3.5 that an appropriate treatment of the cutoff effects is important.
All our beta functions lie between the one- and two-loop result. This can be understood
from the employed truncation: We self-consistently back-couple the momentum depen-
dence of the dressing functions. Thus, our truncation is better than one-loop. However,
we have not included any non-classical tensors. These are generated at the one-loop level
and contribute at the two-loop level. Thus, two-loop precision requires the inclusion of
non-classical tensors in the truncation, as can be seen from Fig. 5.17.
5.4.3. Refined Mass Gap Analysis
We first present refined numerical results and then discuss analytical arguments. Here
we improve the results for the mass gap and the back-bending scale shown in Fig. 5.12
by increasing the numerical precision and computing the gluon propagator down to lower
momenta p = 3 MeV. These results are shown in Fig. 5.18. Clearly, the gluon mass
parameter that yields the minimal mass gap, m2min , and the parameter that moves the
scale of positivity violation below our resolved momentum range, m2c , do not coincide
any longer, leaving us with an intermediate phase. The propagators corresponding to the
boundary values of the different phases are displayed in Fig. 5.19 and 5.20. In contrast
to the previous section where the propagator dressings are normalized to the lattice data,
here the dressings are normalized in the ultraviolet.
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Figure 5.18.: Gluon mass gap and scale of positivity violation as a function of the gluon
mass parameter m2Λ − m2Λ,scaling . In contrast to Fig. 5.12, this more pre-
cise calculation shows the existence of an intermediate phase between the
deconfined and the confined phase.
The decisive question is the physical meaning of the intermediate phase. To understand
the different solutions, we first note that the back-bending of the gluon propagator is driven
by the ghost-loop. The latter causes dimensionally suppressed logarithmic divergences in
the case of a decoupling solution. Thus, the infrared momentum dependence of the decou-
pling gluon propagator is schematically given by Γ
(2)
AA(p) ≈ m2 + cgh-loop p2 log(p2/Λ2QCD) ,














+ const. < 0 . (5.36)
For all solutions apart from the scaling solution, the massless ghost loops have the same
infrared structure as the perturbative ghost-loops. In essence, the dressed ghost propagator
and ghost-gluon vertex are bounded from below by their classical counterparts. Thus, a
contribution of the type (5.36) is present for all gluon mass parameters m2Λ > m
2
Λ,scaling .
Therefore, the authors of [202] argue that the back-bending cannot disappear. However,
the ghosts do not only cause a (suppressed) logarithmic divergence in the gluon propagator
but also induce a logarithmic divergence in, e.g., the three-gluon vertex. Feeding back these
logarithmic divergences in the gluonic vertices into the propagator equations may lead to
(suppressed) logarithmic divergences with the opposite sign compared to the ghost-loop
contribution (5.36). This could lead to a dynamic non-trivial vanishing of the backbending
of the gluon propagator. Our numerical results shown in Fig. 5.18 are compatible with
both scenarios, the vanishing and the non-vanishing of the backbending at large gluon
mass parameters. Clarifying this situation requires the full analytical infrared momentum
structure of the ghost-loop contributions to the gluonic vertices. This is beyond the scope
of the present investigation. In the light of these findings, the intermediate phase can
be understood easily. At very large unphysical values for the gluon mass parameter,
the backbending either vanishes or occurs at very small momenta. Lowering the gluon
mass parameters strengthens the ghost propagator, which induces the backbending in our
numerical results. Further decreasing the gluon mass parameter also lowers the gluon
mass gap until at some value m2min the mass gap starts to increase again and the so-called
confined phase, which is distinguished by a large dynamical contribution to the physical
mass gap, begins. The crucial question is for which gluon mass parameter the unphysical
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Figure 5.19.: Gluon propagator (left) and gluon propagator dressing (right) as obtained
with different values for the gluon mass parameter. The decoupling solution
corresponds the maximal gluon mass parameter that yields a solution in the
confined phase, the minimal backbending solution to the maximal parameter
that gives a solution in the intermediate phase, cf. Fig. 5.18.
contribution becomes zero at vanishing RG scale. If this is not the scaling solution,
for which we presented arguments in Sec. 5.2, it cannot be resolved without solving the
longitudinal sector or the mSTIs.
We close this section with a comment on the formal possibility to obtain a family of
solutions in the standard functional setup without Gribov-Zwanziger terms in the action.
First of all, we can ignore the existence of the gluon mass parameter in BRST-symmetry-
breaking regularization schemes. Although it is used to trigger different solutions above,
it is uniquely fixed by a corresponding mSTI. Thus, we are left with five renormalization
constants for the primitively divergent Greens functions. However, only two of the five
renormalization constants, say, e.g., the ones of the propagators, can be chosen freely since
the others are then fixed by the STI, see (5.17). The freedom to choose these corresponds
to simple field renormalizations that result in a momentum-independent rescaling of the
dressings. Consequently, there is no parameter left to dial the infrared behavior. Hence,
it is impossible to choose between the scaling and the (family of) decoupling solution(s) if
multiplicative renormalizability holds non-perturbatively. This also implies that the value
of the ghost propagator dressing in the infrared cannot be changed without rescaling the


































Figure 5.20.: Ghost propagator dressing for different values of the gluon mass parameter.
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5.5. Conclusion
We investigated Landau gauge Yang-Mills theory with a systematic vertex expansion of
the effective action. Our truncation includes not only ghost and gluon propagators but also
momentum-dependent dressings of the transverse ghost-gluon, three-gluon and four-gluon
vertices. The approximation is self-consistent and self-contained such that no modeling
of correlation functions is required. We circumvented solving the modified STIs of the
vertices by demanding that the STIs are fulfilled at vanishing RG scale. This leads to a
consistent running of all vertices in the perturbative regime and requires as only input the
running coupling at the renormalization scale, i.e., the physical parameter of Yang-Mills
theory. The presented beta functions of different vertices highlight the infrared differences
between the scaling and decoupling solutions. The numerical results, and in particular
the gluon propagator, are in very good agreement with SU(3) lattice results. Moreover,
the comparison of different momentum approximations for the vertices indicates apparent
convergence of the expansion scheme. However, the importance of non-classical tensors as
well as non-classical vertices has to be checked in future investigations.
Special emphasis was put on the analysis of the dynamical generation of the gluon
mass gap at non-perturbative momenta. We presented clear numerical evidence for a dy-
namical mass gap contribution in our calculation. Self-consistency in terms of the STIs
necessitates infrared irregularities in the correlation functions. The source of these irreg-
ularities is traced back to the infrared-divergent ghost propagator for the scaling solution.
In decoupling-type solutions, the source of these irregularities is harder to identify, where
the creation of diagrammatic infrared irregularities is ruled out by general arguments as
well as explicit calculations. Within our truncation, we can exclude irregularities of non-
diagrammatic origin in the purely transverse subsystem. Hence, it is necessary to solve
the longitudinal system to answer whether the required irregularities are generated for
decoupling-type solutions, which is deferred to future work. Furthermore, we pointed out
that we cannot formally obtain an infrared family of solutions in the present approach.
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Yang-Mills theory in four dimensions shares many of its qualitative features such as con-
finement with the three-dimensional theory, see, e.g., [255]. In this chapter correlation
functions of three-dimensional Yang-Mills theory are computed. The motivation is twofold:
(A) Testing ground:
Since lattice simulations are significantly less demanding in three than in four di-
mensions, the three-dimensional theory may serve as a test bed. Propagators have
been studied intensively on the lattice [35, 123, 232–234, 238, 239, 256–265], with
DSEs [230, 241, 266–270], and in semi-perturbative settings [189, 193, 240]. Ver-
tices have also been investigated on the lattice [238, 239] as well as with functional
methods [193, 201, 241]. Particularly noteworthy is [201], where for the first time
a closed set, in the sense that no modeling of correlation functions is required, of
Yang-Mills DSEs has been solved. Hence, the three-dimensional theory is ideally
suited to compare DSE, FRG, and lattice results.
(B) High temperature limit:
In the limit of asymptotically high temperatures, four-dimensional Yang-Mills theory
becomes dimensionally reduced, i.e., it is equal to the three-dimensional theory cou-
pled to an effective adjoint Higgs field, see, e.g., [266] for a DSE study and [271] for
generic high-temperature reduction rules. We come back to this point in Chapter 8.
The outline of this chapter is as follows: In Sec. 6.1 we discuss the basic differences of
the theory in three and four spacetime dimensions. In Sec. 6.2 we report our results and
compare them to DSE and lattice results. We briefly conclude in Sec. 6.3.
The calculations in this chapter were performed by the author of this thesis alone.
However, with the foundations provided here, Lukas Corell [272] investigated the influence
of additional momentum dependencies and tensor structures. These results are deferred
to a forthcoming publication [273].
6.1. Basics
To begin, we perform a standard dimensional analysis. Demanding that the action (2.9)
is dimensionless implies that the Lagrangian density is of mass dimension [L] = d . From
the kinetic terms we obtain the field dimensions,
[A] = [c] = [c¯] =
d
2
− 1 and [q] = [q¯] = d− 1
2
.
Reading off the dimension of the coupling from any of the vertex terms yields
[g] = 2− d
2
=⇒ [α] = 4− d .
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Figure 6.1.: Gluon propagator compared to DSE [201] and lattice [238, 239, 251] results.
Thus, for d = 3, the running coupling α is of mass dimension one and, therefore, QCD is
super-renormalizable in three dimensions. Hence, no ultraviolet divergences appear and
all propagator and vertex dressings become unity in the limit of large momenta.
Here, we strive to compute Yang-Mills correlators in three dimensions. Based on Chap-
ter 5, this is a straightforward task. Therefore, we only point out the differences to four
dimensions:




→ ∫ d3 q
(2pi)3
.
2. To derive the equations, the trace has to be taken in three dimensions, which is
supported by FormTracer, see Chapter 4. For the case of pure gauge theory with
Euclidean metric, this simply amounts to setting δµµ = d→ 3 .
3. Since the running coupling is now dimensionful and defines the initial cutoff scale,
it must be chosen appropriately.
In the next section we present results obtained from solving the coupled system of FRG
equations shown in Fig. 5.4. We restrict the discussion to the unique scaling solution
since the decoupling solution brings little additional insights here. Furthermore, we em-
ploy the symmetric momentum approximation for the vertices, which has proven to be
reliable in four dimensions (see Sec. 5.3.2 and in particular Fig. 5.8) and is even better in
three dimensions [272, 273]. We use the exponential regulator shape function (3.11), see
Sec. C.3 for more details. However, the dressings are independent of regulator choice in
four dimensions (as demonstrated in Sec. 3.1.2) as well as in three dimensions [272, 273].
6.2. Results
Below we discuss the propagators, the scaling fixed point, and the vertex dressings.
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Figure 6.2.: Gluon propagator (left) and ghost propagator dressing (right) in comparison
with DSE [201] and lattice [238, 239, 251] results.
6.2.1. Propagators
Figure 6.1 depicts our gluon propagator dressing in comparison with DSE [201] and lat-
tice [238, 239, 251] results. In the limit of large momenta, all gluon propagator dressings
converge to unity as expected. In the mid-momentum, the lattice gluon propagator dress-
ings show a much stronger bump than the functional results, which lie relatively close
to each other. The DSE and FRG results were obtained in a similar truncation. Both
calculations included all classical tensor structures but no non-classical vertices or tensor
structures. While our results are computed with the symmetric momentum approxima-
tion for the vertices, the DSE results were calculated with the full momentum dependence.
However, the effect of additional momentum dependencies is negligible compared to the
effect of additional tensor structures [272]. However, the DSE result is a decoupling so-
lution whereas our solution is the unique scaling solution. In general, a stronger ghost
propagator entails a higher bump in the gluon propagator dressing. This may be one of
the reasons why the FRG gluon propagator dressing shows a somewhat stronger bump
than the DSE dressing. To summarize, the functional results agree within truncation and
resummation uncertainties but show a less pronounced bump than the lattice gluon prop-
agator dressing. We attribute the missing strength to the non-converged truncation with
respect to tensor structures and vertices.
Figure 6.2 displays the gluon propagator and the ghost propagator dressing. The left
panel reveals the back-bending of the gluon propagator, which is a necessary condition for
confinement. Although not clearly visible from the plot, our gluon propagator vanishes
with a power law in the infrared, cf. also the next Sec. 6.2.2, whereas the DSE and lattice
gluon propagators converge to a constant at vanishing momentum. This difference between
the scaling and the decoupling solution is apparent in the ghost propagator dressing shown
in the right panel of Fig. 6.2. The agreement between our, the DSE and lattice ghost
dressing function is not good. The scales of the functional results are set such that the
gluon propagator dressings assume their maximal values at the corresponding lattice scale,
p ≈ 1.1 GeV. The agreement between the ghost propagator dressing functions could be
improved by dramatically changing the scale-setting procedure. In turn, however, the
agreement with the gluon propagator shown in the left panel of Fig. 6.2 would be worse.
Furthermore, the bump height of the gluon propagator dressing in Fig. 6.1 is not affected
by the scale setting prescription. We conclude that the functional results and the lattice
do not agree well, no matter how the scale is set.
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Figure 6.3.: Ghost anomalous dimension (left) and ghost-gluon vertex dressing (right) at
the symmetric point compared to DSE [201] and lattice [238, 239, 251] results.
6.2.2. Infrared Scaling Fixed Point
The scaling behavior of any (2n+m)-point function with 2n ghost and m gluon legs in d
dimensions is given by [217–219]:
lim
p→0
λ(2n,m)(p) ∝ (p2)(n−m)κ+(1−n)( d2−2) . (6.1)
For the two-point functions, the scaling power laws are given by [118, 119]
Γc¯c(p) ∝ p2 · (p2)κ
ΓAA(p) ∝ p2 · (p2)−2κ+ d2−2 , (6.2)
where we took their canonical dimensions into account. The double-logarithmic ghost
propagator dressing plot in Fig. 6.2 clearly reveals the scaling behavior. Fitting the prop-
agators with (6.2), we obtain the scaling exponent in three dimensions,
κd=3 = 0.321± 0.001 ,
where the uncertainty stems from the difference of the ghost and gluon propagator fits.
In the FRG framework, the propagators depend not only on the momentum p , but also
on the RG scale k . Above we considered only the behavior at vanishing cutoff scale k = 0
and implicitly used the notation Z(p) ≡ Z(k = 0, p) . However, it is worthwhile studying
the ghost propagator dressing at non-vanishing cutoff to understand how the theory flows
into the repulsive scaling infrared fixed point. To this end, we define a scale-dependent
ghost anomalous dimension,
ηc(k) = −k∂kZc(k, p = k)
Zc(k, p = k)
.
It is shown in the left panel of Fig. 6.3. At high scales, it converges to zero as required by
perturbation theory. To obtain the scaling solution, we fine-tune the gluon mass parameter
at the cutoff scale such that the theory flows into its repulsive infrared fixed point. At the
fixed point, the ghost anomalous dimension becomes
ηd=3c = lim
k→0
ηd=3c (k) = −0.649± 0.001 .
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Figure 6.4.: Three-gluon (left) and four-gluon (right) vertex dressings in comparison with
DSE [201] and lattice [238, 239, 251] results at the symmetric momentum
configuration.
It is a non-trivial result that one can reach the scaling fixed point by simply fine-tuning
the gluon mass parameter. If one chooses a lower gluon mass parameter at the ultraviolet
cutoff scale, the theory flows into a Landau pole and the ghost anomalous dimension
diverges at a finite cutoff scale, see Fig. 6.3. This entails that the regulator terms cannot
be fully removed. In contrast, a higher gluon mass parameter at the cutoff scale leads to
a constant ghost dressing function in the infrared, i.e., a decoupling solution. In this case
we have limk→0 ηd=3c (k) = 0 , which is also shown in Fig. 6.3.
6.2.3. Vertices
The ghost-gluon and gluonic vertex dressings are shown in comparison with DSE [201]
and lattice [238, 239, 251] results in Fig. 6.3 and 6.4. As for the propagators, all dressing
converge to unity in the ultraviolet. The lattice ghost-gluon vertex dressing has its peak
at a higher scale than the dressings computed with functional methods. This is expected
since the ghost propagator dressing shows a similar scale mismatch. The DSE ghost-gluon
vertex is stronger than the FRG vertex in the mid-momentum regime. The former matches
the lattice ghost-gluon vertex strength within the uncertainties. As discussed in Sec. 3.2,
there exist two DSEs for the ghost-gluon vertex that are equivalent unless truncations are
applied. In the truncation used in [201], the quantum contributions to the ghost-gluon
vertex differ by almost a factor of two depending on which DSE is used. The dressing
shown in Fig. 6.3 corresponds to the one that shows better agreement with the lattice
results. The other DSE dressing from [201] lies beneath the FRG result.
The FRG three-gluon vertex dressing shows very good agreement with the lattice results
over all momenta. The agreement in the infrared is surprising since the lattice features
a decoupling solution, which has a linearly divergent three-gluon vertex dressing func-
tion [193, 201, 241], whereas our solution is the scaling solution, which has a stronger




, as given by (6.1). However, the mid-
momentum and ultraviolet regimes, that are less affected by non-perturbative gauge fixing
issues and more important for hadronic observables, also agree very well.
The FRG and DSE four-gluon vertices agree within the resummation and truncation
uncertainties discussed above. As of now, lattice measurements of the four-gluon vertex
are not available. The four-gluon vertex dressing function is qualitatively similar to the
dressing function in four dimensions, cf. Fig. 5.8.
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6.3. Conclusion
We compared correlators of three-dimensional Yang-Mills theory from functional methods
to lattice results and found a sizable mismatch. This is most obvious from the height
of the gluon propagator dressing bump in Fig. 6.1 but can also be seen from the scale
mismatch of the correlation functions with ghost legs, see, e.g., Fig. 6.3. This discrepancy
can be attributed to the truncations in functional studies that are being extended [273].
Although we used the same truncation, the agreement of FRG and lattice results is better
in four than in three dimensions. While the precise reason for this should be clarified in
the future, it is reassuring that the truncation seems to converge faster in the physical
case of four dimensions.
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7. Unquenched Two-Flavor QCD
Within functional continuum methods, the focus is gradually shifting from qualitative
bottom-up towards ab-initio top-down approaches [65–73, 198, 274–287]. Here, we calcu-
late Non-perturbative quark, gluon and meson correlators of unquenched QCD [3] in the
vacuum with the aim of quantitative precision. This technically sophisticated analysis con-
stitutes a prerequisite and a major step towards quantitative first-principle studies of the
QCD phase structure within the FRG approach. In addition, such top-down approaches
allow the formulation of QCD-enhanced effective models for different aspects of the strong
interaction, see, e.g., [66–73].
Our large truncation is necessitated by the delicate mechanism of spontaneous chi-
ral symmetry breaking. Even small deviations of the running couplings in the semi-
perturbative regime can lead to the absence of dynamical chiral symmetry breaking [65].
In addition, a quantitative resolution of the quark-gluon interaction turns out to be of
qualitative importance [65, 198, 288, 289]. To guarantee the crucial self-consistent run-
ning of the vertices, we exploit the quark-gluon vertex STI to constrain the transverse
quark-gluon vertex in the perturbative and semi-perturbative regimes. In particular, we
take loop corrections to the STI into account [164, 289–292]. In the non-perturbative
regime, the STI cannot be used to constrain the transverse vertex. Therefore, we solve its
full flow equation below a certain scale that we estimate by means of the gluonic couplings.
This chapter is based on [3], which, in turn, is based on a study of chiral symmetry
breaking in quenched QCD [65] as well as Chapter 5 (i.e., [1]). While the author of this
thesis was involved in all stages of accomplishing [3], the final numerical simulations and
many of the plots were made by my collaborators. In Sec. 7.1 we setup the calculation.
The numerical results are presented in Sec. 7.2 and subsequently discussed in Sec. 7.3. We
conclude in Sec. 7.4.
7.1. Setup
Most of the setup has already been introduced in Chapters 2 – 5. Thus, we focus on the
changes specific to the inclusion of quarks. In Sec. 7.1.1 we elaborate on the flow equations
and the dynamical hadronization of resonant four-quark channels. We elaborate on the
truncation and the tensor bases in Sec. 7.1.2 and 7.1.3, respectively. On that basis, we




dt = − − +12
Figure 7.1.: Wetterich equation for QCD, see Fig. 7.2 for the line coding.
7. Unquenched Two-Flavor QCD 7.1. Setup
7.1.1. Flows and Dynamical Hadronization
To obtain the flow equation shown in Fig. 7.1, an appropriate regulator term that suppress
ghost, gluon and quark fluctuation is added to the classical action, S → S + ∆S . The
regulator term ∆S = ∆SYM + ∆SM consists of the Yang-Mills part, given by (5.1), and a









φRφk φ . (7.1)
The regulator functions Rk are given in Sec. C.3. In order to capture resonant four-quark
channels, we introduced auxiliary hadronic degrees of freedom in (7.1) that represent the
sigma meson and the pions,
φ = (σ, ~pi) .
The super-field now includes the auxiliary mesonic fields,
Φ = (Aµ, c, c¯, q, q¯, φ) .
The evolution of the effective action Γk , is then given by a generalized version of the









Analogously to [25, 65, 68], the last term in (7.2) introduces the scale-dependent auxiliary
fields via their flows. In order to hadronize the scalar-pseudoscalar channel of the four-






∂tAq¯Taf q,k(p− q, q) [q¯T af q] (p− q, q) , (7.3)
where Aq¯Taf q,k is still at our disposal. Further, in (7.3) we introduced generators for the
flavor symmetry T af . For a ∈ {1, 2, 3} the generators correspond to SU(2) generators,
i.e., the Pauli matrices divided by 2 , and T 0f is the unit matrix divided by 2 . Thus, φ
a
k
represents a bosonic field with the quantum numbers of the pions (f0(500)) for a = 1, 2, 3
(a = 0). Due to (7.2) and (7.3), any (2 + n)-point function that includes at least one
quark-antiquark pair q¯ T af q gets an additional contribution to the flow,
∆∂tΓ
(2+n)








δΦin(pn) · · · δΦi1(p1) δ[q¯T af q](pq¯, pq)
,
where we imply momentum integration in the numerator. In particular, the flow of the
four-quark interaction channel ∆∂tΓ
(4)
(q¯Taf q)
2 , corresponding to pion or sigma-meson ex-
change, and the quark-meson Yukawa interaction ∆∂tΓ
(3)
(q¯Taf q)φ
a(p, q) are modified. We




2(p, −p, p, −p) ≡ 0 ,
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Figure 7.2.: Vertex expansion of the effective action. Wiggly lines represent gluons, dotted
lines ghosts, solid lines quarks and dashed lines represent mesons introduced
via dynamical hadronization to capture resonant structures in four-quark in-
teractions. The effective action is expanded about the expectation value of
the scalar meson field, which acquires a non-vanishing value in the chirally
broken phase. The symmetric momentum configuration is denoted by p¯ .
i.e., the quantum corrections to the four-quark interaction are re-written as an exchange
of the auxiliary degrees of freedom φak in each RG step. With this re-parameterization
of the effective action, the remaining channels of the four-quark vertex remain finite, see
Fig. 7.7b. This dynamical hadronization procedure results in a redefinition of one-particle
irreducibility. In the present case, a 1PI four-quark interaction is transformed into the
one-particle reducible exchange of mesons. This allows to efficiently include the effects of
the multi-scatterings of the resonant channels via the inclusion of the corresponding higher
interactions, see the bottom line of Fig. 7.2. Since dynamical hadronization is merely a
technical means to tame resonant interaction channels, no information loss occurs and the






yielding the standard effective action in terms of the fundamental QCD degrees of freedom,
ΓQCD[A, c, c¯, q, q¯] = Γ[Φ]|φ=φEoM .
We discuss the four-quark interactions further in Sec. 7.1.4, but refer to [25, 65, 68, 69, 293–
295] for more and in particular technical details on dynamical hadronization.
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− − + +
−12 −2 − + perm.
=
Figure 7.3.: Truncated flow equation for the quark-gluon vertex. Permutations of regu-
lator insertions as well as (anti-)symmetric permutations of external legs are
omitted.
7.1.2. Truncation
We approximate the effective action within a vertex expansion scheme, cf. Sec. 3.1.3. We
summarize the truncation in Fig. 7.2. Due to its extraordinary size, we refrain from giving
explicit diagrammatic representations for all flow equations. However, as a representative
example, we show the truncated flow equation for the quark-gluon vertex in Fig. 7.3. We
want to point out that the flow equations and their diagrammatic representation can easily
be derived with the computer algebraic tool DoFun [141]. To handle the vast system of
coupled integro-differential equations, we employ the workflow of the fQCD collaboration,
see Sec. C.1.
In the remainder of this section, we mainly discuss those points that are not already
contained in the previous works [1, 65]. Using the vertex expansion, the effective action










T (i)Φi1 ...Φin . (7.4)
For vertices that appear in the classical action, the classical tensor structure corresponds
to the index i = 1 . The discussion of the non-classical tensors is postponed to Sec. 7.1.3.
While the quark-gluon vertex tensor basis is explicitly given in Sec. 7.1.3, the tensor bases
of higher vertices are deferred to the appendix, see Sec. C.5. In contrast to the previous
studies, the improved truncation considered here includes the two-quark-two-gluon, the
two-quark-three-gluon, the two-quark-two-meson and the two-quark-three-meson vertices.
We discuss the impact of the extended truncation in Sec. 7.3.
1 The parameterization of the proper vertices given in (7.4) differs from the RG-invariant parameterization
used in [65] by factors of the scalar wave function renormalizations. In advanced truncations that include
momentum dependencies the simple parameterization chosen here is preferable for both numerical and
conceptual reasons. Conceptually, the parameterization given in (7.4) is advantageous because only the
momentum-dependent wave function renormalizations at vanishing cutoff are relevant for observables.
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back-coupled into classical leading sub-leading
classical X X X
leading X X ×
sub-leading X × ×
Table 7.1.: Back-coupling of tensor classes. For the classification of tensors see Table 7.2.
As described in Sec. 7.1.2, we deviate from this scheme in some cases.
Truncation Scheme
On the level of the propagators, we use complete tensor bases and compute the full mo-
mentum dependence. However, in order to make the computation technically feasible, we
neither include all vertex dressings nor do we calculate their full momentum dependence,
as indicated in Fig. 7.2. To make the vertex expansion systematic, we sort the constituents
of our truncation into three groups:
(A) classical tensors,
(B) leading non-classical tensors, and
(C) sub-leading non-classical tensors.
In addition to the tensors present in the bare QCD action, we interpret the Yukawa in-
teractions between quarks and mesons as well as the meson propagators as classical. The
latter are present because of a momentum-dependent version of the dynamical hadroniza-
tion technique as described above. The explicit assignment of the remaining tensors is
given in Table 7.2.
In the present implementation of this scheme we assume that leading non-classical ten-
sors which are plugged into the equations of sub-leading non-classical tensors have only a
sub-sub-leading overall effect. Analogously, we assume that sub-leading non-classical ten-
sors have only a sub-sub-leading overall effect in the equations of the leading non-classical
tensors. The above assumptions have been verified in many cases. In particular, the sub-
leading non-classical tensors have been found to yield only sub-sub-leading corrections to
the leading non-classical tensors of the quark-gluon vertex [65]. Apart from a few excep-
tions discussed below, we take into account all contributions up to the sub-leading level,
which is illustrated in Table 7.1. Within functional methods, the resulting truncation con-
sists of the largest set of correlation functions that has been solved so far. Nevertheless, an
assessment of truncation artifacts is essential. We discuss these and the leading truncation
error further in Sec. 7.2 and 7.3.
Exceptions to the Truncation Scheme
The classification of basis tensors introduced above equips us with a systematic expan-
sion scheme. However, the remaining equations are still very large and we deviate in a
controlled manner from this expansion scheme in some equations:
1. We neglect sub-leading non-classical quark-gluon vertex tensors, which we checked
explicitly to be a very good approximation, see also [65, 198, 245, 279].
2. We ignore sub-leading non-classical contributions to the four-gluon vertex. Since this
vertex is the least important of the classical vertices, we expect this to be a good
approximation, although explicit checks are amiss due to the size of these equations.
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q¯q¯qq T (pi)q¯q¯qq, T (η
′)




















φn Tφ3 , Tφ4 Tφ5 . . . Tφ12
Table 7.2.: Assignment of vertex tensor basis elements to the three classes, cf. Table 7.1.
3. Contributions from the tensor T (4)q¯qA are ignored in the equation for the dressing of
T (7)q¯qA and vice versa, which we tested to be a very good approximation.
4. We include the effect of the two-quark-three-gluon vertex in the leading non-classical
tensors of the quark-gluon as well as the two-quark-two-gluon vertex.
5. We neglected T (4)q¯qA and T (7)q¯qA as well as some two-quark-two-gluon vertex tensors
in some equations for the two-quark-two-gluon vertex dressings. In all cases we
explicitly checked that the approximations have no effect on the results.
6. We always feed back all purely mesonic interactions.
Momentum Dependence
We do not calculate the full momentum dependence of all vertices. The resolved mo-
mentum dependency of each constituent of our truncation is shown in Fig. 7.2. Here, p¯
represents the symmetric momentum configuration defined by p¯2 = pi ·pi = −(n−1)pi ·pj
with i 6= j ∈ {1, . . . , n} for any n-point function, cf. also Sec. 5.3.2. The momentum de-





(p1, . . . , pn) ≈ Γ(n)Φi1 ...Φin (p¯) ,
where p¯ =
√
(p21 + · · ·+ p2n)/n . A similar momentum approximation is used for the quark-
meson interactions, see Sec. C.5 for details. An exemption are the purely mesonic in-
teractions. As indicated in Fig. 7.2, these are calculated at vanishing momentum and
approximated as momentum-independent.
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In comparison to the approximation used in Chapter 5, we ignore additional momentum
dependencies in the pure gauge sector due to the computational costs of taking these into
account. The effect of this approximation is an overestimation of the bump in the gluon
propagator of 5 to 10 %, see Fig. 5.8. Exploratory tests that include more momentum
dependencies in the two-quark-two-gluon vertex indicate an underestimation of the gluon
propagator bump of 10 % in our current truncation. Consequently, we expect the net effect
of these approximations to be small.
7.1.3. Tensor Bases
The tensor bases of the Yang-Mills n-point functions used in this chapter are identical
to the ones used in Chapter 5. The parameterization of the quark propagator is given
below in (7.15). It remains to provide the tensor bases of the two-quark-n-gluon and the
mesonic vertices. In this section the employed general construction principle is described
and explicitly worked out for the quark-gluon vertex. The tensor bases of the other vertices
are provided in Sec. C.5.
In general, one can simply write down any full tensor basis for a given n-point function,
cf. (7.4). However, in the presence of symmetries and in particular in the case of additional
approximations a suitable tensor basis should be used. See Sec. C.2 for the construction
of projection operators and the hazards of using incomplete bases. We classify the full
tensor decompositions of the two-quark-n-gluon vertices in tensors that can be related to




where Dµ = ∂µ − ig Aaµ T ac is the covariant derivative, cf. (2.2). This yields bases that
are ordered according to the number of explicit momentum variables. Importantly, this
expansion leads to a natural separation of chirally symmetric and symmetry-breaking
tensors. All tensors stemming from odd n are chirally symmetric, whereas even n lead
to operators that violate chiral symmetry. It is noteworthy that this expansion contains
the bare action: n = 0 corresponds to the quark mass term and n = 1 contains the other
classical tensors.
Quark-gluon vertex
Using the projection operators from (2.13), we split the basis of quark-gluon vertex into a
transverse and a longitudinal part. Suppressing all fundamental as well as spinor indices,


































where the summation boundaries become clear below. Here, the T ac are the generators of
the fundamental representation of the SU(3) color group and 1f is the unit matrix that
2 In (7.6) we factorized the projection operators as well as the group tensors for the sake of brevity.
However, in the sense of basis elements, cf. (7.4), these are considered to be contained in the T (i)q¯qA .
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makes the quark-gluon vertex diagonal in flavor space. The quark and antiquark momenta
are denoted by q and p , and thus −p − q is the gluon momentum. It remains to specify
the tensors T (i)q¯qA , which are, using (7.5), given by













































(p, q) = −12 [/p, /q](p− q)µ . (7.7)
Equation (7.6) together with (7.7) yields a complete basis for the transverse quark-gluon
vertex. In Landau gauge, the transverse correlation functions close among themselves and
contain all information on the observables. However, we strive to exploit the (longitudi-
nal) Slavnov-Taylor identities to constrain the transverse correlations functions at high
momentum scales, cf. Sec. 5.1.3 and 7.1.4. Therefore, we also introduce basis tensors for
the longitudinal part in (7.6). Simply attaching the longitudinal projector to all tensors
generated by (7.5) (i.e. those given in (7.7)), yields a degenerate basis. It can easily be
shown that four basis tensors are sufficient to describe the longitudinal quark-gluon vertex.
Omitting momentum arguments, we choose
T (9)q¯qA = T (1)q¯qA ,
T (10)q¯qA = T (2)q¯qA ,
T (11)q¯qA = T (6)q¯qA ,
T (12)q¯qA = T (8)q¯qA
to complete the basis construction of the full quark-gluon vertex given by (7.6).
As a preparation for the application of the quark-gluon vertex STI, we discuss the
consequences of a generalized regularity assumption. In this case the full quark-gluon




















(p, q) . (7.8)
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In the limit of vanishing gluon momentum, a regular quark-gluon vertex can be expressed
by (7.8) since otherwise singularities are introduced by the projection operators (7.6).
Assuming that (7.8) holds also for finite gluon momenta, i.e., assuming generalized regu-
larity, implies that the transverse and longitudinal dressing functions are not independent.
By construction, the transverse dressings in (7.6) are identical to the dressings of (7.8).












































q2 − p2 , (7.9)
where we omit momentum arguments. The STI constrains these four longitudinal dress-
ings. Therefore, even under the generalized regularity assumption (7.8), the STI only
constrains the combinations of transverse dressings given by the right-hand side of (7.9).
7.1.4. Quark-Gluon Vertex STI
In the resummation scheme defined by the FRG, spontaneous chi-
ral symmetry breaking is triggered by the dynamical creation of a
four-quark interaction from box-diagrams with two exchanged gluons
proportional to α2q¯qA , see [29] for a review. The presence or absence
of spontaneous chiral symmetry breaking is therefore very sensitive to
the strength of the quark-gluon vertex. Even small quantitative er-
rors may lead to the absence or unphysical enhancement of dynamical
chiral symmetry breaking [65]. In order to minimize this sensitivity,
we use the Slavnov-Taylor identity to constrain the quark-gluon vertex. At the symmetric




















q¯qA(p¯) is the dressing function of the longitudinally projected classical tensor in-







field derivatives of the quantum BRST variation of the quark, see Sec. 2.1. These are fully
dressed and are computed with the flow equation. A derivation of (7.10) in the presence
of a regulator can be found in [3].
In the literature, (7.10) is often used to constrain the leading dressing function λ
(1)
q¯qA of
the transversely projected quark-gluon vertex via the approximate identification
λ
(1)
q¯qA(p, q) ≡ λ(9)q¯qA(p, q) , (7.11)
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which holds exactly at the classical level. As discussed above (cf. (7.9)), the assumption
of generalized regularity results in a more general relation than (7.11),
λ
(9)







q¯qA(p, q)− λ(5)q¯qA(p, q)
] (
p2 − q2) .





q¯qA(p, q) = λ
(5)
q¯qA(p, q) (7.12)
to a very high precision at momenta larger than 1 GeV. Thus, the application of the STI
to the transversely projected classical tensor via the identification (7.11) is based on the
assumption of generalized regularity (7.8) as well as the validity of (7.12). While (7.12)
holds at large momenta, it is clearly violated at non-perturbative momenta [65]. Therefore,




In the remainder of this section we estimate the scale down to which the quark-gluon
vertex can be constrained by its STI, (7.10), via (7.11). To understand the implications
of the assumption of generalized regularity, we look at the quark-gluon vertex in the limit
of vanishing gluon momentum. Due to the structure of the longitudinal and transverse




q¯qA(p, q) 6= limq→−p λ
(9)
q¯qA(p, q) ,
implies an irregularity of the quark-gluon vertex at vanishing gluon momentum. Note that
the dynamical creation of the gluon mass gap, and hence confinement [108, 109], requires
irregularities in at least one vertex as discussed in detail in Sec. 5.2. Even though this
does not imply an irregularity of the quark-gluon vertex, the gapping scale of the gluon
propagator provides an estimate for the scale below which (7.11) is invalid.
From these regularity arguments and the findings in [65] on the validity of (7.12), we
conclude that a scale,
ΛSTI = O(1 GeV) ,
exists below which (7.11) cannot be safely applied anymore. To obtain a better estimate
of the STI scale ΛSTI, we consider the transverse running couplings extracted from the
different gluonic vertices, defined in (5.18). As is the case for the quark-gluon vertex, the
STIs of the gluonic vertices constrain only their longitudinal projection, see, e.g., (5.22).
The transverse gluonic running couplings are degenerate if all non-classical tensors are
negligible or if all non-classical dressings fulfill conditions analogous to (7.12). Therefore,
the scale at which the transverse gluonic couplings are no longer degenerate yields an
approximation for ΛSTI . Based on our results for the transverse gluonic running couplings
shown in Fig. 7.8a, we identify the scale where the degeneracy is lost as
ΛSTI . 3 to 5 GeV . (7.13)
The degeneracy of the gluonic couplings is violated by more than 5 % below 3 GeV. Thus,
the STIs cannot be used to constrain the transverse running couplings below this scale.
Above 5 GeV, we observe near-degeneracy of the gluonic couplings.
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With this non-trivial estimate of the scale ΛSTI we can apply the STI to constrain the











We use (7.10) together with (7.11) to calculate the symmetric momentum configurations
of the dressing function λ
(1)
q¯qA of the transversely projected classical tensor T (1)q¯qA . Due to
the presence of the RG scale, ΛSTI plays a two-fold role. For RG scales k > ΛSTI , we
use the STI to constrain the full range of symmetric momenta p¯ ∈ [0,∞) . All other
momentum configurations of λ
(1)
q¯qA(p, q) are calculated as relative offset to the symmetric
configurations. For RG scales k . ΛSTI , we use the STI to constrain only the restricted
range of symmetric momenta p¯ ∈ [ΛSTI,∞) of λ(1)q¯qA . The non-classical dressings λ(i)q¯qA(p, q) ,
i > 1 are for all momenta and all RG scales calculated from the quark-gluon vertex flow
equation. We vary the transition scale ΛSTI from 3 to 7 GeV, i.e., beyond the estimate
given (7.13), to obtain an estimate of our truncation error. This error estimate is indicated
by the bands in our results. The solid lines correspond to the upper value of 5 GeV for
the transition scale in (7.13).
7.1.5. Initial Cutoff Action
The fundamental parameters of QCD, viz. the strong running coupling at the renormal-
ization scale and the bare quark masses, completely determine the action at the cutoff
scale, k = Λ ≈ 100 GeV, via the modified Slavnov-Taylor identities. As in Chapter 5, we
choose constant vertex dressings such that the resulting running couplings fulfill the STIs
at the renormalization scale, i.e., we demand,
αq¯qA(µ) = αc¯cA(µ) = αA3(µ) = αA4(µ) with µ = 10 GeV at k = 0 ,
Furthermore, we choose the bare quark mass at the cutoff k = Λ such that the desired
pion mass is obtained, cf. [65] for more details. The gluon mass parameter acquires a
non-zero value because of the BRST-symmetry-violating regulator. Here, we determine it
uniquely by requiring IR scaling in the glue sector, see Chapter 5 and 6.
In first-principle calculations one chooses a value for the strong running coupling at the
renormalization scale and translates the internal units into physical units by the use of an
observable. In order to compare to lattice simulations, we use the location of the gluon
propagator dressing bump (see Fig. 7.4a) to convert our units to lattice units which are
given in GeV.
7.2. Numerical Results
As the main result we present the unquenched gluon, quark and ghost propagators in
Fig. 7.4 and 7.5. The parameterization of the Yang-Mills propagators is identical to the
one in Chapter 5, given by (5.3). Suppressing fundamental color, flavor and spinor indices,
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lattice, β=5.29, mpi=150 MeV
(a) Gluon propagator dressing 1/ZA(p) in com-
parison to lattice results [296]. The discrep-



























lattice, β=5.20, mpi=280 MeV
lattice, β=5.29, mpi=295 MeV
(b) Quark propagator dressing functions, Mq(p)
(lower lines, GeV) and 1/Zq(p) (upper lines),
in comparison to lattice results [297, 298].
We do not show lattice results for the
quark wave function Zq(p) since the cur-
rently available two-flavor results are still
plagued by considerable systematic errors.
Figure 7.4.: Unquenched two-flavor QCD propagators for different pion masses.
the inverse quark propagator is decomposed by3
Γ
(2)





The results in this chapter are obtained with two quark flavors at different pion masses.
We indicate our best estimate of the systematic error via bands, as discussed in Sec. 7.1.4
and 7.3.
The gluon propagator dressing function 1/ZA(p) , displayed in Fig. 7.4a, shows un-
precedented agreement with unquenched two-flavor lattice results [296]. While the lattice
propagator dressing flattens out at large momenta due to finite spacing artifacts, our gluon
propagator connects smoothly to perturbation theory. At very small momenta, we find
small deviations to the lattice result because our gluon propagator is of the scaling type,
whereas the lattice propagator is of the decoupling type. The non-perturbative gauge-
fixing procedure is still an open issue, see Sec. 2.3 and 5.2, which potentially affects any
infrared comparison of gauge-fixed correlation functions. It is noteworthy that the gluon
propagator is insensitive to the pion mass. This insensitivity to the details of the matter
sector is a very welcome property for investigations of the phase structure of QCD at
finite temperature and density. There significant changes in the dynamics of the matter
sector are expected, whose impact on the glue sector are limited by the above mechanism.
Consequently, this stabilizes the current vertex expansion scheme at finite temperature
and density. In particular, these findings strengthen the predictive power of approaches
that use lattice input for the gauge sector [59–62].
The quark propagator dressings are shown in Fig. 7.4b. At intermediate and large
momenta we find good agreement of the quark mass function Mq(p) with the corresponding
lattice results [297, 298]. However, we find a larger IR value for the quark mass function
3 The gluon and ghost wave function renormalizations ZA(p) and Zc(p) introduced in (5.3) are the inverse
of the dressing functions Z(p) and G(p) often used in the DSE literature, whereas Zq(p) corresponds
to the A(p) function, used to parametrize the quark propagators, see, e.g., [18, 32].
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lattice, β=5.29, mpi=150 MeV



























lattice, β=5.29, mpi=150 MeV
(b) Ghost propagator dressing 1/Zc(p) .
Figure 7.5.: Two-flavor gluon and ghost propagators in comparison to lattice data [296].
than the lattice. As discussed in more detail in Sec. 7.3, this is most likely due to the
presence of a slight scale mismatch between the matter and glue sector in our calculation.
We refrain from a lattice comparison of the quark wave function renormalization since
presently no two-flavor continuum-extrapolated results with reliable systematic errors are
available. It is interesting to compare the qualitative behavior of 1/Zq(p) with other
functional method calculations. We find a slight backbending of the quark wave function
renormalization at small momentum scales. A similar but more pronounced effect has also
been observed in Dyson-Schwinger studies of the quark propagator, see, e.g., [245, 289,
291, 299, 300]. We find that the backbending increases with increasing pion mass, see
Fig. 7.4b. This is the opposite effect to the one found in [245, 289, 291, 299, 300]. The
quark mass function Mq(p) also increases with increasing pion mass, which is the expected
behavior. To summarize, the qualitative behavior of quark wave function renormalization
at low momenta is an intricate result of our large unquenched system of equations.
We compare the ghost propagator dressing 1/Zc(p) to the lattice results from [296] in
Fig. 7.5b. As for the scaling solution of pure gauge theory, see Fig. 5.5, the ghost propa-
gator agrees with the lattice decoupling solution down to momenta of roughly 1 GeV. In
contrast, the gluon propagator agrees remarkably well with the decoupling lattice propa-
gator down to very low momenta, see Fig. 7.5a. This can be understood by the fact that
scaling is driven by the massless ghosts.
The solution of our large truncation provides us with a wealth of non-trivial 1PI ver-
tex functions. This includes the momentum dependencies of classical and non-classical
tensors, many of which are calculated here for the first time. However, we focus on the
quark-gluon vertex as the most crucial ingredient for quantitative accuracy in the un-
quenched system. The transversely projected quark-gluon vertex can be represented with
eight basis elements [301]. They include four chirally symmetric tensors, one of them
being the classical tensor, and four tensors that break chiral symmetry, see Sec. 7.1.3.
In line with earlier investigations [65, 198, 245, 279], we find that only two non-classical
tensors are quantitatively important. The first and most important one is the chirally
symmetric tensor T (7)q¯qA , the second is given by the chiral-symmetry-breaking tensor T (4)q¯qA,
see (7.7) for the definition of the basis. The leading dressing functions of the quark-gluon
vertex are shown in Fig. 7.6a where the dressing of the classical tensor is also compared
to lattice results [297, 298]. Within the uncertainties, we find good agreement with the
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lattice, λ(1)q-qΑ, β=5.20, mpi=280 MeV
lattice, λ(1)q-qΑ, β=5.29, mpi=295 MeV
(a) Dressings in the soft gluon limit,
λ
(i)
q¯qA(p, −p) . The dressing of the clas-
sical tensor is compared to lattice re-
sults [297, 298] and normalized to match




























(b) Dependence on relative and angular momen-







3)/3 . Lines correspond
to the symmetric point momentum configu-
ration.
Figure 7.6.: Two-flavor quark-gluon vertex dressing functions λ
(i)
q¯qA .
lattice results in the limit of vanishing gluon momentum. In line with [65], we find that
the dressing of the classical tensor structure of the quark-gluon vertex shows a sizable
angular dependence, as illustrated in Fig. 7.6b and 7.7a. We checked that this angular
dependence is genuine and cannot be removed by a re-parameterization with wave func-
tion renormalizations. Therefore, the resolution of the full, three-dimensional momentum
dependence is necessary for quantitative accuracy. This lies in contrast to the gluonic
vertices, which yield quantitatively reasonable results if their full momentum dependence
is approximated with a one-dimensional momentum approximations, see Sec. 5.3.2. While
the chirally symmetric tensor T (7)q¯qA takes sizable values already in the semi-perturbative
regime, T (4)q¯qA is of quantitative importance only in the chirally broken phase, as can be
seen from Fig. 7.6.
The channels of the four-quark interaction that are not dynamically hadronized are
shown in Fig. 7.7b at the u-channel momentum configuration. Clearly, all of these channels
remain finite on these Euclidean momentum configurations since the poles that correspond
to the respective bound-state masses are too far away from the investigated Euclidean
momentum configurations. No conclusions about the spectrum can be drawn at this
stage, see [69] for dynamically hadronized vector channels.
The quark-gluon vertex running coupling is given by (7.14). It is shown along with the
gluonic running couplings, defined by (5.18), in Fig. 7.8a. The Slavnov-Taylor identity
for the quark-gluon vertex with a trivial quark-ghost scattering kernel implies a devia-
tion of the quark-gluon running coupling from the pure glue running couplings in the
(semi-)perturbative regime. Only by including quantum corrections to the quark-ghost
scattering, cf. [164, 289–292] and Sec. 7.1.4, the corresponding quantum corrections to
the ghost-gluon vertex are compensated and degeneracy of all vertex running couplings
is restored. The quark-gluon coupling is the most important ingredient for a quantita-
tively and even qualitatively correct description of spontaneous chiral symmetry breaking.
In particular, the range of momenta, where it exceeds the critical value of the coupling
αcr ≈ 0.86 determines, if, and to which extent, chiral symmetry breaking occurs [29, 65].
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(a) Classical tensor structure λ
(1)
q¯qA of the quark-
gluon vertex as a function of orthogonal







































(b) Dressing functions of four-quark channels
that are not dynamically hadronized. Here
the same conventions as in [65] have been
used for labeling the dressing functions.
Figure 7.7.: Quark-gluon and four-quark vertices.
Consequently, a precise determination of the quark-gluon running coupling is of utmost
importance since the corresponding error directly translates into the quark mass function,
as can bee seen by comparing the bands in Fig. 7.4b and 7.8a. Although the resumma-
tion scheme, and as a consequence also the mechanism for chiral symmetry breaking, is
different, an analogous sensitivity on the quark-gluon interaction strength is also found in
Dyson-Schwinger studies [279].
Further results on higher-order vertex functions are presented in Fig. 7.9 and are only
briefly discussed. Turning to higher quark-gluon interaction vertices, we want to highlight
that this work incorporates the first direct computation of these interactions. Already ear-
lier investigations found clear evidence for their quantitative importance [65], but inferred
their value only indirectly from the quark-gluon vertex, exploiting the idea of an expansion
in terms of BRST-invariant operators q¯ /D
n
q . Here we still use this idea as an organizing
principle for the basis construction, see Sec. 7.1.3. The crucial improvement in compar-
ison to [65] is the direct calculation of the corresponding dressing functions and their
back-coupling into the system of equations at the symmetric momentum configuration.
In comparison to the approximation used in [65], the directly calculated two-quark-two-
gluon vertex leads to a moderately enhanced quark-gluon vertex. Exemplary results for
the dressing functions of the two-quark-two-gluon vertex are shown in Fig. 7.9a, 7.9b and
7.9c. Furthermore, we present also exemplary results for the leading tensors in the two-
quark-three-gluon vertex, see Fig. 7.9d. However, they turn out to be of sub-subleading
importance for the overall system of correlation functions. These results are complemented
by results on quark-meson interaction vertices in the soft-pion channel, see Fig. 7.9e. For
the classical tensor T (1)q¯qpi , see (C.8) for its definition, this is the momentum-channel that
is relevant to the momentum-dependent dynamical hadronization procedure discussed in
Sec. 7.1.1. Although of sub-subleading importance for the system of equations, the other
momentum-dependent tensor structures of the quark-meson Yukawa interaction shown in
Fig. 7.9e are important ingredients in bound-state studies, see, e.g., [18, 31, 32]. The
same applies to higher-order quark-pion scattering operators, also resolved momentum-
dependently and depicted in Fig. 7.9f.
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(a) Running couplings as defined in (5.18) and
(7.14). The inset shows the relative devia-
tions ∆αi = (αc¯cA − αi)/αc¯cA to the ghost-
gluon vertex running coupling in the semi-




























lattice, β=5.20, mpi=280 MeV
lattice, β=5.29, mpi=295 MeV
(b) Quark propagator dressing functions, Mq(p)
(lower lines, GeV) and 1/Zq(p) (upper lines)
for different truncations in comparison to
lattice results [297, 298]. Here, our results
have a pion mass of mpi ≈ 285 MeV .
Figure 7.8.: Running couplings and truncation dependence of the quark propagator.
7.3. Discussion
The main conclusion we draw from the results is that a reliable description of spontaneous
chiral symmetry breaking requires very precise results on the quark-gluon interactions,
see [279] for similar observations in the DSE framework. We find that the transverse run-
ning couplings defined from the different vertices deviate considerably from each other at
momenta around and below the scale of QCD. We interpret this as evidence for the non-
applicability of the STIs to constrain the transversely projected vertices in this regime. Un-
fortunately, it is difficult to find truncations that lead to a consistent (semi-)perturbative
running of the matter and gauge couplings. The reason behind this is that a classification
of vertices and diagrams in, e.g., loop orders is difficult to achieve within non-perturbative
functional approaches. As a result, the different vertices may run with different loop orders
in the (semi-)perturbative regime.
These findings emphasize the necessity for truncations that lead to a consistent running
of all couplings. We find this to be a considerably harder task in unquenched QCD than
in the gauge sector where consistent running is found, cf. also Chapter 5. The STIs allow
to check the running of the different correlators. However, this requires the computation
of their longitudinal and transverse dressings. To this end, also other functional relations
such as DSEs and nPI approaches or transverse Ward-Takahashi identities (see Sec. 3.2
and [160–164]) can be employed. However, this is beyond the scope of this work.
Instead, we use the STI for the quark-gluon vertex, cf. Sec. 7.1.4, to constrain the
perturbative behavior of its transversely projected classical tensor structure. In particular,
we find that using the STI enforces the degeneracy of the running couplings of the matter
and glue sector in the perturbative regime. In addition, we extend the truncation to
include higher quark-gluon interactions, namely the two-quark-two-gluon and the two-
quark-three-gluon correlators. This enables us to compute the non-perturbative features
of the quark-gluon interactions in an unprecedentedly large truncation while keeping the
degeneracy of the vertices in the perturbative regime intact.
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This procedure yields two means to estimate the systematic error. First, we vary the
transition scale down to which the STI is used to constrain the quark-gluon vertex. In line
with the reasoning to determine ΛSTI , we observe sizable differences between the gluonic
couplings below 3 GeV, see Fig. 7.8a. Therefore, at least two of the three gluonic couplings
deviate from the STI. Thus, we vary the transition scale from STI-constrained to fully-
calculated quark-gluon vertex, ΛSTI , between 3 and 7 GeV to obtain the bands. Our main
results (solid lines) are obtained with ΛSTI = 5 GeV.
Second, we compare our best quark propagator to one obtained with a simpler trun-
cation, see Fig. 7.8b. The blue results are obtained in a truncation that takes only the
classical tensor of the quark-gluon vertex into account. Additionally, the momentum
dependence of the quark-gluon vertex is restricted to the symmetric momentum configu-
ration. Thus, the approximation of the quark-gluon vertex is comparable to the approx-
imation of the gluonic vertices. The difference between the blue and red result gives an
estimate for the upper bound of the truncation error.
We want to point out that the difference between the bands in Fig. 7.8b makes the error
estimate look worse than it is. In applications to the phase structure and the bound state
spectrum, the scale is set in terms of observables. Simulating this procedure by using
the lattice value of the constituent quark mass Mq(p) at p = 0.5 GeV to set the scale, we
obtain the dashed curves in Fig. 7.8b. The difference between the resulting quark mass
functions gives a better estimate of the truncation uncertainty on observables since only
relative effects are important in this case.
7.4. Conclusion
We investigated unquenched two-flavor QCD for various pion masses, including very small
ones that are notoriously difficult to study on the lattice. The coupled system of equations
for the correlation function is the largest hitherto solved. Our gluon propagator shows
very good agreement with two-flavor lattice results. Furthermore, we find that the gluon
propagator depends only very mildly on the pion mass which is a very welcome feature
for investigations of the QCD phase structure. Our quark propagator agrees with the
lattice results but suffers from large systematic errors due to the uncertainty in the quark-
gluon vertex. We had to constrain the latter with its STI to ensure its correct running in
the perturbative regime. At low momentum scales, the STI cannot be used to infer the
strength of the transverse vertex. Therefore, we calculated the quark-gluon vertex via the
flow equation in this non-perturbative regime. To conclude, the STI-consistent running
of the vertices is of utmost importance for the qualitative and quantitative description of
chiral symmetry breaking. Any non-perturbative truncation has to ensure a consistent
running of different vertices. Finding an expansion scheme that preserves the degeneracy
of the couplings in the perturbative regime without exploiting the STIs is a key issue in
unquenched QCD studies within functional methods.
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(f) Two-quark-n-meson vertex Γ
(2+n)
q¯qφn (p,−p,~0) .
Figure 7.9.: Dressing functions of the two-quark-n-gluon and two-quark-n-meson interac-
tions defined in Sec. C.5. All shown dressing have been made dimensionless
by multiplication with according powers of the average momentum.
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8. Finite-Temperature Yang-Mills theory
Predictive investigations of the QCD phase structure necessitate quantitative control over
the pure gauge sector. While vacuum Yang-Mills correlation functions have been studied
intensively in the past, see Chapter 5 and references therein, finite-temperature propaga-
tors are scarce [302–311]. For the vertices, the situation is even less satisfactory and only
exploratory studies exist [312, 313].
In this chapter we study Non-perturbative finite-temperature Yang-Mills theory [4] with
the aim of obtaining quantitative correlation functions. These can be used to investigate,
e.g., the center-symmetry phase transition via the Polyakov loop [53, 108, 109, 204–212].
Furthermore, the correlation functions allow for the computation of spectral functions and
the shear viscosity [314, 315]. Also the Debye mass, which has been studied intensively
on the lattice [316–319] as well as with hard thermal loop perturbation theory [320–324],
can be extracted from the gluon propagator, see Sec. 8.1.3.
The zero-temperature baseline for this calculation is provided by Chapter 5. We general-
ize the vacuum truncation by taking into account the special direction of the thermal heat
bath. In particular, we provide results for the electric and magnetic gluon propagators as
well as the electric and magnetic components of the three- and four-gluon vertices. The
propagators are compared to results obtained from lattice simulations. In addition, we use
the Debye screening mass to determine a lower bound for the temperature range in which
hard thermal loop perturbation theory can be applied straightforwardly. Furthermore, the
finite-temperature behavior of the ghost-induced zero crossing of the three-gluon vertex is
investigated.
This chapter is organized as follows: In Sec. 8.1 we discuss the finite-temperature ver-
tex expansion, order parameters, and the screening mass. The peculiarities of finite-
temperature flows of gauge theories are considered Sec. 8.2. Next, we present our numeri-
cal results in Sec. 8.3 and discuss them in Sec. 8.4. Finally, we summarize our findings and
give an outlook in Sec. 8.5. Appendix A and B complement this chapter with technical
details and numerical checks. Most of this chapter is taken from [4].
8.1. Temperature
We discuss the employed vertex expansion and intricacies of the expansion point in
Sec. 8.1.1 and 8.1.2, respectively. The Debye mass is shown in Sec. 8.1.3.
8.1.1. Finite-Temperature Vertex Expansion
We use a vertex expansion (cf. Sec. 3.1.3) about the vanishing expectation values of the
gluon and ghosts fields, Aµ = 0 and c = c¯ = 0 . These field values are solutions to the
equations of motion and constitute the vacuum at vanishing temperature. At finite tem-
perature, the vacuum O(4)-symmetry is replaced by Z2 ⊗ O(3) . This reduced symmetry
implies a difference between the magnetic and electric components, which correspond to















Figure 8.1.: Constituents of our vertex expansion. We use the classical tensors that are
present in the bare action and attach magnetic (blue) and electric (red) pro-
jection operators to the gluon legs. Missing combinations, e.g., vertices with
one electric leg, vanish if the Matsubara modes are set to zero and are not
computed in our truncation.
the directions that are transverse and longitudinal with respect to the thermal heat bath.












where n ∈ Z are the discrete Matsubara modes and ωn = 2pi T n the corresponding frequen-
cies. This leads to the magnetic and electric projection operators at finite temperature,






ΠEµν (p) = Π
⊥
µν (p)−ΠMµν (p) , (8.1)
where Π⊥µν (p) = δµν − pµpνp2 is the transverse projection operator, see (2.13). A crucial
consequence of the breaking of the vacuum O(4)-symmetry by (8.1) is the splitting of





















ab(p) = δab p2 Zc(p) , (8.2)
with dimensionless scalar dressing functions 1/ZMA and 1/Z
E
A for the magnetic and electric
components of the gluon propagator. As in Chapter 5, we take all tensors present in the
classical action into account. As for the gluon propagator, we split their dressings into
electric and magnetic components. See Fig. 8.1 for an illustration of the constituents of
our truncation and Appendix A for further details. As a consequence of the restriction to
classical tensors, the tensor bases of the gluonic vertices are incomplete. Thus, the projec-
tion of the tensor equations onto the scalar dressing functions is not unique, cf. Sec. C.2.
We use vacuum calculations to identify uncertainties that stem from the projections in
order to disentangle them from finite-temperature effects, which is detailed in Sec. A.3.
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Momentum Dependence
Due to the breaking of O(4)-invariance, the dressings depend in general on the Matsubara





for a generic wave function
renormalization Z. However, the thermal contributions to the correlation functions decay
rapidly for spatial momenta and frequencies that fulfill p2 & (2pi T )2 . Hence, the thermal
correlation functions converge quickly towards their O(4)-symmetric vacuum counterparts
for these momenta, see, e.g., Fig. 8.5 and 8.7. Consequently, the correlation functions
exhibit an approximate O(4)-symmetry for all higher Matsubara modes, and most of
the finite temperature effects are encoded in the zero mode at small spacial momenta
~p 2 . (2pi T )2 . Therefore, the spatial momentum dependence of the Matsubara zero modes
can be used to obtain a very good approximation of the full frequency and momentum
dependence via
Z(ω2n, ~p
2) ≈ Z(0, ω2n + ~p 2) , (8.3)
or in short Z(p) = Z(0, p2) . In this work we compute the zero modes of the propagators
and employ (8.3) to close the equations. This O(4)-symmetric approximation has been
found to be quantitatively reliable for gluon [252, 302] as well as quark propagators [307].
This pattern carries over to the scalar dressings of higher order correlation functions
λ(n)(p1, . . . , pn) . Analogously to the propagator dressings, we base our computation on
the zero modes
λ(n)(~p1, . . . , ~pi) = λ
(n)(ωn1 = 0, ~p1, . . . , ωnn = 0, ~pn) .
In contradistinction to the propagator dressings, the zero modes of the vertex dressings
λ(n) depend on all ~pi · ~pj and not only ~p 2 . However, the spatial momentum dependence
of the vertices is well described by a one-dimensional symmetric-point approximation in
four as well as three dimensions [272, 273], see Sec. 5.3.2. This leads to




~p 2i , (8.4)
which allows to compute the flows of the zero modes of the vertex dressings in a quan-
titatively reliable approximation, cf. the right panel of Fig. 5.8. However, the flows of
the zero modes depend on the full frequency and spatial momentum dependence. Analo-
gously to the propagator dressings, we approximate the full momentum dependence with
an O(4)-symmetric generalisation of (8.4),
λ(n)(ωn1 , ~p1, . . . , ωnn , ~pn) ≈ λ(n) (p¯) , (8.5)











In summary, we use two quantitatively reliable approximations for the dressing functions:
the approximate O(4)-invariance of all non-vanishing Matsubara modes which allows us-
ing only information from the lowest Matsubara mode, and the well-tested symmetric
momentum approximation. This truncation generalizes the symmetric momentum vac-
uum truncation used in Chapter 5, see Appendix B for an explicit numerical check.
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8.1.2. Non-Trivial Vacuum and Backgrounds
As discussed in the last section, we use a vertex expansion about vanishing field expec-
tation values Aµ = 0 and c = c¯ = 0 . This necessitates a thorough discussion of the
implications of this choice, in particular for comparisons to lattice results. We argue
that such an expansion about vanishing background fields leads to correlation functions
that agree with the lattice correlators for temperatures outside a small region around the
phase transition. Furthermore, even near the phase transition, sizable effects are mainly
expected for correlation functions that have electric gluon legs such as the electric gluon
propagator. This becomes most evident by investigating the relation of the physical solu-
tion of the equation of motion in non-vanishing gluon background fields and the Polyakov
loop, the canonical order parameter of the confinement-deconfinement phase transition.
For convenience of the reader, the first two parts briefly review corresponding relevant
advances in functional approaches [53, 108, 109, 204–212, 305].
Correlation Functions
To facilitate the discussion, we use the background extension of Landau gauge,
(∂µ − igA¯µ) aµ = 0 with Aµ = A¯µ + aµ ,
called Landau-deWitt gauge. Here, A¯µ is a general background and aµ is the quan-
tum fluctuation field. In this formulation, the effective action is gauge invariant under
background gauge transformations, which allows for a simpler interpretation of physical
backgrounds and simpler technical implementations. Besides being a functional of the
superfield Φ = (a, c¯, c) , the effective action in Landau-deWitt gauge depends also on
the background A¯ . Accordingly, the vertices Γ(n)[A¯,Φ] are correlation functions in the
background,
Φ = 〈ϕ〉J(A¯,Φ) .
The background current J(A¯,Φ) satisfies J(A¯,Φ) = δΓ/δΦ . The correlation functions in
the absence of external sources, J(A¯,Φ) = 0 , are then given by Γ(n)[A¯,ΦEoM] , where ΦEoM





= 0 . (8.6)
In general, this conditions yields stationary points of the effective action. In particular, the
expansion point (A¯,Φ) = 0 satisfies (8.6), but does not necessarily single out the physical
minimum. Contrarily, the physical correlators that correspond to scattering amplitudes are
obtained at the physical solution of the equation of motion (8.6), i.e., at the minimum of the
effective action (A¯,Φmin[A¯]) . This is also the field value about which the vertex expansion
is expected to be most stable and converge most rapidly. Furthermore, only an expansion
around the physical solution of the equation of motion allows for a direct comparison
with correlation functions from lattice simulations since the latter are measured on the
physical ground state. In general, any other expansion point requires information about
higher correlation functions in order to evaluate Γ(n)[A¯,Φmin] . In particular, in a vertex
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ΦkΦlΦi1 ···Φin [A¯, 0]× Φi1,min · · ·Φin,min . (8.7)
Therefore, we expect deviations between the correlation functions Γ(n)[0, 0] , computed in
this work, and those from lattice simulations. However, these differences are sizable only
if the momentum scales of the solution (A¯,Φmin) 6= 0 are of the same order as Tc , the
characteristic scale of the finite-temperature Yang-Mills system. Only in this case, the
higher correlation functions would lead to noticeable contributions in (8.7).
We can utilize the background field to achieve a technical simplification. Since it is
arbitrary, we can choose A¯ = A¯min ≡ 〈A¯〉 such that
Φmin[A¯min] = 0 .
For this particular choice, the background carries all the non-trivial information about
the ground state whereas the (classical) fluctuation field vanishes on the equation of mo-
tion. The physical correlators are then given by Γ(n)[〈A¯〉, 0] . In particular, the inverse






Semi-perturbative studies in the Curci-Ferrari model for Yang-Mills theory confirm
that the background has large effects on the electric propagator at temperatures close
to the phase transition [305]. Furthermore, the calculation of quantitatively correct val-
ues for the chiral phase transition temperature as well as its observed coincidence with
the confinement-deconfinement crossover temperature requires taking into account such a
non-trivial minimum [53]. Finally, such a consistent treatment was also required for the
description of the Roberge-Weiss transition [53] as well as the study of criticality in SU(2)
Yang-Mills theory [204].
Order Parameters
A further advantage of the background 〈A¯〉 is its relation to the Polyakov loop [53, 108, 109,
206], the standard order parameter of the confinement-deconfinement phase transition.




Tr P [A0] ,
P [A0] = Peig
∫ β
0 d t A0(t,~x) ≡ e2piiϕ[A0] ,
where P stands for path ordering. The functional ϕ[A0] is the gauge-covariant algebra
element of the Polyakov loop. It transforms as ϕ→ Uϕ[A0]U † under time-periodic gauge
transformation U ∈ SU(N) . This entails that the eigenvalues of ϕ[A0] are gauge in-
variant, and consequently the eigenvalues of its expectation value ϕ¯ ≡ 〈ϕ[A0]〉 are observ-
ables. This expectation value, as well as L[〈ϕ〉] , are order parameters for the confinement-
deconfinement phase transition. In Polyakov gauge, the expectation value of the algebra
element takes the particularly simple form
ϕ¯ = βgA¯0 ,
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Figure 8.2.: Expectation value of 〈L[A0]〉 versus L[〈A¯0〉] , taken from [206]. Both observ-
ables are order parameters for the confinement-deconfinement phase transi-
tion. Moreover, L[〈A¯0〉] = 1 entails 〈A¯0〉 = 0 .
for a given background A¯0 . Due to background gauge invariance, the eigenvalues of ϕ¯
can be calculated from the eigenvalues of A¯0 in any background gauge. In particular, the
effective potential V [A¯0] of Landau-deWitt gauge carries the full information about the
eigenvalues of the expectation value of ϕ .
In conclusion, the effective potential V [A¯0] is an order parameter potential for center
symmetry. The gauge invariant observables, 〈L[A0]〉 and L[〈A¯0〉], or equivalently also 〈A¯0〉,
serve as order parameters for the confinement-deconfinement phase transition, see Fig. 8.2.
Therefore, the vanishing of 〈L[A0]〉 in the confined phase relates to a non-vanishing value
for 〈A¯0〉. This has recently been demonstrated explicitly by the first computation of
〈L[A0]〉 within functional methods [206]. Finally, the electric propagator 〈A0(p)A0(−p)〉
is closely related to the propagator of an order parameter field, and as such should show
critical properties, see [109]. Hence, we expect the electric correlators to be affected most
by the background field.
Comparison to Lattice Simulations
The previous discussion of the non-trivial A¯0 background and its relation to the order
parameters of the confinement-deconfinement phase transition allows to derive a theoret-
ical estimate of the temperature range, in which our present results potentially deviate
from the respective lattice results due to the different background configurations. The
first important piece of information is given by the fact that the order parameter L[〈A¯0〉]
approaches unity rapidly for temperatures above the phase transition temperature, as
shown in Fig. 8.2. Contrarily, the Polyakov loop 〈L[A0]〉 , which is usually calculated in
lattice simulations, reaches its asymptotic value only for T  Tc , which can be understood
from fluctuation effects [206]. The fact that L[〈A¯0〉] quickly approaches unity above the
transition temperature can be formulated as the more precise statement,
〈A¯0〉 ≈ 0 if T & 1.3Tc .
As a consequence, we can expect quantitative effects due to the non-trivial background only
at temperatures T . 1.3Tc . The most immediate effect of this non-trivial background is
a shift in the Matsubara frequencies ωn → ωn±2pi T νi , where νi are the eigenvalues of ϕ¯ ,
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(b) Dimensionless Debye screening mass ms/T
at high temperatures in comparison with
first (8.12) and second (8.13) order pertur-
bation theory [320].
Figure 8.3.: Debye screening mass ms, see Fig. 8.4 for the fits of (8.11) to GT (x) .
or equivalently of βg〈A¯0〉/(2pi) . Rotating the constant field into the Cartan sub-algebra,
these are given by
νSU(2) = {0, ±ϕ3} ,
νSU(3) =
{






for SU(2) and SU(3) , see, e.g., [206]. However, for T . 0.5Tc the effect of the shifts of the
Matsubara frequencies is suppressed by the zero temperature gapping mgap of the gluon
propagator 2piνiT/mgap  1 . Therefore, we expect sizable effects due to the non-trivial
background only in the regime
T ∈ (0.5Tc , 1.3Tc) , (8.9)
and in particular in the electric gluon propagator.
8.1.3. Debye Screening Mass
Gluons are screened at zero as well as at finite temperature. Our non-perturbative results
allow extracting a screening mass. We compute it from the zero mode of the electric gluon




whose computation is detailed below in Sec. 8.2. To







i p x . (8.10)




T (x) = ce exp (−ms x) . (8.11)
The screening mass ms obtained by fitting (8.11) to G
E
T (x) is shown in Fig. 8.3. The left
panel shows that the screening mass is finite across the phase transition and possesses a





gTT +O(g2TT ) , (8.12)
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(a) GET (x) for low temperatures.
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(b) GET (x) for high temperatures.
Figure 8.4.: Exponential tail of the Fourier transformed electric propagator, GET (x) , given
by (8.10). See Fig. 8.5b for the original propagator in momentum space. The
dashed lines are fits of (8.15) with ca = 0 , i.e., (8.11), to the large points.
Small points show GET (x) beyond the fit regions.













g2TT +O(g3TT ) . (8.13)
In order to compare our screening mass to the perturbative expressions (8.12) and (8.13),





(T, p = cp 2pi T ) , (8.14)
where αEA3 is the (electric) coupling of the three-gluon vertex. We fit cD at large temper-
atures to our result because it is not computable within perturbation theory.
As shown in Fig. 8.3b, the second-order electric Debye mass agrees almost perfectly with
our non-perturbative result down to T ≈ 0.6 GeV. In contrast, the first-order perturbative
Debye mass deviates instantly from our result. By default, we set cp = 1 in (8.14) because
this is the scale that is expected to contribute most. This yields for the non-perturbative
constant cD = 0.100(3) . To substantiate the choice cp = 1 , we also leave it as a free fit
parameter and find cp = 0.88(64) , where the non-perturbative constant cD = 0.105(30)
changes only within the fit uncertainties. The effect on the perturbative Debye mass is
negligible, see Fig. 8.3b. The excellent agreement at very high temperatures provides
a non-trivial check of our calculation. Further physical consequences are discussed in
Sec. 8.4.2.
We close this section with a short discussion on the screening mass at very low temper-
atures not shown in Fig. 8.3. In general, the thermal propagators at large distances show




T (x) = ca x
1−4κ + ce exp (−ms x) . (8.15)
The algebraic decay originates from the infrared scaling at vanishing temperature with
1−4κ being the scaling exponent in position space, cf. (6.1). At low enough temperatures
T  Tc , we see remnants of this zero-temperature algebraic part. At higher temperatures
we have ca = 0 , i.e., (8.11).
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In Fig. 8.4, we show GET (x) for low (left panel) and high (right panel) temperatures. For
all shown temperatures, the exponential decay is apparent as linear regime. For even lower
temperatures, the linear regime shrinks considerably due to the algebraic decay, and we
need a higher numerical precision for extracting the then sub-leading exponential decay.
This is clearly seen in the lowest temperature shown, T = 0.102 GeV.
8.2. Finite-Temperature Flows
In this section we first introduce the flow equation at finite temperature. We then discuss
the implications of the regulator term and the gluon mass parameter at finite temperature.
8.2.1. Flow Equations

























where q0 = 2pi T n ≡ ωn since both gluon and ghost fields have symmetric boundary con-
ditions, see, e.g., [78]. The regulators Rk in (8.16) can be chosen very similarly to the
regulators at zero temperature, see Sec. C.3 for details. The flow equations for the corre-
lation functions are obtained by taking functional derivatives of (8.16). Diagrammatically,
they are identical to the vacuum equations shown in Fig. 5.4. The only difference is that
gluon lines now represent sums over electric and magnetic propagators, cf. (8.2), which
are connected to the corresponding magnetic and electric components of the vertices.
Instead of the flat regulator used in the beginning of Chapter 5, we use an exponential
regulator. As demonstrated in Sec. 3.1.2, the results for the correlation functions do
not depend on this choice within our error bars. However, analytic regulators such as
the exponential regulator are better suited for numerical calculations of thermodynamic
quantities since they carry the thermal exponential decay with the cutoff scale ∼ e−c k/T
in the flow [252, 302], see [325] for a detailed study.
For the numerical implementation we employ the workflow described in Sec. C.1. In
the remaining part of this section we comment on details specific to this application. To
reduce the numerical effort of the finite-temperature calculation, we exploit the degeneracy
of the dressings for k  2pi T . We integrate the finite-temperature flows starting from the
non-trivial vacuum effective action at
ΛT = max (λ 2pi T, Λ
min
T ) ,
with λ = 4 and ΛminT = 1 GeV. We check the independence of the effective action from the
initial cutoff scale and provide further details in Sec. B.2.
In the derivation of the equations, tracing the four-gluon vertex equation, and in par-
ticular the gluon box diagrams, is the most challenging part. To this end, we generate
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FORM [171–174] files with FormTracer [2] for each of the twelve permutations of the box
diagrams. Executing one of these with FORM can take up to eight core days and in-
termediate expressions reach more than 1 TB in size. Since the resulting expressions are
still very large, we sum all permutations, factorize all dressing functions and then use the
simultaneous optimization feature of FORM’s optimization routine [173] in combination
with a parallelized version of FORM [326] to optimize the result. Concerning the numeri-
cal computation, integrating the flow once takes roughly one day on an ordinary quad-core
desktop computer. This has to be done multiple times for each temperature due to the
gluon mass parameter.
8.2.2. Renormalization and mSTIs
As discussed in great detail in the previous chapters, the regulator leads to modified
Slavnov-Taylor identities (mSTIs) for non-vanishing RG scales, k > 0 , that reduce to the
standard STIs in the limit k → 0 [1, 25, 154–159]. Thus, the underlying BRST symmetry
is restored. We emphasize that any regularization scheme in momentum space leads
to such a modification of BRST symmetry in terms of modified STIs. This is also well-
known from perturbation theory, where a cutoff regularization, among other modifications,
requires a gluon mass counter term in order to guarantee gauge invariance. Modified STIs
are also present within other functional methods such as non-perturbative DSE and nPI
approaches that rely on numerical momentum integration.
As in Chapter 5, we choose constant vertex dressings λc¯cA , λA3 and λA4 at the cutoff
scale, k = Λ , such that the STIs for the running couplings,
αc¯cA(µ) = αA3(µ) = αA4(µ) ≡ α(µ) ,
are fulfilled at µ = 20 GeV, k = 0 . This takes the modification of the vertex STIs (5.17)
into account. The running couplings are defined as in the vacuum, see (5.18). We always
choose µ 2pi T such that the magnetic and electric wave functions renormalizations are
identical and the running coupling definitions are unique.
As explained in Chapter 5, the mSTI of the gluon propagator implies a non-vanishing
longitudinal gluon mass term at the cutoff scale [154] (where longitudinal refers to Landau
gauge, not the thermal heat bath). In the perturbative regime, it can be shown that
the transverse mass agrees with the longitudinal one. However, while the longitudinal
mass parameter vanishes at k = 0 , the transverse mass term encodes the gapping of
the transverse gluon propagator at k = 0 . At the initial ultraviolet cutoff scale k = Λ
the gluon mass parameter is uniquely determined by the mSTI and cannot be chosen
freely. Its precise determination is at the root of confinement, which is encoded in the
transverse mass gap at vanishing cutoff scale. Since the mass parameter is proportional
to the cutoff, m2Λ ∝ α(Λ) Λ2 , quadratic precision is required in its determination from the
mSTI. The solution of this quadratic fine-tuning problem requires both a BRST-consistent
quantitative level of the approximation and sufficient numerical precision. Consequently,
in truncated systems of flow equations, its computation from the mSTI at the required
precision level is extremely challenging.
In this chapter we use that it is possible to uniquely determine the gluon mass parameter
by demanding a scaling solution. We exploit that this also holds at finite temperature.
Requiring scaling in the magnetic sector provides us with a unique value for the gluon
mass parameter at each temperature. This procedure resolves the necessity of a BRST-
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consistent level of the approximation, but still requires quadratic precision in the fine-
tuning. The details are discussed in the following Sec. 8.2.3 that can be safely skipped by
non-expert readers.
8.2.3. Gluon Mass Parameter
The gluon mass parameter is fixed at the cutoff scale k = Λ which is far bigger than the
temperature scale, Λ  2pi T . Temperature effects are exponentially suppressed for the
used regulators [325]. Hence, the initial conditions for the flow at k = Λ converge expo-
nentially to that at vanishing temperature. However, in the present scaling solution the
initial conditions compensate for the violation of the modified BRST symmetry during the
flow, and in particular at low cutoff scales. Therefore, we expect a temperature-dependent
change of the initial conditions for compensating temperature-dependent truncation arti-
facts at low scales. Keeping this in mind, we extend the BRST-consistent fine-tuning of










(p) + ∆m2T . (8.17)
The temperature-dependent part of the gluon mass parameter ∆m2T is fixed such that we
obtain infrared scaling in the purely magnetic sector. Its sole purpose is to adjust the
modified BRST symmetry as in the T = 0 case. Requiring scaling fixes ∆m2T uniquely.
While adjusting the correct infrared behavior, this introduces truncation artifacts in the
ultraviolet. The RG-relevant part of the temperature dependence at large momentum has













where kT ≈ 4pi T ≤ ΛT is the scale above which temperature effects are absent, i.e.,
Γ
(2),M,raw
AA, k≥kT = Γ
(2),E,raw
AA, k≥kT .
Note that (8.18) keeps the physical temperature-dependent polynomially suppressed large
momentum corrections. Equation (8.18) removes in particular ∆m2T from the final result.
The mass correction (8.17) leads to modifications of the flows due to the back coupling of
the changed gluon mass parameter. Consequently, the subtraction (8.18) removes back-
coupling artifacts that are accumulated during the integration of the flow from ΛT to kT .
In the case ΛT = kT , no back-coupling artifacts are created at scales larger than kT and




− Γ(2),T=0AA, k=kT = ∆m2T .
We demonstrate in Sec. B.2, Fig. B.1b, that neither the raw nor the final gluon propa-
gators, obtained with (8.18), depend on the initial cutoff scale ΛT . Thus, ΛT = kT is
the numerically least demanding and most stable choice that includes all thermal fluctua-
tions. Note that (8.17) modifies the magnetic and electric propagators identically. Thus,
the electric mass is an observable at vanishing cutoff. We investigate the effects of (8.18)
in Appendix B.
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Figure 8.5.: Gluon propagator, (8.2).
8.3. Results
The main results are displayed in Fig. 8.5 – 8.11. We show results for the magnetic
and electric dressing functions of propagators and vertices for various temperatures. The
magnetic and electric dressings coincide for momenta p  2pi T , and become degenerate
with the vacuum dressings. This is required by the recovery of O(4)-invariance. The
convergence towards the vacuum dressings for small temperatures is explicitly checked in
Sec. B.1. This apparently obvious property is non-trivial within frequency and momentum-
dependent non-perturbative truncations.
At low momenta p  2pi T the dimension of the theory is effectively reduced and the
magnetic dressings behave as they do in three dimensions. In the case of the scaling
solution, all magnetic dressing functions scale with a power-law that is known for general
dimensions [217–219], see Sec. 6.2.2. The different scaling in four and three dimensions
is best seen from Fig. 8.6a. Due to dimensional reduction, the temperature-independent
scaling coefficient κ is determined by three-dimensional Yang-Mills theory. Fitting the
magnetic gluon propagators to (6.1) with d = 3 at p 2pi T , we find κ = 0.323(3) . This
agrees with the scaling exponent κ = 0.321(1) of the three-dimensional vacuum theory
found in Chapter 6. We summarize the scaling exponents in Table 8.1.
8.3.1. Propagators
As is clearly seen from Fig. 8.5, the electric and magnetic gluon propagators show a qualita-






d = 4 0.5953 [118, 119, 121] 0.567(3) 0.576(5)
d = 3 0.3976 [118] 0.321(1) ×
d = 4, T > 0 × 0.323(3) ×
Table 8.1.: Scaling exponents. The symmetric momentum approximation is defined in
Sec. 8.1.1, see Fig. 5.8 for its effect in the vacuum.
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(a) Ghost propagator dressing 1/Zc(p) .
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(b) Ghost-gluon vertex dressing λMc¯cA(p) .
Figure 8.6.: Ghost propagator, (8.2), and magnetic ghost-gluon vertex, (A.1).
almost monotonously with increasing temperature, the electric gluon propagator increases
at small temperatures. At high temperatures, where the growth of thermal contributions
to the mass becomes dominant, see Fig. 8.3, also the electric gluon propagator decreases.
We compare our gluon propagators to SU(2) [250, 309] and SU(3) [311] lattice results in
Fig. 8.9 and 8.10. This comparison requires the setting of a relative scale as well as renor-
malization of the lattice results, detailed in Sec. C.4. As a consequence, a potential relative
offset of functional and lattice results has to be considered in addition to the systematic
errors of the truncation when juxtaposing the results from the different calculations. The
comparison with SU(2) as well as SU(3) lattice data is legitimate because the employed
truncation – although being state-of-the-art – yields only a trivial dependence on the
gauge group as explained in Sec. 5.4.1. This changes immediately once a background field
is introduced since the group structure then enters via the Cartan sub-algebra, cf. (8.8).
We emphasize that the effects of the background field are significant only at temperatures
close to the phase transition temperature, see (8.9).
For the magnetic gluon propagator we find agreement with the lattice results on the 10 %
accuracy level we expect from the truncation of the vertices. Furthermore, we see that the
deviation assumes its maximum for temperatures about the phase transition temperature
where we expect large-scale dynamical fluctuations to be most relevant. On the one hand,
our truncation is tested maximally in this regime. On the other hand, discretization and
finite volume effects in the lattice calculation are strongest there. In contradistinction
to the very satisfactory situation for the magnetic propagator, we observe a significant
deviation of the electric gluon propagator for temperatures about the phase transition
temperature Tc . However, the agreement is very good for small and large temperatures.
As discussed in great detail in Sec. 8.1.2 and 8.4, the deviation about Tc can be explained
by the missing non-trivial 〈A0〉-background in the present calculation.
The ghost propagator agrees qualitatively, but deviates quantitatively, from the lattice
results, as shown in Fig. 8.11b. We discuss this point further in Sec. 8.4.1. The ghost-gluon
vertex is plotted in Fig. 8.6b. It is weaker around the phase transition temperature than
in the vacuum. At high temperatures it shows a broader and less pronounced bump than
at zero temperature.
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(a) Magnetic dressing, λMA3(p) .
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(b) Electric dressing, λEA3(p) .
Figure 8.7.: Temperature dependence of the three-gluon vertex, (A.1).
8.3.2. Gluonic Vertices
The gluonic vertex dressing functions are shown in Fig. 8.7 and 8.8. The magnetic dress-
ings of both vertices show scaling in the infrared. Contrarily, the corresponding electric
components decouple at p ≈ 2pi T and become constant in the infrared. We show the
position of the zero crossing of the magnetic three-gluon vertex dressing function as a
function of temperature in Fig. 8.11a. At small temperatures the zero crossing moves
towards lower momenta as the temperature is increased. At high temperatures, the mag-
netic zero crossing rises linearly with the temperature. In contrast, the zero crossing of
the electric three-gluon vertex dressing function disappears at T ≈ 40 MeV. Similarly, the
electric dressing of the four-gluon vertex undergoes a drastic change from zero to small
temperatures, and goes on to increase with growing temperature.
8.3.3. Comparison with Earlier Results
In this section we compare our results to previous FRG results [252, 302]. An important
difference is that in [302] only thermal fluctuations encoded in the differences of zero- and
finite-temperature flows were computed. This requires the full quantum effective action
Γk=0(T = 0) as input. The temperature-independent cutoff action is then obtained by
integrating the flow from k = 0 to k = Λ , i.e., Γk=Λ = Γk=0+
∫ Λ
0 d k ∂kΓ . We found it nec-
essary to adjust the gluon mass parameter at k = Λ via (8.17) due to truncation artifacts.
If we do not re-tune the gluon mass parameter and start from a scaling vacuum action,
the theory flows into a Landau-pole-like singularity, even for infinitesimal temperatures. If
we start from a decoupling cutoff action (which has a small positive mass offset compared
to the scaling cutoff action), we can raise the temperature to T . 75 MeV before the
theory flows into a singularity. This clearly asks for a temperature-dependent gluon mass
parameter. In [302] the gluon mass parameter was not tuned, which is a further major
difference to our calculation. Consequently, in the truncations used no scaling solution
can be obtained with the procedure from [302]. Furthermore, the temperature range in
which decoupling solutions can be computed is limited. Given our findings, it is surprising
that the authors of [302] were able to raise the temperature to T ≈ 1 GeV, which can
only be attributed to the vertex approximation used there. While the procedure applied
in [302] leads to similar results for the electric gluon propagator, the effects on the ghost
propagator and the magnetic gluon propagator are more pronounced. Increasing the tem-
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(a) Magnetic dressing, λMA4(p) .
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(b) Electric dressing, λEA4(p) .
Figure 8.8.: Temperature dependence of the four-gluon vertex, (A.1).
perature from zero, our ghost propagator dressing first decreases and then slowly increases
at high temperatures, as can be seen from Fig. 8.6a. This is in line with the lattice result,
see Fig. 8.11b. In contrast, the ghost propagator dressing in [302] does (virtually) not
decrease but is enhanced already at small temperatures. For small temperatures T < Tc ,
our magnetic gluon propagator varies only very mildly, see Fig. 8.5a. This is different
in [302]. There, the magnetic gluon propagator decreases significantly already at small
temperatures. Since the ghost loop contribution to the gluon propagator is negative, this
is a direct consequence of the unphysical ghost propagator enhancement in [302].
8.4. Discussion
The presented non-perturbative results are obtained with the most comprehensive trunca-
tion within functional methods to date. The overall agreement with lattice results is very
good. An exception is the electric propagator at temperatures close to the critical temper-
ature. The explanation has already been indicated in Sec. 8.3 and is discussed below. The
agreement of the magnetic propagator and the electric propagator for high temperatures
is of the order of 10 %. These small deviations can be attributed to lattice artifacts and
the systematic error within our truncation. The latter stems from incomplete momentum
dependencies of the vertices and missing non-classical tensors, see Sec. 5.3.2 and A.3 for
estimates of their respective importance.
8.4.1. Non-trivial Backgrounds and Propagators
A potential source of the discrepancy of the electric gluon propagator near the phase
transition temperature is an insufficient order in our approximation scheme. However,
such deviations of the electric gluon propagator from lattice results were already observed
in much simpler truncations [302]. Furthermore, if truncation artifacts were the main
source, we would expect larger discrepancies also in the magnetic gluon propagator.
In contrast to this, the electric propagator that is closely related to the order parameter
L[〈A¯0〉] is particularly sensitive to a non-vanishing background field [305]. As argued in
Sec. 8.1.2, the non-trivial solution of the equation of motion, A¯0 6= 0 , is important in the
temperature regime (8.9), i.e.,
T ∈ (0.5Tc , 1.3Tc) .
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(a) Comparison with SU(2) results [250, 309].
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(b) Comparison with SU(3) results [311].
Figure 8.9.: Magnetic gluon propagator dressing, (8.2).
This is exactly the temperature range where the deviations from the lattice results, that
are evaluated on the equation of motion, are most pronounced. We expect a considerable
improvement in the electric propagator if our correlation functions are evaluated on the
non-trivial background. At this point, we want to emphasize that the observed deviations
do not invalidate our results for the electric two-point correlator. It simply represents the
correlation functions at a non-minimal configuration, cf. (8.7). Furthermore, these findings
underline that Polyakov-enhanced low-energy effective models should be constructed in
A¯0-backgrounds and the effective potential V [A¯0] rather than Polyakov loop backgrounds
and the Polyakov loop potential V [L] : since the electric propagators agree on the 10 %
level above T & 1.3Tc . This entails that the relevant background for the shifts in the
Matsubara frequencies is 〈A¯0〉 .
The above analysis is also important for the comparison of the present results with SU(2)
and SU(3) lattice simulations. As discussed in detail in Sec. 5.4.1, the gauge group enters
only at very high orders of the approximation in an expansion of the effective action around
vanishing background fields. Thus, our results depend only trivially on the gauge group.
However, the gauge group, and in particular the universality class, enters via the Polyakov
loop background, or, more precisely 〈A¯0〉 . The different orders of the phase transition for
SU(2) and SU(N > 2) are encoded in the Polyakov loop potential V [A¯0] and the respective
expectation values ν in (8.8), rather than in the propagator equations [108, 205]. The Ising
critical exponents for SU(2) can also be extracted from critical fluctuations encoded in the
effective potential [204]. Furthermore, the critical fluctuations are the cause of the higher
phase transition temperature in comparison to SU(N > 2) [204]. Thus, the gauge group
dependence of the order of the phase transition and the value of transition temperature
are to leading order caused by the effective potential, and hence by the related expansion
about the physical ground state, i.e., 〈A¯0〉 in the current setting.
We close the discussion of the propagators with the remark that the comparison of
our results with the lattice results at small momenta p2  Λ2QCD has to be taken with
a grain of salt. The lattice results are of the decoupling type whereas our results are
of the scaling type. Consequently, the non-perturbative gauge fixing is not unique, see,
e.g., [129, 233, 235–237]. This concerns in particular the ghost propagator, shown in
Fig. 8.6a and 8.11b, which is more sensitive to the treatment of the Gribov copies than
the gluon propagator [129, 233].
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(a) Comparison with SU(2) results [250, 309].
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(b) Comparison with SU(3) results [311].
Figure 8.10.: Electric gluon propagator dressing, (8.2).
8.4.2. Debye Mass and the Perturbative Regime
We find very good agreement of our non-perturbative Debye screening mass with two-
loop hard thermal loop perturbation theory down to T ≈ 0.6 GeV, see Fig. 8.3. This
remarkable agreement down to comparably low temperatures is in line with earlier find-
ings, see, e.g., [316–324]. In general, perturbative resummation schemes have been found
to be applicable at surprisingly large couplings. An explanation of this unexpectedly large
range of validity can be given by the structural similarity of higher order perturbative re-
summation schemes and the non-perturbative resummations performed within functional
methods. This opens the door for applications of functionally assisted analytic perturba-
tive computations beyond the validity bounds of perturbation theory, in particular to the
transport and kinetic realm of heavy ion collisions.
8.4.3. Three-Gluon Vertex and its Zero Crossing
The magnetic three-gluon vertex dressing function has been studied on the lattice [312] and
with a semi-perturbative approximation of its DSE [313]. Both studies show a significant
enhancement of the magnetic dressing at low momenta p ≈ 0.2 GeV for temperatures
just below the critical temperature. While we also observe this effect qualitatively, see
Fig. 8.7, we find a much weaker enhancement. This is consistent with the finding that our
electric gluon propagator is weaker than the electric lattice propagator, cf. Fig. 8.10. This
electric propagator enters the triangle diagram in the three-gluon vertex equation which
yields a positive contribution to the dressing function [74, 166]. Thus, a stronger electric
propagator increases the strength of the magnetic three-gluon vertex.
At zero temperature, the three-gluon vertex shows a zero crossing in four as well as in
three dimensions [1, 165, 166, 193, 201, 238–244], see also Chapter 5 and 6. Analytical
studies show that it is caused by the divergent ghost triangle diagram. We find that
the zero crossing persists in the magnetic dressing function for all temperatures. This
stands in line with [313] but in contrast to [312], where the lowest investigated momenta
show a positive sign at temperatures somewhat below the critical temperature. Here, we
present an analytical argument for the persistence of the magnetic zero crossing at all
temperatures. The argument is first presented for vanishing gluonic background fields
and is based on the infrared dominance of ghost loops. Finally, we discuss the case of
non-vanishing gluonic backgrounds relevant for temperatures about Tc .
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(a) Magnetic three-gluon vertex zero crossing
λMA3(p0) = 0 as a function of temperature.
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T = 1.81 Tc
























(b) Ghost propagator dressing 1/Zc(p) com-
pared to SU(2) lattice results [250, 309].
Figure 8.11.: Zero crossing and ghost propagator dressing.
All gluonic diagrams are gapped below a certain scale. In contrast, the ghost triangle
effectively contributes like the corresponding three-dimensional diagram for p2  (2pi T )2 .
Therefore, it causes a divergence in the magnetic three-gluon vertex dressing function at
low momenta for all temperatures and, thus, the magnetic zero crossing cannot vanish.
At high temperatures, this zero crossing moves then to higher scales, which is in line with
the high temperature limit and [312]. This qualitative argument is independent of the
type of the solution, since the three-dimensional ghost triangle diagram diverges with a
power-law in the case of the scaling solution and linearly [193, 201, 241] in the case of the
decoupling solution. We find that the zero crossing of the electric component vanishes at a
temperature of T ≈ 40 MeV. This can be understood by observing that the zero mode of
the ghost triangle diagram, evaluated at zero external Matsubara frequencies, contributes
to the magnetic three-gluon vertex dressing, but vanishes analytically if projected with
the electric three-gluon vertex projection operator. Our numerical results show precisely
the expected behavior, see Fig. 8.11a and 8.7.
We extend the argument to the case of non-vanishing backgrounds. They introduce
a color structure in the ghost propagator and the ghost-gluon vertex. After diagonal-
ization, we are left with gapped and ungapped modes in the ghost propagator, as well
as background-dependent and background-independent (color) tensor structures in the
ghost-gluon vertex. The remaining ungapped ghost modes couple to the latter tensor
structure, which is the original tensor structure at vanishing background. Therefore, the
background simply leads to a weakening of the infrared dominance by gapping some but
not all ghost modes. Accordingly, the zero crossing moves towards smaller momenta, but
does not disappear, in the presence of non-trivial backgrounds. Furthermore, for small
temperatures T/ΛQCD → 0 , the gapping of the ghost modes occurs only at very small
momenta ~p 2 . (2pi T )2 , and we are left with the temperature regime (8.9), in which a
weakening of the infrared ghost dominance is to be expected. This structure is compatible
with the results in [312], where no zero crossing was observed at temperatures about Tc
in the accessible momentum regime.
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8.5. Conclusion
We presented non-perturbative first-principles results for finite-temperature Yang-Mills
correlation functions, obtained from the functional renormalization group. Our compre-
hensive truncation for the effective action includes the computationally especially expen-
sive magnetic and electric components of the purely gluonic vertices, see Fig. 8.1. We
gauged our truncation by comparing our propagators to lattice results and found very
good agreement for the magnetic gluon propagator. Our result for the Debye screening
mass shows excellent agreement with two-loop hard thermal loop perturbation theory at
high temperatures and the electric gluon propagator compares very well to lattice results
for all temperatures except T ∈ (0.5Tc , 1.3Tc) . We argued that these deviations origi-
nate from the different backgrounds used. Particular focus was put on the fate of the zero
crossing of the three-gluon vertex. In the electric component the zero crossing disappears
at T ≈ 40 MeV. The zero crossing of the magnetic component moves to lower momenta
at small temperatures but it never vanishes. At high temperatures, its position increases
linearly with the temperature. We gave an analytic argument for the observed qualitative
behavior of the zero crossing.
The obtained results form the foundation for a number of subsequent studies. The ca-
pability to perform first-principles studies of gauge theories at finite temperatures with
functional methods provides a crucial prerequisite for investigations of the QCD phase
structure. In particular, the QCD calculation from the last chapter can now be straight-
forwardly extended to finite temperature. Furthermore, the presented correlators may be
used to compute thermodynamic quantities such as the pressure, the shear viscosity, the
Polyakov loop, and spectral functions. Finally, we expect that improving the current in-
vestigation by expanding the effective action about the non-trivial solution of the equation
of motion will lead to the disappearance of the discrepancy in the electric gluon propagator
near the phase transition temperature.
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9. Summary and Outlook
We computed QCD correlation functions by means of a systematic vertex expansion within
the FRG approach. They contain the full information on confinement and chiral symmetry
breaking. Regularization schemes in momentum space, that are typically used in such non-
perturbative applications of functional methods to gauge theories, lead to modifications of
the STIs. Taking these modifications into account is of pivotal importance since the STIs
encode the gauge-invariance of observables in gauge-fixed settings. In the FRG approach
all the information about the microscopic theory is stored in the action at the cutoff scale,
which is determined by the modified STIs. We found that it is possible to determine the
cutoff action by demanding that the STIs are fulfilled at vanishing RG scale. This insight,
together with sophisticated technical tools such as FormTracer, enabled us to compute
consistent correlation functions in unprecedentedly large self-consistent truncations.
We first studied Yang-Mills theory where we put particular focus on the gluon mass
gap generation. We established necessary conditions for confining solutions. Functional
equations as well as STIs show that irregularities are required for the dynamical creation
of a gluon mass gap. For the scaling solution, these arise trivially due to the divergent
ghost propagator. For the decoupling solution, we excluded irregularities of simple dia-
grammatic origin. Thus, they have to originate from resonances in the longitudinal sector
or the dynamical generation of a transverse background. We presented clear evidence
for a dynamical mass gap contribution in our numerical calculation. Furthermore, our
gluon propagator shows backbending, a signal for positivity violation. Our parameter-
free solution is in excellent agreement with corresponding lattice results. Noteworthy, our
coupled system of equations is fully self-consistent and does not require any modeling or
external input. The computed running couplings of different vertices are degenerate in
the ultraviolet but deviate in the infrared, exactly as expected.
We also investigated Yang-Mills theory in three spacetime dimensions and found good
agreement with Dyson-Schwinger results. In contrast to the physical four-dimensional
case, both functional results deviate from lattice results. We attributed this discrepancy
to truncation artifacts. Resolving it will yield a better understanding of the differences
between Yang-Mills theory in three and four dimensions.
Next, we considered unquenched two-flavor QCD. In line with earlier studies, we found
that chiral symmetry breaking is very sensitive to the strength of the quark-gluon ver-
tex. To minimize truncation errors, we constrained it with its STI in the perturbative
regime. We observed that the STI constrained quark-gluon vertex coupling and the glu-
onic couplings are degenerate in the ultraviolet. Varying the scale down to which the STI
is enforced left us with an estimate for the truncation error. In all cases, the unquenched
gluon propagator shows very good agreement with two-flavor lattice results and proves
to be insensitive to the pion mass. In contrast, the truncation uncertainty in the quark
propagator is significant and the agreement only reasonable. It is therefore necessary to
find a systematic expansion scheme that leaves the degeneracy of the running couplings
in the perturbative regime intact such that the quark-gluon vertex STI is automatically
fulfilled. Finding such a scheme is a challenging but vital task for future investigations.
9. Summary and Outlook
In the last chapter we considered Yang-Mills theory at finite temperature. We split
all tensors present in the classical action into components longitudinal and transverse
with respect to the thermal heat bath. The electric three-gluon as well as the four-gluon
vertex finite-temperature dressings were computed here for the first time. Furthermore,
we extracted a screening mass from the electric propagator that shows excellent agreement
with two-loop hard thermal loop perturbation theory down to temperatures of two times
the critical temperature where the validity range of the perturbation theory ends. The
computed correlators agree on the ten percent level with lattice results at very high and
very low temperatures. Near the phase transition temperature, we found a significant
deviation of the electric gluon propagator from lattice simulations. We attributed this
discrepancy to the missing non-trivial background field in our truncation whose effects are
most prominent at temperatures around the critical temperature. However, given that the
Polyakov loop and the related background field have been studied intensively, it can be
incorporated straightforwardly into our calculation. This study will be the foundation for
many future applications such as the computation of the pressure, the equation of state,
and spectral functions.
All in all, parameter-free first-principle FRG predictions on the QCD phase structure
are still amiss and require collective efforts. This is partially due to QCD’s enormous
complexity that has to be under control in any non-perturbative approach, but also due
to conceptual challenges already present in the vacuum. Nonetheless, we made significant
progress towards ab initio calculations of QCD observables within the FRG framework.
As of now, functional methods are the only first-principle approach known to be applicable
in the strong-coupling regime and at large chemical potential. Thus, in the pursuit of the
QCD phase structure, and in particular the critical endpoint, they are an indispensable
approach although several mostly technical obstacles still have to be overcome until they
can provide accurate predictions.
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A. Gluonic Vertices at Finite Temperature
Gluonic vertices (and in particular the four-gluon vertex) prove to be subtle at finite
temperature. These intricacies are discussed in this appendix which is largely borrowed
from [4]. In Sec. A.1 we split the classical Yang-Mills tensors into electric and magnetic
components. Section A.2 deals with the vanishing of some components in the limit of
vanishing Matsubara frequencies. Finally, we discuss the projection onto the components
in Sec. A.3, where we also comment on elaborate effects of the gluon mass parameter
tuning that are not contained in [4].
A.1. Tensor Splitting
We generalize the vertex expansion used in Chapter 5 to finite temperature by attach-
ing all combinations of magnetic and electric projection operators to the classical tensor

















































































































for the four-gluon vertex. The orthogonality of the electric and magnetic projection op-
erators implies that the dressings of the components are degenerate at zero temperature.
As discussed in length in Sec. 8.1.1, the finite temperature information is predominantly
A. Gluonic Vertices at Finite Temperature A.2. Zero Modes
stored in the spatial momentum dependence of the zero modes. We exploit this and
compute only zero modes. However, only the purely magnetic tensors and those with
exactly two electric legs do not vanish if the Matsubara modes are set to zero, see the
next Sec. A.2. To obtain the correct ultraviolet behavior, and to recover the vacuum re-
sults in the zero-temperature limit, the vanishing tensors must not be neglected since the
non-zero loop modes contribute to the zero mode correlation functions if k & 2pi T . Thus,
we approximate the dressings of the tensors vanishing in the limit of vanishing Matsubara
frequencies by
λEc¯cA ≈ λMc¯cA ,
λEMMA3 = λ
EEE





A4 ≈ λMMMMA4 . (A.2)
Due to the O(4)-symmetry of the vacuum, this approximation becomes exact for large
momenta p2  (2pi T )2 , where finite-temperature effects are suppressed. We want to
emphasize that it is also very good for small momenta p2 . (2pi T )2 since the dimension
of the tensor spaces is reduced for vanishing Matsubara frequencies, see Sec. A.2. Hence,
the approximation of some electric dressings by (A.2) affects only intermediate Matsubara
modes, which are only slightly influenced by finite temperature effects, see Sec. 8.1.1. Since
the three-gluon and the four-gluon vertices have only two dressings in our approximation,
we employ the following shorthand notation in Chapter 8:
λMA3 ≡ λMMMA3 ,
λEA3 ≡ λEEMA3 ,
λMA4 ≡ λMMMMA4 ,
λEA4 ≡ λEEMMA4 ,
as illustrated in Fig. 8.1.
A.2. Zero Modes
We generalized the classical tensors by attaching all combinations of magnetic and electric
projection operators, see (A.1). However, contracting the electric ghost-gluon vertex with















Hence, the electric component of the ghost-gluon vertex disappears in the limit of vanishing
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Thus, for p2  (2pi T )2 the classical tensors are fully described by the remaining basis
tensors, to wit, those with only magnetic legs and those with exactly two electric legs.
A.3. Projecting
The tensor bases for the propagators as well as for the ghost-gluon vertex are complete, and
therefore the projection onto the dressings is unique. For the gluonic vertices we do not
take the full transverse tensor bases into account. Consequently, already in the vacuum,
any projection is an approximation that relies on the assumption that non-included basis
elements are small. If the flows are projected onto their electric and magnetic components,
the incompleteness of the bases can lead to intricate complications. The reason is that
the magnetic and electric projection operators can yield differing contributions from non-
classical tensor structures that are created by quantum fluctuations. As a consequence,
the magnetic and electric dressings differ by momentum-dependent terms. This effect
occurs already at vanishing temperature, and is therefore in contradiction with the O(4)-
symmetry of the vacuum. If one uses a complete basis, projecting with magnetic and
electric projection operators does not spoil the O(4)-symmetry although the projection
operators themselves are not O(4)-symmetric.
In the following two subsections we discuss in detail the quantitative relevance of these
effect caused by the incomplete bases for the gluonic vertices. In order to disentangle
genuine finite-temperature contributions from these projection artifacts, we consider only
vacuum flows. By splitting the projection into electric and magnetic components and
comparing them to the O(4)-symmetric projection, we are able to quantify these basis
artifacts. Unfortunately, we find that the emergence of certain non-classical tensors yields
sizable artifacts on the dressing of the classical tensor structure of the four-gluon vertex. As
discussed in detail in this and the following Appendix B, implementing a proper treatment
of these artifacts of the incomplete bases turns out to be vital to obtain the correct
ultraviolet behavior and cutoff independence of the finite-temperature results. This section
assumes that the reader is familiar with the basics of projecting of tensors onto scalar
dressings, which are provided in Sec. C.2 for the sake of self-containment.
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A.3.1. Three-Gluon Vertex






















































































In explicit numerical checks we find that the projections (A.3) and (A.4) agree at the per
mille level at T = 0 and therefore also for k  2pi T . We conclude that our projection
is not sensitive to the possible emergence of non-classical tensors structures in the three-
gluon vertex. This is also consistent with the sub-leading importance of non-classical
tensor structures found in earlier three-gluon vertex studies [166].
A.3.2. Four-Gluon Vertex


































































































for the magnetic and the electric components. If the only tensor generated by the flow




]abcdµνρσ ∝ [S(4)A4 ]abcdµνρσ = fabnf cdnδµρδνσ + perm. ,




A4 . However, this equality can
be spoiled by the presence of non-classical tensors that are generated by the flow equation.




]abcdµνρσ(p, q, r, s) = f
abnf cdn (q + s)µ (q + s)ρ (p+ r)ν (p+ r)σ + perm. (A.7)
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(a) To evaluate the flows, we use the vacuum
correlation functions at k = 2 GeV in the
right-hand side of the flow equations. The
flows in this panel are also shown in the right































(b) Dashed lines with ∆m2 = 0.175 GeV2 show
the flows if the gluon propagator is modified
with an additional mass offset. Notably, the
differences of the flows are hardly affected by
the modification of the gluon propagator.
Figure A.1.: Four-gluon vertex vacuum flows from different projection operators, (A.5)
and (A.6), and their differences at the RG scale k = 2 GeV.
Inserting (A.7) into (A.5) and (A.6) yields differing contributions to the dressing functions
λA4 , λ
M
A4 , and λ
E
A4 . Therefore, O(4)-invariance is lost due to the incompleteness of the
basis that was used to construct the projection operators, (A.5) and (A.6).
In Fig. A.1 we show the vacuum flows of the four-gluon vertex obtained with different
projection operators and identical vacuum vertices on the right-hand side of the flow
equation. In contrast to the three-gluon vertex, we find a considerable difference in the
resulting momentum dependence of the projections (A.5) and (A.6). We conclude, that
sizable non-classical tensors, which affect the difference between the magnetic and electric
projection operators, are generated. This evidence for the importance of non-classical
four-gluon vertex tensor structures is consistent with earlier findings [5]. To summarize,
the zero-temperature limit is spoiled by the presence of non-classical tensors such as (A.7)
since they imply λMA4(T = 0) 6= λEA4(T = 0) and, hence, O(4)-invariance is not recovered.
A simple estimate of the unphysical projection artifacts is given by the vacuum differ-
ences of the projections (A.5) and (A.6),
∂tλA4 − ∂tλMA4(T = 0) ,
∂tλA4 − ∂tλEA4(T = 0) , (A.8)
which are also shown in Fig. A.1a. In Fig. A.1b we additionally show the four-gluon vertex
flows that are obtained if the gluon propagator is modified with an additional mass offset
to simulate the temperature-dependent mass re-adjustment, see Sec. 8.2.3. Fortunately,
this re-tuning of the gluon mass parameter has only a sub-leading effect on the differences
of the flows, which enables us to determine the flow differences (A.8) using the (scale-
dependent) vacuum dressings on the right-hand side of the flow equations. Assuming
that these unphysical projection artifacts depend only mildly on the temperature yields
a natural strategy to account for them: subtract (A.8) from the finite-temperature flows.
However, there is an additional complication in the case of the scaling solution. The vertex
dressings obey a power law behavior at small momenta, see (6.1), and the corresponding
exponent changes as one goes from the vacuum to finite temperature, see Fig. 8.6a. This
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T = 0.030 GeV, rel. dev. λc= 1 vs. 2
T = 0.175 GeV, rel. dev. Λc= 1 vs. 0.3 GeV
T = 0.405 GeV, rel. dev. Λc= 1 vs. 0.3 GeV
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T = 0.175 GeV, rel. dev. Λc= 1 vs. 0.3 GeV
T = 0.405 GeV, rel. dev. Λc= 1 vs. 0.3 GeV


























Figure A.2.: Relative deviations, e.g.,
(
λMA4(λc = 1)− λMA4(λc = 2)
)
/λMA4(λc = 1) , of the
four-gluon vertex dressings, (A.9), calculated with different parameters in
the smoothed theta function (A.10). Depending on the temperature, the
dressings depend either on λc or Λc , see (A.11).
has to be taken into account when subtracting (A.8) from the finite-temperature flows.
Consequently, we modify the flows of the magnetic and electric components by
∂tλ
M
A4(T ) ≡ ∂tλMA4(T ) + θ(k, kc)
[





A4(T ) ≡ ∂tλEA4(T ) + θ(k, kc)
[
∂tλA4 − ∂tλEA4(T = 0)
]
. (A.9)










is to provide a transition from the corrected flows to the pure finite-temperature flows
with the correct scaling behavior at very low momenta. We set the transition scale kc to
kc = min (λc 2pi T, Λc) , (A.11)




λMA4(T ) = limT→0
λEA4(T ) = λA4 .
This guarantees that we recover the vacuum results in the limit of vanishing temperature
while our best estimates for the basis artifacts are subtracted above the transition scale.
In order to investigate the influence of the transition scale kc , we vary Λc and λc in
reasonable ranges. Since temperature effects are expected to be small at momentum
scales k ≥ 2pi T , λc should be of order unity and we vary it from 1 to 2 . Furthermore,
the gapping scale of the gluon propagator gives us an estimate on the scale below which
scaling is expected. Consequently, we vary Λc between the location of the maxima of the
gluon propagator and the gluon propagator dressing, i.e., Λc ∈ [0.3, 1] GeV. We find only
a very mild dependence of the four-gluon vertex dressings on these parameters as shown
in Fig. A.2. Since the four-gluon vertex is the least important of all classical tensors in
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the self-consistently coupled system, we find that the dependence of all other dressings on
these parameters is even smaller. For example, the induced uncertainty on the electric
gluon propagator is at most 3 %, but for a wide range of temperatures and momenta it
is even smaller than 0.5 %. In all cases the dependence on the smoothing parameter,
 = 0.05 , is negligible.
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B. Finite-Temperature Minutiae
The first two sections contain consistency checks and are taken from [4]. In particular, in
Sec. B.1 we scrutinize the limit of vanishing temperature. In Sec. B.2, we confirm that the
finite-temperature dressings at vanishing RG scale are independent from the initial cutoff
scale. Finally, we investigate the mass gap generation and present decoupling solutions at
non-zero temperature in Sec. B.3.
B.1. Vacuum Limit
In Chapter 8 and Appendix A we constructed the finite-temperature truncation such that
it converges to the vacuum truncation in the limit T → 0 . In Fig. B.1a, we show the gluon
propagator for small temperatures. We clearly see that the magnetic as well as the electric
propagators approach the vacuum propagator in the zero temperature limit. In particular,
for each temperature there exists a threshold momentum above which the magnetic and
electric dressings agree. This is not only a strong check of the code but also confirms the
validity of the vertex truncation, detailed in Appendix A, as well as the consistency of our
O(4)-symmetric momentum approximations, i.e., (8.3) and (8.5). Similarly, the magnetic
and electric dressings of the vertices become degenerate in the vacuum limit. As discussed
in the next section, this allows to significantly reduce the computational effort by starting
from a non-trivial O(4)-symmetric cutoff action.
T = 0
T = 0.006 GeV
T = 0.015 GeV
T = 0.029 GeV
T = 0.044 GeV
magnetic
electric
























(a) Convergence towards the vacuum results.
The magnetic and electric gluon propagators
are degenerate for p & 2pi T .
raw
ﬁnal



































(b) Gluon propagator obtained with different
initial scales ΛT = λ 2pi T . See Sec. 8.2.3 for
the definition of raw and final. We do not
show the final propagator for λ = 1 since in
this case the start scale ΛT = 2pi T lies below
the correction scale kT = 4pi T , cf. (8.18).
Figure B.1.: Vacuum limit and initial scale independence of gluon propagator.
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Figure B.2.: Gluon propagators with and without mass subtraction procedure, (8.18).
B.2. Initial Scale
The regulator suppresses quantum as well as thermal fluctuations below the RG scale k .
Therefore, the temperature-dependent generalized effective action Γk(T ) agrees with the
zero-temperature effective action as long as temperature fluctuations are suppressed,
Γk(T ) = Γk(T = 0) if 2pi T  k . (B.1)
This property enables us to reduce the computational effort by one to two orders of mag-
nitude. First we compute the T = 0 generalized effective action, starting at a large pertur-
bative scale of typically Λ = 60 GeV from the classical action. To obtain the temperature-
dependent effective action, we integrate the flow equation starting from the generalized
effective action ΓΛT (T ) = ΓΛT (T = 0) at a lower, temperature-dependent cutoff scale,
ΛT = max (λ 2pi T, Λ
min
T ) . (B.2)
Here, ΛminT has been introduced to avoid the interference of the lowered starting scale with
the dynamical mass generation of the gluon. This is necessary, because truncation artifacts
require us to re-adjust the gluon mass parameter at ΛT , see Sec. 8.2.3. Consequently, we
choose ΛminT ≈ 1 GeV as the scale where the vacuum gluon propagator dressing becomes
maximal. We show the dependence of the electric gluon propagator on the dimensionless
start scale λ in Fig. B.1b. The gluon propagator as well as all other quantities do not
depend on the start scale if λ ≥ 2 . In our numerical computation we use λ = 4 although
λ = 2 is sufficient, as argued in Sec. 8.2.3.
To demonstrate the numerical advantage of the temperature-dependent initial scale, we














Numerically, it is advantageous to choose a k-dependent numerical cutoff L = l k , where
l = 3 is sufficient for the exponential regulator due to the regulator derivative appearing
in all diagrams, see Fig. 3.2. This persists in the Matsubara formalism and we can limit
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Figure B.3.: Magnetic SU(2) lattice propagator [250, 309] divided by the magnetic FRG
propagator, see Fig. 8.9a for the color coding.
Thus, the number of required integrand evaluations grows linearly with k and with 1/T .
Exploiting (B.1) by (B.2) therefore reduces the number of required integrand evaluations
significantly, especially for small temperatures.
B.3. Mass Tuning and Decoupling
In Sec. 8.2.3 we found it necessary to adjust the gluon mass parameter temperature-
dependently at the cutoff scale to account for the lack of a BRST-consistent level of the
truncation, see (8.17). Without adjusting the gluon mass parameter, the theory runs
into Landau-pole like singularities. After integrating the flow, we remove this truncation
artifact via (8.18). To assess the effect of this procedure, we compare the raw to the final
propagators in Fig. B.2. We observe a sizable influence of the correction (8.18) on the final
result, also at high temperatures. This indicates a non-converged truncation which is in
line with the findings in Appendix A on the importance of non-classical four-gluon vertex
tensors. We plot the raw and the final magnetic gluon propagator each normalized by the
magnetic lattice propagator in Fig. B.3. Since the lattice data have to be renormalized for
each temperature separately, agreement is always found at the corresponding momentum
scale, see Sec. C.4. At lower scales, the raw propagator quickly deviates from the lattice
results. Contrarily, the final propagator shows better agreement, which we interpret as
support for our subtraction procedure (8.18).
In Chapter 8 we have only shown scaling results for which the (temperature-dependent)
gluon mass parameter m2Λ is unique. To understand the full theory space, it is useful to
look at solutions with a different gluon mass parameters. Those are displayed in Fig. B.4
for a fixed temperature, T = 0.175 GeV.
The magnetic mass at vanishing RG scale as a function of the gluon mass parameter
is shown in Fig. B.4a. As in the vacuum (cf. Fig. 5.18), the magnetic mass is a non-
monotonous function of the gluon mass parameter and has minimum at m2min . As argued
in Sec. 5.3.4 and 5.4.3, gluon mass parameters larger thanm2min yield unphysical, deconfined
solutions. In the following we name the solution we get for m2Λ = m
2
min decoupling solution,
but stress that we obtain decoupling solutions for all values of the gluon mass parameters
that fulfill m2Λ,scaling < m
2
Λ ≤ m2min . As discussed in detail in Chapter 5, we cannot
further constrain the gluon mass parameter without solving the mSTI or the longitudinal
117
B. Finite-Temperature Minutiae B.3. Mass Tuning and Decoupling
T = 0.175 GeV
























(a) Magnetic mass over gluon mass parameter.
T = 0.175 GeV
scaling
decoupling
























(b) Ghost propagator dressing.




























































(d) Gluon propagator dressings.
Figure B.4.: Gluon mass analysis at fixed temperature T = 0.175 GeV. We vary the gluon
mass parameter at the cutoff scale and find a non-monotonous behavior of
the magnetic gluon mass gap. We label the solution with the lowest magnetic
mass decoupling solution.
sector. The ghost propagator dressings corresponding to the different solutions are shown
in Fig. B.4b, the gluon propagators in Fig. B.4c and B.4d. For the scaling as well as the
decoupling solution the temperature-dependent mass artifact is subtracted via (8.18). As
in the vacuum, see Fig. 5.19, the different solutions show sizable differences also in the
mid-momentum regime that ask for further, more detailed investigations. The differences
are, however, in line with our no family argument from Sec. 5.4.3.
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C. Technicalities
The numerical calculations in this dissertation are intricate. This appendix provides tech-
nical details for the sake of completeness and reproducibility. Section C.1 describes the
workflow of the fQCD collaboration, parts of which were established during this thesis. In
Sec. C.2, we discuss the construction of projection operators. Finally, we specify the used
regulator parameterizations and scale setting procedures in Sec. C.3 and C.4.
C.1. fQCD Workflow
In this dissertation the tools established by the fQCD collaboration [64] are employed to
solve the coupled integro-differential equations. The most important steps of the compu-
tations and the tools used are outlined below.
1. Symbolic equations: DoFun [140, 141] is a Mathematica package that allows deriving
symbolic Dyson-Schwinger as well as functional renormalization group equations
from a given (symbolic) action.
2. Algebraic equations: Given a representation of all correlation functions in terms of
basis tensors and corresponding dressings, the symbolic equations are translated into
algebraic equations with DoFun [141].
3. Projecting: To obtain numerically solvable scalar flow equations, the tensorial alge-
braic equations are projected as described in Sec. C.2.
4. Tracing: The projected flow equations are traced with FormTracer [2] that uses
FORM [171–174] and its color package [180]. Since the traced equations are very
large, they are optimized for numerical evaluation with FORM’s optimization algo-
rithm [173].
5. Code generation: The integrands on the right-hand sides of the coupled flow equa-
tions depend on many variables and momentum- and scale-dependent dressing func-
tions. Thus, evaluating them requires a lot of straightforward code. To cope with
this task, and to avoid human errors, a Mathematica package called CreateKernels
is used to generate the kernel files. Its development was initiated in this thesis.
6. Numerical simulation: The calculation is performed with frgsolver, a flexible, object-
orientated, parallelized C++ library developed by the authors of [65]. It uses the
adaptive ordinary differential equation solver from the BOOST libraries [327], the
Eigen linear algebra library [328], and an adaptive multidimensional integration
routine from [329] which implements [330, 331].
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C.2. Projecting Tensor Equations
While the flow equation for the generalized effective action is a scalar equation, the flow
equations for the n-point functions are tensor-valued. Since projection operators that
project the tensor equations onto scalar dressing functions are frequently used throughout
this thesis, we discuss their construction in the following.
To this end, we consider an n-point function Γα with a complete tensor basis Tα and
superindex α that consists of all Dirac, Lorentz, and gauge group indices. Denoting the
dressings of the basis tensors by λ , the n-point function is given by
Γα = λ
m T mα ,
where summation over repeated dressing indices is implied and momentum arguments are
suppressed. The general projection operator P has the form
P iα = A
in T nα ,
where A is a matrix whose i-th row contains the scalar coefficients of the i-th projection
operator. We want to construct A such that P iα · Γα yields the i-th dressing function, i.e.,
P iα · Γα = λmAin T nα · T mα︸ ︷︷ ︸
≡Mnm
!
= λi , (C.1)
where M is the metric tensor of the tensor space. Equation (C.1) is fulfilled if
AinMnm = 1im . (C.2)
If the tensor basis is linearly independent, the metric tensor M is invertible and the




)in T nα . (C.3)
In general, using a degenerate basis is possible since it is sufficient that (C.2) is fulfilled.
In this case, one has some freedom to choose the entries in A . In the case of an orthogonal
basis, (C.3) reduces to P iα =
T iα
T iα·T iα (where summation is not implied in the denominator).
C.2.1. Incomplete Tensor Bases
We illustrate the consequences of incomplete tensor bases with a simple example. Consider
a tensor space spanned by two real Euclidean vectors, Γµ = λ
ppµ+λ
qqµ . To project onto,
say, λp , we apply (C.3) to obtain the projection operator, P pµ =
q2 pµ−p·q qµ
p2q2−p·q2 , which yields
P pµ Γµ = λ
p as desired. If we work with an incomplete tensor basis instead, and, e.g., take






this projection operator yields P˜ pµ Γµ = λ
p + p·q
p2
λq 6= λp . Hence, unless λq = 0 , we get
a non-physical contribution to λp due to the projection operator. Even worse, if λq does
not vanish linearly with p, this contribution is divergent. Thus, using an incomplete basis
relies on the assumption that the dressings of non-included basis tensors are small. In
this light, we were lucky that the simple, incomplete transverse tensor bases we used in
Chapter 5 did not cause any problems. Resolving the longitudinal sector requires more
elaborate tensor bases since divergent artifacts quickly arise in the longitudinal sector.
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C.3. Regulator Parameterization
In the FRG, the choice of the regulator, together with the choice of the cutoff-independent
parts of the initial effective action corresponds to defining a renormalization scheme,
see [25] for a detailed discussion. In general, the regulators are subject to optimization,
i.e., they can be chosen to minimize the systematic errors, see [25, 147, 332], and [333, 334]
for recent extensions and applications. However, in our advanced truncation the results
are independent of the regulator choice, see Sec. 3.1.2. Thus, there is no need to optimize
and we use the regulators as specified below.
Chapter 5 and 6 – Vacuum Yang-Mills Theory
At vanishing temperature, we regulate the ghost and gluon fluctuations with
Rc,abk (q) = Z˜c r(q
2/k2) q2 δab ,
RA,abk,µν(q) = Z˜A r(q
2/k2) q2 δab Π⊥µν (q) , (C.4)
respectively. For historical reasons, the results in [1], and thus Sec. 5.1 – 5.3, were obtained
with a smooth version of the flat regulator with a = 0.02 , see (3.10) for its definition. The
results in Sec. 5.4 and Chapter 6 are computed with the exponential regulator shape
function (3.11) with m = 2.
In (C.4) we multiply the regulators with scaling factors Z˜ , related to the corresponding
wave function renormalizations of the gluon and ghost fields,








where we choose n ≈ 6 and k¯ ≈ 1 GeV . The cutoff scale running of Z˜A is held constant
below scales of about 1 GeV since the gluon wave function renormalization ZA,k(p ≈ k)



















where we define m2k := Γ
(2)
AA,k(0) to guarantee the uniqueness of Z¯A,k and ZˆA,k . As shown
in Fig. C.1, these choices differ considerably in the non-perturbative regime. In particular
the naive choice ZA,k diverges since it carries the gluon mass gap. Consequently, we freeze
ZA,k at a scale k¯ close to 1 GeV. Varying the value of k¯ and n in (C.5) has no influence
on the results.
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Figure C.1.: Possible choices for the scaling prefactor in the gluon regulator: ZA,k(k)
(black, solid), Z¯A,k(k) (red, dashed), ZˆA,k(k) (blue, dot-dashed) and Z˜A
(green, dotted) as defined in (C.5) and (C.6). Our results are independent of
the choice of the scaling prefactor.
Chapter 7 – Unquenched Two-Flavor QCD
The ghost and gluon regulators are taken over from the Yang-Mills system. It remains to
specify the regulators for the quark and meson fields in (7.1). These are given by
Rqk(q) = Z˜q r(q
2/k2) /q ,
Rφk(q) = Z˜φ r(q
2/k2) q2 ,
where Z˜q = Zq,k(p = 0) and Z˜φ = Zφ,k(p = 0) are the respective wave function renor-
malizations evaluated at vanishing momentum. For the unquenched system we use the
exponential regulator (3.11) with m = 2 .
Chapter 8 – Finite-Temperature Yang-Mills theory
At finite temperature we use (C.4) and (C.5) with minor modifications. To determine the
scaling factor Z˜A , we use the magnetic wave function renormalization, ZA,k(p) = Z
M
A,k(p) .
One can just as well use the electric wave function renormalization since they are equal in
the ultraviolet where the scaling factors might be relevant. Equation (C.4) and the identity
Π⊥µν (p) = ΠMµν (p)+ΠEµν (p) imply the same regularization for electric and magnetic modes.
We use the exponential regulator shape function (3.11) with m = 2 due to its advantages
for numerical calculations of thermodynamic quantities [252, 302], see also Sec. 8.2.1.
C.4. Scale Setting and Renormalization
In first-principle QCD calculations, the scale is implicitly set by the value for the strong
running coupling at the renormalization scale. The internal units are then translated into
physical units by the use of an observable. In this dissertation we set scale with the bump
of the gluon propagator dressing 1/ZA(p) at vanishing temperature, see, e.g., Fig. 5.5. We
rescale all dimensionful quantities such that the bump lies at the corresponding lattice
scale. To compare to lattice results, the global normalizations of the fields have to be
adjusted. In the following two sections we provide details on this normalization that are
too technical for the main text.
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Chapter 5 – Yang-Mills Correlators













A (pi)− ∂pZL,−1A (pi)
)2]
, (C.7)
where we sum over all lattice points that fulfill 0.8 GeV ≤ pi ≤ 4 GeV . We do not
include points with smaller momenta since they can be affected by the global gauge fixing
procedure. Points with momentum larger than 4 GeV are also not included since they
might contain finite volume effects. In (C.7), we weight the lattice points with ∆xi/∆E
2
i ,
where ∆xi denotes the distance to the next point and ∆Ei is the statistical error. The
superscript L in (C.7) marks lattice dressing functions. The ghost dressing is re-scaled
analogously.
Chapter 8 – Finite-Temperature Yang-Mills theory
The temperatures of the SU(2) lattice results from [250, 309] are given in units of the




σ = 312 MeV [335]
to convert the temperature into units of GeV, where the string tension σ is given by
σ = 0.440 GeV2. These lattice results need to be renormalized for each temperature
separately. We determine the temperature-dependent renormalization constants by fitting
all lattice points above p ≥ max (2pi T, 1 GeV) to our results.
The SU(3) lattice results from [311] do not include the vacuum case T = 0 . There-
fore, we allow for a scale mismatch by introducing a temperature-independent relative
scale factor rs , in addition to the temperature-independent wave function renormaliza-





A (rsT , rsp)
)
simultaneously for all temperatures to all lattice points above
p ≥ 0.5 GeV. Subsequently, we use rs and zL to re-scale the magnetic as well as the electric
lattice propagators to our data. We find the relative scale mismatch rs− 1 to be small, of
the order of 2 %. The temperatures in [311] are given in units of GeV. In order to simplify
the discussion, we convert the temperatures into units of the critical temperature, using
their value for the SU(3) phase transition temperature, Tc = 270 MeV.
C.5. Tensor Bases of Higher Vertices
In this section we provide the tensor bases of higher vertices. They are identical to (and
taken from) [3]. We suppress transverse projection operators attached to all gluon legs.
Two-Quark-Two-Gluon Vertex












(p1, p2, p3, p4) ,
receives contributions from q¯ /D
n
q with n ≥ 2 .
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c , T (17)q¯qA2 = γµγνT bcT ac + γνγµT ac T bc ,
T (18)
q¯qA2







= i (p1,µγν + p1,νγµ) δ
ab , T (2)
q¯qA2
































































γµ /p1γν + γν /p1γµ
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γµ /p3γν + γν /p4γµ
)






























that are symmetric under Aaµ ↔ Abν .
Two-Quark-Three-Gluon Vertex












(p1, p2, p3, p4, p5) ,
receives contributions from q¯ /D
n
q with n ≥ 3. We take the tensors symmetric under
Aaµ ↔ Abν ↔ Acρ and corresponding to q¯ /D3 q into account:
T (1)
q¯qA3
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Quark-Pion Yukawa Vertex
Using the generators of the SU(2) flavor group T af , a ∈ {1, 2, 3} , the quark-pion Yukawa
vertex is expanded by [336]:
Γ
(3)







q¯qpi(psoft) T (i)q¯qpi(p, q) .
The basis elements are given by
















We compute the momentum dependence of the dressing functions of the Yukawa inter-
action from the soft-pion channel, i.e., the quark and antiquark have opposite momenta.
This is the channel that is most important for the momentum-dependent version of the
dynamical hadronization [65]. The full momentum dependence is approximated by
h
(i)






+ (p1 + p2)2
)
.
This choice is the outcome of explicit checks [65]. See [3, 57] for more details on higher
order quark-meson interactions and their explicit tensor bases.
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D. FormTracer Details
This appendix is based on [2] and contains details on FormTracer. Section D.1 explains its
usage. FormTracer is compared to other tools in Sec. D.2. Finally, we provide information
on algorithmic details in Sec. D.3.
D.1. Installation and Usage
We first describe the installation process and then show an explicit usage example.
D.1.1. Quick-Start Guide
FormTracer requires FORM1 version 4.1 and Mathematica 10.0 or higher. We recom-
mend installing FormTracer with the fully automated installation script, which can be
downloaded and started by evaluating
In[1]:= Import["https://raw.githubusercontent.com/FormTracer/\
FormTracer/master/src/FormTracerInstaller.m"]
in a Mathematica input cell. If FORM is not already installed on your computer, it
can be installed automatically during the installation process. As an alternative to the
automatic installation, one can also download FormTracer manually from [170] and install
it by copying it into Mathematica’s application folder. Three notebooks with examples







The first notebook provides an extensive overview over the features of FormTracer based
on many example traces, whereas the second provides the minimal prerequisite for being
able to perform simple traces over spacetime, spinor and gauge group indices. To demon-
strate FormTracer’s performance, we provide a third notebook with a more complicated
example, namely the tracing of four-quark interaction diagrams performed in [65]. All
examples can also be found in the examples folder in the installation directory. The first
two examples provide an input cell to execute the automatic installation script as shown
above. While these example files should be understood as quick-start guides to start using
FormTracer as fast as possible, we also provide an extensive documentation in Mathe-
matica’s Documentation Center. A good overview is given on the main page that can be
accessed by searching for FormTracer in the Documentation Center.
1The source code as well as compiled executables can be obtained from [337].
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D.1.2. Basic Usage Examples
Once installed, FormTracer is loaded via
In[2]:= Needs["FormTracer`"]
FormTracer requires to define a custom notation which makes it easily adaptable to the
output of external diagram generators. Below, we define our notation for Lorentz ten-
sors and group tensors for two SU(N) groups. For more information on the individual
functions, see the respective help pages in Mathematica’s Documentation Center.
In[3]:= DefineLorentzTensors[deltaLorentz[mu, nu], vec[p, mu], sp[p, q],
eps[], deltaDirac[i, j], gamma[mu, i, j], gamma5[i, j]];
DefineGroupTensors[{
{SUNfund, {color, Nc}, deltaAdj[a, b],
f[a, b, c], deltaFund[i, j], T[a, i, j]},
{SUNfund, {flavor, Nf}, deltaAdjFlav[a, b], fFlav[a, b, c],
deltaFundFlav[i, j], TFlav[a, i, j]}}];
DefineExtraVars[alpha, Mpsi, Zpsi, xi, g];
FormTracer requires all further external variables to be declared before usage since FORM
necessitates it. In the last line, we defined all variables that are used in the examples below.
Now, one can start tracing, e.g., pµδµνpν δ
ijδji :
In[4]:= FormTrace[vec[p, nu] deltaLorentz[mu, nu]
vec[q, mu] deltaFund[i, j] deltaFund[j, i]]
Out[4]= Nc sp[p, q]
or, Tr γµ/p/qγµ ,
In[5]:= FormTrace[vec[p,nu]vec[q,rho]gamma[mu, i1,i2]
gamma[nu,i2,i3]gamma[rho,i3,i4]gamma[mu,i4,i1]]
Out[5]= 16 sp[p, q]
FormTracer supports a shorthand notation for Dirac matrices that allows omitting auxil-
iary indices. For example, one can evaluate the above Dirac trace Tr γµ/p/qγµ via
In[6]:= FormTrace[gamma[{mu,vec[p],vec[q],mu}]]
Out[6]= 16 sp[p, q]
As a more complex example from QCD, consider one-loop quark contribution to the gluon
propagator that is given by the following uncontracted expression
In[7]:= testExpr = deltaAdj[colAdja, colAdjb]*
(deltaLorentz[Mu, Nu] + xi (vec[p, Mu] vec[p, Nu])/sp[p, p])*
g*gamma[Mu, i1, i4]*deltaFundFlav[flavFunda, flavFundd]*
T[colAdja, colFunda, colFundd]*(deltaDirac[i2, i1] Mpsi +
I gamma[Rho, i2, i1] vec[-p - q, Rho] Zpsi )/
(Mpsi^2 + sp[p + q, p + q] Zpsi^2)*
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deltaFundFlav[flavFundb, flavFunda]*
deltaFund[colFundb, colFunda]*g*gamma[Nu, i3, i2]*
deltaFundFlav[flavFundc, flavFundb]*
T[colAdjb, colFundc, colFundb]*
(deltaDirac[i4, i3] Mpsi + I gamma[Sigma, i4, i3]*





Out[8]= (2 g2 (-1 + Nc2) Nf (2 xi Zpsi2 sp[p, q] sp[p, p + q] +
sp[p, p] (Mpsi2 (4 + xi) - (2 + xi) Zpsi2 sp[q, p + q])))/
(sp[p, p] (Mpsi2 + Zpsi2 sp[q, q]) (Mpsi2 +
Zpsi2 sp[p + q, p + q]))
For further usage examples consult the documentation in Mathematica’s Documentation
Center or one of the example notebooks.
D.2. Comparison with Other Programs
FormTracer is designed for the specific task of evaluating Lorentz, Dirac and group traces.
The focus in its development was on usability, performance and the ability to handle
very large expressions. In a typical workflow, these expressions are provided by further
external programs that generate diagrams. One example for such a tool with particu-
lar relevance for calculations in non-perturbative functional methods is DoFun [141]. In
perturbative applications, input, e.g., from FeynArts [338] or QGRAF [339] as popular
Feynman diagram generators is feasible.
Many tools exist that partially overlap with FormTracer in their functionalities, see for
example [167–169] for reviews on computer-algebraic methods in perturbative applications.
In the following, we provide a comparison to programs that are from our point of view
most straightforwardly adaptable to tracing applications in the context of non-perturbative
functional method calculations. Although these tools were designed with more general
applications in mind, we restrict the following comparison to their tracing capabilities.
• FORM [171–173] is a dedicated tool for high-performance symbolic calculations.
It is a standalone program that comes with its own specialized input language.
Furthermore, it has a built-in capability of taking Lorentz and Dirac traces as well
as group traces involving arbitrary simple Lie groups using the color package [180].
The primary focus of FORM lies in speed and the ability to handle even very large
symbolic expressions. However, the usage of FORM poses a rather steep learning
curve for the beginner. FormTracer aims to overcome this limitation by combining
a Mathematica front end in combination with a specialized expansion algorithm in
Mathematica while still making use of the computational power of FORM in the
background. By construction, it is always possible to write native FORM code for
a specific tracing application that is as fast as the code generated automatically by
FormTracer, but the latter is for many applications the more convenient choice.
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FormLink [340] provides a way of accessing FORM via Mathematica to execute
FORM commands and imports results back into Mathematica. However, it still
requires the user to write FORM code and is therefore very close to FORM itself in
its usage.
• FeynCalc [341–343] is a Mathematica package for the symbolic semi-automatic eval-
uation of Feynman diagrams and allows in particular to evaluate Dirac and Lorentz
traces in arbitrary dimensions as well as fundamental SU(N) group traces. Unlike
FormTracer, it includes a rich set of tools beyond the ability of taking traces such as
tensor reduction algorithms for one-loop integrals that make it particularly suited for
perturbative applications. On the other hand, FormTracer is a specialized tracing
tool and the complexity of expressions it can handle as well as its performance are
typically only limited by FORM itself. As a consequence, FormTracer is often more
than an order of magnitude faster than FeynCalc in examples typically occurring in
non-perturbative functional QCD calculations.
• HEPMath [344] is a Mathematica package extending the functionality of Tracer [345].
It provides algorithms for high energy physics computations and therefore includes
support for Lorentz, Dirac and SU(3) group traces. In its functionality, HEPMath
is similar to FeynCalc, which it aims to surpass in usability and flexibility without
focus on performance. It is designed as a convenience tool with a more general scope
than FormTracer however with a significantly smaller functionality in the tracing
capability itself.
Apart from this incomplete selection, we want to acknowledge dedicated tools for
the evaluation of diagrams such as Mincer [346], CompHEP [347], DIANA [348], Form-
Calc [349], MATAD [350], GRACE [351], SANCscope [352], MadLoop [353], GOSAM [354],
Package X [355, 356] and Forcer [357] as well as computer algebra systems/packages for
tensor algebra with tracing capabilities like GiNaC [358] GAMMA [359], Cadabra [360],
SymPy [361], xAct [362, 363] and Redberry [364].
D.3. Additional Algorithmic Details
The decomposition of an untraced expression into Lie groups and a Lorentz part was
discussed in Sec. 4.2. FormTracer can take control over how FORM deals with the tracing
of the Lorentz part, which is detailed in the next subsection. Thereafter, some general
algorithmic tricks are briefly discussed.
D.3.1. Partial Traces over Lorentz Tensors
In some cases, where the scalars Li0i1...in in (4.1) are very large, a further decomposition
can improve the performance by splitting the full trace into partial intermediate traces.
The decomposition can be turned on with the option DisentangleLorentzStructures[True],
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Here, the factors of the outer product are the smallest possible Lorentz scalars and the
factors of the inner product the smallest possible, already traced, Dirac scalars that allow
for such a representation. The superscripts {µjfg} denote a set of Lorentz indices and the
factors are ordered such that
{µjfg} ∩ {µjf(g+1)} 6= ∅ .
This ordering is not unique and subject to optimization. However, as of now no order-
ing optimization is implemented and FormTracer simply chooses an ordering. To avoid








 = Tr(l{µjf1}i0i1...in;jf1 Tr(. . .Tr(l{µjf(Njf−1)}i0i1...in;jf(Njf−1)l{µjfNjf }i0i1...in;jfNjf
)))
,
and the results are multiplied and summed only at the very end. This feature has been
crucial for quantum gravity applications, in particular for tracing the four-graviton vertex
equation [178].
D.3.2. Other Algorithmic Improvements
We implemented two further improvements that greatly reduce the number of terms in
many of our standard applications. Internal loop momenta are in general sums of the loop
and external momenta. Simply expanding all vector sums (e.g. (p+q)µ → pµ+qµ) leads to
an unnecessarily large number of terms. Thus, we replace sums of vectors by abbreviations
and reinsert the explicit momenta after the tracing process. Although this can prevent
cancellations in the final result, we found these abbreviations to be very advantageous for
the performance as well as the size of the final result in the general case involving off-shell
momenta.
By default, FORM expands all powers of sums, even if the sums only contain scalars. In
this special case, however, an expansion is not necessary to evaluate the traces. Therefore,
we prevent FORM from expanding powers over sums of scalars by using a user-defined
power function symbol in the FORM code.
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