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L n ~  das AusrnaÂ arktischer Klimavariationen in Verbindung mit natÃ¼rliche Zirku- 
lations~nclerungen mÃ¶glichs realistisch abschÃ¤tze zu kÃ¶nnen wurden Simulatio- 
nen mit einem regionalen K"mamodel1 fÃ¼ die arktische AtmosphÃ¤r durchgefÃ¼hrt 
Das gebietsbeschrÃ¤nlit regionale Modell wurde dazu in ein globales Klimamodell 
eingebettet und besitzt im VerhÃ¤ltni zum globalen Modell eine deutlich hÃ¶her ho- 
rizontale Auflijsung, wodurch nicht nur eine detailliertere Darstellung des Klimas 
erreicht wird, sondern z .B.  auch eine Verbesserung der Simulation des kurzzeitigen 
Wett,ergesrhchens und des Wasserkreislaufs, insbesondere des Niederschlags. 
In Zusammenhang mit natÃ¼rlic auft,rctenden Ãœberwiegen warmen bzw. kalten ark- 
tischen Klimabedingungen zeigen Simulationen fÃ¼ den Monat Januar zwei verscliie- 
d e m  Zirliulat,ionszustÃ¤ncle Warme Januare sind durch einen troposphÃ¤rische Wir- 
bel iiber der westlichen Arktis charakterisiert, wogegen kalte Januare einen ausge- 
dehnteren Wirbel mit Zentrum Ã¼be der Ã¶stliche Arktis aufweisen. In Verbindung 
mit dieser unterschiedlichen Lage des Wirbels t,ritt in warmen Januaren ein stÃ¤rke 
rer nieridioualer Wanne- und Feuchtetransport in die zentrale Ã¶stlich Arktis auf, 
der die Bildung eines ausgedehnten kalten Wirbels Ã¼be der Ã¶stliche Arktis verhin- 
dert.  Hierin zeigt sich eine RÃ¼ckkoppelun zwischen der groflraumigen Zirkulation 
und der arktischen Tenipera'iurverteilung, die letztlich fÃ¼ die Persistenz der beiden 
ZustÃ¤nd verantwort,lich ist. 
Durch den Einfluss der Nordatlantischen Oszillation (NAO) treten im Winter Ã¼be 
dem Xorclwesten des eurasischen Kontinents Temperaturunterschiede von etwa 
3-6OC auf. Diese simulierten natÃ¼rliche Temperaturschwankungen sind deutlich 
grÃ¶Â§ als die in den letzten beiden Jahrzehnten a n  gleicher Stelle beobachtete 
ErwÃ¤rmun von etwa 1--2Â¡C Der Einfluss der N A 0  auf das Klima Nordeuropas 
kÃ¶nnt demzufolge grÃ¶Â§ sein als bislang vermutet. Der erwartete signifikante Zu- 
sammenhang zwischen der NA0 und dem -Niederschlag Ã¼be GrÃ¶nlan zeigt sich al- 
lerdings nicht. Eine historische Rekonstruktion des NAO-Index allein aus grÃ¶nlÃ¤nd 
sehen Niederschlagsmengen kann folglich nur zu ungenauen Ergebnissen fÃ¼hren 
Ein Treibhausgas+Aerosol-Szenario zeigt in der Nordpolarregion bis zum Jahr 2050 
eine mittlere ErwÃ¤rmun im Winter von etwa 4.5'C. Die stÃ¤rkst ErwÃ¤rmun tritt  
dabei iiber den Randbereichen des Arktischen Ozeans auf, die auch eine starke Ab- 
nahme von Meereis aufweisen. Allerdings steht diese ErwÃ¤.rmun der Arktis infolge 
zunehmender Treibhausgase ' ~ n d  Aerosole in Konkurrenz zu den Phasen der NAO. 
die eine deutliche Modifikat -i des regionalen Klimas der Arktis auch in einer Welt 
mit erhÃ¶hte atmosphÃ¤rische Treibhausgasen bewirkt. NatÃ¼rlich Schwankungen 
des arktischen Klimas mÃ¼sse demzufolge bei einer regionalen Bewertung sowohl his- 




In order to estimate as realistically as possible the dimension of Arctic climate vari- 
ations in conjunct,ion with natural circulation changes, simulations with a regional 
climate model for t,he Arctic atmosphere have been carried out.  For this purpose, t h e  
limited area regional model was imbedded into a global climate model and features 
a much higher horizont,al resolut,ion than the global model, whereby not only a more 
detailed representation of the cliinate will be reached but e.g. also an improven~ent 
of the simulation of tzansient weather events and t,he hydrological cycle, particularly 
the precipitation. 
In connection with naturally occurring predominantly warm or predominantly cold 
Arctic climate conditions, simulations for the month of January show two different 
circulation states. Warm Januaries are characterized by a tropospheric vortex over 
the western Arctic, whereas cold Januaries feature a more expanded vortex centered 
over the eastern Arctic. Associated with the different location of t.he vortex. a 
stronger heat and moist,ure transport appears into the central eastern Arctic in 
warm Januaries. Siinultaneously, this heat transport prevents the formation of a n  
expanded cold vort,ex over the eastern Arctic. The  outcome of this is a feedback 
between the large-scale circulation and the Arctic temperature distribution, which 
is finally responsible for the persist.ence of the tmo states. 
As a result of the influence of the North Atlantic Oscillation (NAO), winter tenlper- 
ature differences of about 3-6OC occur over the north-western Eurasian continent. 
These simulated natural temperature variations are clearly larger than the observcd 
warming of about 1-2'C during the past t,wo decades in the same location. The 
influence of the N A 0  on the climate in northern Europe could thus be larger than 
presumed up to now. But  the expected significant correlation between the N A 0  and 
the precipitation over Greenland does not appear. A historic reconstruction of the 
N A 0  index merely from Greenland precipitation amounts may lead t o  inaccurate 
results. 
A greenhouse gas and aerosol scenario shows a mean winter warming of about  4.5OC 
in the northern polar region unt,il the year 2050. The strongest warming occurs over 
tobe marginal areas of the Arctic Ocean which also feature a strong decrease of sea- 
ice. But  this strong warming of the Arctic in consequence of increasing greenhouse 
gases and aerosols is compet~ecl \vith the phases of the NAO. The  N A 0  modifies t,he 
regional climate of the Arctic significant.ly. also in a world with enhanced greenhouse 
gases. Consequently, natural variations of the Arctic climate have t,o be taken into 
account in a regional assessment of bot11 historic and present as well as  future climate 
changes. 
Summary 
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1.1 Motivation 
KlimaÃ¤nderunge sind seit einigen Jahren ein Thema von groÂ§e Ã¶ffentliche Inter- 
esse, wobei insbesondere die anthropogene Beeinflussung des Klimas einen groÃŸe 
Stellenwert einnimmt. Im Ã¶ffentliche Bewusstsein werden KlimaÃ¤nderunge meist 
als Katastrophen angesehen und auf den anthropogen verursachten zusÃ¤tzliche 
Treibhauseffekt zurÃ¼ckgefÃ¼h [CUBASCH und KASANG, 2000]. Die mÃ¶gliche Fol- 
gen eines verstÃ¤rkte Treibhauseffekts wÃ¤re z.B. eine globale ErwÃ¤rmung eine 
Ausdehnung der WÃ¼ste durch Abnahme der NiederschlÃ¤ge eine grÃ¶Â§e HÃ¤ufig 
keit von StÃ¼rme oder ein Anstieg des Meeresspiegels mit Gberflutung kÃ¼stenmhe 
Regionen durch Abschmelzen der polaren Eisschilde. 
Obwohl es unbestritten ist, dass die Zunahme von atmosphÃ¤rische Treibhausgasen 
durch die Verbrennung fossiler EnergietrÃ¤ge eine Reaktion im globalen Klimasys- 
tem verursachen muss, ist die Art der Reaktion noch vÃ¶lli unbekannt. In den letzten 
Jahren hat es sich herausgestellt, dass die Kenntnis natÃ¼rliche KlimavariabilitÃ¤ ein 
entscheidender Faktor ist, um auch anthropogen induzierte KlimaÃ¤nderunge realis- 
tisch abschÃ¤tze zu kÃ¶nnen Allerdings ist es nicht einfach, in einer AtmosphÃ¤r mit 
zunehmenden Treibhausgasen ein anthropogenes Signal von natÃ¼rliche Klimavaria- 
tionen zu trennen. Dies ist insofern von Bedeutung, d a  die Periode instrumenteller 
Beobachtungen mit der Zeit zusammenfÃ¤llt in der die AtmosphÃ¤r zunehmend mit 
Treibhausgasen belastet wurde. 
Die Ursachen von KlimaÃ¤nderunge sind allgemein schwer zu entdecken, da das Kli- 
masystem, infolge des Zusammenwirkens verschiedenster Einflussfaktoren und der 
nichtlinearen Wechselwirkungen und RÃ¼ckkoppelunge zwischen seinen Komponen- 
ten, Ã¤uÂ§er komplex ist [HANSEN et al., 19971. Als mÃ¶glich natÃ¼rlich GrÃ¼nd von 
KlimaÃ¤nderunge auf langen Zeitskalen (Jahrzehnte bis Jahrtausende) wurden Va- 
riationen externer Antriebsfaktoren, wie der Erdbahnparameter, der Solarstrahl~ing, 
des Aerosolgehalts der AtmosphÃ¤r oder der atmosphÃ¤rische Spurengase, diskutiert 
z .B .  CUBASCH et al., 19971. Seit einiger Zeit, werden aber auch intern verursachte 
Fluktuationen in Zusammenhang mit nichtlinearen InstabilitÃ¤te und RÃ¼ckkoppe 
lungs'prozessen in der AtmosphÃ¤r selbst und im AtmosphÃ¤ren-Ozean-Syste als 
mÃ¶glich Mechanismen fÃ¼ Klimavariationen angesehen [z.B. HANSEN et al., 1997; 
DETHLOFF et al., 1998; PALMER, 1999; HANDORF et al., 19991. 
Die Arktis spielt eine wichtige Rolle im globalen Klimasystem, da einerseits h d e -  
rungen im arktischen Klimasystem, wie der RÃ¼ckzu grÃ¶nlÃ¤ndisch Gletscher, das 
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Abschmelzen des Packeises oder die Tiefenwasserbildung im Nordatlantik, globa- 
le Auswirkungen haben und andererseits die weltweit grÃ¶Â§t KlimaÃ¤nderunge in 
der Arktis beobachtet werden [z.B. BALLING et al., 1998; MICHAELS et  al., 2000; 
SERREZE et al. ,  2000). Auch S z e n a r i e ~ ~ r e c h ~ ~ u n g e ~ i  globaler Klimamodelle zeigen das 
global grÃ¶Â§ KliniaÃ¤nderungssigna in den polaren Breiten der NordhemisphÃ¤r [z.B. 
M A N A B E  und STOUFFER: 1980; CUBASCH et al. ,  1992; ROECKNER e t  a l . ,  19991, 
sodass der Arktis gerade bei der zukÃ¼nftige Klimaentwicklung eine entscheidende 
Rolle zukomnit. Beobachhngen zeigen zudem eine starke VariabilitÃ¤ des arktischen 
Klimas auf verschiedenen Zeitskalen. deren Ursachen noch nicht vollstÃ¤ndi verstan- 
den werden. 
Untersuchungen arktischer KlimaÃ¤nderunge basieren im Allgemeinen auf Beobach- 
tungen der letzten Jahrzehnte. Insbesondere im Winter und FrÃ¼hjah zeigte sich in 
den letzten 20 Jahren Ã¼be den arktischen Landmassen eine deutliche ErwÃ¤rmun 
[SERREZE et  al., 20001, doch auch iiber dem Arktischen Ozean wurde eine Ver- 
ringerung der Meereisbedeckung [MASLANIK et al., 19961 sowie eine Abnahme der 
Meereisdicke [ROTHROCK et al. ,  19991 festgestellt. Eine regionale Ausdehnung des 
troposphÃ¤rische Polarwirbels mit einer VerstÃ¤rkun des Troges Ã¼be dem zentralen 
Nordpazifik und iiber dem Ã¶stliche Nordamerika wird seit Mitte der 1960er Jahre 
beobachtet IDAVIS und BENKOVIC, 1992, 1994; BURNETT, 19931. Daneben wurde 
in der zentralen Arktis eine Abnahme des Luftdrucks festgestellt, die stÃ¤rke als 
in allen anderen Regionen der Nordhalbkugel ist [WALSH et  al., 19961. In Zusam- 
menhang mit den milden sibirischen Wintern der 1980er Jahre haben ROGERS und 
MOSLEY-THOMPSON [I9951 eine zunehmende HÃ¤ufigkei von atlantischen Zyklonen 
gefunden, die die Barents- und Karasee durchqueren. In den Wintern von 1952- 
1989 zeigt diese Region auch eine allgemeine Zunahme der synoptischen AktivitÃ¤ 
[SERREZE et al., 19931. 
Wie oben bereits angedeutet, werden die Ursachen fÃ¼ diese regionalen KlimaÃ¤nde 
rungen in der Arktis aber bislang noch nicht vollstÃ¤ndi verstanden. Der Zusammen- 
hang zwischen den Wintertemperaturen der Arktis und der troposphÃ¤rische Zirku- 
lation wurde z.B. von OVERLAND et  al. [I9971 und DORN et al. [2000] untersucht. 
Die Existenz von verschiedenen natÃ¼rliche ZirkulationszustÃ¤nde des Arktischen 
Ozeans [PROSHUTINSKY und JOHNSON, 1997; JOHNSON et  al., 1999; POLYAKOV 
et  al. ,  19991 und deren Verbindung mit atmosphÃ¤rische Zirkulat,ionsmustern kÃ¶nnt 
eine interne Schwingung des arktischen Klimasystems darstellen. Daneben bestehen 
ZusammenhÃ¤ng zwischen arktischen KlimaÃ¤nderunge und den einzelnen Phasen 
natÃ¼rliche Schwingungsmustern, wie der Nordatlantischen Oszillation [HURRELL, 
19951 oder Arktischen Oszillation [THOMPSON und WALLACE, 19981, sowie Anhalts- 
punkte eines Zusammenhangs mit dem t,ropischen PhÃ¤nome EI Nifio-Southern Os- 
cillation [z.B. TRENBERTH, 1990; WALLACE et al., 19961. Mit zunehmender Wahr- 
scheinlichkeit. kÃ¶nne die beobachteten arktischen KlimaÃ¤nderunge auch auf die 
anthropogene ErhÃ¶hun atmosphÃ¤rische Treibhausgase zurÃ¼ckgefÃ¼h werden [z.B. 
SHINDELL et al., 1999; VINNIKOV et  al., 19991. Ansteigende Treibhausgase kÃ¶nne 
sich allerdings in einer .knderung der HÃ¤ufigkei des Auftretens natÃ¼rliche atmo- 
sphÃ¤rische Zirkulationsregime ausdrÃ¼cke [CORTI e t  a l . ,  19991, was die Trennung 
natÃ¼rliche und anthropogener Ursachen erschwert. 
D a  instrumentelle Beobachtungsdaten nur fÃ¼ einen relativ kurzen Zeitraum von 
etwa 100 Jahren vorhanden sind, kÃ¶nne natÃ¼rlich Klimaschwankungen in der 
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GrÃ¶flenordnun von Jahrzehnten bis zu Jahrtausenden nur schwer untersucht wer- 
den. Um Klimainformationen aus lÃ¤nge zurÃ¼ckliegende Zeiten zu erhalten, mÃ¼sse 
stellvertretend Daten aus palÃ¤oklimatologische Archiven, wie z.B. Eisbohrkernen, 
Baumringen. Seesedimenten oder Korallen, verwendet werden. Solche Proxy-Daten 
sind aber lokal begrenzt und besitzen hÃ¤ufi grofle LÃ¼cken Zudem ist die zeitliche 
Einordnung sehr schwierig. Die Rekonstruktion des historischen Klimas ist auÃŸer 
dem auf einzelne GrÃ¶ÃŸe meist Temperatur und Niederschlag, beschrÃ¤nk und im 
Vergleich zu Messungen recht grob. 
Eine andere MÃ¶glichkei fÃ¼ die Untersuchung natÃ¼rliche Klimavariationen bieten 
Computer gestÃ¼tzt Klimamodelle, mit denen Experimente durchgefÃ¼hr werden 
kÃ¶nnen die dazu beitragen, die mÃ¶gliche Ursachen von Klimaanderungen zu ent- 
decken. FÃ¼ eine realitÃ¤tsnah Simulation des Klimas ist ein hochauflÃ¶sendes kom- 
plexes Klimamodell nÃ¶tig in dem mÃ¶glichs alle relevanten physikalischen Prozesse 
annÃ¤hern richtig wiedergegeben werden. Wegen des enorm hohen Rechenaufwands 
globaler hochauflÃ¶sende Klimamodelle muss aber entweder auf den globalen Ansatz 
oder auf die hohe AuflÃ¶sun verzichtet werden. 
1.2 Zielsetzung 
D a  die Unsicherheiten von globalen Modellen mit grober AuflÃ¶sung bezÃ¼glic der 
Simulation von regionalen Mustern des Niederschlags, der Temperatur oder der Wol- 
kenbildung, insbesondere in polaren Breiten grofl sind [CHEN et  al. ,  1995; TAO 
et  al., 19961, ist die regionale Klimamodellierung mit hoher AuflÃ¶sung aufgrund 
einer realitÃ¤tsnÃ¤her Darstellung der Topografie, nichtlinearer EnergieÃ¼bertragun 
gen zwischen groflen und kleinen Skalen, hydrodynamischer Instabilitaten oder des 
Wasserkreislaufs, ein Erfolg versprechender Weg, um eine Verbesserung in der Si- 
mulation des arktischen Klimas zu erzielen [RINKE und DETHLOFF, 2000]. Studien 
mit  regionalen Klimamodellen [z.B. NOGUER et  al., 19981 haben Ã¼bereinstimmen 
gezeigt, dass regionale Modelle die Simulation der regionalen rÃ¤umliche Verteilung 
des Niederschlags und der Temperatur im Vergleich zum antreibenden globalen Mo- 
dell verbessern. Insbesondere die meteorologischen GrÃ¶flen die stark von der Auf- 
lÃ¶sun abhÃ¤ngen wie z.B. der Niederschlag, werden von globalen Modellen meist 
unbefriedigend wiedergegeben [VON STORCH et  al., 19931 und kÃ¶nne mit hochauf- 
lÃ¶sende regionalen Klimamodellen sehr viel realistischer simuliert werden [GIORGI 
und MARINUCCI,  19961. Dies geschieht vor allem durch die realitÃ¤tsnaher Darstel- 
lung der Topografie und besonderer mesoskaliger Gegebenheiten, wie z.B. KÃ¼sten 
Bergketten oder Hochebenen, die vom regionalen Modell aufgelÃ¶st werden kÃ¶nnen 
Das Klima, das ein regionales Modell simuliert, wird durch die Abfolge einzelner 
WetterzustÃ¤nd bestimmt, die sich im Modell aus den BeitrÃ¤ge der Randbedin- 
gungen und der internen Modellphysik ergeben. Klimatologische Prozesse sind im 
hohen MaÂ§ nichtlinear in ihrer Reaktion auf das Wettergeschehen und kÃ¶nne mit 
grob aufgelÃ¶ste globalen Klimamodellen nur unzureichend wiedergegeben werden. 
Zum Beispiel wird das Islandtief. das in monatsgemittelten Bodenwetterkarten er- 
scheint, durch eine Kombination von quasistationÃ¤re Tiefs und schnell durchziehen- 
den, kurzzeitigen Wettersystemen verursacht. KRISTJLNSSON und MCINNES [I9991 
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haben gezeigt, dass die Orografie GrÃ¶nland eine wichtige Rolle fÃ¼ die Zyklonenent- 
wicklung in der NÃ¤h Islands spielt, d .h.  die realitÃ¤tsnah Darstellung der Orografie 
ha t  groÂ§e Einfluss auf die realitÃ¤tsnah Wiedergabe der dynamischen Prozesse, die 
das Wett,er und letztlich auch das Klima mit,bestimmen. 
Das Konzept der regionalen I~limamodellierung ist bereits erfolgreich auf die Simula- 
tion des arktischen Klimas angewendet worden, erstmals mit dem "Arctic Regional 
Climate System Model" (ARCSyM) von WALSH et  E L ~ .  [I9931 und LYNCH e t  al. 
[I9951 als auch mit dem HIRHAM von DETHLOFF et al. [1996], R I N K E  et  al. [1997, 
19991 und RINKE und DETHLOFF [2000]. Ein Vergleich der Simulationsergebnisse 
beider Modelle ist von RINKE e t  al. [2000] durchgefÃ¼hr worden. Der Antrieb der 
regionalen Klimamodelle erfolgte dabei jeweils mit Daten von Modellanalysen, die 
als interpolierte Beobachtungen angesehen werden kÃ¶nnen 
In dieser Arbeit wurden die Simulationsergebnisse von globalen gekoppelten all- 
gemeinen Zirkulationsmodellen fÃ¼ die Regionalisierung des arktischen Klimas mit 
dem hochauflÃ¶sende regionalen atmosphÃ¤rische Klimamodell HIRHAM4 verwen- 
det.  Eine Regionalisierung globaler Modellexperimente mit einen regionalen Klima- 
modell der Arktis wird hier erstmalig durchgefÃ¼hr und stellt somit einen neuen 
Ansatz fÃ¼ die Untersuchung natÃ¼rliche und anthropogener arktischer KlimaÃ¤nde 
rungen dar. Nach einer kurzen obersieht Ã¼be die beobachtete KlimavariabilitÃ¤ in 
der Arktis in Kapitel 2 wird in Kapitel 3 das HIRHAM4 ausfÃ¼hrlic beschrieben 
und in Kapitel 4 ein Gberblick Ã¼be die verwendeten statistischen Methoden zur 
Auswertung der Simulationsergebnisse gegeben. 
Die globalen Modellexperimente, die den Randantrieb des HIRHAM4 lieferten, wer- 
den in Kapitel 5 beschrieben. Dabei handelt es sich u m  zwei verschiedene globale 
Modellexperimente, die mit verschiedenen gekoppelten Modellen und unterschied- 
licher horizontaler AuflÃ¶sun durchgefÃ¼hr worden. Das eine Experiment ist ein 
sogenannter Kontrolllauf, der KlimavariabilitÃ¤ nur aufgrund der internen nicht- 
linearen Dynamik des Klimasystems erzeugt. Die Regionalisierung des arktischen 
Klimas wurde hier mit dem Ziel durchgefÃ¼hrt Kenntnisse Ã¼be die GrÃ¶flenordnun 
natÃ¼rliche Klimavariationen in der Arktis und deren Zusammenhang mit natÃ¼rlic 
auftretenden atmosphÃ¤rische ZirkulationszustÃ¤nde zu erhalten. Diese Kenntnis 
kann dazu beitragen, lokale palÃ¤oklimatologisch Proxy-Daten aus Eisbohrkernen 
oder Permafrost-Profilen in Verbindung mit der atmosphÃ¤rische Zirkulation zu in- 
terpretieren bzw. arktische Regionen zu identifizieren, deren Klimabedingungen si- 
gnifikant auf natÃ¼rlich Zirkulationsumstellungen reagieren. Die Ergebnisse werden 
in den Kapiteln 6 und 7 erlÃ¤utert 
Das zweite Experiment ist eine Szenario-Simulation, die die beobachteten histori- 
schen und fÃ¼ die Zukunft erwarteten Ã„nderunge von Treibhausgasen und Aero- 
solen beinhaltet und somit einen variablen externen Antrieb besitzt. Neben Kli- 
maÃ¤nderunge aufgrund interner VariabilitÃ¤ kÃ¶nne in diesem Experiment dem- 
zufolge auch Ã„nderunge durch zunehmende Treibhausgase/Aerosole auftreten. Die 
Regionalisierung des arktischen Klimas wurden hier mit dem Ziel durchgefÃ¼hrt ei- 
nerseits die mÃ¶gliche zukÃ¼nftige Temperatur- und NiederschlagsÃ¤nderunge in 
der Arktis aufgrund zunehmender Treibhausgase/Aerosole und andererseits deren 
GrÃ¶flenordnun im Vergleich zu natÃ¼rliche Variationen abzuschÃ¤tzen Die Ergeb- 
nisse werden in Kapitel 8 diskutiert. 
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2 NatÃ¼rlich KlimavariabilitÃ¤ der 
Arktis 
In diesem Kapitel wird ein kurzer Ãœberblic Ã¼be die natÃ¼rlich VariabilitÃ¤ des 
arktischen Klimas anhand von Beobachtungen des Luftdrucks und der Temperatur 
gegeben. Zudem werden mit der Nordatlantischen Oszillation und der Arktischen 
Oszillation zwei natÃ¼rlich a t m o ~ p h ~ r i s c h e  SchwingungsphÃ¤nomen in der Nordhe- 
misphÃ¤r vorgestellt, deren Einfluss auf arktische Klimavariationen in dieser Arbeit. 
untersucht wird. 
2.1 Beobachtete Luftdruck- und 
Temperaturverteilung in der Arktis 
Meteorologische und vor allem klimatologische Beobachtungsdaten sind fÃ¼ die Re- 
gion der Arktis nur spÃ¤rlic vorhanden. Insbesondere Ã¼be dem grÃ¶nlÃ¤ndisch Eis- 
schild und dem Arktischen Ozean gibt es fast keine permanenten Messstationen, d a  
diese Gebiete der Erde weit entfernt von menschlichen Siedlungen liegen. Klima- 
tologische Daten der Arktis basieren demzufolge meist auf Fernerkundungsmetho- 
den, die zwar FlÃ¤che deckende Daten liefern, hÃ¤ufi aber mit relativ groÂ§e Mess- 
ungenauigkeiten verbunden sind. Einen brauchbaren Ersatz bieten die Reanalysen 
des E C M W F  ("European Centre for Medium-Range Weather Forecasts") oder des 
NCEP/NCAR ("National Centers for Environmentd Prediction"/"National Center 
for Atmospheric Research"), die durch die Assimilation vorhandener Beobachtungs- 
daten in ein Wett.ervorhersagemodel1 einen modellgenerierten, globalen Beobach- 
tungsdatensatz darstellen. 
An dieser Stelle werden Daten der NCEP-Reanalysen gezeigt. Diese wurden vom 
NOAA-CIRES Climate Diagnostics Center aus Boulder, Colorado, Ã¼be deren 
Internet-Seite h t t p  : //www . cdc . noaa.  gov/ zur VerfÃ¼gun gestellt. Die NCEP-Re- 
analysen umfassen (z.Zt.) die Jahre von 1948 bis 2000 und besitzen eine horizont,ale 
AuflÃ¶sun von T62 (vergleiche Abschnitt 5.1 . I ) .  
Abbildung 2.1 zeigt den mittleren Luftdruck in Meeresniveau der 53 Winter (Dezem- 
ber bis MÃ¤rz und der 53 Sommer (Juni bis September) der NCEP-Reanalysen sowie 
die entsprechenden Standardabweichungen jeweils fÃ¼ die Nordpolarregion. Charak- 
teristisch fÃ¼ den Winter ist tiefer Luftdruck in1 Bereich des Nordatlantiks und des 
Nordpazifiks, wobei sÃ¼dwestlic von Island im Mittel der tiefste Luftdruck (unter 
1000 hPa) vorzufinden ist. Hoher Luftdruck mit Ã¼be 1020 hPa t r i t t  im Winter Ã¼be 
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Abbildung 2.1: Mittlerer Luftdruck in Meeresniveau (hPa) nÃ¶rdlic von 60Â° fÃ¼ 
die Winter (DJFM) (a) und Sommer (JJAS) (b) von 1948 bis 2000 aus dem Daten- 
satz der NCEP-Reanalysen sowie die zugehÃ¶rige Standardabweichungen der DJFM- 
Mittel (C) und der JJAS-Mittel (d).  
Sibirien, dem arktischen Ozean und Ã¼be ZentralgrÃ¶nlan auf. Die jÃ¤hrlich Variabi- 
li tÃ¤ des Luftdrucks wird durch die Standardabweichungen reprÃ¤sentiert Die Gebiete 
mit hohem mittleren Luftdruck im Winter zeigen, mit Ausnahme ZentralgrÃ¶nlands 
Ã¼berwiegen eine geringe jÃ¤hrlich VariabilitÃ¤ des Luftdrucks. Die grÃ¶fit Variabi- 
li tÃ¤ im Winter zeigt sich in einem Bereich von der SÃ¼dspitz GrÃ¶nland Ã¼be den 
Norden Skandinaviens bis zur Karasee. Die Standardabweichungen des Luftdrucks 
sind dort jeweils grÃ¶fie als 4,5 h P a  und zeigen ihr Maximum im Bereich Islands. 
Diese grofie jÃ¤hrlich VariabilitÃ¤ des Luftdrucks steht folglich mit Schwankungen in 
der mittleren IntensitÃ¤ des Islandtiefs in Verbindung. 
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Eine ganz andere Luftdruckverteilung zeigt der Sommer. Die LuftdruckgegensÃ¤tz 
sind in der gesamten Arktis niedriger als 5 hPa (gegenÃ¼be mehr als 20 hPa  im Win- 
ter).  Den hÃ¶chste mittleren Luftdruck findet man im Sommer mit etwa 1013 hPa i m  
Norden GrÃ¶nland und Ã¼be der Beaufort-See. Der niedrigste Luftdruck tritt  zwar 
wiederum Ã¼be dem Nordatlantik im Bereich Islands auf, doch auch Ã¼be dem SÃ¼de 
Sibiriens herrscht, im Sommer mit zum Teil unter 1008 hPa verhÃ¤ltnismÃ¤J3 niedriger 
Luftdruck vor. D a  die mittleren Luftdruckgradienten im arktischen Sommer deutlich 
schwÃ¤che als im arktischen Winter sind, ist auch die groJ3rÃ¤umig Zirkulation der  
arktischen AtmosphÃ¤r im Sommer schwÃ¤che als im Winter. Das gleiche gilt auch 
fÃ¼ die VariabilitÃ¤ des Luftdrucks, welche ebenfalls im Sommer deutlich geringer als  
im Winter ist. Die grÃ¶Â§t Standardabweichungen, die im Sommer aber nur knapp 
3 hPa  betragen, zeigen sich in der zentralen Arktis in der NÃ¤h des geografischen 
Nordpols. D a  die mittleren Luftdru~kgegens~tze Ã¼be dem Arktischen Ozean i m  
Sommer aber kleiner als 2 hPa sind, muss teilweise eine zyklonale und teilweise eine 
antizyklonale atmosphÃ¤risch Zirkulation Ã¼be dem Arktischen Ozean vorherrschen. 
Aufgrund des Antriebs der Ozeanzirkulation durch den Wind sind solche Wechsel 
zwischen zyklonalen und antizyklonalen Bedingungen auch im Arktischen Ozean zu 
finden [PROSHUTINSKY und JOHNSON, 1997; JOHNSON e t  al. ,  19991. 
In Abbildung 2.2 ist die mittlere 2m-Temperatur der jeweils 53 Winter und Som- 
mer der NCEP-Reanalysen und die entsprechenden Standardabweichungen fÃ¼ die 
Nordpolarregion dargestellt. Die niedrigsten mittleren Wintertemperaturen von un- 
ter -30Â° zeigen sich Ã¼be Teilen Sibiriens, des Arktischen Ozeans, des kandischen 
Archipels sowie in Nord- und ZentralgrÃ¶nland Ãœbe ZentralgrÃ¶nlan treten Ã¶rtlic 
sogar mittlere Temperaturen von unter -40Â° a,uf. DemgegenÃ¼be zeigen sich die 
hÃ¶chste mittleren Temperaturen Ã¼be dem Ã¶stliche Nordatlantik. Dort liegen die 
Wintermitteltemperaturen oberhalb von O0C. Ãœbe dem eurasischen Kontinent zei- 
gen die 21n-Temperaturen im Winter eine markante Temperaturabnahme von West 
nach Ost. Hierin spiegelt sich die zunehmende KontinentalitÃ¤ wider, die infolge ei- 
nes relat,iv warmen Nordatlantiks und einer mittleren West-Ost-StrÃ¶mun entsteht. 
Die jÃ¤hrlich TemperaturvariabilitÃ¤ Ã¼be dem Nordatlantik ist kleiner als 1 K.  D a  
die WÃ¤rmekapazitÃ des Ozeans sehr hoch ist, werden die bodennahen Lufttempe- 
raturen Ã¼be dem Nordatlantik vor allem durch die MeeresoberflÃ¤chentemperature 
bestimmt, sodass man aufgrund der niedrigen Standardabweichungen davon aus- 
gehen kann, dass die atlantische OzeanstrÃ¶mun (der Golfstrom) Ã¼be die Jahre 
relativ stabil ist. Die grÃ¶Â§t Standardabweichungen der winterlichen 2m-Tempe- 
ratUren findet man mit  etwa 5 K Ã¼be der Labrador- und der GrÃ¶nlandsee Diese 
starke VariabilitÃ¤ kann durch jÃ¤hrlich Schwankungen der Meereisbedeckung, die 
insbesondere in diesen Gebieten sehr hoch ist [AGNEW, 19931, verursacht werden, 
da  mit offenem Meer und Meereis unterschiedliche WÃ¤rmeflÃ¼s verbunden sind, die 
entscheidenden Einfluss auf die bodennahen Temperaturen haben. Der WÃ¤rmeaus 
tausch zwischen Ozean und AtmosphÃ¤r ist bei einem gefrorenen Ozean deutlich 
reduziert, sodass das relativ warme Meerwasser einen weniger starken Einfluss auf 
die Lufttemperatur hat  als im Falle eines eisfreien Ozeans. 
Die Temperaturverteilung im Sommer ist durch niedrige Temperaturen Ã¼be dem 
eisbedeckten Arktischen Ozean (zwischen -4OC und OÂ°C und dem grÃ¶nlÃ¤ndisch 
Eisschild (bis -15OC) gekennzeichnet. Hohe Temperaturen (Å¸be 8OC) treten im 
Sommer vor allem Å¸be den Kontinenten, aber auch Ã¼be dem Ã¶stliche Nordatlan- 
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Abbildung 2.2: Mittlere Temperatur in 2 m HÃ¶h ('C) nÃ¶rdlic von 60Â° fÃ¼ die 
Winter (DJFM) (a) und Sommer (JJAS) (b) von 1948 bis 2000 aus dem Daten- 
satz der NCEP-Reanalysen sowie die zugehÃ¶rige Standardabweichungen der DJFM- 
Mittel (C) und der JJAS-Mittel (d).  
tik auf. Die jÃ¤hrlich Temperaturvariabilitat ist im Sommer geringer als im Winter 
und Å¸be LandflÃ¤che grÃ¶Â§ als Å¸be dem Ozean. (Ãœbe dem Ozean werden grÃ¶Â§e 
Temperaturschwankungen auch durch Schmelz- und Verdunstungsprozesse verhin- 
dert.) Die grÃ¶Â§ VariabilitÃ¤ zeigt sich mit etwa 2 K Å¸be Alaska und dem Norden 
Kanadas, ist aber rÃ¤umlic sehr viel stÃ¤rke differenziert als im Winter. 
Die Zeitreihen der mittleren arktischen Temperaturen werden in Kapitel 5 nÃ¤he 
untersucht (siehe Abbildung 5.7 und Tabelle 5.5).  An dieser Stelle sei lediglich dar- 
auf hingewiesen, dass sich in den Jahren 1948-2000 im Winter eine signifikante 
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ErwÃ¤rmun zeigt, wogegen im Sommer ein leichter AbwÃ¤rtstren zu erkennen is t .  
Die beobachtete Erw&rmung ist allerdings nicht grÃ¶fle als der Bereich natÃ¼rliche 
Schwankungen w'hrend des gesamten letzten Jahrhunderts und kann zudem etwa 
zur HÃ¤lft durch Ã„nderunge in der nordhemisphÃ¤rische Zirkulation erkl'rt wer- 
den [SERREZE et  al., 20001. Ein anthropogener Einfluss durch zunehmende Treib- 
hausgase kann aber nicht ausgeschlossen werden. Vielmehr kann die beobachtete 
ErwÃ¤rmun am besten durch den kombinierten Einfluss natÃ¼rliche und anthropo- 
gener Faktoren verstanden werden [STOTT et al., 20001. 
2.2 Die Nordatlantische Oszillation 
Eines der dominierenden Schwingungsmuster natÃ¼rliche KlimavariabilitÃ¤ auf der 
Nordhalbkugel ist die Nordatlantische Oszillation (NAO) [HURRELL, 19951. Diese ist  
charakterisiert durch groflrÃ¤umige entgegengesetzte Schwankungen des Luftsdrucks 
im Bereich des Islandtiefs und des Azorenhochs. Eine negative Luftdruckanomalie 
im islÃ¤ndische Raum und eine positive Luftdruckanomalie im Bereich der Azoren 
kennzeichnen die positive Phase der NAO, wogegen eine positive Luftdruckanomalie 
im islÃ¤ndische Raum und eine negative L ~ f t d r u c k ~ n o m a l i e  im Bereich der Azoren 
fÃ¼ die negative Phase der N A 0  typisch sind. Die Auswirkungen dieser Luftdruckan- 
omalien sind eine verstÃ¤rkt zonale StrÃ¶mun Ã¼be dem Nordatlantik in der positiven 
Phase und eine schwÃ¤cher zonale und damit stÃ¤rker meridionale StrÃ¶mun in der 
negativen Phase. 
Diese Schwankungen in der groflraumigen StrÃ¶mun Ã¼be dem Nordatlantik treten 
verstÃ¤rk im Winter auf und haben vor allem Einfluss auf das Klima in Europa und 
an der OstkÃ¼st Nordamerikas. In der positiven Phase der N A 0  gelangt verstÃ¤rk 
warme, feuchte Meeresluft nach Nord- und Mitteleuropa, wogegen SÃ¼deurop auf- 
grund des stÃ¤rkere Azorenhochs ein trockeneres Winterklima aufweist. Entgegen- 
gesetzt dazu zeigt sich a n  der OstkÃ¼st der Vereinigten Staaten in der positiven 
Phase der N A 0  ein feuchteres Klima, wÃ¤hren Ã¼be dem nordwestlichen Teil des 
Nordatlantiks trockene und kalte Klimabedingungen vorherrschen [HURRELL und 
VAN LOON, 19971. 
Die Ursachen dieser natÃ¼rliche Schwingung sind bislang noch nicht vollstÃ¤ndi 
verstanden. MYSAK und VENEGAS [I9981 haben eine mÃ¶glich dekadische RÃ¼ck 
koppelung zwischen den mit der N A 0  verbundenen Luftdruckanomalien und der 
Meereisbedeckung in der Arktis aufgezeigt, wodurch das arktische Klima zuneh- 
mend an Bedeutung gewinnt. Eine dekadische RÃ¼ckkoppelun zwischen der Ozean- 
zirkulation im Nordatlantik und der atmosphÃ¤rische Zirkulation wurde in gekop- 
pelten AtmosphÃ¤ren-Ozean-Modelle gefunden [z.B. GROTZNER et  al., 19981. Die 
Schwingungsperiode des gekoppelten Systems hÃ¤ng dabei h a ~ p t s ~ c h l i c h  von der 
Anpassungszeit des Ozeans auf Ã„nderunge im Windantrieb ab.  RODWELL et al. 
[I9991 als auch MEHTA et  al. [2000] haben gezeigt, dass ungekoppelter AtmosphÃ¤ren 
modelle, angetrieben mit  beobachteten MeeresoberflÃ¤chentemperature und Mee- 
reisbedeckungen, die beobachteten mehrjÃ¤hrige und dekadischen Ã„nderunge der 
N A 0  reproduzieren kÃ¶nnen Insbesondere die MeeresoberflÃ¤chentemperature iin 
Nordatlantik scheinen demnach einen bedeutenden Einfluss auf die N A 0  zu haben. 
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Andererseits haben CHRISTOPH et al. [2000] in Simulationen mit einem gekoppel- 
ten AtmosphÃ¤ren-Ozean-Model festgestellt, dass die N A 0  eher chaotischer Natur  
ist und der Einfluss des Ozeans auf die N A 0  nur eine untergeordnete Rolle spielt. 
Dekadische Variationen der N A 0  wÃ¤re demzufolge zufÃ¤lli und nicht vorhersagbar, 
Die Nordatlantische Oszillation lÃ¤ss sich durch einen sogenannten NAO-Index 
quantitativ erfassen, der durch die Differenz der normierten Luftdruckanomalien 
zwischen Azorenhoch und Isla,ndtief gebildet werden kann. Mit der Definition von 
HURRELL [1995], welche in dieser Arbeit verwendet wird, ergibt sich der NAO-Index 
durch 
wobei p ( t )  das Wintermittel des Luftdrucks im Jahr t ,  p das langjÃ¤hrige Wintermit- 
tcl des Luftdrucks und o- die Standardabweichung bezÃ¼glic p ist. Der Index L steht 
fÃ¼ Lissabon (reprÃ¤sentati fÃ¼ das Azorenhoch) und der Index S fÃ¼ Stykkisholmur 
auf Island. Als Wintermittel wird in dieser Arbeit, analog zu HURRELL [1995], der 
Mittelwert der Monate Dezember, Januar, Februar und MÃ¤r verwendet,. 
Da in GitterpunktdatensÃ¤tze Lissabon und Stykkisholmur in der Regel nicht exakt, 
auf einzelnen Gitterpunkten liegen, wurde jeweils der Gitterpunkt, der den gerings- 
ten Abstand zu den beiden Orten aufweist, fÃ¼ die Berechnung des NAO-Index 
verwendet. Die dadurch entstehenden Abweichungen beim Vergleich verschiedener 
GitterpunktdatensÃ¤tz untereinander oder mit Beobachtungen sind in der Regel 
vernachlÃ¤ssigbar 
Die Arktische Oszillation 
Neben der Nordatlantischen Oszillation ist seit einigen Jahren auch die Arktische 
Oszillation (AO) Gegenstand der Klimaforschung [z.B. BALDWIN und DUNKERTON, 
1999; THOMPSON e t  al. ,  2000; DESER, 2000]. Der Begriff AO wurde von THOMP- 
SON und WALLACE [I9981 eingefÃ¼hr und bezeichnet das dominierende Variabi- 
litÃ¤t,smuste der monatsgemittelten Luftdruckanomalien nÃ¶rdlic von 2O0X im Win- 
ter (November bis April bei THOMPSON und WALLACE [1998]). Dieses stellt eine 
groflrÃ¤umig atmosphÃ¤risch Schwingung dar ,  die durch entgegengesetzte Luftdruck- 
anomalien in der zentralen Arktis und Teilen der mittleren Breiten gekennzeichnet 
ist. Die AO findet man nicht nur im Bodenluftdruckfeld, sondern auch im Geopo- 
tenzialfeld bis hinauf in die mittlere StratosphÃ¤re d.h.  die AO weist eine barotrope 
St,ruktur auf. BALDWIN und DUNKERTON [I9991 haben gezeigt, dass die Anomalien 
der AO zuerst in  der StratosphÃ¤r auftreten und sich dann  nach unten ausbreiten 
(in etwa 3 Wochen bis zur ErdoberflÃ¤che) Der zugrunde liegende Mechanismus ist 
aber bislang unklar. 
In der StratosphÃ¤r zeigt sich die AO als annÃ¤hern zonalsymmetrisches Muster, 
welches einen schwachen oder starken Polarwirbel reprÃ¤sentiert Die StÃ¤rk des Po- 
larwirbels kann demzufolge als Kennzeichen fÃ¼ die Phasen der AO angesehen wer- 
den. In der unteren TroposphÃ¤r Ã¤hnel die AO der N A 0  in vielen Punkten, weist 
aber eine hÃ¶her zonale Symmetrie auf. AuÃŸerde zeigt die AO im Vergleich zur 
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N A 0  eine stÃ¤rker Koppelung mit den bodennahen Temperaturfluktuationen Ã¼be 
dem eurasischen Kontinent [THOMPSON und WALLACE, 19981. Dennoch beschrei- 
ben beide Schwingungsmuster, AO und NAO, das gleiche physikalische PhÃ¤nome 
[KERR, 1999; WALLACE, 2000; AMBAUM et  al. ,  20011, sodass die AO als hemispliÃ¤ri 
sehe Version der N A 0  angesehen werden kann. 
In den letzten Jahrzehnten wurde ein Trend zur positiven Phase der AO/NAO be- 
obachtet. Ein groÂ§e Teil der gleichzeit,ig beobachteten ErwÃ¤rmun der Nordhe- 
misphÃ¤r kann auf diesen Trend zurÃ¼ckgefÃ¼h werden [z.B. HURRELL et  al.: 2001]. 
Neuere Untersuchungen haben gezeigt, dass die AO durch Treibhausgase beeinflusst 
werden kann [FYFE et  al., 1999; SHINDELL et  al., 1999; ZORITA und GONZLLEZ- 
ROUCO, 20001, doch sind die Ergebnisse uneinheitlich. Ein Trend zur positiven Phase 
der AO unter zunehmenden Treibhausgasen scheint aber wahrscheinlich zu sein und 
wÃ¼rd sich auch mit dem beobachteten Trend decken. 
Berechnen lÃ¤ss sich die AO, indem fÃ¼ die Luftdruckanomalien nÃ¶rdlic von 20Â° 
eine Entwicklung nach Empirischen Orthogonalen Funktionen (EOF) durchgefÃ¼hr 
wird (siehe Abschnitt 4.4). Das Muster mit dem grÃ¶Â§t Varianzanteil an der 
Gesamtvarianz, die 1. EOF,  reprÃ¤sentier die AO. Die Koeffizienten-Zeitreihe der 
1. E O F  lÃ¤ss sich als AO-Index interpretieren, welcher demzufolge durch 
definiert ist, wobei ipk(t) die Luftdruckanomalien nÃ¶rdlic von 20Â° reprÃ¤sentiert1 
'Zur weiteren ErklÃ¤run der Variablen siehe Abschnitt 4.4 
18 3 Modellbeschreibune des H I R H A M 4  
Modellbeschreibung des HIRHAM4 
In diesem Kapitel wird das im Rahmen dieser Arbeit verwendete regionale atmo- 
sphÃ¤risch Klimamodell HIRHAM4 vorgestellt. Da es sich bei dem Modell nicht 
um eine Neu- oder gar Eigenentwicklung handelt, ist die folgende Modellbeschrei- 
bung des HIRHAM4 keine umfassende Modelldokumentation. Vielmehr handelt es 
sich hier um eine Ãœbersich Ã¼be einige wesentliche Prinzipien und Eigenschaften 
des HIRHAM4, die durchaus auch in anderen komplexen Klimamodellen Anwen- 
dung finden. Dennoch werden einige Punkte ausfÃ¼hrliche als andere erlÃ¤utert d a  
sie fÃ¼ die Interpretation von Modellergebnissen hilfreich sein kÃ¶nne oder auch zum 
allgemeinen ModellverstÃ¤ndni beitragen. 
3.1 Allgemeine U bersicht 
Das HIRHAM4 wurde in einer Kooperation des Diinischen Meteorologischen Insti- 
tu t s  (DMI), des KÃ¶nigliche NiederlÃ¤ndische Meteorologischen Instituts (KNMI) 
und des Max-Planck-Instituts fÃ¼ Meteorologie (MPI) [CHRISTENSEN und VAN 
MEIJGAARD, 1992; CHRISTENSEN et  al., 19961 entwickelt und besteht im We- 
sentlichen aus zwei Komponenten: Dem dynamischen Teil, welcher auf dem Re- 
gionalmodell HIRLAM (High-~esolut ion Limited Area Model) [MACHENHAUER, 
1988; GUSTAFSSON, 19931 basiert, und dem physikalischen Teil, welcher die physi- 
kalischen Parametrisierungen des allgemeinen atmosphÃ¤rische Zirkulationsmodells 
ECHAM4 [ROECKNER et  al., 19961 umfasst (siehe auch Abschnitt 5.1). Der Mo- 
dellname HIRHAM4 bezieht sich auf diese beiden Hauptkomponenten des Modells: 
m L A M  und ECHAM4. 
Das HIRLAM stammt von der HIRLAM-Projektgruppe, einem kooperativen Pro- 
jekt der nationalen Wetterdienste in DÃ¤nemark Finnland, Island, Irland, den Nieder- 
landen, Norwegen, Spanien und Schweden, und wird beispielsweise vom niederlÃ¤ndi 
schen Wetterdienst routinemÃ¤fli fÃ¼ die numerische Wettervorhersage eingesetzt. 
Die wesentlichen dynamischen und numerischen Eigenschaften des HIRHAM4 ha- 
ben ihren Ursprung im HIRLAM und werden in Abschnitt 3.2 erlÃ¤utert 
Das ECHAM4 wird in Kapitel 5, Abschnitt 5.1 kurz vorgestellt. Die physikalischen 
Parametrisierungen des HIRHAM4 wurden vom ECHAM4 Ã¼bernomme und werden 
im Abschnitt 3.3 beschrieben. 
Klimasimulationen mit dem HIRHAM wurden bereits fÃ¼ einige europÃ¤isch Regio- 
nen [z.B. CHRISTENSEN et  al., 19971 als auch fÃ¼ die gesamte Nordpolarregion [z.B. 
DETHLOFF et  al., 1996; RINKE e t  al., 1997, 1999, 2000; RINKE und DETHLOFF, 
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20001 durchgefÃ¼hrt Letztere Arbeiten beinhalten ausfÃ¼hrlich Validierungen des Mo- 
dells, wobei die S i m ~ l ~ t i o n e n  jeweils mit ECMWF-Analysen angetrieben worden 
sind. In dieser Arbeit wurde das Modell erstmalig Ã¼be der Arktis mit Ausgabe- 
daten globaler Klimamodellsimulationen am Rand angetrieben. Aus diesem Grund 
ist dem Randantrieb, obwohl er eigentlich der Dynamik zugeordnet werden mÃ¼sste 
in der folgenden Beschreibung des Modells ein eigener Abschnitt gewidmet worden 
(Abschnitt 3.4). 
3.2 Modelldynamik und Numerik 
Das HIRHAM4 ist ein hydrostatisches Modell, in dem prognostische Gleichungen 
fÃ¼ die horizontalen Windkomponenten (U und V ) ,  die Temperatur (T), die spezifi- 
sche Feuchte (q), den Wolkenwassergehalt (qw)  und den Luftdruck am Boden (ps) 
numerisch gelÃ¶s werden. Zudem gibt es diagnostische Gleichungen fÃ¼ das Geo- 
potenzial ((&) und die vertikale Windgeschwindigkeit ( W ) .  Die Gleichungen lassen 
sich aus den allgemeinen ~ r u n d ~ l e i c h u n ~ e n  fÃ¼ atmosphÃ¤risch BewegungsvorgÃ¤ng 
durch die Annahme einiger NÃ¤herunge herleiten. Die resultieren Basisgleichun- 
gen des HIRHAM4, die sogenannten primitiven Gleichungen, enthalten allerdings 
auch Terme, die physikalisch parametrisiert werden mÃ¼ssen worauf im Abschnitt 
3.3 eingegangen wird. In diesem Abschnitt werden zunÃ¤chs die Basisgleichungen 
abgeleitet, um anschlieflend wichtige Punkte der numerischen Diskretisierung zu 
diskutieren. 
3.2.1 Grundgleichungen fÃ¼ die atmosphÃ¤risch Dynamik 
Die Grundgleichungen fÃ¼ atmosphÃ¤risch BewegungsvorgÃ¤ng sind die Erhaltungs- 
gleichungen fÃ¼ den Impuls, die Masse und die Energie. F Ã ¼  einzelne Bestandteile 
der AtmosphÃ¤r werden zudem gesonderte Erhaltungsgleichungen aufgestellt. wobei 
insbesondere Bilanzgleichungen fÃ¼ den atmosphÃ¤rische Wassergehalt (aufgeteilt in 
die einzelnen Phasen) eine wichtige Rolle spielen. 
Eine weitere Grundgleichung ist die Zustandsgleichung fÃ¼ ideale Gase 
die den Zusammenhang zwischen den thermodynamischen ZustandsgrÃ¶f3e Luft- 
druck p, Luftdichte p und Temperatur T beschreibt. R ist die Gaskonstante fiir 
Luft. 
Die Erhaltungsgleichungen fÃ¼ den Impuls sind die Bewegungsgleichungen 
wobei uz bzw. uk der Geschwindigkeitsvektor (U,, U ,  W )  und X; bzw. X;; der Ortsvektor 
(X, y ,  z) ist (Ã¼be gleiche Indizes wird jeweils summiert).  f, steht fÃ¼ die Coriolis- 
Parameter fl = 0, fz = 2 0  cos a'> und fy = 2ns in  r f Ã ˆ  mit der Winkelgeschwindigkeit 
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der Erdrotation f2 und der geografischen Breite 0, und R, steht fÃ¼ die Reibungs- 
krÃ¤fte 
Die Massenerhaltung ist. durch die KontinuitÃ¤tsgleichun 
gegeben und die Energieerhaltung durch den ersten Hauptsatz der Thermodynamik 
in der prognostischen Form 
wobei cp die spezifische WÃ¤rmekapazitÃ bei konstantem Druck ist. Mit Qy sind die 
diabatischen WÃ¤rmequelle und -senken bezeichnet, die z.B. infolge von Phasenum- 
wandlungen des Wassers oder Absorbtion bzw. Emission von Strahlung auftreten. 
FÃ¼ die BerÃ¼cksichtigun des Wassergehalts der AtmosphÃ¤r lassen sich zwei Erhal- 
tungsgleichungen fÃ¼ die gasfÃ¶rmig Phase des Wassers (den Wasserdampf) und die 
flÃ¼ssig und feste Phase (das Wolkenwasser) formulieren. Die Bilanzgleichung fÃ¼ 
den Wasserdampf, ausgedrÃ¼ck durch die spezifische Feuchte q, lautet 
wobei Qq fÃ¼ die Quellen und Senken von Wasserdampf durch Kondensation und 
Verdunstung steht. Die Bilanzgleichung fÃ¼ das Wolkenwasser q^, hat die gleiche 
Form 
wobei der Quellterm QW nun fÃ¼ die Quellen und Senken von Wolkenwasser steht. 
ZusÃ¤tzlic zur Kondensation und Verdunstung beinhaltet Qw auch noch den Nie- 
dcrschlag als Quelle oder Senke von Wolkenwasser. 
Abgesehen davon, dass die Quelltern~e QT, Qq und Qw und die ReibungskrÃ¤ft 
noch nÃ¤he spezifiziert werden mÃ¼ssen bilden die Gleichungen (3.1) bis (3.6) ein 
gekoppeltes, partielles, nichtlineares Gleichungssystem fÃ¼ (fast) alle dynamischen 
Prozesse, die die atmosphÃ¤rische Bewegung~vorg~nge b stimmen. Zur LÃ¶sun die- 
ses Gleichungssysterns sind allerdings einige EinschrÃ¤nkunge und Vereinfachungen 
nÃ¶tigi 
3.2.2 Die primitiven Gleichungen 
Um die Kugelgestalt der Erde in angemessener Weise zu berÃ¼cksichtigen ist es sinn- 
voll, fÃ¼ die Gleichungen eine Transformation in Kugelkoordinaten durchzufÃ¼hren 
'Genau genommen, und daher das "fast", enthalten die Gleichungen bereits einige Naherungen 
an die RealitÃ¤t wie z.B. die Annahme, dass Luft ein ideales Gas ist, die Vernachlthsigung von 
Phasenumwandlungen in der KontinuitÃ¤tsgleichun oder auch die VernachlÃ¤ssigun von Zentri- 
fugalkrÃ¤fte aufgrund der Erdrotation in den Bewegungsgleichungen. Dass diese Naherungen 
fÃ¼ "normale" atmosphÃ¤risch Bewegungen durchaus ihre GÃ¼ltigkei haben, soll hier allerdings 
nicht weiter diskutiert werden. 
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F Ã ¼  die urspriinglichen x-, y- und 2-Koordinaten ergeben sich die Transformations- 
beziehungen dx = r cos 4 d\, &J == r dd) und dz = dr. wobei A die geografische 
LÃ¤nge 4 die geografische Breite und r der Abstand vom Erdmittelpunkt ist,. F Ã ¼  
die Geschwindigkeiten in Kugelkoordinaten ergibt sich damit: 
Eine ausfÃ¼hrlich OberfÃ¼hrun der Gleichungen in Kugelkoordinaten findet m a n  
z.B. bei HOLTON [1992]. Durch diese Transformation erhalten die drei Bewegungs- 
gleichungen jeweils zwei zusÃ¤tzlich metrische Terme, die sich aus der Geometrie 
des Kugelkoordinatensystems ergeben, sodass das Gleichungssystem im Allgemei- 
nen schwieriger zu lÃ¶se ist. Um die Gleichungen etwas zu vereinfachen, werden 
nun EinschrÃ¤nkunge vorgenommen, die die allgemeine GÃ¼ltigkei der Gleichungen 
begrenzen, gleichzeitig aber auch die LÃ¶sbarkei erhÃ¶hen bzw. den benÃ¶tigte Re- 
chenaufwand reduzieren. 
Da die vertikale Ausdehnung der AtmosphÃ¤r im VerhÃ¤ltni zum Erdradius a sehr 
gering ist, gilt z << a,  sodass die Variable r = a + z in guter N%herung durch die 
Konstante a ersetzt werden kann. Aufierdem kann fÃ¼ atmosphÃ¤risch Prozesse mit  
AuflÃ¶sunge Ã¼be 10 km in der Regel ein hydrostatisches Gleichgewicht als gÃ¼lti 
vorausgesetzt werden, sodass die statische Grundgleichung 
zur Vereinfachung der Gleichungen verwendet werden kann. Dies geschieht dadurch. 
dass die statische Grundgleichung als Transformationsbeziehung benutzt wird, um 
die Gleichungen vom (A, d), T)-Koordinatensystem in ein (A, 4, P)-Koordinatensys- 
tem zu transformieren, im welchem atmosphÃ¤risch StrÃ¶munge divergenzfrei sind. 
Durch diese Transformation entfÃ¤ll zudem die dritte Bewegungsgleichung als pro- 
gnostische Gleichung fÃ¼ die Vert.ikalgeschwindigkeit, d a  sie durch die statische 
Grundgleichung ersetzt wird. Die Vertikalgeschwindigkeit im (X, $,P)-Koordinaten- 
System U = dp/dt lÃ¤ss sich nur diagnostisch aus der KontinuitÃ¤tsgleichun bestim- 
men, wogegen die statische Grundgleichung eine diagnostische Gleichung fÃ¼ das 
Geopote~izial <& bildet. 
BerÃ¼cksichtig man ferner noch die fÃ¼ groflrÃ¤umig atmosphÃ¤risch Bewegungen 
gÃ¼ltig Annahme, dass die vertikale Windgeschwindigkeit sehr viel kleiner ist als die 
horizontale (W Â¥ U ,  U), wodurch einige Terme vernachlÃ¤ssigt werden kÃ¶nnen erhÃ¤l 
man aus den Gleichungen (3.2) bis (3.4) zusammen mit den Gleichungen (3.1) und 
(3.7) das Gleichungssystem 
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1 9u 1 9  QW +-- (V cos (P) + - = 0 , 
acos(PQ\acos(P9(b  9 ~  
wobei die totale zeitliche Ableitung im (A, (P. P)-Koordinatensystem die Form 
Q U 9 v 9  (;Ip = -+-- a + - - + W -  9t acos (D 9A d ( p 9 p  
annimmt. Diese Gleichungen werden als die "primitiven Gleichungen" (in Kugelko- 
ordinaten) bezeichnet [z.B. SALBY, 19921, da  sie die Basisgleichungen fÃ¼ eine grofle 
Zahl von dynamischen Modellen sind. Die Bilanzgleichungen fÃ¼ den Wasserdampf 
und das Wolkenwasser sollen der VollstÃ¤ndigkei halber nochmal hingeschrieben wer- 
den: 
Mit der hydrostatischen Approximation erhÃ¤l man ferner aus der KontinuitÃ¤tsglei 
chung (3.3) durch Integration eine Gleichung fÃ¼ die Bodendrucktendenz 
00 
9% Quo a v p  
s ^ = - ! ' J " z  I 
0 
die im (A, (P, P)-Koordinatensystem die Form 
annimmt. 
Die Gleichungen (3.8) bis (3.15) bilden die Basisgleichungen des HIRHAM4 und 
umfassen prognostische Gleichungen fÃ¼ U ,  V ,  T, q ,  qu, und ps sowie diagnostische 
Gleichungen fÃ¼ @ und u}. 
Im HIRHAM4 wird anstelle einer vertikalen p-Koordinate eine gemischte vertikale 
7-Koordinate verwendet. (NÃ¤here zur vertikalen Diskretisierung und zur Definition 
von r; folgt im niichsten Abschnit,t.) Die Formulierung der Gleichungen im 7-Ko- 
ordinatensystem folgt dem Ansat,z von KASAHARA [I9741 und soll an dieser Stelle 
nicht explizit ausgefiihrt werden, da  es sich lediglich u m  eine mathenlatische Ko- 
ordinatentransformation handelt. Die Bewegungsgleichungen enthalten im 7-Koor- 
dinatensystem zwangslÃ¤ufi wieder horizontale Druckgradienten, unterscheiden sich 
ansonsten aber kaum von den Gleichungen (3.8) und (3.9),  sodass auf eine Darstel- 
lung verzichtet wird. 
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Die KontinuitÃ¤tsgleichun nimmt im 7-Koordinatensystem die Form 
9 9p 1 9 9p 
-- +-- 1 B ( U -  + -- 9p 9 . 9 p  (vcosd)-)+-(V-)=0 (3.16) 817 9t acos d) 9\ 97 acos qi 9 4  97  97  87  
an. FÃ¼ die Bodendrucktendenz ergibt sich durch die Randbedingungen 6 = 0 fÃ¼ 
7 = 0 und 7 = 1 die Gleichung 
und fÃ¼ die Vertikalgeschwindigkeit erhÃ¤l man 
Der Zusammenhang zwischen 6 und UJ ist durch 
gegeben. 
3.2.3 Numerische Diskretisierungen 
Da eine analytische Integration der prognostischen Gleichungen im Allgemeinen 
nicht mÃ¶glic ist, mÃ¼sse diese numerisch integriert werden. 
Horizontale Diskretisierung 
Hierzu werden die Gleichungen versetzt auf einem Arakawa-C-Gitter durch zentrier- 
te finite Differenzen approximiert. Die partielle rÃ¤umlich Ableitung einer beliebigen 
GrÃ¶Â +(X) wird dabei durch den zentrierten Differenzenquotienten 
9i^+ ip(x + Ax) - $(X - Ax) QX 2Ax 
ersetzt, wobei Ax der Gitterabstand ist. FÃ¼ die zweite Ableitung ergibt sich 
Die einzelnen Variablen werden an verschiedenen Orten definiert, wodurch sich ein 
versetztes Gitter ("staggered grid") ergibt. Die GrÃ¶Â§ T, q ,  qw und ps werden dabei 
an den Gitterschnittpunkten (X, y ) ,  die GrÃ¶Â u an den Punkten (X + Ax/2, y) und 
die GrÃ¶Â v an den Punkten (X, y + Ay/2) diskretisiert. Ein Gitter mit dieser An- 
ordnung der Variablen wird als Arakawa-C-Gitter bezeichnet. Durch den Versatz 
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Abbildung 3.1: Arkt,isches Integrat,ionsgebiet des HIRHAM4 mit der H6he der Oro- 
grafie (gpm) und der zugehÃ¶rige Land-Meer-Verteilung (Land: grau, Meer: weiÂ§) 
der horizontalen Windkomponenten erhÃ¶h man die Genauigkeit der Differenzenap- 
proximation effektiv um den Faktor zwei, d a  eine Mittelung von U und V auf die 
GitterzwischenrÃ¤um entfÃ¤llt 
Das Integrationsgebiet des Modells umfasst die gesamte Arktis nÃ¶rdlic von 65ON, 
mit 110 mal 100 Gitterpunkten in einer horizontalen AuflÃ¶sun von 0,5O mal 0,5O 
in rotierten Koordinaten (Nordpol bei OON, O00), wodurch sich Gitterelemente von 
etwa 50 km mal 50 km ergeben. In Abbildung 3.1 ist das  gesamte Integrationsgebiet 
mit der zugehÃ¶rige Land-Meer-Verteilung und der verwendeten Orografie darge- 
stellt. Die Orografie s tammt aus einem hochauflÃ¶sende Datensatz der U.S. Navy 
(AuflÃ¶sun von 116' mal 116'). 
Vertikale Diskretisierung 
In der Vertikalen umfasst das  HIRHAM4 19 Schichten in gemischten 0-p-Koordi- 
naten mit einer dem GelÃ¤nd folgenden Koordinate a = p/ps, welche die unteren 
Modellschichten prÃ¤gt und einer Druckkoordinate p, die entsprechend fÃ¼ die oberen 
Modellschichten entscheidend ist. Die kombinierte V e r t i k a l k ~ o r d i n ~ t e  wird mit rj be- 
zeichnet und ist somit eine Funktion des Luftdrucks in der Modellschicht p und des 
Luftdrucks am Boden ps, also 7 = r](p,ps), mit den Randbedingungen r](O,ps) = 0 
und d p s ,  PS) = 1. 
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Tabelle 3.1: Verwendete Parameter A M I ^  (Pa) und Bk+ll2 (dimensionslos) fÃ¼ die 
Festlegung der 19 vertikalen Schichten (k = 1 , .  . . ,19) des HIRHAM4. FÃ¼ einen 
Bodendruck pS = 1013 hPa wurde der Luftdruck an den Schichtgrenzen pk+i/i (hPa) 
mit Gleichung (3.23) bestimmt. Der Luftdruck in der Mitte der Schicht pk (hPa) ergibt 
sich dann aus Gleichung (3.22). 
Die Modellschichten (k = 1 , .  . . ,19)  werden letztlich durch den Luftdruck 
bestimmt, wobei 
durch die Konstanten Ak+1,2 und Bk+v2 festgelegt ist. FÃ¼ einen Referenzdruck 
von ps = 1013 h P a  sind die entsprechenden Werte in Tabelle 3.1 aufgelistet. Die 
Modellschichten reichen vom Boden bis in eine HÃ¶h von 10 hPa  und besitzen un- 
terschiedliche AbstÃ¤nde wobei die hÃ¶chst vertikale AuflÃ¶sun mit etwa 5 Schichten 
26 3 Modellbeschreibune des HIRHAM4 
in der atmosphÃ¤rische Grenzschicht anzutreffen ist und die niedrigste, ebenfalls mit 
5 Schichten, in der unteren StratosphÃ¤re 
Als Beispiel fÃ¼ die vertikale Diskretisierung der Gleichungen sei an dieser Stelle die 
statische Grundgleichung (3.10) angefÃ¼hrt die in Differenzenschreibweise die Form 
annimmt. D a  die Gaskonstante R im Allgemeinen unbekannt ist, wird im Modell das 
Produkt RT durch RLTu ersetzt, wobei RL die bekannte Gaskonstante fÃ¼ trockene 
Luft und Tu = (1 + 0,608 q) T die virtuelle Temperatur ist. 
Zeitliche Diskretisierung 
Im HIRHAM4 wird ein semi-implizites "Leap-Frogl'-Zeitschrittverfahren fÃ¼ die nu- 
merische LÃ¶sun der prognostischen Gleichungen verwendet. Mit diesem Verfahren 
erhÃ¤l man die GrÃ¶Ã tp zum Zeitschritt n + 1 durch 
wobei die Funktion f n  die lokale zeitliche Anderung von tp zum Zeitschritt n angibt 
und explizit aus den Modellgleichungen in Differenzenform berechnet werden kann. 
Die GrÃ¶Ã S* steht fÃ¼ einen semi-impliziten Korrekturterm, in dem implizite und 
explizite Werte der Divergenz bzw. eines linearen Zusatzpotenzials enthalten sind. 
Die genaue Formulierung von S* hÃ¤ng von der betrachteten GrÃ¶fl $J a b  und soll 
hier nicht nÃ¤he spezifiziert werden. 
BerÃ¼cksichtig man den prognostizierten Werte $J"', der sich mit dem expliziten 
'Leap-FrogX-Zeitschrittverfahren 
(auch als Bockspring-Methode bekannt) ergibt, lÃ¤ss sich Gleichung (3.25) auch als 
schreiben. Im Modell wird auch zunÃ¤chs mit dem expliziten Verfahren (3.26) 
bestimmt, und anschlieflend wird die semi-implizite Korrektur S* berechnet, um 
schlieÂ§lic tp zum nÃ¤chste Zeitschritt (n + 1) zu erhalten. 
Nach dem semi-impliziten Zeitschrittverfahren wird noch eine Zeitfilterung nach AS- 
SELIN [I9721 durchgefÃ¼hrt um das Auftreten unphysikalischer numerischer LÃ¶sunge 
(sogenannter "computational modes") zu unterdrÃ¼cken Durch die Filterung erhÃ¤l 
man fÃ¼ eine beliebige GrÃ¶Ã $ zum Zeitschritt n den gefilterten Wert 
wobei ef = 0,05 der Zeitfilter-Koeffizient ist. Der Index f bezieht sich jeweils auf 
gefilterte Werte von i l ) .  
Der fÃ¼ die einzelnen Simulationen gewÃ¤hlt Modellzeitschritt At betrug 240 s oder 
300 s. In EinzelfÃ¤lle wurden die Simulationen auch mit einem Modellzeitschritt von 
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180 s durchgefÃ¼hrt um aufgetretene numerische StabilitÃ¤tsproblem bei der Berech- 
nung der physikalischen Tendenz der prognostischen GrÃ¶Â§ T, q und q^, infolge von 
PhasenÃ¤nderunge zu umgehen. In allen FÃ¤lle ist das Courant-Friedrichs-Lewy- 
StabilitÃ¤tskriteriu oder kurz CFL-Kriterium ICOURANT et  al. ,  19281 erfÃ¼llt2 nach 
welchem sich, fÃ¼ den Fall At = 300 s und die verwendete Gitterweite Ax = 50 k m ,  
eine maximale Signalgeschwindigkeit 
ergibt, welche im Modell auftreten kann. Da die diskretisierten Modellgleichungen 
keine Schallwellen mehr beinhalten, ist umax als obere Geschwindigkeitsgrenze fÃ¼ die 
berÃ¼cksichtigte atmosphÃ¤rische PhÃ¤nomene die in der Regel Geschwindigkeiten 
U < 50 m s l  haben, durchaus groÃŸzÃ¼gi 
Initialisierung 
Die Anfangsbedingungen, mit denen das Modell startet,  werden durch eine nichtli- 
neare, sogenannte Normalmoden-Initialisierung ("normal mode initialization", siehe 
z.B. HOLTON [1992]) bereitgestellt. Als die Normalmoden eines dynamischen Sys- 
tems werden die freien Schwingungen des Systems bezeichnet. Diese lassen sich be- 
rechnen, indem man die diskretisierten Modellgleichungen um einen Grundzustand 
linearisiert und die orthogonalen EigenlÃ¶sunge der lineariierten Modellgleichungen 
bestimmt. Die zugrunde liegenden Felder lassen sich dann als Reihen der Eigenfunk- 
tionen entwickeln. FÃ¼ jeden Gitterpunkt jeder Schicht gibt es drei Normalmoden: 
eine sich ostwÃ¤rt und eine sich westwÃ¤rt ausbreitende Schwerewelle und eine sich 
westwÃ¤rt ausbreitende Rossby-Welle [HOLTON, 19921. 
Das Ziel des Initialisierungsverfahrens ist es, die hochfrequenten Schwerewellen zu 
eleminieren, durch die ein gestÃ¶rte Gleichgewicht, im Anfangszustand entstehen 
kann, wodurch unphysikalische oder aus numerischen GrÃ¼nde unerwÃ¼nscht LÃ¶sun 
gen der Gleichungen auftreten kÃ¶nnen Andererseits soll das  VerhÃ¤ltni zwischen den 
dynamischen und thermodynamischen Feldern, entsprechend den niederfrequenten 
Rossby-Wellen, die die "langsame" Entwicklung der groÃŸrÃ¤umig StrÃ¶mun be- 
stimmen, erhalten bleiben. FÃ¼ ein lineares System lassen sich die Schwerewellen 
herausfiltern, indem die entsprechenden Normalmoden gleich null gesetzt und ledig- 
lich die Moden der Rossby-Wellen berÃ¼cksichtig werden. Im Fall eines nichtlinearen 
Systems muss die LÃ¶sun iterativ gefunden werden, wobei die lineare LÃ¶sun als ers- 
te  SchÃ¤tzun dient. Die Amplituden der Schwerewellen werden dabei so angepasst, 
dass ihre Anfangstendenzen verschwinden. 
3.2.4 Horizontale Diffusion 
D a  die Diskretisierung der Modellgleichungen eine zeitliche Mittelung darstellt, 
mÃ¼sse prinzipiell Gleichungen fÃ¼ zeitlich gemittelte GrÃ¶Â§ verwendet werden. 
'Das CFL-Kriterium soll hier nur als grobe SchÃ¤tzun dienen. Es beinhaltet eine notwendige, 
aber keinesfalls hinreichende Bedingung fÃ¼ die StabilitÃ¤ der numerischen LÃ¶sung 
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Dazu wird fÃ¼ alle Variablen eine Aufspaltung ip = 4 + ip' vorgenommen, wobei 
4 fÃ¼ den zeitlichen Mittelwert und ip' fÃ¼ die Abweichung vom Mittelwert s teht .  
BerÃ¼cksichtig man die Reynoldsschen Mittelungsregeln [z.B. HOLTON, 1992; ET- 
LING, 19961 und gewichtete Mittel der Form 4 = p^/p (der cberstrich wird hier 
gleichzeitig fÃ¼ gewichtete und ungewichtete Mittel verwendet), so erhÃ¤l man pro- 
gnostische Gleichungen fÃ¼ die gemittelten GrÃ¶Â§ G, 0, T, und &, die sich von 
den Gleichungen fÃ¼ die ungemittelten GrÃ¶Â§ lediglich durch einen zusÃ¤tzliche 
Term 
unterscheiden. Das zweite Gleichheitszeichen ist nur bei der Verwendung gewichteter 
Mittel exakt, weswegen diese Art der Mittelung auch angewandt wird. Der Ãœber 
strich fÃ¼ gemittelte GrÃ¶Â§ wird im Folgenden nur bei mittleren Produkten von 
SchwankungsgrÃ¶Â§ mit angegeben und ansonsten jeweils weggelassen. Das mittle- 
re Produkt der SchwankungsgrÃ¶ÃŸ in D$ gibt den turbulenter Fluss der GrÃ¶Â ip 
an,  und kann, mit einem entsprechenden SchlieÃŸungsansatz als turbulente Diffusion 
interpretiert werden [z.B. ETLING, 19961. 
Die turbulente Diffusion lÃ¤ss sich in einen horizontalen und einen vertikalen An- 
teil aufteilen. Die vertikale Diffusion wird bei der Grenzschicht-Parametrisierung 
in Abschnitt 3.3.4 behandelt, sodass an dieser Stelle nur der Modellansatz fÃ¼ die 
BerÃ¼cksichtigun der horizont,ale Diffusion dargestellt wird, d a  es sich hierbei um 
eine adiabatische Formulierung handelt [CHRISTENSEN e t  al., 19961, wodurch die 
Gleichungen einen weiteren adiabatischen Transportterm enthalten. 
Im HIRHAM4 wird die horizontale Diffusion entlang der ModellflÃ¤che durch ein 
lineares Diffusionschema vierter Ordnung fÃ¼ die prognostischen GrÃ¶ÃŸ U ,  W ,  T und 
q berÃ¼cksichtigt welches fÃ¼ die GrÃ¶Â ip durch die Gleichung 
gegeben ist. Der Index hd bezieht sich hier lediglich auf die lokale zeitliche Ã„nderun 
von ip als Folge der horizontalen Diffusion. K* ist der horizontale Diffusionskoeffizi- 
ent, der hier die Einheit m 4 s 1  hat ,  9/9xk ist der horizontale Nabla-Operator und 
ip""' ist der Wert von ip zum vorangegangenen Zeitschritt. 
Da die ModellflÃ¤che des HIRHAM4 in gemischten cr-p-Koordinaten formuliert sind, 
wodurch sie in BodennÃ¤h der Orografie folgen, kann die horizontale Diffusion in Ge- 
bieten mit steiler Orografie zu einer Vermischung von Luftmassen aus verschiedenen 
HÃ¶he fÃ¼hren die sehr unterschiedliche Eigenschaften besitzen. Dadurch kÃ¶nne 
zusÃ¤tzlich unphysikalische Effekte entstehen, wie z.B. eine kÃ¼nstlich Konvektion 
mit Niederschlag, die ihre Ursache nicht in den thermodynamischen Gegebenhei- 
ten der AtmosphÃ¤r haben. Um solche unphysikalischen Effekte zu reduzieren, wird 
die horizontale Diffusion a n  jenen Gitt.erpunkten ausgeschaltet, die zu benachbarten 
Gitterpunkten der selben Schicht groÂ§ Unterschiede in der HÃ¶h aufweisen. 
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Um die Modellgleichungen lÃ¶se zu kÃ¶nnen mÃ¼sse z ~ s ~ t z l i c h  zur bislang noch 
nicht nÃ¤he spezifizierten vertikalen Diffusion auch die Reibungs- und Quellterme 
(RU, Ru, QT,  Qq und Q W )  bekannt sein. Diese Terme enthalten alle diabatischen 
physikalischen Prozesse, die einen Einfluss auf die Dynamik des gekoppelten Systems 
haben und in der Regel auf Skalen unterhalb der GitterauflÃ¶sun stattfinden. A u s  
diesem Grund mÃ¼sse diese Prozesse parametrisiert werden, d.h. ein physikalischer 
Zusammenhang mit den auflÃ¶sbaren grof3skaligen ModellgrÃ¶f3e ist erforderlich, u m  
diese Prozesse wiedergeben zu kÃ¶nnen 
Das HIRHAM4 umfasst Parametrisierungen fÃ¼ Strahlung, LandoberflÃ¤chenprozes 
se. MeeresoberflÃ¤chen-Meereis-Prozesse planetare Grenzschicht (vertikale Diffusi- 
on), In~pulstransport durch Schwerewellen, Cumuluskonvektion und grofiraumige 
Kondensation (Schichtwolken). Der ~bersichtlichkeit halber werden einzelne Pro- 
zesse in diesem Abschnitt durch Indizes markiert. Der Index rad bezieht sich dabei  
auf die Strahlung, vd auf die vertikale Diffusion, gw auf die Schwerewellen, cc auf  
die Cumuluskonvektion und con auf die grof3rÃ¤umig Kondensation. 
Die lokale zeitliche Ã„nderun der GrÃ–f3 ip,  die durch die im Modell parametrisierten 
physikalischen Prozesse verursacht wird, sei hier mit P+ bezeichnet. P$ beinhaltet 
demzufolge die Reibungs- oder Quellterme und die turbulente vertikale Diffusion. 
Der unterschiedliche Einfluss der einzelnen physikalischen Prozesse auf die verschie- 
denen prognostischen GrÃ¶ÃŸ lÃ¤ss sich wie folgt zusammenfassen: 
P,.- - (EIud+ - (:Irad+ (z)con (3.33) 
PÂ¶ = (2) + (2) + (Z)  (3.34) 
con 
mit uz = u , v  und q, = q,qW.  
Die unteren Randbedingungen werden durch die Parametrisierungen der Ober- 
flÃ¤chenprozess und der planetaren Grenzschicht bestimmt. Da.s HIRHAM4 umfasst 
diesbezÃ¼glich zusÃ¤tzlic zu den prognostischen und diagnostischen Gleichungen von 
Abschnitt 3.2, noch eine Energiebilanzgleichung fÃ¼ die OberflÃ¤chentemperatu Ã¼be 
Meereis, eine WÃ¤rmeleitungsgleichun fÃ¼ die Temperaturen in fÃ¼n Bodenschichten, 
eine hydrologische Bilanzgleichung, welche Regen, Schneefall, Verdunstung, Abfluss 
und Schneeschmelze umfasst, und diagnostische Gleichungen fÃ¼ die Wolkenbede- 
ckung und die Phasenanteile in Mischwolken. Detaillierte Informationen findet man  
in der Modelldokumentation von CHRISTENSEN e t  al. [I9961 und bei ROECKNER 
et al. [1996]. 
3.3.1 Strahlung 
Die TemperaturÃ¤nderun durch kurz- und langwellige Strahlung wird durch die Di- 
vergenz der Netto-StrahlungsflÃ¼ss F = Fk + F[ bestimmt, wobei Fk fÃ¼ den kurz- 
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welligen und F[ fur den langwelligen Strahlungsfluss steht. Im p-Koordinatensystem 
lÃ¤ss sich fÃ¼ horizontal homogene VerhÃ¤ltniss die strahlungsbedingte Tempera- 
turÃ¤nderun durch 
darstellen, wobei g die Erdbeschleunigung und cP die spezifische WÃ¤rmekapazitÃ 
bei konstantem Druck ist. 
Die Berechnung des vollst,Ã¤ndige Strahlungstransfers benÃ¶tig sehr viel Rechenzeit 
und wird deshalb bei der Zeitintegration mit einem Zeitschrift von 4 bzw. 5 Minuten 
nur alle zwei Stunden durchgefÃ¼hrt Um aber Anderungen des Zenitwinkels der 
Sonne und der Temperatur auch zwischen diesen Zeiten zu berÃ¼cksichtigen werden 
die StrahlungsflÃ¼ss zu jedem Zeitpunkt durch 
angenÃ¤hert wobei T,, das effektive TransmissionsvermÃ¶ge und ce das effektive Emis- 
sionsvermÃ¶ge der jeweiligen Modellschicht zum Zeitpunkt der vollstÃ¤ndige Strah- 
lungsberechnung ist. Mit So ist der aktuelle Strahlungsfluss von der Sonne a m  oberen 
Rand der AtmosphÃ¤r bezeichnet und er steht fÃ¼ die Stefan-Boltzmann-Konstante. 
Die Parametrisierung des Stahlungstransfers wurde vom ECMWF-Modell Ã¼bernom 
men und basiert auf den AnsÃ¤tze von FOUQUART und BONNEL [I9801 fÃ¼ die 
kurzwellige Strahlung und MORCRETTE et  al. [I9861 fÃ¼ die langwellige Strahlung. 
Zudem wurden noch einige Modifizierungen vorgenommen, die die BerÃ¼cksichtigun 
von zusÃ¤tzliche Treibhausgasen (CH4, N 2 0 ,  FCKWs), die Absorption von Ozon 
bei einer WellenlÃ¤ng von 14,6 p m  und eine Verbesserung bei der Parametrisierung 
des Wasserdampfeinflusses IGIORGETTA und WILD, 19951 betreffen. 
Der Strahlungstransfer in der AtmosphÃ¤r wird bekanntermaÂ§e durch die verschie- 
denen Bestandteile und Beimengungen der AtmosphÃ¤r bestimmt. Im HIRHAM4 
werden die folgenden strahlungsaktiven Komponenten berÃ¼cksichtigt H 2 0 ,  CO2,  
CH4,  NaO, Os, FCKWs, Aerosole und Wolken. 
Neben der Aufteilung in kurz- und langwellig Strahlung, wird insbesondere zwischen 
wolkenlosem und bewÃ¶lkte Himmel unterschieden. Die Eigenschaften von Wolken- 
trÃ¶pfche und Eiskristallen in Bezug auf die Einfachsteuung der Strahlung sind von 
der Mie-Theorie abgeleitet und an ein verwendetes Breitbandmodell angepasst wor- 
den. AusfÃ¼hrlich Informationen Ã¼be die Bedeutung von Wolken und FlÃ¼ssigwasse 
fÃ¼ den Strahlungstransfer findet man bei ROCKEL et  al. [1991]. 
Im Allgemeinen sind die Aerosol- und Treibhausgaskonzentrationen sowie die Kon- 
zentration von WolkentrÃ¶pfche fest vorgegebene Parameter. Der effektive Radius 
von WolkentrÃ¶pfche und Eiskristallen ist in AbhÃ¤ngigkei des Gehalts an Wasser 
in flÃ¼ssige bzw. fester Form parametrisiert. Desweiteren wird eine fest eingestellte 
Solarkonstante von 1365 W/m2 verwendet. 
F Ã ¼  die Regionalisierung des GSDIO-Szenarios (siehe Abschnitt 5.3) wurden die 
Treibhausgase CO2, CH4 und NaO den entsprechenden Werten des Szenarios ange- 
passt, wogegen sie fÃ¼ die Regionalisierung des CTRL (siehe Abschnitt 5.2) jeweils 
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die folgenden konstanten Werte aufwiesen: CO2 = 353 ppm, CH4 = 1720 ppb und  
N 2 0  = 310 ppb. 
3.3.2 LandoberflÃ¤chenprozess 
Allgemein wird im HIRHAM4 zwischen verschiedenen OberflÃ¤chentype unterschie- 
den: 16 Landbedeckungstypen (mit oder ohne Schnee), offener Ozean, Meereis und  
GrÃ¶nlandgletscher uber  LandflÃ¤che wird der Impuls-, WÃ¤rme und Feuchteaus- 
tausch zwischen Boden, Vegetation und AtmosphÃ¤r berÃ¼cksichtigt Die meisten 
LandoberflÃ¤cheneigenschaften wie z.B. Orografie (siehe Abbildung 3.1), Bodenal- 
bedo, Vegetatioustyp, BlattflÃ¤cheninde oder die WÃ¤rmekapazitÃ und maximale 
Was~eraufn~hmefÃ¤higkei des Bodens, sind fest vorgegeben (oder unterliegen ledig- 
lich einem klimatologischen Jahresgang) und kÃ¶nne sich demzufolge, durch die vom 
Modell simulierten atmosphÃ¤rische ZustÃ¤nde nicht interaktiv Ã¤ndern 
FÃ¼ die Berechnung der BodenwÃ¤rmeflÃ¼s wird ein Bodenmodell verwendet, des- 
sen fÃ¼n Schichten zwischen 0 und etwa 10 m Tiefe liegen, wobei die Schichtdicke 
mit der Tiefe zunimmt. Zudem wird eine mÃ¶glich Schneeschicht berÃ¼cksichtigt 
Die oberen Randbedingungen werden durch den atmosphÃ¤rische Netto-Energiefluss 
Fatm bestimmt, der sich aus den turbulent,en fiihlbaren und latenten WÃ¤rmeflÃ¼ss 
am Boden (siehe Abschnitt 3.3.4) und den StrahlungsflÃ¼sse am Boden (verglei- 
che Abschnitt 3.3.1) zusammensetzt. Am unteren Rand ist ein WÃ¤rmeflus von null 
vorgeschrieben. Die Temperatur in den einzelnen Schichten wird durch die WÃ¤rme 
leitungsgleichung 
fÃ¼ die oberste Schicht und 
9 K  - 2 4  T,+l - T, T, - TÃ£ 
paCo^z, + As, As, + Ast-l 
fÃ¼ die 4 unteren Schichten bestimmt, wobei Az, die Dicke der Schicht z und T, 
die Temperatur in dieser Schicht ist. Das Produkt  pncn gibt die WÃ¤rmekapazitÃ¤ 
pro Volumeneinheit an und ist vom Bodentyp abhÃ¤ngig was durch den Index g 
angedeutet werden soll, und Ag ist die WÃ¤rmeleitfÃ¤higke des Bodens. FÃ¼ den Fall, 
dass kein Schnee liegt, ist F. = Fatm und die Temperatur an der GrenzflÃ¤ch zur 
AtmosphÃ¤r T, ist gleich Tl.  
FÃ¼ den Fall, dass der Boden mit Schnee bedeckt ist, wird eine zusÃ¤tzlich WÃ¤rme 
leitungsgleichung fÃ¼ die Temperatur in der Mitte der Schneeschicht Tsn gelÃ¶st 
wobei Sn die Schneedicke in Metern einer Ã¤quivalente WassersÃ¤ul und psncsn die 
WÃ¤rmekapazitÃ von Schnee pro Volumeneinheit angibt. Die Flussdiffcrenz AFo ist 
der an der Schneeobergrenze ankommende Netto-Energiefluss aus der At-mosphare 
Fatm minus dem Energiefluss Fa, der die GrenzflÃ¤ch zwischen Schneescliicht und 
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Boden durchquert. Die Temperatur an der GrenzflÃ¤ch zwischen AtmosphÃ¤r und 
Sclmeeobergrenze T, wird linear extrapoliert aus Tsn und Ti. 
Das Wasser an der Bode~ioberflaclie wird irn HIRHAbI4 in drei Teile untergliedert: 
Die Schrieemenge ,511 (in Metern einer Ã¤quivalente WassersÃ¤ule) die Wassermenge 
H';, die durch die Vegetation abgefangen wird, und den Bodenvrassergehalt W,. Die 
zeitliche Entwicklung dieser GrÃ¶ÃŸ wird durch R,egen, Schneefall, V e r d ~ n s t ~ u n g  und 
Abfluss bestimmt. Die Berechnung des Abflusses basiert dabei auf dem Schema von 
DUMENIL und TODINI [1992]. 
3.3.3 MeeresoberflÃ¤chen-Meereis-Prozess 
Es bestehen zwei MÃ¶glichkeite der Meereisbehandlung irn HIRHAM4. Die eine, 
welche auch im allgemeinen Zirkulatioiismodell ECHAVI3 [DKRZ, 19931 verwendet 
wird. setzt den Mcereisanteil B in einer Gitt,erbox auf 100%, wenn die Meeres- 
oberflÃ¤clientemperatu T, unterhalb eines kritischen Wertes Tlreez ist, (andernfalls 
ist B == O), und berechnet die EisoberflÃ¤clienteniperat~~ Th aus einer linearisier- 
ten WÃ¤rmebilanzgleicliung Dazu wird fÃ¼ den WÃ¤rmestror Q(Tskn) eine Taylor- 
Entwicklung um T, durchgefÃ¼hrt die nach dem Term erster Ordnung abgebrochen 
wird: 
Andererseits lÃ¤ss sich Q aus der .&nderung von Tskin im Zeitintervall At durch 
bestimmen, wobei Cm die WÃ¤rmekapazitÃ fÃ¼ eine feste Eisdicke ist. Fasst, man bei- 
de Gleichungen zusammen und lÃ¶s nach auf, erhalt man eine lineare Gleichung 
fÃ¼ die neue EisoberflÃ¤chent,emperat~nr 
Die Regionalisierungen des CTRL wurden mit diesem Eisschema und der kriti- 
schen Temperatur TlTeez = -1.79OC sowie einer festen Meereisdicke von 2 m durch- 
gefiihrt. Die MeeresoberfiÃ¤chentemperatu T, stammt aus dem CTRL und wurde 
alle 1 2  Stunden aktualisiert und zwischen diesen Zeitpunkten linear interpoliert. 
Die zweite MÃ¶glichkei der Meereisbehandlung basiert auf dem Ozeanmodell O P Y C  
[OBERHUBER, 1993a] und beriicksichtigt in den einzelnen Gitterboxen eine partiel- 
le Meereisbedeckung sowie variable Werte fÃ¼ die Meereisdicke und die Schneedicke 
Ã¼be Meereis. Bei diesem Eisschema wird sowohl die Temperatur an der Schnee-Eis- 
GrenzflÃ¤ch T,% als auch die Temperatur an der SclineeoberflÃ¤ch Tskin prognostisch 
berechnet. Dazu wird die War~neleitungsgleicliung fÃ¼ horizontal homogene Bedin- 
gungen 
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und eine linearisierte WÃ¤rmebilanzgleichun verwendet. Letztere erhÃ¤l man, indem 
man eine Linearisierung fÃ¼ Q(TSkTn) bezÃ¼glic der Temperatur (wie in Gleichung 
(3.41)) und der zeitlichen Variation Tskin{t) -Tskin(t - At) durchfÃ¼hrt Als Resultat 
ergibt sich fiir TsL,,, die Gleichung 
wobei Q(Ta) = B . Q(Tshn) + ( 1  - B)  . Q(T,) der WÃ¤rmestro einer partiell mit 
Meereis bedeckten Gitterzelle mit der mittleren Temperatur Ta = BÂ¥Tshn+(l B).Ts 
und B der entsprechende Anteil von Meereis ist. Durch analoges Vorgehen erhalt 
man eine Gleichung fÃ¼ T,, . 
F Ã ¼  die LÃ¶sun der Gleichungen werden noch Randbedingungen benÃ¶tigt Neben 
der Annahme, dass die WÃ¤rmestrÃ¶ und Temperaturen a n  den GrenzflÃ¤che ste- 
tig sind, wird 9T/9t = 0 am unteren Rand und Q = A . Fatm am oberen Rand 
angesetzt, wobei A die FlÃ¤ch der Gitterbox und Fahn der Netto-Energiefluss aus 
der AtmosphÃ¤r ist,. 
Dieses zweite Eisschema wurde bei den Regionalisierungen des GSDIO-Szenarios 
verwendet, wobei B und T, sowie die Meereisdicke, die fÃ¼ die Berechnung des 
WÃ¤rn~estrom vom Ozean benÃ¶tig wird, aus dem GSDIO-Szenario stammen. Auch 
hier wurden die Werte alle 12 Stunden aktualisiert und zwischen diesen Zeitpunkten 
linear interpoliert. 
3.3.4 Planetare Grenzschicht 
Die turbulenten FlÃ¼ss in der atmosphÃ¤rische Grenzschicht werden mittels der 
~onin-Ohukhov-Ahnlichkeitstheorie nach LOUIS [I9791 bestimmt. Allerdings wird 
fÃ¼ den Diffusionskoeffizienten eine Schlieflung hÃ¶here Ordnung nach BRINKOP und 
ROECKNER [1995] verwendet,, um den turbulent,en Austausch von Impuls, WÃ¤rme 
Feuchte und Wolkenwasser in der AtmosphÃ¤r oberhalb der bodennahen Grenz- 
schicht zu berechnen. 
Der turbulente Fluss einer mittleren GrÃ¶fl + wird in der Bodenschicht durch 
bestimmt. Der Index l stellt fiir die unterste Modellschicht. die die Obergrenze der 
Bodenschicht reprÃ¤sentiert und der Index s fiir die ErdoberflÃ¤che die die Boden- 
schicht nach unt,en abgrenzt. U,; und i i;  sind die horizontalen Windkomponenten in 
der untersten Moclellschiclit und ist der Widerstandsbeiwert fÃ¼ die GrÃ¶fl ty, der 
von der HÃ¶h der Schicht 1 und der StabilitÃ¤ der Schichtung abhÃ¤ng und aus der 
.~1onin-Obukliov-.%hnlichkeitst.l~e~rie abgeleitet wird IROECKNER et al. ,  19961. 
Um die turbulent,e vertikale Diffusion einer mittleren GrÃ¶fl + oberhalb der Boden- 
scliiclit zu bestimmen, wird fÃ¼ den vertikalen turbulenten Fluss dieser GrÃ¶Â 
der Gradient,ansat.z fiir turbulente Fliisse 
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verwendet, wobei Ku der entsprechende Diffusionskoeffizient ist. Mit diesem Ansatz  
ergibt sich fÃ¼ die, durch vertikale Diffusion bedingte, lokale zeitliche Anderung der 
mittleren GrÃ¶Ã tp die Gleichung 
FÃ¼ den unbekannten Diffusionskoeffizienten wird eine Schlieflung 1)5ter Ordnung 
mit  einer Prandtl-Kolmogorov-Paran~etrisierung verwendet. 
bei der der Diffusionskoeffizient als Funktion der turbulenten kinetischen Ener- 
gie e angegeben wird (die sogenannte TKE-SchlieÂ§ung) co ist eine Konstante 
(C,, = 0,516), L, ist der Mischungsweg fÃ¼ die GrÃ¶Â qli. und Sd ist eine empiri- 
sche StabilitÃ¤tsfunktion die von der sogenannten feuchten Richardson-Zahl Rzm 
(Index m fÃ¼ "moist"; wird gelegentlich auch als Bulk-Richardson-Zahl bezeichnet) 
abhiingt. Bei dieser Art der Sch l iehng  muss eine weitere prognostische Gleichung 
fÃ¼ die turbulente kinetische Energie gelÃ¶s werden, die im HIRHAM4 aus der ver- 
einfachten Form 
besteht. Die einzelnen Terme haben dabei folgende Bedeutung: (1) Turbulenter Fluss 
von Turbulenzenergie, (2) Produktion oder Vernichtung von Turbulenzenergie durch 
turbulente WÃ¤rmeflÃ¼s (AuftriebskrÃ¤fte) (3) Produktion von Turbulenzenergie aus 
der Scherung der mittleren StrÃ¶mun (Grundstrom), (4) Energiedissipation (Ver- 
nichtung von Turbulenzenergie durch molekulare Reibung). Advektion von turbu- 
lenter kinetischer Energie wird im HIRHAM4 vernachlÃ¤ssigt 
Fur  die Bestimmung des Mischungsweges in Gleichung (3.49) wird der Ansatz von 
BLACKADAR [I9621 verwendet, bei dem sich der Mischungsweg 1 als Funktion der 
HÃ¶h z durch 
darstellen lÃ¤sst wobei ti die von Kkrmansche Konstante und \ eine asymptotische 
MischungslÃ¤ng ist. Im HIRHAM4 ist ti = 0,4 und \ nimmt in der gesamten Grenz- 
schicht den konstanten Wert 300 rn an und nÃ¤her sich in der freien At,mosphÃ¤r 
dann exponentiell dem Wert von 30 m .  
3.3.5 Impulstransport durch Schwerewellen 
Der Impulstransport durch orografisch angeregte Schwerewellen, die bei stabiler 
Schichtung Ã¼be hÃ¼gelige GelÃ¤nd entstehen und vom Modell nicht mehr expli- 
zit aufgelÃ¶s werden kÃ¶nnen wird nach MILLER et  al. [I9891 simuliert. DafÃ¼ wer- 
den orografische Varianzen, die unterhalb der GitterauflÃ¶sun liegen, aus dem in 
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Abschnitt 3.2 erwÃ¤hnte hochauflÃ¶sende Datensatz der U.S. Navy verwendet und 
richtungsabhÃ¤ngi in vier Sektoren (O/W, N/S, NW/SO und NO/SW) eingeteilt. 
Orografisch angeregte Schwerewellen haben typischerweise WellenlÃ¤ng in der 
GrÃ¶flenordnun von 1-10 km und kÃ¶nne mit der verwendeten Gitterweite von etwa 
50 km nicht mehr aufgelÃ¶s werden. Da durch Schwerewellen aber Impuls transpor- 
tiert wird, muss der von diesen Schwerewellen verursachte Impulsfluss parametrisiert, 
werden. 
Die Schwerewellen lassen sich als kleinskalige StÃ¶runge U' der mittleren StrÃ¶mun 7 ~ ;  
des Modells interpretieren und kÃ¶nne demzufolge wie turbulente GrÃ¶fle behandelt 
werden, wodurch wiederum ein zusÃ¤tzliche vertikaler Impulsfluss w'u', zu beriick- 
sichtigen ist. FÃ¼ die durch Schwerewellen verursachte lokale zeitliche Ã„nderun des 
mittleren Impulses (ausgedrÃ¼ck durch den mittleren horizontalen Windvektor 7 ~ ~ )  
ergibt sich somit 
Der Impulsfluss pro Volumeneinheit lÃ¤ss sich durch die Reynoldsschen Schubspan- 
nungen T, = - p  ausdrÃ¼cken BerÃ¼cksichtig man noch die statische Grundglei- 
chung (3.7) fÃ¼ die Transformation ins p-Koordinatensystem, erhÃ¤l man 
wobei g die Erdbeschleunigung ist 
Das Parametrisierungs-Schema besteht nun aus zwei Teilen: Erstens aus einer Pa- 
rametrisierung der Schubspannungen T; in den unteren Schichten und zweitens aus 
der Modellierung der dynamischen Prozesse, die die vertikale Struktur von T; be- 
stimmen. Die Schubspannung in den unteren Schichten hÃ¤ng von der horizontalen 
Windgeschwindigkeit, den orografischen Varianzen und der Brunt-Vaisala-Frequenz 
ab,  welche die StabilitÃ¤ der atmosphÃ¤rische Schichtung durch den Vertikalgradien- 
ten der potenziellen Temperatur 6 beinhaltet. Eine zusÃ¤tzlich Schubspannung wird 
berÃ¼cksichtigt wenn die StrÃ¶mun in den unteren Schichten einen kritischen Wert 
Ã¼bersteigt z.B. im Fall brechender Leewellen. 
Die Schubspannung in den oberen Schichten ist ein Ergebnis der aufwÃ¤rt gerichteten 
Wellenausbreitung. Um das Einsetzen von Turbulenz, z.B. infolge konvektiver In- 
stabilitÃ¤t zu beschreiben, wird eine lokale Wellen-Richardson-Zahl konstruiert, mit 
der die vertikale Struktur  der Schubspannung berechnet wird. Durch die Bedingung. 
dass diese Wellen-Richardson-Zahl nicht unter den kritischen Wert von 0.25 fallen 
kann, kann die Schubspannung stufenweise vom Boden aufwÃ¤rt festgelegt werden. 
Weitere Einzelheiten findet man in der iV~odelldokumentation des ECHAM3 von1 
D K R Z  [1993]. 
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3.3.6 Cumuluskonvektion 
Die Parametrisierung der Cumuluskonvektion basiert auf dem Massenflusskonzept 
von TIEDTKE [I9891 mit Modifizierungen fÃ¼ hochreichende Konvektion von NOR- 
DENG [1994]. Irn HIRHAVI4 wird zwischen flacher, mit,t,lerer und hochreichender 
Konvektion unterschieden: 
(a) Unter flacher Konvektion wird hier Cumuluskonvekt.ion verstanden, die vorwie- 
gend in ungestÃ¶rte StrÃ¶munge unt,er Abwesenheit groflrÃ¤umige Konvergenz 
auftritt .  Als Beispiel seien lediglich die SchÃ¶nvettercumul unterhalb einer Ab- 
sinkinversion angefÃ¼hrt 
(b) Der Begriff mittlere Konvektion bezieht sich auf konvektive Zellen, die ihren 
Ursprung nicht in der at,mosphÃ¤rische Grenzschicht haben, sondern durch 
dynamische Hebung von Luftmassen Ã¼be das Hebungskondensationsniveau 
entstehen, wo dann erst freie Konvektion einsetzen kann. Diese Konvektion 
findet man hÃ¤ufi in Verbindung mit Warmfronten oder auch im Warmsektor 
tropischer Wirbelst,Ãœrme 
(c) Mit hochreichender Konvektion wird letztlich die Cumuluskonvektion bezeich- 
net,  die eine grofle vertikale Erstreckung ha t  und zum Teil sogar bis in die 
untere StratosphÃ¤r reicht. Voraussetzung ist eine hochreichend feucht-labile 
Schichtung oberhalb des I<ondensationsniveaus. Diese Art der Konvektion t r i t t  
hÃ¤ufi bei synoptisch-skaliger Konvergenz in den unteren Schichten auf, wie 
z.B. in der NÃ¤h von Tiefdruckgebieten und an Kaltfronten oder TrÃ¶gen 
Alle Konvektionsschemen benÃ¶tige Schlieflungsannahmen, um die Wolkenparame- 
ter mit den groflskaligen Groflen in Verbindung zu bringen: FÃ¼ die flache Konvektion 
wird vorausgesetzt, dass der Feuchtegehalt in der atmosphÃ¤rische Grenzschicht sta- 
tionÃ¤ ist, fÃ¼ die mittlere Konvekt,ion wird der Massenfluss an der Wolkenbasis mit 
der groflskaligen Vertikalgeschwindigkeit verknÃ¼pf und fÃ¼ die hochreichende Kon- 
vektion wird der Massenfluss mit der konvektiv verfÃ¼gbare potenziellen Energie in 
Beziehung gebracht. 
Die Wolkenbasis wird durch die unterste Modellschicht festgelegt, in der in einem 
aufsteigenden Luftpaket Kondensation auftritat. FÃ¼ flache und hochreichende Kon- 
vekt,ion wird der hIassenfluss an der Wolkenbasis aus der Feuchtekonvergenz in der 
atmosphÃ¤rische Grenzschicht berechnet. (FÃ¼ die hochreichende Konvektion dient 
dies nur als erste SchÃ¤tzung In einem nachfolgenden Schritt wird die SchlieÃŸun 
von NORDENG [I9941 verwendet.) Anschlieflend wird die Obergrenze der Wolken 
durch die erste Modellschicht bestimmt,, an der ein aufsteigendes Luftpaket negati- 
ven Auftrieb erfÃ¤hrt Die Eigenschaften eines aufst,eigenden Luftpakets werden durch 
die Annahme festgelegt, dass das Aufsteigen trockenadiabatisch von der atrnosphÃ¤ri 
sehen Grenzschicht bis zur VVolkenbasis und feuchtadiabatisch in der Wolke ablÃ¤uft 
Abwinde werden in diesem Stadium nicht berÃ¼cksichtigt FÃ¼ die Aufwinde wird 
sowohl ein turbulentes als auch ein organisiertes Mitreiflen benachbarter Luftmas- 
sen (Entrainment) sowie ein entsprechendes Abstoflen von mitgefÃ¼hrte Luftpaketen 
(Detrainment) berÃ¼cksichtigt 
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3.3.7 GroÃŸrÃ¤umi Kondensation 
Im HIR,HAM4 ist das Wolkenwasser qm als prognostische GrÃ¶Â enthalten, wobei 
diagnostisch in einen flÃ¼ssige Anteil q W ~  und einen festen Anteil qÃ£ unterteilt wird. 
Die diagnostische Gleichiing stellt eine auf der TemperaturabhÃ¤ngigkeif basierende 
Parametrisierung dar und lautet 
mit der Zahlenwertgleichung 
bei der die Temperatur T in 'C angegeben wird. a und b sind Konstanten mit den  
Werten a = 0,0059 und b = 0.003102. Der feste Anteil a n  Wolkenwasser lÃ¤ss sich 
anschlieflend aus der einfachen Beziehung qmi = qw - qwi ableiten. 
Um auch Wolkenbildung, die unterhalb der Gitt,erauflÃ¶sun stattfindet, zu berÃ¼ck 
sichtigen, wird der von SUNDQVIST [1978] entwickelte Ansatz verwendet, bei dem 
die Gitterzellen des Modells in einen mit Wolken bedeckten und einen wolkenlosen 
Teil aufgeteilt werden. Der Anteil an der FlÃ¤ch einer Gitterzelle, der mit Wolken 
bedeckt ist, sei im Folgenden mit 6 bezeichnet, wodurch sich fÃ¼ den wolkenlosen 
Teil der FlÃ¤chenantei 1 - b ergibt. 
In1 Modell werden zuerst, die spezifische Feuchte und das Wolkenwasser in jeder Git- 
terzelle fÃ¼ den mit. Wolken bedeckt,en und den wolkenfreien Teil getrennt berecli- 
net.  Danach werden in jeder Gitkerzelle und jeder Modellschicht die entsprechenden 
Kondensations- und Verdunstungsraten bestimmt. Die Auswirkungen der wolken- 
physikalischen Prozesse, wie das Wachstum von WolkentrÃ¶pfche oder Eiskristallen. 
werden durch einen umfassenden Satz von Parametrisierungen berÃ¼cksichtigt 
Zum Schluss werden die .&nderungen der spezifischen Feuchte und des Wolkenwas- 
sers zusammen mit, der zugehÃ¶rige TemperaturÃ¤nderun berechnet, um die Aus- 
wirkungen von Kondensation und Verdunstung auf die Temperatur angemessen zu 
beriicksichtigen. FÃ¼ die Mittelwerte in einer Gitterzelle lauten die entsprechenden 
Gleichungen: 
uncl 
wobei Li, fiir die spezifische latente WÃ¤rm und cp fÃ¼ die spezifische WÃ¤rmekapazitÃ 
bei konstantem Druck steht.  Cc und Co sind die Kondensationsraten. Der Index c 
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bezieht sich auf den mit Wolken bedeckten Teil und der Index o auf den wolkenlosen 
Teil der Gitterzelle. Pc bezeichnet die Niederschlagsrate im mit Wolken bedeckten 
Teil und Eg die Verdunstungsrate von Niederschlag, der in den wolkenlosen Teil 
fallt. Verdunstung in1 mit Wolken bedeckten Teil der Gitterzelle ist nicht erlaubt 
(Ec = 0),  und Niederschlag kann nur aus Wolken fallen (Po = 0).  
Der FlÃ¤chenantei der Wolkenbedeckung b ist parametrisiert als eine nichtlineare 
Funktion der Ã¼be eine Gitterzelle gernittelten relativen Feuchte U. FÃ¼ U* < U < 
Usat: wobei ein Schwellwert fÃ¼ die Kondensation und D'snt die SÃ¤ttigungsfeucht 
ist, lÃ¤ss sich b durch 
bestimmen. Ansonsten ist b = 0, d .h.  existierende Wolken lÃ¶se sich im Falle U < 
Ub auf. Der Schwellwert fÃ¼ die Kondensation ist eine Funktion der HÃ¶h und die 
SÃ¤ttigungsfeucht nimmt. im Modell den Wert Eins an. 
3.4 Randantrieb 
FÃ¼ den Randantrieb des HIRHAM4 mussten in einem ersten Schritt die in 12- 
stÃ¼ndliche AbstÃ¤nde vorliegenden Modellausgaben des ECHAM4 auf das Inte- 
grationsgebiet des HIR,HAM4 interpoliert werden. D a  das  ECHAM4 ein spekt,rales 
Modell ist, liegen die Variablen Å¸blicherweis in Form von Spcktralkoeffizienten vor. 
FÃ¼ die GrÃ¶Â§e die auf einem gaufischen Gitter abgelegt sind, wie z.B. die spezifische 
Feuchte oder die Orografie, wurden die entsprechenden Werte in S~ekt~alkoeffizien- 
ten transformiert. Anschliefiend erfolgte eine Rotation der Spektralkoeffizienten um 
-90": sodass der Nordpol bei OON und 0'0 liegt. 
Das ECHAM4 beinhaltet als prognostische GrÃ–Be Divergenz und Vorticity; als 
Randwerte des HIRHAM4 werden aber die horizonta,len Windkomponenten be- 
nÃ¶tigt sodass der nÃ¤chst Schritt, darin bestand, aus Divergenz und Vorticity die 
horizontalen Windkomponenten zu berechnen3. Schliefilich wurde aus den rotier- 
ten Spektralkoeffizienten der Ausschnitt zwischen 24,s0?! und 25,0Â° und zwischen 
27,5OW und 27,0Â°0 jeweils in 0,5'AbstÃ¤nden auf ein Git ter  transformiert, welches 
mit dem Modellgitter des HIRHAM4 identisch ist (vergleiche Abbildung 3.1). 
FÃ¼ alle RandgrÃ–Be (sowohl seitliche als auch untere) aller verwendeten Antriebs- 
d a t e n ~ ~ t z e  (CTRL, GSDIO-Szenario) gilt, dass sie wÃ¤hren der Simulationen alle 
12 Stunden aktualisiert wurden. 
3.4.1 Seitlicher Rand 
Damit zu jedem Zeitschritt der Simulation Randwerte vorliegen, werden die Rand- 
felder innerhalb der Modellsimulation einer linearen zeitlichen Interpolation unter- 
worfen. AnschlieBend werden die Informationen an den seitlichen RÃ¤nder mittels 
.. 
'Diese Umrechnung ist z.B. bei KRISHNAMURTI et al. [I9981 ausfÃ¼hrlic beschrieben 
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einer Relaxation Ã¼be eine 10 Gitterpunkte umfassende Randzone in das Model- 
linnere transferiert. Diese Prozedur wurde von DAVIES [I9761 entwickelt und h a t .  
angewendet auf ein Feld & die Form 
@ = ~ f c 7 &  + (1 - W.)% , (3.61) 
wobei I/'!" fÃ¼ die modifizierte FeldgrÃ¶fle $1 fÃ¼ die entsprechende Randfeldgr33e 
und $I: fÃ¼ die interne FeldgrÃ¶fl des Modells steht, und zwar jeweils am k-ten Gi t -  
terpunkt relativ zum nÃ¤chstgelegene Rand (k=0). Die Koeffizienten a k  sind d ie  
AbschwÃ¤chungsgewichte welche dermafien wirken, dass das Randantriebsfeld und  
das interne Modellfeld innerhalb der Randzone konsistent verbunden sind. Im kon- 
kreten Fall der 10 Gitterpunkte umfassenden Randzone werden diese Koeffizienten 
mit der Gleichung 
tanh (' 
berechnet, woraus sich die 10 Gewichte (k = 0,. . . ,9) ergeben, die in Tabelle 3.2 
aufgelistet sind. 
Diese Prozedur des Randantriebs wird fÃ¼ alle prognostischen GrÃ¶fle mit Ausnahme 
der spezifischen Feuchte und des Wolkenwassers durchgefÃ¼hrt 
a k  
Die spezifische Feuchte ist nur an den Ã¤ufierste Randpunkten mit dem Antriebsfeld 
verbunden (k=O). Gleichzeitig wird geprÃ¼ft ob die Windkomponenten einen liori- 
zontalen Feuchtefluss in das Modell hinein oder aus dem Modell heraus anzeigen. Ist 
der Feuchtefluss in das Modell gerichtet, wird dem Feuchtefeld am Ã¤ufierste Gitter- 
punkt der Wert des Antriebsfeldes zugeordnet. Im Falle eines Feuchteflusses aus dem 
Modell heraus, wird dem Feuchtefeld am Ã¤ufierste Gitterpunkt ein Wert zugeordnet, 
welcher durch Extrapolation aus den Wert,en der vier benachbarten, stromaufwÃ¤rt 
liegenden Gitterpunkten innerhalb des Modellgebietes berechnet wird. 
1,000 0,678 0,417 0,238 0,130 0,069 0,036 0.019 0,010 0,005 
Der Wolkenwassergehalt an den RÃ¤nder wird, wie die spezifische Feuchte, in 
AbhÃ¤ngigkei der StrÃ¶mungsrichtun bestimmt. Der Unterschied besteht darin, dass 
fÃ¼ den Wolkenwassergehalt kein Antriebsfeld des globalen Modells berÃ¼cksichtig 
wird, sodass fÃ¼ den Fall, dass die StrÃ¶mun in das Modellinnere gerichtet ist. am 
Ã¤uflerste Gitterpunkt der Wolkenwassergehalt null gesetzt wird4. 
Tabelle 3.2: AbschwÃ¤chungsgewicht ai. fÃ¼ die Relaxation der Randwerte in der 10 
Gitterpunkte umfassenden Randzone, wie sie mittels Gleichung (3.62) vom HIRHAM4 
berechnet werden. k gibt den Gitterpunktsabstand zum Rand an. 
3.4.2 Unterer Rand 
Am unteren Rand benÃ¶tig das HIRHAM4 Informationen Ã¼be die Meeresober- 
flÃ¤chentempera,tu und die Meereisbedeckung. ZusÃ¤tzlic kÃ¶nne auch Meereisdi- 
Auch bei der Initialisierung wird Wolkenwasser nicht berÃ¼cksichtig (qÃ£ = 0, fÃ¼ t = O), wodurch 
eine Einschwingzeit zwischen 6 bis 12 Stunden entsteht. [CHRISTENSEX et al., 19961. 
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cken und Schneedicken Ã¼be Meereis berÃ¼cksichtig werden. FÃ¼ die Regionalisierung 
des GSDIO-Szenarios wurden die 1etzt)genannten GrÃ¶fle ebenfalls fÃ¼ den unteren 
Randantrieb des HIRHAM4 verwendet, da in diesem Experiment, deutliche Ã„nde 
rungen in den Meereisdicken auftreten [ROECKNER; 2000]. Da Schneedicken Ã¼be 
Meereis aus dem Szenario nicht zur Verfiigung standen, wurde Ã¼be Meereis eine 
Schneedicke angenommen, die einer 1 mni hohen WassersÃ¤ul entspricht. 
Eine weitere â‚¬nderu bei den Regionalisierungen des GSDIO-Szenarios war ei- 
ne Verbesserung in der Interpolation der unteren Randdaten des Szenarios auf  das 
HIRHAM4 -Gebiet. Es zeigten sich nÃ¤mlic viel zu hohe Verdunstungsraten im Som- 
mer in Verbindung mit unrealistisch hohen MeeresoberflÃ¤chentemperature in eini- 
gen st,ark gegliederten, kiistennalien Gebieten (z.B. in schmalen Meerengen, klei- 
neren Buchten oder Seen, die vom HIRHAM4 aufgelÃ¶s werden kÃ¶nnen von der 
antreibenden Simulation aber nicht). Dies ist. darauf zurÃ¼ckzufÃ¼hre dass bei der 
Interpolation der globalen Daten auf das HIRHAM4-Gebiet, aufgrund der grÃ¶bere 
horizontalen AuflÃ¶sun der antreibenden Simulation, auch Landpunkte in d a s  In- 
(a) SST, Standard-Interpolation 
(C)  EVAP, mit Standard-SST 
(b) SST, modifizierte Int,erpolation 
(d) EVAP, mit modifizierter SST 
Abbildung 3.2: Mittlere MeeresoberflÃ¤chcntemperature (Â¡C fÃ¼ den Juli des Mo- 
delljahres 415 des CTRL, interpoliert auf das HIRHAM4-Gebiet mit BerÃ¼cksichtigun 
von Landpunkten (a) und ohne BerÃ¼cksichtigun von Landp~nkt~en (b), sowie die 
Verdunstungssummen (mm) der entsprechenden HIRHAM4-Juli-Simulationen mit 
BerÃ¼cksichtigun von Landpunkten bei der SST-Interpolation (C) und ohne BerÃ¼ck 
sichtigung von Landpunkten bei der SST-Interpolation (d). 
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terpolationsverfahren mit einbezogen wurden, um fÃ¼ diese kÃ¼stennahe Gebieten 
ebenfalls Werte zu erhalten. Diese Landpunkte zeigen aber in der Regel, und vor 
allen1 in den Sommermonaten, andere meteorologischen Gegebenheiten, so z.B. deut-  
lich hÃ¶her Temperaturen im Sommer und n a t ~ r g e m ~ f i  nur eine begrenzte Menge a n  
Wasser. Dadurch entstehen, trotz GlÃ¤ttun durch die Interpolation, unrealistische 
Werte in einigen KÃ¼stenbereiche des HIRHAM4. Um dieses Problem zu vermeiden, 
wurden vor der eigentlichen Interpolation sÃ¤mtlich Oberflachentemperaturen von 
Landpunkten der antreibenden Simulation durch den Mittelwert aus den Tempera- 
turen der nÃ¤chstgelegene Wasserpunkte ersetzt. 
Die Unterschiede zwischen der Standardinterpolation und der modifizierten Inter- 
polation der MeeresoberflÃ¤chentemperature (SST) auf das HIRHAM4-Gebiet sind 
fÃ¼ einen beliebig ausgewÃ¤hlte Juli des CTRL in Abbildung.3.2 zu sehen. ZusÃ¤tzlic 
zeigt die Abbildung auch die beiden entsprechenden, mit  dem HIRHAM4 simulier- 
ten Verdunstungssummen (EVAP) dieses Juli-Monats, wobei lediglich der untere 
Randantrieb des HIRHAM4 in beiden Simulationen, durch die unterschiedlich in- 
terpolierten MeeresoberflÃ¤chentemperaturen verschieden war. 
Die unrealistisch hohen Verdunstungssummen in den Meeresgebieten zwischen dem 
kanadischen Archipel und dem nordan~erikanischen Kontinent als auch im Bereich 
des Ob-Busens, die sich in der Simulation mit BerÃ¼cksichtigun von Landpunkten 
bei der Interpolation der MeeresoberflÃ¤chentemperature zeigen, haben ihre Ursa- 
che gerade in den extrem hohen Meeresoberflachentemperaturen in diesen Gebieten. 
Diese entstehen dadurch, dass diese schmalen Meeresarme als Landpunkte in der 
T30 Auflesung erscheinen und das Land im Juli deutlich wÃ¤rme ist als das Meer. 
BerÃ¼cksichtig man hingegen nur Wasserpunkte bei der Interpolation der Meeres- 
oberflachentemperatur, erhÃ¤l man deut,lich geringere Temperaturen in den erwÃ¤hn 
ten Gebieten, wodurch auch die Verdunstungss~~mmen in der GrÃ¶Benordnun der 
benachbarten Regionen liegen. FÃ¼ die Sommermonate bietet dieses modifizierte In- 
terpolationsverfahren somit deutliche Vorteile, wogegen im Winter der Unterschied 
zum ursprÃ¼ngliche Interpolationsverfahren relativ gering ist. 
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In diesem Kapitel werden die statistischen Methoden kurz vorgestellt, die im Rah-  
men dieser Arbeit verwendet wurden, sofern es sich nicht um einfache Verfahren, 
wie die Berechnung arithmetischer Mittel oder Standardabweichungen, handelt. Die 
ersten vier Abschnitte dieses Kapitels beschreiben die Berechnung von rÃ¤umliche 
Mittelwerten aus Gitterpunktsdaten, die lineare Trendanalyse und die gaufische Tief- 
passfilterung von Zeitreihen sowie die Analyse Empirischer Ort,hogonaler Funktio- 
nen. Diese Methoden wurden Ã¼berwiegen fÃ¼ die Analyse der globalen Modellexpe- 
rimente verwendet. Allerdings sind einzelne Teile dieser Methoden, wie die Berech- 
nung von Korrelationskoeffizienten oder die Filterung von Zeitreihen, auch bei der 
Analyse der Simulationsergebnisse des HIRHAM4 angewendet worden. Aufierdem 
wird im fÃ¼nfte und letzten Abschnitt diese Kapitels die verwendete Methode zur 
SignifikanzabschÃ¤tzun von Differenzen vorgestellt, welche lediglich bei der Auswer- 
tung der HIRHAM4-Simulationen Anwendung fand. 
4.1 Berechnung rÃ¤umliche Mittelwerte 
Bei der Berechnung der mittleren Temperaturen fÃ¼ ein geografisches Gebiet aus 
nicht Ã¤quidistante Gitterpunktsdaten wurden die unterschiedlich groÂ§e FlÃ¤chen 
die ein Gitterpunkt reprÃ¤sentiert durch entsprechende Gewichte berÃ¼cksichtigt F Ã ¼  
ein gauÃŸsche Gitter (siehe Abschnitt 5.1.1) mit M zonalen und N meridionalen Git- 
- 
terpunkten wurde das FlÃ¤chenmitte der Temperatur T zwischen den meridionalen 
Gitterpunkten n1 und ni durch 
berechnet, wobei Tm,n fÃ¼ die Temperatur am Gitterpunkt (m, n) steht.  (bn ist die 
geografische Breite am n-ten meridionalen Gitterpunkt, die mittels der NÃ¤herun 
bestimmt wurde. Der Faktor 7 = l - 0.51/N w 1 stellt lediglich eine empirisch 
ermittelte Anpassung an das gauÂ§sch Gitter dar. 
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4.2 Lineare Trendanalyse 
Bei der Untersuchung von Zeitreihen auf einen Trend besteht eine geeignete Me- 
thode darin, eine lineare Einfachregression gemÃ¤ dem linearen Regressionsmodell 
durchzufÃ¼hre [z.B. WILKS, 19951. FÃ¼ die n Wertepaare (X^ y,) einer Stichprobe 
wird dabei als optimale NÃ¤herun der linearer Zusammenhang 
mit der Voraussetzung angenommen, dass fÃ¼ den zu untersuchenden Zusammen- 
hang keine anderen GrÃ¶ÃŸ eine Rolle spielen, $ ist dabei die Zielgrofle (PrÃ¤diktand 
abhÃ¤ngig Variable) und x die EinflussgrÃ¶Ã (PrÃ¤diktor unabhÃ¤ngig Variable). Bei 
der in dieser Arbeit erfolgten Untersuchung von Trends in Zeitreihen steht die GroÂ§ 
x stellvertretend fÃ¼ die Zeit in Jahren und y fÃ¼ den Jahres(mitte1)wert der unter- 
suchten GroÂ§e z.B. der Temperatur oder des NAO-Index. 
Die Regressionsgleichung (4.3) ist die Gleichung einer Geraden. Die Regressionsko- 
effizienten ao  und a1 entsprechen bei grafischer Interpretation dem Achsenabschnitt 
a o )  und der Geradensteigung (al)  und werden nach der Methode der kleinsten Feh- 
lerquadrate bestimmt, d .h.  die Summe der Quadrate der AbstÃ¤nd der Wertepaare 
(X,, y,) von der Geraden ist minimal. Die optimale Gerade erhÃ¤l man, indem ma,n 
die Ableitungen nach den Unbekannten a0 und a l  bildet und gleich null setzt. Eine 
genaue Herleitung findet man z.B. bei WILKS [1995]. Zur quant,itativen Bestimmung 
eines Trends in den Zeitreihen ist lediglich der Regressionskoeffizient a1 mafigebend. 
O b  ein linearer Trend statistisch signifikant ist, kann mit Hilfe des Korrelationsko- 
effizienten 
abgeschÃ¤tz werden, wobei mit 3 und fj die entsprechenden Mit,telwerte der GrÃ¶Â§ 
x und y bezeichnet sind. Die Nullhypothese~ es besteht keine Korrelation, wird 
abgelehnt, sobald \ T  einen von der Irrtumswahrscheiiilichkeit und der Anzahl der 
Freiheitgrade v abhÃ¤ngige Wert erreicht oder Ã¼berschreitet FÃ¼ eine Anzahl der 
Freiheitsgrade kleiner gleich 30 wurde der Grenzwert fÃ¼ die 5%-Schranke roO5 der 
Tabelle 193 von SACHS [I9921 entnommen, und ansonsten mit der einfachen NÃ¤he 
rung 
abgeschÃ¤tzt Zur sprachlichen Vereinfachung bezieht sich in dieser Arbeit,  wenn nicht, 
1 'iveau. anders erwÃ¤hnt der Begriff statistische Signifikanz immer auf das 95%-X' 
Da bei meteorologischen GrÃ¶fie die einzelnen Daten in der Regel eine gewisse 
AbhÃ¤ngigkei voneinander aufweisen, ist die Anzahl der Freiheitsgrade geringer 
als bei einem unabhÃ¤ngigen rein stochastischen Datensatz. Aus diesem Grund ist 
die Anzahl der Stichprobenwerte fÃ¼ die Bestimmung der Freiheitsgrade nicht aus- 
reichend. Nach SCHONWIESE [1992] reduziert sich die Anzahl der Freiheitsgrade 
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fiir I<orreIations- lmv. I<r~uzkorrelationsa~ialysen von Zeit.reihen in der allgenleinen 
Fornl 
lvobei r i ( x )  und r l ( y )  die, .4utokorre1ationskoeffiziente1~ der Zeitreil~en X und y bei 
einer Z ~ i t , v e r s c l ~ i c l ~ ~ ~ ~ ~ g  um je~veils & Zeitinter~all sind. U bezeichnet die -4nzalll der 
Freilleit,sgracle ohne und U' mit BerÃ¼cksichtigu~i der L4t~tokorrelation. In den1 hier 
betrachteten Fall einer Zeit,reihe y und gleich grofier Zeitinter~jalle ist r1(x) = 1: und 
Gleicl~ung (4.6) reclnzicrt sich mit U = TL - 2 zu 
FÃ¼ sÃ¤mtlicl~ SignifikanzabscliÃ¤tzunge von Korrelationskoeffizie~iten wurde in die- 
ser Arbeit die reduzierte Anzahl der Freiheitsgrade nach Gleichung (4.7) b z ~ .  Glei- 
chu~ig (4.6) I~criicl~sichtigt,. 
4.3 Tiefpassfilterung von Zeitreihen 
Xeben der linearen Trendanalyse wurden fÃ¼ die Zeitreihen im Allgemeinen auch 
eine Tiefpassfilterung durcl~gefiil~rt, um die VariabilitÃ¤ auf lÃ¤ngere Zeitskalen dar- 
zustellen. Die a.nge~vendete Filtermethode ist unter der Bezeichnung gaufische Tief- 
passfilteru~~g oder Tiefpassfilterung gauflscher Art bekannt, d a  die Filterge~vichte als 
Funktio11 der gaufischen Normalverteilung bestimmt werden. 
.4llgemein erhÃ¤l man den gefilterten i-ten Wert einer Zeitreihe $ durch 
mit z = 1 + ml . . . , n - in: wobei n die Anzahl der Zcitreihenelemente und 2m+ 1 die 
,411zahl von Fi1tergewichten wk ist, Fiir die wk wird im Fall einer Tiefpassfilterung 
die Xormierung 
a ~ i g e ~ ~ ~ e n d e t ~  damit  die Llfittelxverte des erfassten Zeitintervalls erhalten bleiben. Bei 
der in dieser Arbeit angewendeten gaufischen Tiefpassfilterung erhÃ¤l man die un- 
normierten, rollen F'iltergenrichte [z.B. SCHONWIESE, 19921 durch 
~vobei f ( z )  der Funktions~vert der gaufischen Kormalverteilung und T* die Filterperi- 
ode ist,. Die wk lassen sich dann durch -4nli~endung der Normierung (4.9) bestimmen. 
D a  die gefilterte Zeitreihe gegeniiber der ungefilterten a m  Reihenanfang und am Rei- 
hellende um jeweils m Werte verkÃ¼rz ist> sollte m mÃ¶gliclls klein gehalten werden. 
Bei der gauflschen Tiefpassfilterung~ mit im Prinzip unendlich vielen Gewichten: ist 
es Ã¼blich die Reihe fÃ¼ Werte wk < wo/10 abzubrechen [SCHONWIESE, 19921. 
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4.4 Analyse pirischer Orthogonaler Funktionen 
Die .411alyse E~npi r i sche~  Orthogonaler Fu~lk t ionen~ kurz EOF--knalyse> ist eine s ta-  
tistische ib1etliode~ die auch unter des Bezeichnung Hauptkomponenten- oder Ei- 
genvektoranalyse bekannt ist) und bei der ein Datensatz mit normalerweise hoher 
rÃ¤.umIi(:lie und zeitlicher Dinlension nach Empirischen Orthogonalen Funktionen 
entwicl<eIt \visd> um dadurch einen niedriger dimensionierten Datensatz zu erhalten. 
Durch diese Reduktion der Datenmenge lasst. sich die rÃ¤umlich und zeitliche Varia- 
bilitÃ¤ langer) umfangreicher Datenreihen besser untersuchen. Die Vorgehens~t~eise 
soll hier nur kurz skizziert werden; da  sie in vielen StatistikbÃ¼cher b.B. WILKS, 
1995; VON STORCH und ZWIERS; 19991 ausfÃ¼lirlic beschrieben ist. 
Die .4nomali~ <:k(t) eines grofirÃ¤umigr Feldes &(t)  = Gk + &(t)  lÃ¤ss sicli fÃ¼ alle 
Punkte k = 1 , .  . . n, des Feldes als endliche Reihe 
ent~vickrl~i,  1vo11ei die ez,k feste rau~rilicl~e L,luster> die sogenannten EOFs oder Ei- 
genvekt,oren) und die a i ( t )  die entsprechenden Zeitkoeffizienten sind. Letztere wer- 
den hÃ¤ufi aticll als EOF-I<oeffizienten oder Hauptkomponenten ("principal com- 
po~lents", kurz: PC) l>ezeichnet, Dir 77% h'iuster werden dabei so geordnet> dass die 
Varianz des Zeitkoefizieiiten mt(t) mit zunehn~endem Index z abnimmt> d.h. die 
1. E O F  e ~ , ~  ist das rÃ¤u~nlicli LlIust,er> das den grÃ¶fite Anteil a n  der Gesamtvarianz 
des Feldes erklÃ¤rt Exakt ist die Zerlegung (4.11) allerdings nur, wenn m = n ist. 
Eine gute Approximation erhalt man aber meist auch bei der BerÃ¼cksichtigun einer 
xvesentlich geringeren Anzahl von Mustern (m  < n). WahIt man zudem die Muster 
et,k so aus; dass sie orthogonal sind> lassen sich die ctz(t) durch die Projektion von 
~ > k ( t )  auf ez,k erhalt,e~i und die Korrelation z\vischen allen q ( t )  ist gleich null. 
Es lasst, sich zeigen) dass die Eigenvektoren der Varianz-Kovarianz-Matrix von $k 
einen Satz von LIustern el:k darstellen, Die zugeliÃ¶rige Eigenwerte Ai beschreiben 
die ITarianz der entsprechenden Zeitkoeffizienten a i ( t )  und tragen demzufolge die 
Einheit des Feldes ~5~ zuIn Quadrat.  
Bel dei Be~echnung del EOFs 11-11d 111 dieser Arbeit dle X o r n ~ i e ~ u n g  
verwendet: ~vodurcli die ai(t) die L-arianz eins besitzen und die EOF-h'luster e& in 
der Einlleit des Feldes dk angegeben   ver den. 
4.5 Signifi kanza bschÃ¤tzun von Differenzen 
O b  ein gefundener V~iterscllied in verschiedenen ~~Iodel ls in~ulat ionen auch ein be- 
stimmtes Signal darstellt oder nur rein zufÃ¤lli auftritt :  ist insbesondere bei einem 
geringen S t i c l l ~ ~ r o l ~ e ~ ~ ~ ~ ~ ~ l f a ~ l g  hÃ¤ufi scl~\vcr zu entsclleiden. 111 dieser Arbeit wurde 
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fÃ¼ sÃ¤mtlich Differenzen von PIittel\irerten auch eine SignifikanzabschÃ¤tzun durch- 
gefÃ¼hrt um eine grÃ–fiere wenn anch keine absolute Sicherheit bei der Interpretation 
der einzelnen Simulationsunterscliiede zu genlÃ¤hrleisten 
In der Literat.ur existieren mehre Testverfahren> die immer EinschrÃ¤nkunge fÃ¼ ihre 
GÃ¼1t.igkei beinhalten, z.B. die \~oraussetzung von zumindest, angenÃ¤her normalver- 
teilten Daten oder eines groflen Stichprobenumfangs, FÃ¼ diese Arbeit wurde ein 
Testverfahren gesucht) das die EinschrÃ¤nk~mge an den Datensatz mÃ¶glichs gering 
halten sollte, und somit auch fÃ¼ kleine St,ichproben; ungleiche Varianzen und nicht 
normalverteilte Daten noch angewendet werden kann. Im IVesentlichen beruht das 
ausge~i~Ã¤hlt  Testverfahren auf dem Fisher-Behrens-Problem> das z.B. von SACHS 
[I9921 oder SCHONWIESE [I9921 beschrieben wird. GeprÃ¼f wird die Nullhypothe- 
Se, dass zwei iblittelwerte gleich sind, wobei die Varianzen der Grundgesamtheiten 
unbekannt und mÃ¶glic1ier~veis auch ungleich sein dÃ¼rfen Da auflerdem innerhalb 
einer Stichprobe die Werte voneinander abhÃ¤nge kÃ¶nnen Jvas eine Reduktion der 
Freiheitsgrade zur Folge hÃ¤tte wird cliesl~ezÃ¼glic nur eine effektive h z a . h l  von 
Stichprobenwerten berÃ¼cksichtigt 
Die Signifikanz einer Differenz wird in dieser Arbeit mit einem t-Test abgeschÃ¤tzt bei 
dem die PrÃ¼fgroÃ i mit dem zugehÃ¶rige Wert der Student-t-IJerteilung verglichen 
wird. Die PrÃ¼fgroÃ wird durch 
mit der AbkÃ¼rzun QL = $/n: bestimmt, ~vobei Gi der bIit,telwert, si die e~itspre- 
chende Standardabxveichung und ni die effektive Anzahl von Stichproben~verten des 
z-ten Datensatzes ist. n1 lÃ¤ss sich nach WILKS [I9951 mit  der NÃ¤herun 
bestimmen, wobei n die Anzahl der Stichproben~verte und rl der Autokorrelati- 
onskoeffizient der entprechenden Stichprobe bei einer Verschiebung um je~i~eils & 
Position ist (vergleiche auch Abschnitt 4.2). 
Die Anzahl der Freiheitsgrade der Stichprobe kann durch 
abgeschÃ¤tz werden [z.B. SACHS, 19921, Der entsprechende Wert der Student-t-Ver- 
teilung ta,u, der von der Irrtums~vahrscheinlichkeit a und der Anzahl der Freiheits- 
grade U abhÃ¤ngt wurde fÃ¼ a = 0,05 der Tabelle A.3  von SCHONWIESE [I9921 
entnommen. Die Nullhypothese wird abgelehnt, wenn IiI > ta,u ist, d.h. die Dif- 
ferenz zwischen den beiden DatensÃ¤tze ist dann statistisch signifikant (auf dem 
Signifikanzniveau, das dem Wert a entspricht). 
Auch bei den Differenzen bezieht sich in dieser Arbeit der Begriff statistische Signi- 
fikanz immer auf das 95%-Niveau, Falls eine Differenz in  dieser '4rbeit als statistisch 
signifikant bezeichnet wird, bedeutet dies nur, dass die Nullhjrpothese mit 
diesem Test nicht abgelehnt werden kann. Der Unterschied zwischen beiden Mittel- 
werten kann dennoch mehr als zufÃ¤lli sein. 
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auch im HIRHA4L~I4 verwendet, Der L~lodellna~ne ECHAM4 bezieht sich auf die Her- 
kunft; K f i I k V F  und m b u r g )  so~vie auf die vierte Generation des A/lodells. 
. l . l  Modellstruktur 
Das SIodell basiert, auf den primitiven Gleicliungen, Die prognostischen GrÃ¶fie des 
ECH.4h14 sind die Vorticity; die Divergenz, die Temperatur, die spezifische Feuch- 
te> das ~Iischungs~~erhÃ¤ltni  des 14Toll~en~vassers (flÃ¼ssig und feste Phase zusammen) 
und der Logarithmus des Bodendrucks. Abgesehen von den positiv definiten Kompo- 
ne~iten (z.B. der spezifischen Feuchte) werden die prognostischen GrÃ¶fie horizontal 
durch endliche Reihen von KugelflÃ¤chenfunktione spektral dargestellt. Die hori- 
zo~ltale .4uflÃ¶su1~ des L4odells ist dann durch die grÃ¶fit berÃ¼cksichtigt IVelIenzahl 
gegel~en, bei der der Abbruch der Reihenent~vicklung erfolgt. Im ECHAM4 wird 
ein sogenannter Dreiecksabbruch ("triangular truncation") verwendet, bei dem die 
maximale zonale l4Jellenzahl und die maximale Gesamt~vellenzahl gleich groÃ sind, 
sodass alle iln lvlodell berÃ¼cksicht,igte IVelle~ikombinationen in einem dreieckigen 
Bereich des lVelle~~zahlraums liegen [z.B, KRISHNAMURTI et  al.> 19981. Die beiden 
ver~vendeten Experimente ~ ~ l u r d e n  mit horizontalen AuflÃ¶sunge von T30 ("triangu- 
lar truncation" bei IVelIenzal~l 30) bzw. T42 durchgefÃ¼hrt Die nichtlinearen Terme 
und die parametrisierte Physik, mit Ausnahme der horizontalen Diffusion, werden 
auf einem entsprechenden gauhchen Gitter berechnet, welches fÃ¼ den Fall T30 einen 
Gitterpunktsabstand von -3,7s0 und fÃ¼ den Fall T42 einen Gitterpunktsabstand 
voll -2&' in Breite und LÃ¤ng besitzt. 
In der 1Jertikalen umfasst das ECHAM4, genauso wie das HIRHAh14 (vergleiche 
Absclmitt 3.2): 19 Schichten in gemischten G-p-Koordinaten, wobei o = p/ps ei- 
ne dem GelÃ¤nd folgende Koordinate und p eine Druckkoordinate ist. Die Modell- 
:;chicht,e~i reichen vom Boden bis in eine HÃ¶h von 10 hPa  mit unterschiedlichen 
.4bst.Ã¤nden wobei die hÃ¶cl~st vertikale AuflÃ¶sun mit etwa 5 Schichten in der pla- 
netaren Grenzschicht auftritt und die niedrigste: ebenfalls mit 5 Schichten, in der 
unteren StratosphÃ¤re 
Der ~ ~ o d e l l z e i t s c l ~ r i t t  fÃ¼ Dynamik und Physik hÃ¤ng im ECHAbI4 von der horizon- 
talen AuflÃ¶sun ab .  1111 konkreten Pa11 ~ilurde fÃ¼ die Experimente ein Zeitschritt von 
30 min (T30) bzxv. 24 min (T42) verwendet [STENDEL und ROECKNER: 19981. FÃ¼ 
die Berechnung des Strahlungstransfers wird allerdings, wie beim HIRHAM4 und 
~ i~ labhÃ¤ngi  von der L4uflÃ¶sung ein Zeitschritt von 2 Stunden verwendet (vergleiche 
-4bschnitt 3.3).  
Die Dynamik und Numerik des ECHAM4 ist in den meisten Teilen identisch mit der 
des ECHAA43, ~velche ausfÃ¼hrlic in der A4odelldokumentation vom D K R Z  [I9931 
I~escllrieben ist. 
ml.2 Modellphysik 
Das ECHAAjI4 beinhaltet einen umfassenden Satz von physikalischen Parame- 
trisierungen fÃ¼ horizontale Diffusion> OberflÃ¤chenflÃ¼s und vertikale Diffusion: 
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LandoberflÃ¤chei~prozesse Impulstransport durch Sch~vere~irellen; Cumuluskonvekti- 
On, Schicht~volken und Strahlung. Eine cletailierte Beschreibung findet man bei RO- 
ECKNER et al. [I9961 und) da  die Paramet,risierungen des ECHAM4 grÃ¶fltenteil vom 
HIRHAWI4 Ã¼bernomme \vurden, in verkÃ¼rzte Form auch in Abschnitt 3.3 bei der  
h~1odellbeschreibui1g des I-IIRHAVI4. 
5.2 Das Kontrollexperiment des ECHO-G 
5.2.1 Allgemeine Beschreibung des Experiments 
Das erste globale h/Iodellexperiment, das bezÃ¼glic arktiscller Klimavariationen un- 
tersucht wurde, ist ein 600-jÃ¤hrige Kontrolllauf des globalen gekoppelten Klima- 
modells ECHO-G (ECHAM4/HOPE-G). Dieser Kontrolllauf wird in dieser Arbeit 
mit CTRL abgekÃ¼rzt Als I<ont~rolllÃ¤uf werden Wfodellexperimente bezeichnet, bei 
denen alle externen Antriebsfaktoren (hier in Bezug auf das gekoppelte System At- 
mosphÃ¤re--Ozean konstant bleiben: sodass folglich die erzeugte KlinlavariabilitÃ¤ 
nur durch die interne niclltlineare Dynainil< des Systeins bestimmt wird. 11n 1~011kre- 
ten Fall bedeutet dies, dass der CTRL mit festgeschriebenein> konstantem Ã¤ufiere 
Antrieb in Bezug auf Treibhausgase, Aerosole und die So1arkonst.ante durchgefÃ¼hr 
wurde. Die entsprechenden Werte sind reprÃ¤sentati fÃ¼ die Klimarandbedingungen 
des Jahres 1990. So wurde z.B. Ã¼be den gesamten Simulationszeitrauin von 600 Jah-  
ren eine feste Solarkonstante von 1365 M7/rn2 und eine konstante CO2-Konzentration 
von 353 ppm angesetzt. 
Das verwendete htlodell ECHO-G ist ausfÃ¼hrlic in der Dokumentation von LE- 
G U T K E  und VOSS [I9991 bescllriebe~i~ sodass hier nur einige wichtige Eigenscllaften 
angesprochen werden: 
1. Das -4trnosphÃ¤renmodel ECHAM4 wurde niit der in Abschnitt 5.1.1 erlÃ¤uter 
ten horizontalen T30-AuflÃ¶sun betrieben) iirodurch das entsprechende gaufi- 
sehe Gitter aus 96 mal 48 Gitterpunkten besteht. Von diesen liegen insgesamt 
672 nÃ¶rdlic von 65OK. Im Vergleich zur ver~irendeten AuflÃ¶sun des HIRHAM4 
mit 11000 Gitterpunkten in diesem Gebiet (siehe .kbscllnitt 3.2) ist dies eine 16 
mal grÃ¶ber AuflÃ¶sung wogegen die vertikale ~4uflÃ¶sun (19 Schichten) beider 
Modelle gleich ist. 
2. Das Ozeanmodell HOPE-G ist die globale Version des "Bamburg Qcean 
Primitive Equation" Zirkulationsmodells [MTOLFF et  a l . ,  19971 und wurde 
horizontal auf einem gauflschen T42 -4rakav~a-E-Gitter mit einem verfei- 
nerten Git,ter in .4quatornÃ¤h betrieben. Die vertikale AuflÃ¶sun ist durch 
20 Schichten gegeben. Das HOPE-G beinhaltet aufierdem ein dynamisch- 
ther~nodynanlisches L,Ieereisi~lodell mit Schneebecieckung. 
3. FÃ¼ die Koppelung der beiden Modelle ii~urde das Soft~i~arepaket O'kSIS 
(Qcean At.mosphere s e a  Ice soil) verwendet,: um den .4ustausch von \ITÃ¤rrne 
UIasser und Impuls z\vischen AAtmos~~hÃ¤r und Ozean zu be~i~erkstelligen. Die 
FlÃ¼ss an der GrenzflÃ¤ch z\vischen der A4tn~osphÃ¤r und dem Ozean werden 
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im ECHO-G zudem durch eine Flusskorrektur2 modifiziert, damit sich auf 
langen Zeitskalen keine Klimadrift ergibt. 
Trot,z konstanter Randbedingungen und Flusskorrektur zeigt der CTRL eine globa- 
le Klimadrift, weswegen er auch nach 600 Jahren beendet bzw. abgebrochen nur-  
de. Im Anschluss wurde ein zweiter, 1000-jÃ¤hrige Kontrolllauf mit dem ECHO-G 
(hier mit CTRL2 bezeichnet) durchgefÃ¼hrt der einige blodifikationen bezÃ¼glic der 
FlÃ¼ss z\viscllen At.mosphÃ¤r und Ozean beinhaltet. Diese Plodifikationen betreffen 
die Flusskorrektur, den Abfluss von kontinentalen Eisschilden und die Einfiihrung 
eines Umverteilungsschemas fÃ¼ die IVÃ¤rmeflÃ¼s in AquatornÃ¤1~e JVO das Atmo- 
spllÃ¤rcn und das Ozeanmodell grofie -4bweichungen in der GitterauflÃ¶sun besitzen 
[LEGUTKE, 2000]. 
5.2.2 Analyse der Simulationsergebnisse 
Da der Grundgedanke dieser Arbeit auf der Untersuchung natÃ¼rliche Klimavaria- 
tionen in der Arktis liegt) wurden auch im CTRL hauptsÃ¤chlic arktische Klimabe- 
dingungen betrachtet. Da aber das 'rktische Klima nicht unabhÃ¤ngi von globalen 
oder hemisphÃ¤rische EinflÃ¼sse ist, wird hier zunÃ¤chs auch ein Blick auf die he- 
mispharischen Jahresmittel der 2m-Temperatur geworfen. Gleichzeitig werden die 
Temperaturen des CTRL mit denen des CTRL2 verglichen, um die oben erwÃ¤hnt 
Klimadrift im CTRL im Vergleich zum CTRL2 und zu Beobachtungen abzuscl~Ã¤tzen 
Abbildung 5.1 zeigt die Jahresmitt,eI der 2m-Temperatur fÃ¼ die Nord- und SÃ¼dhalb 
kugel sowie fÃ¼ das gesamte Gebiet nÃ¶rdlic von 60Â° des 600-jÃ¤hrige (CTRL) und 
des 1000-jÃ¤hrige Kontrolllaufs (CTRL2). Die entsprechenden Gesamtmittel~verte 
der dargestellten Zeitreihen sowie die Standardabweichungen und Trends samt Si- 
gnifikanzschÃ¤tzun sind Tabelle 5 , l  zu entnehmen. 
Beide Modelllaufe zeigen auf der Nordhalbkugel einen Ab~var t s t r e~~d  un auf der 
SÃ¼dhalbkuge einen AufwÃ¤rtstrend Der CTRL zeigt auf der Nordhalbl~ugel, und 
Ã¤hnlic in der Nordpolarregion, allerdings nur einen leichten, nicht signifikanten 
-4bwÃ¤rtstren von -0,007 K pro 100 Jahre, wogegen der AbwÃ¤rtstren im CTRL2 
mit -0>025 K pro 100 Jahre nicht nur grÃ¶fier sondern auch statistisch signifikant ist. 
FÃ¼ die SÃ¼dhalbkuge zeigen beide LÃ¤uf einen statistisch signifikanten AufwÃ¤rts 
trend, wobei der Trend im CTRL mit 0,064 K pro 100 Jahre mehr als dreimal so 
grofi ist wie im CTRL2 (0,018 K pro 100 Jahre). Diese entgegengesetzten Trends auf 
den beiden Erdhalbkugeln beider ~IodelllÃ¤uf kompensieren sich nur beim CTRL2 
zu einem nicht signifikanten globalen Temperaturtrend. 
ZusÃ¤tzlic zu den Werten der beiden ~~ontroll lÃ¤uf enthÃ¤l Tabelle 5.1 auch 
die entsprechenden Werte aus dem 53-jÃ¤.hrige Datensatz der Reanalysen des 
NCEPINCAR ("National Centers for Environmental Prediction"/"National Center 
2Die Flusskorrektur als solche ist ein unphysikalischer Eingriff in das gekoppelte System Atmo- 
sphÃ¤re-Ozea und dÃ¼rft eigentlich nur angebracht werden, wenn man sicher sein kÃ¶nnte dass 
sich AtmosphÃ¤r und Ozean in einem Gleichge~vichtszustand befinden. Nichtsdestotrotz werden 
Flusskorrekturen heutzutage in vielen gekoppelten Klimamodellen verwendet, d a  die Kenntnis 
Ã¼be den realen Austausch zwischen AtmosphÃ¤r und Ozean weitestgehend unbekannt ist. 
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Tabelle 5.1: FÃ¼ die Zeitreillen der Jaliresmittelt~emperat~iren verschiedener Gebie- 
te (Zone) der beiden Koi~trolllÃ¤uf (CTR,L und CTRL2) und der NCEP--Reanalysen 
sind jeweils die folgenden GrÃ¶fie angegebe~i: der 11-jÃ¤hrig Mittelwert der 2m-Tempe- 
ratur 8 niit der zugehÃ¶rige Standardabweichung U >  der Regressionskoeffizient fÃ¼ 
den linearen Trend 0.1. die reduziert,e Anzahl der Freiheitsgrade der Zeitreihe U mit 
dem zugehÃ¶rige Grenzwert des I<orrelationskoeffizienten r0.05 fÃ¼ eine Irrtumswahr- 
sclieinlichkeit von 0,05 sowie der Korrelationskoeffizient r ( t ,  8) zur AbscliÃ¤tzun der 
Signifikanz des linearen Trends (siehe Abschnitt 4.2). ARC steht als GebietskÃ¼rze fÃ¼ 
die gesamte arktisclie Region nÃ¶rdlicl von 6O0N> XE1 fÃ¼ die Nordlialbkugel und SH 
entsprechend fÃ¼ die SÃ¼dl~albkugel 
peraturtre~id in den Reanalysedatei~ ist jeweils ein .kuf\vÃ¤rtstren und mindestens 
eine GrÃ–l3enordnun grofler als in 11eide11 I<ontrolllÃ¤ufen aufgrund des relativ kur- 
zen Beobacl~tungszeitraums ist, er allerdings nur auf der SÃ¼dhalbkuge statistisch 
signifikant. 
Ein Vergleich der mittleren 2m-Temperaturen ergibt auffallende Unterschiede, insbe- 
sondere fÃ¼ die Temperaturen auf der SÃ¼dl~albkugel die in beiden ~fodelllÃ¤ufe um 
mehr als 1:s I< Ã¼be den "beobachteten" liegen. Die Unt,erschiede auf der Nordhalb- 
kugel sind deutlicl~ geringer: und vor allem in den Fiordpolarregion entsprechen die 
mittleren Temperaturen des CTRL denen der Reanalyseq xilogegen die des CTRL2 
nm mehr als 1 K abweiclien. 
Die jÃ¤llrlich VariabilitÃ¤ der 2m-Temperaturen> abgeschÃ¤tz durch die Standardab- 
weichungen; ist auf beiden Halbkugeln beider LÃ¤uf von der gleichen GrÃ¶fienordnun 
und nur etwas geringer als bei den Reanalysen. Auch die zeitliche VariabilitÃ¤ in der 
Xordpolarregion ist jeweils von der gleichen GrÃ¶8e11ordnung 
Obxvohl der globale Temperaturtrend im CTRL2] im Vergleich zu dem des CTRL: 
aufgl-und der untersck~iedlichen Vorzeichen der Trends beider Halbkugeln deutlich 
reduziert werden konnte, zeigt der CTRL auf der Nordhalbkugel und insbesondere 
in der Nordpolarregion geringere Trends und insgesamt geringere -4bweichungen zu 
den beobachteten Wert,en der Reanalysen, ,411s diesem Grund ist der C T R L  fÃ¼ diese 
Arbeit, als Kontrollexperiment ausge\vÃ¤hlt worden. 
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Abbildung 5.2: 1. EOF der monatsgemittelten Luftdruckfelder der Wintermonate 
Dezember bis MÃ¤r vom CTRL fÃ¼ das Gebiet nÃ¶rdlic von 20Â° (Einheit: Pa). Die 
durchgezogenen Isolinien reprÃ¤sentiere positive und die gepunkteten Isolinien negat,i- 
ve Anomalien. Die Nulllinie ist grau dargestellt. Der Isolinienabstand betrÃ¤g 150 Pa. 
- 2 0 '  , I ' I ~ ~  I , , r '  I -. I I ' '  
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Abbildung 5.3: Kocffizicntcn-Zeitreihe der 1. EOF aus Abbildung 5.2 gemittelt Å¸be 
die vier Monate (DJFM) eines jeden Winters (dÃ¼nn Linie). Die durchgezogene dicke 
Linie reprÃ¤sentier die Zeitreihen nach einer gauf3schen Tiefpassfilterung Ã¼be 15 Jahre, 
und die gestrichelte Linie zeigt den linearen Trend der Zeitreihe. 
NatÃ¼rlic ist das eben erwÃ¤hnt kein ausreichendes Kriterium, um etwas Ã¼be die 
Realit2tsnÃ¤li der Simulation auszusagen. Auch lassen die groÂ§e Abweichungen der 
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mittleren Temperaturen nicht den Schluss zu, dass die Simulation diesbezÃ¼glic als 
unrealistisch einzustufen ist, da auch die Reanalysen aufgrund mangelnder Beob- 
achtungsdaten in einigen Gebieten "nur" eine modellgestiitzte Dateninterpolation 
darstellen. Ebenso lÃ¤ss sich nicht schlussfolgern, dass der deutlich grÃ¶ÃŸe Trend in 
den Reanalysen nicht natÃ¼rliche Ursprungs sei. Dies alles soll an dieser St,elle aber  
nicht weiter diskutiert, v,rerdcn, Der CTRL soll hier nur als mÃ¶glich realitÃ¤ts 
nahe Realisierung des Klimas unter imaginÃ¤re konstanten Ã¤uÂ§er Bedingungen 
angesehen werden. 
ErgÃ¤nzen zur zeitlichen VariabilitÃ¤t soll noch kurz auf das dominierende rÃ¤umli 
che Schwingungs~nuster der nordhemisphÃ¤rische Zirkulation eingegangen werden. 
Abbildung 5.2 zeigt die 1. E O F  (zur ErlÃ¤uterun siehe Abschnitt 4.4) der monats- 
gemitt,elten Luftdruckfelder nÃ¶rdlic von 20Â° der Monate Dezember bis MÃ¤r vom 
CTRL. Dieses fÃ¼hrend Muster hat einen Anteil von 34% an der Gesamtvarianz des 
Feldes und reprÃ¤sentier die Arktische Oszillation mit den typischen Aktionszentren 
in der zentralen Arktis und in mittleren Breiten Ã¼be dem nÃ¶rdliche Pazifik und 
dem n6rdlichen Atlantik und SÃ¼deurop (vergleiche Abschnitt 2.3). Abgesehen von 
den1 Vorzeichen, welches fÃ¼ die Interpretation des Musters jedoch ohne Belang ist, 
zeigt der CTRL das Muster der AO in der gleichen GrÃ¶ÃŸenordnu wie Beobach- 
tungsdaten (vergleiche z.B. Abbildung 1 von THOMPSON und WALLACE [1998]). 
Die zugehÃ¶rig Zeitreihe der EOF-Koeffizienten ist in  Abbildung 5.3 dargestellt 
und zeigt die starke jÃ¤hrlich und dekadische VariabilitÃ¤ der AO. Ein Trend der 
- 4 0  innerhalb der 600-jÃ¤hrige Kontrollsimulation ist zudem nicht zu erkennen. Um 
allerdings die Analogie zur N A 0  in Bezug auf positive und negative Phasen zu 
gewÃ¤hren ist es im speziellen Fall sinnvoll, das "falsche" Vorzeichen des AO-Musters 
auf die EOF-Koeffizienten zu Ãœbertragen sodass der '40-Index im Folgenden durch 
&(t) = -ai(t) definiert ist (siehe auch Abschnitt 2.3).  
5.2.3 Auswahl von Perioden fÃ¼ die Regionalisierung des 
arktischen Klimas 
Aufgrund der hohen Rechenzeiten von regionalen Klimamodellen ist es kaum 
mÃ¶glich eine groÂ§ Anzahl von kompletten Jahren zu simulieren. Aus diesem Grund 
wurde einerseits der Januar als reprÃ¤sentative Monat fÃ¼ den arktischen Winter und 
der Juli als reprÃ¤sentative Monat fÃ¼ den arktischen Sommer ausgewÃ¤hl oder ande- 
rerseits komplette Wintersimulationen (Dezember bis MÃ¤rz durchgefÃ¼hrt Dadurch 
war es mÃ¶glich das Klima mehrerer lÃ¤ngere Perioden zu simulieren. Die Regionali- 
sierungen des Klimas dieser Perioden kÃ¶nne als einzelne Zeitscheibenexperimente 
mit unterschiedlichen Randbedingungen angesehen werden. 
Auswahl von Perioden warmer und kalter Januare 
In Abbildung 5.4 ist ein 250-jÃ¤hrige Ausschnitt der 600-jÃ¤hrige CTRL-Zeitreihe 
der monatsgemittelten 2m-Temperaturen im Januar fÃ¼ das Nordpolargebiet (nÃ¶rd 
lich 60Â°N dargestellt. Zum Vergleich ist auch die entsprechende 53-jÃ¤hrig Zeitreihe 
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Modelljahr 
Abbildung 5.4: Januarmittel der Lufttemperatur in 2 m HÃ¶h gemittelt Ã¼be das 
gesamte Gebiet nÃ¶rdlic von 60Â° (dÃ¼nn Linien) fÃ¼ einen 250-jÃ¤hrige Ausschnitt 
vom CTRL (oben) und von den NCEP-Reanalysen (unten). Die durchgezogenen di- 
cken Linien reprÃ¤sentiere die Zeitreihen nach einer gauflschen Tiefpassfilterung Ã¼be 
10 Jahre, und die gestrichelten Linien zeigen die linearen Trends der Zeitreihen. Die 
hellgrauen Balken in der oberen Abbildung markieren die vier ausgewÃ¤hlte 6-Jahres- 
Perioden des CTRL. 
der NCEP-Reanalysen zu sehen. Beide Zeitreihen weisen deutliche jÃ¤hrlich Varia- 
tionen der 2m-Temperatur von bis zu 8 K auf, wodurch sich schlussfolgern lÃ¤sst 
dass der CTRL in der Lage ist, die beobachtete KlimavariabilitÃ¤ auf der jÃ¤hrliche 
Zeitskala zu reproduzieren. Die tiefpassgefilterten Temperaturen zeigen zudem, dass 
es in beiden Zeitreihen Perioden von etwa 5 bis 20 Jahren LÃ¤ng gibt, in denen die 
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Modell 
jahre 
Mittlere 2m-Temperatur ('C) in der Arktis 
Jan-1 Jan-2 Jan-3 Jan-4 Jan-5 Jan-6 
-26.9 -26,3 -25,4 -23,8 -24.2 -23,9 
-26,l -30,9 -26,2 -29,4 -28,7 -26,3 
-24,l -23.9 -25,s -25,l -22.8 -25,4 
-26,2 -29,5 -27,8 -27,2 -26,9 -27,8 
Mittel 




Tabelle 5.2: AusgewÃ¤hlt 6-Jahres-Perioden des CTRL bezÃ¼glic warmer oder kalter 
Januare in der Arktis. Die Spalten Jan-1 bis Jan-6 enthalten die mittleren 2m-Tempe- 
raturen der einzelnen Januare innerhalb der Perioden. Der Mittelwert der vier Peri- 
oden und der gesamten Zeitreihe steht jeweils in der letzten Spalte (Mittel). 
Winter Ãœberwiegen warm oder kalt sind. Allerdings liegen die Temperaturen der 
Reanalysen im Mitkel um mehr als 1 K Ã¼be denen des CTRL. Dies muss aber nicht 
zwangslÃ¤ufi bedeuten, dass der CTRL die Wintertemperaturen der Arktis prinzi- 
piell unterschÃ¤tzt die Ursache kann auch darin liegen, dass die AuflÃ¶sunge des 
ECHO-G von T30 und die der NCEP-Reanalysen von T62 nicht identisch sind, wo- 
durch die Gebietsmittel (hier nÃ¶rdlic von 60Â°N durch die unterschiedliche Anzahl 
und Lage der Gitterpunkte beeinflusst werden. 
PROSHUTINSKY und JOHNSON [I9971 haben herausgefunden, dass zyklonale und 
antizyklonale Zirkulationsregime in der zentralen Arktis etwa fÃ¼n bis sieben Jah-  
re andauern, bevor ein Regimewechsel erfolgt. Ein etwa 10-jÃ¤hrige Klimazyklus 
in der Arktis wurde auch von MYSAK und VENEGAS [I9981 gefunden. Demzufol- 
ge erschien es sinnvoll, fÃ¼ die Regionalisierung des CTRL 6-jÃ¤hrig Perioden aus- 
zuwÃ¤hlen in denen annÃ¤hern gleiche groflrÃ¤umig Klimabedingungen vorherrschen. 
Als Auswahlkriterium fÃ¼ solche Perioden fungierte die in Abbildung 5.4 dargestell- 
te  2m-Temperatur des Monats Januar, mit der letztlich warme und kalte Perioden 
festgelegt wurden. Eine 6-Jahres-Periode wurde als warm oder kalt eingestuft,, wenn 
die mittlere Januartemperatur dieser Periode mindestens 1 K Ã¼be oder unter dem 
Mittelwert aller 600 Januare lag. Insgesamt gibt es mit dieser Definition 51 war- 
me und 51 kalte 6-Jahres-Perioden im CTRL, wenn Ãœberschneidunge mitgezÃ¤hl 
werden. Von diesen wurden relativ willkiirlich zwei warme und zwei kalte Perioden 
ausgewÃ¤hlt die in Abbildung 5.4 durch hellgraue Balken markiert sind. 
In Tabelle 5.2 sind die mittleren 2m-Temperaturen der vier ausgewÃ¤hlte 6-Jahres- 
Perioden fÃ¼ jeweils alle 6 Januare und die Mittelwerte der Perioden aufgelistet. Die 
Temperaturdifferenz zwischen beiden warmen und beiden kalten Perioden betrÃ¤gt 
etwa 3 K, obwohl sowohl in den warmen als auch in den kalten Perioden einige 
Januare mit gemÃ¤fligte Temperaturen enthalten sind. 
Auswahl von Perioden warmer und kalter Juli-Monate 
Analog zur Abbildung 5.4 sind in Abbildung 5.5 die entsprechenden 2m-Tempera- 
turen fÃ¼ den Monat Juli dargestellt. Die obere Abbildung zeigt allerdings einen 
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Modelljahr 
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Abbildung 5.5: Julimittel der Lufttemperatur in 2 In HÃ¶h gemittelt Ã¼be das ge- 
samte Gebiet nÃ¶rdlic von 60Â° (dÃ¼nn Linien) fÃ¼ einen 275-jÃ¤hrige Ausschnitt 
vom CTRL (oben) und von den NCEP-Reanalysen (unten). Die durchgezogenen di- 
cken Linien reprÃ¤sentiere die Zeitreihen nach einer gauflschen Tiefpassfilterung Ã¼be 
10 Jahre, und die gestrichelten Linien zeigen die linearen Trends der Zeitreihen. Die 
hellgrauen Balken in der oberen Abbildung markieren die vier ausgewÃ¤hlte 6-Jahres- 
Perioden des CTRL. 
anderen Ausschnitt, aus der CTRL-Zeitreihe, d a  fÃ¼ den Juli eine andere zweite Pe- 
riode ausgewÃ¤hl wurde. Die 2m-Temperaturen der NCEP-Reanalysen liegen auch 
im Juli im Mittel Ã¼be denen des CTRL, allerdings betrÃ¤g der Unterschied in die- 
sem Monat nur etwa 0,2 K.  Die jÃ¤hrlich VariabilitÃ¤ im Juli, von bis zu 1,9 K im 
CTRL und von bis zu 1,5 K bei den Reanalysen, ist deutlich geringer als im Januar, 
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Tabelle 5.3: AusgewÃ¤hlt 6-Jahres-Perioden des CTRL bezÃ¼glic warmer oder kal- 
ter Juli-Monate in der Arktis. Die Spalten Juli-1 bis Juli-6 enthalten die mittleren 
2m-Temperaturen der einzelnen Juli-Monate innerhalb der Perioden. Der Mittelwert 





wo Jahr-zu-Jahr-Variationen von bis zu 8 K auftraten. Die tiefpassgefilterten Tem- 
peraturen zeigen aber auch hier, dass es in beiden Zeitreihen Perioden von etwa 5 
bis 20 Jahren LÃ¤ng gibt. in denen der Sommer Ãœberwiegen warm oder kalt ist. 
Allerdings hat  es den Anschein, dass extrem kalte arktische Sommer im Beobach- 
tungsintervall 1948-2000 selten vorkamen, wodurch mÃ¶glicherweis der Unterschied 
zwischen CTRL und Beobachtungen zustande kommt. 
Bei der Auswahl von Juli-Monaten, die nach Ã¤hnliche Kriterien wie beim Monat 
Januar erfolgte, zeigte sich, dass die Perioden mit warmen bzw. kalten Januaren 
Ã¼berwiegen auch warme bzw. kalte Juli-Monate umfassen. Ein Vergleich mit Ab- 
bildung 5.1(a) zeigt auflerdem, dass die ausgewÃ¤hlte Perioden auch im Jahresmittel 
ein warmes bzw. kaltes Klima in der Arktis aufweisen. 
Mittlere 2m-Temperatur (@C) in der Arktis 
In Bezug auf den Sommer wurde als Kriterium fÃ¼ die Einstufung einer 6-Jahres- 
Periode als warm oder kalt eine Abweichung von 0,3 K der mittleren Julitemperatur 
dieser Periode zum Mittelwert aller 600 Juli-Monate gewÃ¤hlt Mit diesem Kriterium 
wurden 34 warme und 44 kalte 6-Jahres-Perioden im C T R L  ermittelt, wobei wieder- 
um Ãœberschneidunge mitgezÃ¤hl wurden. Auch fÃ¼ den Juli wurden zwei warme und 
zwei kalte Perioden a u s g e ~ ~ h l t ,  markiert durch hellgraue Balken in Abbildung 5.5, 
wobei jeweils eine auch fÃ¼ den Januar a u s g e ~ ~ h l t .  wurde. Die mittleren 2m-Tempe- 
raturen der vier ausgewÃ¤hlte Perioden sind in Tabelle 5.3 aufgelistet. Die mittlere 
Temperaturdifferenz zwischen beiden warmen und beiden kalten Perioden betrÃ¤g 
im Juli etwa 1 K (gegenÃ¼be 3 K im Januar),  wobei einige Juli-Monate innerhalb 
der Perioden wiederum eher gemÃ¤fligt Mitteltemperaturen aufweisen. 
Juli-1 Juli-2 Juli-3 Juli-4 Juli-5 Juli-6 
6,3 6 J  6,4 6,7 6,6 6 7  
Die Ursache fÃ¼ die stÃ¤rker VariabilitÃ¤ im Winter kann im Wesentlichen auf die 
grÃ¶flere meridionalen Temperaturgradienten zurÃ¼ckgefÃ¼h werden, die durch die 
grÃ–f3ere Unterschiede in der kurzwelligen Einstrahlung zwischen polaren und Ã¤qua 
torialen Breiten im Winter zustande kommen. D a  dies gleichbedeutend ist mit einer 
grÃ¶flere groflrÃ¤umige BaroklinitÃ¤ in mittleren Breiten, ist nicht nur die allgemeine 
atmosphÃ¤risch Zirkulation im Winter stÃ¤rke ausgeprÃ¤g als im Sommer, sondern 
es treten im Winter auch verstÃ¤rk hydrodynamische InstabilitÃ¤te auf. Die atmo- 
sphÃ¤risch Dynamik spielt folglich im Winter einen wichtigere Rolle als im Sommer 
Mit tel  
6,5 
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und hat ,  aufgrund der NichtlinearitÃ¤ dynamischer Prozesse, entscheidenden Einfluss 
auf die KlimavariabilitÃ¤t 
Auswahl von Perioden bezÃ¼glic positiver und negativer Phasen der N A O / A O  
In Abbildung 5.6 sind der AO-Index (I&; gemittelt Ã¼be die vier Monate De- 
zember bis MÃ¤r eines jeden Winters) und der NAO-Index (INAC>) fÃ¼ einen 140- 
jÃ¤hrige Ausschnitt des CTRL dargestellt. (FÃ¼ die Berechnung des NAO-Index 
wurde aus den 96 X 48 Gitterpunkten des CTRL der Gitterpunkt (95,14) stell- 
vertretend fÃ¼ Lissabon und der Gitterpunkt (91,7) stellvertretend fÃ¼ Stykkis- 
holmur ausgewÃ¤hlt. ZusÃ¤tzlic enthÃ¤l die Abbildung den NAO-Index des fast 
gleich langen Beobachtungszeitraums von 1864 bis 2001. Diese aus Beobach- 
tungsdaten abgeleiteten Werte des NAO-Index stammen von der Internet-Seite 
h t t p  : / / w w w  . cgd .  ucar  . edu/" ' jhur re l l /nao .  html von J. Hurrell vom NCAR u n d  
wurden relativ zum 120-jÃ¤hrige Zeitraum 1864-1983 normalisiert, wogegen beim 
CTRL diesbezÃ¼glic die gesamten 600 Jahre verwendet wurden. 
Die Beobachtungszeitreihe des NAO-Index zeigt deutliche jÃ¤hrlich Variationen, 
aber auch mehrjÃ¤hrig Phasen, in denen der Ã¼be mehrere Jahre gemittelte In- 
dex hoch oder niedrig ist, z.B. mit positiven Werten von 1903-1914, 1920-1927 und 
1981-1995, und negativen Werten von 195551971, Die letzten Jahrzehnte des 19. 
Jahrhunderts sind hingegen durch eine starke Oszillation zwischen positiven und 
negativen Werten des NAO-Index gekennzeichnet. 
Auch die Zeitreihen des CTRL zeigen ein vergleichbares Verhalten. Es gibt Phasen, 
in denen NAO- und AO-Index Ãœberwiegen hoch (2.B. in den Modelljahren 378-383 
oder 487-492) oder Ã¼berwiegen niedrig sind (z.B. in den Modelljahren 395-407 oder 
493-500). Hinzu kommen Phasen groÂ§e VariabilitÃ¤ zwischen positiven und negati- 
ven Werten (z.B. in den Modelljahren 423-450). Ein auffÃ¤llige Unterschied zu den 
Beobachtungen ist der, dass extrem positive Werte (> 3 im NAO-Index) im CTRL 
kaum auftreten, wogegen die Beobachtungen gerade in den 1980er und 1990er Jah- 
ren extrem hohe Werte des NAO-Index aufweisen. Eine mÃ¶glich BegrÃ¼ndun kann 
der Umstand sein, dass die Beobachtungsdaten relativ zu den Jahren 1864-1983 
normalisiert wurden, wodurch die extrem hohen Werte der letzten Jahre nicht in die 
Berechnung der Luftdruckanomalien einbezogen wurden (vergleiche Abschnitt 2.2). 
Ferner basiert der NAO-Index des CTRL auf einem 600-jÃ¤hrige Lauf mit konstan- 
ten Klimarandbedingungen des Jahres 1990, einem Jahr ,  in  dem der beobachtete 
NAO-Index sehr hoch war. Aufgrund der unzureichenden Kenntnis der Ursachen 
der N A 0  kÃ¶nnt somit der mittlere Zustand des C T R L  bereits grÃ¶ÃŸe Ahnlichkeit 
mit der positiven Phase der N A 0  aufweisen, sodass ein Zusammenhang mit dem 
Fehlen extrem hoher Indexwerte im CTRL nicht ausgeschlossen werden kann. 
Desweiteren zeigen die Zeitreihen von AO- und NAO-Index einen deutlichen Zusam- 
menhang bezÃ¼glic positiver und negativer Werte. Der berechnete Korrelationskoef- 
fizient zwischen bciden Zeitreihen betrÃ¤g 0,75. Aufgrund dieser signifikanten Kor- 
relation sind positive/negative Phasen der N A 0  in der Regel auch positivelnegative 
Phasen der AO. Allerdings zeigt sich kein signifikanter Zusammenhang zwischen der 
AOINAO und den mittleren Temperaturen in der Nordpolarregion. Der Korrela- 
tionskoeffizient zwischen den DJFM-Mitteln der Temperatur und dem AO-Index 
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Abbildung 5.6: AO- und NAO-Index im Winter (DJFM) fÃ¼ einen 140-jÃ¤hrige 
Ausschnitt des CTRL (Oben: AO, Mitte: NAO) und aus Beobachtungen von 1864 bis 
2001 (Unten: NAO). Die durchgezogenen dicken Linien reprÃ¤sentiere die Zeitreihen 
nach einer gauÃŸsche Tiefpassfilterung Ã¼be 10 Jahre, und die gestrichelten Linien zei- 
gen die linearen Trends. Die hellgrauen Balken in der oberen und mittleren Abbildung 
markieren die vier ausgewÃ¤hlte 6-Jahres-Perioden des CTRL. 
betrÃ¤g -0,03 und zwischen den DJFM-Mitteln der Temperatur und dem NAO- 
Index -0,05, sodass sich eine allgemeine ErwÃ¤rmun oder AbkÃ¼hlun der Arktis 
nicht durch die Phasen der AO/NAO erklÃ¤re lÃ¤sst 
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Tabelle 5.4: AusgewÃ¤hlt 6-Jahres-Perioden des CTRL bezuglich positiver oder ne- 
gativer Phasen der NA0 und AO. Die Spalten Jahr-1 bis Jahr-6 enthalten den NAO- 
und den AO-Index der einzelnen Winter innerhalb der Perioden. Die Mit,telwerte der 
vier Perioden stehen jeweils in der letzten Spalte (Mittel). 
Jahr-1 Jahr-2 Jahr-3 Jahr-4 Jahr-5 Jahr-6 
Um herauszufinden, welchen Einfluss die einzelnen Phasen der AO/NAO auf d a s  
arktische Winterklima haben, wurden wiederum relativ willkÃ¼rlic vier 6-jÃ¤hrig 
Perioden des CTRL fÃ¼ den Antrieb des HIRHAM4 ausgewÃ¤hlt von denen zwei die 
positive und zwei die negative Phase der AO/NAO reprÃ¤sentieren Diese ausgewÃ¤hl 
ten Perioden sind in Abbildung 5.6 durch hellgraue Balken markiert. Tabelle 5.4 
enthÃ¤l zudem eine Zusammenstellung der einzelnen Index-Werte innerhalb der aus- 
gewÃ¤hlte Perioden. Entsprechend zu den aufgrund der Temperatur ausgewÃ¤hlte 
Perioden treten auch hier innerhalb der Perioden vereinzelte Jahre mit entgegenge- 
setztem Vorzeichen zum Periodenmittelwert auf. 
5.3 Das GSDIO-Szenario des ECHAM4/OPYC3  
5.3.1 Allgemeine Beschreibung des Experiments 
ErgÃ¤nzen zum CTRL wurde ein zweites Modellexperiment ausgewÃ¤hlt welches eine 
Szenario-Simulation fÃ¼ die Jahre 1860 bis 2050 ist, die mit  dem globalen gekoppel- 
ten Klimamodell ECHAM4/OPYC3 durchgefÃ¼hr wurde. Diese Szenario-Simulation 
wird in dieser Arbeit als GSDIO-Szenario bezeichnet. Die einzelnen Buchstaben 
dieser AbkÃ¼rzun stehen stellvertretend fÃ¼ Treibhausgase (Greenhouse gases, G ) ,  
Sulfat-Aerosole (S), die BerÃ¼cksichtigun des direkten (D) und des indirekten (I) Ef- 
fekts (bezÃ¼glic der Sulfat-Aerosole) und fÃ¼ troposphÃ¤rische Ozon ( 0 ) .  Die Treib- 
hausgase und Sulfate wurden fÃ¼ die Jahre von 1860 bis 1990 aus Beobachtungen 
abgeleitet und stammen fÃ¼ die Jahre von 1990 bis 2050 aus dem IPCC Emissions- 
Szenario IS92a [HOUGHTON et  al., 19921. 
Im GSDIO-Szenario wurde die zeitliche Entwicklung der atmosphÃ¤rische Konzen- 
trationen von CO2. CH4, N 2 0  sowie mehrerer industrieller Gase, wie z.B. Fluorchlor- 
kohlenwasserstoffen oder Methylchloroform, berÃ¼cksichtigt BezÃ¼glic der Sulfat- 
Aerosole wurden biogene und vulkanische Schwefel-Emissionen vernachlÃ¤ssigt so- 
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dass nur die anthropogenen Emissionen BerÃ¼cksichtigun fanden. Der direkte Strah- 
lungseffekt der Sulfat-Aerosole, der sich aus den optischen Eigenschaften der Aero- 
sole ergibt, als auch der indirekte Effekt, der sich durch den Einfluss von Sulfat- 
Aerosolen auf die Wolkenalbedo ergibt, sind im GSDIO-Szenario berÃ¼cksichtig wor- 
den. Zudem wurde der Strahlungseffekt von anthropogen verursachten Ã„nderunge 
im troposphÃ¤rische Ozon berÃ¼cksichtigt Die Ozonchemie wurde mit einem tro- 
posphÃ¤rische Chemiemodell berechnet, welches an das ECHAM4 gekoppelt wurde. 
Durch die Vorgabe von anthropogenen Emissionen bestimmter VorlÃ¤ufersubstan 
Zen (z.B. NO und CO) konnte damit die tropospharische Ozonverteilung simuliert 
werden. 
Das AtmosphÃ¤renmodel ECHAM4 wurde bei diesem Experiment in der horizonta- 
len T42-AuflÃ¶sun betrieben, wodurch das entsprechende gauflsche Gitter aus 128 
mal 64 Gitterpunkten besteht. Von diesen liegen insgesamt 1152 nÃ¶rdlic von 65ON, 
was im Vergleich zum HIRHAM4 eine etwa 10 mal grÃ¶ber horizontale AuflÃ¶sun 
der Arktis zur Folge hat.  Das Ozeanmodell OPYC3 (Qcean, i s o m n a l  ~ o o r d i n ~ t e s ,  
level3) [OBERHUBER, 1993a; OBERHUBER, 1993bl besteht aus drei Teilmodellen fÃ¼ 
den inneren Ozean, die Mischungsschicht unterhalb der Meeresoberflache und das 
Meereis und ha t  insgesamt 11 Schichten. Die horizontale AuflÃ¶sun ist polwÃ¤rt von 
36' identisch mit der des Atmospharenmodells (T42) und nimmt in Richtung Ã„qua 
tor von -2,8O bis auf 0 , 5 O  zu. Weitere Einzelheiten zum GSDIO-Szenario als auch 
zum ECHAM4/OPYC3 findet man bei ROECKNER et  al. [1999]. 
5.3.2 Analyse der Simulationsergebnisse 
Das GSDIO-Szenario lÃ¤ss sich, unter BerÃ¼cksichtigun der gemachten Annahmen 
und EinschrÃ¤nkungen als eine imaginÃ¤r Realisierung des historischen, gegenwarti- 
gen und zukÃ¼nftige Klimas ansehen. Letzteres unter der Voraussetzung, dass die 
weitere Zunahme anthropogener Emissionen von Treibhausgasen und Aerosolen 
quantitativ richtig angesetzt wurde, und die physikalischen Prozesse, die mit diesen 
atmosphÃ¤rische Bestandteilen in Verbindung stehen, hinreichend realistisch im Mo- 
dell beschrieben sind. Der Schwerpunkt bei der Untersuchung des GSDIO-Szenarios 
war natÃ¼rlic wiederum das arktische Klima, insbesondere d a  sich das global stÃ¤rks 
te  KlimaÃ¤nderungssigna gerade in der Nordpolarregion zeigt [ROECKNER et  al., 
19991. 
In Abbildung 5.7 ist die Entwicklung der Jahres-, Sommer- und Wintermittel der 
2m-Temperatur in der Nordpolarregion vom GSDIO-Szenario und, zum Vergleich, 
von den NCEP-Reanalysen dargestellt. Die entsprechenden KenngrÃ¶fle der Zeitrei- 
hen, z.B. Gesamtmittel, Standardabweichungen oder Trends, sind fÃ¼ die gesamte 
Simulation und die TeilzeitrÃ¤um 1948 bis 2000 und 1960 bis 2050 Tabelle 5.5 zu 
entnehmen. 
Das GSDIO-Szenario zeigt in der ersten HÃ¤lft der Simulation (etwa bis 1980) 
annÃ¤hern gleichbleibende Temperaturen, wobei die jÃ¤hrlich VariabilitÃ¤ etwa mit 
der aus Beobachtungen Ã¼bereinstimmt Die jÃ¤hrliche Schwankungen der arkti- 
schen Wintertemperaturen betragen bis zu 4 K,  die der Sommertemperaturen bis zu 
2 K und auch im Jahresmittel liegen die Temperaturen der Arktis jeweils zwischen 
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Abbildung 5.7: Jahres-, Sommer- (JJAS) und Wintermittel (DJFM) der Lufttem- 
peratur in 2 m HÃ¶h gemittelt Ã¼be das gesamte Gebiet nÃ¶rdlic von 60Â° (dÃ¼nn 
Linien) vom GSDIO-Szenario und von den NCEP-Reanalysen. Die durchgezogenen 
dicken Linien reprÃ¤sentiere die Zeitreihen nach einer gaufischen Tiefpassfilterung Ã¼be 
10 Jahre, und die gestrichelten Linien zeigen die linearen Trends von 1860 bis 2000 und 
von 1960 bis 2050 im Szenario bzw. von 1948 bis 2000 in den Reanalysen. Die hellgrau- 
en Balken bei den DJFM-Mitteln vom GSDIO-Szenario markieren fÃ¼n ausgewÃ¤hlte 
6- Jahres-Perioden. 
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-9.5'C und -11,5OC. FÃ¼ den Vergleichszeitraum 1948-2000 liegen die Jahresmit- 
teltemperaturen des GSDIO-Szenarios allerdings um etwa 0,3 K Ã¼be denen der 
NCEP-Reanalysen, zeigen aber grÃ¶Â§e Abweichungen im Sommer (etwa 0,6 K) 
und sind im Winter sogar etwa 1,2 K niedriger als in den Reanalysen. 
Ein deutlicher Aufwartstxend zeigt sich im GSDIO-Szenario etwa a b  den 1970er Jah- 
ren. In den Jahresmitteltemperaturen zeigt sich von 1960 bis zum Simulationsende 
2050 eine ErwÃ¤rmun von etwa 4 K in der Nordpolarregion, wobei die ErwÃ¤rmun im 
Sommer nur etwa 2 K und im Winter fast 6 K betrÃ¤gt Diese AufwÃ¤rtstrend sind je- 
weils statistisch signifikant. Da diese deutlichen AufwÃ¤rtstrend bereits in der Mitte 
des Vergleichszeitraums 1948-2000 einsetzen, zeigen sich auch in dieser Periode je- 
weils AufwÃ¤rtstrends die sogar teilweise signifikant sind. In den NCEP-Reanalysen 
ist bei den Jahresmitteltemperaturen ebenfalls ein AufwÃ¤rtstren festzustellen, der 
aber schwÃ¤che ist als der des Szenarios im gleichen Zeitraum. Allerdings zeigt sich 
in den Reanalysen ein AbwÃ¤rtstren der Temperatur im Sommer und ein wesentlich 
stÃ¤rkerer statistisch signifikanter AufwÃ¤rtstren im Winter. 
Von besonderem Interesse ist auch, ob sich die natÃ¼rliche Schwingungsmuster der 





Daten- Zeitraum J 0 ffll quelle 'C] [I<] [K/lOOa] U r0.05 r(t ,  g )  
1860-2050 -9,7 1,19 1,64 7 0,67 0,76 
GSDIO 1960-2050 -8,9 1,30 4,66 3 0,88 0,95 
1948-2000 -10,2 0,56 1.94 12 0,53 0,53 
NCEP 1948-2000 -10,5 0.47 0,97 23 0,40 0,32 
1860-2050 4,O 0,65 0,82 19 0,43 0,70 
GSDIO 1960-2050 4,4 0.70 2,46 8 0,63 0,92 
1948-2000 3,7 0,42 1,67 20 0,42 0,61 
Tabelle 5.5: FÃ¼ die Zeitreihen von Jahres-, Sommer- (JJAS) und Wintermitteln 
(DJFM) der 2m-Temperatur in der Nordpolarregion (nÃ¶rdlic 60Â°N sind fÃ¼ mehrere 
ZeitrÃ¤um aus dem GSDIO-Szenario und den NCEP-Reanalysen jeweils die folgen- 
den GrÃ¶fie angegeben: der Mittelwerte der 2m-Temperatur 8 mit der zugehÃ¶rige 
Standardabweichung U ,  der Regressionskoeffizient fÃ¼ den linearen Trend a1, die re- 
duzierte Anzahl der Freiheitsgrade der Zeitreihe v mit dem zugehÃ¶rige Grenzwert 
des Korrelationskoeffizienten ~ 0 . 0 5  fÃ¼ eine Irrtumswahrscheinlichkeit von 0,05 sowie 
der Korrelationskoeffizient r ( t ,  d )  zur AbschÃ¤tzun der Signifikanz des linearen Trends 
(siehe Abschnitt 4.2). 
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und Aerosole verÃ¤nder bzw. eine Phase bevorzugt auftritt ,  zumal Beobachtungen 
einen deutlichen Trend zur positiven Phase in den letzten Jahrzehnten zeigen (siehe 
Abbildung 5.6). HURRELL et. al. [2001] vertreten zudem die Meinung, dass es zuneh- 
mend weniger wahrscheinlich ist, dass natÃ¼rlich VariabilitÃ¤ die Ursache fÃ¼ diesen 
Trend darstellt, und zwar unabhÃ¤ngi davon, welche Antriebsmechanismen letztlich 
fÃ¼ diese atmosphÃ¤risch Schwingung verantwortlich sind. 
Abbildung 5.8 zeigt die 1. E O F  (zur ErlÃ¤uterun siehe Abschnitt 4.4) der monats- 
gemittelten Luftdruckfelder nÃ¶rdlic von 20Â° der Monate Dezember bis MÃ¤r vom 
GSDIO-Szenario. Dieses dominierende Muster im GSDIO-Szenario ha t  einen Anteil 
von 37% an der Gesamtvarianz des Feldes und reprÃ¤sentier wiederum die Arkti- 
sche Oszillation mit ihren typischen Akt.ionszentren (vergleiche Abschnitt 2.3). Ein 
Vergleich des AO-Musters im GSDIO-Szenario mit dem d e s  CTRL (Abbildung 5.2) 
zeigt auÂ§erde eine erstaunliche G b e r e i n ~ t i m m u n ~  sowohl in der Lage der Akti- 
onszentren als auch bei den Absolutwerten. Trotz verÃ¤nderte Randbedingungen 
(Treibhausgase, Aerosole), unterschiedlicher Ozeanmodelle und verschiedener hori- 
zontaler AuflÃ¶sunge beider Experimente zeigt sich die Arktische Oszillation mi t  
einem nahezu identischen Muster in den beiden Simulationen, sodass es sich hier 
Abbildung 5.8: 1. EOF der inonatsgen~ittelten Luftdruckfelder der Wintermonate 
Dezember bis MÃ¤r vom GSDIO-Szenario fÃ¼ das Gebiet nÃ¶rdlic von 20Â° (Einheit: 
Pa). Die durchgezogenen Isolinien reprÃ¤sentiere positive und die gepunkteten Isolini- 
en negative Anomalien. Die Nulllinie ist grau dargestellt. Der Isolinienabstand betrÃ¤g 
150 Pa. 
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Abbildung 5.9: AO-Index (oben) und NAO-Index (unten) irn Winter (DJFM) vom 
GSDIO-Szenario. Die durchgezogenen dicken Linien reprÃ¤sentiere die Zeitreihen 
nach einer gauhchen Tiefpassfilterung uber 10 Jahre, und die gestrichelten Linien 
zeigen die linearen Trends. Die hellgrauen Balken markieren die beiden ausgewÃ¤hlte 
8-Jahres-Perioden des GSDIO-Szenarios. 
um ein sehr robustes internes SchwingungsphÃ¤nome der AtmosphÃ¤r zu handeln 
scheint. 
Der entsprechende AO-Index gemittelt Ã¼be die vier Monate Dezember bis 
MÃ¤r eines jeden Winters) des GSDIO-Szenarios ist in Abbildung 5.9 zusammen 
mit den NAO-Index ( I f iAo)  dargestellt. Beide Zeitreihen zeigen auch im GSDIO- 
Szenario eine starke VariabilitÃ¤t aber zusÃ¤tzlic auch einen leichten AufwÃ¤rtstrend 
der beim AO-Index etwas deutlicher als beim NAO-Index ist. Insbesondere zwischen 
2015 und 2020 zeigt sich eine stark positive Phase der NAOIAO. Gegen Ende der 
Simulation, etwa zwischen 2040 und 2045, ist dann allerdings wieder ein Wechsel 
in die negative Phase zu sehen, sodass man nicht von einem allgemeinen Trend zur 
positiven Phase durch den Einfluss der Zunahme von Treibhausgasen und Aerosolen 
ausgehen kann. 
Neuere Untersuchungen haben gezeigt, dass die AO durch Treibhausgase beeinflusst 
werden kann [FYFE e t  al., 1999; SHINDELL et  al., 1999; ZORITA und G O N Z ~ L E Z -  
ROUCO, 20001. WÃ¤hren die Modellexperimente von FYFE et  al. [I9991 allgemein 
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einen deutlichen AufwÃ¤rtstren des AO-Index unter zunehmenden Treibhausgas- 
konzentrationen zeigen, tritt  in den Treibhausgas-Experimenten von SHINDELL et  a l .  
[I9991 ein AufwÃ¤rtstren des AO-Index nur bei einer realistischen ReprÃ¤sentatio 
der StratosphÃ¤r auf (Modellobergrenze bei 0,002 hPa) .  Die Experimente, deren 
Modellobergrenze bereits in der mittleren StratosphÃ¤.r bei 10 hPa  liegt, zeigen kei- 
nen Trend der AO. Als Ursache wird die eingeschrÃ¤nkt MÃ¶glichkei des Modells 
fÃ¼ eine realistische Simulation der vertikalen Ausbreitung planetarer Wellen ange- 
sehen, wodurch sowohl die stratosphÃ¤risch als auch die troposphÃ¤risch Zirkulation 
beeinflusst wird IBOVILLE und CHENG, 19881. 
ZORITA und GONZALEZ-ROUCO [2000] haben in Ensemble-Simulationen des Had- 
CM2 (Klimamodell des "Hadley Centre for Climate Prediction and Research") und 
zwei ECHAM-LÃ¤ufe sowohl AufwÃ¤rts als auch AbwÃ¤rtstrend des '40-Index un-  
ter dem gleichen Treibhausgas-Szenario gefunden. Diese verschiedenen Trends haben 
ihrerseits einen starken Einfluss auf regionale TemperaturÃ¤nderunge und kÃ¶nnte 
Ausdruck einer unterschiedlichen HÃ¤ufigkei des Auftretens natÃ¼rliche Zirkulati- 
onsregime der AtmosphÃ¤r sein [CORTI et  al., 19991. Sowohl das HadCM2 als auch 
das ECHAM beinhalten nur eine grobe ReprÃ¤sentatio der Stratosphare (Moclell- 
obergrenze bei 5 hPa  bzw. 10 hPa), sodass der Einfluss der Stratosphare auf die A O  
mÃ¶glicherweis unrealistisch wiedergegeben wird. Das Gleiche gilt natÃ¼rlic auch 
fÃ¼ die AO des GSDIO--Szenarios, in welchem neben zunehmenden Treibhausga- 
Sen allerdings auch die Effekte der ansteigenden Menge a n  Aerosolen berÃ¼cksichtig 
werden. Diese zusÃ¤tzliche Effekte des Aerosols fÃ¼hre im Vergleich zu einem reinen 
Treibhausgas-Szenario zu einer Reduktion der Erwarmung [ROECKNER et al., 19991 
und wirken sich mÃ¶glicherweis auch auf die AO aus. 
5.3.3 Auswahl von Perioden fÃ¼ die Regionalisierung des 
arktischen Klimas 
In Anlehnung an die Auswahl von Perioden aus dem C T R L  (vergleiche Abschnitt 
5.2.3) erfolgte auch hier wiederum eine Auswahl von mehrjÃ¤hrige Perioden fÃ¼ 
die Regionalisierung des arktischen Klimas. Da im Winter des GSDIO-Szenarios 
nicht nur eine stÃ¤rker VariabilitÃ¤t sondern insbesondere eine grÃ–f3er ErwÃ¤rmun 
festzustellen ist, wurden allerdings nur Wintersimulationen durchgefiihrt,, die. aber 
den gesamten Winter (Dezember bis MÃ¤rz umfassten. 
Auswahl von Perioden bezÃ¼glic warmer und kalter Winter 
Im Hinblick auf die durch anthropogene Emissionen verursachte starke winterliche 
ErwÃ¤rmun erfolgte auch hier eine Auswahl von mehreren 6-Jahres-Perioden fÃ¼ die 
Regionalisierung des arktischen Klimas. Dabei wurden allerdings nicht warme oder 
kalte Perioden aufgrund statistischer Gberlegungen, sondern einfach vier Perioden 
im Abstand von jeweils 50 Jahren aus dem GSDIO-Szenario ausgewÃ¤hlt Das einzige 
Kriterium war, dass jede folgende ausgewÃ¤hlt Periode im Mit,tel ein wÃ¤rmere Klima 
als die vorhergehende aufweist. 
Um dem stÃ¤rkere Temperaturanstieg a b  dem Ende des 20. Jahrhunderts gerecht 
zu werden, wurde ergÃ¤nzen noch ein fÃ¼nft Periode ausgewÃ¤hlt die zwischen den 
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beiden letzten liegt. Diese fÃ¼n ausgewÃ¤hlte 6-Jahres-Perioden sind in Abbildung 
5.7(e) durch hellgraue Balken markiert. Eine Obersicht Ã¼be die mittleren Winter- 
temperaturen innerhalb der einzelnen 6-Jahres-Perioden bietet Tabelle 5.6. 
Mittel Jahie 
Tabelle 5.6: AusgewÃ¤hlt 6-Jahres-Perioden des GSDIO-Szenarios bezÃ¼glic warmer 
oder kalter Winter in der Arktis. Die Spalten Jahr-1 bis Jahr-6 enthalten die mittleren 
2m-Temperaturen der einzelnen Winter (DJFM) innerhalb der Perioden. Der Mittel- 
wert der fÃ¼n Perioden und der gesamten Zeitreihe steht jeweils in der letzten Spalte 
(Mittel). 
- 
Mittlere 2m-Temperatui ('C) in der Arktis 
Jahr-1 Jahr-2 Jahr-3 Jahi-4 Jahr-5 Jahr-6 
Die Wintertemperaturen der ersten beiden Perioden, und mit Abstrichen auch 
noch die der dritten, liegen im Schwankungsbereich natÃ¼rliche KlimavariabilitÃ¤t 
die bezÃ¼glic einzelner Wintermittel im GSDIO-Szenario etwa den Temperaturbe- 
reich von -26,s0C bis -22,S0C umfasst (siehe Abbildung 5.7(e)), sodass maximale 
Schwankungen der mittleren Wintertemperaturen von etwa 4 K als natÃ¼rlic einzu- 
stufen sind. Zum Vergleich sei hier auch der Schwankungsbereich der entsprechenden 
Temperaturen im CTRL angegeben: Diese bewegen sich im Temperaturbereich von 
etwa -27OC bis -22OC und beinhalten somit maximale Schwankungen von etwa 5 K,  
wobei zu berÃ¼cksichtige ist. dass auch der Simulationszeitraum deutlich lÃ¤nge war. 
Das Wintermittel der 2m-Temperaturen in der Arktis betrÃ¤g im ersten Teil (bis 
etwa 1980) des GSDIO-Szenarios e txa  -24,5OC (dieser Wert entspricht dem des 
CTRL), doch schon die Periode 2010-2015 weist im Mittel um mehr als 3 K hÃ¶he 
re Temperaturen auf. Die letzte Periode 2040-2045 ist nochmal 1,3 K wÃ¤rme und 
liegt letztlich etwa 4,5 K Ã¼be dem Temperaturmittel der Jahre 1860-1980. Im Ver- 
gleich zur ersten, kÃ¤lteste 6-Jahres-Periode 1890-1895 ist die letzte, wÃ¤rmst Pe- 
riode 2040-2045 sogar um 5,3 K wÃ¤rme und Ã¼bertriff zudem deutlich den Bereich 
natÃ¼rliche Schwankungen. 
Die Temperaturen der einzelnen Winter zeigen Ãœberwiegen nur geringe Abweichun- 
gen zum Periodenmittelwert, sodass jeder einzelne Winter bezÃ¼glic der Tempera- 
turen als reprÃ¤sentati fÃ¼ die Periode eingestuft werden kann. 
Auswahl von Perioden bezÃ¼glic positiver und negativer Phasen der NAO/AO 
Um den Einfluss der NAO/AO auf das arktische Klima unter geÃ¤nderte Klimarand- 
bedingungen nÃ¤he zu untersuchen, wurden aus dem GSDIO-Szenario wiederum 
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Perioden ausgewÃ¤hlt die diesmal die positive und die negative Phase der NAO/AO 
reprÃ¤sentieien Dazu boten sich die beiden bereits erwÃ¤hnte Perioden gegen Ende 
der Simulation an: FÃ¼ die negative Phase die Jahre 2013-2020 und fÃ¼ die positi- 
ve Phase die Jahre 2039-2046. Beide Perioden umfassen diesmal allerdings 8 s t a t t  
6 Jahre, um die Aussagekraft der Ergebnisse zu erhÃ¶hen 
Die beiden ausgewÃ¤hlte 8-Jahres-Perioden sind in Abbildung 5.9 durch hellgraue 
Balken markiert. Die einzelnen Werte des NAO- und AO-Index innerhalb der beiden 
8-Jahres-Perioden sind wiederum zur Ãœbersich in Tabelle 5.7 aufgelistet 
Jahre ] Index 1 J-1 J-2 J-3 J-4 J-5 J-6 1-7 J-8 1 Mittel 
Tabelle 5.7: AusgewÃ¤hlt 8-Jahres-Perioden des GSDIO-Szenarios bezÃ¼glic positi- 
ver oder negativer Phasen der NA0 und AO. Die Spalten J-1 bis J-8 enthalten den 
NAO- und den AO-Index der einzelnen Winter innerhalb der Perioden. Die Mittel- 
werte der beiden Perioden stehen jeweils in der letzten Spalte (Mittel). 
In beiden ausgewÃ¤hlte Perioden des GSDIO-Szenarios treten einzelne Winter mit  
entgegengesetztem Vorzeichen zum Periodenmittelwert des entsprechenden Index 
auf. Diese jÃ¤hrlich VariabilitÃ¤ innerhalb einzelner, lÃ¤ngere Phasen mit ansonsten 
einheitlichem Vorzeichen scheint typisch fÃ¼ diese atmosphÃ¤risch Schwingung zu 
sein, zumal analoge Schwankungen auch beim CTRL festzustellen sind (siehe Tabelle 
5.4).  Auch in den Beobachtungsdaten (siehe Abbildung 5.6) finden sich nur vereinzelt 
8-jÃ¤hrig Phasen, in denen kein Vorzeichenwechsel im NAO-Index auftritt .  
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6 Warme und kalte ZustÃ¤nd des 
arktischen Klimas 
In Bezug auf ein im Mittel warmes oder kaltes arktisches Klima ist es einerseits von 
Interesse, welche regionale Verteilung die verschiedenen Klimaparameter aufweisen, 
z.B. ob es ausgezeichnete Gebiete gibt, in denen deutlich stÃ¤rker Klimavariationen 
als in anderen Gebieten auftreten, und andererseits ist es bislang ungeklÃ¤rt ob 
unterschiedliche atmosphÃ¤risch ZirkulationszustÃ¤nd mit  einem warmen oder kalten 
arktischen Klima in Verbindung stehen. 
In diesem Kapitel werden die groÃŸrÃ¤umig Zirkulationsunterschiede und die damit  
verbundenen regionalen Klimabedingungen der Arktis, welche fÃ¼ ein Ã¼berwiegen 
warmes oder kaltes Klima charakteristisch sind, anhand der Simulationsergebnis- 
se des HIRHAM4 analysiert. Die Grundlage fÃ¼ diese Untersuchung bilden die in 
Abschnitt 5.2.3 beschriebenen Perioden des CTRL. Demzufolge reprÃ¤sentiere auf- 
tretende klimatische Unterschiede lediglich eine natÃ¼rliche interne VariabilitÃ¤ des 
arktischen Klimasystems. 
Der erste Abschnitt befasst sich mit dein arktischen Winterklima, welches hier durch 
den Monat Januar reprÃ¤sentier wird, und der zweite Abschnitt geht auf das ark- 
tische Sommerklima ein, fÃ¼ das stellvertretend der Monat Juli ausgewÃ¤hl wurde. 
D a  die interne KlimavariabilitÃ¤ im Winter deutlich stÃ¤rke ist als im Sommer (ver- 
gleiche auch Abschnitt 5.2.3), wurde in diesem Kapitel der Schwerpunkt auf die 
Untersuchung des arktischen Winterklimas gelegt. 
6.1 Kennzeichen eines warmen oder kalten Januars 
6.1.1 Korrelationsmuster 
Bevor auf die unterschiedlichen Klimabedingungen in warmen und kalten Janua- 
ren eingegangen wird, soll zuerst der Zusammenhang zwischen der zur Perioden- 
auswahl verwendeten, gebietsgemittelten 2n1-Temperatur T des CTRL und einzel- 
nen simulierten Feldern tp(A, 4 )  des HIRHAM4 dargestellt werden. Dazu wurde der 
Korrelationskoeffizient zwischen den Monatsmitteln von und $(A, 4) an jedem 
Gitterpunkt (A, 0) des HIRHAM4 entsprechend Gleichung (4.4) berechnet. FÃ¼ die 
SignifikanzabschÃ¤tzun (siehe auch Abschnitt 4.2) wurde die reduzierte Anzahl der 
Freiheitsgrade nach Gleichung (4.7) berÃ¼cksichtigt 
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(a) Temperatur in 500 hPa (b) Geopotenzial in 500 hPa 
(C) Temperatur in 850 hPa (d) Geopotenzial in 850 hPa 
( e )  Temperatur in 2 m HÃ¶h (f)  Luftdruck in Meeresniveau 
Abbildung 6.1: Korrelationskoeffizienten zwischen der Ã¼be die Nordpolarregion 
gemittelten 2m-Temperatur des CTRL im Januar und monatsgemittelten Feldern 
der 24 Januar-Simulationen des HIRHAM4. Die gestrichelten Linien geben die 95%- 
Signifikanzgrenze an. 
Abbildung 6.1 zeigt die Korrelationskoeffizienten zwischen und 6 reprÃ¤sentative 
Feldern der 24 Januar-Simulationen des HIRHAM4. wobei auf der linken Seite die 
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Korrelation mit Temperaturfeldern und auf der rechten Seite die Korrelation m i t  
den, die StrÃ¶mun widerspiegelnden, Geopotenzial- bzw. Luftdruckfeldern darge- 
stellt ist. Es zeigt sich, dass die Ã¼be die Nordpolarregion gemittelten 2m-Tempera- 
turen einen deutlichen Zusammenhang mit den 2m-Temperaturen sowohl Å¸be den  
meisten arktischen Meeresgebieten als auch in Sibirien und Alaska aufweisen (Abbil- 
dung 6.1 (e)). Die Korrelationskoeffizienten sind in diesen Gebieten meist grÃ¶Â§ als 
0,4 und Ã¼berwiegen statistisch signifikant auf dem 95%-Niveau. ZusÃ¤tzlic zeigt 
sich aber auch ein Gebiet, mit antikorrelierten 2m-Temperaturen im Bereich der 
Baffin-Insel, d.h. dass dort z.B. hÃ¤ufi niedrigere Temperaturen anzutreffen s ind,  
falls die Arktis allgemein ein warmes Klima aufweist. 
Interessant ist. dass sich dieser Zusammenhang nicht nur bei den Temperaturen 
in BodennÃ¤h sondern auch in hÃ¶here Schichten zeigt, z.B. in 850 hPa (Abbil- 
dung 6.1(c)) oder auch in 500 hPa  (Abbildung 6.1(a)), sodass es sich hier um einen 
annÃ¤hern barotropen Temperaturzusammenhangl handelt, der sich Å¸be die gesam- 
te  TroposphÃ¤r erstreckt. Entscheidend ist aber, dass sich die gesamte TroposphÃ¤r 
in Zusammenhang mit einer hÃ¶here mittleren Temperatur nicht in allen Regionen 
wÃ¤rmer sondern in einigen auch kÃ¤lte zeigt, sodass Unterschiede in der groflrÃ¤umi 
gen atmosphÃ¤rische Zirkulation bestehen mÃ¼ssen 
Diese Aussage bestÃ¤tig sich, wenn man die Korrelation zwischen und dem Luft- 
druckfeld (Abbildung 6.1(f)) sowie den Geopotenzialfeldern in 850 hPa (Abbildung 
6.1 (d)) und 500 hPa (Abbildung 6 .1  (b)) betrachtet. Zeigt sich im Luftdruckfeld ledig- 
lich eine Ã¶rtlic signifikante negative Korrelation zwischen ? und dem Luftdruck im 
Bereich des Islandtiefs, so verstÃ¤rk sich die positive Korrelation im Bereich der Lap- 
tevsee und der NordwestkÃ¼st Nordamerikas mit zunehmender HÃ¶h aufgrund der 
thermischen Ausdehnung der wÃ¤rmere AtmosphÃ¤r Ã¼be diesen Gebieten, wogegen 
die negative Korrelation im Bereich zwischen Island und der Baffin-Insel annÃ¤hern 
gleich bleibt. Folglich ist der entsprechende regionale Unterschied in der atmosphÃ¤ri 
schen Zirkulation nicht barotrop, sondern in der oberen TroposphÃ¤r stÃ¤rke ausge- 
prÃ¤g als in der unteren. 
Diese einfache Korrelationsanalyse zeigt bereits einige wesentliche Unterschiede zwi- 
schen einer warmen und kalten Arktis im Wintermonat Januar. Die in AbhÃ¤ngigkei 
der gebietsgemittelten 2m-Temperatur mit zunehmender HÃ¶h zunehmende regio- 
nale Differenz im Geopotenzialfeld, die letztlich die unterschiedliche Temperatur- 
verteilung widerspiegelt, zeigt, dass ein warmes oder kaltes arktisches Winterklima 
mit einer unterschiedlichen atmosphÃ¤rische Zirkulation in Verbindung steht. Die 
ZirkulationsgegensÃ¤tz sind insbesondere in den mittleren und hÃ¶here Bereichen 
der TroposphÃ¤r zu erkennen. 
Die jeweils 6 Januare der beiden warmen bzw. kalten Perioden (vergleiche Tabel- 
le 5.2) werden im Folgenden zusammengefasst und als warme bzw. kalte Januare 
bezeichnet. Die simulierten Klimabedingungen dieser warmen und kalten Januare 
werden im Weiteren nÃ¤he untersucht, um die Unterschiede und ZusammenhÃ¤ng 
auch quantitativ deutlicher hervorzuheben. 
'Man beachte, dass sich die Barotropie lediglich auf den Zusammenhang bezieht. Der Zustand 
der AtmosphÃ¤r kann dabei durchaus baroklin sein. 
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6.1.2 Charakteristika der groÃŸrÃ¤umig Zirkulation 
Als MaÃ fÃ¼ die groÃŸrÃ¤umi Zirkulation der AtmosphÃ¤r ist die geopotenzielle HÃ¶h 
der 500-hPa-DruckflÃ¤ch eine geeignete GrÃ¶Â§ d a  sie einerseits annÃ¤hern die mi t t -  
lere StrÃ¶mun in der TroposphÃ¤r oberhalb der Grenzschicht widerspiegelt und an-  
dererseits die Steuerung synoptischer Druckgebilde beeinflusst. 
In Abbildung 6.2(a) und 6.2(b) ist die mittlere geopotenzielle HÃ¶h der 500-hPa- 
Druckflache fÃ¼ die warmen und kalten Januare dargestellt. Diese sind durch eine 
unterschiedliche Lage und Ausdehnung des troposphÃ¤rische Wirbels gekennzeich- 
net. Warme Januare weisen einen tropospharischen Wirbel mit Zentrum Ã¼be der  
westlichen Arktis irn Bereich des kanadischen Archipels auf, wogegen kalte Janua- 
re durch einen st,Ã¤rke ausgedehnten Wirbel (man vergleiche z.B. die 5050-gpm- 
Isohypse beider Abbildungen) mit Zentrum Ã¼be der Ã¶stliche Arktis im Bereich von 
Kara- und Laptevsee charakterisiert sind. Im Wirbelzcntrum liegt die D r ~ c k f l ~ c h e  
jeweils unterhalb einer HÃ¶h von 5000 gpm. Die kalten Januare weisen aber auch 
einen Trog Ã¼be dem kanadischen Archipel auf, der allerdings schwacher (im Mittel 
um etwa 50 gprn) ausgeprÃ¤g ist als in warmen Januaren. Solche troposphÃ¤rische 
Ausdehnungen des Polarwirbels kÃ¶nne wahrend des Winters annÃ¤hern stationÃ¤ 
sein [DAVIS und BENKOVIC, 1994; OVERLAND et  al., 19971, sodass es sich bei diesen 
Strukturen fÃ¼ den Monat Januar um ein reprÃ¤sentative Winterphanomen handeln 
kann. 
Um die Variabilit5t des Wirbels (zumindest innerhalb des Januars) abzuschÃ¤tzen 
wurden die Standardabweichungen der 500-hPa-DruckflÃ¤chenhÃ¶ fÃ¼ jeweils alle 
12 einzelnen Januare berechnet und anschlieÃŸen gemittelt. FÃ¼ die 12 warmen J a -  
nuare ist das Ergebnis in Abbildung 6.2(c) und fiir die 12 kalten in Abbildung 
6.2(d) dargestellt. Auch bei den Standardabweichungen zeigen sich deutliche Un- 
terschiede zwischen warmen und kalten Januaren. WÃ¤hren in warmen Januaren 
im Bereich des Wirbelzentrums geringe Standardabweichungen auftreten und die 
stÃ¤.rkste Schwankungen in der zentralen Arktis zu finden sind, zeigt sich in kalten 
Januaren eine wesentlich stÃ¤rker VariabilitÃ¤ des gesamten Wirbels, aber vor allem 
auch des Wirbelzentrums. Dies bedeutet, dass der troposphÃ¤risch Wirbel in der 
westlichen Arktis in warmen Januaren eine relativ hohe Persistenz aufweist und sich 
mehr oder weniger hÃ¤ufi bis in die zentrale Arktis ausdehnt. DemgegenÃ¼be sind 
kalte Januare durch wechselnde Lagen des t r o p ~ s p h ~ r i s c h e n  Wirbels gekennzeichnet, 
wobei extrem tiefe Wirbelzentren in der Ã¶stliche Arktis bevorzugt auftreten. 
Die Differenz der mittleren geopotenziellen HÃ¶h in 500 h P a  zwischen warmen und 
kalten Januaren ist in Abbildung 6.2(e) dargestellt. Die grÃ¶Â§ positive Differenz 
zeigt sich mit etwa 130 gpm im Bereich der Karasee, nicht weit vom mittleren 
Wirbelzentrum kalter Januare entfernt. Statistisch signifikante Differenzen auf dem 
95%-Niveau treten aber auch in der sibirischen Arktis und entlang der Pazifikkiiste 
Kanadas und Alaskas auf. Die negativen Differenzen von bis zu -50 gpm, die sich im 
Bereich GrÃ¶nland und des kanadischen Archipels zeigen, sind hingegen statistisch 
nicht signifikant. 
Vergleicht man Abbildung 6.2(e) mit der entsprechenden Abbildung der Korrela- 
tionskoeffizienten 6.1(b). zeigt sich eine deutliche G b e r e i n ~ t i n i m u n ~  in der geogra- 
fischen Lage positiver und negativer Zentren. Daraus lÃ¤ss sich schlieflen, dass die 
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(C) Standardabweichung (warm) 
( e )  Differenz (warm - kalt) 
(b) Kalte Januare 
(d) Standardabweichung (kalt) 
( f )  Januare 1986-1995 
Abbildung 6.2: Mittlere geopotenzielle HÃ¶h in 500 hPa (gpm) von 12 
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Januaren (a) und 12 kalten Januaren (b) sowie die entsprechenden mittleren Stan- 
dardabweichungen innerhalb der 12 warmen Januare (C) und innerhalb der 12 kalten 
Januare (d). ErgÃ¤nzen ist die Differenz des Mittelwerts zwischen warmen und kal- 
ten Januaren (e) und der Mittelwert der Januare von 1986 bis 1995 aus ECMWF- 
Analysen (f)  dargestellt. Die gestrichelte Linie im Differenzenbild gibt die 95%- 
Signifikanzgrenze an. 
doch recht willkÃ¼rlich Einteilung in Perioden warmer und kalter Januare insofern 
gerechtfertigt erscheint, d a  sich die unterschiedlichen Zirkulationsstrukturen, die mit 
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der gebietsgemittelten 2m-Temperatur in Verbindung stehen, innerhalb dieser Peri- 
oden widerspiegeln. Die ausgewÃ¤hlte warmen und kalten Perioden reprÃ¤sentiere 
folglich zwei unterschiedliche ZirkulationszustÃ¤nd im arktischen Winter. Dabei kann 
es sich um quasistationÃ¤r MehrfachzustÃ¤nd der arktischen AtmosphÃ¤r handeln, 
die entweder mit warmen oder mit kalten arktischen Klimabedingungen verbun- 
den sind. Die Existenz mehrerer stabiler GleichgewichtszustÃ¤nd der AtmosphÃ¤r 
kann durch nichtlineare Wechselwirkungen einer orografisch angeregten Welle m i t  
der groÃŸrÃ¤umig ZonalstrÃ¶mun hervorgerufen werden [CHARNEY und DEVORE, 
19791 und ist somit ein Ausdruck interner KlimavariabilitÃ¤ infolge nichtlinearer 
dynamischer Prozesse. 
SchlieÃŸlic zeigt Abbildung 6.2(f) die mittlere geopotenzielle HÃ¶h der 500-hPa- 
DruckflÃ¤ch fÃ¼ die Januare von 1986 bis 1995 aus dem Datensatz der Analy- 
sen des "European Centre for Medium-Range Weather Forecasts" (ECMWF). Die 
ECMWF-Analysen zeigen, Ã¤hnlic wie die warmen Janua.re, das Zentrum des tro- 
posphÃ¤rische Wirbels Å¸be der westlichen, kanadischen Arktis, aber auch eine 
grÃ¶ÃŸe Ausdehnung des Wirbels Å¸be die Ã¶stliche sibirische Arktis, wo somit ei- 
ne grÃ¶ÃŸe Ã„hnlichkei zu den kalten Januaren besteht. Der Beobachtungszeitraum 
1986-1995 kann folglich nicht eindeutig dem warmen oder kalten Zirkulationszu- 
stand zugeordnet werden, zumal einzelne Januare innerhalb dieses Zeitraums ein- 
deutig kalte und andere eindeutig warme Klimabedingungen in der Arktis aufwiesen, 
z.B. der kalte Januar 1989 oder der warme Januar 1990 (vergleiche Abbildung 11 
von OVERLAND et  al. [1997]). Berechnet man allerdings die Differenzen zwischen 
den beobachteten Januaren der Analysen und den warmen bzw. kalten Januaren 
und testet diese auf statisitische Signifikanz, so zeigen sich grÃ¶ÃŸe statistisch si- 
gnifikante Unterschiede zwischen den beobachteten Januaren der Analysen und den 
kalten Januaren als zwischen beobachteten und warmen Januaren. 
6.1.3 Charakteristika der Luftdruckverteilung 
In Verbindung mit der unterschiedlichen Zirkulation in der mittleren TroposphÃ¤r 
ist auch die entsprechende Luftdruckverteilung in warmen und kalten Januaren recht 
interessant. In Abbildung 6.3 ist die mittlere Luftdruckverteilung in Meeresniveau 
fÃ¼ die warmen, kalten und beobachteten Januare sowie die Differenz zwischen war- 
men und kalten Januaren dargestellt. 
Die warmen Januare unterscheiden sich von den kalten durch einen stÃ¤rkere Luft- 
druckgradienten in der Ã¶stliche Arktis in Verbindung mit einem stÃ¤rkere Islandtief 
und einer grÃ¶ÃŸer Ausdehnung des Sibirienhochs nach Norden. Die grÃ¶Â§ positi- 
ve Differenz mit bis zu 7 h P a  zeigt sich demzufolge Ã¼be Sibirien, aber auch an 
der NordwestkÃ¼st Nordamerikas treten vergleichbar groÃŸ Unterschiede auf. Die 
grÃ¶ÃŸt negativen Differenzen, ebenfalls mit bis zu 7 hPa,  zeigen sich im Bereich des 
Islandtiefs. Dort findet man auch das einzige Gebiet innerhalb der Arktis, in dem 
die Differenzen als statistisch signifikant einzustufen sind. Insgesamt Ã¤hnel das Bild 
der Luftdruckdifferenzen dem Bild der HÃ¶hendifferenze der 500-hPa-DruckflÃ¤ch 
(Abbildung 6.2(e)), wobei allerdings der Bereich der grÃ¶ÃŸt negativen Differenzen 
beim Luftdruck Richtung Island verschoben ist. 
Das stÃ¤rker Ishndtief in warmen Januaren kÃ¶nnt vermuten lassen. dass diese mit 
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Abbildung 6.3: Mittlerer Luftdruck in Meeresniveau (hPa) von 12 warmen Janua- 
ren (a), 12 kalten Januaren (b), der Differenz zwischen warmen und kalten Januaren (C) 
und den Januaren von 1986 bis 1995 aus ECMWF-Analysen (d). Die gestrichelte Linie 
im Differenzenbild gibt die 95%-Signifikanzgrenze an. 
der positiven Phase der N A 0  in Verbindung stehen. Allerdings zeigt die Abbildung 
6.3(c) nicht die typischen Luftdruckgegensatze zwischen positiver und negativer 
NAO-Phase (vergleiche Abbildung 7.2). Ferner wurde in Kapitel 5 schon erlÃ¤utert 
dass keine signifikante Korrelation zwischen den mittleren 2m-Temperaturen in der 
Arktis und der N A 0  besteht. Die Luftdruckverteilung der beobachteten Januare 
1986-1995, einer Phase mit Ã¼berwiegen hohem NAO-Index (vergleiche Abbildung 
5.6): zeigt zudem ein im Mittel weniger ausgeprÃ¤gte Islandtief, und Ã¤hnel im west- 
lichen Teil der Arktis wiederum mehr den warmen und im Ã¶stliche Teil mehr den 
kalten Januaren. 
6.1.4 Charakteristika der Temperaturverteilung 
Bei der Betrachtung bodennaher Temperaturen dominieren hÃ¤ufi regionale und lo- 
kale Effekte, die z.B. aufgrund der Orografie, der GegensÃ¤tz zwischen Land, Meer 
und Eis als auch der Bodenbeschaffenheit oder Landbedeckung entstehen. FÃ¼ die 
grofirÃ¤urnig Temperaturverteilung in der unteren TroposphÃ¤r ist es deshalb gÃ¼ns 
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Abbildung 6.4: Mittlere Temperatur in 850 hPa ('C) von 12 warmen Januaren (a), 
12 kalten Januaren (b), der Differenz zwischen warmen und kalten Januaren (C) und 
den Januaren von 1986 bis 1995 aus ECMWF-Analysen (d). Die gestrichelte Linie im 
Differcnzenbild gibt die 95%-Signifikanzgrenze an. 
tiger, die Temperatur oberhalb der atmosphÃ¤rische Grenzschicht zu betrachten. 
um LuftmassengegensÃ¤tz besser identifizieren zu kÃ¶nnen2 Analog zu den vorherge- 
henden Abbildungen zeigt Abbildung 6.4 die mittlere Temperatur auf der 850-hPa- 
DruckflÃ¤ch fÃ¼ die warmen, kalten und beobachteten Januare sowie die Differenz 
zwischen warmen und kalt,en Januaren. 
Ganz allgemein zeigt sich sowohl in warmen als auch in kalten Januaren eine asym- 
metrische Temperaturverteilung in Bezug auf den Nordpol, die hÃ¶chstwahrscheinlic 
mit der Asymmetrie des troposphÃ¤rische Wirbels in Verbindung steht. Die nied- 
rigsten Temperaturen treten, aufgrund der dortigen HÃ¶henlage jeweils Ã¼be den 
ostsibirischen GebirgszÃ¼ge und dem grÃ¶nlÃ¤ndisch Inlandeis auf. Im Gegensatz 
zu den warmen und beobachteten Januaren zeigen die kalten Januare allerdings in 
der Ã¶stliche Arkt,is bis zu 5 K niedrigere Temperaturen. Die Temperaturdifferenzen 
zwischen warmen und kalten Januaren sind dort  grÃ¶fitenteil statistisch signifikant. 
Die hÃ¶chste Temperaturen finden sich in der vom Ozean geprÃ¤gte Randzone der 
2FÃ¼ die Auswahl von CTRL-Perioden ist die Verwendung von 2m-Temperaturen durchaus ange- 
messen, da diesbezÃ¼glic regionale Effekte, wegen der grÃ¶bere AuflÃ¶sun und der rÃ¤umliche 
Mitt,clung, einen geringeren Einfluss haben. 
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Arktis) Ã¼be dem Nordatlantik und dem Xordpazifik samt angrenzender) s t rom- 
abwÃ¤rt liegender Landgebictc. Auc11 in diesen Bereichen zeigen die kalten Januare 
um etwa 1 K bis maximal 5 I< (Ã¼be Alaska) niedrigere T'enlperaturen als die warmen 
und l~eobacllteten Januare. 
Das Bild der Temperaturdifferenzen in 850 11Pa Ã¤hnel tviederum den entsprechen- 
den Bildern der HÃ¶lie~idifferenze~ der 500-hPa-DruckflÃ¤cl~ (Abbildung 6.2(e)) und 
der Luftdruckdifferenzen (-4bbildung 6.3(c)). Diese Tatsache weist darauf hin, dass 
die Unterschiede zwischen warmen und kalten Januaren vor allem aus einer unter- 
schiedlichen Lage und Ausdehnung des kalten polaren IVirbels in der TroposphÃ¤r 
bestehen, und zwar urial~l~Ã¤ngi davon, ob die tiefen Temperaturen in der Ã¶stlicl~e 
Aslctis letztlich fiir die Zirl~ulatio~~sunterschiede verantxx,ortlich sind oder aus diesen 
resultieren. 
GrÃ¶fier Temperaturdifferenzen z~vischen den ,Januaren der ECbIWF-Analysen und 
den warmen Januaren der 13IRHAh~14--Simulatio1~en zeigen sich insbesondere in  den 
Gebieten mit eines holien Orografie. Da das HIRHAbI4 und das EChlI\VF-htodell 
aber unterschiedliclle AuflÃ¶sunge der Orografie besitzen und sich die 850-hPa- 
DruckflÃ¤ch lediglicl~ etwa 1,s lcm Ã¼be dem bIeeresniveau befindet; werden diese 
Unterschiede vermutlich durch Effekte innerhalb der hodennahen Grenzschicllt ver- 
ursacht, Wen11 auch die HÃ¶h der 500-hPa-DruckflÃ¤ch und der Luftdruck in Mee- 
resniveau in den beobachteten Januaren deutliche Merkmale der kalten Januare 
zeigen, so ist der Unterschied z~irischen beobachteten und warmen Januaren bei der 
850-hPa-Temperatur Ã¼berwiegen so gering, dass man den Beobachtungszeitraum 
1986-1995 eher dem urarmen als dem lcaltcn Zir l~ulat io~~szustand zuordnen muss. 
6.1.5 Advektion warmer oder kalter Luftmassen 
Im Folgenden soll die mit den beiden ZirkulationszustÃ¤nde warmer und kalter Ja- 
nuare in Verbindung stehende Warm- und Kaltluftadvektion nÃ¤he betrachtet, wer- 
den, um die Unterschiede zwischen warmen und kalten Januaren zu verdeutlichen. 
Zudem liefert die Kennt.nis der Advel<tion von Luftmassen wichtige ~4ufschlÃ¼ss Ã¼be 
den meridionalen WÃ¤rmetransport Als charakteristische Luftmassentemperatur der 
unteren TroposphÃ¤r wird hier die Schiclltmitteltemperatur zwischen den Druck- 
flÃ¤che 500 hPa und 1000 hPa betrachtet. Die Schichtdicke z~vischen zwei Druck- 
flÃ¤che AB, die in der Meteorologie auch als relative Topografie bezeichnet wird, ist 
ein Mafi fÃ¼ die mittlere virtuelle Temperatur Pu z~irischen diesen DruckflÃ¤chen FÃ¼ 
die Dicke der Schicht zwischen 500 hPa und 1000 h P a  lÃ¤ss sich aus der statischen 
Grundgleichung (3.7) und der Gasgleichung (3.1) der Zusammenhang 
ableiten, wobei RL die Gaskonstante fÃ¼ trockene Luft ist. (Als Faustformel erhÃ¤l 
man Tv in K, wenn man den Wert von L@ in gpm durch 20 teilt.) 
Abbildung 6.5 zeigt die mittlere Schichtdicke zwischen den DruckflÃ¤che 590 hPa  
und 1000 hPa  zusammen mit  der mittleren geopotenzielle HÃ¶h der 700-hPa- 
DruckflÃ¤ch fÃ¼ die warmen und die kalten Januare. Die geopotenzielle HÃ¶h der 
6.1 Kennzeichen eines warmen oder kalten Januars 79 
(a) Warme Januare (b) Kalte Januare 
Abbildung 6.5: Mittlere Schichtdicke 500-1000 hPa (gpm; Graustufen) und mittlere 
geopotenzielle HÃ¶h in 700 hPa (gpm; gestrichelte Linien im Abstand von 40 gpm) 
von 12 warmen Januaren (a) und 12 kalten Januaren (b). 
700-hPa-DruckflÃ¤ch reprÃ¤sentier hier nÃ¤herungs\i~eis die mittlere StrÃ¶mun inner- 
halb der Schicht. Die Schichtdicken (bzw. die virtuellen Schicl~tmitteltemperaturen) 
zeigen im Wese~~tlichen die bereits in Zusammenhang mit  Abbildung 6.4 erlallter- 
ten Unterschiede z~vischen warmen und kalte11 Januaren und verdeutlichen nochmal 
die asymmetrische Temperaturverteilung in Bezug auf den Nordpol. ZusÃ¤tzlic sieht 
man hier, wegen der gleichzeitigen Darstellung von Isohypsen; dass in warmen Ja.- 
nuaren im Mittel eine starke IVarmluftadvektion vom Nordatlantik in die Ã¶stlich 
und zentrale Arktis stattfindet. Im Gegensatz dazu zeigen die kalten Januare ei- 
ne stÃ¤rker Warmluftadvektion Ã¼be den1 eurasischen Kontinent, wodurch es zur 
Absch~vÃ¤chun des \vinterIichen KÃ¤ltehoch Ã¼be Sibirien kommen kann. Ver~nut- 
lich zeigt sich hierin auch ein Grund fÃ¼ die grÃ¶fler Nordausdehnung des Hochs in 
warmen Januaren. 
Ãœbe der westlichen Arktis zeigen warme und kalte Januare jeweils eine IVarmluft- 
advektion a n  der Xord\vestkÃ¼st dcs nordamcrikanischen Kontinents: die in warme9 
Januaren allerdings stÃ¤rke ausgeprÃ¤g und vermutlich fÃ¼ die groi3en Te~rlperat,ur- 
unterschiede z\vischen warmen und kalten Januaren in dieser Region verant,~vort- 
lich ist.  Der Grund fÃ¼ diese stÃ¤rker IVarmluftadvektion warmer Januare kÃ¶nnt 
in einer grÃ¶flere Ausdehnung des pazifiscllen Troges nach Osten liegen: womit eine 
Verschiebung des entsprechenden HochdruckrÃ¼cken Ã¼be den Westen Norda~nerikas 
einhergeht. Dadurch ~vÃ¼rd die meridionale StrÃ¶mun Ã¼be Alaska und IVestkariada 
zunehmen [DAVIS und BENKOVIC, 1992; BURNETT, 19931, 
Ferner zeigen die warmen Januare ein verstÃ¤rkte Ausstro~nen von Kaltluft aus der 
inneren Arktis Ã¼be das kanadische Archipel in Richtung Nordatla11t.ik. ,4ufgrund 
der dort vorllandenen wÃ¤rmere Luft, kÃ¶nnte hÃ¤ufige grÃ¶fier Tcmpcraturgradi- 
enten auftreten, \vorauf%in die StrÃ¶mun baroklin instabil werden kÃ¶nnte sodass 
es Ã¼be dem nord~vestlichen Nordatlantik) entsprecl~end der Vorderseite des HÃ¶1le11 
troges, zu einer hÃ¤ufigere Zyklonenent~vicklung kommen kÃ¶nnt [SERREZE et, al.) 
19971. ~IÃ¶glicl~er~veis  lÃ¤ss sich das stÃ¤rker Islandtief in warmen Januaren auf diese 
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Lrsacl~c zurÃ¼ckfÃ¼hre Eine VerstÃ¤rkun des Islandtiefs wÃ¼rd auch die meridionale 
atmosphÃ¤risch Zirkulation und den polwÃ¤rt gerichteten atmosphÃ¤rische WÃ¤rme 
transport Ã¼be dem Ã¶stliche Nordatlantik intensivieren [AGNEW> 19931. 
Cs1.6 Synoptische AktivitÃ¤ 
Ein meridionaler Transport von WÃ¤rm und Feuchte erfolgt in Verbindung mit syn- 
optischen Zyklonen, die die Energieumsetzung von einer baroklin instabilen zu einer 
stabilen StrÃ¶mun bewerkstelligen (siehe z.B, ETLING [1996]). Dabei werden im We- 
sentlichen horizontale Temperaturgradienten (und damit die BaroklinitÃ¤t abgebaut, 
inden1 es zu einer Umstrukturierung der ursprÃ¼ngliche Grundst,rÃ¶mun kommt. 
Dies geschieht hauptsÃ¤chlic durch synoptisch-skalige Hebungs- und Absinkprozes- 
Se3 bei denen potenzielle und innere Energie vorÃ¼bergehen in kinetische Energie 
umgewandelt wird. Damit kommt es in Verbindung mit Zyklonen auch zu deut- 
lichen Wettererscheinungen. Yeben hohen TVindgeschv,~indigkeiten kommt es durch 
die 13ebungsprozesse zur Bildung von Wolken und Niederschlagl wodurch zudem der 
lokale WÃ¤rmehaushal am Erdboden beeinflusst wird. A-ufgrund der Umstrukturie- 
rung der ursprÃ¼ngliche StrÃ¶mun kÃ¶nne aufierdeni massive Warm- oder Kaltluf- 
tei~lbrÃ¼ch auftreten. Die HÃ¤ufigkei und die Zugbahnen von Zyklonen haben somit 
auch ~vesentlichen Einfluss auf die Klin~abedingungen in einzelnen Regionen. 
Durch die hÃ¶her AuflÃ¶sun eines regionalen Klimamodells im Vergleich zu einem 
globalen Klimamodell kÃ¶nne nichtlinerare 14~echsel~virkungen und Energietransfers 
z~vischen groflen und kleineren Skalen realistischer wiedergegeben werden. Infolge- 
dessen werden auch hydrodj~naniische InstabilitÃ¤ten wie z.B. Zyklonen, in einem 
Regional~nodell realitÃ¤tsnÃ¤h simuliert> sodass die Anwendung eines regionalen Kli- 
mamodells bezÃ¼glic der Untersuchung synoptischer AktivitÃ¤ Vorteile verspricht 
(vergleiche auch Abschnitt 1.2). Ein Vergleich mit der synoptischen AktivitÃ¤ im 
CTRL erfolgt in Abschnitt 7.4 bei der Untersuchung des Einflusses der XAO auf 
das arktische 14iinterklima. Hier werden lediglich die Unterschiede zwischen warmen 
und kalten Januaren diskutiert, 
Die Standardabrveichungen des Luftdrucks in L4eeresniveau an den einzelnen Mo- 
dellgitterpunkten kÃ¶nne als Indikator fÃ¼ die synoptische AktivitÃ¤ herangezogen 
werden. Um aber die Langzeit-VariabilitÃ¤ infolge grofiraumiger Zirkulationsumstel- 
lungen zu eliminieren, ist es eine Ã¼blich Llfethode, fÃ¼ die einzelnen Zeitreihen des 
Luftdr~~cks eine Bandpassfilterung durchzufÃ¼hren Der Filter wird dabei so gewÃ¤hlt 
dass lediglich die kurzlebigen, synoptischen Druckschwankungen erhalten bleiben, 
die Ã¼berwiegen mit dem Durchzug von Zyklonen in Verbindung stehen. In dieser 
Arbeit wurden diesbezÃ¼glic aus den Luftdruckzeitreihen nur die Fluktuationen im 
Zeitbereich zwischen 2 und 6 Ta.gen berÃ¼cksichtigt Dazu wurde ein Bandpassfilter 
verxr~endet, der durch Subtraktion z~i~eier gaufischer Tiefpassfilter Ã¼be 2 bzw. 6 Ta,ge 
erhalten wurde (siehe Abschnit,t 4.3). Bei dieser Art der Filterung bleibt allerdings 
kein spektraler Bereich der Zeitreihenamplituden unverÃ¤nder [SCHONWIESE, 19921, 
weswegen die Amplituden hier auch nicht interpretiert werden. 
In Abbildung 6.6 sind die Standardabweichungen der bandpassgefilterten Luftdruck- 
zeitreihen an jedem Gitterpunkt eines jeden Wfonats gernittelt Ã¼be die 12 warmen 
bzw 12 kalten Januare dargestellt. Die Standardabweichungen zeigen eine allgemein 
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Abbildung 6.6: Mittlere S t a ~ ~ d a r d a b w e i c l ~ u ~ ~ g  der ba~~dpassgefiltcrt,en (2  -6 Tagc) 
Luftdruckzeitreihe~~ eines jeden Monats (hPa) von 12 warmen Januare11 (a) ~ ~ n d  12 kal- 
ten Januaren (b).  
hohe synoptische AktivitÃ¤ Ã¼be dein Nord~iresteii des nol-damerikanischen Kontin- 
ents, an der WestkÃ¼st GrÃ¶nland und vor allem Ã¼be dem Yorclat,lantik~ ~vohei die 
Aktivit%t zwischen GrÃ¶nlan und Skandinavien in wtrmeli Januaren deut,lich hÃ¶he 
ist als in kalten. Dagegen zeigen kalte Januare eine hÃ¶her syiioptische AktivitÃ¤ 
Ã¼be dem Xorclxvesten Russlands. Die niedrigste synoptiscl~e Al<tivit,iit trit t  jeweils 
im Bereich des Sibirienhochs auf, allerdings ist dieser Bereich in warmen Januaren 
ausgedehnter als in kalten. Ebenfalls niedrige Standardabweichungen und soinit eine 
niedrige synoptische AktivitÃ¤ zeigt sich jeli~eils in der zentralen Arktis und iiber dem 
kanadischen Archipel, wobei hier die grÃ¶fite U~~terschiede im Bereich des Nordpols 
auftreten, wo die synoptische AktivitÃ¤ in m r m e n  Januaren hÃ¶he ist. 
6.1.7 Zyklonenzugbahnen 
Da diese Unterschiede in den Standardab~veichungen sowohl durch Zyklonen als auch 
durch Antizyklonen verursacht werden kÃ¶nnen und auch 11icht.s Ã¼be die n~Ã¶glich 
Zugbahnen aussagen, ist fÃ¼ eine genauere Aussage noch eine 7veite1-e Analyse iiÃ¶tig 
Dazu wurde der ~Algorithmus zur Zj~klonendetektion von SERREZE et al. [I9931 
angewendet, der im Wesentlichen identisch ist, mit dem von SERREZE [I9931 und 
SERREZE et  al. [I9971 und dort aucli ausfÃ¼hrlic beschrieben wird, Die einzigen 
Ã„nderunge betreffen eine Anpassung an das feinere Gitter des HIR13AM4. 
b1it diesem Algorithmus kÃ¶nne einzelne Zyklonen und deren Zugbalinen in den 
Luftdruckciaten des HIRHAM4 entdeckt werden, Eine Zyklone 11-ird als solche iden- 
tifiziert, wenn der Luftdruck an den 48 benachbarten C+ittcrpunl<ten mindestens 
0,s hPa  hÃ¶he ist. Um die Zugbahn einer Zyklone zu finden, wird zum nachfolgenden 
Zeitschritt (hier 12 Stunden) eine Distanz von ~naximal  800 km zum ursprÃ¼ngliche 
Ort  auf Zyklonen abgesucht, wobei die Drucktendenz maximal 40 hPa betragen 
darf. ErfÃ¼ll eine Zyklone zum nachfolgenden Zeitscllritt beide Kriterien: wird sie 
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(a) Warme Januare (b) Kalte Januare 
Abbildung 6.7: Detektierte Zyklonen, deren auf Meeresniveau reduzierter Kerndruck 
mindestens einmal unterhalb von 980 hPa liegt, von 12 warmen Januaren (a) und 
12 kalten Januaren (b). 
dem alten System zugeordnet, ansonsten stellt diese Zyklone den Beginn eines neuen 
Systems dar. 
Dieser Algorithmus liefert eine grofie Anzahl von Zyklonen und Zyklonensytemen> 
von denen einige sicherlich nicht nur rein phjrsikalische Ursachen haben. So entstehen 
z.B. durch die Reduktion des Luftdruck auf Meeresniveau sogenannte Reduktions- 
hochs und -tiefs, die aufgrund einer falschen Annahme fÃ¼ die imaginÃ¤r Tempera- 
turschichtung zwischen der OberflÃ¤ch und dem Meeresniveau zustande kommen. 
Reale ~vetterwirksame Zyklonen weisen l~Ã¤ufi einen sehr niedrigen Kerndruck auf. 
Aus diesem Grund wurden fÃ¼ die Darstellung von Zyklonenzugbahnen lediglich die 
Zyklonensysteme ausge\vÃ¤hlt die zu einem beliebigen Zeitpunkt einen Kerndruck 
aufwiesen, der niedriger als 980 hPa war. Die so gefundenen Systeme von Zj~klonen 
sind fÃ¼ die warmen und kalten Januare in Abbildung 6.7 dargestellt. 
Die warmen Januare zeigen einen Schwerpunkt der ZyklonenaktivitÃ¤ an der 
SÃ¼dspitz GrÃ¶nlands wobei einige Zyklonen an der WestkÃ¼st und etwas mehr an der 
OstkÃ¼st entlang ziehen. Ferner findet man in warmen Januaren eine grofie Anzahl 
von Zyklonen Ã¼be der GrÃ¶nlandse und im Bereich sÃ¼dlic und Ã¶stlicl Spitzbergens, 
Die kalten Januare zeigen in allen eben er~vÃ¤hnte Bereichen eine deutlich geringe- 
re ZyklonenaktivitÃ¤ als die warmen Januare, wobei in  der nÃ¶rdliche Baffin-Bay 
und Ã¶stlic von Spitzbergen keine Zyklonen auftreten, deren Kerndruck mindestens 
einmal unterhalb von 980 hPa  liegt. 
Eine grÃ¶fier HÃ¤ufigkei von Zyklonen zeigt sich in kalten Januaren Ã¼be dem Kord- 
\\Festen des nordamerikanischen Kontinents, wo allerdings zufgrund der hohen Oro- 
grafie Reduktionsfehler nicht auszuschlieÃŸe sind, und vor allem im Bereich der 
Karasee, wo in warmen Januaren kaum eine tiefe Zyklone anzutreffen ist. Allgemein 
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hat  der Algorithmus zur Zyklonendetektion deutliche SchwÃ¤che in Gebieten mit ei- 
ner hohen Orografie. Insbesondere Å¸be GrÃ¶nlan werden immer sehr viele Zyklonen 
entdeckt, was aber gerade aufgrund der hohen Orografie sehr unwahrscheinlich i s t .  
Dass aber auch in einigen Bereichen der Randzone des Modells, wie z.B. im Gebiet 
um Islands, fast keine Zyklonen (und dies betrifft nicht nur die Zyklonen mit einem 
Kerndruck unterhalb 980 hPa) erkannt werden, ist sicherlich eine weitere SchwÃ¤ch 
des verwendeten Detektionsalgorit,hmus. 
Trotzdem bestÃ¤tige die Bilder mit den Zyklonenzugbahnen, dass die Unterschiede 
in der synoptischen AktivitÃ¤ zwischen warmen und kalten Januaren, die aufgrund 
der Standardabweichungen aus Abbildung 6.6 abgeleitet wurden, durch eine unt,er- 
schiedliche HÃ¤ufigkeit von Zyklonen zustande kommen. Aufierdem zeigt sich hier ein 
wichtiger Zusammenhang mit der verstÃ¤rkte Warmluftadvektion vom Norclatlantil: 
in die innere Arktis in warmen Janua,ren und mit der stÃ¤rkere Warmluftadvektion 
Ã¼be dem eurasischen Kontinent in kalten Januaren. 
6.1.8 Einfluss synoptischer AktivitÃ¤ auf das regionale Klima 
In Zusammenhang mit der unterschiedlichen synoptischen AktivitÃ¤t bzw. der unter- 
schiedlichen HÃ¤ufigkei von Zyklonen, lassen sich auch wesentliche Unterschiede in  
den Feuchte-, Niederschlags- oder Temperaturfeldern erklÃ¤ren Die Differenzen zwi- 
schen warmen und kalten Januaren sind fÃ¼ die mittleren GrÃ¶Â§ der spezifischen 
Feuchte in 700 hPa,  des Niederschlags, der 2m-Temperatur und der Meereisbede- 
ckung in Abbildung 6.8 dargestellt. 
Der Unterschied im Feuchtefeld in 700 hPa  zeigt in warmen Januaren eine deutlich 
hÃ¶her Feuchte Ã¼be der PazifikkÃ¼st Nordamerikas und dem Ã¶stliche Nordatlantik. 
Geringere Feuchten treten nur Ã¼be dem kanadischen Archipel und der SÃ¼dspitz 
GrÃ¶nland samt angrenzender Meeresgebiete auf. Allerdings sind diese Unterschiede 
allesamt statistisch nicht signifikant. DemgegenÃ¼be zeigt sich ein relativ groÂ§e Be- 
reich in der zentralen und Ã¶stliche Arktis, wo die positiven Differenzen, wegen der 
allgemein sehr trockenen Luft in diesen Gebieten, statistisch signifikant sind. Insbe- 
sondere Ã¼be der zentralen Arktis lÃ¤ss sich dieser signifikante Unterschied zwischen 
warmen und kalten Januaren auf die unterschiedliche Advektion zurÃ¼ckfÃ¼hr (ver- 
gleiche Abbildung 6.5). 
Die grÃ¶flte Unterschiede im Niederschlag treten Ã¼berwiegen Å¸be dem Nordat- 
lantik und an der PazifikkÃ¼st Nordamerikas auf. Der hÃ¶her Niederschlag an der 
SÃ¼d und OstkÃ¼st GrÃ¶nland in warmen Januaren zeigt dabei eine gute Ãœberein 
stimmung mit der grÃ¶Â§er HÃ¤ufigkei von Zyklonen in diesen Gebieten. SÃ¼dÃ¶stli 
von diesen Gebieten zeigen allerdings die kalten Januare einen schmalen Streifen 
mit mehr Niederschlag, was sich durch die Zyklonenstatistik nicht ohne weiteres 
erklÃ¤re lÃ¤sst Ein deutlicher Zusammenhang zwischen der ZyklonenhÃ¤ufigkei und 
dem Niederschlag zeigt sich aber Ã¼be dem Norden Russlands, wo die kalten Januare 
infolge der grÃ¶Â§er HÃ¤ufigkei von Zyklonen a,uch mehr Niederschlag aufweisen. 
Wegen der allgemein sehr geringen Niederschlage in der zentralen Arktis (verglei- 
che Abschnitt 7.3.1) treten statistisch signifikante Differenzen im Niederschlagsfeld 
fast ausschlieÂ§lic Å¸be dem Arktischen Ozean auf. Der hÃ¶her Niederschlag Ã¼be 
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(a) Spezifische Feuchte in 700 1iPa (b) Niederschlag 
(d) Meereisbedeckung 
Abbildung 6.8: Differenz zwischen den 12 warmen und den 12 kalten Januaren von 
(a) der mit,tleren spezifischen Feuchte in 700 hPa (g/kg), (b) dem mittleren monatli- 
chen Niederschlagssummen (mm), (C) der mittleren Temperatur in 2 m HÃ¶h (K) und 
(d) der mittleren Meereisbedeckung (%, Landgebiete sind hellgrau dargestellt). Die 
gestrichelten Linien geben die 95%-Signifikanzgrenze an. 
den meisten Teilen des Arktischen Ozeans in warmen Januaren lÃ¤ss sich auch hier 
auf eine grÃ¶fler HÃ¤ufigkei von Zyklonen zurÃ¼ckfÃ¼hre Die meisten dieser Zyklo- 
nensysterne haben allerdings einen minimalen Kerndruck Ã¼be 980 hPa  und sind 
demzufolge in Abbildung 6.7 nicht dargestellt. 
Die grÃ¶flte Unterschiede zwischen warmen und kalten Januaren zeigen sich gemÃ¤ 
ihrer Definition auch bei den 2m-Temperaturen. Temperaturdifferenzen von mehr 
als 8 K treten Ã¼be der Barentssee und der Labradorsee auf. Aber auch Å¸be der 
Gronlandsee, Teilen des Ã¶stliche Arktischen Ozeans und der PazifikkÃ¼st Nord- 
amerikas und Ostasiens treten stat,istisch signifikante Temperaturdifferenzen auf. 
Die warmen Januare weisen dort jeweils hÃ¶her Temperaturen auf, zeigen im Be- 
reich des kanadischen Archipels aber auch um bis zu 2 K niedrigere Temperaturen 
als die kalten Januare. Dieser Umstand lÃ¤ss sich dadurch erklÃ¤ren dass in warmen 
Januaren das Zentrum des troposphÃ¤rische Wirbels (siehe Abbildung 6.2(a)) gera- 
de Å¸be diesem Gebiet anzutreffen ist., und der Wirbel a n  sich durch extrem kalte 
und trockene Luft gekennzeichnet ist IOVERLAND et al., 19971. 
Die Ursachen fÃ¼ die in warmen Januaren deutlich hÃ¶here 2m-Temperaturen Ã¼be 
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der ÃŸarents- GrÃ¶nland und Labradorsee lassen sich auch relativ leicht benennen, 
wenn man die unterschiedliche Meereisbedeckung in warmen und kalten Januaren 
berÃ¼cksichtig (siehe Abbildung 6.8(d)). Alle drei Meeresgebiete weisen in warmen 
Januaren eine deutlich geringere Meereisbedeckung auf als in kalten. Die Unter- 
schiede betragen in der Labradorsee sogar mehr als 40%. Welche Rolle hierbei d ie  
Zyklonen spielen, lÃ¤ss sich nicht ohne weiteres feststellen. Einerseits beeinflussen 
Anomalien der Meereisbedeckung den lokalen und regionalen W'rmeaustausch zwi- 
schen Ozean und AtmosphÃ¤re wodurch wiederum die atmosphÃ¤risch Zi rk~la t~ ion  
beeinflusst wird, und andererseits scheint eine groÂ§ VariabilitÃ¤ in der Meereisbede- 
ckung durch die Effekte der synoptischen AktivitÃ¤ beeinflusst zu werden [AGNEW, 
19931. 
Einen Zusammenhang zwischen der Intensitat des Sibirienhochs und der Meereisbe- 
deckung in der Barents- und Karasee haben G A O  und WU [I9981 festgestellt, wobei 
in diesen Meeren weniger Eis auftritt, wenn die Intensitat des Sibirienhochs hoch ist 
und umgekehrt. Da auch die warmen Januare, in denen die Ausdehnung des Sibiri- 
enhochs nach Norden grÃ¶Â§ ist als in kalten (siehe Abbildung 6.3); eine geringere 
Meereisbedeckung in der Barentssee aufweisen, scheint sich der von GAO und WU 
[I9981 aus Beobachtungsdaten abgeleitete Zusammenhang auch in den Simulationen 
widerzuspiegeln. 
6.1.9 Diskussion 
Ãœbe die Ursachen des Auftretens der beiden atmosphÃ¤rische ZirkulationsstÃ¤nd 
im arktischen Winter lÃ¤ss sich, anhand der gezeigten Simulationsergebnisse, leider 
keine eindeutige Aussage machen. Trotzdem soll hier ein mÃ¶gliche Zusammenhang 
kurz diskutiert werden. 
Die geografische Lage des troposphÃ¤rische Wirbels scheint durch die Lage und 
Nord-SÃ¼d-Orientierun der nÃ¶rdliche Rocky Mountains beeinflusst zu werden, 
durch die, in AbhÃ¤ngigkei der Lage und StÃ¤rk der Westwinde, planetare Wel- 
len ausgelÃ¶s werden [DASILVA und LINDZEN, 19931. Die interannuelle VariabilitÃ¤ 
der Westwinde in Verbindung mit. der Orografie ist. ein mÃ¶gliche Grund fÃ¼ die 
unterschiedliche StÃ¤rk des Troges stromabwÃ¤rt der nÃ¶rdliche Rocky Mountains 
Ã¼be dem kanadischen Archipel, wo auch in kalten Januaren ein. dann aber deutlich 
schwÃ¤che ausgeprÃ¤gte Trog anzutreffen ist. Die StÃ¤rk dieses Troges beeinflusst 
wiederum die Entstehung und Steuerung atlantischer Zyklonen durch die StrÃ¶mun 
in den oberen Schichten der TroposphÃ¤r [SERREZE et  al., 19931. 
Ein deutlich ausgebildeter Trog, oft in der Gestalt eines tiefen isolierten Wirbels, 
tendiert dazu, die synoptische AktivitÃ¤ in der zentralen und Ã¶stliche Arktis zu 
verstgrken, begleitet von einem erhÃ¶hte meridionalen WÃ¤rme und Feuchtetrans- 
port in die innere Arktis. Im Falle eines nur schwach ausgebildeten Troges ist dieser 
polivÃ¤rt gerichtete Transport von WÃ¤rm sehr viel schwÃ¤cher sodass die relativ 
kalte und trockene Luft in der zentralen und Ã¶stliche Arktis von den deutlich mil- 
deren maritimen Luft,massen mittlerer Breiten getrennt bleibt. Dadurch wird ein 
ausgedehnter kalter Wirbel mit Zentrum Ã¼be der Ã¶stliche Arktis begÃ¼nstigt Die- 
ser wirkt wiederum als eine Barriere fÃ¼ Zyklonen, was die Persistenz des Wirbels 
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unterstÃ¼tze kÃ¶nnt [OVERLAND et  al. ,  19971. Aufgrund der komplexen RÃ¼ckkoppe 
lung zwischen den Temperaturen und der Zirkulation lÃ¤ss sich aber nicht eindeutig 
sagen, ob die unterschiedlichen Temperaturen letztlich fÃ¼ die unt,erschiedliche Zir- 
kulation verantwortlich sind oder aus dieser resultieren (vergleiche auch DORN e t  al. 
[2000]). 
6.2 Kennzeichen eines warmen oder kalten Julis 
In Analogie zu den Simulationen des Monats Januar wurden auch die Simulationen 
des Monats Juli analysiert. Der Juli zeigt zwar allgemein eine schwÃ¤cher Varia- 
bilitÃ¤t der mittleren Temperaturen (vergleiche Abschnitt 5.2.3), dennoch kÃ¶nne 
stÃ¤rker Variationen in einigen Teilbereichen der Arktis nicht ausgeschlossen wer- 
den. Die Verbindungen zwischen einem warmen oder kalten arktischen Klima und 
der atmosphÃ¤rische Zirkulation im Juli sind bislang ebenfalls nicht geklÃ¤rt Die 
jeweils 6 Juli-Monate der beiden simulierten warmen bzw. kalten Perioden (verglei- 
che Tabelle 5.3) werden im Folgenden zusammengefasst und als warme bzw. kalte 
Juli-Monate bezeichnet. 
6.2.1 Charakteristika der groflraumigen Zirkulation 
Die Unterschiede in der groflraumigen atmosphÃ¤rische Zirkulation zwischen einem 
warmen und einem kalten arktischen Klima im Juli werden deutlich bei Betrachtung 
der mittleren geopotenziellen HÃ¶h der 500-hPa-DruckflÃ¤che welche in Abbildung 
6.9 dargestellt ist. Neben den mittleren Feldern warmer und kalter Juli-Monate 
enthÃ¤l die Abbildung die Differenz zwischen warmen und kalten Juli-Monaten so- 
wie die Korrelationskoeffizienten zwischen der Å¸be die Nordpolarregion gemittelten 
2m-Temperatur des CTRL und den monatsgemittelten Feldern der geopotenziellen 
HÃ¶h in 500 hPa aller 24 Juli-Simulationen des HIRHAM4. 
Warmen und kalten Juli-Monaten gemeinsam ist ein troposphÃ¤rische Wirbel, der 
durch niedrige geopotenzielle HÃ¶he irn Bereich des Nordpols gekennzeichnet ist und 
jeweils einen Trog Richtung Baffin-Insel aufweist. In kalten Juli-Monaten zeigt sich 
allerdings ein deutlich grÃ¶fiere und tieferer troposphÃ¤rische Wirbel als in warmen 
Juli-Monaten, wobei die grÃ¶fite Differenzen in der westlichen Arktis und Å¸be dem 
Nordatlantik auftreten. Die maximale Differenz von etwa 75 gpm zeigt sich gerade 
im Bereich des Troges Å¸be der Baffin-Insel; sodass kalte Juli-Monate, neben dem 
insgesamt grÃ¶fiere und tieferen Wirbel, vor allem durch einen stÃ¤rkere HÃ¶hentro 
im Bereich der Baffin-Insel charakterisiert sind, wodurch der Wirbel im Mittel eine 
leicht asymmetrische Form aufweist. 
Die Abbildung 6.9(d) mit den Korrelationskoeffizienten zeigt, dass aber auch ein 
signifikanter Zusammenhang zwischen warmen oder kalten Klimabedingungen im 
Juli und der DruckflÃ¤chenhÃ¶ in Nordkanada und Alaska, Å¸be dem Nordatlan- 
tik und Nordskandinavien sowie Teilen Mittel- und Ostsibiriens besteht. a b e r  dem 
zentralen und ostlichen Teil des Arktischen Ozeans sowie Å¸be der westrussischen 
Arktis sind die Differenzen zwischen warmen und kalten Juli-Monaten als auch die 
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(a) Warme Juli-Monate (b) Kalte Juli-Monate 
( C )  Differenz (warm - kalt) (d) Korrelationskoeffizienten 
Abbildung 6.9: Mittlere geopotenzielle HÃ¶h in 500 hPa (gpm) von 12 
Juli-Monaten (a) und 12 kalten Juli-Monaten (b), die Differenz zwischen 
und kalten Juli-Monaten (C) sowie die Korrelationskoeffizienten zwischen der 
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Nordpolarregion gemittelten 2m-Temperatur des CTRL im Juli und den monatsge- 
mitteilen Feldern der geopotenziellen HÃ¶h in 500 hPa aller 24 Juli-Simulationen des 
HIRHAM4 (d). Die gestrichelten Linien geben die 95%-Signifikanzgrenze der Diffe- 
renzen bzw. der Korrelationskoeffizienten an. 
Korrelationskoeffizienten allgemein klein, aber dennoch meist positiv. AuffÃ¤lli ist, 
dass sich Ã¶stlic des Urals der einzige Bereich mit leicht negativer Korrelation befin- 
det. Insgesamt lÃ¤ss sich schlussfolgern, dass die fÃ¼ ein warmes oder kaltes Klima 
relevanten GrÃ¶Â§enschwankung des Wirbels bevorzugt den westlichen und atlanti- 
schen Teil der Arktis erfassen, wogegen die innere Arktis und der zentrale Bereich 
des eurasischen Kontinents davon weniger betroffen sind. 
Auch im Juli scheint ein warmes oder kaltes arktisches Klima mit Unterschieden 
in der atmosphÃ¤rische Zirkulation zusammenzuhÃ¤ngen Im Vergleich zum Januar 
zeigt sich im Juli allerdings ein vÃ¶lli anderer Zusammenhang, der Ã¼berwiegen mit 
der Ausdehnung und nicht mit der Lage des troposphÃ¤rische Wirbels in Verbindung 
st,eht und mÃ¶glicherweis die Phasen der Arktischen Oszillation (AO) reprÃ¤sentier 
(vergleiche Abschnitt 2.3). Die AO ist zwar hauptsÃ¤chlic ein WinterphÃ¤nomen wird 
aber auch im Sommer beobachtet, wenngleich sie dann deutlich schwÃ¤che als im 
Winter ist, [THOMPSON und WALLACE, 20001. 
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6.2.2 Charakteristika der Luftdruckverteilung 
Die entsprechende mittlere L,uftdruckverteilung warmer und kalter Juli-Monate ist 
in Abbildung 6.10 dargestellt. Der Luftdruck in Meeresniveau zeigt in warmen und 
kalten Juli-Monaten jeweils hohen Luftdruck Ã¼be dem Arktischen Ozean und Å¸be 
GrÃ¶nland der wahrscl~einlich aufgrund der verliÃ¤ltnismÃ¤Â sehr kalten Luft in die- 
sen Gebieten entsteht, d.11. hier handelt es sich um thermische Hochdruckgebiete, 
vergleichbar dem bekannteren sibirischen KÃ¤ltehoc iin Winter. Hochdruckgebiete 
Ã¼be dem Arktischen Ozean werden im Sommer zwar auch beobachtet, weisen im 
Mittel aber einen niedrigeren Luftdruck auf (vergleiche Abbildung 2.1). 
Der 11Ã–chst, L ~ f t ~ d r u c k  zeigt sich sowohl in warmen als auch in kalten Juli-Monaten 
Å¸be der Beaufort-See und Ã¼be GrÃ¶nland wo jeweils auch Beobachtungen im Mittel 
den hÃ¶chste Luftdruck aufweisen. Gerade im Bereich GrÃ¶nland zeigen sich aber 
auch die grÃ¶Â§t Differenzen zwischen einem warmen und kalten Juli. Die warmen 
(a) Warme Juli-Monate (b) Kalte Juli-Monate 
(C) Differenz (warm - kalt) (d) Korrelationskoeffizienten 
Abbildung 6.10: Mittlerer Luftdruck in Meeresniveau (hPa) von 12 warmen Juli- 
Monaten (a) und 12 kalten Juli-Monaten (b),  die Differenz zwischen warmen und kal- 
ten Juli-Monaten (C) sowie die Korrelationskoeffizienten zwischen der Å¸be die Nord- 
polarregion gemittelten 2m-Temperatur des CTRL im Juli und den monatsgemittelten 
Feldern des Luftdrucks in Meeresniveau aller 24 Juli-Simulationen des HIRHAM4 (d). 
Die gestrichelten Linien geben die 95%-Signifikanzgrenze der Differenzen bzw. der 
Korrelationskoeffizienten an. 
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Juli-Monate zeigen dort,  in Verbindung mit dem schwÃ¤chere HÃ¶hentrog verbreitet 
einen um 4 hPa hÃ¶here Luftdruck als die kalten. Niedrigerer Luftdruck tritt  im Jul i ,  
sowohl in warmen als auch in kalten Juli-Monaten, vor allem Ã¼be dem eurasischen 
Kontinent auf, wobei die Differenzen dort meist kleiner als 1 hPa  sind. 
Die Korrelationskoeffizienten zwischen den gebietsgemittelten 2m-Temperaturen 
und den Luftdruckfeldern zeigen, dass hohe mittlere Temperaturen in der Nord- 
polarregion mit hohem Luftdruck in und um GrÃ¶nlan verbunden sind, wobei d o r t  
auch ein statistisch signifikanter Zusammenhang besteht. Im Gegensatz zum Geopo- 
tenzial in 500 hPa zeigt sich Ã¼be Alaska und Ostsibirien allerdings kein signifikanter 
Zusammenhang zwischen den gebietsgemittelten 2m-Temperaturen und dem Luft- 
druck. 
6.2.3 Charakteristika der Temperaturverteilung 
Die Temperaturverteilung in 850 hPa von warmen und kalten Juli-Monaten zeigt 
Abbildung 6.11. Warme und kalte Juli-Monate zeigen jeweils die tiefsten Tempera- 
turen Ã¼be dem Arktischen Ozean und dem grÃ¶nlÃ¤ndisch Eisschild, wogegen die 
hÃ¶chste Temperaturen in der Randzone Å¸be den Kontinenten auftreten. 
Die grÃ¶ÃŸt Differenzen zwischen warmen und kalten Juli-Monaten zeigen sich auch 
bei den Temperaturen Ã¼be Nordkanada und Alaska, Ost- und Mittelsibirien, Nord- 
skandinavien und vor allem im Bereich des kanadischen Archipels, wobei die Kor- 
relationskoeffizienten in diesem Bereich zwar statistisch signifikant, aber niedriger 
sind als in den anderen erwÃ¤hnte Gebieten. Die grÃ¶ÃŸt Temperaturunterschiede 
sowie die stÃ¤rkst Korrelation tritt  jeweils Å¸be Landgebieten auf, was aufgrund der 
grÃ¶ÃŸer WÃ¤rmekapazitÃ des Meeres auch verstÃ¤ndlic ist. 
Der eben erlÃ¤utert Zusammenhang der regionalen Temperaturverteilung zeigt sich 
auch in hÃ¶here Schichten und bei den bodennahen Temperaturen, wobei die Dif- 
ferenzen mit der HÃ¶h abnehmen. Auf eine Darstellung z.B. der 2m-Temperaturen 
wurde hier verzichtet, da  die Juli-Simulationen des HIRHAM4 Ã¼be dem Arktischen 
Ozean unrealistisch niedrige Temperaturen (im Mittel unter -30Â°C aufweisen. Die 
beobachteten Sommertemperaturen dieser Region liegen im Mittel zwischen -4OC 
und OÂ° (vergleiche Abbildung 2.2), also mehr als 25 K hÃ¶her Der Grund fÃ¼ diese 
extrem niedrigen 2m-Temperaturen in den Juli-Simulationen des HIRHAM4 liegt 
in den niedrigen OberflÃ¤chentemperature des CTRL, die als unterer Randantrieb 
im HIRHAM4 Verwendung finden und demzufolge die Simulationsergebnisse des 
HIRHAM4 mitbestimmen. Ein Wechsel der Meereis-Parametrisierung (vergleiche 
Abschnitt 3.3.3) als auch die Anwendung der verbesserten Interpolation der unte- 
ren Randdaten (vergleiche Abschnitt 3.4) bringen diesbezuglich keine wesentliche 
Verbesserung 
Da sich die bodennahen Temperaturen beispielsweise auch auf die Verdunstung, 
den Niederschlag und die atmosphÃ¤risch Zirkulation auswirken, z.B. Å¸be die Bil- 
dung und IntensitÃ¤ des Kalt,ehochs Ã¼be dem Arktischen Ozean, kÃ¶nne die Er- 
gebnisse der Juli-Simulationen des HIRHAM4 wohl nur einen Anhaltspunkt fÃ¼ die 
groÃŸrÃ¤umig Zirkulations- und Temperaturdifferenzen zwischen warmen und kal- 
ten Juli-Monaten liefern. Hier zeigt sich eine wesentliche SchwÃ¤ch des Konzepts der 
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(a) Warme Juli-Monate 
(C)  Differenz (warm - kalt) 
(b) Kalte Juli-Monate 
(d) Korrelationskoeffizienten 
Abbildung 6.11: Mittlere Temperatur in 850 hPa ('C) von 12 warmen Juli- 
Monaten (a) und 12 kalten Juli-Monaten (b), die Differenz zwischen warmen und kal- 
ten Juli-Monaten (C) sowie die Korrelationskoeffizienten zwischen der Ã¼be die Nord- 
polarregion gemittelten 2m-Temperatur des CTRL im Juli und den monatsgemittelten 
Feldern der Temperatur in 850 hPa aller 24 Juli-Simulationen des HIRHAM4 (d). Die 
gestrichelten Linien geben die 95%-Signifikanzgrenze der Differenzen bzw. der Korre- 
lationskoeffizienten an, 
regionalen Klimamodellierung: Die QualitÃ¤ der Simulationsergebnisse wird ganz 
entscheidend durch die QualitÃ¤ der Randantriebsdaten bestimmt [CHRISTENSEN 
et al . ,  19971. 
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Winterklima 
In diesem Kapitel wird der Einfluss der Nordatlantischen Oszillation (NAO) auf 
die Klimabedingungen im arktischen Winter analysiert. D a  die N A 0  hauptsÃ¤chlic 
ein WinterphÃ¤nome darstellt, wurde auf eine entsprechende Untersuchung fÃ¼ den 
arktischen Sommer verzichtet, wodurch mehr Rechenzeit fÃ¼ die Wintersimulationen 
zur VerfÃ¼gun stand. Deswegen ist auch nicht nur ein reprÃ¤sentative Monat fÃ¼ den 
Winter ausgewÃ¤hl worden, sondern es wurden 24 komplette Wintersimulationen 
von Dezember bis MÃ¤r durchgefÃ¼hrt von denen, entsprechend der Einteilung von 
Abschnitt 5.2.3, 12 Winter die positive Phase und 12 Winter die negative Phase 
der N A 0  reprÃ¤sentieren Erstere werden hier als positive Winter und letztere als 
negative Winter bezeichnet. 
Aufgrund der Gemeinsamkeiten zwischen N A 0  und Arktischer Oszillation (AO) 
hiitte hier s ta t t  N A 0  auch der Begriff AO verwendet werden kÃ¶nnen Der Begriff 
N A 0  steht hier reprÃ¤sentati fÃ¼ das dominierende natÃ¼rlich SchwingungsphÃ¤no 
men der NordhemisphÃ¤re das aufgrund einer unterschiedlichen Betrachtungsweise 
in der Literatur teilweise als N A 0  und teilweise als AO bezeichnet wird. 
7.1 Charakteristika der groÃŸrÃ¤umig Zirkulation 
Abweichend zum bisherigen Vorgehen, der Vorstellung der Simulationsergebnisse 
des HIRHAM4, soll hier auch die Luftdruckverteilung aus dem CTRL gezeigt wer- 
den, um einerseits die typischen Unterschiede in der nordhemisphÃ¤rische Zirkulati- 
on zwischen den verschiedenen Phasen der N A 0  zu verdeutlichen und andererseits 
mÃ¶glich Unterschiede zwischen den HIRHAM4-Simulationen und dem CTRL zu 
diskutieren. 
In Abbildung 7.1 ist der mittlere Luftdruck in Meeresniveau nÃ¶rdlic von 20Â° fÃ¼ 
die positiven und die negativen Winter und die Differenz zwischen beiden dargestellt,. 
Die Luftdruckverteilung im Winter des CTRL ist jeweils durch zwei Tiefdruckzen- 
tren in der Umgebung der Aleuten und Islands gekennzeichnet, wobei der mit,tlere 
Luftdruck im Kern dieser Tiefdruckgebiete jeweils etwas weniger als 1000 hPa be- 
trÃ¤gt Hoher Luftdruck herrscht im Winter vor allem Ã¼be den Kontinenten, wobei 
das sibirische KÃ¤ltehoc mit einem mittleren Luftdruck Ã¼be 1030 hPa  hervorsticht. 
Diese typische Druckvert.eilung zeigt sich sowohl in der positiven als auch in der ne- 
gativen Phase der NAO. Wie aus dem Differenzenbild ersichtlich, gibt es aber einige 
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(a) Positive NAO-Phase (b) Negative NAO-Phase 
(C) Differenz (NAO+ minus NAO-) 
Abbildung 7.1: Mittlerer Luftdruck in Meeresniveau (hPa) nÃ¶rdlic von 20Â° von 
12 Wintern in der positiven (a) und 12 Wintern in der negativen Phase der N A 0  (b) 
sowie die Differenz zwischen positiver und negativer Phase (C) vom CTRL. 
deutliche Unterschiede in der IntensitÃ¤ der Druckgebilde. Vor allem das Islandtief 
ist in der positiven NAO-Phase im Mittel um etwa 6 hPa tiefer als in der negativen 
Phase, wogegen im Bereich der Azoren und der iberischen Halbinsel der Luftdruck 
im Mittel um 4 hPa hÃ¶he liegt. 
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(a) Positive NAO-Phase (b) Negative NAO-Phase 
(C) Druckdiffeienz (NAO+ minus NAO-) (d) Hohendifferenz (NAO+ minus NAO-) 
Abbildung 7.2: Mittlerer Luftdruck in Meeresniveau (hPa; Graustufen) und mittlere 
geopotenzielle HÃ¶h in 500 hPa (gpm: gestrichelte Linien im Abstand von 50 gpm) von 
12 Wintern in der positiven (a) und 12 Wintern in der negativen Phase der N A 0  (b) 
sowie die Luftdruckdifferenz (C) und die 500-hPa-H6hendifferenz (d) zwischen positiver 
und negativer Phase. Die gestrichelten Linien in den Differenzenbildern geben die 
95%-Signifikanzgrenze an. 
Dieser Unterschied zwischen positiver und negativer Phase ist auch aus Beobach- 
tungsdaten bekannt (vergleiche Abbildung 1 bei HURRELL und VAN LOON [1997]). 
Im Unterschied zu Beobachtungen zeigt der CTRL allerdings die grÃ¶ÃŸ negative Dif- 
ferenz im Bereich der Norwegischen See und Nordskandinaviens, wogegen Beobach- 
tungen die grÃ¶ÃŸt Differenzen im westlichen Teil des Islandtiefs zwischen GrÃ¶nlan 
und Island aufweisen. Ferner zeigt sich im CTRL auch ein Bereich mit  positiven Dif- 
ferenzen Ã¼be dem Nordpazifik. der in den Beobachtungsdaten von HURRELL und 
VAN LOON [I9971 nicht vorhanden ist. DafÃ¼ zeigen hier die Luftdruckdifferenzen 
eine grÃ¶Â§e 'khnlichkeit mit dem simulierten als auch mit dem beobachteten Muster 
der Arktischen Oszillation (siehe Abbildung 5.2 und die zugehÃ¶rige ErlÃ¤uterunge 
im Text). 
Diese typischen Unterschiede im Luftdruckfeld zwischen positiven und negativen 
Wint,ern des CTRL zeigen sich auch in den Simulationsergebnissen des HIRHAM4, 
welche in Abbildung 7.2 dargestellt sind. a b e r  der gesamten Arktis t r i t t  in der 
positiven Phase der NA0 niedrigerer Luftdruck auf. Der grÃ¶Â§ Unt,erschied mit bis 
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zu 9 hPa ist im Bereich Xordskandinaviens und der Norwegischen See zu sehen. 
Die Differenzen sind Ã¼be SÃ¼dgrÃ¶nlan dem Nordatlantik und Nordeuropa zudem 
statistisch signifikant. Ebenfalls statistisch signifikante Differenzen treten in einem 
schmalen Streifen von Nordkanada bis zur Beringstrafle auf, wo die Unterschiede 
aber nur etwa 3-4 hPa betragen, 
Neben dem Luftdruck zeigt Abbildung 7.2 auch die mittlere geopotenzielle HÃ¶h 
der 500-hPa-Druckflache. Sowohl die Winter der positiven als auch die der negativen 
Phase zeigen einen tropospharischen Wirbel mit Zentrum zwischen dem kanadischen 
Archipel und dem Nordpol, welcher in der positiven Phase aber eine grÃ¶Â§e Ausdeh- 
nung aufweist. Auf der 500-hPa-DruckflÃ¤ch zeigen sich in der positiven Phase der 
N A 0  fast iiber der gesarnt,en Arktis niedrigere HÃ¶he als in der negativen. Lediglich 
im mit,telasiatischen Randbereich der Arktis ist ein entgegenge~et~ztes Vorzeichen 
vorhanden. Die grÃ¶Â§t und Ã¼berwiegen statistisch signifikanten Differenzen treten 
Ã¼be dem atlantischen und pazifischen Randbereich des Wirbels auf, mit maximal 
70 gpm Unterschied im Bereich des Islandtiefs, wogegen sich in der zentralen Arktis 
nur geringe Differenzen zeigen. 
Die Unterschiede zwischen den Luftdruckfeldern der HIRHAM4-Simulationen und 
denen des CTRL sind Ã¼berwiegen gering. Dies trifft auch auf die entsprechen- 
den Felder der 500-1iPa-DruckflÃ¤chenhÃ¶ zu, die hier nur von den HIRHAM4- 
Simulationen gezeigt wurden. Allgemein kann sich, wegen der Koppelung Å¸be die In- 
itialisierung und den stetigen Handantrieb, auch keine wesentlich andere grofiraunii- 
ge Zirkulation im regionalen Modell einstellen. Das regionale Modell ist jedoch in 
der Lage, durch die hÃ¶her AuflÃ¶sun auch kleinrÃ¤umig Strukturen zu entwickeln, 
die leichte Modifikationen der groÂ§raumige Felder bewirken. Im Wesentlichen wer- 
den die Simulationen eines regionalen Modells aber durch die Randantriebsdaten 
geprÃ¤gt Die wirklichen Vorteile des Konzepts der regionalen Klimamodellierung 
werden spÃ¤te in diesem Kapitel noch erlÃ¤utert 
7.2 Charakteristika der Temperaturverteilung 
Wie in Abschnitt 6.2.3 schon dargestellt, werden auch die Temperaturen im 
HIRHAM4 stark durch die Randantriebsdaten bestimmt. Auf eine gesonderte Dar- 
stellung der Temperaturverteilung im CTRL soll deshalb hier verzichtet werden: die 
Abweichungen zwischen den HIRHAM44Simulationen und dem CTRL sind Ã¼ber 
wiegend gering. 
Abbildung 7.3 zeigt die mittleren 2m-Temperaturen in der positiven und negativen 
Phase der N A 0  sowie die Differenz zwischen beiden. Die niedrigsten Temperaturen 
zeigen sich in beiden Phasen Ã¼be dem Arktischen Ozean, dem kanadischen Archipel, 
in GrÃ¶nlan und Ostsibirien, wo jeweils verbreitet mittlere 2m-Temperaturen unter 
-30Â° auftreten. Ãœbe dem grÃ¶nlÃ¤ndisch Eisschild treten, zumindest in der posi- 
tiven NAO-Phase, sogar mittlere Temperaturen von unter -40Â° auf. Die hÃ¶chste 
mittleren Temperaturen (Å¸be OÂ°C zeigen sich Ã¼be dem Nordatlantik und a n  der 
PazifikkÃ¼st Nordamerikas. Man erkennt zudem deutlich den Einfluss des warmen 
Golfstroms auf die Temperaturen in Nordeuropa, wo vergleichsweise relativ milde 
Temperaturen auftreten. 
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(a) Positive NAO-Phase (b) Negative NAO-Phase 
(C) Differenz (NAO+ minus NAO-) 
Abbildung 7.3: Mittlere Temperatur in 2 m HÃ¶h ('C) von 12 Wintern in der po- 
sitiven (a) und 12 Wintern in der negativen Phase der N A 0  (b) sowie die Differenz 
zwischen positiver und negativer Phase (C). Die gestrichelte Linie im Differenzenbild 
gibt die 95%-Signifikanzgrenze an. 
UnabhÃ¤ngi davon, ob diese bodennahen Temperaturen, die Ã¼be den unteren Rand- 
antrieb den Einfluss des CTRL widerspiegeln, realistisch sind oder nicht, zeigt sich 
zwischen positiver und negativer Phase der N A 0  doch ein deutlicher Temperatur- 
unterschied. Fast der gesamte Nordwest~en des eurasisclien Kontinents weist in der 
positiven Phase der N A 0  um etwa 3-6 K hÃ¶her mittlere Temperaturen auf als in 
der negativen Phase. Diese Temperaturdifferenzen sind statistisch signifikant. Um 
etwa 2 K hÃ¶her Temperaturen zeigen sich zudem im Bereich Spitzbergens, der 
Barents- und der Karasee. Ferner ist die positive Phase der NA0 mit niedrigeren 
Temperaturen im Bereich GrÃ¶nland verbunden. An der SÃ¼dspitz und in der Mitte 
GrÃ¶nland betrÃ¤g die Temperaturdifferenz mehr als -3 K ,  Ã¼be der Labradorsee 
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(a) Positive NAO-Phase (b) Negative NAO-Phase 
(C) Differenz (NAO+ minus NAO-) 
Abbildung 7.4: Mittlere Niederschlagssumme (mm) von 12 Wintern in der posi- 
tiven (a) und 12 Wintern in der negativen Phase der N A 0  (b) sowie die Differenz 
zwischen positiver und negativer Phase (C). Die gestrichelt,e Linie im Differenzenbild 
gibt die 95%-Signifikanzgrenze an. 
CTRL jeweils die mittleren Niederschlagssummen im Winter fÃ¼ die positive und 
die negative NAO-Phase sowie die Differenz zwischen beiden dargestellt. 
Am wenigsten Niederschlag fallt in beiden NAO-Phasen der HIRHAM4-Simulatio- 
nen jeweils Ã¼be der Mitte des grÃ¶nlÃ¤ndisch Eisschildes und den ostsibirischen 
Gebirgen. Insbesondere Ã¼be ZentralgrÃ¶nlan betrÃ¤g die mittlere Niederschlagss- 
umme im Winter weniger als 25 mm, doch auch Ã¼be dem zentralen Arktischen 
Ozean fallt im Mittel weniger als 50 mm Niederschlag. DiesbezÃ¼glic zeigen die 
Niederschlagssummen des CTRL ein analoges Bild, wobei allerdings auch an der 
NordwestkÃ¼st GrÃ¶nland entsprechend niedrige Werte auftreten. Zudem sind auch 
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(a) Positive NAO-Phase (b) Negative NAO-Phase 
( C )  Differenz (NAO+ minus NAO-) 
Abbildung 7.5: Mittlere Niederschlagssumme (mm) nÃ¶rdlic von 60Â° von 12  Win- 
tern in der positiven (a) und 12 Wintern in der negativen Phase der NA0 (b) sowie die 
Differenz zwischen positiver und negativer Phase (C) vom CTRL. Der Isolinienabstand 
wurde entsprechend der Einteilung in Abbildung 7.4 gewÃ¤hlt 
die mittleren Niederschlagssummen in der zentralen Arktis niedriger. Allgemein liegt 
die Ursache fÃ¼ diese geringen Niederschlage in den extrem kalten Wintertempera- 
turen dieser Gebiete (siehe Abbildung 7.3), wodurch die AtmosphÃ¤r nur geringe 
Mengen an Feuchtigkeit enthÃ¤lt die fÃ¼ Niederschlagsprozesse zur VerfÃ¼gun stehen 
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kann. 
Ein Zusammenhang des Niederschlags mit der Temperatur zeigt sich auch in d e n  
Gebieten, die im Mittel wÃ¤rmer Klimabedingungen aufweisen. So fÃ¤ll Ã¼be d e n  
im Winter noch recht warmen Meeresgebieten im Nordatlantik und a n  der Pazi- 
fikkÃ¼st Nordamerikas relativ viel Niederschlag. Auch in Nordeuropa zeigen sich 
verhÃ¤ltnismÃ¤Â hohe NiederschlÃ¤ge Die hÃ¶chste Niederschlagssummen in den  
HIRHAM4-Simulationen treten in Verbindung mit Gebirgen auf, vor allem im Be- 
reich der nÃ¶rdliche Rocky Mountains und an der orografisch stark gegliederten 
SÃ¼dkÃ¼s GrÃ¶nlands wo allein im Winter mittlere Niederschlagssummen von teil- 
weise Ã¼be 1000 mm vorkommen. Neben dem Niederschlag durch groflrÃ¤umig He- 
bung im Bereich synoptischer Wettersyteme entsteht dort zusÃ¤tzlic Niederschlag 
aufgrund orografisch erzwungener Hebung von Luftmassen. 
Wegen der grÃ¶bere ReprÃ¤sentatio der Orografie weichen die Niederschlagssum- 
men des CTRL vor allem in den Regionen mit einer starken orografischen Gliede- 
rung deutlich von denen der HIRHAM4-Simulationen ab.  Beispielsweise zeigen die 
HIRHAM4-Simulationen a n  d e r  SiidostkÃ¼st GrÃ¶nland teilweise doppelt so hohe 
Niederschlagssummen wie der CTRL. Mittelhohe Gebirge, wie z.B. der Ural oder 
die Gebirge Ostsibiriens, sind in der T3O-AuflÃ¶sun des ECHAM4 zudem so s tark 
geglÃ¤ttet dass sie kaum einen Einfluss auf die Niederschlagsverteilung im C T R L  
haben. Zudem tritt  im CTRL auch Å¸be den relativ niederschlagsreichen Gebieten 
des Nordatlantiks und der europÃ¤ische Arktis weniger, stellenweise nur halb so viel 
Niederschlag auf als in den HIRHAM4-Simulationen. Ganz allgemein wird der Nie- 
derschlag Å¸be weiten Teilen der Arktis vom ECHAM4 wahrscheinlich unterschÃ¤tzt 
Die grÃ¶Â§t absoluten Niederschlagsdifferenzen zwischen positiver und negativer 
Phase der N A 0  zeigen sich naturgemÃ¤ in den Gebieten, in denen im Mittel viel Nie- 
derschlag fÃ¤llt In der positiven NAO-Phase fÃ¤ll mehr Niederschlag vor allem Ã¼be 
dem Ã¶stliche Nordatlantik und Nordeuropa, wo die Niederschlagsdifferenzen der 
HIRHAM4-Simulationen auch teilweise statistisch signifikant sind. DemgegenÃ¼be 
fÃ¤ll in der negativen Phase der N A 0  mehr Niederschlag a n  der SÃ¼d und WestkÃ¼st 
GrÃ¶nlands in Alaska und Ostsibirien. Die negativen Differenzen der HIRHAM4- 
Simulationen weisen allerdings nur Ã¼be einigen Bereichen des grÃ¶nlÃ¤ndisch Eis- 
schildes statistische Signifikanz auf, wogegen z.B. an der SÃ¼dkÃ¼s GrÃ¶nlands trotz 
einer Niederschlagsdifferenz von teilweise weit Å¸be 100 m m ,  keine statistische Signi- 
fikanz festzustellen ist. (Die Ursache liegt in den extrem unterschiedlichen Nieder- 
schlagssurnmen.) Dennoch zeigen sich gerade im Bereich um GrÃ¶nlan und Island 
sowohl die grÃ¶Â§t positiven als auch die grÃ¶fite negativen Differenzen zwischen den 
beiden NAO-Phasen. Ã„hnlic wie die Unterschiede in der Temperaturverteilung 
weisen auch die Unterschiede in der Niederschlagsverteilung zwischen den beiden 
NAO-Phasen in etwa die gleiche Zweiteilung der Arktis auf. Die Kennzeichen dieser 
Zweiteilung sind mehr Niederschlag Ã¼be dem Ã¶stliche Nordat,lantik und dem Nord- 
westen des eurasischen Kontinents in der positiven Phase und mehr Niederschlag im 
pazifischen Bereich und der westlichen Arktis in der negativen Phase. 
Die Niederschlagsdifferenzen zwischen positiver und negativer Phase der N A 0  sind 
im CTRL qualitativ Ã¤hnlic zu denen der HIRHAM4-Simulationen, doch sind sie 
vor allem Ã¼be GrÃ¶nland dem Nordatlantik und Europa vom Betrag deutlich ge- 
ringer. Diese Regionen sind aber gerade die, die das stÃ¤rkst Signal bezÃ¼glic der 
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NA0 aufweisen. Folglich gibt der CTRL zwar die rÃ¤umliche AbhÃ¤ngigkeite des 
Niederschlags von der NA0 qualitativ wieder, die GrÃ¶flenordnun der natÃ¼rliche 
Niederscl~lagsvariabilitÃ¤ in der Arktis wird aber unterschÃ¤tzt Der zu Beginn dieses 
 abschnitt,^ erwÃ¤hnt Vorteil der regionalen Klimamodellierung bezÃ¼glic der Simu- 
lat,ion des Niederschlags wird hier deutlich. 
7.3.2 Verdunstungssummen 
Neben dem Niederschlag ist auch die Verdunst,ung eine wichtige Grofle im Was- 
serkreislauf. Zudem hat die Verdunstung groflen Einfluss auf den WÃ¤rmehaushal 
der ErdoberflÃ¤che d a  durch sie WÃ¤rme und Strahlungsenergie in latente Energie 
umgewandelt, wird. Die Verdunstung hÃ¤ng von verschiedenen meteorologischen Pa- 
rametern ab,  wie z.B. von der Luftfeuchtigkeit oder der Windgeschwindigkeit, ist 
insbesondere aber auch von der Lufttemperatur abhÃ¤ngig sodass bei gleichem Was- 
servorrat an der ErdoberflÃ¤ch in warmen Gebieten im Allgemeinen mehr Wasser 
verdunstet als in kalten. 
Abbildung 7.6 zeigt die mitt,leren Verdunstungssuminen im Winter fÃ¼ die positive 
und die negative Phase der NA0 sowie die Differenz zwischen beiden. Ein negati- 
ves Vorzeichen bedeutet, dass es durch Verdunstung zu einem Wasserverlust an der 
OberflÃ¤ch kommt. Ein positives Vorzeichen steht entsprechend fÃ¼ einen Wasser- 
gewinn an der OberflÃ¤ch durch ein 6berwiegen der Kondensation. Die rÃ¤umlich 
Verteilung der Verdunst,ung ist durch extrem geringe Verdunstungsraten von we- 
niger als 10 m m  im gesamten Winter in der zentralen Arktis charakterisiert. Ãœbe 
GrÃ¶nlan und weiten Teilen des Arktischen Ozeans Ã¼berwieg im Mittel sogar die 
Kondensation von Wasser an den sehr kalten EisoberfiÃ¤che gegenÃ¼be der Ver- 
dunstung. Lediglich Ã¼be den warmen Meeresregionen und den Kontinentalgebieten 
mit einem relativ milden Winterklima zeigen sich Verdunstungsraten, die grÃ¶Â§ als 
50 mm sind, wobei Ã¼be den auch im Winter verhÃ¤ltnismafli warmen Teilen des 
Nordatlantiks auch Werte von Ã¼be 250 mm erreicht werden. 
Der Unterschied in der Verdunstung zwischen den Wintern der positiven und der 
negativen Phase der N A 0  zeigt sich vor allem im Bereich des Nordatlantiks, wo 
die Differenzen teilweise bis zu 100 m m  betragen. Insbesondere an der SÃ¼dspitz 
GrÃ¶nland und auf Island, aber auch iiber einigen Meeresgebieten zwischen Skandi- 
navien und Spitzbergen ist die Verdunstung in der negativen Phase der N A 0  hÃ¶he 
als in der positiven, wogegen Ã¼be Nordeuropa und sÃ¼dlic von GrÃ¶nlan in der 
positiven Phase eine hÃ¶her Verdunstung festzustellen ist. Ãœbe Nordeuropa und 
teilweise auch sÃ¼dlic von GrÃ¶nlan ist diese Differenz zudem statistisch signifi- 
kant. Trotz der geringen Unterschiede zeigt sich aber auch Ã¼be dem grÃ¶nlÃ¤ndisch 
Eisschild und der GrÃ¶nlandse westlich von Spitzbergen eine statistisch signifikant 
hÃ¶her Verdunstung in der positiven Phase. 
7.3.3 Niederschlag minus Verdunstung 
ErgÃ¤nzen zum Niederschlag und der Verdunstung wurde auch die Verteilung der 
DifferenzgrÃ¶fl Niederschlag minus Verdunstung analysiert. Diese hÃ¤ufi als P - E 
7.3 Charakteristika der Niederschlagsverteilung und Verdunstung 101 
(a) l'u-iit W- SAO-Phase (b) Negative NAO-Phase 
(C) Differenz (NAO+ minus NAO-) 
Abbildung 7.6: Mittlere Verdunstungssumme (mm) von 12 Wintern in der posi- 
tiven (a) und 12 Wintern in der negativen Phase der N A 0  (b) sowie die Differenz 
zwischen positiver und negativer Phase (C). Die gestrichelte Linie im Differenzenbild 
gibt die 95%-Signifikanzgrenze an. 
(Precipitation minus Evaporation) bezeichnete Grofie gibt Auskunft Ã¼be die Hu- 
miditÃ¤ eines Klimas, da  sie letzt,lich den Nettoeintrag von Frischwasser an der Erd- 
oberflÃ¤ch reprÃ¤sentiert 
In Abbildung 7.7 ist. die mittlere Wintersumme von P - E in der positiven und 
in der negativen NAO-Phase dargestellt. Mit, Ausnahme einiger Meeresgebieke des 
Nordatlantiks Ã¼berwieg in der gesamten Arktis der Niederschlag gegenÃ¼be der 
Verdunstung. Im Wesentlichen entspricht die Verteilung von P- E auch der Nie- 
derschlagsverteilung. Eine Ausnahme bilden die eisfreien Gebiete des Nordatlantiks. 
wo die hohen Verdunstungsraten Ã¼be dem offenen, relativ warmen Wasser t,eilweise 
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grÃ¶fle sind als die dort fallenden Niederschlage. Dies betrifft insbesondere das Mee- 
resgebiet sÃ¼dlic von Spitzbergen, wo in1 Mittel mehr als 50 mn1 Wasser verdunstet 
als durch NiederschlÃ¤g fÃ¤llt Da dadurch die Salzkonzentration im Meer ansteigt 
(wodurch die Wasserdichte zunimmt), ist dies ein Anzeichen fÃ¼ eine verstÃ¤rkt ozea- 
nische Tiefemvasserbildung in diesen Meeresgebieten. 
Ein Vergleich der Niederschlags- und Vcrdunstungsunterschiede zwischen positi- 
ver und negativer N.40-Phasen zeigt. dass die Verdunstungsunterschiede Å¸be den 
Landgebieten jeweils geringer sind als die Unterschiede im Niederschlag. Trotz der 
signifikant hÃ¶here Verdunstung iiber Nordeuropa in der positiven Phase gleicht 
der gleichzeit,ig deutlich hÃ¶her Nicderschlag diesen Wasserentzug Å¸be diesem Ge- 
biet mehr als aus. Demzufolge entsprechen die Differenzen der GrÃ¶Â P-  E im 
Wesentlichen denen der Nieclerschlagsdiffere~~ze~i, weswegen hier auch auf eine Dif- 
ferenzenabbildung verzichtet, wurde. Die Differenzen in der inneren Arktis sind sogar 
vom Betrag fast gleich grofi wie beim Nicderschlag. Nur iiber dem Nordatlantik gibt 
es eine teilweise abweichende Verteilung beider GrÃ¶Â§e die mit den hohen Verduns- 
tungsraten Ã¼be diesen Gebieten in Verbindung steht.  
Der Nordatlantik spielt eine wichtige Rolle beim Antrieb der globalen thermoha- 
linen Zirkulation, da  dort das  Ã¼be den Golfstrom einflieflende OberflÃ¤chenwasse 
durch Konvektion in Tiefcnwasser umgewandelt wird [z.B. RAHMSTORF, 1996; CU- 
BASCH und KASANG, 2000]. Neben dem Frischwassereintrag durch FlÃ¼ss und dem 
Abschmelzen oder Ausfrieren von Eis ha t  die GrÃ¶Â P- E groÂ§e Einfluss auf die 
thermohaline Zirkulation. Geringere Niederschlage und eine hÃ¶her Verdunstung, 
also eine Verringerung von P - E, haben eine hÃ¶her Meersalzkonzentration zur 
Folge, wodurch die Dichte des Meerwassers zunimmt, was wiederum eine stÃ¤rker 
Tiefenwasserbildung hervorruft, sodass die thermohaline Zirkulation verstÃ¤rk wird. 
Entsprechend wird bei einer ErhÃ¶hun von P- E die thermohaline Zirkulation ab- 
geschwÃ¤cht Im Extremfall kÃ¶nnt sogar der Golfstrom zum Erliegen kommen. 
Abbildung 7.7 zeigt, dass Å¸be dem Nordatlantik in der positiven NAO-Phase Ã¼ber 
(a) Positive NAO-Phase (b) Negative NAO-Phase 
Abbildung 7.7: Mittlere Summe Niederschlag minus Verdunstung (mm) von 12 Win- 
tern in der positiven (a) und 12 Wintern in der negativen Phase der NA0 (b). Die 
gestrichelten Linien geben die Nulllinie an. 
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wiegend hÃ¶her Werte der GrÃ¶Ã P - E auftreten als in der negativen. Dies be- 
deutet,  dass die thermohaline Zirkulation in der positiven Phase schwÃ¤che sein 
muss. Aufgrund der unterschiedlichen atmosphÃ¤rische FeuchteflÃ¼ss im Bereich des  
Nordatlantiks in den beiden NAO-Phasen hat  die NAO/AO groÃŸ Bedeutung fÃ¼ 
den Frischwasserhaushalt der Arktis [WALSH, 20001 und damit  auch fÃ¼ die globale 
Ozeanzirkulation. 
7.3.4 Niederschlagsakkumulation in GrÃ¶nlan 
Zum Abschluss dieses Abschnitts sollen die Niederschlagsunterschiede zwischen d e n  
beiden NAO-Phasen speziell fÃ¼ das Gebiet GrÃ¶nland dargestellt werden. Da die  
MÃ¶glichkei besteht, aus grÃ¶nlÃ¤ndisch Eisbohrkernen den Nettobetrag des Nie- 
derschlags fÃ¼ historische Zeiten zu rekonstruieren, soll hier untersucht werden, o b  
aufgrund des simulierten gronlÃ¤ndische Niederschlags auf den NAO-Index rÃ¼ck 
geschlossen werden kann. DETHLOFF et  al. [2001b] konnten zeigen, dass die Re- 
konstruktion des Niederschlags aus grÃ¶nlÃ¤ndisch Eisbohrkernen und die Nieder- 
schlagssimulationen des HIRHAM4 qualitativ und auch quantitativ gut Ã¼berein 
stimmen, sodass das regionale Klimamodell ein geeignetes Instrument fÃ¼ die Un- 
tersuchung des Niederschlags Å¸be GrÃ¶nlan darstellt. APPENZELLER et  al. [I9981 
haben die beobachteten Niederschlagsfluktuationen im Westen GrÃ¶nland mit den 
Variationen im NAO-Index in Verbindung gebracht und sehen die Schneeakkumu- 
lationsraten in Eiskernen aus WestgrÃ¶nlan als geeigneten Parameter fÃ¼ die Rekon- 
struktion des NAO-Index. 
In Abbildung 7.8(a) ist die simulierte Niederschlagsdifferenz und in Abbildung 
7.8(b) die entsprechende Differenz von P-  E zwischen den Wintern der positi- 
ven und negativen NAO-Phase dargestellt. Wie bereits oben erwÃ¤hnt zeigt sich 
aufgrund der extrem geringen Verdunstungsraten im Norden und im zentralen Be- 
reich GrÃ¶nland kaum ein Unterschied zwischen den P - E- und Niederschlagsdif- 
ferenzen. Lediglich Ã¼be den sÃ¼dliche KÃ¼stenstreife unterscheiden sich die beiden 
Abbildungen geringfÃ¼gig Daraus lÃ¤ss sich schlieÃŸen dass die Verdunstung im Win- 
ter Ã¼be GrÃ¶nland trotz der teilweise signifikanten Unterschiede zwischen beiden 
NAO-Phasen, keinen entscheidenden Einfluss auf den Wasserhaushalt hat.  Dies- 
bezÃ¼glic ist folglich der Niederschlag die entscheidende GrÃ¶fie auch wenn er Å¸be 
dem grÃ¶nlÃ¤ndisch Inlandeis ebenfalls verhÃ¤ltnismÃ¤fi geringe Wintersummen auf- 
weist. D a  die mittleren Wintertemperaturen GrÃ¶nland zudem deutlich unterhalb 
des Gefrierpunkts liegen (siehe Abbildung 7.3), fÃ¤ll der Niederschlag entsprechend 
in fester Form und wird demzufolge zum grÃ¶fite Teil akkumuliert. 
Die Niederschlagsdifferenzen sind zum Ãœberwiegende Teil negativ, d.h. ein hoher 
NAO-Index steht mit  allgemein geringen Niederschlagen in GrÃ¶nlan in Verbindung 
und umgekehrt. Dieses Resultat deckt sich mit den Ergebnissen von BROMWICH 
et al. ,.1999], die eine negative Korrelation des grÃ¶nlÃ¤ndisch Niederschlags mit dem 
NAO-Index gefunden haben, wobei insbesondere der Niederschlag Ã¼be SÃ¼dgrÃ¶nla 
eine sehr grofie negative Korrelation mit dem NAO-Index aufweist. Auch die Simu- 
lationsergebnisse des HIRHAM4 zeigen die grÃ¶fit Niederschlagsdifferenz zwischen 
den Wintern der positiven und negativen N.40-Phase im sÃ¼dliche KÃ¼stenbereic 
GrÃ¶nlands doch besteht, trotz dieser hohen Niederschlagsdifferenz, nur im Westen 
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(a) Niederschlagsdifferenz (b) Differenz von P- E 
(C) Normierte Niederschlagsdifferenz (d) Korrelationskoeffizienten 
Abbildung 7.8: Differenzen zwischen den jeweils 12 Wintern der positiven und der 
negativen NAO-Phase fÃ¼ das Gebiet GrÃ¶nland von (a) der mittleren Niederschlags- 
summe (mm), (b) der mittleren Summe Niederschlag minus Verdunstung (P-E; mm) 
und (C) der normierten mittleren Niederschlagssumme nach Gleichung 7.1. Ferner 
sind in (d) die Korrelationskoeffizienten zwischen dem NAO-Index des CTRL und 
den Niederschlagsummen der 24 Winter-Simulationen des HIRHAM4 dargestellt. Die 
gestrichelten Linien geben jeweils die 95%-Signifikanzgrenze an. 
NordgrÃ¶nland und einigen Gebieten des zentralen sÃ¼dliche Teils statistische Signi- 
fikanz. Die hohen absoluten Niederschlagsdifferenzen tÃ¤usche somit einen grofien 
Unterschied vor, der eigentlich nicht existiert. Insofern ist es besser, relative Nie- 
derschlagsdifferenzen zu betrachten. Dazu wurden die Niederschlagsdifferenzen mit 
der mittleren Standardabweichung normiert. Die normierte Niederschlagsdifferenz 
ergibt sich demzufolge durch 
wobei P den mittleren Niederschlag und er die entsprechende Standardabweichung 
der jeweils 12 Winter der positiven (Index p) bzw. negativen (Index n) Phase der 
N A 0  angibt.  
Die so normierte Niederschlagsdifferenz ist in Abbildung 7.8(c) dargestellt,. Falls 
AP > 1 oder AP < -1 ist, ist der Betrag der absoluten Differenz grÃ¶fie als die 
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mittlere Standardabweichung, was einen nicht zufÃ¤llige Unterschied vermuten lÃ¤sst 
Die Gebiete Gronlands, in denen die normierte Differenz des Niederschlags vom Be- 
t rag den Wert Eins Ã¼bersteigt sind annÃ¤hern deckungsgleich mit den Gebieten 
statistisch signifikant,er P - E- und Niederschlagsdifferenzen. Allgemein zeigt d e r  
westliche und sÃ¼dlich Teil GrÃ¶nland teilweise deutlich mehr Niederschlag in d e r  
negativen NAO-Phase, wogegen nur im Ã¤uÃŸerst Nordosten Gronlands in der po- 
sitiven NAO-Phase mehr Niederschlag fÃ¤llt Die normierten Differenzen liegen aber  
nur in einigen wenigen Gebieten knapp unterhalb von minus eins. Eine normierte 
Niederschlagsdifferenz AP > 1 tr i t t  zudem in ganz GrÃ¶nlan nicht auf. 
Noch deutlicher wird dieser Zusammenhang bei Betrachtung der Korrelationskoeffi- 
zienten zwischen dem Niederschlag und dem NAO-Index (Abbildung 7.8(d)).  Eine 
positive Korrelation besteht wiederum im Ã¤uÂ§erst Nordosten Gronlands, und eine 
Zone mit negativer Korrelation zieht sich von der SÃ¼dostkÃ¼s Ã¼be den zentralen 
Bereich bis an die NordwestkÃ¼st Gronlands. Allerdings liegen die Korrelationsko- 
effizienten vom Betrag jeweils unterhalb von 0,35 und sind in ganz GrÃ¶nlan s ta-  
tistisch nicht signifikant. Das bedeutet, dass zwar ein Zusammenhang besteht, der  
aber relativ schwach ist und stark von natÃ¼rliche VariabilitÃ¤ Ãœberlager wird. 
APPENZELLER et  al. [I9981 haben in ECMWF-Reanalysedaten einen Ã¤hnliche 
rÃ¤umliche Zusammenhang zwischen dem monatsgemittelten NAO-Index und den 
monatlichen Niederschlagssu~nmen gefunden, wobei die Korrelation teilweise etwas 
grÃ¶ÃŸ gewesen ist als die der gezeigten Simulationen. Zwar zeigen auch die Mo- 
dellergebnisse, dass der Zusammenhang zwischen Niederschlag und NAO-Index i m  
westlichen Teil GrÃ¶nland deutlich grÃ¶ÃŸ ist als zum Beispiel im mittleren oder Ã¶stli 
chen Teil, doch wurden hier nur WinterniederschlÃ¤g berÃ¼cksichtigt d a  die N A 0  ein 
typisches WinterphÃ¤nome ist und im Sommer sehr viel schwÃ¤che in Erscheinung 
tr i t t  [HURRELI, und VAN LOON, 19971. Da andererseits aber der meiste Niederschlag 
Ã¼be Nord- und ZentralgrÃ¶nlan in den Sommermonaten fÃ¤ll [z.B. CHEN e t  al.; 
1997; DETHLOFF et al., 2001b], wenn die N A 0  die atmosphÃ¤risch Zirkulation we- 
niger stark prÃ¤g als im Winter, lÃ¤ss sich vermuten, dass die JahresniederschlÃ¤g 
einen entsprechend geringeren Zusammenhang mit der N A 0  aufweisen. Dies kann 
anhand der Simulationsergebnisse aber nicht nachgeprÃ¼f werden. Dennoch muss 
die von APPENZELLER et  al. [I9981 vorgeschlagene MÃ¶glichkei der Rekonstruktion 
des historischen NAO-Index aus den aus Eisbohrkernen WestgrÃ¶nland abgeleite- 
ten Niederschlagsmengen, bereits aufgrund der nicht signifikanten Korrelation im 
Winter, als unwahrscheinlich angesehen werden. Ein Zusammenhang zwischen dem 
NAO--Index und dem Winterniederschlag im Nordwesten Gronlands ist zwar vor- 
handen, doch ist dieser so stark von natÃ¼rliche NiederschlagsvariabilitÃ¤ Ã¼berlagert 
dass eine rekonstruierte Zeitreihe des NAO-Index groÂ§ Fehler beinhalten muss. 
7.4 Synoptische AktivitÃ¤ 
Die in Abschnitt 6.1.6 bereits angesprochene realistischere Simulation kurzzeitiger, 
synoptischer VariabilitÃ¤ in einem regionalen Klimamodell soll hier zusammen mit 
dem Unterschied zwischen positiven und negativen Phasen der N A 0  analysiert wer- 
den. Als MaÃ fÃ¼ die synoptische AktivitÃ¤ werden wiederum die Standardabwei- 
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chungen der bandpassgefilterten Luftdruckzeitreihen betrachtet; die nur die Varia- 
bilitÃ¤ zwischen zwei und sechs Tagen beinhalten (vergleiche Abschnitt 6.1.6). 
In Abbildung 7.9 sind die mittleren Standardabweichungen der bandpassgefilterten 
Luftdruckzeitreihen fÃ¼ die positive und die negative Phasen der N A 0  dargestellt, 
wobei der obere Teil der Abbildung die Ergebnisse der HIRHAM4-Simulationen 
und der untere die entsprechenden Standardabweichungen aus dem Kontrolllauf des 
ECHO-G (CTRL) zeigt,. Eine hohe synoptische AktivitÃ¤t gekennzeichnet durch 
hohe Standardabweichungen, zeigt sich in allen Bildern Ã¼be dem Nordwesten des 
nordamerikanischen Kontinents, an der WestkÃ¼st GrÃ¶nland und Ã¼be dem Nord- 
atlantik. Eine niedrige synoptische AktivitÃ¤ tritt  jeweils Ã¼be dem Ostteil des eu- 
rasischen Kontinents, dem Arktischen Ozean, dem kanadischen Archipel und der 
Mitte GrÃ¶nland auf. 
Neben diesen allgemeinen Gemeinsamkeiten gibt es aber auch deutliche Untcrschie- 
de sowohl zwischen den beiden NAO-Phasen als auch zwischen den HIRHAM4- 
Simulationen und dem CTRL. Bevor die Unterschiede zwischen den HIRHAM4- 
Simulationen und dem CTRL nÃ¤he dargestellt werden, werden zunÃ¤chs die Unter- 
schiede zwischen positiver und negativer NAO-Phase als Resultat der HIRHAM4- 
Simulationen erlÃ¤.utert 
7.4.1 Unterschiede zwischen den beiden NAO-Phasen 
Die positive Phase ist vor allem durch eine hÃ¶her synoptische AktivitÃ¤ an der 
PazifikkÃ¼st Nordamerikas sowie Å¸be dem Ã¶stliche N ~ r d ~ t l a n t i k  und Nordwesteu- 
ropa gekennzeichnet. DemgegenÃ¼be ist die synoptische AktivitÃ¤ an der WestkÃ¼st 
GrÃ¶nlands Å¸be NordgrÃ¶nlan und Ã¼be dem Arktischen Ozean in der negativen 
Phase hÃ¶her 
SERREZE et  al. [I9971 haben gezeigt, dass in Verbindung mit einem stÃ¤rkere Island- 
tief (wie in der positiven NAO-Phase) mehr Zyklonen Å¸be dem Ã¶stliche Nordatlan- 
tik und vor allem im Bereich des Islandtiefs auftreten. Gleichzeitig werden im Bereich 
von Labrador und Ã¼be der Barents- und Karasee weniger Zyklonen beobachtet. Ers- 
teres stimmt gut mit den Simulationsergebnissen Ã¼berein d a  man davon ausgehen 
kann, dass die synoptische AktivitÃ¤ im Bereich des Islandtiefs hauptsÃ¤chlic durch 
Zyklonen verursacht wird. Im Bereich von Barents- und Karasee zeigen die Simu- 
lationen allerdings keinen groÂ§e Unterschied zwischen den beiden NAO-Phasen. 
Die beobachtete grÃ¶Â§e HÃ¤ufigkei von Zyklonen im Bereich von Labrador in der 
negativen Phase deutet sich zumindest durch die grÃ¶Â§e synoptische AktivitÃ¤ im 
Bereich der Labradorsee und der Baffin-Bay an. 
Nach CHEN et  al. [I9971 fÃ¼hr die hÃ¤ufig Lage eines Tiefdruckgebiets Ã¼be der 
Labradorsee zu erhÃ¶hte Niederschlag Å¸be GrÃ¶nland wogegen fÃ¼ den Fall, dass 
ein Tief im Bereich Islands angesiedelt ist, allgemein weniger Niederschlag Ã¼be 
GrÃ¶nlan fÃ¤llt Die Verbindung besteht in den unterschiedlichen Zugbahnen von 
Zyklonen, die im ersten Fall hÃ¤ufige von der Labradorsee entlang der WestkÃ¼st 
GrÃ¶nland nach Norden ziehen und im zweiten Fall hÃ¤ufige den Bereich um Island 
passieren. Entsprechend des weiter westlich liegenden mittleren Tiefdruckzentrums 
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(a) HIRHAM4: Positive NAO-Phase (b) HIRHAM4: Negative NAO-Phase 
(C) ECHO-G: Positive NAO-Phase (d) ECHO-G: Negative NAO-Phase 
Abbildung 7.9: Mittlere Standardabweichung der bandpassgefilterten (2-6 Tage) 
Luftdruckzeitreihen eines jeden Winters (hPa) von 12 Wintern in der positiven (a) 
und (C) und 12 Wintern in der negativen Phase der N A 0  (b) und (d). Die oberen 
beiden Abbildungen zeigen die Simulationsergebnisse des HIRHAM4 und die unteren 
beiden die des ECHO-G. 
in der negativen NAO-Phase (siehe Abbildung 7.2) zeigt sich auch eine hÃ¶her syn- 
optische AktivitÃ¤ entlang der WestkÃ¼st Gronlands, was eine grÃ¶Â§e HÃ¤ufigkei 
des Durchzugs von Zyklonen andeutet.  Diese kÃ¶nne fÃ¼ die hÃ¶here Niederschlags- 
summen im Westen Gronlands verantwortlich sein (siehe Abbildung 7.8). In Ver- 
bindung mit dieser typischen Zyklonenzugbahn entlang der WestkÃ¼st Gronlands 
erfolgt nach CHEN et  d .  [I9971 hÃ¤ufi auch eine Abspaltung eines zweiten Kerns, 
der Ã¼be die SÃ¼dspitz Gronlands hinweg zieht und auf der Leeseite des grÃ¶nlÃ¤nd 
sehen Eisschildes durch erneute Zyklogenese zu erhÃ¶hte NiederschlÃ¤ge im SÃ¼de 
Gronlands fÃ¼hrt Obwohl diese Zyklonenzugbahn in den Standardabweichungen nur 
schwach zu erkennen ist, kann dies ein Grund fÃ¼ die hÃ¶here NiederschlÃ¤g im 
SÃ¼de Gronlands in der negativen NAO-Phase sein. 
Insgesamt lassen sich die Niederschlagsunterschiede SÃ¼d und WestgrÃ¶nland durch 
die unterschiedliche synoptische AktivitÃ¤ erklÃ¤ren die mit der unterschiedlichen 
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Lage und IntensitÃ¤ des Islandtiefs in den beiden NAO-Phasen in Verbindung steht .  
Das gleiche gilt auch fÃ¼ die hÃ¶here Niederschlage Ã¼be dem Ã¶stliche Nordatlantik 
in der positiven NAO-Phase, die entsprechend der grÃ¶Â§er IntensitÃ¤ des Islandtiefs 
und der damit verbunden grÃ¶Â§er HÃ¤ufigkei von Zyklonen Ã¼be diesen Gebieten 
entstehen. 
Ferner zeigen sich auch Ã¼be Nordwesteuropa deutliche Unterschiede in der synopti- 
schen AktivitÃ¤t In der positiven NAO-Phase zeigt sich eine allmÃ¤hlich Abnahme 
der synoptischen LuftdruckvariabilitÃ¤ in etwa von SÃ¼dwes nach Nordost,, die einen 
annÃ¤hern zonalen Zug von Zyklonen unter fortschreitender AbschwÃ¤chun andeu- 
te t .  Im Gegensatz dazu ist die synoptische AktivitÃ¤ in der negativen Phase nicht nur 
geringer, sondern auch durch einen Bereich mit deutlich reduzierter synoptischer Ak- 
tivitÃ¤ gekennzeichnet, der sich, ausgehend vom sibirischen Hoch, Ã¼be den gesamten 
Norden des eurasischen Kontinents erstreckt. Diese Zone geringer Luftdruckvaria- 
bilitÃ¤ ist ein Hinweis auf eine groÃŸ HÃ¤ufigkei persistenter Druckgebilde, wie z.B. 
ausgedehnte KÃ¤ltehochs Solche Hochdruckgebiete bilden sich im Winter Ã¼be den 
extrem kalten Regionen der Kontinente und haben wegen der sehr tiefen Tempe- 
raturen nur eine geringe vertikale Ausdehnung, d.h. sie sind selten hÃ¶he als 2 km 
[KURZ, 19901. Durch das Absinken kalter Luft entsteht in den oberen Schichten ein 
zyklonaler Wirbel, der einerseits durch ageostrophisches EinstrÃ¶me zur Bildung 
des Bodenhochs fÃ¼hr und andererseits die durchgehende zonale HÃ¶henstrÃ¶mu 
blockiert. Diese Situation wird solange aufrecht erhalten, bis die ursÃ¤chlich diaba- 
tische Abkuhlung der Luft aufhÃ¶rt 
Winterliche KÃ¤ltehoch sind folglich recht langlebig und bei einem Auftreten Ã¼be 
Fennoskandien oder dem Nordwesten Russlands mit extrem kalter Witterung in 
Mittel- und Osteuropa verbunden. DemgegenÃ¼be verhindern ostwÃ¤rt ziehende at- 
lantische Zyklonen durch den mit ihnen verbundenen WÃ¤rme und Feuchtetransport 
die Bildung eines umfangreichen KÃ¤ltehoch Ã¼be Nordeuropa, sodass die Witterung 
in Mittel- und Osteuropa mild und feucht ist. Hiermit lassen sich die deutlich niedri- 
geren Temperaturen und geringeren NiederschlÃ¤ge in Nordeuropa in der negativen 
NAO-Phase erklÃ¤ren 
7.4.2 Unterschiede zwischen regionalem und globalem Modell 
Die wesentlichen Unterschiede in der synoptischen AktivitÃ¤ zwischer positiver und 
negativer NAO-Phase zeigen sich nicht nur in den HIRHAM4-Simulationen, son- 
dern auch im Kontrollexperiment des ECHO-G (ECHAM4lHOPE-G). Allerdings 
existiert auch ein deutlicher Unterschied, der beim Vergleich der einzelnen Bilder 
erkennbar ist: Die Standardabweichungen sind im ECHAM4 in den Randbereichen 
der Arktis und an den KÃ¼ste GrÃ¶nland durchweg hÃ¶he (direkt am Rand besteht 
natÃ¼rlic kein Unterschied) und Ã¼be dem Arktischen Ozean und Ã¼be NordgrÃ¶nlan 
fast flÃ¤chendecken niedriger als im HIRHAM4. Dies deutet darauf hin; dass meridio- 
nale Zugbahnen von Zyklonen und Zyklogenese in der inneren Arktis im HIRHAM4 
hÃ¤ufige vorkommen, wogegen im ECHAM4 in der inneren Arktis weniger Zyklo- 
nen entstehen und ansonsten eine zonale Zugrichtung der Zyklonen hÃ¤ufige ist. 
Die grÃ¶Â§t Unterschiede zwischen HIRHAM4 und ECHAM4 zeigen sich in beiden 
NAO-Phasen (mit etwa 0,5 hPa)  Ã¼be dem Ã¶stliche Arktischen Ozean, wo die syn- 
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optische AktivitÃ¤ des HIRHAM4 deutlich hÃ¶he ist. D a  auch Beobachtungen i m  
Winter eine grofle HÃ¤ufigkei von Zyklonen im Bereich der Barents- und Karasee 
aufweisen (vergleiche Abbildung 2 von SERREZE et  al. [1993]), mÃ¼sse die Simula- 
tionsergebnisse des HIRHAM4 als realistischer angesehen werden. 
Besonders auffÃ¤lli ist der Unterschied zwischen HIRHAM4 und ECHAM4 auch 
im Bereich Nordeuropas. Die oben abgeleitete grÃ¶Â§e HÃ¤ufigkei von persistenten 
Kkltehochs in der negativen Phase der N A 0  lÃ¤ss sich in den Standardabweichun- 
gen des ECHAM4 nicht erkennen. Aus Beobachtungen ist bekannt, dass die negative 
NAO-Phase durch eine grofle HÃ¤ufigkei quasistationÃ¤re Tiefdruck- und Hochdruck- 
gebiete gekennzeichnet ist, die am Boden wie auch in der HÃ¶h die durchgehende 
zonale StrÃ¶mun blockieren. Demzufolge ist in der negativen Phase eine meridionale 
StrÃ¶mun hÃ¤ufiger FÃ¼ den Bereich des Nordatlantiks und Europas haben BUSCH 
et  al. [I9991 gezeigt, dass im Vergleich zu Beobachtungen vor allem im Winter und  
FrÃ¼hjah die zonale StrÃ¶mun vom ECHAM ÃœberschÃ¤t wird. Dadurch wÃ¼rde 
auch atlantische Zyklonen hÃ¤ufige Ã¼be Nordeuropa ziehen, wodurch sich hÃ¶her 
Standardabweichungen des Luftdrucks im Vergleich zu Beobachtungen ergeben. 
Aufgrund der Koppelung Ã¼be den Randantrieb ist das HIRHAM4 natÃ¼rlic nicht in 
der Lage, vÃ¶lli andere groflrÃ¤umig Strukturen zu erzeugen. Die AbhÃ¤ngigkei der  
synoptisch-skaligen FlÃ¼ss vom Randantrieb ist in einem regionalen Klimamodell der 
Arktis jedoch geringer als in einem entqxechenden regionalen Klimamodell fÃ¼ mit t -  
lere Breiten [RINKE und DETHLOFF, 20001. Dementsprechend kann das HIRHAM4 
auf der synoptischen Skala grÃ¶fler Abweichungen zum antreibenden Modell produ- 
zieren, die durch die internen physikalischen Prozesse im Modell bestimmt werden 
(vergleiche auch VON STORCH et al. [2000]). Da, wie bereits in Abschnitt 6.1.6 
erwÃ¤hnt viele dieser Prozesse von der horizontalen AuflÃ¶sun abhÃ¤ngen kann i m  
Vergleich zum ECHAM4 eine realistischere Simulation der synoptischen AktivitÃ¤ 
im HIRHAM4 vorausgesetzt werden. Dies Ã ¤ d e r  sich in der grÃ¶ÃŸer Kurzzeit- 
VariabilitÃ¤ in der inneren Arktis und der Tendenz zu einer stÃ¤rkere meridionalen 
StrÃ¶mun auf der synoptischen Skala. 
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8 ZukÃ¼nftig Ã„nderunge des 
arktischen Winterklimas 
Dieses Kapitel beschÃ¤.ftig sich zum Abschluss mit mÃ¶gliche zukÃ¼nftige Anderun- 
gen des arktischen Winterklimas in einer AtmosphÃ¤r mit erhÃ¶hte Treibhausgasen 
und Aerosolen. Das Hauptaugenmerk liegt dabei auf den mÃ¶gliche Temperatur- 
und NiederschlagsÃ¤nderunge in der Arktis, wobei speziell auch die unterschied- 
lichen Phasen der N A 0  berÃ¼cksichtig werden. Im Wesentlichen soll dabei eine 
AbschÃ¤tzun Ã¼be die GrÃ¶flenordnun der zu erwartenden KlimaÃ¤nderungssignal 
in der Arktis erfolgen. 
8.1 Das Treibhausgassignal i m  arktischen Winter 
Analog zu den Simulationen des vorangegangenen Kapitels wurden auch hier durch- 
weg komplette Winter (Dezember bis MÃ¤rz simuliert, die zu fÃ¼n einzelnen 6-Jahres- 
Perioden, entsprechend der in Abschnitt 5.3.3 diskutierten Auswahl, gehÃ¶ren Zur 
AbkÃ¼rzun werden diese Perioden des GSDIO-Szenarios hier mit Buchstaben ge- 
kennzeichnet. Dabei steht der Buchstabe A fÃ¼ die Periode 1890-1895. der Buchstabe 
B fÃ¼ die Periode 1940-1945, der Buchstabe C fÃ¼ die Periode 1990-1995, der Buch- 
s tabe D fÃ¼ die Periode 2010-2015 und der Buchstabe E fÃ¼ die Periode 2040-2045. 
Die AbkÃ¼rzun SzenD bezieht sich beispielsweise auf die Szenario-Periode 2010- 
2015. 
Um ferner einen reprÃ¤sentative Referenzzustand des natÃ¼rliche arktischen Klimas 
zu erhalten, wurde jeweils der Mittelwert der Perioden A, B und C bestimmt, der 
entsprechend als SzenABC bezeichnet wird. Dabei wird angenommen, dass diese 
drei Perioden nÃ¤herungsweis das mittlere Klima unter nur leicht ansteigenden, fast 
konstanten Treibhausgas- und Aerosol-Konzentrationen reprÃ¤sentieren Die mittle- 
ren Temperaturunterschiede zwischen diesen drei Perioden sind geringer als die zu 
den folgenden Perioden (vergleiche Abbildung 5.7), sodass die Unterschiede vermut- 
lich noch natÃ¼rlich Variationen (bzw. die GrÃ¶fienordnun dieser) reprÃ¤sentieren 
8.1.1 TemperaturÃ¤nderunge 
In Abbildung 8 . l (a )  ist die mittlere 2m-Temperatur in den Wintern der Szenario- 
Perioden A, B und C dargestellt. Die Graustufen wurden zum besseren Vergleich 
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(a) Mittelwert SzenABC 
(C) Differenz SzenD-SzenABC 
(b) Standardabweichung SzenABC 
(d) Differenz SzenE-SzenABC 
Abbildung 8.1: Mittlere Temperatur in 2 m HÃ¶h (a) und die entsprechenden 
Standardabweichungen (b) der jeweils 6 Winter der Szenario-Perioden A, B und 
C (SzenABC) sowie die Differenzen zwischen der Szenario-Periode D (SzenD) und 
SzenABC (C) und zwischen der Szenario-Periode E (SzenE) und SzenABC (d). Tem- 
peraturangaben bei Mittelwerten in 'C, ansonsten in K.  
wie in Abbildung 7.3 gewÃ¤hlt NatÃ¼rlic kann nicht erwartet werden, dass die Tein- 
peraturen von SzenABC vielleicht die positive oder die negative NAO-Phase der 
CTRL-Regionalisierungen reprÃ¤sentieren da  neben der unterschiedlichen Meereis- 
Parametrisierung (siehe Abschnitt 3.3.3) schlieÃŸlic auch verschiedene Modelle mit 
unterschiedlicher AuflÃ¶sun und unterschiedlichen Randbedingungen den Regionali- 
sierungen zugrunde liegen; dennoch soll auf einige Unterschiede hingewiesen werden. 
Die mittleren 2m-Temperaturen von SzenABC sind beispielsweise Ã¼be dem Nord- 
atlantik hoher als in beiden NAO-Phasen. So zeigen sich positive Temperaturen bis 
in die Bare11t.s- und Labradorsee. AuÃŸerde treten mit,tlere 2m-Temperaturen unter 
-40Â° in der gesamt,en Arkt,is nicht auf. Im Gegensatz dazu zeigen sich in SzenABC 
Ã¼be der Baffin-Bay niedrigere 2111-Temperaturen als in beiden NAO-Phasen 
Abbildung 8.1(11) zeigt die Standardabweichungen der mittleren Temperaturen der 
18 einzelnen Winter in Bezug auf den Mittelwert von SzenABC. Die Standardabwei- 
chungen reprÃ¤sentiere hier nÃ¤herungsweis die mittlere natÃ¼rlich Temperat,urva- 
riabilitÃ¤ der arktischen Winter. Die Abweichungen zum Mittelwert von SzenABC 
sind grofitenteils kleiner als 3 K und Å¸be dem eisfreien Nordatlantik sogar kleiner 
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als 1 K.  Nur in Alaska und an den EisrÃ¤nder zeigen sich hÃ¶her Standardabwei- 
chungen, die in der nÃ¶rdliche Barentssee 5 K Ã¼berschreiten Letztere stehen mit 
jÃ¤hrliche Schwankungen der Meereisbedeckung in Verbindung, die in diesen Regio- 
neu besonders groÃ sind. 
Die mÃ¶gliche zukÃ¼nft,ige TemperaturÃ¤nderunge in Bezug auf die ReferenzperL 
oden SzenABC sind fÃ¼ die Periode D (2010-2015) in Abbildung 8.1(c) und  fÃ¼ 
die Periode E (2040-2045) in Abbildung 8.1(d) dargestellt. Bereits fÃ¼ die Winter 
2010-2015 zeigt sich in der gesamten Arktis eine im Mittel hÃ¶her Temperatur, 
die insbesondere in der Ã¶stliche Arktis um mehr als 3 I< Ã¼be dem Referenz-wert 
liegt. In Nordeuropa und dem nÃ¶rdliche Teil Nordamerikas betrÃ¤g die Erwarmung 
immerhin noch mehr als 1,5 K. Die stÃ¤rkst Erwarmungsrate zeigt sich Å¸be der 
nÃ¶rdliche Barantsscc mit etwa 10 K und in1 Bereich der DavisstraÃŸ mit etwa 6 K. 
Diese starke ErwÃ¤rmun ist an eine geringere Meereisbedeckung gekoppelt, die, wie 
oben erwÃ¤hnt auch groÃŸ natÃ¼rlich Schwankungen aufweist. Dennoch liegt die 
ErwÃ¤rmun Ã¼be der nÃ¶rdliche Barant,ssee um etwa 5 K Ã¼be den Standardabwei- 
chungen der Referenzperioden, was somit deutlich Ã¼be die natÃ¼rliche Schwankun- 
gen hinausgeht. 
Fiir die Winter 2040-2045 zeigt sich in den meisten Gebieten der Arktis eine noch 
stÃ¤rker ErwÃ¤rmung Lediglich Ã¼be dem EuropÃ¤ische Nordmeer und der Pazi- 
fikkÃ¼st Nordamerikas liegt die TemperaturerhÃ¶hun noch unterhalb 1,s K.  Auch 
hier zeigt sich das stÃ¤rkst Temperatursignal wiederum an den EisrÃ¤nder (mit  bis 
zu 9 I< Ã¼be der DavisstraÃŸe) wobei nun aber auch Ã¼be der BeringstraÃŸ eine deut- 
liche Erwarmung von knapp 8 I< auftritt. Die ErwÃ¤rmun liegt nun grÃ¶ÃŸtentei 
deutlich oberhalb der Standardabweichungen der Referenzperioden. AuffÃ¤lli ist, 
dass die ErwÃ¤rmun Ã¼be der nÃ¶rdliche Barentssee geringer ist als in den Wintern 
2010--2015, wobei die Meereisbedeckung wieder die entscheidende R,olle zu spielen 
scheint. UnabhÃ¤ngi von dem allgemeinen Trend einer ErwÃ¤rmun zeigt sich hier 
ein Gebiet, das  vermutlich aufgrund natÃ¼rliche Schwankungen eine AbkÃ¼hlun in 
Bezug auf die Jahre 2010-2015 aufweist. 
8.1.2 NiederschlagsÃ¤nderunge 
Neben der Temperatur ist der Niederschlag der wichtigste K l i m a ~ ~ r a m e t e r .  Ana- 
log zur Temperaturabbildung 8.1 enthalt Abbildung 8.2 die entsprechenden Nie- 
derschlagssummen. Die Graustufen bei den mittleren Niederschlagssummen der 
SzenABC-Winter in Abbildung 8.2(a) wurden wiederum zum besseren Vergleich 
Ã¤hnlic wie in Abbildung 7.4 gewÃ¤hlt Abweichungen in den Skalierungen be- 
treffen nur Niederschlagssummen unter 50 mm. Hierin Ã¤uÃŸe sich ein allgemein 
deutlicher Unterschied zwischen den mittleren Niederschlagssummen der CTRL- 
Regionalisierungen und der Regionalisierungen des GSDIO-Szenarios. Letztere zei- 
gen in der inneren Arktis, aber auch Ã¼be LandflÃ¤che mit Ausnahme der KÃ¼sten 
im Mittel immer sehr viel geringere Niederschlage als Erstere, wogegen Å¸be 
dem eisfreien Ozean hÃ¤ufi (aber nicht ausschlieÃŸlich hÃ¶her Niederschlagssum- 
men vorkommen. Die Ursache fÃ¼ diese Differenzen konnte bislang noch nicht ge- 
klÃ¤r werden. Vermutet wird ein Zusammenhang mit  dem Wechsel der Meereis- 
Parametrisierung. Bei den CTRL-Regionalisierungen wurde ein Eisschema verwen- 
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(a) Mittelwert SzenABC 
(C) Differenz SzenD-SzenABC 
(b) Standardabweichung SzenABC 
(d) Differenz SzenE-SzenABC 
(e) Normierte Differenz SzenD-SzenABC (f)  Normierte Differenz SzenE-SzenABC 
Abbildung 8.2: Mittlere Niederscl~lagssummen (a) und die entsprechenden Stan- 
dardabweichungen (b) der jeweils 6 Winter der Szenario-Perioden A. B und C 
(SzenABC), die Differenzen zwischen der Szenario-Periode D (SzenD) und SzenABC 
(C) und zwischen der Szenario-Periode E (SzenE) und SzenABC (d) sowie die nor- 
mierte Differenz (siehe Text) zwischen SzenD und SzenABC (e) und zwischen SzenE 
und SzenABC (f) .  Die gestrichelten Linien bei den absoluten Differenzen geben die 
Nulllinie an. Niederschlagswerte in den Bildern (a)  bis (d) jeweils in mm. 
det ,  dass den WÃ¤rmeflus aus dem Ozean mit einer konstanten Meereisdicke von 2 m 
berechnet. F Ã ¼  die Regionalisierungen des GSDIO-Szenarios wurde der WÃ¤rmeflus 
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aus dem Ozean sowohl mit partieller Meereisbedeckung als auch mit variabler Meer- 
eisdicke bestimmt (vergleiche Abschnitt 3.3.3). Der Einfluss der Meereisdicke auf 
die Simulationsergebnisse des HIRHAM4 wurde von RINKE und DETHLOFF [2000] 
untersucht, mit dem Ergebnis, dass in AbhÃ¤ngigkei der Meereisdicke und der  da- 
mit verbundenen unterschiedlichen WÃ¤rmeflÃ¼s aus dem Ozean groÂ§ Temperatur- 
und Zirkulationsunterschiede Ã¼be dem Arktischen Ozean auftreten. Demzufolge 
ktinnen bei einer unterschiedlichen Parametrisierung von Meereis auch grÃ¶Â§e Nie- 
derschlagsunterschiede nicht ausgeschlossen werden. 
Als Anhaltspunkt fÃ¼ die jÃ¤hrlich Niederschlagsvariabilitat sind in Abbildung 8.2(b) 
die Standardabweichungen der 18 einzelnen Wintersummen in Bezug auf den Mit- 
telwert von SzenABC dargestellt. Ã„hnlic wie die mittleren Niederschlagssummen 
weisen auch die Standardabweichungen starke rÃ¤umlich Unterschiede auf, wobei die 
Regionen mit niedrigen mittleren Niederschlagssummen auch entsprechend niedrige 
St,andardabweichungen aufweisen und umgekehrt. Die mengenmÃ¤Â§ stÃ¤rkste Kie- 
derschlagsschwankungen zeigen sich naturgemÃ¤f an den niederschlagsreichen, oro- 
grafisch stark gegliederten Kustenzonen der Arktis, a n  der SÃ¼dspitz GrÃ¶nlands 
Ã¼be Island, der norwegischen KÃ¼stenregio und vor allem an der PazifikkÃ¼st Nord- 
amerikas. AuÂ§erde zeigt sich ein Gebiet mit starker NiederschlagsvariabilitÃ¤ Ã¼be 
der Barentssee, in welchem auch schon starke Temperaturschwankungen festgestellt 
wurden (siehe Abbildung 8.1(b)), die mit. Schwankungen der Meereisbedeckung in 
Verbindung stehen. 
Die mÃ¶gliche zukÃ¼nftige NiederschlagsÃ¤nderunge in Bezug auf die Referenzperi- 
oden SzenABC sind fiir die Periode D (2010-2015) in Abbildung 8.2(c) und fÃ¼ die 
Periode E (2040-2045) in Abbildung 8.2(d) dargestellt. Die Winter 2010-2015 zeigen 
insgesamt, eine leichte Zunahme der Niederschlage in der Arktis, wobei die Gebiete 
stÃ¤rkste NiederschlagsvariabilitÃ¤ auch mengenmÃ¤Â§ den hÃ¶chste Zuwachs zeigen, 
der dadurch allerdings relativiert wird. Gebiete mit einer Abnahme des Niederschlags 
sind vor allem Ã¼be Teilen des Nordatlantiks, a n  der NordostkÃ¼st GrÃ¶nland und 
nÃ¶rdlic von Skandinavien angesiedelt. Allerdings betrÃ¤g die Abnahme selten mehr 
als 30 mm, was angesichts des meist hohen mittleren Gesamtniederschlags dieser 
Gebiete nicht sehr viel ist. 
Um die relativen NiederschlagsÃ¤nderunge deutlicher hervorzuheben wurden die 
Niederschlagsdifferenzen durch die mittleren Niederschlagssummen der Referenzpe- 
rioden (SzenABC) dividiert. Die so normierten Differenzen sind in den Abbildungen 
8.2(e) und 8.2(f) dargestellt. Eine normierte Differenz von eins besagt z.B., dass die 
NiederschlagsÃ¤nderun genauso groÂ ist wie die mittlere Niederschlagssumn~e der 
Referenzperioden, d .h.  die Niederschlagsmenge hat  sich verdoppelt. Entsprechend 
hat  sich die mittlere Niederschlagsmenge halbiert, wenn die normierte Differenz den 
Wert -0,5 annimmt. Ein Halbierung des Niederschlags t r i t t  allerdings in der ge- 
samten Arktis nicht auf. Bereits fÃ¼ die Winter 2010-2015 zeigen sich aber mehrere 
Regionen, in denen sich die Niederschlagssummen verdoppelt haben, so z.B. im Be- 
reich der Karasee und Teilen Mittelsibiriens und der Baffin-Bay. Diese Gebiete zeigen 
bekanntlich auch mit die hÃ¶chste ErwÃ¤rmungsraten sodass vermutlich eine grÃ¶Â§e 
ZyklonenhÃ¤ufigkei diese gemeinsamen Temperatur- und NiederschlagsÃ¤nderunge 
hervorruft. 
Die Szenario-Periode 2040-2045 zeigt zwar im VerhÃ¤ltni zu den Referenzperioden 
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Ãœberwiegen etwas mehr Niederschlag, doch sind die Unterschiede zur Periode 2010- 
2015 teilweise geringer als die Unterschiede zwischen dieser und den Referenzperi- 
oden. Dennoch gibt es einige deutliche Unterschiede: So zeigt sich nun eine Nie- 
derschlagsabnahme Ã¼be dem Nordwesten des nordamerikanischen Kontinents, de r  
norwegischen KÃ¼st sowie fast an der gesamten OstkÃ¼st GrÃ¶nland und Ã¼be der  
GrÃ¶nlandse bis in die NÃ¤h des Nordpols. MengenmÃ¤fli deutlich mehr Niederschlag 
fÃ¤ll Ã¼be der Labradorsee und der WestkÃ¼st GrÃ¶nland sowie Ã¼be dem Nordwes- 
ten Russlands. Im Verh%ltnis zur mittleren Niederschlagssumme zeigt sich aber vor 
allem Ã¼be Sibirien und dem nordwestlichen Teil GrÃ¶nland deutlich mehr Nieder- 
schlag, der teilweise dreimal hÃ¶he ist als der Referenz-wert (normierte Differenz 
grÃ¶fie zwei). Diese Gebiete mit allgemein geringen WinterniederschlÃ¤ge erfahren 
somit eine starke Niederschlagszunahme unter den angenommenen zukÃ¼nftige Kli- 
marandbedingungen. 
Insbesondere fÃ¼ den nordwestlichen Teil GrÃ¶nland ist dieses Ergebnis von Bedeu- 
tung, wenn man die im vorangegangenen Kapitel erwÃ¤hnt MÃ¶glichkei der Rekon- 
struktion des historischen NAO-Index aus Eisbohrkernen NordwestgrÃ¶nland be- 
denkt. Das Niederschlagssignal durch "Treibhausgase" ist gerade in diesem Gebiet 
besonders hoch und vor allem deutlich grÃ¶fie als das der N A 0  (vergleiche Abbil- 
dung 7.8), sodass vielleicht eher die MÃ¶glichkei besteht, aus Eisbohrkernen Nord- 
westgrÃ¶nland eine historische ErwÃ¤rmun zu rekonstruieren als die NAO. Aller- 
dings soll nicht unerwÃ¤hn bleiben, dass die Winter 2040-2045 im GSDIO-Szenario 
einen niedrigen NAO-Index aufweisen, weswegen die extreme Niederschlagszunah- 
me Ã¼be NordwestgrÃ¶nlan mÃ¶glicherweis ein NAO-Signal darstellt, das vielleicht 
aufgrund einer positiven RÃ¼ckkoppelun zwischen NAO- und Treibhausgas-Effekt 
noch verstÃ¤rk wird. 
8.2 Zusammenwirken von Treibhausgasen und NA0 
Im vorangegangenen Abschnitt wurde untersucht, inwieweit erhÃ¶ht atmosphÃ¤risch 
Treibhausgas- und Aerosolkonzentrationen das arktische Klima beeinflussen. Dabei 
blieb die natÃ¼rlich dekadische KlimavariabilitÃ¤t die z .B.  mit den verschiedenen 
Phasen der N A 0  in Verbindung steht, zunÃ¤chs unberÃ¼cksichtigt In Kapitel 7 wurde 
der Einfluss der N A 0  auf das arktische Klima abgeschÃ¤tzt mit dem Resultat, dass 
bestimmte arktische Regionen stark durch diese natÃ¼rlich Schwingung beeinflusst 
werden. Demzufolge macht es Sinn, die verschiedenen NAO-Phasen auch bei der 
Untersuchung des Einflusses von Treibhausgasen auf das arktische Winterklima zu 
berÃ¼cksichtigen da  sich beide EinflÃ¼ss in ihrer Wirkung Ã¼berlager kÃ¶nnen 
FÃ¼ die Untersuchung des Einflusses der N A 0  unter ansteigenden atmosphÃ¤ri 
schen Treibhausgaskonzentrationen wurden zwei zukÃ¼nftig 8-jÃ¤hrig Perioden des 
GSDIO-Szenarios ausgewÃ¤hlt in denen sowohl die Treibhausgaskonzentrationen 
als auch der mittlere NAO-Index deutlich voneinander abweichen (siehe Abschnitt 
5.3.3). Die erste Periode ist durch einen hohen NAO-Index gekennzeichnet und um- 
fasst die Winter 2013-2020, die im Szenario noch verhÃ¤ltnismÃ¤fi niedrige Treib- 
hausgaskonzentrationen aufweisen. Die zweite Periode, demzufolge mit einem nied- 
rigen NAO-Index, umfasst die Winter 2039-2046, in denen die Treibhausgaskon- 
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zentrationen des Szenarios bereites sehr viel hÃ¶he sind. Die Untersuchung des Zu- 
sanimemvirkens von Treibhausgasen und N A 0  beschrÃ¤nk sich also zwangslÃ¤ufi 
auf den Vergleich der posit,iven NAO-Phase mit geringen Treibhausgaskonzentra- 
tionen mit. der negativen Phase mit hohen Treibhausgaskonzentrationen. D a  sich 
das reale Klima gegenwÃ¤rti in der positiven NAO-Phase befindet, ist die Kenntnis 
der Auswirkungen eines Wechsels in die negative Phase unter weiter zunehmenden 
Treibhausgasen fÃ¼ zukiinftige ~l imaprogi losen vermutlich auch wichtiger. 
8.2.1 Temperaturanderungen 
Abbildung 8.3 zeigt die Differenz der 2m-Temperaturen zwischen den Wintern 2013- 
2020 und den Wintern 2039--2046 sowie die jeweiligen Differenzen zu den Referenzpe- 
rioden (SzenABC). Die Winter 2013-2020 zeigen Ã¤hnlic wie die Winter 2010-2015 
(SzenD) im Vergleich zu den Referenzperioden eine starke Erwarmung von mehr als 
12 I< Ã¼be der nÃ¶rdliche Barentssee. Insgesamt t r i t t  die grÃ¶flt ErwÃ¤rmun in der 
Ã¶stliche Arktis auf. wogegen in der westlichen Arktis und im Bereich des Nordat- 
lant,iks nur geringe Unterschiede fest,zustellen sind. Die Differenzen in der Ã¶stliche 
Arktis und Ã¼be dem Arktischen Ozean sind iiberwiegend statistisch signifikant auf 
dem 95%-Niveau. 
Die Winter 2039-2046 zeigen die in Verbindung mit Abbildung 8.1(d) erlÃ¤uterte 
Temperaturanderungen, d a  die hier gezeigte Periode schliefllich nur um zwei Jahre 
gegeniiber der Periode SzenE erweitert wurde. Die TemperaturÃ¤nderunge in Bezug 
auf die Referenzperiodeii sind nun in den meisten Gebieten der Arktis statistisch 
signifikant. 
Von besonderem Int,eresse ist der Unterschied zwischen den Wintern 2013-2020 mit 
positivem NAO-Index und den Wintern 2039-2046 mit negativem NAO-Index. 
Trotz der allgemein hÃ¶here mit,tleren Temperaturen der Arktis in den Wintern 
2039-2046 (vergleiche Abbildung 5.7fe)) .  die in Zusammenhang mit den zunehmen- 
den Treibhausgaskonzentrationen auftreten, zeigen sich nur in  der westlichen Arktis 
hÃ¶her Temperaturen als in den Wintern 2013-2020. Die grÃ¶Â§t Differenzen von 
mehr als 6 K treten in Alaska und im Bereich der Labradorsee und der Baffin-Insel 
auf. Die erwÃ¤hnte hohen Temperaturen iiber der nÃ¶rdliche Barentssee in den 
Wintern 2013-2020 zeigen sich mit einer statistisch signifikanten Temperaturdiffe- 
renz von etwa 5 K auch im Vergleich mit den Wintern 2039-2046. Daneben treten 
auch von der Norwegischen See bis nach Mittelsibirien in den Wintern 2013-2020 
hÃ¶her Temperaturen auf als in den Wintern 2039-2046, d.h. die grÃ¶Â§ Erwarmung 
Ã¼be dem westlichen Teil des eurasischen Kontinents zeigt sich bereits mit Einsetzen 
der positiven NAO-Phase. Trotz weiterhin zunehmender Treibhausgase dominiert 
die N A 0  die Temperaturen dieser Region, sodass in Verbindung mit der negativen 
Phase sogar eine leichte Abkuhlung eintritt .  
Die Zweiteilung der Arktis in Bezug auf die Unterschiede der mittleren 2m-Tempera- 
turen in den beiden NAO-Phasen, die in Kapitel 7 festgestellt wurde, zeigt sich selbst 
unter den verÃ¤nderte Klimarandbedingungen. Im Vergleich mit den ausschliefllich 
natÃ¼rliche Unterschieden (siehe Abbildung 7.3) wird der Effekt der N A 0  zwar 
durch die allgemeine Temperaturzunahme Ã¼berlagert wirkt sich aber dennoch ent- 
scheidend auf die Ten~peratnrverteilung in der Arktis aus. Dies ist angesichts der in 
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(a) 2013-2020 minus SzenABC (b) 2039-2046 minus SzenABC 
(C) 2013-2020 minus 2039-2046 
Abbildung 8.3: Differenz der mittleren Temperatur in 2 m HÃ¶h (K) zwischen (a) den 
8 Winter von 2013 bis 2020 und den jeweils 6 Wint~ern der Szenario-Perioden A, B 
und C (SzenABC), (b) den 8 Winter von 2039 bis 2046 und SzenABC und (C) den 
8 Winter von 2013 bis 2020 und den 8 Winter von 2039 bis 2046. Die gestrichelten 
Linien geben jeweils die 95%-Signifikanzgrenze an. 
der Ã–ffentlichkei diskutierten globalen ErwÃ¤rmun durch zunehmende Treibhaus- 
gase ein wichtiges Ergebnis fÃ¼ die Interpretation lokaler TemperaturÃ¤nderungen 
8.2.2 NiederschlagsÃ¤nderunge 
Auch fÃ¼ die Unterschiede in der Niederschlagsverteilung zwischen den beiden NAO- 
Phasen zeigten die Ergebnisse von Kapitel 7 eine Zweiteilung der Arktis (siehe Ab- 
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bildung 7.4). Abbildung 8.4 zeigt die entsprechenden Differenzen der mittleren iiie- 
d e r s c l ~ l a g s s u m ~ ~ i e ~ ~  zwischen den Wintern 2013-2020 und den Wintern 2039-2046 
sowie die jeweiligen Differenzen zu den Referenzperioden (SzenABC). Im Vergleich 
zu den Referenzperioden zeigt sich in der Arktis bei zunehmenden Treibhausgas- 
konzentrationen mehrheitlich eine Niederschlag~zunahme~ wobei nur im Bereich des 
Nordatlantiks, insbesondere fÃ¼ die negative Phase der NAO, auch stÃ¤rk Nieder- 
schlagsabnahmen auftreten. Insgesamt zeigt sich iiber dem Ã¶stliche Nordatlantik 
nach einer Zunahme der Niederschlage in den Wintern 2013-2020 eine Abnahme 
(b) 2039-2046 minus SzenABC (a) 2013-2020 minus SzenABC 
(C) 2013-2020 minus 2039-2046 
Abbildung 8.4: Differenz der mittleren Niederschlagssummen (mm) zwischen (a) den 
8 Winter von 2013 bis 2020 und den jeweils 6 Wintern der Szenario-Perioden A, B 
und C (SzenABC), (b) den 8 Winter von 2039 bis 2046 und SzenABC und (C) den 
8 Winter von 2013 bis 2020 und den 8 Winter von 2039 bis 2046. Die gestrichelten 
Linien geben jeweils die 95%-Signifikanzgrenze an. 
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der NiederschlÃ¤g unter den Referenzwert in den Wintern 2039-2046. Eine allge- 
meine Niederschlagszunahme Å¸be dem Nordatlantik bei zunehmenden atmosphÃ¤ri 
schen Treibhausgasen, die durch eine erhÃ¶ht Verdunstung in tropischen und sub-  
tropischen Breiten und einen damit verbundenen grÃ¶flere Wasserdampftransport in 
hÃ¶her Breiten verursacht wird [z.B. CUBASCH und KASANG, 20001, muss folglich 
nicht auftreten. 
Die im VerhÃ¤ltni zum Gesamtniederschlag stÃ¤rkste Niederschlagszunahmen, die  
zudem auch statistisch signifikant sind, treten in den Wintern 2013-2020 Ã¼be 
der Barents- und Karasee sowie Ã¼be der Taymyr-Halbinsel auf, wogegen vor der  
NordkÃ¼st Norwegens die stÃ¤rkst relative Niederschlagsabnahme zu erkennen is t .  
Die Winter 2039-2046 zeigen ebenfalls im Umkreis der Karasee, aber auch Ã¼be 
Teilen Sibiriens und des Arktischen Ozeans sowie Å¸be dem Westteil GrÃ¶nland 
und der Hudson-Bay eine deutliche relative und teilweise statistisch signifikante 
Niederschlagszunahme im Vergleich zu den Referenzperioden. Deutlich weniger Nie- 
derschlag tritt  gleichzeitig Å¸be N o r d ~ e s t k ~ n a d a ,  OstgrÃ¶nland Island und der nor- 
wegischen KÃ¼st auf. Die Niederschlagsabnahmen sind grÃ¶fltenteil statistisch nicht 
signifikant, liegen aber in der Grofienordnung der Standardabweichungen der Refe- 
renzperioden (vergleiche Abbildung 8.2(b)). DemgegenÃ¼be Ã¼berschreite die Nie- 
derschlagszunahmen hÃ¤ufi sogar das zweifache der Standardabweichungen. D a  die  
SignifikanzabschÃ¤tzun wegen der geringen Anzahl von Stichprobenwerten (bzw. 
Freiheitsgraden) einerseits und der fest vorgegebenen Irrtumswahrscheinlichkeit (von 
0,05) andererseits nur relativ grobe Aussagen zulasst, ist der Vergleich mit den Stan-  
dardabweichungen eine zusÃ¤tzlich MÃ¶glichkeit um weitere oder genauere Hinweise 
auf bestehende "signifikante" NiederschlagsÃ¤nderunge zu erhalten. 
Entsprechend beinhalten auch die Niederschlagsdifferenzen zwischen den Wintern 
2013-2020 und 2039-2046 markante Unterschiede, die zwar keine statistische Signifi- 
kanz aufweisen, vom Betrag aber deutlich grofier als die Standardabweichungen sind. 
Die Winter 2013-2020 zeigen vor allem vom Ã¶stliche Nordatlantik bis nach Mittel- 
sibirien zum Teil sehr viel hÃ¶her Niederschlagssummen als die Winter 2039-2046; 
die DifferenzbetrÃ¤g sind dort aber nur Ã¶rtlic statistisch signifikant, dennoch Ã¼ber 
wiegend grÃ¶fle als die Standardabweichungen der Referenzperioden. DemgegenÃ¼be 
fallt in den Wintern 2039-2046 in Ostsibirien, Ã¼be der SÃ¼dspitz und dem nord- 
westlichen Teil GrÃ¶nland sowie Ã¼be der Labradorsee und der Hudson-Bay deutlich 
mehr Niederschlag. Auch dort liegen die DifferenzbetrÃ¤g teilweise deutlich oberhalb 
der Standardabweichungen. Im Gegensatz zu den Temperaturunterschieden sind die 
Niederschlagsunterschiede allerdings nur in kleinen, meist nicht zusammenhÃ¤ngen 
den Gebieten statistisch signifikant. 
Entgegen der in Kapitel 7 festgestellten grÃ¶fiere Niederschlagssummen in Nordeu- 
ropa in der positiven NAO-Phase, was auch durch Beobachtungen gestÃ¼tz wird 
[HURRELL, 1995; HURRELL und VAN LOON, 19971, zeigen hier die Winter 2039- 
2046,die  die negative Phase reprÃ¤sentieren Ã¼be Nordeuropa mehr Niederschlag 
als die Winter 2013-2020, die die positive Phase reprÃ¤sentieren Demzufolge sind 
die Auswirkungen der hÃ¶here Treibhausgaskonzentrationen auf den Niederschlag 
in dieser Region stÃ¤rke als die der NAO. Die oben erwÃ¤hnt Zweiteilung der Ark- 
tis in Bezug auf die Nieder~chl~gsunterschiede zwischen beiden NAO-Phasen zeigen 
sich unter ansteigenden Treibhausgaskonzentrationen somit nur in AnsÃ¤tzen 
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(a) Absolute Differenz (b) Normierte Differenz 
Abbildung 8.5: Differenz der mittleren Summen Niederschlag minus Verdunstung 
(mm) zwischen den 8 Winter von 2013 bis 2020 und den 8 Winter von 2039 bis 
2046 (a) sowie die mit den Standardabweichungen der Referenzperioden normierte 
Differenz (b). Die gestrichelten Linien geben in (a) die 95%-Signifikanzgrenze und in 
(b) die Nulllinie an. 
D a  in den Wintern 2039-2046 in Nordeuropa mehr Niederschlag fÃ¤ll als in den 
Wintern 2013--2020, die Temperat,uren im Mittel aber niedriger sind, kÃ¶nnte deut- 
lichere Unterschiede zwischen beiden Perioden bei der GrÃ¶Â Niederschlag minus 
Verdunstung (P-E)  vorhanden sein. Zudem haben Ã„nderunge von P-E Ã¼be dem 
Nordatlantik groÂ§e Einfluss auf die dortige Tiefenwasserbildung und damit auf die 
Ozeanzirkulation (vergleiche Abschnitt 7.3.3). Modellrechnungen von WOOD e t  al. 
[I9991 ergaben z.B. einen Zusammenbruch der Tiefenkonvektion in der Labrador- 
See bei zunehmenden atmosphÃ¤rische Treibhausgasen. Eine deutliche SchwÃ¤chun 
der thermohalinen Zirkulation bei CO2-Verdoppehing haben auch MANABE und 
STOUFFER [I9991 gefunden. 
Abbildung 8.5 zeigt die P- ^-Differenzen zwischen den Wintern 2013-2020 und 
2039-2046 in Absolutwerten und normiert mit den Standardabweichungen der Re- 
ferenzperioden. Auch bei der GrÃ¶Ã P- E zeigen die Winter 2013-2020 vom Ã¶stli 
chen Nordatlantik Ã¼be die Barentssee bis nach Mittelsibirien hÃ¶her Werte als die 
Winter 2039-2046, die wiederum hÃ¶her Werte Ã¼be Ostsibirien, WestgrÃ¶nland der 
Labradorsee und Teilen des kanadischen Archipels aufweisen. Statistisch signifikant 
sind diese Differenzen wiederum nur in einzelnen, kleineren Gebieten. Die normier- 
ten Differenzen zeigen aber, dass die Unterschiede lokal weit Ã¼be die natÃ¼rliche 
Schwankungen innerhalb der Referenzperioden hinausgehen. 
Die Differenzen von P-E Ã¤hnel in ihrer Verteilung Ãœberwiegen den Niederschlags- 
differenzen (siehe Abbildung 8.4(c)),  allerdings gibt es auch einige markante Unter- 
schiede: NÃ¶rdlic von Norwegen zeigen die Winter 2013-2020 weniger Niederschlag 
als die Winter 2039-2046; gleichzeitig ist aber auch die Verdunstung vom Betrag 
so viel niedriger, dass die DifferenzgrÃ¶Ã P- E letztlich grÃ¶ÃŸ ist als in den Win- 
tern 2039-2046. Diese niedrigere Verdunstung ist insofern bemerkenswert, d a  die 
Winter 2013-2020 in dieser Region etwas hÃ¶her 2m-Temperaturen aufweisen (sie- 
he Abbildung 8.3(c)) und das Meer dort in beiden Perioden eisfrei ist .  Allerdings 
sind die MeeresoberflÃ¤chentemperature an gleicher Stelle in den Wintern 2013-2020 
8.2 Zusammenwirken von Treibhausgasen und N A 0  121 
niedriger als in den Wintern 2039-2046, was als ErklÃ¤run dienen kann. Der glei- 
che Effekt, nur mit vertauschten Perioden, t r i t t  uber der Labradorsee sÃ¼dwestlic 
von GrÃ¶nlan auf. Dort zeigen die Winter 2039-2046 sogar eine statistisch signi- 
fikante Zunahme von P- E. was in Zusammenhang mit  den ebenfalls signifikant 
hÃ¶here Temperaturen (siehe Abbildung 8.3) ein deutliches Anzeichen fÃ¼ eine Ab- 
schwÃ¤chun der Konvektion in der Labradorsee ist. Diese unter zunehmenden at- 
mosphÃ¤rische Treibhausgasen eintretende SchwÃ¤chun der O ~ e a n z i r k u l ~ t i o n  durch 
reduzierte Tiefenwasserbildung in der Labradorsee stimmt mit den Ergebnissen von 
WOOD et al. [I9991 Ã¼berein 
Der oben vermutete deutlichere Unterschied zwischen den beiden Perioden bei der  
GrÃ¶Ã P - E Ã¼be Nordeuropa ist nicht zu erkennen. Die Verdunstungsunterschie- 
de sind uber Nordeuropa vom Betrag jeweils kleiner als 4 mm, was angesichts der  
Niederschlagsunterschiede von etwa 10-60 m m  vernachlÃ¤ssigba ist. Im Nordwes- 
ten Russlands, sÃ¼dlic vom W e i h  Meer. sind die Unterschiede zwischen beiden 
Perioden allerdings grÃ¶ÃŸ als die natÃ¼rliche Schwankungen innerhalb der Refe- 
renzperioden, sodass dort die Wasserverfugbarkeit am Erdboden, trotz negativer 
NAO-Phase, weiterhin deutlich zunimmt. 
Zum Abschluss sei noch mal die im vorangegangenen Abschnitt und Kapitel 7 dis- 
kutierte AbhÃ¤.ngigkei des Niederschlags uber dem Nordwesten GrÃ¶nland von der 
N A 0  erwÃ¤hnt Die fÃ¼ die Schneeakkumulation verantwortliche GrÃ¶Ã P- E zeigt 
im Nordwesten GrÃ¶nland zwar einen Unterschied zwischen den Wintern 2013-2020 
und 2039-2046 von bis zu 30 mm. was in Bezug auf die dortigen Gesamtnieder- 
schlage, die teilweise in der gleichen GrÃ¶ÃŸenordnu liegen, ein extrem hoher Wert 
ist, doch erlaubt der durchgefÃ¼hrt Signifikanztest keine RÃ¼ckschlÃ¼s auf statistisch 
signifikante Unterschiede. 
Im Vergleich zur natÃ¼rliche VariabilitÃ¤ der Referenzperioden sind die Differen- 
zen von P- E im Nordwesten GrÃ¶nland allerdings sehr groÂ (bis zum dreifachen 
der Standardabweichungen). Die Korrelationskoeffizienten zwischen P- E und dem 
NAO-Index des GSDIO-Szenarios liegen im Nordwesten GrÃ¶nland ebenfalls zwi- 
schen -0,7 und -0,s und sind zudem statistisch signifikant. Im Vergleich zu den 
Regionalisierungen des CTRL ist dieser Zusammenhang zwischen P- E und N A 0  
etwa doppelt so hoch. Ferner zeigt sich im Nordwesten GrÃ¶nland aber auch ein 
statistisch signifikanter Zusammenhang zwischen P-E und den mittleren Tempera- 
turen der Nordpolarregion (entsprechend Abbildung 5.7(e)). Die Korrelationskoef- 
fizienten liegen diesbezÃ¼glic zwischen 0,4 und 0,s.  Wenn man davon ausgeht, dass 
das GSDIO-Szenario und der CTRL die NA0 hinreichend realistisch reproduzie- 
ren, kÃ¶nnt eine positive RÃ¼ckkoppelun zwischen NAO- und Treibhausgas-Effekt 
fiir den hier auftretenden starken Zusammenhang verantwortlich sein. 
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In dieser Arbeit wurden regionale K l i m a ~ ~ r i a t i o n e n  der Arktis in Zusammenhang 
mit natÃ¼rliche ZirkulationsÃ¤nderunge untersucht. Die Kenntnis der Ursachen 
natÃ¼rliche arktischer KlimaÃ¤nderunge ist wichtig, d a  Ã„nderunge im arktischen 
Klimasystem, z.B. Ã¼be die Eis-Albedo-RÃ¼ckkoppelun oder die Tiefenwasserbil- 
dung im Nordatlantik, globale Auswirkungen haben kÃ¶nnen Zudem wurde sowohl 
in Beobachtungen als auch in Szenarienrcchnungen globaler Klimamodelle das global 
stÃ¤rkst KlimaÃ¤nderungssigna in der Arktis festgestellt. Die Arktis spielt demzufol- 
ge eine entscheidende Rolle bei der gegenwÃ¤rtige und zukÃ¼nftige Klimaentwick- 
lung. 
FÃ¼ die Untersuchung arktischer Klimavariationen wurde das regionale atmosphÃ¤ri 
sche Klimamodell HIRHAM4 verwendet, das am seitlichen und unteren Rand mit, 
Daten globaler Klimamodelle angetrieben wurde. Im VerhÃ¤ltni zu den globalen 
Modellen besitzt das regionale Modell eine deutlich hÃ¶her horizontale AuflÃ¶sung 
Neben einer realitÃ¤tsnÃ¤her Darstellung regionaler Muster der Temperatur oder des 
Niederschlags werden in einem hochauflÃ¶sende regionalen Modell auch orografische 
Effekte, hydrodynamische InstabilitÃ¤te und Energietransfers zwischen groflen und 
kleinen Skalen realistischer simuliert. Es  konnte gezeigt werden, dass teilweise deut- 
liche Unterschiede zwischen dem regionalen und dem antreibenden globalen Modell 
bei der Simulation des Niederschlags und der synoptisch-skaligen VariabilitÃ¤ beste- 
hen, wobei das regionale Modell nÃ¤he an den Beobachtungen liegt. Hierin zeigte 
sich ein wesentlicher Vorteil des angewandten Konzepts der regionalen Klimamodel- 
lierung. 
Um die internen Fluktuation des arktischen Klimas zu quantifizieren, wurde das 
HIRHAM4 am Rand mit Daten aus einem Kontrolllauf des globalen gekoppelten 
allgemeinen Zirkulationsmodells ECHO-G angetrieben. Simulationen wurden fÃ¼ 
warme und kalte Winter (Januar) und Sommer (Juli) sowie fÃ¼ positive und ne- 
gative Phasen der Nordatlantischen Oszillation (NAO) bzw. Arktischen Oszillation 
(AO) durchgefÃ¼hrt Die interne KlimavariabilitÃ¤ im K ~ n t r o l l l ~ u f  erzeugt realisti- 
sche Variationen der mittleren 2m-Temperatur der Nordpolarregion von bis zu 8 K 
im Januar und 2 K im Juli. Ferner zeigt der Kontrolllauf eine gute obereinstim- 
mung mit Beobachtungen in Bezug auf die Muster und die Variabilitiit der N A 0  
und AO. FÃ¼ die Regionalisierung des arktischen Klimas wurden jeweils zweimal 
zwei 6-Jahres-Perioden ausgewÃ¤hlt die entweder 1 2  warme und 12 kalte Januar- 
bzw. Juli-Monate oder 12 Winter der positiven und 12 Winter der negativen Phase 
der NAO/AO reprÃ¤sentieren 
In Verbindung mit warmen oder kalten arktischen Klimabedingungen zeigten sich 
im Januar zwei verschiedene ZirkulationszustÃ¤nde die sich durch die Lage und Aus- 
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dehnung des troposphÃ¤rische Wirbels unterscheiden. Warme Januare sind durch 
einen troposphÃ¤rische Wirbel uber der westlichen Arktis charakterisiert, wogegen 
kalte Januare einen ausgedehnteren Wirbel mit Zentrum Ã¼be der Ã¶stliche Ark- 
tis aufweisen. Es wird angenommen, dass die interannuelle VariabilitÃ¤ der Zonal- 
strÃ¶mun in Zusammenhang mit der Orografie der nÃ¶rdliche Rocky Mountains ein 
mÃ¶gliche Grund fÃ¼ die unterschiedliche StÃ¤rk des Troges uber dem kanadischen 
Archipel ist. Die StÃ¤rk des Troges beeinflusst die Entstehung und Steuerung a t -  
lantischer Zyklonen durch die StrÃ¶mun in den oberen Schichten der TroposphÃ¤re 
Durch den Einfluss eines starken Wirbels Ã¼be dem kanadischen Archipel (warme 
Januare) ziehen atlantische Zyklonen hÃ¤ufige Ã¼be die GrÃ¶nland und Barentssee 
in die innere Arktis. In Verbindung damit erhÃ¶h sich der meridionale WÃ¤rme und 
Feuchtetransport in diese Region, sodass die extrem kalte und trockene arktische 
Luft durch milde maritime Luftmassen aus mittleren Breiten ersetzt wird. Dem- 
zufolge zeigen sich in warmen Januaren vor allem in der zentralen und Ã¶stliche 
Arktis deutlich hÃ¶her Temperaturen und NiederschlÃ¤g als in kalten Januaren. Der 
Temperaturunterschied betrÃ¤g z.B. Ã¼be der Barentssee mehr als 8 K. HÃ¶her Tem- 
peraturen in diesen Regionen verhindern gleichzeitig die Bildung eines ausgedehnten 
kalten Wirbels, der den Zyklonenzug in die zentrale Ã¶stlich Arktis blockiert und 
die ZonalstrÃ¶mun Ã¼be dem eurasischen Kontinent verstÃ¤rkt Hierin zeigt sich ein 
komplexer RÃ¼ckkoppelungsmechanismu zwischen der arktischen Temperaturvertei- 
lung und der groÃŸrÃ¤umig Zirkulation, der offensichtlich nicht mit den bekannten 
nordhemisphÃ¤rische SchwingungsphÃ¤nomene N A 0  und AO in Verbindung steht.  
In1 Gegensatz zum Januar zeigten sich in warmen und kalten Juli-Monaten ledig- 
lich Unterschiede in der StÃ¤rk des troposphÃ¤rischc Wirbels, jedoch nicht in dessen 
Lage. Im Juli treten die grÃ¶ÃŸt Differenzen Ã¼be GrÃ¶nlan und dem kanadischen 
Archipel auf, zeigen aber wiederum einen Zusammenhang mit der StÃ¤rk des HÃ¶hen 
troges in dieser Region, der im Juli jedoch in direktem Zusammenhang mit den 
kalten Temperaturen im Inneren des Wirbels steht. Die unterschiedliche StÃ¤rk des 
Wirbels im Juli kÃ¶nnt ein Ausdruck der AO sein, aufgrund der Te~nperaturkorre- 
latiou zwischen Januar- und Juli-Monaten ist ein Zusammenhang mit den beiden 
ZirkulationszustÃ¤nde im Januar jedoch wahrscheinlicher. 
Der Schwerpunkt bei der Untersuchung des Einflusses der N A 0  auf das arktische 
Winterklima lag auf den regionalen Unterschieden in der Temperatur- und Nie- 
derschlagsverteilung, die mit den verschiedenen Phasen der N A 0  verbunden sind. 
~ b e r  dem Nordwesten des eurasischen Kontinents treten in Wintern der positi- 
ven NAO-Phase um etwa 3-6 K hÃ¶her Temperaturen sowie hÃ¶her Niederschlage 
als in der negativen Phase auf Der Temperatureinfluss der N A 0  ist damit deut- 
lich grÃ¶ÃŸ als die in den letzten beiden Jahrzehnten an gleicher Stelle beobachtete 
ErwÃ¤rmun von etwa 1-2 K ,  obwohl die letzten 20 Jahren Ã¼berwiegen einen hohen 
NAO-Index aufwiesen und durch zunehmende Treibhausgase gekennzeichnet sind. 
Es ist deshalb anzunehmen, dass der Einfluss der N A 0  auf das Klima Nordeuropas 
unterschÃ¤tz wird. FÃ¼ historische Zeiten rekonstruierte TemperaturÃ¤nderunge im 
nordeuropÃ¤ische Winter von bis zu 6 K kÃ¶nne durchaus die NAO, d.h.  eine interne 
Schwingung der AtmosphÃ¤re reprÃ¤sentieren 
Als Ursache fÃ¼ die groÂ§e Temperatur- und Niederschlagsdifferenzen im Nordwesten 
des eurasischen Kontinents konnte eine grÃ¶ÃŸe HÃ¤ufigkei persistenter, die Zonal- 
strÃ¶mun blockierender Druckgebilde in der negativen Phase ausgemacht werden. 
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Da solche Druckgebilde im Winter hÃ¤ufi thermisch bedingt sind, zeigt sich eine 
wichtige regionale RÃ¼ckkoppelun zwischen der Temperatur und der Zirkulation. 
Die NA0 ha t  ebenfalls groÂ§e Einfluss auf die Temperatur- und Niederschlagsver- 
teilung im Bereich GrÃ¶nlands In Bezug auf den Niederschlag ist dieser Einfluss in 
Ost- und WestgrÃ¶nlan unterschiedlich. Im Nordosten GrÃ¶nland fÃ¤ll in der po- 
sitiven NAO-Phase mehr Niederschlag, wogegen West- und SÃ¼dgrÃ¶nla in  der 
negativen Phase hÃ¶her NiederschlÃ¤g aufweisen. Allerdings ist die jÃ¤hrlich Nie- 
derschlagsvariabilitÃ¤ so groÂ§ dass die Korrelation zwischen dem NAO-Index und 
dem Niederschlag in ganz GrÃ¶nlan nicht signifikant ist. Die von APPENZELLER 
et  al. [I9981 vorgeschlagene Rekonstruktion des historischen NAO-Index aus den 
aus Eisbohrkernen NordwestgrÃ¶nland abgeleiteten Niederschlagsmengen muss auf- 
grund der Simulationsergebnisse als nicht realisierbar angesehen werden. 
Neben natÃ¼rliche interner KlimavariabilitÃ¤ wurde auch ein zusÃ¤tzliche anthro- 
pogener Einfluss auf das arktische Klima unt,ersucht. Dazu wurde das HIRHAM4 
am Rand mit Daten aus einem Szenario fÃ¼ die beobachtete historische und fÃ¼ die 
Zukunft erwartete Ã„nderun von Treibhausgasen und Aerosolen angetrieben. Insge- 
samt zeigt sich in der Nordpolarregion bis zum Jahr  2050 eine mittlere ErwÃ¤rmun 
im Winter von etwa 4,5 K.  Die stÃ¤rkst ErwÃ¤rmun t r i t t  dabei in den Regionen auf, 
die eine starke Abnahme von Meereis aufweisen. In Verbindung damit fÃ¤ll in die- 
sen Gebieten auch mehr Niederschlag. Die stÃ¤rkst relative NiederschlagsÃ¤nderun 
zeigt sich aber Ã¼be dem Nordwesten GrÃ¶nlands wo fÃ¼ die Jahre 2040-2045 eine 
Verdreifachung des Niederschlags simuliert wurde. Allerdings sind diese Jahre im 
Szenario durch niedrige Werte des NAO-Index gekennzeichnet, sodass eine positive 
RÃ¼ckkoppelun zwischen Treibhausgasen und N A 0  dieses starke Signal verursachen 
kÃ¶nnte 
Im Szenario folgt auf einen Anstieg des NAO-Index bis etwa zum Jahr  2020 wieder 
eine Abnahme mit extrem niedrigen Werten in den 2040er Jahren. Diese dekadische 
VariabilitÃ¤ der N A 0  ha t  einen starken Einfluss auf die Temperaturentwicklung der 
Arktis. Einem deutlichen Temperaturanstieg im Norden des eurasischen Kontinents 
und Ã¼be dem Ã¶stliche Arktischen Ozean bis zu den Jahren 2013-2020 folgt in diesen 
Regionen, trotz weiter ansteigender Treibhausgase, wieder eine Temperaturabnah- 
me bis zu den Jahren 2039-2046. Das Temperatursignal der N A 0  ist somit stÃ¤rke 
als eine durch Treibhausgase induzierte ErwÃ¤rmung Demzufolge ist die Kenntnis 
der Ursachen natÃ¼rliche dekadischer Klimaschwankungen fÃ¼ die AbschÃ¤tzun der 
zukÃ¼nftige arktischen Klimaentwicklung eine wichtige Voraussetzung und hat  ins- 
besondere fÃ¼ regionale Prognosen eine groi3e Bedeutung. 
Zudem konnte gezeigt werden, dass regionale RÃ¼ckkoppelunge eine wichtige Rolle 
bei arktischen Klimaschwankungen spielen. FÃ¼ die Untersuchung der zugrunde lie- 
genden Mechanismen ist ein regionales AtmosphÃ¤renmodel aber nicht ausreichend, 
da  es nur eine einseitige Verbindung mit dem Ozean, dem Meereis und der globalen 
atmosphÃ¤rische Zirkulation beinhaltet. Um regionale RÃ¼ckkoppelunge im arkti- 
schen Klimasystem detailiert zu untersuchen, mÃ¼sste zukÃ¼nfti Simulationen mit 
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