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Abstract
Unsupervised Domain Adaptation (UDA) aims to classify unlabeled target do-
main by transferring knowledge from labeled source domain with domain shift.
Most of the existing UDA methods try to mitigate the adverse impact induced
by the shift via reducing domain discrepancy. However, such approaches easily
suffer a notorious mode collapse issue due to the lack of labels in target do-
main. Naturally, one of the effective ways to mitigate this issue is to reliably
estimate the pseudo labels for target domain, which itself is hard. To overcome
this, we propose a novel UDA method named Progressive Adaptation of Sub-
spaces approach (PAS) in which we utilize such an intuition that appears much
reasonable to gradually obtain reliable pseudo labels. Specifically, we progres-
sively and steadily refine the shared subspaces as bridge of knowledge transfer
by adaptively anchoring/selecting and leveraging those target samples with re-
liable pseudo labels. Subsequently, the refined subspaces can in turn provide
more reliable pseudo-labels of the target domain, making the mode collapse
highly mitigated. Our thorough evaluation demonstrates that PAS is not only
effective for common UDA, but also outperforms the state-of-the arts for more
challenging Partial Domain Adaptation (PDA) situation, where the source label
set subsumes the target one.
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1. Introduction
Machine learning approaches have achieved impressive results on several ap-
plications with sufficient labeled training datasets. Unfortunately, due to the
phenomenon known as domain shift [1], a well pre-trained model in some realis-
tic applications often generalizes poorly on related target domain with different
distribution [2, 3, 4, 5, 6]. Besides, it is often too expensive and time-consuming
to re-collect massive amounts of labeled data. As a promising strategy, UDA
effectively enhances the generalization from labeled source domain to unlabeled
target domain by intentionally alleviating domain shift [7]. Currently, there
have had various UDA methods proposed to mitigate the adverse impact of
shift [1], which can be summarized into the following three main paradigms:
(1) sample-based paradigm, which corrects the shift by importance-weighting of
samples [6, 8, 9]; (2) model-based paradigm, which adapts the model parameter
of source domain to target domain by imposing additional constraint [5, 10, 11];
and (3) subspace-based paradigm, which learns the common or domain-invariant
subspaces by distribution or subspace alignment [2, 3, 4].
Unfortunately, although all three above-mentioned paradigms can reduce the
domain discrepancy effectively, they still suffer the notorious mode collapse is-
sue induced by aligning the unknown target domain with multimodal struc-
tures/distribution [12], as shown in Figure 1(a), which limits their performance,
even the label sets of the domains involved are all identical [13, 14]. In par-
ticular, when the label set of all target domain just corresponds to a subset of
the source one, forming a so-called partial domain adaptation (PDA) [15], such
issues will further drastically aggravate the negative transfer due to the exis-
tence of irrelevant or extra classes. Most of the existing approaches utilize the
pseudo labels of target samples to alleviate this issue respectively by fine-grained
2
alignment [16], instance reweighting [17, 18] or discriminative information in-
corporation [12, 14]. Very naturally, the reliability of so-estimated pseudo labels
of target domain becomes a key to mitigate such a collapse. However, current
strategies are still relatively vulnerable due to that the target samples are easily
misclassified invoked by the shift and mode collapse.
To address this problem, a practicable alternative is to progressively anchor
the target samples which have relatively reliable pseudo labels for adaptation.
The intuition is that those pseudo labels with gradually increasing confidence in
learning appear to be more reliable. Therefore, as a try, we propose a novel UDA
method named Progressive Adaptation of Subspaces approach (PAS) where we
follow the subspace-based paradigm mainly for its simplicity.
Specifically, we assume that both source and target samples share the K com-
mon subspaces corresponding to K classes for the multi-modal structure of data
[19]. Then, the knowledge can be transferred by learning the shared subspaces
between the domains involved. Since the target labels are unknown, we first
need to learn the initial subspaces with the source domain. After that, we pro-
gressively anchor and leverage the target samples with reliable pseudo labels
to refine the shared subspaces for adaptation, since the support for the initial
subspaces are defined only over the source domain instances. Subsequently, the
refined subspaces in turn improve the reliability of the pseudo labels for target
samples, allowing us to anchor more samples until traversing all target samples.
In this way, we considerably mitigate the risk of mode collapse in adaptation
with the reliable pseudo labels.
The main idea of PAS is shown in Figure 1(b). For facilitating efforts to repli-
cate our results, our implementation is available on GitHub 1. In summary, this
work makes the following contributions:
1. We explore a novel UDA method named Progressive Adaptation of Sub-
spaces (PAS) for effectively alleviating the mode collapse in domain adap-
1https://github.com/Cavin-Lee/PAS.
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tation.
2. We provide an effective algorithm to implement PAS, which progressively
anchors and leverages the target samples with reliable pseudo labels to
refine the shared subspaces.
3. Experimental results on several public datasets demonstrate the effective-
ness of PAS, especially on a more realistic and challenging scenario (i.e.,
partial domain adaptation).
The rest of this paper is organized as follows. In Section 2, we briefly overview
unsupervised domain adaptation and partial domain adaptation. In Section 3,
we elaborate on the problem formulation, PAS model and optimizing algorithm
in detail. The experimental results and the analysis are reported in Section
4. In the end, we conclude the entire paper with future research directions in
Section 5.
2. Related Work
2.1. Unsupervised domain adaptation
The common setting for UDA is also known as closed-set UDA, where source
and target domains share the identical label set [1]. Several methods are pro-
posed for close-set UDA. In the present study, we focus on subspace-based UDA
paradigm, most of which can be divided in two categories as follows.
Distribution alignment. This category tries to directly align the source and
target domains by learning the joint latent/explicit subspaces to minimize a
certain domain dissimilarity measure between the source and target domain, as
shown in Eq.(1).
min
U
F (U)+λD(Ds‖Dt)
s.t., U ∈ Ω
(1)
where D(Ds‖Dt) is a domain dissimilarity measure between source domain Ds
and target domain Dt on the learned subspaces U, such as Maximum Mean
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(a)
(b)
Figure 1: (a).Existing approaches easily suffer the notorious mode collapse issue induced by
aligning the unknown target domain. (b) The framework of proposed PAS approach: we
progressively anchor target samples with reliable pseudo label for refining the corresponding
subspaces.
Discrepancy [2], Joint Maximum Mean Discrepancy [5, 20], Maximum Classi-
fier Discrepancy [21], Central Moment Discrepancy [22], Bregman divergence
[23],Wasserstein distance [24], A-distance [4], ∆-distance [12] or the distance
between the second-order statistics (covariance) of the source and target fea-
tures [25]. F (U) is the objective function of the subspace learning, which can
be formulated in deep or shallow format. Ω is the constraint for subspace.
Subspace alignment. This category assumes that the domains contain domain-
specific noise but common subspaces. Consequently, the goal of these methods
is to find the optimal transform of the subspaces for matching the source data
to the target data, which can be summarized as Eq.(2):
min
T (·)
D(T (Us)‖Ut) (2)
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where T (·) is a transformation operator to transform the bases of single or mul-
tiple subspaces from source Us to target domains Ut (or vice versa) [26], such
as linear transformation [3] or Geodesic Flow Kernel [27], etc. The commonly-
used domain dissimilarity measure for subspace alignment contains Hellinger
distance [27] or Target density around source (TDAS) [3], etc.
The existing subspace-based UDA methods mainly focus on directly learning
the shared subspaces to transfer the classifier/knowledge obtained in the source
domain. However, these methods still suffer the potential risk of negative trans-
fer, due to the mode collapse, especially for the partial domain adaptation,
whose details will be further discussed in next section. Besides, such methods
commonly learn a classifier only on source domain without exploiting any infor-
mation from target domain, which may limit its performance.
Different from these methods which directly align the entire subspaces/distributions
between source and target domains, in this work, to alleviate the mode collapse
in adaptation, we progressively refine the shared common subspaces by adap-
tively anchoring target samples with reliable pseudo labels. In addition, the
subspaces learned by PAS also play a role of classifier, and are learned from
both source and target domains. In other word, PAS can effectively utilize the
discriminative information from both source and target domains.
2.2. Partial Domain Adaptation
Since the label set of target domain tends to be unknown, it is hard to find
a proper source domain with identical label set to the target domain. Thus, a
more realistic scenario is to transfer knowledge from existing rich domain with
sufficiently large label set (e.g., ImageNet [28]) to unlabeled target domain.
As a result, the target domain may not include some classes present in the
source domain, which is contrary to the assumption of closed-set UDA. Such
scenario naturally derives a new setting for DA, namely partial domain adap-
tation (PDA), which assumes that the target label space is a subspace of the
source label space [15]. Due to the existence of the irrelevant categories in source
domain, the risk of mode collapse in PDA is highly increased in alignment. To
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solve PDA, the existing approaches mainly focus on a reweighting strategy on
example-level [15, 19, 29] or class-level [17, 30] to mitigate the potential negative
transfer caused by irrelevant examples or classes.
Although these approaches achieve performance gains over standard closed-set
UDA methods in PDA tasks. Such methods do not fundamentally solve the
problem of more essential mode collapse. Moreover, such methods commonly
cannot work well on closed-set UDA due to their special design for the PDA
setting. In contrast, the proposed PAS approach focuses on mitigating the
risk of mode collapse in adaptation by gradually providing reliability-increasing
pseudo-labels of the target domain while progressively refining the shared sub-
spaces. In this way, PAS is naturally suitable for both closed-set UDA and PDA
without additional specially designed reweighting strategy.
3. Progressive Adaptation of Subspaces
In this section, we go through the details of the proposed Progressive Adapta-
tion of Subspaces (PAS). In what follows, we detail the formulation of problem,
each component and the learning algorithm for PAS.
3.1. Problem Definition
Given a labeled source domain Ds = {xsi , ysi }ni=1 with n samples and an
unlabeled target domain Dt = {xti}mi=1 with m samples, where their features
xsi ,x
t
i ∈ Rd. The source and target domains follow the distributions p and q,
respectively, and p 6= q. Both domains are assumed from K subspaces cor-
responding to the label space {1, 2, ,K}, where K is the number of classes.
Specifically, for the setting of the closed-set UDA, source and target domains
share the identical label set. As for PDA, the label set of target domain is a
subset of source one. Thus, we further have pC 6= q in PDA, where pC denotes
the distribution of samples belonging to the common categories in source do-
main, but the common categories are unknown. The ultimate goal of PAS is to
learn the shared K multiple subspaces for knowledge transferring based on the
labeled source and the unlabeled target domains.
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3.2. Progressive Adaptation
In this paper, we propose to alleviate the mode collapse in learning by pro-
gressive adaptation so that the shared subspaces U = {U1, ...,UK} can pro-
gressively be refined through gradually anchoring and leveraging target samples
with reliable pseudo labels. To achieve this, the progressive adaptation involves
two key factors, i.e., subspace learning and sample anchoring.
Formally, we denote Uk ∈ Rd×D as the base for the subspace k with D di-
mension and v = [vj ]m as the indicator index of the anchored target samples.
Then, the objective function of implementing the progressive adaptation can be
formulated as:
min
U,W,v
n∑
i=1
K∑
k=1
YikD(x
s
i ,Uk) +
m∑
j=1
vj
K∑
k=1
WjkD(x
t
j ,Uk) + λR(v)
s.t.,Uk ∈ ∆,vj ∈ {0, 1},Wjk ∈ {0, 1},
K∑
k=1
Wjk = 1,∀j = 1 . . .m, k = 1 . . .K
(3)
where D(x,Uk) is the distance from x to Uk for learning the shared subspaces,
R(v) refers to the regularization term for sample anchoring, λ is the trade-
off hyper-parameter for controlling the anchored sample size. ∆ is the con-
straint of subspace learning such as orthogonal constraint. W = [Wjk]m×K
denotes the predictive membership matrix, in which Wjk represents the predic-
tive membership of xtj to the kth subspace. Similarly, Y = [Yik]n×K denotes
the membership matrix of source samples, in which Yik represents the predic-
tive membership of xsi to the kth subspace.
In practice, the target samples with vj = 1 will be anchored to refine the cor-
responding subspace Uk with Wjk = 1. By updating the hyper-parameter
λ, more target samples can adaptively be anchored to progressively refine the
shared subspaces. Meanwhile, the refined subspaces in turn improve the relia-
bility of the pseudo labels or W, since the estimation of W highly relies on the
distance between target sample and its corresponding subspace.
In next sections, we first introduce subspace learning (i.e., D(x,Uk)). Then, we
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present the sample anchoring (i.e., R(v)). Eventually, we articulate the unified
objective function of PAS.
3.3. Subspace Learning
The purpose of subspace learning is to learn the shared subspace as a bridge
for knowledge transfer. In principle, any subspace learning objective can all be
adopted to realize the PAS. In this paper, referring to the K-subspace learning
[31], we select the squared distance as D(x,Uk) due to its simplicity and intu-
itiveness [32]. Then, the objective function for subspace learning is formulated
as follows.
min
U,Z,
n∑
i=1
K∑
k=1
Yik‖xsi −UkZksi‖2F+
m∑
j=1
vj
K∑
k=1
Wjk‖xtj −UkZktj‖2F
s.t.UTk Uk = I,∀k = 1 . . .K
(4)
where I is the identity matrix. Zksi ∈ RD×n and Zktj ∈ RD×m are the rep-
resentations of source sample xsi and target sample x
t
j on the subspace Uk,
respectively. With Y, v and W given, Eq.(4) decouples as the sum of K objec-
tive functions, per subspace. Since each objective function is identical to that
minimized by standard PCA problem [33], the optimal {Uk}Kk=1 can easily be
solved by applying PCA to each subspace.
3.4. Sample Anchoring
One crucial problem for PAS is how to anchor or select the target samples
which have relatively more reliable pseudo labels. Motivated by the DA theory
of Ben David [7], an intuitive alternative is to anchor the target samples close to
the source domain. Since the shared subspaces are supported by source domain,
we progressively anchor the target samples close to the shared subspaces by
terming negative l1-norm regularizer as R(v), expressed as:
min
v
m∑
j=1
vj
K∑
k=1
WjkD(x
t
j ,Uk)− λ
m∑
j=1
vj
s.t.vj ∈ {0, 1},∀j = 1 . . .m
(5)
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In Eq.(5), when the value of λ approaches 0, only few target samples will be an-
chored. In contrast, when λ has a large value, almost all target samples will be
anchored. In other words, with the increase of hyper-parameter λ, more target
samples can gradually be anchored to progressively refine the shared subspaces.
In addition, the proposed sample anchoring approach in Eq.(5) can highly re-
duce the risk of mode collapse in subspaces learning, since target samples with
unreliable pseudo-labels tend to not be anchored due to its large distance to the
subspaces, which is also conformed in our experiment later.
3.5. Unified Objective Function
By simply integrating Eq.(4) as well as Eq.(5) into Eq.(3), we obtain the
following PAS optimization problem:
min
U,W,Z,v
n∑
i=1
K∑
k=1
Yik‖xsi −UkZki ‖2F+
m∑
j=1
vj
K∑
k=1
Wjk‖xtj−UkZkj ‖2F − λ
m∑
j=1
vj
s.t.UTk Uk = I,vj ∈{0, 1},Wjk ∈ {0, 1},
K∑
k=1
Wjk = 1,∀j = 1 . . .m, k = 1 . . .K
(6)
According to Eq.(6), the target samples with low squared distance are selected
to refine the shared subspaces. Note that, since the target labels are unknown,
we initialize the subspaces by setting λ = 0, and Eq.(6) returns a trivial solution
that vj = 0 for all j = {1, . . . ,m}, meaning that no target samples are anchored
in the first iteration. Then, we gradually increase the hyper-parameter λ to
incorporate target samples from 0% to 100 % of target domain with 1% step
length to progressively refine the shared subspaces.
3.6. Optimization
The objective function in Eq.(6) is not jointly convex in all variables. To
progressively anchor the target samples and refine the shared subspaces, we it-
eratively update v, W, U and Z with the gradually increasing hyper-parameter
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λ, whose details are as follows.
Updating Uk, Z
k
s and Z
k
t , with W and v fixed, Eq.(6) is degenerated to the
following optimization problem.
min
Uk,Zks ,Z
k
t
n∑
i=1
K∑
k=1
Yik‖xsi −UkZksi‖2F+
m∑
j=1
vj
K∑
k=1
Wjk‖xtj −UkZktj‖2F
s.t.UTk Uk = I,∀k = 1 . . .K
(7)
As mentioned before, Uk can be easily solved by PCA.
Uk = U1:D
s.t.ΛU = XTk HXkU
(8)
where U1:D is the rank-D columns of matrix U , H is the centering matrix and
Xk is data matrix of the source and target data with Wjk = 1,vj = 1 or
Yik = 1.
Then, based on the least square method[34], we can easily get the closed-form
solutions for Zks and Z
k
t :
Zks = U
T
k Xs
Zkt = U
T
k Xt
(9)
Updating W, with U, Z and v fixed, Eq.(6) turns to the following minimiza-
tion problem:
min
Wjk
m∑
j=1
vj
K∑
k=1
Wjk‖xtj −UkZkj ‖2F
s.t.Wjk ∈ {0, 1},
K∑
k=1
Wjk = 1,∀j = 1 . . .m, k = 1 . . .K
(10)
We can easily get the optimal solution of W as follow:
Wjk =
1 if k = arg mink ‖x
t
j −UZk‖2F
0 else
(11)
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Updating v, withW, U and Z fixed, we need to minimize the following objec-
tive function:
min
vj
m∑
j=1
cj
K∑
k=1
Wjk‖xtj −UkZkj ‖2F − λ
m∑
j=1
vj
s.t.vj ∈ {0, 1},∀j = 1 . . .m
(12)
Unfortunately, Optimizing vj in the Eq.(12) is NP hard [35]. To solve vj , we
relax vj to the interval [0, 1].
min
vj
m∑
j=1
vj
K∑
k=1
Wjk‖xtj −UkZkj ‖2F − λ
m∑
j=1
vj
s.t.vj ∈ [0, 1],∀j = 1 . . .m
(13)
which can be further simplified to the following problem
min
vj
m∑
j=1
vj(cj − λ)
s.t.vj ∈ [0, 1],∀j = 1 . . .m
(14)
where vj =
∑K
k=1 Wjk‖xtj −UkZkj ‖2F (i.e., distance to the its own subspace)
is constant here. Note that Eq.(14) reduces into a simple linear programming
problem, and thus we can easily write the optimal solution for vj as follows
vj =
1 if
∑K
k=1 Wjk‖xt −UkZkj ‖2F < λ
0 else
(15)
Consequently, the relaxation is tight. The entire optimization procedure for
PAS is summarized in Algorithm 1
3.7. Analysis
3.7.1. Complexity Analysis
The time complexity of PAS mainly consists of the complexities of solving
all the variables. We denote T as the number of iterations, K as the number
of classes, D as the dimension of the shared subspace and d as the dimen-
sion of input features. In each iteration, for updating {Uk}Kk=1, the major
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Algorithm 1 Learning algorithm for PAS
Input:
n source labeled datasets Ds = {xsi , yi}ni=1
m target unlabeled datasets Dt = {xsi}mi=1
Dimension of subspaces D;
Output:
Predictive membership matrix W
1: while not converge do
2: Update Uk by Eq.(8);
3: Update Zks and Z
k
t by Eq.(9);
4: Update W by Eq.(11);
5: Update v by Eq.(15);
6: IF λ is small THEN increase λ by the step size;
7: end while
8: Return W and U.
time-consuming terms is PCA procedure, which needs O(KDd2 + Kdn2). For
updating {Zt}Kk=1, it contains K matrix multiplication and inverse operations,
thus costs O(Kd3). For updating W, it contains K traverse operation, and
the complexity is O(Kn). For updating v, it contains a traverse operation and
the complexity is O(n). Generally, we have D  d and n  d3, so the total
complexity of PAS is O(TKd3 + TKdn2).
3.7.2. Convergence Analysis
Denote by J (U,Z,W,v) the objective function value of Eq.(6). The Algo-
rithm 1 monotonically decreases the objective value of the problem in Eq.(6) in
each iteration. To prove it, we need the following lemmas:
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Lemma 3.1. Let L ∈ Rm×K be a given matrix. If the optimal solution to
min
W
m∑
j=1
K∑
k=1
WjkLjk
s.t.Wjk ∈ {0, 1},
K∑
k=1
Wjk = 1,∀j = 1 . . .m, k = 1 . . .K
(16)
is W∗, then the W∗jk is:
W∗jk =
1 if k = arg mink Ljk0 else (17)
Proof Lemma 3.1 can easily be proved by contradiction: we first assume that
Wˆ 6= W∗ is the optimal solution to Eq.(16). Let Lj∗ be the minimum value as
the j-th column of L and Lˆj∗ be the value of Ljq, where Wˆjq = 1. Then, we
have:
m∑
j=1
K∑
k=1
WˆjkLjk = Lˆ1∗ + Lˆ2∗ + · · ·+ Lˆm∗
≤
m∑
j=1
K∑
k=1
W∗jkLjk = L1∗ + L2∗ + · · ·+ Lm∗,
(18)
which can be reformulated to:
(Lˆ1∗ − L1∗) + (Lˆ2∗ − L2∗) + · · ·+ (Lˆm∗ − Lm∗) ≤ 0. (19)
According to the definition of Lj∗, ∀j ∈ 1 . . .m we easily have Lˆj∗ − Lj∗ ≥ 0,
and the equality arrives when W∗jk = Wˆjk. Since Wˆ 6= W∗, Eq.(19) does not
hold, which contradicts the assumption that Wˆ is the optimal solution. Thus,
W∗ is the optimal solution of Eq.(16).
Lemma 3.2. Let c ∈ Rm be a given vector and λ be a constant. If the optimal
solution to
min
v
m∑
j=1
vj(cj − λ)
s.t.vj ∈ {0, 1},∀j = 1 . . .m
(20)
is v∗, then the v∗j is:
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vj =
1 if cj < λ0 else (21)
Proof Lemma 3.2 can easily be proved by contradiction: we assume that vˆ 6= v∗
is the optimal solution to Eq.(20), we have
m∑
j=1
vˆj(cj − λ) ≤
m∑
j=1
v∗j (cj − λ), (22)
which can be reformulated to:
m∑
j=1
(vˆj − v∗j )× (cj − λ) =
∑
vˆj=1,v∗j=0
(cj − λ) −
∑
vˆj=0,v∗j=1
(cj − λ)
≤ 0
(23)
However, based on Eq.(21), we easily have
∑
vˆj=1,v∗j=0
(cj−λ)−
∑
vˆj=0,v∗j=1
(cj−
λ) ≥ 0, which is contradicts with the Eq.(23). Thus, v∗ is the optimal solution
of Eq.(20). Then, the convergence of the Algorithm 1 is summarized in the
following:
Theorem 3.1. The objective function value shown in Eq.(6) monotonically
decreases until convergence by applying the proposed algorithm.
Proof Suppose after t-th iteration, we have J (U(t),Z(t),W(t),v(t)) as the ob-
jective function value. In the next iteration, we fix W(t) and v(t). Then, the
objective function decouples as the sum of K PCA objective functions. Thus,
it can be easily verified that U(t+1) and Z(t+1) are the global optimum for
J (U,Z,W(t),v(t)) [31, 32], and we have:
J (U(t+1),Z(t+1),W(t),v(t)) ≤ J (U(t),Z(t),W(t),v(t)) (24)
For the variable W, resorting to the Lemma 3.1, we have:
m∑
j=1
K∑
k=1
W
(t+1)
jk ‖xtj −U(t+1)k Zk(t+1)j ‖2F
≤
m∑
j=1
K∑
k=1
W
(t)
jk ‖xtj −U(t+1)k Zk(t+1)j ‖2F
(25)
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Thus, W(t+1) is the global optimum for J (U(t+1),Z(t+1),W,v(t)) and the fol-
lowing inequality holds:
J (U(t+1),Z(t+1),W(t+1),v(t)) ≤ J (U(t+1),Z(t+1),W(t),v(t)) (26)
With W(t+1), U(t+1) and Z(t+1) fixed, the objective function J (U(t+1),Z(t+1),W(t+1),v)
degenerates to the self-paced function [35, 36]. Resorting to the Lemma 3.2, we
have:
m∑
j=1
v
(t+1)
j
(
K∑
k=1
Wjk‖xtj −UkZkj ‖2F − λ
)
≤v(t)j
(
K∑
k=1
Wjk‖xtj −UkZkj ‖2F − λ
) (27)
Thus, v(t+1) is the the global optimum for J (U(t+1),Z(t+1),W(t+1),v), which
satisfies the following inequality:
J (U(t+1),Z(t+1),W(t+1),v(t+1)) ≤ J (U(t+1),Z(t+1),W(t+1),v(t)) (28)
In summary, Eqs.(24), (26) and (28) indicate that the objective value decreases
in every iteration. Further, since the objective function itself is the sum of finite
elements, thus it is bounded from below. Consequently, according to [37], the
Algorithm 1 will be convergent, Theorem 3.1 has been proved.
4. Experiments
In this section, we evaluate the performance of PAS over the closed-set UDA
and the PDA settings on the widely-used benchmark datasets. To evaluate
the effectiveness of PAS, we compare it with several state-of-the-art UDA ap-
proaches and also provide an ablation study to demonstrate the effectiveness of
the progressive adaptation in PAS. Moreover, we investigate the effect of the
hyper-parameter on performance.
4.1. PAS on Closed-Set UDA
4.1.1. Dataset
We first verify the effectiveness of PAS on the setting of the closed-set UDA
over two datasets including Office-Home and Image-Clef, which are both the
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commonly-used benchmark datasets for the closed-set UDA and widely adopted
in the most existing works such as [2, 4, 20, 38, 39]. The statistics of the so-
involved datasets are given as follows.
Office-Home [39] contains 15588 images of 65 categories from 4 domains: Artis-
tic images (Ar), Clipart images (Cl), Product images (Pr), and Real-world im-
ages (Rw).
Image-CLEF [20] derives from Image-CLEF 2014 domain adaptation chal-
lenge, and is organized by selecting 12 object categories shared in the three
famous real-world datasets, ImageNet ILSVRC 2012 (I), Pascal VOC 2012 (P),
Caltech-256 (C). It includes 50 images in each category and totally 600 images
for each domain.
4.1.2. Experimental Setup
In order to verify the effectiveness of PAS on closed-set UDA, we compare
PAS respectively with several traditional and deep-learning-based adaptation
state-of-the-arts: 1 Nearest Neighbor (1NN), Transfer Component Analysis
(TCA) [2], Transfer Joint Matching (TJM) [5], Balanced Domain Adaptation
(BDA) [40], Correlation Alignment (CORAL) [25], Geodesic Flow Kernel (GKF)
[27], Subspace Alignment (SA) [3], ResNet50 [41], Deep Adaptation Network
(DAN) [38], Domain Adversarial Neural Networks (DANN) [4], Joint Adapta-
tion Networks (JAN) [20] and Conditional Adversarial Networks (CDAN) [12].
Specifically, we use PAS(c) to denote the results of the initialized subspaces.
The results of the deep-learning-based approaches (e.g., DAN, DANN, JAN
and CDAN) are obtained directly from the existing works [4, 12, 20, 38]. For
fair comparison, we use the 2048-dimensional deep feature (extracted using
ResNet50 pre-trained on ImageNet) for both PAS and other shallow UDA ap-
proaches. The optimal parameters of all compared methods are set according to
their original papers. As for PAS, we empirically set the dimension of subspace
D = 1. To evaluate the performance, we follow the widely used accuracy as a
measure [5, 15, 40].
17
ResNet 1NN TCA TJM BDA CORAL GFK SA DAN DANN JAN CDAN PAS (c) PAS
Ar→ Cl 34.9 45.3 38.3 38.1 38.9 42.2 38.9 43.6 43.6 45.6 45.9 46.6 51.8 52.2
Ar→ Pr 50.0 57.0 58.7 58.4 57.1 59.1 57.1 63.3 57.0 59.3 61.2 65.9 68.4 72.9
Ar→ Rw 58.0 45.7 61.7 62.0 60.1 64.9 60.1 68.0 67.9 70.1 68.9 73.4 73.1 76.9
Cl→ Ar 37.4 57.0 39.3 38.4 38.7 46.4 38.7 47.7 45.8 47.0 50.4 55.7 55.3 58.4
Cl→ Pr 41.9 58.7 52.4 52.9 53.1 56.3 53.1 60.7 56.5 58.5 59.7 62.7 63.3 68.1
Cl→ Rw 46.2 48.1 56.0 55.5 55.5 58.3 55.5 61.9 60.4 60.9 61.0 64.2 66.5 69.7
Pr→ Ar 38.5 42.9 42.6 41.5 42.2 45.4 42.2 48.2 44.0 46.1 45.8 51.8 55.5 58.3
Pr→ Cl 31.2 42.9 37.5 37.8 37.6 41.2 37.6 41.5 43.6 43.7 43.4 49.1 46.9 47.4
Pr→ Rw 60.4 68.9 64.1 65.0 64.6 68.5 64.6 70.0 67.7 68.5 70.3 74.5 74.0 76.6
Rw→ Ar 53.9 60.8 52.6 53.0 53.8 60.1 53.7 59.4 63.1 63.2 63.9 68.2 65.5 67.1
Rw→ Cl 41.2 48.3 41.7 42.0 42.3 48.2 42.3 47.4 51.5 51.8 52.4 56.9 52.9 53.5
Rw→ Pr 59.9 74.7 70.5 71.4 70.6 73.1 70.6 74.6 74.3 76.8 76.8 80.7 76.9 77.6
AVE 46.1 56.4 51.3 51.3 51.2 55.3 51.2 57.2 56.3 57.6 58.3 62.8 62.8 64.9
Table 1: Accuracy on Office-Home for unsupervised domain adaptation with closed-set
ResNet 1NN TCA TJM BDA CORAL GFK SA DAN DANN JAN CDAN PAS (c) PAS
C→I 78.0 83.5 89.3 90.0 90.8 83.0 86.3 88.2 86.3 87.0 89.5 91.3 86.5 90.5
C→P 65.5 71.3 74.5 75.0 73.7 71.5 73.3 74.3 69.2 74.3 74.2 74.2 74.3 75.5
I→C 91.5 89.0 93.2 94.2 94.0 88.7 93.0 94.5 92.8 96.2 94.7 97.7 93.0 95.1
I→P 74.8 74.8 77.5 76.2 75.3 73.7 75.5 76.8 74.5 75.0 76.8 77.7 77.7 78.3
P→C 91.2 76.2 83.7 85.3 83.5 72.0 82.3 93.5 89.8 91.5 91.7 94.3 92.2 95.5
P→I 83.9 74.0 80.8 80.3 77.8 71.3 78.0 88.3 82.2 86.0 88.0 90.7 89.7 92.0
AVE 80.7 78.1 83.2 83.5 85.5 76.7 81.4 85.9 82.5 85.0 85.8 87.7 85.6 87.8
Table 2: Accuracy on Image-Clef for unsupervised domain adaptation with closed-set
4.1.3. Experimental Results
The classification results of 12 tasks on Office-Home dataset and 6 tasks on
Image-Clef dataset are shown in Tables 1 and 2, respectively. From Tables 1
and 2, we can see that PAS achieves the highest average accuracy on both two
datasets. Specifically, PAS achieves the best average accuracy of 64.9% and
achieves the best or the second-best performance in all 12 tasks on Office-Home
dataset. The proposed PAS approach performs the best or the second-best in
all 6 tasks and ranks the first place with the average accuracy of 87.8% on
the Image-Clef dataset. Moreover, since these results are obtainedacross many
image datasets used here, the results also demonstrate that the proposed PAS
approach is capable of knowledge transferring in domain adaptation.
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4.2. PAS on PDA
4.2.1. Dataset
For evaluating the performance of PAS on the PDA setting, we further con-
duct experiments on the commonly-used PDA benchmarking dataset Office-31
[15, 17, 29], whose detail is given as follows:
Office-31 ([42] contains 4652 images with 31 categories in three visual do-
mains Amazon(A), DSLR(D), Webcam(W). For the setting of PDA, we fol-
low the same splits used in recent PDA studies [15, 17]. Specifically, each
source domain contains 31 categories and each target domain contains 10 cate-
gories (backpack, bike, calculator, head-phone, computer-keyboard, laptop-101,
computer-monitor, computer-mouse, coffee-mug, and video-projector), which is
shared with Caltech-256.
4.2.2. Experimental Setup
To evaluate the performance of PAS on the PDA setting, we compare PAS
with several PDA state-of-the-arts: Selective Adversarial Network (SAN) [17],
Importance Weighted Adversarial Network (IWAN) [29], Partial Adversarial
Domain Adaptation (PADA) [15]. Two Weighted Inconsistency-reduced Net-
works (TWINs) [30] and Example Transfer Network (ETN) [19]. To the best
of our knowledge, so far, there is no shallow approaches proposed for PDA set-
ting. In PDA, we also use the 2048-dimensional deep features (extracted using
ResNet50 pre-trained on Image-Net) for PAS. All results of the compared meth-
ods are obtained from the existing works [19, 30]. For PAS, we empirically set
the dimension of subspace D = 10 for PDA setting.
4.2.3. Experimental Results
The classification results of the 6 PDA tasks on Office-31 dataset are given
in Table 3. Specifically, our approach PAS outperforms all state-of-the-arts with
an average accuracy of 97.2% by using a simple subspace learning method, while
the second-highest average accuracy (96.7%) ETN is achieved by the artificially
designed instance re-weighting strategy and the complex deep feature learning
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ResNet 1NN TJM GFK SA DAN DANN PADA TWINs IWAN SAN ETN PAS(c) PAS
A→W 54.5 82.0 81.2 74.6 73.2 46.4 41.4 86.5 86.0 89.2 93.9 94.5 75.9 97.0
D→W 94.6 75.6 74.8 96.6 87.1 53.6 46.8 99.3 99.3 99.3 99.3 100 98.3 99.3
W→D 94.3 71.2 93.2 99.4 96.8 58.6 38.9 100 100 99.4 100 100 100 100
A→D 65.6 79.2 74.4 82.8 82.2 42.7 41.4 82.2 86.8 90.5 82.2 95.0 85.4 98.4
D→A 73.2 82.4 83.2 82.7 79.1 65.7 41.3 92.7 94.7 95.6 92.7 96.2 85.5 94.6
W→A 71.7 76.4 71.6 83.8 87.0 65.3 44.7 95.4 94.5 94.3 95.4 94.6 87.9 94.4
AVE 75.6 81.1 79.7 86.6 84.2 55.4 42.4 92.7 93.6 94.7 92.7 96.7 88.8 97.2
Table 3: Accuracy on Office-31 for unsupervised domain adaptation from 31 classes to 10
classes
scheme. In addition, almost all closed-set UDA approaches (e.g., TJM, DAN,
DANN) work even worse than the baseline methods without DA (i.e., 1NN),
since the risk of mode collapse is highly increased in the PDA setting. The
results demonstrate the robustness of PAS for adaptation under the large shift
(some categories do not exist in the target domain), which also illustrates the
importance of mitigating the mode collapse while adaptation.
In summary, on our experimental datasets, the proposed PAS approach can
outperform both deep and shallow UDA approaches on both closed-set UDA and
PDA settings. Compared to the elaborately designed UDA approaches, PAS
only involves one simple subspace learning technique(i.e., PCA) and one simple
sample anchoring scheme (i.e., l1-norm), which further implies the effectiveness
of progressive adaptation.
4.3. Analysis of Progressive Adaptation
In order to demonstrate the effectiveness of the proposed progressive adap-
tation mechanism, we perform an ablation study that evaluates the subspace
learning without refinement (i.e., initial subspaces learned from source domain)
which is marked as PAS (c) in Tables 1, 2 and 3. It can be observed that pro-
gressive adaptation mechanism outperforms the PAS(c). The results illustrate
that the proposed progressive adaptation mechanism can effectively convince
the pseudo-labels and thereby improve the performance of adaptation.
Moreover, in Figure 2, we also examine the classification accuracy of the pseudo
labels in each progressive iteration on Office-Home, Image-Clef and Office-31
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Figure 2: The accuracy of the pseudo labels with progressively refining adaptation of subspaces
on (a) Office-Home,(b) Image-Clef and (c) Office-31 datasets.
datasets to further understand the mechanism of progressive adaptation. As
shown in Figure 2, we observe that the accuracy or the quality of the pseudo
labels is gradually improved with the progressive target samples anchoring and
subspace refining, confirming that progressive adaptation can desirably mitigate
the risk of mode collapse in adaptation. In addition, the result in Figure 2 also
clearly indicates that anchoring target samples to refine the shared subspace is
quite important, since the support for the initial subspace is defined only over
the source domain.
4.4. Analysis of Hyper-parameter
The proposed PAS method contains one hyper-parameter( i.e., dimension
of subspace D). To investigate the effect of the subspace dimension D on per-
formance, we conduct experiments on office-Home, Image-Clef and Office-31
datasets and report the accuracy of PAS by varying the dimension of subspaces
from 1 to 20 with the increment. As we can see in Figure 3 (a - c), the Dimension
D of the subspace can perform robustly and insensitively on both the closed-set
UDA and PDA tasks on a wide range of parameter values. Specifically, the best
choice of D on the closed-set UDA setting is D ∈ [1, 20] and on the PDA setting
is D ∈ [5, 15].
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Figure 3: The accuracy of the pseudo labels with progressively refining adaptation of subspaces
on (a) Office-Home,(b) Image-Clef and (c) Office-31 datasets.
4.5. Analysis of the Sample Anchoring
To illustrate the sample anchoring scheme in PAS, we analyze the Accuracy
(Acc) and the Average Density Ratio (ADR) of the top and bottom 5% samples
according to the squared distance in Eq.(4) on Office-Home, Image-Clef and
Office-31 datasets as shown in Tables 4, 5 and 6, respectively.
Specifically, the density ratio w(x) = p(x)q(x) is estimated by minimizing the
Kullback-Leibler Divergence from p(x) to w(x)q(x), which is also known as
KLIEP [6]. Accordingly, we adopt the toolbox shared by Sugiyama2 to solve
w(x) for all target samples. Then, Average Density Ratio of the top or bottom
5% samples can be formulated as:
ADR =
1
na
na∑
a=1
w(xa) (29)
where na is the number of anchored bottom or top 5% target samples. Accord-
ing to its definition, a large ADR indicates a high probability under the source
distribution, but a low probability under the target domain [6].
In Tables 4, 5 and 6, the anchored top 5% target samples with small squared
distance tend to large ADR, while the anchored bottom 5% targets tend to
opposite results, illustrating that the anchored samples with small squared dis-
tance have high probability under the source distribution and thereby tend to
2http://www.ms.k.u-tokyo.ac.jp/software/KLIEP/KLIEP.zip.
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Top 5% Bottom5%
Acc ADR Acc ADR
Ar→Cl 91.78 15.8462 25.11 0.0001
Ar→Pr 97.30 12.4667 30.63 0.0002
Ar→Rw 99.54 10.2736 41.28 0.0049
Cl→Ar 95.08 15.7139 14.75 0.0000
Cl→Pr 97.18 9.4412 19.36 0.0003
Cl→Rw 97.25 8.0402 27.98 0.0002
Pr→Ar 96.72 14.9313 19.67 0.0002
Pr→Cl 97.98 13.0356 19.18 0.0014
Pr→Rw 99.54 6.1650 28.90 0.0017
Rw→Ar 99.18 7.9605 30.33 0.0005
Rw→Cl 78.54 11.6883 14.16 0.0010
Rw→Pr 96.85 5.1629 26.13 0.0085
AVE 95.38 10.8938 24.83 0.0016
Table 4: Accuracy (Acc) and Average density ratio (ADR) of top and bottom 5% samples
according to squared distance on Office-Home dataset.
Top 5% Bottom5%
Acc ADR Acc ADR
C→I 100 4.6189 73.33 0.0069
C→P 100 17.4481 70.00 0.0011
I→C 100 3.5151 80.00 0.0001
I→P 100 13.4076 70.00 0.0061
P→C 96.69 13.3154 60.00 0.0020
P→I 100 15.7842 93.33 0.0006
AVE 99.44 11.3482 74.44 0.0028
Table 5: Accuracy (Acc) and Average density ratio (ADR) of top and bottom 5% samples
according to squared distance on Image-Clef dataset.
low KL divergence with source domain, not vice verse. These results illustrate
that the squared distance can effectively approximate the domain discrepancy
to some extent. Moreover, such results also reveal that the target samples with
small squared distance tend to have a large Acc, which is consistent with the
theoretical result in recent study [7]. To this end, the proposed sample anchor-
ing scheme can effectively localize the target samples with reliable pseudo labels
and thereby effectively refine the shared subspaces.
5. Conclusion
In this paper, we aim to mitigate the risk of mode collapse intuitively based
on the progressive adaptation. Specifically, we proposed an effective UDA
method named Progressive Adaptation of Subspaces (PAS). The experimen-
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Top 5% Bottom5%
Acc ADR Acc ADR
A→W 87.21 15.5812 23.29 0.0004
D→W 96.40 12.9463 30.18 0.0005
W→D 93.45 15.9949 10.66 0.0000
A→D 95.95 9.6682 15.32 0.0013
D→A 91.80 15.6139 16.39 0.0002
W→A 94.06 12.7443 13.70 0.0015
AVE 93.14 13.7581 18.26 0.0007
Table 6: Accuracy (Acc) and Average density ratio (ADR) of top and bottom 5% samples
according to squared distance on Office-31 dataset.
tal results on several benchmark datasets demonstrate the effectiveness of the
proposed PAS on both UDA with closed set and PDA settings. These results
confirm that progressive adaptation scheme is applicable to mitigate mode col-
lapse in adaptation. In the end, this study also indicates that domain alignment
may not be the only method for solving the UDA problem, which will be further
studied in our future work.
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