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CALIBRAGE D’UN SYSTÈME ANGIOGRAPHIQUE BIPLAN POUR LA
RECONSTRUCTION 3D DES ARTÈRES PULMONAIRES
Étienne VACHON
RÉSUMÉ
Les cardiopathies congénitales sont des malformations cardiaques présentes dès la naissance.
Parmi les malformations couramment rencontrées, plusieurs touchent les artères pulmonaires.
Pour valider un diagnostic et dans certains cas, procéder à des actions thérapeutiques, une in-
tervention percutanée est généralement menée. Les cardiologues insèrent un cathéter qui est
guidé vers la zone d’intervention au travers du système veineux et un agent de contraste est
injecté, ce qui permet de visualiser les artères. Toutefois, une visualisation 2D comporte cer-
taines limites et oblige les cardiologues à reconstruire une image mentale de la structure vas-
culaire, ce qui rend la tâche très dépendante de l’expérience du clinicien. Afin d’améliorer les
conditions d’interventions, des techniques de reconstruction 3D sont développées. Toutefois,
à notre connaissance aucun travail n’a été réalisé pour le cas particulier des artères pulmo-
naires, les travaux existants se concentrant sur les artères coronaires. L’une des problématiques
associées à la reconstruction 3D est la nécessité d’avoir un système calibré. Dans le cas des
artères coronaires, plusieurs travaux utilisent les bifurcations de l’arbre coronarien comme cor-
respondances afin de calibrer le système. Toutefois, dans le cas des artères pulmonaires, il y a
généralement pas ou peu de bifurcations identifiables. Dans ce mémoire, nous développons et
évaluons une nouvelle technique utilisée afin de calibrer un système angiographique biplan à
l’aide d’un guide marqué présent au sein des artères d’un patient. Cette méthode a l’avantage
de permettre de calibrer le système lorsqu’il n’est pas possible d’identifier suffisamment de
correspondances au sein même des structures vasculaires et ce en utilisant un instrument chi-
rurgical faisant d’ores et déjà partie des protocoles opératoires. Toutefois, l’intervention d’un
utilisateur est requis afin de saisir la position des marqueurs au sein des images. Les résultats
obtenus par la méthode proposée, obtenus en simulation et sur des données cliniques réelles
sont prometteurs. Il a été démontré en simulation qu’il est possible d’obtenir un calibrage per-
mettant la reconstruction 3D du guide à une transformation géométrique près. De plus, une
diminution notable de l’erreur de reprojection (RMS) de la reconstruction 3D du guide à moins
de 0.5 mm de précision a été observée pour 3 des 4 cas réels étudiés.
Mot-clés : Calibrage biplan, optimisation non linéaire, reconstruction 3D, artères pulmo-
naires
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INTRODUCTION
L’Organisation mondiale de la santé (OMS) rapporte que les maladies cardio-vasculaires sont
la première cause de mortalité dans le monde (Mendis et al., 2014). Ces troubles qui affectent
le cœur et les vaisseaux sanguins peuvent être séparés en plusieurs groupes. Parmi ceux-ci
se trouvent les cardiopathies congénitales, c’est-à-dire les malformations de la structure du
cœur déjà présentes à la naissance. Selon l’American Heart Association, entre 0.4% et 1%
des nouveau-nés sont touchés par une des formes de cardiopathie (Go et al., 2014). Parmi les
malformations couramment rencontrées, plusieurs touchent les artères pulmonaires. Le plus
souvent il s’agit d’une sténose située au niveau de la valve pulmonaire ou directement au sein
de l’artère. Ceci peut se produire de manière isolée ou en association avec une malformation
plus complexe.
Afin de valider un diagnostic et dans certains cas procéder à des actions thérapeutiques, une
intervention percutanée est généralement menée. Grossman et Baim (2006) indiquent qu’une
intervention par cathétérisme est recommandée afin de confirmer la présence d’une situation
suspectée en raison de symptômes cliniques et de déterminer sa sévérité et la présence ou
l’absence d’autres conditions. Une intervention par cathétérisme est également préférée à la
chirurgie à cœur ouvert lorsque la situation le permet, le risque pour le patient étant moins
important, l’hospitalisation de plus courte durée et le rétablissement plus rapide. Lors de ce type
d’intervention, un cathéter est guidé vers la zone d’intervention à travers le système veineux où
un agent de contraste est injecté et se mélange au sang. Grâce aux propriétés radio-opaques de
ce produit, le système vasculaire devient visible sur les clichés radiographiques ; il s’agit d’une
angiographie. Dans le cas des opérations pédiatriques traitant des cardiopathies congénitales,
ces clichés sont idéalement acquis à l’aide d’un système biplan qui permet de capturer des
images de deux points de vue différents de façon quasi simultanés (Qureshi et al., 2000).
Une acquisition biplan a l’avantage de diminuer la quantité d’agents de contraste employé, qui
peut être toxique lorsqu’utilisée en grandes quantités (van der Molen et al., 2004; L’Espérance
et al., 2013). De plus, le biplan a également comme avantage de faciliter l’évaluation de la
structure cardiaque sous étude. Les deux plans permettent aux chirurgiens de se construire
une image mentale plus complète de la géométrie réelle des artères et de mieux percevoir la
profondeur (Sievert et al., 2014). Néanmoins, bien que le biplan peut faciliter cette évaluation
une partie importante de l’information à propos de la forme 3D réel des artères est perdue suite
aux projections 2D. Seuls des médecins expérimentés sont en mesure d’associer l’information
des différentes vues et de faire une évaluation appropriée. Cependant, cette évaluation demeure
2subjective et est exposée à de la variabilité intra et inter observateur comme l’a démontré Moer
et al. (2003) dans le cas de l’évaluation d’angiographies des coronaires.
Afin de résoudre ce problème, plusieurs approches sont explorées. Notamment, il y a celle
de la reconstruction 3D. Une reconstruction 3D aurait, entre autres l’avantage de présenter
la structure des artères de façon intuitive facilitant la navigation. De plus, celle-ci permettrait
d’obtenir des mesures et une évaluation plus précise et moins biaisée par l’expérience de la
structure à l’étude. Plusieurs approches utilisant deux vues ou plus ont été proposées pour le
cas particulier des artères coronaires, mais aucune solution optimale n’a encore été développée
pour un usage dans un contexte interventionnel (Blondel et al., 2006; Andriotis et al., 2008;
Yang et al., 2009; Liao et al., 2010). Les problèmes sous-jacents à la reconstruction 3D de
ce type de structures, le contexte et la méthode d’acquisition des images peuvent expliquer
cette absence de solution. De plus, à notre connaissance, aucun travail n’a été réalisé en ce qui
concerne les particularités d’une reconstruction 3D impliquant les artères pulmonaires.
Un de ces problèmes est le calibrage du système d’acquisition angiographique. Afin de réaliser
une reconstruction 3D, le processus physique de projection est modélisé mathématiquement
puis inversé ; le calibrage du système déterminant les paramètres du modèle mathématique.
Un point important à mentionner à propos du calibrage d’un système angiographique est que
les méthodes conventionnelles utilisant un objet de calibrage fonctionnent, mais elles sont peu
utilisées puisqu’elles perturbent les protocoles cliniques qui sont déjà suffisamment chargés
(Cheriet et Meunier, 1999). Afin de pallier cette limitation, Cheriet et Meunier (1999) et Chen
et Carroll (2000) entre autres, proposent d’utiliser les bifurcations de l’arbre coronaire comme
point de correspondance afin de calibrer le système. Cheriet et Meunier (1999) proposent éga-
lement, dans l’éventualité où le nombre de bifurcations est insuffisant au sein d’une seule paire
d’images, d’utiliser l’aspect temporel d’une séquence angiographique en tirant avantage du
déplacement des coronaires induit par le mouvement cardio-respiratoire afin d’augmenter le
nombre de bifurcations. Par contre, cette méthode n’est pas applicable dans le cas des artères
pulmonaires. Lors d’une angiographie des artères pulmonaires, il y a peu ou pas de bifurca-
tions clairement identifiables dans les différents plans en raison de la structure anatomique de
ces artères.
Notre projet de recherche a donc comme objectif principal le développement et l’évaluation
d’une méthode permettant de calibrer un système angiographique biplan dans le cadre d’une
opération percutanée des artères pulmonaires. Afin d’y parvenir, nous formulons l’hypothèse
qu’un guide marqué, un instrument chirurgical utilisé lors des opérations percutanées, peut être
utilisé comme objet sur lequel il est possible d’établir les correspondances nécessaire au cali-
3brage. Nous avons l’intuition que la structure continue du guide et la présence de marqueurs,
pouvant servir d’ancrages, peuvent faciliter l’identification d’un nombre suffisant de corres-
pondances et aider à la convergence d’un algorithme de calibrage si une estimation initiale des
paramètres est connue. De plus, l’utilisation d’un guide comme objet de calibrage adresse les
limitations des approches existences soulevées précédemment. Le guide fait déjà partie inté-
grante de plusieurs procédures minimisant ainsi les changements aux protocoles opératoires
et sa structure et sa radio-opacité assurent un minimum de correspondances. Comme objectif
secondaire, nous souhaitons évaluer l’apport en robustesse de l’utilisation de l’aspect tempo-
rel d’une séquence angiographique, en utilisant le guide à différents moments d’une séquence
d’acquisition pour bénéficier comme le propose Cheriet et Meunier (1999) du mouvement
cardio-respiratoire afin d’augmenter le nombre de correspondances.
L’objectif principal se divise en quatre étapes distinctes. La première est la segmentation du
guide et l’identification de ses marqueurs où le défi est d’identifier et d’extraire les pixels
composant le guide par rapport à ceux composant le reste de l’image. La seconde étape est
l’extraction de la ligne centrale du guide, cette étape permet en quelque sorte de définir le
squelette du guide. Ensuite, la troisième et la quatrième étape sont utilisées de façon itérative
afin de calibrer le système. À la troisième étape, un ensemble de correspondances entre les
plans sont définies le long de la ligne centrale du guide. Enfin, la quatrième étape consiste
à optimiser les paramètres du système en minimisant l’erreur de reprojection des points 3D
formés à partir des correspondances précédemment identifiées.
Afin de valider l’approche proposée, notre processus de validation expérimentale est composé
de deux parties. La première partie consiste à évaluer de façon théorique le modèle de calibrage
à l’aide de simulations. Ensuite, la seconde partie a pour objectif d’évaluer la validité clinique
de notre modèle de calibrage au moyen de données réelles.
Le contenu de ce mémoire est présenté en trois chapitres. Le premier commence par une brève
présentation de l’anatomie des artères pulmonaires et des principales cardiopathies congéni-
tales qui les affectent et, par la suite, présente une revue des connaissances sur la reconstruc-
tion 3D des artères à partir d’angiographies afin de permette de mieux comprendre dans quel
contexte se situe le problème de calibration. Le second chapitre présente la méthodologie dé-
veloppée afin de calibrer le système angiographique à l’aide d’une séquence d’images biplan
dans laquelle se trouve un guide marqué ainsi que le plan de validation adopté. Le troisième
chapitre présente et discute des résultats obtenus par la méthode proposée. Enfin, le mémoire
se termine par une conclusion où les avantages et inconvénients de la méthode développée sont
4présentés et où des pistes quant aux travaux futurs envisagés pour améliorer et poursuivre le
travail réalisé sont proposées.
CHAPITRE 1
REVUE DES CONNAISSANCES ET DE LA LITTÉRATURE
Ce chapitre présente une introduction des notions de cardiologie et d’imagerie médicale né-
cessaire à la compréhension du contenu de ce mémoire, puis l’état de l’art des connaissances
associées à la reconstruction 3D de structures vasculaires à partir d’angiographies cardiaques.
Ce chapitre est organisé comme suit : la section 1.1 présente l’anatomie des artères pulmonaires
et la section 1.2 présente les malformations qui y sont associées. Puis, la section 1.3 présente
l’examen angiographique et les modalités d’acquisitions qui y sont associées. La section 1.4
expose les différentes étapes du processus de reconstruction 3D de structures vasculaires pour
un système angiographique. Enfin, la section 1.5 présente un sommaire critique de la littérature.
1.1 Anatomie des artères pulmonaires
Les artères pulmonaires ont pour origine le ventricule droit (VD), dont elles sont séparées
par la valve pulmonaire. Comme illustré à la figure 1.1, le tronc de l’artère pulmonaire se
divise sous la crosse de l’aorte en deux branches et donne naissance à l’artère pulmonaire
gauche et à l’artère pulmonaire droite. Chacune de ces artères se dirige vers un poumon, puis
à l’entrée de ces derniers, elles se divisent à nouveau en trois branches pour la droite et en
deux pour la gauche, qui se subdivisent encore et encore jusqu’à l’atteinte des capillaires qui
réoxygèneront le sang. L’artère pulmonaire a donc comme principale fonction de transporter le
sang désoxygéné du cœur vers les poumons.
La longueur et le diamètre des artères pulmonaires sont variables en fonction de l’âge. Toute-
fois, de façon qualitative, l’artère pulmonaire gauche est plus courte et plus petite que la droite.
Cela s’explique d’une part par la position du cœur dans la cage thoracique et d’autre part par
le fait que la gauche dessert seulement deux lobes pulmonaires comparativement à trois pour
l’artère pulmonaire droite.
1.2 Physiopathologie, symptômes et traitements
Les cardiopathies congénitales désignent un ensemble de problèmes présents dès la naissance
qui consiste en une formation anormale du cœur ou de l’un des gros vaisseaux. Selon un rapport
de l’American Heart Association (Go et al., 2014) l’incidence, c’est-à-dire le risque pour un
nouveau-né d’être atteint d’une cardiopathie, est évalué entre 4 et 10 pour 1000 naissances avec
un regroupement autour de 8 pour 1000 aux États-Unis.
6Figure 1.1 Vue antérieure (frontale) du
cœur ouvert.
Adaptée de http://en.wikipedia.org/wiki/File:
Heart_labelled_large.png, par Eric Pierce
Parmi les malformations couramment rencontrées, plusieurs touchent les artères pulmonaires
et peuvent, dans certains cas, être traitées par cathétérisme. On dénote, entre autres, (a) la
persistance du canal artériel (PCA) qui a une incidence moyenne de 1 pour 1250 naissances
et (b) la sténose pulmonaire (SP), qui elle, a une incidence moyenne de 1 pour 1375. Cette
dernière est d’ailleurs rencontrée chez 10% de tous les patients porteurs d’une autre forme de
cardiopathie congénitale (Hoffman et Kaplan, 2002).
1.2.1 Persistance du canal artériel
Le canal artériel est le vaisseau reliant l’artère pulmonaire gauche à l’aorte descendante au
cours de la vie fœtale (Voir figure 1.2). Normalement, le canal artériel sert à rediriger le sang
déjà oxygéné par la mère,du circuit pulmonaire vers le reste du corps tout en évitant de passer
par les poumons du foetus. La persistance du canal artériel survient lorsque le canal ne se
ferme pas suite à la naissance. Le résultat est une communication persistante entre l’aorte et
l’artère pulmonaire qui permet à une portion de sang oxygéné provenant de la partie gauche
du cœur de retourner directement dans le circuit menant au poumon. Cet état peut amener à
une dilatation du ventricule gauche (VG) et à de l’insuffisance cardiaque gauche, c’est-à-dire
7une incapacité à propulser de façon adéquate le sang oxygéné dans l’organisme ; à moins que
des complications surviennent et que des maladies vasculaires pulmonaires se développent, le
côté droit du cœur reste normal. Si ces complications surviennent, il est possible d’être face
à un syndrome d’Eisenmenger où la circulation dans le canal artériel est inversée. Du sang
désoxygéné passe de l’artère pulmonaire à l’aorte typiquement associée à une cyanose des
pieds (Schneider et Moore, 2006).
Figure 1.2 Vue antérieure (frontale) du
cœur ouvert présentant une persistance du
canal artériel.
Adaptée de http://en.wikipedia.org/wiki/File:
Heart_labelled_large.png, par Eric Pierce
Les principaux symptômes d’une PCA chez un patient sont une diminution de sa capacité
cardiaque et pulmonaire, s’exprimant fréquemment par une dyspnée (Guytonm et Hall, 2005).
Toutefois, les symptômes seront différents en fonction de la taille du PCA et de l’âge du patient.
Les enfants présentant une petite lésion seront généralement asymptotiques. Ceux présentant
une lésion de taille moyenne peuvent sentir de la fatigue, des palpitations et de la dyspnée à
l’adolescence ou à l’âge adulte. Le flux turbulent du sang peut également mener à une infection
de l’intima de l’artère (endartérite). Finalement, les patients présentant une lésion importante
8développent tôt une insuffisance cardiaque avec de la tachycardie, des problèmes de croissance
et des infections récurrentes des voies respiratoires inférieures.
La PCA, même asymptotique, est généralement traitée de façon à être fermée, en raison des
risques constants d’endartérite et du peu de complications associées aux mesures correctives.
Chez les nouveau-nés, des médicaments peuvent être utilisés de façon à tenter de déclencher la
fermeture du canal artériel. Sinon, il est possible de traiter la PCA de façon chirurgicale soit en
liant ou en coupant le canal artériel lors d’une opération à cœur ouvert ou encore par l’insertion
d’une prothèse par cathétérisme venant occlure le canal artériel.
1.2.2 Sténose pulmonaire
Une sténose pulmonaire est un rétrécissement de la voie d’éjection du ventricule droit. En cas
d’obstruction totale, soit qu’aucune communication n’a lieu entre le VD et l’artère pulmonaire,
nous parlerons plutôt d’atrésie. La forme la plus fréquente de sténose pulmonaire (> 90%) est
celle se situant au niveau de la valve. Les autres formes consistent en une obstruction à l’in-
térieur du VD (subvalvulaire) ou en une obstruction de la vasculature de l’artère pulmonaire
(supravalvulaire), cette dernière pouvant avoir lieu dans le tronc de l’artère, à la bifurcation
entre l’artère pulmonaire gauche et droite ou dans une branche distale. Comme mentionné pré-
cédemment, la sténose pulmonaire est rencontrée chez 10% des porteurs d’une autre cardiopa-
thie congénitale. De plus, la sténose subvalvulaire peut faire partie intégrante d’une pathologie
plus grave, soit la tétralogie de Fallot, qui est un ensemble de quatre malformations résultant
d’une même erreur du développement embryonnaire (Lilly, 2007).
La conséquence d’une sténose pulmonaire est l’obstruction de la voie d’éjection du ventricule
droit, ce qui augmente la pression à l’intérieur de celui-ci et peut mener au développement
d’une hypertrophie du VD. Les enfants possédant une sténose de sévérité légère à modérée
seront généralement asymptotiques et le diagnostic sera souvent établi à la suite de la décou-
verte d’un souffle lors d’un examen de routine. Les sténoses sévères causeront souvent une
dyspnée lors de l’effort ainsi qu’une intolérance à l’effort. Lors d’une décompensation, il peut
apparaître des ballonnements abdominaux ainsi qu’un œdème des membres inférieures (Lilly,
2007; Robbins et al., 2010).
Les sténoses légères ne progressent généralement pas et ne requièrent généralement aucun
traitement. Les sténoses modérées et sévères au niveau de la valve peuvent être traitées grâce à
l’utilisation du cathétérisme cardiaque ou un ballonnet afin de réduire la sténose.
91.3 L’angiographie par rayons X et ses techniques d’acquisitions
L’angiographie est une technique dédiée à l’étude des vaisseaux sanguins. Le principe est de
rendre visible une région du système vasculaire en injectant un produit de contraste radio-
opaque (Voir figure 1.3). Ce produit est injecté à l’aide d’un cathéter inséré dans le corps du
patient par un vaisseau approprié et préalablement guidé par fluoroscopie jusqu’à la zone d’in-
tervention. Conjointement à l’injection de produit de contraste, une série de radiographies sont
acquises créant une séquence d’images, communément appelé ciné-angiographie. Plusieurs
techniques d’acquisitions sont utilisées dans un contexte interventionnel afin d’acquérir des
ciné-angiographies. La suite de cette section présente trois de ces techniques soit l’acquisition
monoplan, rotationnelle et biplan.
Figure 1.3 Angiographique biplan des artères pulmonaires
La première technique, l’acquisition monoplan consiste à la prise d’une ciné-angiographie des
artères d’un seul point de vue, à un angle de caméra fixe pendant toute la durée de l’acquisition.
La séquence ainsi obtenue permet au clinicien d’évaluer, à partir de la vue 2D et de son expé-
rience, la situation du patient et de sélectionner le traitement approprié. Toutefois, une seule
vue ne permet pas toujours de discerner avec certitude les bifurcations des superpositions et de
quantifier de façon suffisamment précise le diamètre, la longueur et l’orientation des vaisseaux ;
permettant par exemple de choisir lors d’une valvuloplastie une taille adéquate de ballonnet, un
mauvais choix pouvant entraîner des conséquences négatives (Nichols et al., 1989). Une pra-
tique courante afin de pallier ce problème est de réaliser plusieurs captures à différents angles.
Cependant, chaque nouvelle capture augmente la durée de l’opération, la quantité de radiation
reçue en plus de nécessité une nouvelle injection de produit de contraste pouvant endommager
les reins si injectés en trop grande quantité (L’Espérance et al., 2013).
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La seconde technique, l’acquisition rotationnelle consiste à capturer des images angiogra-
phiques à intervalles réguliers tout en pivotant le système d’imagerie de type C-arm autour
du patient. Le principal avantage de cette méthode est l’obtention d’un ensemble d’images an-
giographiques à différents angles de la structure vasculaire du patient ce qui permet de lever de
possibles ambiguïtés rencontrées lors des acquisitions monoplan au niveau des bifurcations et
des superpositions de vaisseaux. Toutefois, les images n’étant pas acquises simultanément, le
problème de mise en correspondance de points dans différentes vues nécessaires à la triangu-
lation d’un point 3D est complexifié par le mouvement cardiaque et respiratoire faisant varier
l’emplacement des vaisseaux dans l’espace.
La dernière technique d’acquisition, le biplan, utilise un système muni de deux sources ra-
diographiques qui permet de capturer simultanément, à deux angles différents, les structures
vasculaires d’un patient. L’acquisition biplan est la technique ayant reçu le plus d’attention
dans la littérature en ce qui a trait à la reconstruction 3D. De plus, les recommandations de
l’American Heart Association (Feltes et al., 2011) concernant les interventions cardiaques per-
cutanées pour les maladies cardiaques pédiatriques qualifient d’essentielle l’utilisation du bi-
plan pour certaines interventions, particulièrement chez les patients de petite taille. Le biplan
permet au clinicien de se construire mentalement une représentation 3D de la zone étudiée.
Ces recommandations ont également pour effet d’assurer la disponibilité d’appareils d’angio-
graphie biplan dans un grand nombre de centres hospitaliers pédiatriques. De plus, l’acquisition
de deux vues simultanées du même objet assure la présence de correspondances entre les deux
plans nécessaires à la reconstruction 3D. Un inconvénient du modèle biplan soulevé dans la lit-
térature dans le cas de la reconstruction 3D des artères coronaires (Liao et al., 2010), est qu’une
seule paire d’images n’est pas toujours suffisante pour effectuer une reconstruction 3D com-
plète et précise principalement due à la propagation de l’agent de contraste, le faible contraste
de l’image et la possible superposition de vaisseaux. Néanmoins, une sélection judicieuse des
angles d’acquisitions permettrait de limiter le problème de superposition.
1.4 Reconstruction 3D à partir d’un système biplan
Un processus typique de reconstruction 3D à partir d’un système angiographique biplanaire est
généralement composé de trois phases (Hartley et al., 1992). Toutefois, dans le cas de recons-
truction d’une structure vasculaire telle que les artères coronaires ou pulmonaires, le processus
varie légèrement afin de s’adapter aux difficultés particulières de ce genre de problème. Dans
un premier temps, les artères sont segmentées, puis la ligne centrale est extraite. Ensuite, des
correspondances sont établies entre les deux plans permettant de calibrer le système et de re-
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construire le squelette des artères. Finalement, le lumen des artères est déterminé et reconstruit.
Chacune de ces phases et la littérature qui y est associée seront présentées du point de vue d’une
reconstruction des artères coronaires puisqu’à notre connaissance aucun travail du genre n’a été
effectué pour le cas particulier des artères pulmonaires. Toutefois, les limites et les lacunes qui
pourraient être rencontrées lors de l’application de ces techniques au cas de la reconstruction
3D des artères pulmonaires seront relevées.
1.4.1 Segmentation des structures vasculaires
La segmentation consiste à extraire et à isoler un ensemble de pixels ayant un lien entre eux du
reste de l’image. Il s’agit d’une étape essentielle afin d’être en mesure de déterminer de façon
précise la position des artères dans les images et de mesurer leur diamètre. La segmentation
automatique de structures vasculaires dans des angiographies au rayon X est un problème non
résolu posant de nombreux défis, particulièrement dans le cas d’une population pédiatrique
(M’hiri et al., 2012).
Ce problème a reçu beaucoup d’attention de la littérature et beaucoup d’approches ont été ex-
plorées. La revue de la littérature réalisée par Lesage et al. (2009) présente un grand nombre
de ces approches. Toutefois, la littérature touchant à la reconstruction 3D se concentre prin-
cipalement sur l’utilisation d’une catégorie de techniques se basant sur des particularités géo-
métriques locales tirant avantage de la structure tubulaire des vaisseaux. Cette approche dé-
veloppée successivement par les travaux de Lorenz et al. (1997); Sato et al. (1997); Frangi
et al. (1998) utilise les valeurs et vecteurs propres de la matrice hessienne calculés à différentes
échelles grâce à une convolution gaussienne de différents écarts types afin d’assigner une pro-
babilité d’appartenance à une structure tubulaire à chacun des pixels d’une image. Les résultats
obtenus par cette méthode sont généralement insuffisants pour être utilisés directement et sont
raffinés à l’aide de diverses opérations. Par exemple, Shechter et al. (2003) l’utilisent comme
contrainte dans un outil de segmentation semi-interactif, Blondel et al. (2006) et Liao et al.
(2010) effectuent un double seuillage et une élimination des petits composants. Ces opérations
n’adressent toutefois pas les défauts intrinsèques du filtre comme le fait qu’il ne considèrent
pas la connectivité des pixels. Des approches plus récentes telles celle de M’hiri et al. (2012)
ou de Xiao et al. (2013) utilisent le résultat du filtre hessien comme information apriori à des
méthodes prenant également en compte le caractère connecté et continu des artères plutôt que
comme résultat intermédiaire de la segmentation semblent prometteuses, mais des études quan-
titatives sur un ensemble suffisamment grand et varié de données n’est pas encore disponible
dans la littérature.
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1.4.2 Extraction de la ligne centrale
L’extraction de la ligne centrale joue un rôle essentiel dans le processus de reconstruction 3D.
L’objectif est de réduire les artères à un ensemble de lignes tout en conservant leurs connectivi-
tés et leur structure topologique. La ligne centrale est en quelque sorte le squelette de l’artère.
La précision de son extraction combinée à la connaissance de la géométrie du système assure
une reconstruction spatiale précise de l’arbre vasculaire.
Plusieurs approches sont utilisées, mais les méthodes semi-automatiques sont les plus com-
munes bien qu’elles peuvent être assujettis à de la variabilité intra et extra observateur (Mes-
senger et al., 2000). Hoffmann et al. (2000) par exemple, utilisent une méthode où plusieurs
points le long de chaque vaisseau doivent être identifiés, l’arbre vasculaire et les bifurcations
sont ensuite déterminés automatiquement. Andriotis et al. (2008) quant à eux une technique
similaire, mais où il est seulement nécessaire d’identifier les bifurcations. Des méthodes auto-
matiques reposant sur le résultat de la segmentation sont également utilisées, Liao et al. (2010)
utilise un algorithme d’amincissement topologique, mais des discontinuités apparaissent né-
cessitant l’utilisation d’un algorithme de jointure de ligne dont le résultat peut ne pas respecter
la forme curviligne d’une artère. De plus, des changements brusques dans la forme de l’artère
causés par une lésion, telle une sténose, risquent de disparaître dans le processus. La technique
proposée par Blondel et al. (2006) souffre elle aussi de problèmes similaires. Celle-ci consiste à
relier les maximums locaux issus du filtre de Frangi utilisé lors de la segmentation (Voir section
1.4.1, p. 11) afin de définir la ligne centrale. Cependant, bien que les maximums représentent
une forte probabilité d’appartenir à la ligne centrale, rien ne le garantit.
1.4.3 Correspondances
L’étape de mise en correspondance a pour objectif d’identifier des éléments, communément des
points ou des lignes présentes sur les différents plans et ayant la même origine dans l’espace.
Une identification précise d’un ensemble de correspondances permet de calibrer le système de
caméras (Voir section 1.4.4), puis de calculer leurs positions dans l’espace.
La présence de bruit ou encore de motifs répétitifs au sein des images peut être une source
d’ambiguïtés lors de l’identification de correspondances. Des contraintes sont généralement
utilisées afin de réduire le nombre potentiel de candidats pour un élément à faire correspondre.
En autre, il y a les contraintes géométriques découlant du système d’imagerie dont fait partie
la contrainte épipolaire discutée à la section 2.1.4. Cette contrainte, nécessitant la connaissance
du calibrage du système ou du moins, d’une approximation, permet de transformer la recherche
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en considérant seulement les candidats dans le voisinage de la droite épipolaire plutôt que dans
l’ensemble de l’image. Par exemple, Shechter et al. (2003) utilisent la contrainte épipolaire afin
de contraindre un algorithme de programmation dynamique utilisant une stratégie de recherche
dans un graphe avec l’objectif d’établir une correspondance point à point entre deux B-splines
cubiques formés à partir des lignes centrales des artères présentent dans les deux vues. Blondel
et al. (2006) quant à eux, utilise la contrainte épipolaire afin de réduire le nombre de candi-
dats couplé à une fonction d’énergie afin d’optimiser globalement les correspondances et lever
l’ambiguïté entre différents candidats résidant sur la même droite épipolaire.
La littérature en vision par ordinateur fournit également plusieurs techniques afin d’identifier
des points clés dans différentes images, de les décrire et de les appareiller entre eux via une
mesure de similitude. Par exemple, SIFT pour Scale-invariant feature transform (Lowe, 1999,
2004) est un algorithme permettant la détection de points d’intérêts ayant les caractéristiques
d’être robuste aux distorsions géométriques et aux changements d’échelle ou de luminance.
Toutefois, de par la nature et le contenu des images angiographiques les techniques basées sur la
détection et la description de caractéristiques sont peu efficaces celles-ci ayant été développées
principalement pour une utilisation au sein d’images naturelles.
Une solution afin de palier à l’absence de méthodes efficaces au problème de correspondance au
sein d’images angiographique proposé par Cheriet et Meunier (1999) est de définir manuelle-
ment un ensemble de correspondances. Andriotis et al. (2008) utilise également cette méthode,
il identifie les bifurcations de l’arbre vasculaire qui sont, par la suite, utilisées pour extraire
automatiquement la ligne centrale des vaisseaux. Cette façon de procéder peut être adéquate
pour une reconstruction hors ligne, mais dans le cas de la reconstruction 3D dans un contexte
interventionnelle l’identification d’un nombre suffisamment grand de correspondances dans un
laps de temps raisonnable pourrait être problématique. Cependant, dans le cadre d’une recons-
truction des artères pulmonaires, le principal problème réside plutôt dans le fait que le nombre
de bifurcations nécessaires au calibrage risque d’être insuffisant. Aussi, des techniques ne re-
quérant pas de correspondances telles que celle proposée par Habert et al. (2012) basée sur les
cônes projectifs pourrait être une solution intéressante. Toutefois, l’utilisation de cette méthode
ne permet pas de résoudre le problème de calibrage qui doit être résolu de façon indépendante.
1.4.4 Calibrage
Le calibrage de caméras avec l’objectif d’effectuer une reconstruction 3D d’objets est un sujet
qui a reçu beaucoup d’attention dans le domaine de la vision par ordinateur puisque beaucoup
d’applications bénéficient d’une connaissance précise des paramètres de capture. Les tech-
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niques de calibrage sont généralement séparées en deux catégories, celles réalisées hors ligne,
c’est-à-dire que les paramètres sont déterminés lorsque les caméras ne sont pas en mode opé-
rationnel et la seconde catégorie regroupe les techniques d’autocalibrage où le calibrage est
effectué à partir d’informations directement présentes dans les images opérationnelles.
Les méthodes de calibrage hors lignes sont techniquement moins exigeantes que les méthodes
d’autocalibration puisqu’elles peuvent être réalisées dans des conditions contrôlées, par exemple
dans des conditions lumineuses prédéterminées et avec un objet de calibrage connu. Un exemple
d’algorithme de calibrage hors ligne est présenté par Hartley et Zisserman (2003, p. 181).
Cette technique permet d’estimer la matrice de projection P d’une caméra si un minimum de
6 points correspondant entre l’espace et le plan sont connus. Les travaux de Shechter et al.
(2005); Blondel et al. (2006); Liao et al. (2010) sur la reconstruction 3D des artères coronaires
sont des exemples de ce qui a été réalisé en utilisant des techniques de calibration hors ligne.
Toutefois, les techniques nécessitant un calibrage hors ligne sont peu adaptées à une utilisation
clinique intensive. Bien que certaines configurations par défaut soient utilisées dans certaines
interventions, le praticien modifie régulièrement les paramètres du système de caméras afin
d’adapter l’acquisition aux particularités rencontrées chez un patient. Il serait toutefois pos-
sible en théorie d’utiliser un objet de calibrage au cours d’une intervention, mais en pratique
les chirurgiens jugent que cela perturberait les protocoles cliniques qui sont déjà suffisamment
chargés (Cheriet et Meunier, 1999).
Les méthodes d’autocalibrations ne nécessitent aucune intervention extérieure et ne requièrent
pas l’utilisation d’un objet de calibration. Elles reposent entièrement sur l’information conte-
nue dans les images capturées par les caméras. La plupart des techniques utilisent des points
de correspondances afin de déterminer les paramètres intrinsèques et extrinsèques des caméras
(Faugeras et al., 1992; Hartley et Zisserman, 2003). La qualité de la calibration repose donc
sur la précision et la justesse des correspondances. Les travaux de Torr et Murray (1993) ont
toutefois démontrés que lorsqu’un ensemble suffisamment grand de correspondances est dis-
ponible et que la majorité sont justes, l’algorithme RANSAC (RANdom SAmple Consensus)
(Fischler et Bolles, 1981) permet d’estimer avec précision les paramètres du système. Tou-
tefois, dans le cas d’images angiographiques, le nombre de correspondances suffisantes pour
recourir à RANSAC n’est pas assuré. C’est pourquoi, les techniques telles celles de Cheriet
et Meunier (1999) et de Yang et al. (2009) prennent avantage du fait que les systèmes angio-
graphiques enregistrent les paramètres d’acquisition des caméras dans des fichiers image au
format DICOM. La précision de ces valeurs, principalement due à l’imprécision mécanique du
système, n’est pas suffisante pour effectuer une reconstruction 3D avec la précision recherchée.
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Elles constituent toutefois une bonne estimation des paramètres réels du système. Cette estima-
tion des paramètres du système sont utilisés pour initialiser un algorithme d’optimisation non
linéaire afin de minimiser une fonction représentant l’erreur de reprojection de points de corres-
pondances. Les résultats obtenus par ces méthodes permettent d’effectuer une reconstruction
avec une précision sous-millimétrique, ce qui correspond à la précision recherchée. Toutefois,
cette méthode repose, comme les autres méthodes présentées, sur l’identification d’un nombre
suffisant de correspondances.
1.4.5 Reconstruction du lumen des artères
L’étape de reconstruction du lumen, l’enveloppe de l’artère a pour objectif d’ajouter du volume
à la reconstruction 3D, jusqu’ici uniquement représenté par sa ligne centrale. Pour y parvenir,
Andriotis et al. (2008) utilise la ligne centrale pour dans un premier temps déterminer l’em-
placement de la frontière des artères et dans un second temps, il mesure la distance entre la
ligne centrale du modèle 3D et un rayon partant de la source et frappant le plan à l’endroit ou
le vecteur normal à la ligne centrale 3D également projetée sur le plan rencontre la frontière de
l’artère. Cette méthode considère toutefois que la coupe transversale des artères est de forme
circulaire, ce qui ne reflète pas dans la majorité des cas la réalité. Yang et al. (2009) propose
une méthode considérant une coupe transversale de forme ellipsoïde plus fidèle à la réalité.
Cette méthode utilise la géométrie du système et les deux projections afin de déterminer les
paramètres d’une ellipse pour chaque point du modèle 3D. L’ellipse est ensuite utilisée pour
définir un ensemble de points à la surface de l’artère. L’utilisation d’une ellipse plutôt que d’un
cercle comme forme de la coupe transversale amène plus de précision, mais ne reflète tou-
jours pas le caractère irrégulier de la forme des artères ou dans certains cas une forme concave
devrait être observée, dans un cas d’une occlusion partielle par exemple.
1.5 Sommaire de la revue de littérature
Cette revue des connaissances et de la littérature a dans un premier temps permis de présenter
l’anatomie des artères pulmonaires et les cardiopathies les plus fréquentes qui peuvent les
affecter. Ensuite, l’angiographie par rayons X et ses différentes techniques d’acquisitions ont
été introduites. Enfin, les différentes étapes d’un processus de reconstruction 3D de structures
vasculaires à partir d’angiographiques a été explorées.
Un des premiers constats établis est que la littérature n’aborde pas le problème de reconstruc-
tion des artères pulmonaires. Elle aborde toutefois celui de la reconstruction des artères coro-
naires, très similaires sous certains aspects, mais très différentes dans d’autres. Par exemple,
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les artères coronaires contiennent un certain nombre de bifurcations ; les techniques de mise
en correspondances développés se servent donc de ce fait afin de faciliter le processus. Cepen-
dant, les artères pulmonaires présentent peu de bifurcations identifiables simultanément dans
les différents plans en raison de la superposition des artères lors de leur projection dans les
vues 2D. D’un autre côté, lors d’une reconstruction 3D des coronaires l’ensemble de l’arbre
est généralement reconstruction alors que dans le cas des artères pulmonaires une solution de
reconstruction 3D aurait avantage de cibler une seule zone d’intérêt, et ce pour plusieurs rai-
sons. Tout d’abord, il peut être difficile de distinguer les branches des artères en raison de leurs
superpositions lors de l’injection du produit de contraste. C’est d’ailleurs pourquoi en pratique
l’injection est effectuée de façon ciblée près de la zone à étudier. De plus, d’un point de vue
plus technique la reconstruction d’une seule zone d’intérêt peut simplifier de façon non négli-
geable. Par exemple, si une zone d’intérêt est spécifiée, l’étape de segmentation devrait être
facilitée puisqu’un apriori important pourrait être posé sur le contenu de l’image.
Un second constat est l’absence de techniques s’adressant à une population pédiatrique, ou du
moins testées sur une telle population. Plusieurs cardiopathies congénitales sont dépistées et
traitées à un jeune âge ; le développement de techniques de reconstruction 3D s’adressant di-
rectement à cette population est particulièrement importante puisque les problèmes rencontrés
chez l’adulte au niveau de la navigation et de l’évaluation de la taille des structures anato-
miques sont encore plus grands chez l’enfant en raison de leurs tailles réduites et la nécessité
de considérer la croissance future de l’enfant.
Au niveau du processus de reconstruction 3D à proprement parlé, les méthodes intéressantes
tant en temps de calcul qu’en précision de la reconstruction contiennent une étape semi-
automatique ce qui est peu compatible avec une utilisation interventionnelle intensive. Néan-
moins, les travaux réalisés sur certaines des étapes du processus de reconstruction progressent
dans la bonne direction.
Pour ce qui est de la segmentation, les travaux de M’hiri et al. (2012) et de Xiao et al. (2013)
semblent très prometteur. Un point faible de ce genre de technique est qu’elles ne cherchent pas
à segmenter des artères, mais des structures tubulaires quelconques. Dans le cas particulier des
artères pulmonaires, cela pourrait être particulièrement problématique lors de la segmentation
des artères pulmonaires principales puisqu’en raison de leur diamètre imposant, leur structure
s’éloigne de la forme tubulaire.
Les méthodes automatiques utilisées au niveau de la mise en correspondances, tel celle de
Blondel et al. (2006), cherchent généralement des bifurcations, puis les apparient grâce à la
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géométrie épipolaire du système. Bien que cela donne des résultats intéressants dans le cas
des artères coronaires, la présence d’une seule bifurcation rend l’utilisation de cette technique
impossible dans le cas des artères pulmonaires. Il est toutefois possible d’utiliser la contrainte
épipolaire afin de contraindre un autre type d’algorithme. Par exemple, il pourrait être intéres-
sant d’explorer l’utilisation de l’algorithme Robust Point Matching (RPM) développé par Gold
et al. (1998) et Chui et Rangarajan (2003) permettant d’associer deux ensembles de points en
fonction de divers critères.
Les méthodes de calibrage présentent dans la littérature sont matures, mais celles pouvant être
utilisées dans un contexte interventionnel c’est-à-dire, utilisant les informations présentes dans
l’image afin de récupérer la géométrie du système requiert toutes de connaître un ensemble de
correspondances entre les images. La solution au problème de calibrage se situe donc essen-
tiellement au niveau de la résolution du problème de correspondances.
Les techniques de reconstruction du lumen à partir d’une paire d’images angiographiques bi-
plan sont assez bien développées. Cependant, des améliorations ultérieures pourraient être li-
mitées de par la modalité d’acquisition, le nombre de vues étant insuffisant afin de lever toute
l’ambiguïté. Toutefois, la reconstruction étant faite à partir d’une seule paire d’images, il serait
intéressant d’utiliser plusieurs paires d’images de la séquence afin d’étudier la constante des
mesures du lumen dans le temps et de potentiellement améliorer la reconstruction.

CHAPITRE 2
MÉTHODOLOGIE
Ce chapitre expose les différents éléments méthodologiques employés afin de reconstruire en
trois dimensions un segment d’intérêt d’une artère pulmonaire à partir d’une séquence angio-
graphique biplan.
Dans un premier temps, la section 2.1 introduit le modèle mathématique et la géométrie du
système angiographique biplan utilisés afin de reproduire le phénomène physique de projec-
tion à l’origine des images angiographiques. Ce modèle sera ensuite utilisé dans les sections
subséquentes de ce chapitre.
Dans un second temps, la section 2.2 présente la méthode employée dans le but d’optimiser les
paramètres projectifs des caméras et de calibrer le système. Les paramètres contenus dans les
métadonnées des images angiographiques au format DICOM sont utilisés afin de contraindre
l’espace de recherche et pour initialiser l’algorithme d’optimisation itératif. À chaque itéra-
tion, des correspondances sont établies entre les plans en utilisant un guide marqué présent
dans les images angiographiques. Les marqueurs du guide, préalablement identifiés manuel-
lement sur un ensemble d’images, permettent à un algorithme du plus court chemin combiné
à l’utilisation de la géométrie épipolaire de définir des correspondances probables le long du
guide. À partir de ces correspondances, la position en trois dimensions du guide est calculée
pour chacune des paires d’images puis l’algorithme Levenberg-Marquart (Levenberg, 1944;
Marquardt, 1963) est utilisé afin d’optimiser les paramètres de caméra de façon à minimiser
l’erreur de reprojection du guide.
Enfin, la dernière section de ce chapitre présente la démarche d’évaluation développée afin de
valider le fonctionnement des méthodes proposées.
2.1 Modélisation de la géométrie du système angiographique biplan
Cette section présente le fonctionnement du système angiographique biplan du CHU Sainte-
Justine (Voir figure 2.1). Tout d’abord, la sous-section 2.1.1 introduit le concept de caméras, les
paramètres intrinsèques et les principales équations qui s’y rattachent ; un module d’acquisi-
tion d’images radiographiques étant représenté selon un modèle analogue. Puis, la sous-section
2.1.2 présente le système biplan et les paramètres extrinsèques servant à décrire la relation dans
l’espace entre les deux modules d’acquisition. Ensuite, la section 2.1.3 fait le rapprochement
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entre les métadonnées présentes dans les fichiers images DICOM et les paramètres des camé-
ras. Finalement, la section 2.1.4 introduit différents éléments de la géométrie épipolaire.
Figure 2.1 Salle hybride d’interventions cardiaques
pédiatriques du CHU Sainte-Justine
2.1.1 Description du modèle de caméra à sténopé et de ses liens avec la caméra angio-
graphique
Le modèle d’acquisition des images angiographiques est basé sur la géométrie projective et
s’apparente au modèle de formation des caméras à sténopé très présent dans la littérature en
vision par ordinateur (Hartley et Zisserman, 2003; Yang et al., 2009). Le modèle de la caméra
à sténopé, tel que présenté à la figure 2.2, est le modèle le plus simple et le plus spécialisé des
modèles de caméra projective. Les caractéristiques de ce modèle servant de base à des modèles
de caméra plus complexe telle que celui de la caméra radiographique (Hartley et Zisserman,
2003).
Pour une caméra projective à sténopé, un point X = (X, Y, Z)T de l’espace euclidien R3
correspond à un point x = (x, y)T du plan euclidien R2 se trouvant à l’intersection de la ligne
formée par le point X et le centre de la caméra (C) avec le plan image. L’équation décrivant
cette relation se présente comme suit :
[X, Y, Z]T →
[
f · X
Z
, f · Y
Z
]T
= [x, y]T (2.1)
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où f est la distance focale et correspond, dans le cas d’une caméra à sténopé, à la profondeur
en z du plan image.
y
x
Y
X
Z
x1
x2
X1
X2
C
Caméra
Centre de la caméra
Plan image
O
Point principal
Figure 2.2 Représentation d’une caméra à sténopé
La formation d’une image angiographique se fait de façon analogue à celle formée par une
caméra à sténopé. Toutefois, le modèle de formation des images angiographiques est quelque
peu plus complexe que le modèle à sténopé. En effet, la formulation (2.1) considère que la
projection (cx, cy)T du point principal O se situe à l’origine de l’image ((cx, cy)T = (0, 0)T ).
Toutefois, ce n’est pas nécessairement le cas pour une image angiographique. Aussi, contraire-
ment à une caméra à sténopé, l’image angiographique se forme sur un plan image se trouvant
derrière le sujet. De plus, le modèle du sténopé présume que les coordonnées d’une image sont
des mesures euclidiennes d’une même échelle horizontale et verticale, alors qu’en réalité les
coordonnées sont généralement exprimées en pixel dont la forme n’est pas nécessairement car-
rée. L’équation de la formation des images angiographiques prenant en considération les points
soulevés ci-haut est présentée sous une forme homogène :
⎡⎢⎣ xy
1
⎤⎥⎦ =
⎡⎢⎢⎢⎢⎣
SID
αx
s cx 0
0
SID
αy
cy 0
0 0 1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
X
Y
Z
1
⎤⎥⎥⎥⎥⎦ (2.2)
ainsi la distance focale vaut :
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fx =
SID
αx
et fy =
SID
αy
, (2.3)
où SID est tiré de l’anglais source image distance est la distance entre la source des rayons
X et le détecteur, αx et αy représente la distance horizontale et verticale entre deux pixels et
s est le cisaillement ou skew en anglais. Ce paramètre considère la non-orthogonalité des axes
(x, y) et est généralement négligé, il prend donc une valeur nulle. Les points X et x exprimés en
coordonnées homogènes sont notés X = (x, y, z, 1)T et x = (x, y, 1)T . De plus la matrice 3×4
présentée à l’équation peut être écrite K[I | 0], la matrice K est la matrice de calibrage de
la caméra qui contient les paramètres intrinsèques à la caméra. [I | 0] est une matrice identité
3 × 3 et 0 est le vecteur zéro soit une colonne entièrement composée de zéros ce qui signifie
que la caméra est située à l’origine de l’espace euclidien et qu’elle est orientée de façon à ce
qu’elle regarde vers l’axe des Z. L’introduction de cette notation permet de formuler l’équation
2.2 de façon plus compacte soit :
x = K[I | 0]X. (2.4)
2.1.2 Système angiographique biplan et les paramètres extrinsèques
Le système d’acquisition angiographique du CHU Sainte-Justine est composé de deux C-Arm
nommés ainsi en raison de la forme en C de la structure reliant la source radiographique au
détecteur permettant de capter les rayons X et de les transformer en images numériques (Voir
figure 2.1). L’axe de chacun des C-Arm reliant la source au détecteur est défini comme l’axe
de radiation. En théorie ces axes se croisent à un isocentre fixe et les C-Arm peuvent effectuer
des rotations selon tous les degrés de liberté autour de cet isocentre. Chacun des C-Arm peut
également effectuer une translation sur leur axe de radiation. Le système angiographique biplan
permet donc d’effecteur des acquisitions quasi simultanées d’images de structures anatomiques
de différents points de vue.
Afin de représenter un système de caméras, il est nécessaire de définir le référentiel dans lequel
ces caméras se trouvent c’est-à-dire, la direction et l’origine de l’espace de travail. Ce sont
les paramètres R et t dit extrinsèques qui définissent la position et l’orientation d’une caméra
dans l’espace de travail (Voir figure 2.3b). En fait, les paramètres extrinsèques définissent la
transformation de l’espace de travail permettant de passer à l’espace de la caméra. La matrice
des paramètres extrinsèques prend la forme d’une transformation rigide ; elle se compose de
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Figure 2.3 Modèle de caméra angiographique : (a) relation entre la source, le point
principal et le détecteur, (b) relation entre deux caméras
la matrice de rotation 3 × 3 et d’un vecteur de translation 3 × 1. Sous sa forme homogène, la
matrice des paramètres extrinsèques se présente comme suit :
[
R t
0 1
]
=
[
R 0
0 1
]
×
[
I t
0 1
]
=
⎡⎢⎢⎢⎢⎣
r1,1 r1,2 r1,3 0
r2,1 r2,2 r2,3 0
r3,1 r3,2 r3,3 0
0 0 0 1
⎤⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎣
1 0 0 t1
0 1 0 t2
0 0 1 t3
0 0 0 1
⎤⎥⎥⎥⎥⎦ . (2.5)
La présentation des paramètres extrinsèques et des paramètres intrinsèques à la section 2.1.1
permet l’introduction de la matrice de projection P qui transforme un point 3D de l’espace de
travail en un point 2D image d’une caméra. En reprenant l’équation 2.4, on formule :
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x = PX = K[R | t]X, (2.6)
où [R | t] remplace [I | 0], ce qui signifie que lorsqu’une caméra possède les paramètres
R = I et t = [0 0 0]T elle a la même orientation et est située à l’origine de l’espace de travail.
En ce sens, il est pratique d’établir le référentiel de l’espace de travail de façon à ce qu’il
concorde à celui d’une des caméras. Ainsi, la position et l’orientation de la seconde caméra
sont exprimées par rapport à la première. Ce qui permet dans un système biplan d’exprimer
l’opération de projection comme suit :
P1 = K1[I | 0] et P2 = K2[R | t]. (2.7)
2.1.3 Lien entre les métadonnées DICOM et les paramètres des caméras
Le modèle de caméras, les paramètres intrinsèques et extrinsèques étant maintenant connus,
il est nécessaire de faire le rapprochement entre ces paramètres et les métadonnées contenues
dans les images au format DICOM provenant du système angiographique (Voir ANNEXE I,
p. 73). En effet, lorsqu’une série d’images est acquise, des informations concernant le système
angiographique sont ajoutées au fichier image. Toutefois, ces informations ne correspondent
pas exactement aux paramètres des caméras introduits précédemment d’où la nécessité de faire
le lien entre eux. Il est également important de mentionner que la précision des valeurs conte-
nues dans les fichiers DICOM est limitée, plusieurs paramètres étant arrondis au millimètre ou
au degré le plus près. Ce degré de précision est suffisant pour l’utilisation normale du système
angiographique, mais insuffisant dans le cadre d’une reconstruction 3D ; le système n’étant pas
initialement conçu pour cet usage et rend nécessaire la correction du calibrage tel que présenté
à la section 2.2.
Premièrement, les paramètres de la matrice de calibrage de la caméra K. αx, αy sont contenus
dans le champ IPS pour Imager Pixel Spacing. Le paramètre SID est quant à lui, naturelle-
ment présent parmi les métadonnées. Enfin cx et cy sont inconnus, ils sont donc estimés comme
étant situés au centre de l’image soit :
cx =
largeur
2
et cy =
hauteur
2
. (2.8)
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La rotation d’une caméra est définie à partir de deux angles : l’angle de rotation primaire PPA
(Positioner Primary Angle) noté θ et l’angle secondaire PSA (Positioner Secondary Angle) noté
φ. Ces angles sont définis dans le repère du patient, il est donc nécessaire de les transformer de
façon à exprimer la rotation en fonction de l’une des caméras.
Lorsque les angles θ et φ sont nuls, le détecteur et la source sont alignés sur l’axe antéro-
postérieur du patient c’est-à-dire que le patient fait face au détecteur et que la source se trouve
dans son dos. Une variation de l’angle θ entraîne un déplacement du détecteur et de la source
dans le plan transverse du patient, c’est-à-dire le plan séparant le patient horizontalement (Voir
figure 2.4a). Une valeur positive correspond à un mouvement dans la direction LAO (Left
Anterior Oblique) le détecteur se retrouvant à la gauche du patient alors qu’une valeur négative
se fait dans la direction RAO (Right Anterior Oblique). Une variation de l’angle φ correspond à
un déplacement dans le plan sagittal, c’est-à-dire le plan séparant verticalement le patient (Voir
figure 2.4b). Une valeur positive correspond à un mouvement du détecteur dans la direction
CRA (crâniale), soit vers la tête et une valeur négative un mouvement CAU (caudale), soit vers
les pieds.
Les particularités des angles θ et φ étant expliquées, il est possible de former la matrice de
rotation R qui exprime la relation entre les deux caméras tout en considérant le changement de
référentiel soit :
R = Ry(−θ2)Rx(−φ2)Ry( θ1)Rx( φ1), (2.9)
où θ1 et φ1 proviennent de la première caméra et θ2 et φ2 de la seconde et où Rx et Ry repré-
sentent respectivement une rotation dans un espace euclidien 3D autour des axes x et y. Enfin,
le vecteur de translation t se forme quant à lui de la façon suivante :
t = −R ([0 0 SOD1]T −RT [0 0 SOD2]T ) . (2.10)
Le terme R est la matrice de rotation calculée précédemment à l’équation 2.9 et SOD1, SOD2
(Source Object Distance) correspondent à la distance entre l’isocentre et la source de leur
système de caméras respectif (Voir figure 2.3a).
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Figure 2.4 Plans et références patient : (a) Plan transverse et axe RAO/LAO,
(b) Plan sagittale et axe CRA/CAU
2.1.4 Géométrie épipolaire
La géométrie épipolaire est un modèle mathématique décrivant la relation géométrique entre
différentes projections d’une même scène acquise de différents points de vue. Elle permet de
décrire la dépendance entre les pixels de différentes images en termes de correspondances, où
une correspondance est un même point de l’espace observé dans chacune des images. De plus,
lorsque le calibrage des caméras est connu, la géométrie épipolaire permet de restituer à par-
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tir de correspondances l’information tridimensionnelle. Toutefois, les relations établies par la
géométrie épipolaire sont fondées sur l’hypothèse que les caméras du système appartiennent à
la famille de caméras héritant de la caméra à sténopé comme dans le cas des caméras angio-
graphique (Voir section 2.1, p. 19).
En considérant une paire d’images, la géométrie épipolaire énonce que pour chacun des points
x dans la première image, il existe une droite épipolaire l′ correspondante dans la seconde
image :
l′ = Fx, (2.11)
où une droite épipolaire est l’intersection du plan épipolaire (π) avec un des plans images.
Toutes les droites épipolaires d’une image s’intersectent à l’épipole de cette image, notée e′
pour la première image et e pour la seconde. Les épipoles correspondent à l’intersection des
plans images et de la droite reliant les centres des caméras C et C ′ (Voir figure 2.5). F est
la matrice fondamentale définissant algébriquement la géométrie épipolaire et regroupant la
relation entre deux caméras. La matrice fondamentale peut facilement être calculée à partir des
matrices de projection P1 et P2 des caméras (Voir ANNEXE II, p. 75).
Image 1 Imag
e 2
X
x
x’
l’l
Droites épipolaires
e’e
C C’
Plan épipolaire π
Figure 2.5 Droites et plan épipolaire
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Une propriété associée à F est que si F contient les informations relatives à un couple d’images
(X, Y ), alors F T contient les informations relatives à un couple (Y,X). Alors inversement à
l’équation (2.11), pour l’ensemble des points x′ de la seconde image, la droite épipolaire l dans
la première image est :
l = F Tx′. (2.12)
Lorsqu’un point x′ se trouve directement sur la droite épipolaire l′ formé par x et que inverse-
ment x se trouve sur la droite épipolaire l formée par x′ alors la contrainte épipolaire présentée
à l’équation (2.13) est respectée.
x′TFx = 0. (2.13)
Le respect de cette contrainte signifie que les droites épipolaires d’une correspondance x ↔ x′
s’intersectent dans l’espace. À l’intersection de ces droites épipolaires se trouve X qui est le
point 3D, dont la projection dans les images, est x et x′. Cependant, il est rare qu’une paire de
points respectent exactement la contrainte épipolaire. En d’autres mots, il n’y a pas de point
X satisfaisant parfaitement les équations x = P1X, x′ = P2X. Parmi les sources erreurs po-
tentielles pouvant amener au non-respect de la contrainte épipolaire, on retrouve entre autres
l’aspect discret des images limitant la précision de la mesure à ± la taille d’un pixel, la cali-
bration des caméras, la précision de l’identification des correspondances, etc.
Puisqu’il n’existe pas de point X satisfaisant la contrainte épipolaire, un système d’équations
linéaires est construit afin d’estimer X (Faugeras, 1993). La relation entre un point 3D, ses
correspondances et une matrice de projection i (i=1,2) est exprimée grâce aux équations sui-
vantes :
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AiX = bi →
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎣
p1,1
p1,2
p1,3
⎤⎥⎥⎥⎦X − x
⎡⎢⎢⎢⎣
p3,1
p3,2
p3,3
⎤⎥⎥⎥⎦X + p14 − xp34 = 0
⎡⎢⎢⎢⎣
p2,1
p2,2
p2,3
⎤⎥⎥⎥⎦X − x′
⎡⎢⎢⎢⎣
p3,1
p3,2
p3,3
⎤⎥⎥⎥⎦X + p2,4 − x′p3,4 = 0
(2.14)
où pm,n est une valeur de la matrice de projection à la lignem et à la colonne n. Les variablesAi
et bk permettent quant à eux d’exprimer ce système d’équations sous une forme simplifiée ou
Ai regroupe les termes desquels X a été mis en évidence et où bi regroupe les termes restants.
Une fois ces équations construites pour les deux matrices de projection P1 et P2 elles sont
réunies dans un seul système d’équations :
AX = b. (2.15)
En assumant que le rang de la matrice A est de 3, ce qui est normalement le cas, la résolution
de ce système d’équations permet d’obtenir X, ainsi :
X = (ATA)−1AT b. (2.16)
Afin de mesurer la précision du point 3D calculé, l’erreur de reprojection est utilisée, c’est-
à-dire la distance entre les points 2D originaux x et x′ et les projections xˆ et xˆ′ du point 3D
calculé. Pour un ensemble de points 2D, l’erreur de reprojection est :
n∑
i=1
d(xi, xˆi)2 + d(x′i, xˆ′i)
2 (2.17)
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où d(∗, ∗) est la distance euclidienne. Ainsi, les correspondances peuvent être interprétées
comme des images imparfaites d’un point de l’espace et l’erreur de reprojection quantifie leur
écart par rapport aux véritables projections (Hartley et Zisserman, 2003).
2.2 Calibrage du système angiographie biplan
Lors d’une reconstruction 3D, on cherche à inverser le processus physique de projection à l’ori-
gine des images angiographiques tel que décrit dans la section 2.1. Une connaissance précise
des paramètres de caméras tant intrinsèques, qu’extrinsèques ayant été utilisés lors de la cap-
ture des images est donc une condition sine qua non à la reconstruction 3D. Toutefois, les para-
mètres des caméras obtenus du système d’acquisition angiographique du CHU Sainte-Justine
possèdent une précision insuffisante en regard de la précision de reconstruction souhaitée. Il
s’avère donc nécessaire de procéder au calibrage du système. Cette section présente donc les
différentes étapes et algorithmes utilisés afin d’optimiser les paramètres projectifs, intrinsèques
et extrinsèques des caméras.
Afin de calibrer le système, un guide marqué est utilisé. Un guide (Voir figure 2.6) est un ins-
trument radio-opaque muni d’une extrémité spiralée flexible permettant à un cathétériseur de
naviguer dans le réseau vasculaire de son patient. Le guide une fois en place fait littéralement
office de rail sur lequel l’équipement nécessaire à l’opération telle qu’un cathéter, un ballon
angioplastique ou encore une endoprothèse (stent) est guidée jusqu’à la zone d’intervention.
Régulièrement distribués, les marqueurs se retrouvent à l’une des extrémités d’un guide mar-
qué. Ils servent, entre autres, à établir le facteur de grossissement des images angiographiques,
ce qui permet la mesure des structures anatomiques.
Plusieurs raisons motivent l’utilisation d’un guide marqué comme objet de calibrage. Dans un
premier temps, les techniques existantes comportent plusieurs lacunes. Par exemple, l’utilisa-
tion d’une mire de calibrage 1 (Rougee et al., 1993; Kerrien et al., 1998) nécessite de perturber
le déroulement normal de l’opération à chaque changement de position des caméras. Une autre
méthode proposée par Cheriet et Meunier (1999) permet de calibrer le système en utilisant
les bifurcations de l’arbre coronarien comme correspondances. Cependant, dans le cas des ar-
tères pulmonaires il est difficile voir impossible d’identifier suffisamment de correspondances
uniques. De plus, cette méthode présume que les images sont acquises simultanément alors
que ce n’est pas le cas. Les artères se déplaçant et se déformant légèrement entre les deux
acquisitions et peut ainsi introduire des erreurs dans le calibrage du système.
1. calibration phantom
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Figure 2.6 Guide marqué tel que vu lors d’un examen
angiographique
La méthode proposée quant à elle peut être réalisée en minimisant les changements aux pro-
tocoles opératoires. Le guide faisant déjà partie intégrante de plusieurs procédures. Les mar-
queurs étant radio-opaque, donc bien visibles, assurent la présence d’un minimum de corres-
pondances et qui en plus, peuvent être utilisés afin d’en estimer un plus grand ensemble lorsque
couplés à la structure continue du guide. Enfin, le guide étant présent dans toutes les images
d’une séquence. Il est possible d’utiliser l’aspect temporel et le mouvement associé afin d’aug-
menter le nombre de correspondances et de diminuer l’impact associé au fait que les images
ne soient pas acquises simultanément.
La Figure 2.7 donne un aperçu des étapes de la méthode proposée qui est décrite dans la suite
de cette section. Dans un premier temps, la sous-section 2.2.1 présente l’étape de segmentation
du guide, de l’extraction de sa ligne centrale et de l’identification des marqueurs. Ensuite, la
sous-section 2.2.2 présente la méthode permettant d’établir un ensemble de correspondances
entre les plans. Enfin, la sous-section 2.2.3 présente le processus d’optimisation des paramètres
de projection où sont combinés l’algorithme de correspondances et l’algorithme d’optimisation
non linéaire. Ceux-ci sont utilisés afin de faire varier les paramètres des caméras et itération
après itération de tendre vers une solution minimisant l’erreur de reprojection du guide.
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Figure 2.7 Processus de calibrage d’un système
angiographique biplan
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2.2.1 Segmentation, extraction de la ligne centrale du guide et identification des mar-
queurs
Tout d’abord, avant d’être en mesure de calibrer le système angiographique, il est nécessaire
de segmenter et d’identifier le guide marqué puis de déterminer la position de sa ligne centrale.
Toutes les erreurs commises au cours de cette étape seront propagées aux étapes subséquentes
et peuvent être une source d’erreurs au niveau du calibrage final.
La segmentation du guide débute par l’application d’un filtre multiéchelles basé sur les valeurs
propres de la matrice hessienne. Ce filtre initialement proposé par Frangi et al. (1998) afin de
rehausser les vaisseaux sanguins dans des images angiographiques s’avère également adéquat
dans le cas d’un guide. Concrètement, le filtre de Frangi permet d’obtenir une mesure de tu-
bularité, c’est-à-dire, la probabilité pour un pixel d’appartenir à une structure tubulaire (Voir
section 1.4.1, p. 11). Cependant, le filtre de Frangi est insuffisant, car en plus du guide, les
images angiographiques contiennent souvent d’autres structures tubulaires comme un cathéter,
des fils de sutures d’opérations précédentes, des côtes, etc. Afin de poursuivre la segmentation,
une opération de seuillage est effectuée pour chacun des pixels de l’image :
I(x, y) =
{
1 si I(x, y) ≥ seuil
0 si I(x, y) < seuil
. (2.18)
Cette opération a pour objectif de retirer les pixels les moins susceptibles d’appartenir à une
structure tubulaire et de binariser l’image. Enfin, on complète la segmentation en procédant à
une analyse des composants connectés de façon à conserver seulement le composant prédo-
minant qui devrait correspondre au guide. Cependant, si des problèmes surviennent et que la
segmentation est mauvaise, un opérateur peut intervenir. En effet, la segmentation du guide est
supervisée de façon à assurer sa qualité. L’opérateur peut intervenir afin de modifier le seuil
qui, par défaut, est de 0.25 ; il peut également intervenir sur l’image binarisée et déconnecter
certains segments. Toutefois, le rôle primaire de l’opérateur est l’identification des marqueurs
du guide. Une fois une image segmentée, le masque de segmentation est superposé sur l’image
originale et est présenté à l’opérateur qui indique l’emplacement de chacun des marqueurs
en débutant par celui se trouvant le plus près de l’extrémité. Ce faisant, l’opérateur indique
également le sens du guide.
Une fois le guide correctement segmenté, il est nécessaire d’en extraire la ligne centrale. L’ex-
traction de la ligne centrale du guide ne présente pas exactement les mêmes défis que ceux
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rattachés à l’extraction de la ligne centrale de vaisseaux sanguins (Voir section 1.4.2, p. 12),
le guide étant une structure continue de taille constante et sans bifurcations. Néanmoins, la
précision de son extraction est tout aussi importante considérant qu’elle servira dans le cali-
brage du système. Le processus d’extraction utilise l’algorithme développé par Bouix et al.
(2005) reposant principalement sur un algorithme de squelettisation utilisant les équations de
Hamilton-Jacobi (Siddiqi et al., 2002). L’algorithme utilise le flux extérieure moyen 2 afin de
faire la distinction entre les points faisant partie du squelette de ceux qui n’en font pas partie
combiné à une procédure d’amincissement préservant la topologie de la forme.
2.2.2 Calcul de correspondances sur le guide
Une fois la segmentation et l’extraction de la ligne centrale effectuée, l’étape suivante est le cal-
cul de correspondances et la reconstruction 3D de la ligne centrale du guide. L’objectif de cette
étape n’est pas l’obtention de correspondances parfaites ni d’une reconstruction 3D parfaite. Il
s’agit plutôt de définir un ensemble d’hypothèses de correspondances et donc une hypothèse
de reconstruction 3D. Cette hypothèse est ensuite utilisée afin d’optimiser les paramètres de
projection (Voir section 2.2.3, p. 41). Ensuite, de nouvelles correspondances sont calculées
puis sont de nouveau utilisées afin d’optimiser les paramètres de projections. Ces étapes sont
répétées jusqu’à ce que l’erreur de reprojection (Voir équation 2.17) se stabilise ou atteigne un
seuil prédéfini.
Afin de s’assurer que le processus d’optimisation converge, plusieurs contraintes sont consi-
dérées lors de la formulation d’une solution au problème de correspondances. Tout d’abord, la
section 2.2.2.1 présente une méthode permettant de formuler le problème de correspondance
comme un problème de recherche d’un chemin dans un graphe et d’améliorer globalement le
calibrage. Puis, la section 2.2.2.2 traite de l’ajout d’une contrainte supplémentaire, considé-
rant les points de la courbe formés par le guide dans chacune des images lorsque ceux-ci sont
tangents au plan épipolaire.
2.2.2.1 Correspondances par plus court chemin
En limitant la recherche de correspondances au guide, la recherche d’une correspondance pour
un point donné est réduite à une recherche dans une seule dimension plutôt que deux si l’image
entière était considérée. Aussi, puisque le guide est une structure continue et que son orientation
est connue (Voir section 2.2.1), il est possible de contraindre la recherche de façon à assurer
la progression des correspondances le long du guide. Ainsi si un pixel un corresponds à u′n
2. Average outward flux
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alors un+1 peut seulement correspondre à un pixel u′n+m où m  0. De plus, la présence de
correspondances connues telles que celles définies à la section 2.2.1 couplées à la géométrie
épipolaire (Voir section 2.1.4) permet de contraindre davantage le problème en limitant les
correspondantes candidates à celles près de la droite épipolaire formée par le point à faire
correspondre.
Les métadonnées issues des fichiers DICOM bien qu’imparfaites, permettent d’obtenir une
estimation initiale des paramètres et donc du calibrage du système de caméras angiographique
(Voir section 2.1.3). Ces paramètres sont utilisés lors de la première utilisation de l’algorithme
de correspondances, par la suite les paramètres modifiés issus du processus d’optimisation sont
utilisés (Voir section 2.2.3).
Une estimation des paramètres de calibrage permet pour chaque point du guide xi de la pre-
mière image, de calculer une droite épipolaire l′i (Voir équation 2.11). Pour chacune de ces
droites, la distance entre chacun des points du guide x′j de la seconde image est calculée. Pour
un point et une droite, la distance est :
d(x, l) =
∣∣∣∣av + bw + c√a2 + b2
∣∣∣∣ où
⎧⎨⎩l = ax+ bx+ cx = [v, w]T (2.19)
Ainsi, une carte de distances CD de taille m par n est créée oùm et n sont le nombre de pixels
définissant la ligne centrale du guide dans chacune des images. Chaque élément de la carte
CD(i, j) correspond donc à la distance entre une droite épipolaire l′i et un point x′j . Ce faisant,
il est possible d’exprimer le problème de correspondance comme un problème de recherche
d’un chemin monotone dans un graphe Faugeras (1993).
Cependant, le calibrage n’étant pas parfait, les correspondances créées de cette façon ne le sont
pas non plus. C’est pourquoi les correspondances marquées manuellement (Voir section 2.2.1),
sont utilisées afin de corriger en partie l’erreur occasionnée par l’imprécision du calibrage.
Cette correction permet de tendre vers une mise en correspondance plus près de la réalité et
permet également au processus d’optimisation de converger vers une bonne solution.
Avec comme objectif de corriger les correspondances, le décalage en x et en y entre chacune
des droites épipolaires l′i et chacun des points x′j connus est calculé :
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Δx(x, l) =
b(bv − aw)− ac
a2 + b2
et Δy(x, l) =
a(−bv + aw)− ac
a2 + b2
où
⎧⎨⎩l = ax+ bx+ cx = [v, w]T
(2.20)
Ensuite, chacun des points du guide est décalé en fonction du décalage des deux correspon-
dances connues les plus rapprochées, et ce proportionnellement à la distance séparant un point
de ces correspondances. Pour un point x′j et deux correspondances connues à une distance eu-
clidienne d1 et d2 et dont le décalage respectif avec leur droite épipolaire est Δ1 et Δ2, x′j est
décalé de :
Δx′j = −
(
Δ1
(
1− d1
d1 + d2
)
+Δ2
(
1− d2
d1 + d2
))
. (2.21)
Ainsi, plus un point x′j est près de l’une des correspondances connues, plus le poids de cette
correspondance est importante dans le calcul du décalage. Une fois le décalage calculé pour
l’ensemble des points, la nouvelle position de chacun d’entre eux est obtenue :
xˆ′j = x
′
j +Δx′j . (2.22)
Puis, en utilisant l’équation (2.19), une carte de distances prenant compte du décalage issus des
correspondances connues est formé. La figure 2.8 présente un exemple d’une carte de distances
avant et après décalage où il est possible de visualiser l’influence des correspondances connues.
Comme mentionné précédemment, cette carte de distance permet de formuler le problème de
correspondances comme un problème de recherche d’un chemin dans un graphe pondéré et
dirigé. Ainsi, un graphe G est construit de façon à respecter la contrainte de continuité. C’est-
à-dire que pour qu’un sommet du graphe s = CD(i, j) soit relié à un sommet s′ = CD(i′, j′)
et représente chemin possible alors :
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(a) (b)
Figure 2.8 Carte de distances, un ton foncé représente une courte distance et
inversement un ton clair est une grande distance. Les marqueurs dont la
correspondance est connue sont utilisés afin de décaler les points du guide afin
de corriger partiellement l’erreur de calibrage (a) avant décalage, (b) après
décalage
(i, j) < (i′, j′) ↔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
i′ = i+ 1 et j′ = j + 1
ou i′ = i et j′ = j + 1
ou i′ = i+ 1 et j′ = j
(2.23)
Le coût de l’arc (A) permettant de passer d’un sommet à un autre est normalisé entre 0 et 1
soit :
C(As →s′) =
CD(i, j)
max(CD)
(2.24)
Enfin, le chemin minimum reliant l’origine (CDo) à la destination (CDd) est trouvé en utili-
sant l’algorithme du plus court chemin développé par Dijkstra (1959) et défini l’ensemble des
correspondances. Toutefois, le chemin ne débute pas nécessairement à CDo = (1, 1) et ne se
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termine pas non plus nécessairement à CDd = (m,n), la portion visible du guide au sein d’une
image ne correspondant pas exactement à celle visible dans la deuxième image.
Afin de déterminer l’origine et la destination du problème du plus court chemin, plusieurs
points sont considérés et une heuristique est utilisée afin de les sélectionner. CDo est recherché
le long de la première colonne et de la première rangé de de CD qui sont conjointement re-
présenté sous la forme d’une fonction discrète Fo(x) = [CD(m..1, 1), CD(1, 2..n)]. Fo(x) est
ensuite lissée à l’aide d’une moyenne mobile d’intervalle 5 puis les maximums de la fonction
sont extraits. C’est d’ailleurs en raison de l’extraction de ces maximums que les deux côtés de
CD sont joints en une seule fonction. L’extraction indépendante des maximums pour chacun
des côtés pourrait entraîner la détection d’un faux maximum à l’origine. Enfin, un pointage est
calculé pour chacun des maximums :
pointage(Fo(x)) = Fo(x) +
Δp ∗ (1− e0.25)
dim
⎧⎨⎩dim = m ou nΔp = 1− (i ou j) ∀x ∈ maximums,
(2.25)
où l’origine est définie comme le point ou le pointage est le plus élevé. Δp est la distance en m
ou n entre CD(1, 1) et le maximum évalué. Le pointage correspond à la valeur du maximum
auquel s’ajoute un terme qui pénalise l’éloignement de CD(1, 1). En effet, bien que l’origine
du graphe n’est pas nécessairement en CD(1, 1), il est raisonnable de croire qu’il est dans
son voisinage puisque les caméras angiographiques capturent une scène commune. Pour la
même raison, il est raisonnable de croire que CDd est dans le voisinage de CDd(m,n). De
façon analogue à CDo, CDd est recherchée le long de la dernière colonne et de la dernière
rangée de CD qui sont également représentées sous la forme d’une fonction discrète Fd(x) =
[CD(1..m, n), CD(m, (n− 1)..1)].
pointage(Fd(x)) = Fd(x) +
Δq ∗ (1− e0.25)
dim
⎧⎨⎩dim = m ou nΔq = m− i ou n− j ∀x ∈ maximums.
(2.26)
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L’équation (2.26) établit le pointage pour les points maximaux de Fd(x). Δq est la distance
entre le maximum évalué et CD(m,n). Ainsi, le pointage correspondant à la valeur Fd(x) à
laquelle est ajoutée une pénalité proportionnelle à sa distance avec CD(m,n).
2.2.2.2 Contrainte de la tangente épipolaire
La contrainte de la tangente épipolaire telle que décrite par Hartley et Zisserman (2003) est
que pour les points d’une courbe située dans l’espace et où le plan épipolaire y est tangent, les
droites épipolaires correspondantes dans chacun des plans image est tangent à la projection de
la courbe en ces points (Voir figure 2.9). C’est-à-dire que si une droite épipolaire est tangente
à un point d’une courbe dans une des projections alors la droite épipolaire correspondant à ce
point sera également tangente à la courbe dans les autres projections. Les points des courbes
tangents aux droites épipolaires peuvent donc être utilisés comme correspondances (Porrill et
Pollard, 1991). Ainsi, cette contrainte a pour objectif d’identifier un point supplémentaire défini
par cette contrainte et de l’utiliser comme correspondances connues supplémentaires au sein
de l’algorithme développé à la section 2.2.2.1.
Toutefois, cette contrainte est considérée dans l’algorithme de correspondances seulement
lorsque l’erreur de reprojection atteint un certain seuil. Le calibrage du système ayant un impact
sur le positionnement des droites épipolaires, une utilisation trop précaire de cette contrainte
pourrait avoir un impact négatif sur l’établissement des correspondances et sur la convergence
du processus d’optimisation.
La première étape afin d’identifier ces points est de calculer l’angle de la tangente en chacun
des points de la courbe C que représente la ligne centrale du guide dans chacune des vues.
Puisque C est une courbe discrète composée de pixels, une solution numérique soit la méthode
de différence centrale est utilisée afin d’obtenir une estimation de la pente en chacun des points :
C ′(ui) ≈ C(ui+1)− C(ui−1)
Δx
(2.27)
où x est la distance en x entre ui+1 et ui−1. La figure 2.10 donne un aperçu géométrique de
la méthode de différence centrale.
Ensuite, un algorithme de programmation dynamique est utilisé afin de trouver la séquence
de 9 pixels minimisant la différence d’angle avec les droites épipolaires dont la distance est
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Figure 2.9 Tangence épipolaire : le plan épipolaire est
tangent à la courbe formée par le guide au point X.
Considérant la projection de cette courbe dans les images 1 et
2. La droite épipolaire l est tangente au point x dans l’image
1 et l′ est tangente au point x′ dans l’image 2
ui
ui+1
ui-1
Δx
C
Tangente
Approximation
de la tangente
Figure 2.10 Approximation de la tangente au point ui de la
courbe C par la méthode de différence centrale
41
au maximum de 2 fois le décalage moyen des correspondances connues (Voir section 2.2.2.1).
Enfin, si la différence d’angle moyen de la séquence trouvée est inférieure à π/16 rad, ce qui
corresponds à autoriser une erreur d’environ 3% dans la mesure de l’angle de la courbe, alors
le point et la droite épipolaire situés au milieu de la séquence sont considérés comme formant
une correspondance.
2.2.3 Processus d’optimisation des paramètres de projection
L’objectif du processus d’optimisation est de déterminer les paramètres de calibrage minimi-
sant l’erreur de reprojection du guide. C’est-à-dire, la distance géométrique entre les points
appartenant au guide et les points images correspondant à la reprojection dans chacun des
plans des points 3D issus de ces mêmes points (Voir équation 2.17) et ce globalement pour un
ensemble de positions du guide au sein d’une séquence d’acquisition.
Une des problématiques réside dans le fait que, pour minimiser cette erreur, les paramètres
des caméras sont modifiés. La position des points 3D et l’erreur de reprojection associée sont
calculées afin d’évaluer l’impact des changements. Toutefois, le calcul des points 3D en plus
de reposer sur le calibrage du système repose également sur l’identification de correspondance
entre les différentes images qui dépend également du calibrage (Voir section 2.2.2). Il y a donc
une dépendance cyclique ; le calibrage dépend des correspondances et les correspondances dé-
pendent du calibrage. De plus, les images d’une paire d’images ne sont pas acquises exactement
au même moment, même si le temps entre leur acquisition est au maximum de l’ordre d’une
milliseconde il s’agit d’un temps suffisent pour noter un déplacement du guide lors de certaines
phases du cycle cardiaques. Afin de résoudre ces problèmes, l’algorithme 1 est proposé. Dans
la suite de cette section, le détail de ses différentes étapes est exposé.
2.2.3.1 Initialisation, paramètres et contraintes d’optimisations
Tout d’abord, le processus d’optimisation considère une séquence, contenant un guide mar-
qué, acquise dans la même configuration de caméra qu’une angiographie du segment d’artères
pulmonaires pour laquelle une reconstruction 3D est souhaitée. La ligne centrale du guide a
été extraite et la position de ses marqueurs ont été identifiés (Voir figure 2.2.1) et ce, pour un
ensemble de couples d’images correspondant à environ un cycle cardiaque.
Ensuite, les valeurs sauvegardées au sein des images au format DICOM (Voir section 2.1.3)
sont utilisées afin d’initialiser les paramètres. Les paramètres à optimiser appartenant aux ma-
trices de projection P1 et P2 sont SID1, SID2, c1,x, c1,y, c2,x, c2,y dans le cas des paramètres
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Algorithm 1 Optimisation des paramètres de projection
Entrée: Lignes centrales du guide pour n couples d’images L1{1..n}, L2{1..n}
Positions des marqueurs du guide pour n couples d’images M1{1..n}, M2{1..n}
Les paramètres initiaux du système radiographique : SID1, SID2, c1,x, c1,y, c2,x,
c2,y, tx, ty, tz, ωα, ωβ , ωγ
Sortie: Les paramètres optimisés : SID1, SID2, c1,x, c1,y, c2,x, c2,y, tx, ty, tz, ωα, ωβ , ωγ
1: bornes := définirBornes(SID1, SID2, c1,x, c1,y, c2,x, c2,y, tx, ty, tz, ωα, ωβ, ωγ)
2: P1, P2 ↔ SID1, SID2, c1,x, c1,y, c2,x, c2,y, tx, ty, tz, ωα, ωβ, ωγ
3: erreur := ∞
4: continue := vrai
5: tant que continue fait
6: correspondances := {∅}
7: si erreur > 5 alors
8: idx := rand(1, n)
9: correspondances := calculerCorrespondances(L1{n}, L2{n},M1{n},M2{n}, P1, P2)
10: sinon
11: pour idx := 1..n fait
12: correspondances.ajouter(
calculerCorrespondances(L1{n}, L2{n},M1{n},M2{n}, P1, P2))
13: fin pour
14: fin si
15:
16: points3D := calculerPts3D(correspondances, P1, P2)
17: P1, P2 := LM_optimisation(correspondances, points3D,P1, P2)
18: nErreur := calculerErreurResiduel(correspondances, P1, P2)
19: si nErreur > 0.3 et |erreur − nErreur| > 0.01 alors
20: erreur := nErreur
21: sinon
22: continue := faux
23: fin si
24: fin tant que
intrinsèques, le cisaillement s étant négligé et considéré comme étant à 0 et tx, ty, tz, ωα, ωβ ,
ωγ dans le cas des paramètres extrinsèques. La matrice de rotation R étant représentée grâce à
la formulation de Rodrigues (1840) par le vecteur ω soit :
R → ω = [α, β, γ]T . (2.28)
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En effet, bien que R soit composé de 9 éléments, plusieurs d’entre eux sont dépendants, R ne
disposant que de trois degrés de liberté. Une optimisation indépendante de chacun de ses para-
mètres pourrait donner une solution ne faisant physiquement aucun sens. Cette représentation
a également l’avantage de réduire le nombre de variables à optimiser soit 3 comparativement
à 9 si la forme initiale serait conservée au sein du processus d’optimisation. En utilisant la
formulation tirée de Hartley et Zisserman (2003, A4.3.2) ω se calcule à partir des opérations
suivantes :
1) La résolution de cette équation permet d’obtenir ω‖ω‖ , qui est un vecteur unitaire définissant
un axe de rotation :
(R− I3×3) ω‖ω‖ = [0, 0, 0]
T (2.29)
2) Ensuite, l’angle de rotation θ est obtenu grâce à :
θ = atan2
⎛⎜⎜⎜⎝
ω
‖ω‖
T
[r3,2 − r2,3, r1,3 − r3,1, r2,1 − r1,2]T
2
,
trace(R)− 1
2
⎞⎟⎟⎟⎠ (2.30)
où rm,n est une valeur de la matrice de rotation R à la ligne m et à la colonne n telle que
présentée à l’équation (2.5).
3) Enfin, dans la formulation de Rodrigues θ = ‖ω‖ le vecteur ω est donc équivalent à ω‖ω‖θ.
Concrètement, la formulation de Rodrigues permet de représenter une rotation dans l’espace
selon la représentation axe-angle et d’incorporer l’information de l’axe et de l’angle au sein du
même vecteur. L’axe de rotation étant ω‖ω‖ et l’angle θ est ‖ω‖. Ce faisant, il est inversement
possible d’obtenir R à partir de ω l’équation suivante :
R = I3×3 +
sin(θ)
θ
[ω]× +
1− cos(θ)
θ2
[ω]2× (2.31)
[ω]× étant une matrice antisymétrique composée à partir des éléments de ω soit :
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[ω]× =
⎡⎢⎣ 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
⎤⎥⎦ . (2.32)
Enfin, pour chacun des paramètres à optimiser, il est nécessaire de définir une borne supérieure
et inférieure de façon à limiter la variation des paramètres au voisinage des valeurs initiales
et ainsi réduire l’espace de recherche. En effet, bien que les paramètres présents au sein des
fichiers DICOM ne soient pas exacts, ils constituent tout de même une approximation rai-
sonnable de ceux-ci. En limitant l’espace de recherche à leur voisinage, il est non seulement
possible de diminuer le temps de calcul, mais également de diminuer le risque de divergence
du processus d’optimisation.
Les bornes sont définies en fonction de considérations physiques associées à chacun des pa-
ramètres et de l’unité avec laquelle une valeur est représentée. Une part de l’erreur étant at-
tribuable à l’arrondissement de la valeur des paramètres afin de se conformer à l’unité définie
dans le standard DICOM et une seconde part étant attribuable à une erreur de mesure. Ce
faisant nous faisons l’hypothèse que les paramètres réels du système se trouvent dans un voisi-
nage rapproché de ce qui est énoncé dans le DICOM. Ainsi pour les paramètres SID1, SID2
la variation est de ±2 millimètres, pour ωα, ωβ et ωγ exprimés en degré, les bornes sont situées
à ±3◦ de leur valeur initiale ce qui correspond à une variation de ±1◦ des paramètres θ1, θ2,
φ1, et φ2 à l’origine de la matrice R (Voir équation 2.9). Les bornes concernant les paramètres
c1,x, c1,y, c2,x et c2,y sont définis afin de considérer un écart maximum de ±2 pixels. Enfin,
pour les paramètres tx, ty, tz la variation permise est de ±40 millimètres. Il s’agit d’un écart
beaucoup plus considérable que celui permis pour les autres paramètres, mais le vecteur de
translation est formé d’une combinaison de d’autres paramètres et ce faisant est sujet à une
erreur potentiellement plus élevé.
2.2.3.2 Amélioration itérative de la géométrie du système
Une fois le processus initialisé, l’optimisation à proprement parler peut débuter et consiste en
la répétition de deux étapes jusqu’à convergence soit le calcul des correspondances et l’optimi-
sation non linéaire des paramètres.
Pour chaque itération, un ensemble de correspondances x1,i ↔ x2,i est établis à l’aide de la
méthode d’écrite à la section 2.2.2 et des paramètres de calibrage résultant de l’itération pré-
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cédente ou des fichiers DICOM si il s’agit de la première itération. Dans un souci de perfor-
mance, des correspondances sont initialement créées pour un seul couple d’images sélectionné
aléatoirement, l’ensemble des couples est considéré seulement lorsque l’erreur de reprojection
moyenne atteint un certain seuil à partir duquel il est souhaitable d’optimiser les paramètres
plus finement et plus précisément. En effet, lorsque l’erreur de reprojection moyenne est re-
lativement grande (> 5 pixels) les modifications apportées aux paramètres de calibrage sont
plutôt grossiers et l’utilisation de l’ensemble des couples d’images à ce stade n’est donc pas
nécessaire et ne fait qu’ajouter de la complexité.
Ensuite, pour l’ensemble des n couple de correspondances, une estimation X˜i de la position
du point 3D est calculée en utilisant la méthode décrite à la section 2.1.4. Puis, la fonction
objective suivante est minimisée :
minF(R,t, SIDj, cj,x, cj,y) =
n∑
i=1
2∑
j=1
∥∥∥xj,i − PjX˜i∥∥∥2
+

n−1∑
i=1
2∑
j=1
∥∥∥∥∥∥ xj,i+1 − xj,i‖xj,i+1 − xj,i‖ − PjX˜i+1 − PjX˜i∥∥∥PjX˜i+1 − PjX˜i∥∥∥
∥∥∥∥∥∥
2
, (2.33)
où PjX˜i est la projection du point X˜i sur le plan de l’image 1 ou 2, conformément aux équa-
tions (2.6) et (2.7) et 
 est un facteur de pondération permettant de contrôler l’influence du
facteur directionnelle. Par conséquent, la première partie de l’équation établit la distance entre
la projection de X˜i et le point attendu xj,i et la seconde partie est la différence entre la direc-
tion d’un vecteur reliant deux points successif xj,i et xj,i+1 et la direction du vecteur résultant
de la projection des points correspondants X˜i et X˜i+1 (Yang et al., 2009). Il s’agit donc d’un
problème de minimisation non linéaire résolu à l’aide de l’algorithme de Levenberg-Marquart
(Levenberg, 1944; Marquardt, 1963). L’implémentation de Lourakis (2005) levmar est utilisé.
L’algorithme de Levenberg-Marquart (LM) permet de fournir une solution à un problème de
minimisation des moindres carrés non linéaire où plusieurs variables sont impliquées. LM est
un algorithme adaptatif utilisant de façon alternative l’algorithme de Gauss-Newton et l’algo-
rithme du gradient. L’utilisation de LM nécessite le calcul de la matrice jacobienne qui est la
matrice des dérivées partielles du premier ordre d’une fonction vectorielle. Mais tout d’abord,
afin de faciliter son calcul, l’équation (2.33) est réduite de façon à représenter une somme des
composants des différences en x et y entre un point xj,i et un point image PjX˜i pour la première
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partie de l’équation et des différences en x et y dans la direction du vecteur pour la seconde.
Ainsi, pour la première partie de l’équation, si un seul point est considéré :
∥∥∥x − P X˜∥∥∥2 = ∥∥∥∥∥
[
x
y
]
−
[
x˜
y˜
]∥∥∥∥∥
2
=
∥∥∥∥∥
[
d1x
d1y
]∥∥∥∥∥
2
=
√
d21x + d
2
1y
2
= d21x + d
2
1y. (2.34)
De la même façon, pour la seconde partie de l’équation :


∥∥∥∥∥∥ xj,i+1 − xj,i‖xj,i+1 − xj,i‖ − PjX˜i+1 − PjX˜i∥∥∥PjX˜i+1 − PjX˜i∥∥∥
∥∥∥∥∥∥
2
= 

∥∥∥∥∥
[
x
y
]
−
[
x˜
y˜
]∥∥∥∥∥
2
= 

∥∥∥∥∥
[
d2x
d2y
]∥∥∥∥∥
2
= 

√
d22x + d
2
2y
2
= 
d22x +
d
2
2y. (2.35)
Ainsi, si l’ensemble des différences à minimiser de l’équation (2.33) sont représentés de façon
explicite :
F(R,t, SIDj, cj,x, cj,y) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d21,1,1x
d21,1,1y

d21,1,2x

d21,1,2y
...
d2j,i,1x
d2j,i,1y

d2j,i,2x

d2j,i,2y
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.36)
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Ainsi, la matrice jacobienne de l’équation de projection (2.7) est définie en x et en y pour
chacune des parties de l’équation :
J =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δ1x
δSID1
δ1x
δSID2
δ1x
δc1,x
δ1x
δc1,y
δ1x
δc2,x
δ1x
δc1,y
δ1x
δtx
δ1x
δty
δ1x
δtz
δ1x
δωα
δ1x
δωβ
δ1x
δωγ
δ1y
δSID1
δ1y
δSID2
δ1y
δc1,x
δ1y
δc1,y
δ1y
δc2,x
δ1y
δc1,y
δ1y
δtx
δ1y
δty
δ1y
δtz
δ1y
δωα
δy
δωβ
δ1y
δωγ
δ2x
δSID1
δ2x
δSID2
δ2x
δc1,x
δ2x
δc1,y
δ2x
δc2,x
δ2x
δc1,y
δ2x
δtx
δ2x
δty
δ2x
δtz
δ2x
δωα
δ2x
δωβ
δ2x
δωγ
δ2y
δSID1
δ2y
δSID2
δ2y
δc1,x
δ2y
δc1,y
δ2y
δc2,x
δ2y
δc1,y
δ2y
δtx
δ2y
δty
δ2y
δtz
δ2y
δωα
δy
δωβ
δ2y
δωγ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.37)
Enfin, une fois les paramètres optimisés et qu’une nouvelle version de P1 et P2 est obtenu, le
résidu de l’erreur quadratique moyenne (RMS) aussi appelée erreur résiduelle est calculé soit :
res =
1√
4n
√√√√ n∑
i=1
2∑
j=1
∥∥∥xj,i − PjX˜i∥∥∥2. (2.38)
Cette erreur mesure la différence moyenne entre un point connu xj,i et la projection du point X˜i
lui correspondant. Ensuite, si cette erreur est au-dessus du seuil de 0.3 et que la différence entre
l’erreur de l’itération précédente est également au-dessus de 0.01 alors une nouvelle itération a
lieu en considérant les nouvelles valeurs des paramètres contenus dans P1 et P2. Toutefois, si
ces seuils ne sont pas rencontrés, le processus d’optimisation prend fin.
2.3 Évaluation de la méthode proposée
Cette section présente le plan d’expérimentation développé afin de valider l’approche proposée
pour corriger les paramètres de calibrage d’un système angiographique biplan. L’évaluation
proposée est divisée en deux parties. La première partie dont les détails sont présentés à la
section 2.3.1 a pour objectif d’évaluer de façon théorique le modèle de calibrage à l’aide de si-
mulations. Ensuite, la seconde partie des évaluations présentée à la section 2.3.2 a pour objectif
d’évaluer la validité clinique de notre modèle de calibrage au moyen de données réelles.
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2.3.1 Simulation de la forme du guide en 3D
Cette évaluation consiste à conduire un ensemble de simulation au moyen d’un guide synthé-
tique placé dans l’espace puis projeté sur les plans dans des conditions similaires à ce qui est
rencontré lors de l’utilisation de données réelles. Ceci revient à supposer dans un premier temps
l’exactitude de la segmentation et de l’extraction de la ligne centrale du guide afin d’évaluer
exclusivement le processus d’optimisation des paramètres des caméras.
2.3.1.1 Génération du guide
La première étape consiste à simuler la ligne centrale du guide dans l’espace prenant une
forme similaire à ce qui peut être rencontré lors d’une intervention. Pour ce faire, une série de
points est définie dans l’espace 3D. Puis, une courbe spline d’ordre 3 est interpolée à partir
de ces points définissant ainsi la position du guide dans l’espace. Ensuite, afin de simuler
le déplacement du guide dans l’espace induit par le mouvement cardio-respiratoire la spline
est déformée de façon graduelle en appliquant déplacement inférieure-supérieure. Ainsi un
ensemble de splines représentant le guide dans l’espace à différents instants est créé.
Dans un second temps, les guides 3D sont projetés sur les plans images afin de simuler une ac-
quisition angiographique (Voir équation 2.7). Les paramètres des sources radiographiques pour
la simulation angiographique sont issus d’une séquence réelle. Aux fins de l’expérimentation,
ces paramètres sont considérés comme exacts puisqu’ils sont à l’origine des projections images
du guide.
2.3.1.2 Mesure de l’erreur de calibrage
Le processus d’optimisation du calibrage est évalué de façon quantitative à l’aide de la mesure
de deux erreurs. La première erreur est l’erreur quadratique moyenne (RMS) de la reprojec-
tion (Voir équation 2.38). Cette erreur permet de mesurer la précision du calibrage en fonction
de la distance entre les points du guide et de leur reprojection. Cette erreur est entre autres
utilisée par Chen et Carroll (2000); Zhang (2000); Yang et al. (2009) et est généralement la
seule erreur évaluée dans le cas d’une reconstruction 3D puisque la géométrie réelle de l’objet
3D n’est généralement pas connue.
La seconde mesure de l’erreur, est la distance point-droite au carré moyenne définie par
Hartley et al. (1992) comme étant :
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1
N
n∑
i=1
d(x′i, Fxi)
2 + d(x, F Tx′i)
2, (2.39)
où d(x, l) est la distance en pixels entre une droite épipolaire et le point correspondant dans la
seconde image, pour chacun des points dans les deux images. Une distance nulle entre un point
et une droite épipolaire signifie que la contrainte épipolaire est respectée (Voir équation 2.13).
En contrepartie, une distance non nulle signifie que les droites épipolaires pour une paire de
points correspondants ne se rencontrent pas dans l’espace. Cette mesure est donc un indicateur
de l’incertitude du système quant à son respect de la géométrie épipolaire qui le définit.
Enfin, la troisième et dernière mesure d’erreur utilisée est la distance de Fréchet (Alt et Godau,
1995). La distance de Fréchet est une mesure de similarité entre deux courbes tenant compte
de l’emplacement et de l’ordre des points le long des courbes. Alt et Godau (1995) illustre la
distance de Fréchet de la façon suivante (Traduction libre) :
Supposons un homme qui promène son chien, chacun marchant sur l’une des
courbes. Ils sont tous deux autorisés à contrôler leur vitesse, mais ils ne peuvent
pas revenir en arrière. La distance de Fréchet entre les courbes est la longueur de
la laisse la plus courte nécessaire pour traverser les deux courbes de cette façon.
L’équation (2.40) définie la distance de Fréchet de façon mathématique.
F (A,B) = inf
α,β
max
t∈[0,1]
‖A(α(t))− B(β(t))‖ (2.40)
A etB sont des courbes et la distance entreA etB à un temps t est la différence entre A(α(t)) et
B(β(t)). La distance de Fréchet correspond pour l’ensemble des paramétrisations possibles de
α et β ou pour l’ensemble des marches possible, à sélectionner celle où la longueur maximale
de la laisse est minimisée.
L’utilisation de la distance de Fréchet comme mesure de l’erreur est possible puisque la courbe
3D définissant la reconstruction parfaite est connue. De plus, cette mesure reflètera de manière
plus fidèle la précision de la reconstruction 3D que les seules mesures de l’erreur de projection
et de la distance point-droite.
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2.3.2 Évaluation avec des données cliniques
Après avoir testé une première fois la validité de notre algorithme de calibrage et ses limites
grâce à la simulation, le processus de calibrage est testé de nouveau, cette fois-ci à l’aide de
données cliniques. L’ensemble des étapes telles que présentées à la figure 2.7 est donc réalisé.
Les données utilisées proviennent d’opérations réalisées sur quatre patients au CHU Sainte-
Justine et ont été acquises à l’aide d’un C-arm Infinix de Toshiba. Une séquence d’images
contenant un guide a été sélectionnée pour chacun des patients. Chacune des séquences contient
un guide dont la forme et la position sont différentes au sein des images. La position et l’orien-
tation du système angiographique des interventions présentent certaines similarités. Chacune
des interventions avait pour objectif d’intervenir sur les artères pulmonaires, pour lesquels des
vues standards sont définies. Cependant, les paramètres présentent tout de même une certaine
variabilité en raison de l’unicité de chacune des interventions.
Pour évaluer le processus de calibrage, tout comme en simulation, l’erreur quadratique
moyenne (RMS) de la reprojection et la distance point-droite au carré moyenne sont utili-
sées. Toutefois, puisque la géométrie 3D réelle du guide n’est pas connue il n’est pas possible
d’utiliser l’erreur de Fréchet. Une évaluation purement qualitative de la reconstruction en 3D
de la ligne centrale du guide sera donc effectuée.
CHAPITRE 3
RÉSULTATS ET DISCUSSION
Dans ce chapitre, l’ensemble des tests effectués est décrit et les résultats obtenus sont discutés.
Tout d’abord, la section 3.1 présente un ensemble de tests effectués en simulation visant à
étudier certains aspects de notre méthode de calibrage au sein d’un environnement contrôlé.
Puis, la section 3.2 présente les tests conduits à l’aide de données cliniques réelles.
3.1 Simulation du guide en 3D
3.1.1 Expérimentation 1 : impact d’une erreur sur un paramètre
La première des expérimentations menées à partir du guide simulé a pour objectif de mesurer
l’impact d’une erreur sur l’un des paramètres du système angiographique en considérant une
connaissance parfaite des correspondances. Les erreurs (reprojection et Fréchet) sont mesurées
en considérant une erreur de± 10 unités de mesure sur un des paramètres, pour l’ensemble des
paramètres.
Les résultats quantitatifs de cette expérience sont présentés aux figures 3.1 pour l’erreur de
reprojection, 3.2 pour la distance point-droite épipolaire et 3.3 pour la distance de Fréchet.
L’expérience démontre tout d’abord une corrélation entre les différentes mesures. Les erreurs
augmentent en fonction de l’erreur apportée au paramètre mesuré. Cependant, il n’y a pas
une corrélation parfaite comme le démontre la présence d’une anomalie pour les paramètres
SOD1 et SOD2. Puisqu’il s’agit du même type de paramètres, une erreur 3D (distance de
Fréchet) de même amplitude était attendue comme c’est le cas avec l’erreur de reprojection
et la distance point-droite épipolaire. Il est toutefois possible d’expliquer cette anomalie en
observant l’équation (Voir équation 2.10) qui définit t. En effet, t est formé entre autres à
partir de SOD1 et SOD2, toutefois SOD2 impacte seulement le composant tz du vecteur de
translation contrairement à SOD1 qui impacte l’ensemble des composants du vecteur. Une
erreur sur SOD1 a pour effet de modifier la position de la deuxième caméra dans l’espace de
travail. Une reconstruction 3D du guide est donc décalée dans l’espace. De façon analogue, une
modification de SOD2 déplace aussi la seconde caméra dans l’espace. En revanche, l’erreur
introduite est relativement faible par rapport à la valeur totale de SOD2 (≈ 1% pour une erreur
de 10 mm) et contrairement à SOD1 seul le composant tz est affecté. La trajectoire du rayon X
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partant de la source radiographique pour se rendre au détecteur varie donc peu ce qui explique
la distance de Fréchet observée.
Cette expérience montre également que ce sont les paramètres extrinsèques qui introduisent la
plus grande erreur. Dans le cas présent, c’est SOD1 qui est à l’origine de la plus grande erreur,
vraisemblablement pour les raisons évoquées précédemment. Ensuite, ce sont les paramètres
définissant R soit θ1, θ2, φ1 et φ2. Une variation de ces paramètres modifie la direction vers
laquelle pointe la caméra 2 ainsi que sa position par rapport à la caméra 1,R ayant un impact sur
t tout comme SOD1 et SOD2 (Voir équation 2.10). Les paramètres intrinsèques introduisent
également une erreur non négligeable, mais plusieurs fois inférieure à celle des paramètres
extrinsèques. L’erreur maximale induite par un des paramètres intrinsèques ne dépasse pas 1
mm dans le cas de la distance de Fréchet et 0.37 mm (≈ 3 pixels avec un pixel spacing de
0.1221 mm) pour l’erreur de reprojection, contrairement aux paramètres extrinsèques où la
Distance de Fréchet maximal atteint les 10 mm et l’erreur de reprojection les 1.2 mm.
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Figure 3.1 Évolution de l’erreur de reprojection en fonction d’une erreur sur un des
paramètres : (a) SID1, (b) SID2, (c) c1,x, (d) c2,x, (e) c1,y, (f) c2,y, (g) SOD1, (h) SOD2,
(i) θ1, (j) φ1, (k) θ2 et (l) φ2
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Figure 3.2 Évolution de la distance point-doite épipolaire en fonction d’une erreur sur
un des paramètres : (a) SID1, (b) SID2, (c) c1,x, (d) c2,x, (e) c1,y, (f) c2,y, (g) SOD1, (h)
SOD2, (i) θ1, (j) φ1, (k) θ2 et (l) φ2
55
−10 −5 0 5 10
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Erreur (mm)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
SID1
(a)
−10 −5 0 5 10
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Erreur (mm)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
SID2
(b)
−10 −5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Erreur (pixel)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
c1,x
(c)
−10 −5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Erreur (pixel)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
c2,x
(d)
−10 −5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Erreur (pixel)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
c1,y
(e)
−10 −5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Erreur (pixel)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
c2,y
(f)
−10 −5 0 5 10
0
2
4
6
8
10
12
Erreur (mm)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
SOD1
(g)
−10 −5 0 5 10
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Erreur (mm)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
SOD2
(h)
−10 −5 0 5 10
0
1
2
3
4
5
6
Erreur (degré)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
θ1
(i)
−10 −5 0 5 10
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Erreur (degré)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
φ1
(j)
−10 −5 0 5 10
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Erreur (degré)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
θ2
(k)
−10 −5 0 5 10
0
1
2
3
4
5
6
7
Erreur (degré)
E
rr
eu
r d
e 
Fr
éc
he
t m
oy
en
ne
 (m
m
)
φ2
(l)
Figure 3.3 Évolution de la distance de Fréchet en fonction d’une erreur sur un des
paramètres soit : (a) SID1, (b) SID2, (c) c1,x, (d) c2,x, (e) c1,y, (f) c2,y, (g) SOD1, (h)
SOD2, (i) θ1, (j) φ1, (k) θ2 et (l) φ2
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3.1.2 Expérimentation 2 : correction d’une erreur sur l’ensemble paramètres
La seconde expérimentation menée à partir du guide simulé a pour premier objectif de déter-
miner la robustesse de notre processus de calibrage face à l’ajout d’une erreur sur l’ensemble
des paramètres à optimiser. Ensuite, cette expérimentation a comme second objectif de valider
si l’utilisation de l’aspect temporel d’une séquence angiographie, en utilisant le guide à diffé-
rents moments d’une séquence d’acquisition améliore la robustesse du processus de calibrage
lorsqu’une erreur sur les paramètres est présente.
Pour ce faire, une erreur est introduite sur chacun des paramètres à optimiser et le processus
de calibrage est tenu en utilisant 1, 3, 5, 7 ou 9 images de la séquence et où 8 marqueurs sont
identifiés le long du guide pour chacune des images de la séquence. Afin de considérer dif-
férentes distributions de l’erreur au sein des paramètres, l’expérimentation est reproduite 20
fois pour chaque niveau d’erreur. L’erreur attribuée à un paramètre étant sélectionné aléatoi-
rement à l’intérieur d’un domaine défini comme comme un pourcentage de l’erreur maximale
qui est ± π/30 rad, ± 100 mm, ± 10 pixels pour les paramètres qui sont respectivement des
angles, des distances physiques et des coordonnées. Enfin, l’erreur de reprojection (RMS), la
distance point-droite épipolaire et la distance de Fréchet sont ensuite mesurées en considérant
l’ensemble des images de la séquence, soit 16.
Les résultats quantitatifs de cette expérimentation sont présentés aux figures 3.4 à 3.6 et la
figure 3.7 présente des résultats qualitatifs. Sur chacune de ces figures se trouve l’erreur initiale,
mesurée en utilisant les correspondances réelles afin d’avoir une erreur initiale non biaisée par
l’algorithme de mise en correspondance. Évidemment, ce faisant nous supposons connaître les
correspondances ce qui induit également une certaine forme de biais, mais puisque celui-ci
nous est en quelque sorte défavorable, l’erreur initiale établit de cette façon étant inférieure à
celle mesurée lors de la première itération de notre algorithme, nous la jugeons plus appropriée.
De plus, il est important de mentionner que l’erreur mesurée lorsque les paramètres de calibrage
sont sans erreur n’est pas égale à 0 en raison du passage au domaine discret que sont les pixels,
où dans la simulation, 1 pixel correspond à 0.1221 mm.
Ensuite, en observant plus attentivement les résultats aux figures 3.4 et 3.5, il est possible
de constater que les erreurs sont minimisées en dessous d’une taille significative (< 0.1221/2
mm) et ce peu importe le niveau d’erreur et le nombre d’images utilisées. Toutefois, en ce qui
concerne la distance de Fréchet (Voir figure 3.6) l’erreur ne varie pas de façon significative.
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Figure 3.4 Moyenne de l’erreur de reprojection (RMS) vs erreur sur
les paramètres de calibrage pour 20 simulations par % de l’erreur
Les résultats montrent que, premièrement, le nombre de couples d’images utilisés ne semble
pas avoir d’impact significatif sur le calibrage. Notre hypothèse comme quoi le mouvement du
guide peut être utilisé afin d’augmenter la robustesse du calibrage en ajoutant des contraintes au
système semble à première vue être invalide. Il n’est pas impossible que dans certaines confi-
gurations du guide et du système angiographique l’hypothèse soit valide, mais, puisque dans le
cas présent ce n’est pas le cas, il est possible de statuer que la composante temporelle n’ajoute
pas de contraintes ayant un impact sur le calibrage de façon systématique. L’explication la plus
plausible est que le guide à un temps t définit relativement bien l’espace où il se trouve ainsi
que son voisinage immédiat et que le mouvement et la déformation du guide dans le temps ne
sont pas suffisants pour contraindre davantage le système ; le déplacement du guide se faisant
majoritairement dans un seul plan 3D.
Deuxièmement, en regard de l’erreur de reprojection et de la distance point-droite épipolaire
le système est calibré avec un bon niveau de précision. Toutefois, la distance de Fréchet, elle
semble dire le contraire. L’analyse des résultats qualitatifs (Voir figure 3.7) où la position réelle
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Figure 3.5 Moyenne de la distance point-droite épipolaire vs erreur
sur les paramètres de calibrage pour 20 simulations par % de l’erreur
du guide et sa position suite au processus de calibrage est montrée permet de mieux comprendre
le phénomène qui est observé. En effet, la figure 3.7 montre que le guide s’est déplacé dans
l’espace. Le processus de calibrage utilisant le guide ne semble donc pas offrir suffisamment
de contraintes afin de retrouver les paramètres exacts du système angiographiques et ce peu
importe le niveau d’erreurs présent sur les paramètres. Il s’agit cependant d’un résultat attendu
en raison de l’ambiguïté associé à la reconstruction 3D. Hartley et Zisserman (2003) énonce
que : « Sans une certaine connaissance de la géométrie d’une scène par rapport à des coordon-
nées 3D, il n’est généralement pas possible de reconstruire la position absolue ou l’orientation
d’une scène à partir d’une paire de vues [...] » (Traduction libre). Dans le cas présent nous
n’avons pas d’informations sur la position absolue du guide dans l’espace, mais nous avons
une estimation des paramètres des caméras. Cette estimation rend possible la recherche d’une
solution permettant de reconstruire le guide en 3D dans le voisinage de sa position réelle et où
le décalage augmente avec l’erreur tel qu’il est possible de l’observer à la figure 3.7.
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Figure 3.6 Moyenne de la distance de Fréchet vs erreur sur
les paramètres de calibrage pour 20 simulations par % de
l’erreur
Néanmoins, une reconstruction 3D relative peut être suffisante dans plusieurs cas de figure
c’est pourquoi, dans cette optique, nous avons effectué des mesures supplémentaires à l’aide
de la distance de Fréchet afin de pouvoir mieux juger de la qualité du calibrage. La première
mesure supplémentaire a été faite après avoir effectué une translation uniforme du guide dans
l’espace en utilisant une correspondance connue pour établir la distance et la seconde après
avoir redimensionné le guide en utilisant deux correspondances connues pour établir un facteur
d’échelle et d’une translation. Ces résultats sont présentés à la figure 3.8.
Ces résultats confirment que l’erreur mesurée précédemment (Voir figure 3.6) était principa-
lement dû au fait que le guide se déplace dans l’espace de référence telle que les résultats
qualitatifs le laissaient croire et dans une seconde mesure, par une différence de dimension.
De plus, le guide a peut-être également subi une rotation qui, ici, n’est pas considérée, celle-
ci étant plus difficile à évaluer. Néanmoins, lorsque la translation et le facteur d’échelle sont
corrigés, le calibrage à partir du guide semble donc offrir une précision de reconstruction où la
distance de Fréchet moyenne est inférieure à 1 mm pour une distribution des erreurs de l’ordre
de ≈ 19% de ± π/30 rad, ± 100 mm, ± 10 pixels pour les paramètres qui sont respectivement
des angles, des distances physiques et des coordonnées.
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Figure 3.7 Exemples de résultats d’une reconstruction 3D de la ligne centrale du guide
suite au processus de calibrage par rapport à la position réelle du guide pour une erreur
initiale maximale de ≈ (a) 0.32%, (b) 0.72%, (c) 1.64%, (d) 3.73%, (e) 8.48%, (f) 19.31%,
(g) 43.94% et de (h) 100% de ± π/30 rad, ± 100 mm, ± 10 pixels pour les paramètres
qui sont respectivement des angles, des distances physiques et des coordonnées
De plus, ces résultats montrent également qu’il y a un changement dans le facteur d’échelle
du guide lorsque l’erreur augmente, ou d’une autre perspective lorsque le guide s’éloigne
de sa position réelle. L’augmentation de la distance de Fréchet lorsque l’erreur sur les para-
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mètres est faible est sans doute principalement dû à la méthode de redimensionnement celle-ci
ayant été appliquée de façon uniforme à l’ensemble du guide alors qu’en réalité le facteur de-
vrait augmenter ou diminuer lorsque la reconstruction s’éloigne de la position réelle du guide.
D’ailleurs, le fait que l’apport du redimensionnement réduise la distance à partir d’un certain
niveau d’erreur semble confirmer cette affirmation, la différence d’échelle entre le guide réel et
la reconstruction semblant atteindre un certain seuil critique ou un redimensionnement même
inadéquat réduit l’erreur.
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Figure 3.8 Moyenne de la distance de Fréchet vs erreur sur
les paramètres de calibrage pour 20 simulations par % de
l’erreur suite à une translation ou un redimensionnement et
une translation
62
3.2 Évaluation avec des données cliniques
L’évaluation de notre méthode sur des données cliniques réelles pose certaines limitations puis-
qu’il n’est pas possible de comparer le résultat d’une reconstruction 3D obtenu suite au cali-
brage. Néanmoins, il est possible d’évaluer en partie le résultat du calibrage quantitativement
selon des considérations touchant à la géométrie épipolaire en évaluant l’erreur quadratique
moyenne de la reprojection (RMS) (Voir équation 2.38) et la distance point-droite épipolaire
carrée moyenne (Voir équation 2.39). Il est également possible de faire une évaluation qua-
litative de la reconstruction 3D de la ligne centrale du guide qui pourrait permettre soulever
certains points de discussion.
Tel que mentionné précédemment, l’évaluation a été réalisée sur quatre patients. La figure
3.9 présente pour chacun d’entre eux une image de chacun des plans. Sur chacune de ces
images, la ligne centrale du guide tel qu’elle a été extraite est mise en évidence ainsi que la
position des marqueurs et s’il y a lieu, de l’extrémité du guide. De plus, la droite épipolaire qui
correspond à chacun des points identifiés a été projetée dans la vue opposée afin de pouvoir
qualitativement évaluer l’erreur de calibrage initial. De la même façon, la figure 3.10 présente
les mêmes images suite au processus de calibrage auxquels la reprojection du segment de guide
reconstruction a été ajoutée.
Les résultats quantitatifs sont présentés à la figure 3.11. Pour chaque patient, l’erreur RMS et la
distance point-droite épipolaire carrée ont été évaluées de façon indépendante sur les marqueurs
puis sur l’ensemble des correspondances tel qu’établi par notre algorithme. Le tableau 3.1
présente les valeurs initiales de ces erreurs pour les marqueurs. Enfin, la figure 3.13 présente
un ensemble typique de reconstructions 3D de la ligne centrale du guide, trois pour chaque
patient où chaque reconstruction correspond à une image différente de la séquence.
Tableau 3.1 Erreur initiale sur les correspondances connues
# Patient Erreur RMS moyenne (mm) Distance point-droiteépipolaire au carrée moyenne (mm)
1 0.8977 447.30
2 1.2726 7.4285
3 3.3711 52.1596
4 2.2470 45.6074
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(a) (b)
(c) (d)
Figure 3.9 Vue biplan avant calibrage d’une paire d’images de chacun des cas étudiés,
la ligne centrale de chacun des guides, les correspondances connues et leur projection
dans la vue opposée a été mise en évidence (a) patient #1, (b) patient #2, (c) patient #3,
(d) patient #4
Les résultats obtenus sont globalement encourageants, il y a une diminution visuelle notable de
la distance entre les droites épipolaires et leur correspondance respective comparativement à
avant le calibrage. Nous observons toutefois quelques ratés particulièrement en ce qui concerne
le patient #4. Tout d’abord, à la figure 3.10d, nous remarquons que les droites épipolaires ne
sont toujours pas alignées sur leurs correspondances, malgré une diminution de la distance
les séparant. De plus, la reprojection de la reconstruction 3D du guide présente également des
problèmes. D’abord, sur l’image de gauche, nous remarquons que la projection passe à un
moment sous le guide ce qui, sur l’image de droite, correspond à l’endroit où la projection
du guide semble se replier sur lui même. Le lieu de ce manquement est aussi l’endroit où le
plan épipolaire semble être tangent au guide dans l’espace 3D et constitue en quelque sorte
une singularité. Toutefois, notre méthodologie (Voir figure 2.2.2.2) tentait de tirer avantage des
propriétés de cette singularité, ces résultats permettent donc de mettre en évidence un manque
de robustesse de notre méthode qui ne réussit pas, dans ce cas-ci à utiliser la contrainte de la
tangente épipolaire pour identifier le point dans chacune des vues se trouvant à la tangente de
ce plan.
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(a) (b)
(c) (d)
Figure 3.10 Vue biplan après calibrage d’une paire d’images de chacun des cas étudiés,
la ligne centrale de chacun des guides (en bleu) et la reprojection du guide reconstruit en
3D (en rouge), les correspondances connues et leur projection dans la vue opposée a été
mise en évidence (a) patient #1, (b) patient #2, (c) patient #3, (d) patient #4
Les résultats quantitatifs sont également très intéressants. Tout d’abord, bien que l’utilisation
de plusieurs couples d’images de la même séquence n’a pas amélioré les résultats obtenus en
simulation, nous souhaitions tester l’influence de ce nombre d’images sur des données réelles
dans lesquels il y a une incertitude sur la segmentation, l’identification de la ligne centrale et la
position des marqueurs, ce qui n’était pas le cas en simulation. L’avantage d’utiliser plusieurs
vues se résume à ajouter un plus grand nombre de correspondances ce qui pour citer Hartley et
Zisserman (2003) « [...] intuitivement, on attend que lorsque le nombre de mesures ( correspon-
dances ) augmente, le modèle estimé devrait se rapprocher de plus en plus des vraies valeurs
sans bruit » (Traduction libre). Cette affirmation semble être vrai pour le patient #1 (Voir figure
3.10a) où l’utilisation de plus d’une vue diminue l’erreur mesurée sur les marqueurs d’un peu
moins de la moitié cependant ce n’est pas le cas pour les autres patients. Toutefois, dans notre
cas lorsque l’on ajoute un couple d’images nous ajoutons un ensemble de correspondances
qui sont très dépendantes l’une de l’autre et particulièrement des marqueurs, ce qui rend plus
difficile la tâche de trouver un optimum global reflétant la réalité. Une façon différente d’ex-
ploiter l’aspect temporel pourrait être de procéder un peu comme le fait RANSAC (Fischler et
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Figure 3.11 Mesure de l’erreur de reprojection (RMS) et de la distance point-droite
épipolaire au carré pour chacun des patients : (a) patient #1, (b) patient #2, (c) patient #3,
(d) patient #4, l’erreur a été évaluée sur les marqueurs seulement et de façon globale sur
l’ensemble des correspondances établies
Bolles, 1981) en effectuant un ensemble de calibrage pour trouver un consensus, mais utilisant
les couples d’images comme unité plutôt que les correspondances en elle-même.
Les résultats quantitatifs permettent également de constater que pour le patient #1 l’erreur
RMS globale et l’erreur RMS uniquement mesurée sur les marqueurs sont très semblables.
Ceci laisse croire que le calibrage est bon pour l’ensemble de la section reconstruit compara-
tivement aux patients #2 et #3 où l’erreur RMS globale est supérieure à celle mesurée sur les
marqueurs. Une différence au niveau de ces erreurs pourrait être un indice d’une augmenta-
tion de l’incertitude du calibrage en fonction de l’éloignement avec les marqueurs. En ce qui
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concerne les distances point-droite épipolaires, la distance globale est sur tous les patients sans
exception pratiquement nulle comparativement à celle sur les marqueurs qui ne l’est pas. Ce
résultat s’explique par la façon dont nous construisons les correspondances, nous cherchons un
chemin qui minimise cette distance. L’erreur sur les marqueurs est plus élevée, car bien que le
chemin passe par ceux-ci l’optimisation qui s’en suit (Voir équation 2.33) n’accorde pas plus
d’importance aux correspondances connues. Enfin, les résultats pour le patient #4 contrastent
beaucoup avec ceux des autres patients en étant beaucoup moins bons et les points soulevés
jusqu’à maintenant n’expliquent pas ces résultats. Nous avons donc fait l’hypothèse que les
bornes fixées dans la méthodologie étaient peut-être trop petites et que nous avions sous-estimé
l’erreur que pouvait avoir un paramètre. Nous avons donc effectué un nouveau calibrage pour
le patient #4 en doublant les bornes initiales. La figure 3.12 présente le résultat de ce second
calibrage, ce qui permet de constater que l’erreur a été considérablement réduite par rapport
au premier calibrage bien qu’elle ne soit toujours pas au niveau de celle mesurée sur les autres
patients. Ceci semble confirmer que pour ce cas-ci les bornes initiales étaient trop petites et le
sont peut-être encore, cependant il a été démontré en simulation que si l’on s’éloigne trop de
la valeur réelle des paramètres la reconstruction 3D subira des déformations géométriques en
d’autres mots il y a une plus grande incertitude associée à cette reconstruction.
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Figure 3.12 Mesure de l’erreur de reprojection (RMS) et de la distance point-droite
épipolaire au carré pour chacun des patients pour le patient #4 en utilisant des bornes
deux fois plus grandes que les bornes initiales. L’erreur a été évaluée sur les marqueurs
seulement et de façon globale sur l’ensemble des correspondances établies
Ces résultats ne sont pas aisés à mettre en perspective par rapport à la littérature existante et
ce pour plusieurs raisons. Tout d’abord, il n’existe pas de bases de données publiques d’an-
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giographies biplan destinées à évaluer la précision d’un calibrage. Ainsi, chaque auteur utilise
sa propre base de données afin de tester son approche et présenter ses résultats. De plus, il
n’est pas possible d’implémenter et de mesurer la performance de ces différents algorithmes
sur notre propre base de données puisque ceux-ci ne sont pas conçus pour effectuer un cali-
brage en utilisant un guide ou des artères pulmonaires. Il est tout de même possible de faire
une certaine comparaison des résultats quantitatifs obtenus dans les différentes études en com-
parant la mesure d’erreur obtenue. Cependant, il est ici aussi important de mettre ces résultats
en perspective, car les mesures d’erreurs fournies ne le sont que pour les points ayant servi à
l’optimisation, ce qui peut correspondre dans le cas de notre étude aux mesures obtenues sur
les marqueurs. De plus, les différentes optimisations ont été faites sur des images de résolution
différente. Il est donc important de considérer la taille des pixels puisqu’un pixel d’une plus
grande dimension résultera en une erreur plus importante indépendamment de la méthode de
calibrage. Ainsi, Cheriet et Meunier (1999) rapporte une erreur RMS de 0.3 mm pour une taille
de pixels de 0.35 mm et Yang et al. (2009) une erreur de RMS de 0.259 mm pour des pixels
de 0.2 mm. Nos résultats, où l’erreur RMS sur les marqueurs varie de 0.08 mm à 0.3 mm pour
les patients 1 à 3, ont quant à eux étés obtenus avec une taille de pixel de 0.1221 mm. Ceux-ci
sont donc d’une précision comparable à ceux de la littérature.
Finalement, les résultats de reconstructions 3D de la ligne de guides (Voir figure 3.13). Tout
d’abord, les reconstructions des patients #1 et #3 sont dans l’ensemble bonnes et ne présentent
rien de bien particulier. Toutefois, les reconstructions des guides des patients #2 et #4 sont
beaucoup plus intéressantes. En effet, il est possible de voir sur la reconstruction du centre
pour le patient #2 et sur l’ensemble des reconstructions du patient #4 qu’un segment du guide
est droit et coupe en quelque sorte la forme filaire continue du guide. Il s’agit d’une autre
manifestation du problème discuté précédemment lors de l’analyse de la reprojection du guide
pour le patient #4. En plus de ce qui a déjà été discuté, ce problème survient également en raison
de la façon dont nous établissons les correspondances. Notre algorithme du plus court chemin
contraint une recherche par en avant afin d’assurer l’ordre des correspondances sur le guide.
Toutefois il est possible pour un point dans une vue de servir de correspondances à plusieurs
points dans la seconde, ce qui est une situation possible si le guide varie en profondeur dans
une vue et pas dans l’autre. Toutefois, la singularité présente à l’endroit ou le plan épipolaire
est tangent au guide dans les deux vues créer une forme de vallée dans le graphe où le chemin
le plus court pour la traverser est de conserver pour une des deux images le même point ce qui,
une fois, en 3D engendre le phénomène observé. La figure 3.14 présente un exemple de carte
de distance tiré du calibrage du patient #4 où une vallée est présente.
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(a)
(b)
(c)
(d)
Figure 3.13 Exemple de reconstruction 3D du guide pour : (a) patient #1, (b) patient #2,
(c) patient #3, (d) patient #4
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Figure 3.14 Exemple de carte de distance provenant du calibrage du patient #4 pour
laquelle il est possible d’observer le phénomène de vallée

CONCLUSION
Ce mémoire a porté sur la conception et l’évaluation d’une méthode permettant de calibrer un
système angiographique biplan dans le contexte d’une utilisation dans le cadre d’une opéra-
tion percutanée des artères pulmonaires. Pour ce faire, nous avons proposé une méthodologie
utilisant un guide marqué comme objet de calibrage afin d’établir des correspondances entre
les vues et ainsi calibrer le système. Il s’agit à notre connaissance du seul travail considérant
spécifiquement le problème de calibrage dans l’optique d’une reconstruction 3D des artères
pulmonaires en contexte interventionnel.
Nous avons évalué notre approche à l’aide de simulations et avec des données cliniques réelles.
La simulation a tout d’abord permis de montrer certaines limites de notre approche qui permet
de calibrer le système et d’effectuer une reconstruction 3D, mais seulement à une transforma-
tion géométrique près. L’utilisation de bornes peut toutefois permettre de limiter l’importance
de la transformation en limitant le domaine des paramètres. Cependant, comme cela a été dé-
montré lors des tests sur des données réelles la taille des bornes fixée initialement dans la
méthodologie était insuffisante pour l’un des cas évalués. C’est pourquoi il serait judicieux de
mieux caractériser l’erreur réelle sur les paramètres en réalisant par exemple, un ensemble de
calibrage hors ligne à l’aide d’un objet de calibrage de dimension connu. De plus, la simula-
tion nous a permis dans un premier temps d’évaluer si l’utilisation de l’aspect temporel d’une
séquence angiographique permettait de contraindre davantage le système et d’augmenter la ro-
bustesse du calibrage obtenu. Puis, dans un second temps, la simulation n’ayant pas montré
une augmentation de la robustesse du calibrage, nous avons évalué l’aspect temporel avec des
données réelles selon l’hypothèse que l’ajout de correspondances pourrait permettre de pallier
à l’incertitude associée à la segmentation, l’extraction de la ligne centrale et l’identification des
marqueurs. Toutefois, contrairement aux résultats obtenus en simulation, l’évaluation sur les
données réelles n’a pas permis de répondre de façon claire à cette question. Un des cas étudiés
présente bien une amélioration lorsque plus d’un couple d’images est utilisé, mais les autres
cas ne présentent pas d’amélioration remarquable ; un échantillon plus grand serait donc né-
cessaire pour conclure. De plus, nous croyons qu’il serait peut-être intéressant d’explorer une
façon différente d’exploiter l’aspect temporel par exemple, en procédant un peu comme le fait
RANSAC (Fischler et Bolles, 1981) en effectuant un ensemble de calibrages afin de trouver un
consensus, mais en utilisant les couples d’images comme unité plutôt que les correspondances
en elles-mêmes.
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Les résultats obtenus lors de l’utilisation de données cliniques réelles ont également permis de
mettre en évidence certaines limitations techniques associées à notre approche. Notamment,
l’identification d’une correspondance à l’aide de la contrainte de la tangente épipolaire échoue
certaines situations. C’est aussi le cas de l’établissement de correspondances dans le voisinage
du plan épipolaire. Une piste de solution potentielle à ce problème pourrait être d’apporter une
pénalité grandissante lors de la recherche des correspondances si un point est utilisé plusieurs
fois à titre de correspondances. Il serait également intéressant de considérer la forme en 3D
du guide formé par ces correspondances, notamment sa courbure. Néanmoins, les résultats
obtenus au cours de cette étude démontrent la faisabilité d’un calibrage à l’aide d’un guide
marqué et démontrent une amélioration notable du calibrage pour les cas étudiés.
Pour terminer, plusieurs autres aspects méthodologiques concernant le calibrage à l’aide d’un
guide marqué pourraient être considérés. Il serait entre autres pertinent d’étudier la possibi-
lité de contraindre la dimension du guide dans l’espace en se servant de la distance entre ses
marqueurs et/ou encore de la dimension de son diamètre. Un guide angiographique marqué est
un instrument dont les dimensions sont connues avec un bon niveau de précision, d’ailleurs le
guide marqué est d’ores et déjà utilisé comme objet de calibrage 2D pour déterminer le facteur
d’échelle local et mesurer des structures anatomiques (Koning et al., 2001). De plus, des tra-
vaux récents (Weisz et al., 2013) démontrent la faisabilité d’utiliser un système magnétique de
positionnement afin de déterminer la position et l’orientation réelle en 3D d’un guide et d’un
cathéter lors d’une angiographie. Il serait très intéressant d’étudier la possibilité d’utiliser la
position 3D du guide tel que fourni par cette méthode afin d’effectuer le calibrage. Ce faisant
le problème pourrait être grandement simplifié et pourrait potentiellement permettre d’obtenir
des résultats très robustes.
ANNEXE I
SOMMAIRE DES CHAMPS DICOM
Le standard DICOM est défini par la National Electrical Manufacturers Association et al.
(1998). Il a pour objectif de standardiser la façon dont les images de nature médicale sont
manipulées, stockées, imprimées et transmises entre différents appareils d’imagerie médicale.
Pour ce faire, il définit à la fois un format de fichier et un protocole de transmission. Chaque
information contenue dans une image DICOM, des métadonnées aux pixels, est contenue dans
un champ identifié de façon unique grâce à une étiquette tel un dictionnaire. L’étiquette est
constituée de la façon suivante : (numéro de groupe, numéro d’élément).
Le tableau I-1 dresse la liste des champs DICOM utilisés dans le cadre de ce mémoire, cepen-
dant un fichier DICOM en contient beaucoup plus.
Tableau-A I-1 Sommaire des champs DICOM
Étiquette Nom du champ Acronyme Unité
(0018,1110) Distance Source to Detector ou SID mm
Source Image Distance
(0018, 1111) Distance Source to Patient ou SOD mm
Source Object Distance
(0018, 1114) Estimated Radiographic Magnification Factor ERMF
(0018, 1149) Field of View Dimensions mm
(0018, 1164) Imager Pixel Spacing IPS mm/pixel
(0018, 1510) Positioner Primary Angle PPA degré
(0018, 1511) Positioner Secondary Angle PSA degré
(0028, 0008) Number of Frames
(0028, 0010) Rows pixel
(0028, 0011) Columns pixel
(7079, 1046)* degré
* Le champ (7079, 1046) fait partie des champs de type privé c’est-à-dire qu’il n’est pas direc-
tement défini dans le standard DICOM et son contenu est laissé à la discrétion du constructeur
de l’appareil d’imagerie. La définition exacte du contenu de ce champ n’est pas connue, mais
il a été déterminé expérimentalement que ce champ contient des angles pouvant indiquer que
l’image contenue dans le fichier DICOM a subi une réflexion par rapport à son orientation
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d’acquisition. Il peut donc s’avérer nécessaire de réorienter l’image avant de travailler avec
elle.
Les orientations rencontrées sont :
a. L’orientation normale où l’angle est 0◦ dans le cas de la première caméra et de 90◦ pour
la seconde. L’image contenue dans le fichier DICOM est donc correctement orientée.
b. Une orientation où l’angle de la première caméra est de 0◦ et la deuxième est à 270◦.
L’image est mal orientée, il est nécessaire d’effectuer une réflexion de l’image selon
l’axe des Y afin de retrouver l’image selon son orientation d’acquisition.
ANNEXE II
CALCUL DE LA MATRICE FONDAMENTAL
La matrice fondamentale F peut être calculée à à partir des matrices de projection P1 et P2.
Plusieurs méthodes existent pour réaliser ce calcul, toutefois, celle proposée par Hartley et
Zisserman (2003) est parmi les plus élégantes. Cette méthode exprime chacun des termes de F
à l’aide du déterminant d’une matrice 4× 4 composé de lignes des matrices de projection.
P1 et P2 sont tout d’abord exprimées en fonction de leurs rangées :
P1 =
⎡⎢⎣ a1a2
a3
⎤⎥⎦ , P1 =
⎡⎢⎣ b1b2
b3
⎤⎥⎦ . (A II-1)
Ensuite, pour chacun des termes Fj,i de la matrice fondamentale :
F =
⎡⎢⎣ f1,1 f1,2 f1,3f2,1 f2,2 f2,3
f3,1 f3,2 f3,3
⎤⎥⎦ , (A II-2)
une matrice 4× 4 est formée des lignes des matrices P1 et P2 mais, en excluant les lignes a et
b correspondant au terme calculé dans F . Le déterminant de cette matrice ±1, selon le terme,
permet de former F . Hartley et Zisserman énonce la forme générale suivante :
Fji = (−1)i+jdet
[
 ai
 bi
]
, (A II-3)
le signe  signifiant que ai ou bi est omis représentant ainsi les lignes restantes. Par exemple,
l’équation (A II-4) représente le calcul du terme F11.
F11 = (−1)1+1det
⎡⎢⎢⎢⎢⎣
a2
a3
b2
b3
⎤⎥⎥⎥⎥⎦ (A II-4)
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