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Summary. We consider the problem of estimating the proportion of true null hypotheses, π0,i n
a multiple-hypothesis set-up. The tests are based on observed p-values. We ﬁrst review pub-
lished estimators based on the estimator that was suggested by Schweder and Spjøtvoll.Then
wederivenewestimatorsbasedonnonparametricmaximumlikelihoodestimationofthep-value
density, restricting to decreasing and convex decreasing densities.The estimators of π0 are all
derived under the assumption of independent test statistics. Their performance under depen-
dence is investigated in a simulation study.We ﬁnd that the estimators are relatively robust with
respect to the assumption of independence and work well also for test statistics with moderate
dependence.
Keywords: Bioinformatics; Decreasing and convex density; Dependent test statistics; Multiple
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1. Introduction
The problem of estimating the proportion, π0, of true null hypotheses is of interest in situations
where a large number of hypothesis tests are performed. Recently, various such situations have
arisen in applications. Our motivation has been in estimating the proportion of genes that are
not differentially expressed in deoxyribonucleic acid (DNA) microarray experiments. However,
estimating the proportion of true null hypotheses is also of interest, for example, in functional
magnetic resonance imaging (Turkheimer et al., 2001) and source detection in astrophysics
(Miller et al., 2001). An important reason for wanting to estimate π0 is that it is a quantity of
interest in its own right. In addition a reliable estimate of π0 is important when we want to
assess or control multiple error rates, such as the false discovery rate FDR of Benjamini and
Hochberg (1995). In this paper we give a broad account of estimation of π0, by ﬁrst present-
ing and linking published estimators based on the estimator that was suggested by Schweder
and Spjøtvoll (1982), and then by developing novel estimators using decreasing, and convex
decreasing, density estimation. Our focus is on estimating π0 on the basis of calculated p-values
from hypothesis tests, but there are also interesting methods with the aim of selecting differen-
tially expressed genes in DNA microarray experiments where an estimate of π0 is a by-product
(L¨ onnstedt and Speed, 2002; Smyth, 2004; Newton et al., 2001, 2004; Cox and Wong, 2004).
The outline of the paper is as follows. We ﬁrst establish notation and put the problem of
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estimating the proportion of true null hypotheses into a model framework in Section 2. In
Section 3 we present estimators of π0 based on the estimator of Schweder and Spjøtvoll (1982).
We then develop novel estimators of π0 based on decreasing density estimation in Section 4,
andconvexdecreasingdensityestimationinSection5.Hereandintherestofthepaperweshall
for simplicity write decreasing to mean non-increasing. The estimators are developed under the
assumption of independent test statistics. In Section 6 we apply the estimators to data sets from
DNA microarray experiments, and in Section 7 we present a large simulation study involving
independent as well as dependent test statistics. Finally, discussions and conclusions are found
in Section 8 and information about available software in Section 9.
2. Multiple-hypothesis testing and the mixture model
Consider simultaneous testing of m null hypotheses where for i=1,...,m we test H0i versus
H1i on the basis of test statistics Pi given in the form of p-values. We shall assume that Pi is
uniformlydistributedon[0,1]whenH0i istrue,whereasPi hasdensityh.p/deﬁnedfor0p1
when H1i is true. Following Genovese and Wasserman (2004), section 2.2, we deﬁne Bernoulli
random variables H1,...,Hm, where Hi=0i fH0i is true. The Hi are assumed to be independent
with P.Hi =0/=π0, where the key parameter π0 does not depend on i. The number of true
null hypotheses is now the random variable M0=Σm
i=1.1−Hi/, which is binomially distributed
with parameters m and π0. Moreover, the p-values Pi are, unconditionally, independent and
identically distributed random variables with mixture density
f.p/=π0+.1−π0/h .p / ,0 p1:. 1/
2.1. The inference problem
Ouraimistomakeinferenceaboutπ0 basedonasamplep1,...,pm fromf giveninequation(1).
However, to make π0 identiﬁable we need to make some assumptions on the function h. Since
p-values corresponding to false null hypotheses should presumably be small, it is natural to
assume that the density h.p/ is low for p near 1. It may even be natural to assume that h.p/ is a
decreasing function of p. This motivates the assumption, which is used later in the paper, that h
is decreasing with h.1/=0. This condition makes π0 identiﬁable in the model (1) with π0=f.1/.
A weaker sufﬁcient condition for identiﬁability of π0 is the existence of p0,0p0 1, with
h.p0/=0. However, in practice we may have infp{h.p/}>0, in which case we can identify only
the upper bound ¯ π0 =π0 +infp{h.p/} for π0 (Genovese and Wasserman (2004), section 3.1).
The methods for estimation of π0 that are considered in the paper will in this case estimate the
parameter ¯ π0.
2.2. Motivation for estimating π0: multiple-testing error rates
A multiple test is in general any function φ which to p-values P1,...,Pm assigns values
D1,...,Dm, where Di =1 if hypothesis H0i is rejected and Di =0 otherwise, i=1,...,m. This
deﬁnes φ.P1,...,Pm/=.D1,...,Dm/. Table 1 describes the possible outcomes from m hypoth-
esis tests, where V =Σm
i=1.1−Hi/Di is the number of true hypotheses which are rejected (type
I errors), R=Σm
i=1Di is the number of rejected null hypotheses, etc. Various rules φ can be
devised according to the object of the testing. Usually φ is chosen to satisfy certain require-
ments involving error measures.
The traditional error measure in this context is the familywise error rate FWER. This is
deﬁned as FWER=Prob.V 1/, the probability of committing at least one type I error. To
control FWER at level α requires that each individual test is conducted at a lower level. ForEstimating the Proportion of True Null Hypotheses 557
Table 1. Possible outcomes from m
hypothesis tests
Accept Reject Total
H0 true UVM 0
H0 false TS m −M0
Total WRm
example,usingthefamiliarBonferroniproceduretocontrolFWERatlevelα,eachnullhypoth-
esis H0i is rejected when pi α=m. This is a strict criterion which can result in low power to
detect valid alternative hypotheses. Benjamini and Hochberg (1995) argued that the interesting
quantity is the proportion of erroneously rejected hypotheses among the rejected hypotheses,
i.e. V=R in the notation of Table 1. They deﬁned the false discovery rate FDR as the expectation
of this proportion or, more precisely,
FDR=E{.V=R/I.R>0/}:
Storey (2002) suggested the following alternative deﬁnition, called the positive false discovery
rate pFDR,
pFDR=E{V=R|R>0}:
ThedeﬁnitionofpFDRismotivatedbyconcernsaboutwhathappenswhenProb.R>0/ismuch
less than 1, in which case FDR might be misleading. Benjamini and Hochberg (1995) showed
that the following procedure, which was originally devised by Simes (1986), controls FDR at
any given level α, for any value of π0: given the ordered, observed p-values p.1/,...,p.m/, let
ˆ k = max{k : p.k/  αk=m}. Then, reject all null hypotheses corresponding to p.i/ for i  ˆ k.
They showed that FDR π0α for this procedure. In fact, equality holds here as was shown
by Finner and Roters (2001). Therefore, if a suitable estimate ˆ π0 of π0 is available, calculat-
ing ˆ l=max{l:ˆ π0p.l/αl=m}, and rejecting the null hypotheses corresponding to p.1/,...,p.ˆ l/,
should give a procedure with FDR approximately equal to α and with increased power. This
is the idea of adapted control of FDR (Benjamini and Hochberg, 2000). Black (2004) demon-
strated that the performance of an adaptive modiﬁcation of the step-up procedure of Benjamini
and Hochberg (1995) is practically identical to the ﬁxed rejection region method of Storey
(2002). In this connection Black (2004) stressed the importance of efﬁcient estimation of π0.I t
is interesting that Schweder and Spjøtvoll (1982), section 3.2, suggested a similar improvement
overtheBonferroniargumenttocontrolFWER,namelyrejectingthenullhypothesesforwhich
pi is less than α divided by the estimated number of true null hypotheses (mˆ π0 in our notation).
3. Estimators of π0 based on p-value threshold
Schweder and Spjøtvoll (1982) suggested an estimator ˆ π0.λ/ of π0 which is based on the fol-
lowing reasoning. As before, let p1,...,pm be the observed p-values. Let W.λ/=#{pj >λ} be
the number of p-values that are greater than some value λ. Since the p-values that are asso-
ciated with the false null hypotheses are likely to be small, a large majority of the p-values in
the interval [λ,1], for λ not too small, should correspond to the true null hypotheses, and thus
come from the uniform distribution on [0,1]. This implies an expected value of W.λ/ which is
approximately equal to the product of mπ0 and the length of the interval [λ,1], i.e.558 M. Langaas, B. H. Lindqvist and E. Ferkingstad
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Fig. 1. (a) Histogram of p-values, (b) p-value plot of Schweder and Spjøtvoll (1982) and (c) corresponding
estimated function ˆ π0.λ/ graphed as a function of λ, for simulated p-values: the hypotheses are H0i :µD0
versus H1i :µ>0( i D1,...,10000) tested with simulated independent data Xi  N.0,1/ for i D1,...,8000
and Xi  N.2,1/ for iD8001,...,10000, resulting in p-values Pi D1 Φ.Xi/: the true value of π0 is 0:8
E{W.λ/}≈mπ0.1−λ/:
Therefore,
ˆ π0.λ/=
W.λ/
m.1−λ/
=
#{pj >λ}
m.1−λ/
is a reasonable estimator of π0 f o rag i v e nλ.
Schweder and Spjøtvoll (1982) plotted the ordered values q.i/ =1−p.i/ against their rank.
An example of such a plot is shown in Fig. 1(b). The plot is based on simulated p-values with
m=10000 (the histogram in Fig. 1 (a)). In Fig. 1(b), the p-values corresponding to the true null
hypotheses are expected to fall approximately on a straight line in the left-hand portion of the
plot,sincetheyaresupposedtobeuniformlydistributed.InFig.1(b),thisstraightlineissimply
ﬁtted by eye, and the estimate of π0 is found as the height at the right-hand end, divided by m.
Note that this method can be seen as a way of choosing λ in the estimator ˆ π0.λ/. The choice of
λ is crucial for this estimator, as may be seen from the plot of ˆ π0.λ/ in Fig. 1(c). Thus, we now
focus on methods for choosing λ.
3.1. Properties of the estimator ˆ π0(λ)
Let H be the cumulative distribution function corresponding to the density h of the alterna-
tive p-values; see equation (1). Recall that M0 is the number of true null hypotheses, which isEstimating the Proportion of True Null Hypotheses 559
binomiallydistributedwithparameters.m,π0/.WedeﬁnerandomfunctionsU.·/andT.·/where
U.λ/=#{null pj >λ} is the number of p-values from the true null hypotheses which exceed λ
andT.λ/=#{alternative pj >λ}isthecorrespondingnumberforthefalsenullhypotheses.This
notation is in accordance with Table 1, and is such that W.λ/=U.λ/+T.λ/. The derivation of
the expectation and variance of ˆ π0.λ/ is based on the observation that U.λ/ and T.λ/ are inde-
pendent and binomially distributed conditionally on M0. A straightforward computation then
leads to
E{ˆ π0.λ/}=π0+
1−H.λ/
1−λ
.1−π0/: .2/
Hence, E{ˆ π0.λ/}π0,s ot h a tˆ π0.λ/ overestimates π0 for ﬁxed λ. Similarly, we obtain
var{ˆ π0.λ/}=
λπ0
m.1−λ/
+
H.λ/{1−H.λ/}.1−π0/
m.1−λ/2 +
{H.λ/−λ}2π0.1−π0/
m.1−λ/2 :. 3/
3.2. Choice of λ based on bootstrapping (Storey, 2002)
From the expression (3) for the variance of ˆ π0.λ/ it is seen that choosing a small value for λ
will give a small variance. However, for λ small, W.λ/ is likely to include many of the non-null
(non-uniformly distributed) p-values, leading to an increased bias. In fact, equation (2) shows
that the bias tends to 1−π0 as λ→0. There is thus a trade-off between the bias and variance
whenchoosingλ.Thisleadsnaturallytotryingtoﬁndtheλwhichminimizesthemean-squared
error
MSE{ˆ π0.λ/}=var{ˆ π0.λ/}+[E{ˆ π0.λ/}−π0]2:
The true MSE is unknown, however, so we need to ﬁnd an estimate. Storey (2002) and Storey
et al. (2004), section 6, suggested estimating MSE{ˆ π0.λ/} for ﬁxed λ by using bootstrapping.
The bootstrap estimator of MSE{ˆ π0.λ/} is
 MSE.λ/=
1
K
K 
k=1
{ˆ πÅk
0 .λ/− ˆ π
p
0}
2
,
where ˆ π
p
0 is a plug-in estimator of π0 and ˆ πÅk
0 .λ/, k=1,...,K, are bootstrap versions of ˆ π0.λ/.
Storey (2002) chose
ˆ π
p
0 = min
λ ∈R
{ˆ π0.λ /} .4/
wheretheminimumiscomputedonagridR(e.g.R={0,0:05,0:10,...,0:95}).Themotivation
for the choice is that, for any given λ,
E{ˆ π0.λ/} min
λ ∈R
[E{ˆ π0.λ /}]π0, .5/
which follows from equation (2). However, we show in Section 4.2 that ˆ π
p
0 may behave poorly
as an estimator of π0. In fact, it underestimates π0 and may therefore lead to a bad choice of λ
in the resulting estimator. This was also noted by Black (2004). The problem can be seen from
Fig. 1(c), where the minimum of ˆ π0.λ/ is far from the true value 0:8. Theoretically, the problem
is connected to the fact that the inequalities (5) do not imply
E{ˆ π0.λ/}E[min
λ ∈R
{ˆ π0.λ /}]π0:. 6/
In fact, simulations indicate that the right-hand inequality of expression (6) in practice may be
reversed. Despite the possible problem with the plug-in estimator, the resulting estimator seems560 M. Langaas, B. H. Lindqvist and E. Ferkingstad
to behave fairly well (see the simulation study in Section 7). This estimator of π0, which we shall
denote by ˆ πb
0, is formally given as
ˆ πb
0 = ˆ π0.ˆ λ/. 7/
where ˆ λ=argminλ∈R{ MSE.λ/}.
3.3. Choice of λ based on break point estimation (Turkheimer et al., 2001)
Turkheimer et al. (2001) suggested an alternative way to choose λ from the p-value plot of
Schweder and Spjøtvoll (1982), illustrated in Fig. 1(b). The idea is to determine λ as the break
point in the plot where the p-values tend to come from the alternative hypotheses. In practice,
this is done by testing increasingly smaller sets of p-values for independence, where the largest
p-value is left out in each iteration if the hypothesis of independence is rejected. Then, λ is
chosen to be the largest p-value in the ﬁrst such set which is not rejected by this uniformity test.
3.4. Estimation of π0 by spline smoothing (Storey and Tibshirani, 2003)
Storey and Tibshirani (2003) presented a procedure for estimating π0 based on smoothing of
the function ˆ π0.λ/. Recall that Fig. 1(c) shows an example of the (unsmoothed) function ˆ π0.λ/.
It is seen to ﬂuctuate wildly for λ near 1, which motivates the smoothing approach. Storey and
Tibshirani (2003) proceeded as follows. First ˆ π0.λ/ are calculated over a (ﬁne) grid of λ (the
range {0,0:01,0:02,...,0:95} is used as an example in Storey and Tibshirani (2003)). Then, a
natural cubic spline y with 3 degrees of freedom is ﬁtted to .λ,ˆ π0.λ//. Finally, π0 is estimated
by ˆ π0 =y.1/. In the R function qvalue that was provided by Storey and Tibshirani (2003),
ˆ π0=y.0:9/ is the default choice, which we use in our calculations in Sections 6 and 7. We denote
this estimator by ˆ πs
0.
4. Estimators of π0 based on decreasing density estimation
Consider again the mixture representation in equation (1). In the present section we assume
that h is decreasing on [0,1] with h.1/=0, which implies that π0=f.1/. A possible way of esti-
mating π0 is thus through the estimation of f. Parametric estimation in this setting is studied
for example by Allison et al. (2002), and Pounds and Morris (2003), who used ﬁnite mixtures
of beta distributions. Here we concentrate on nonparametric density estimation of f.
Densityestimationcanbeviewedassmoothingoftheempiricaldistributionfunction.Having
in mind the smoothing approach for estimating π0 in Section 3.4, we take a brief look at the
connection between smoothing of ˆ π0.λ/ and smoothing of the empirical distribution function
of the data. The empirical distribution function ˆ F.λ/ for the observed p-values p1,...,pm is
ˆ F.λ/=
#{pj λ}
m
≡
m−W.λ/
m
for 0λ1:. 8/
Thus ˆ π0.λ/ can be expressed as ˆ π0.λ/={1− ˆ F.λ/}=.1−λ/ and is hence a plug-in estimator of
the function π0.λ/={1−F.λ/}=.1−λ/=E{ˆ π0.λ/}. A Taylor series expansion of F yields
1=F.1/
=F.λ/+.1−λ/f .λ/+ 1
2.1−λ/2f .λ/+...
from which we obtain
π0.λ/=f.λ/+ 1
2.1−λ/f .λ/+...:Estimating the Proportion of True Null Hypotheses 561
This suggests that smoothing of ˆ π0.λ/ near λ=1 in fact is very close to nonparametric density
estimation of f.λ/ near λ=1.
Nonparametric density estimation is a well-studied subject in statistics. A popular approach
is the kernel method. Two approaches using the kernel method are presented in Langaas et al.
(2005): one based on minimization of the mean-squared error of ˆ f.1/, and one using a global
‘rule-of-thumb’ approach. Special care needs to be taken since we are estimating f at a boun-
dary point. The resulting estimators of π0 seem to behave satisfactorily, but for brevity we
shall not include them in the present paper. Instead we concentrate on nonparametric estima-
tors which use the special structure that we impose on f, namely decreasingness in the present
section and convexity (and decreasingness) in the next section. For the decreasing case, a nat-
ural ﬁrst choice of estimator is the nonparametric estimator that was derived by Grenander
(1956).
4.1. The Grenander estimator of the p-value density
Let F be the set of decreasing densities on [0,1]. Let p.1/ ...p.m/ be the ordered obser-
ved p-values from the m hypothesis tests. The nonparametric maximum likelihood estimator
(NPMLE) of f in F is formally given as
ˆ f =arg max
f∈F

m 
i=1
f.p.i//

:
The solution ˆ f is known as the Grenander estimator (Grenander (1956) and Robertson et al.
(1988), section 7.2). Note that Grenander considered densities on [0,∞/. The resulting estima-
tor is supported on [0,p.m/], however, and hence solves our problem. If we put ˆ fi = ˆ f.p.i//,
i=1,...,m, then the solution is determined by
ˆ fi= min
li−1
max
ki
 ˆ F.p.k//− ˆ F.p.l//
p.k/−p.l/

, .9/
letting ˆ f beconstantoneachinterval.p.i/,p.i+1/].Here ˆ F isgivenbyequation(8).Equation(9)
shows that the Grenander estimate is the (left-hand) slope of the least concave majorant of the
empirical distribution function ˆ F. The estimator can be efﬁciently computed by using the pool
adjacent violators algorithm (Robertson et al. (1988), section 1.2).
4.2. Estimating π0 by the minimum of the Grenander estimator
Since π0 =f.1/, it is tempting to use ˆ f.1/ as the estimator of π0 where ˆ f is the Grenander
estimator. However, as already noted, ˆ f.1/=0, and we introduce instead the estimator
ˆ π
g
0 = ˆ fm
= ˆ f.p.m//:
Thus
ˆ π
g
0 = min
lm−1
 ˆ F.p.m//− ˆ F.p.l//
p.m/−p.l/

= min
lm−1

1−l=m
p.m/−p.l/

:. 10/
It is interesting that the estimator ˆ π
g
0 is similar to Storey’s (2002) plug-in estimator ˆ π
p
0 which is562 M. Langaas, B. H. Lindqvist and E. Ferkingstad
given in equation (4). Disregarding the fact that ˆ π
p
0 in practice is computed on a grid, we can
write
ˆ π
p
0 = min
λ<p.m/

1− ˆ F.λ/
1−λ

= min
lm−1

1−l=m
1−p.l/

, .11/
which should be compared with equation (10). Note that the ﬁrst minimum in equation (11)
would be 0 for p.m/λ<1. Thus we restrict it to λ<p.m/. This problem was avoided in Storey
(2002) by minimizing on a grid R not including 1. The last equality of equation (11) follows
since the minimum over λ<p .m/ is always attained for λ=p.l/ for some l. Note that ˆ π
p
0 < ˆ π
g
0.
In the simulation study in Section 7 we shall see that ˆ π
g
0 strongly underestimates π0, and this is
therefore the case for ˆ π
p
0 also.
4.3. Estimating π0 at the longest constant interval in the Grenander estimator
It is indicated above that the estimator ˆ π
g
0 based on the Grenander estimator may not work well
in practice as an estimator of π0. The problem is illustrated in Fig. 2(a), where the Grenander
estimatorisplotted.Thedensityestimateisseento‘ﬂattenout’aspincreasesbutthensuddenly
drops down to a considerably lower value for p close to 1. This ‘drop-down’ effect is also seen
in the simulation experiment that is described in Section 7. It is intuitively reasonable that this
should happen for a density estimate which is constrained to be decreasing. Thus ˆ π
g
0 may not be
the preferred estimator of π0. If we still want to base our estimator on the Grenander estimator
ˆ f, how should we proceed? First, recall from Section 4.1 that ˆ f is constant on each interval
.p.i/,p.i+1/] and may also be constant over longer intervals .p.a/,p.b/], a<b. Let r1,...,rk
denote the indices of the jump points of the estimated density, so that p.r1/,...,p.rk/ are the
p-values p.i/ for which ˆ fi> ˆ fi+1.
Weproposetheestimator ˆ πl
0 tobethevalueoftheGrenanderdensityestimate ˆ f atthelongest
constant interval .p.rl−1/,p.rl/] in the region where ˆ f 1. The rationale behind this estimator
is that the true p-value density is expected to be nearly constant for large p, since the p-values
corresponding to true null hypotheses are uniformly distributed. Accordingly, ˆ πl
0 is an ad hoc
attempt to recover this constant level. The simulation experiment that is carried out in Section 7
shows that ˆ πl
0 is a great improvement over ˆ π
g
0. The reason for requiring ˆ f 1 is to ensure that
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Fig. 2. (a) Grenander NPMLE decreasing density estimate and (b) convex decreasing density estimate,
using the data presented in Fig. 1 (mD10000 and π0D0:8)Estimating the Proportion of True Null Hypotheses 563
the estimate of π0 is less than or equal to 1. Formally, the estimator ˆ πl
0 is deﬁned as
ˆ πl
0= ˆ fj, where j=arg max
{rl: ˆ f.rl/1}
.p.rl/−p.rl−1//, .12/
where we let p.r0/=0 for ease of notation.
5. Estimating π0 by using convex decreasing density estimation
As remarked in the previous section, the estimator ˆ π
g
0 usually underestimates π0 because of the
drop-down of the Grenander estimator at its end point p.m/.A nad hoc amendment given by
the estimator ˆ πl
0 was then suggested. In this section we shall instead strengthen the assumption
on the mixture density f in equation (1) by requiring h.p/ to be convex in addition to being
decreasing with h.1/=0, as was the former assumption. Our aim is to derive and compute the
NPMLE for a convex decreasing density on [0,1]. It follows from Groeneboom et al. (2001),
lemma 2.3, that this is a piecewise linear function with at most one change of slope between suc-
cessive observations. However, its computation turns out to be not straightforward. We adapt
the approach of Groeneboom et al. (2004), section 2. The point of departure here is a mixture
representationofconvexdecreasingdensities,whichleadstoacharacterizationoftheNPMLE.
An iterative algorithm is then suggested to do the computation.
5.1. Mixture representation of convex decreasing densities
By slightly modifying a result in Groeneboom et al. (2004), example 1, we show that any twice
continuously differentiable convex decreasing density f on [0,1] can be written as a mixture
f.x/=
 1
0
fθ.x/µ.dθ/,
where the fθ are triangular densities given by
fθ.x/=
2.θ−x/+
θ2 ,0 x1, 0<θ1, .13/
and f0.x/=1, 0x1. The mixture distribution µ is a probability measure on [0,1] given by
point masses a0=f.1/ at θ=0, a1=−1
2 f .1/ at θ=1 and a density γ.θ/= 1
2θ2 f  .θ/ on .0,1/.
Thus we claim that
f.x/=
 1
0
fθ.x/γ.θ/dθ+f0.x/a0+f1.x/a1:
This follows since
 1
0
fθ.x/γ.θ/dθ=
 1
x
2.θ−x/
θ2
1
2
θ2f  .θ/dθ
=f.x/−f.1/+.1−x/ f .1/:
The mixture distribution µ is indeed a probability distribution since
 1
0 γ.θ/dθ =− f.1/ +
1
2 f .1/+1=1−a0−a1.
5.2. Characterization of the maximum likelihood estimate of f
We now turn to maximum likelihood estimation of f in the set C of twice continuously differ-
entiabledecreasingconvexdensitiesdeﬁnedon[0,1].TheNPMLE ˆ f ∈C basedontheobserved564 M. Langaas, B. H. Lindqvist and E. Ferkingstad
p-values p1,p2,...,pm is the f ∈C which minimizes the functional
φ.f/=−
 log{f.pi/}, .14/
where Σ  denotes the sum over all i such that f.pi/>0. Now φ.f/ is a convex functional deﬁned
on the convex set C, so our problem is a special case of that of minimizing a convex functional
onaconvexset.FollowingGroeneboometal.(2004),thesolutioncanbecharacterizedinterms
of the directional derivative of φ to be deﬁned next. Let ψ be a function such that f +"ψ∈C
for some number ">0. The directional derivative of φ at f in the direction ψ is then
Dφ.ψ;f/=lim
"↓0

φ.f +"ψ/−φ.f/
"

:
By equation (14) we have in our case
Dφ.ψ;f/=lim
"↓0

−
 log{f.pi/+"ψ.pi/}−[−
 log{f.pi/}]
"

=−
  ψ.pi/
f.pi/
:
As demonstrated in Groeneboom et al. (2004), section 2, the solution to the minimization
problem has a particularly simple characterization provided that
(a) C is the class of mixtures of a class of functions {fθ :θ∈Θ⊂ k} and
(b) φ has the linearity property that for each f ∈C and u=

Θfθ µ.dθ/∈C we have
Dφ.u−f;f/=
 ∞
0
Dφ.fθ −f;f/µ.dθ/:
Both of these conditions hold in our case, and it follows from Groeneboom et al. (2004) that
ˆ f =argmin
f∈C
{φ.f/} if and only if Dφ.fθ − ˆ f; ˆ f/0 for all θ∈[0,1],
where the fθ are given by equation (13). Thus letting
ˆ θ=arg min
θ∈[0,1]
{Dφ.fθ − ˆ f; ˆ f/}=arg min
θ∈[0,1]

  ˆ f.pi/−fθ.pi/
ˆ f.pi/

, .15/
it follows that ˆ f is the NPMLE of f if and only if
Dφ.fˆ θ − ˆ f; ˆ f/0 .16/
or equivalently
  ˆ f.pi/−fˆ θ.pi/
ˆ f.pi/
0:. 17/
5.3. An algorithm for calculating an approximate nonparametric maximum likelihood
estimator of f
The algorithm that we present was proposed by Fedorov (1972) and Wynn (1970) in completely
different contexts. The procedure works as follows. We ﬁrst specify a convex and decreasing
initialfunction ˆ f0,e.g. ˆ f0≡1.Thenforj=0,1,2,...,giventhecurrentiterate ˆ fj,wedetermine
ˆ θ from equation (15), where ˆ fj replaces ˆ f.I fDφ.fˆ θ − ˆ fj; ˆ fj/0, then the current iterate ˆ fj is
optimal by inequality (16) and we have ﬁnished. Otherwise, the next iterate is
ˆ fj+1=.1−ˆ "/ ˆ fj +ˆ "fˆ θ,Estimating the Proportion of True Null Hypotheses 565
where
ˆ "=arg min
"∈[0,1/
[φ{.1−"/ ˆ fj +"fˆ θ}]=arg min
"∈[0,1/
[−
 log{.1−"/ ˆ fj.pi/+"fˆ θ.pi/}]:
This procedure is an analogue to the ‘steepest descent’ algorithms that are used for optimizing
functions on the Euclidean n-space  n. In each step, the next iterate is the optimal convex com-
bination of the current iterate and the mixing density ˆ f ˆ θ corresponding to the most negative
directional derivative (which is ‘the best direction’). In practice, we calculate an approximate ˆ θ
by ﬁnding the θ∈T which minimizes
 {fθ.pi/− ˆ fj.pi/}= ˆ fj.pi/
whereT isagridover[0,1/,e.g.T ={0,0:01,0:02,...,0:99}.Thisreducestheproblemofcalcu-
lating ˆ θ to ﬁnding the minimal element in a vector. Since the function τ."/=φ{.1−"/ ˆ fj +"fˆ θ}
is convex, ˆ " can be found by a bisection search, to be described next. Note that
τ ."/=−
  d
d"
log{.1−"/ ˆ fj.pi/+"fˆ θ.pi/}
=
  ˆ fj.pi/−fˆ θ.pi/
.1−"/ ˆ fj.pi/+"fˆ θ.pi/
:
If τ .0/0, then ˆ "=0. Otherwise a proposed value "Å is too small if τ ."Å/<0 and too large
if τ ."Å/>0, and thus we can use a bisection search in the obvious way. The iteration is run
until Dφ.fˆ θ− ˆ fj; ˆ fj/>−δ where δ is a positive accuracy parameter. In addition, we recommend
specifying a maximal number k of fθ (for θ>0) that we are willing to include in the mixture.
The entire estimation procedure is formally speciﬁed as an algorithm in Langaas et al. (2005)
We refer to Section 9 below for available software.
Let ˆ f be the last ˆ fj which is calculated before the iteration terminates. Our estimate of π0 is
then
ˆ πc
0= ˆ f.1/: .18/
The convex decreasing density estimate is shown in Fig. 2(b) together with the Grenander es-
timate in Fig. 2(a) for the simulated data that are presented in Fig. 1.
5.4. Restricting the domain of convexity
It may be too strong an assumption for many purposes to assume that f is convex on the
full interval [0,1]. Small p-values will have a tendency to correspond to false null hypotheses,
and thus the form of f may not be clear here. In contrast, for p-values near 1 we shall have
mostly true null hypotheses, and the situation may be less chaotic. Thus there may be reasons
to restrict the domain of convexity of f to a certain subset [p0,1] of [0,1]. In this case we can
write equation (14) as
φ.f/=−

i:pip0
  log{f.pi/}−

i:pi>p0
  log{f.pi/}
and minimize the right-hand term only under the restriction that f is convex decreasing on
[p0,1]. An additional natural restriction would be that
 1
p0
f.p/dp=
#{pi>p0}
m
≡r0:566 M. Langaas, B. H. Lindqvist and E. Ferkingstad
The minimization problem can now be solved by the method of Section 5.3 by transforming the
density f restricted to [p0,1] to a density fÅ o n[ 0 ,1 ]g i v e nb y
fÅ.p/=f{.1−p0/p+p0}
1−p0
r0
,0 p1,
andtransformingtheobservedp-valueswithpi>p0 topÅ
i =.pi−p0/=.1−p0/.Usingthealgo-
rithm of Section 5.3 with the transformed p-values pÅ
i gives us an estimated function ˆ fÅ and a
corresponding estimate ˆ πÅc
0 = ˆ fÅ.1/. The desired estimate of π0 is then ˆ πÅc
0 r0=.1−p0/.
6. Data from DNA microarrays
In this section ﬁve estimators of π0 are evaluated on three data sets from DNA microarray
experiments. We denote by ‘convex’ the estimator ˆ πc
0 that was described in Section 5 and given
by equation (18), by ‘Grenander’ the estimator ˆ π
g
0 from Section 4.1, given by equation (10),
and by ‘longest length’ the estimator ˆ πl
0 of Section 4.3, given by equation (12). Further, ‘boot’
is the threshold-based estimator ˆ πb
0, based on Storey’s (2002) bootstrapped choice of tuning
parameter described in Section 3.2 and given by equation (7), and ﬁnally ‘smooth’ is the thresh-
old-based estimator ˆ πs
0, based on Storey and Tibshirani’s (2003) spline smoothing as described
in Section 3.4.
In this comparison we shall not focus on the type of data analysis, preprocessing and test
for differential expression that have been performed to produce the p-values, but instead on
comparing the estimates of π0 that are produced by the different estimators based on the same
set of p-values.
TheﬁrstdatasetisfromHedenfalketal.(2001).Thisisastudyregardingbreastcancer,where
one objective was to discover differentially expressed genes between BRCA1 and BRCA2 mu-
tation positive tumours. Gene expression levels were measured for seven individuals with the
BRCA1 mutation and eight individuals with the BRCA2 mutation. The p-values that were
used here are calculated on the basis of permutation tests, as described in Storey and Tibshirani
(2003). The second data set is taken from Nørsett et al. (2005) and is a study of the effect of
treatment with an acid inhibitor on rat gastric mucosa. Spotted complementary DNA micro-
array data are available from a reference design of nine rats subject to treatment compared with
a pool of seven control rats. After preprocessing of the data, empirical Bayes methods (Smyth,
2004) were used to calculate p-values for each gene. The third data set is taken from a study of
lipid metabolism (Callow et al., 2000) where the effects of knocking out the gene apolipoprotein
AI gene were investigated. The data were analysed as described in Smyth et al. (2005), on the
basis of the theory presented in Smyth (2004). The p-values from the comparison of knockout
mice with normal mice were the input to the estimation of π0. The estimates of π0 for each of
the data sets and each method are presented in Table 2. From Table 2 we see that there is a high
degree of agreement between the various estimators, with the Grenander estimator as the only
exception. See the end of Section 8 for comments on interpretation of the actual values of π0
that were estimated.
7. Simulation experiment
To investigate properties of the estimators that were described in Sections 3–5, we have carried
outasimulationexperiment.AllanalyseswereperformedusingtheRlanguage(RDevelopment
Core Team, 2004).Estimating the Proportion of True Null Hypotheses 567
Table 2. Estimates of 100π0 for the convex (ˆ πc
0), Grenander (ˆ πg
0), longest
length (ˆ πl
0), boot (ˆ πb
0) and smooth (ˆ πs
0) estimators
Data set Results for the following estimators:
ˆ πc
0 ˆ π
g
0 ˆ πl
0 ˆ πb
0 ˆ πs
0
Hedenfalk et al. (2001), m=3170 67.5 48.9 67.2 67.2 66.9
Nørsett et al. (2005), m=10293 65.1 33.9 69.5 64.7 64.4
Callow et al. (2000), m=6384 86.6 31.1 84.5 84.8 85.3
†The value m denotes the number of p-values that were used in estimating π0.
7.1. Testing scenario
A total of m=5000 features (e.g. normalized log-intensity-ratios for genes in the case of two-
colour spotted DNA microarrays) were simulated for each of J =10 samples (e.g. patients or
tissuesamples).LettheserandomvariablesbeXij, i=1,...,m,j=1,...,J,andthecorrespond-
ing realizations xij. Let Xj =.X1j,X2j,...,Xmj/, and assume that each Xj ∼N.µ,Σ/, and that
X1,X2,...,XJ are independent. For each feature i=1,...,m we test
H0i:µi=0 versus H1i:µi =0
and calculate a two-sided p-value pi based on a one-sample t-test:
pi=2P r o b {TJ−1|¯ xi=
√
.si=J/|}:. 19/
Here ¯ xi=ΣJ
j=1xij=J and si=ΣJ
j=1.xij −¯ xi/2=.J −1/ are the sample mean and variance respec-
tively, and TJ−1 is a t-distributed random variable with J −1 degrees of freedom.
7.2. Generation of simulated data
Fourdifferentchoicesofπ0wereconsideredforthegenerationofsimulateddata,namely0.5,0.8,
0.9and0.95.Weﬁrstdrewthenumberoftruenullhypothesesm0 fromtheappropriatebinomial
distribution, i.e. M0∼Bin.m,π0/. Secondly, a vector of expected values, µ=.µ1,...,µm/,w a s
constructed. The expected values for the true null hypotheses were set to 0, i.e. µ1=µ2=...=
µm0 =0, whereas the expected values for the false null hypotheses, µm0+1,...,µm,w e r ed r a w n
fromthesymmetricbitriangulardensitythatisshowninFig.3.Thevaluesa=log2.1:2/=0:263
and b=log2.4/=2 are motivated by the case of two-colour spotted DNA microarray data,
where the measurements are often spot intensities transformed logarithmically to base 2. A fold
change of 1:2 is regarded as small, but often interesting, and a fold change of 4 is regarded
as a substantial change. The reason for not considering changes with expected value less than
0:263 is to make the estimable upper bound ¯ π0 close to the true π0 (as discussed in Section 2.1)
and does not mean that we imply that smaller changes are biologically uninteresting. Thirdly,
a block diagonal m×m covariance matrix Σ was constructed. Features were separated into
groups of size g (values 50 and 100 were selected). Correlations between the groups of features
were set to 0 (independence between groups), and correlations within groups were set to ρ.
Values ρ={0,0:25,0:5,0:75} were explored in separate experiments. All variances were set to 1
(i.e. diagonal elements of Σ).
For each π0∈{0:5,0:8,0:9,0:95}, group sizes g∈{50,100} and correlations ρ∈{0,0:25,0:5,
0:75}wedrewN=1000setsofindependent5000-dimensionalfeaturevectors,.X1,X2,...,X10/568 M. Langaas, B. H. Lindqvist and E. Ferkingstad
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Fig. 3. Density of the expected values for the false null hypotheses: values a Dlog2.1:2/D0:263 and
bDlog2.4/D2 are used in the simulation study
fromthemultivariateGaussiandistributionN.µ,Σ/,andthecorresponding1000setsofvectors
of p-values .p1,p2,...,p5000/ were calculated by using equation (19).
7.3. Results of simulation study
Forthedatasetsofp-valuesthatweregeneratedasdescribedinSections7.1and7.2,thepropor-
tions of true null hypotheses, π0, were estimated by using the ﬁve estimators convex (ˆ πc
0), Gren-
ander(ˆ π
g
0),longestlength(ˆ πl
0),boot(ˆ πb
0)andsmooth(ˆ πs
0).Densityestimatesofthedistributions
of the estimators are presented in Fig. 4 for group size 100 and correlations ρ=.0,0:25,0:75/
and π0 equal to 0:5 and 0:9. In Fig. 5 the mean and root-mean-squared error RMSE are plotted
as functions of the correlation ρ=.0,0:25,0:5,0:75/ for π0 equal to 0:5 and 0:9 and group size
100. RMSE for an estimator ˆ π0 is given as
RMSE.ˆ π0/=

1
N −1
N 
n=1
.ˆ π
.n/
0 − ˆ π0:/2+.ˆ π0:−π0/2

where ˆ π
.n/
0 denotes the estimate of π0 for the nth simulated data set and
ˆ π0:=
1
N
N 
n=1
ˆ π
.n/
0 :
Additional ﬁgures and tables are available in Langaas et al. (2005).
7.4. Interpretation of the results
As expected from the discussion in Section 4, the Grenander estimator performed poorly on the
simulateddata.ThisisclearlyseeninFig.4,whichshowsbothunderestimationofπ0 andalarge
variance. For the other estimators the RMSE plots in Fig. 5 show that the convex estimator
generally seems to have the best overall performance. This is also seen from Fig. 4. The lon-
gest length estimator mostly overestimates π0, especially for small values of π0. Note, however,
that for large values of π0 it performs much in the same manner as the convex estimator. The
boot estimator has little bias in the case π0=0:5, but the variance is quite large. For π0=0:9i t
seems to underestimate π0. The estimator smooth has generally low bias, but a relatively large
variance. This is seen in particular from the density estimates in Fig. 4. Fig. 5 indicates that the
introduction of dependence generally leads to a decrease in expected value of the estimators.
The effect of increased group size is similar to the effect of increased correlation. For example,Estimating the Proportion of True Null Hypotheses 569
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Fig. 4. Density estimates of ˆ π0 for various degrees of dependence for a group size of 100 ( , convex
(ˆ πc
0); – – –, Grenander (ˆ πg
0); ....... , longest length (ˆ πl
0);   -   -   -, boot (ˆ πb
0); -------, smooth (ˆ πs
0); all den-
sity estimates are constructed from data sets of N D1000 estimates of π0): (a) independence, π0 D0:5;
(b) independence, π0 D 0:9; (c) ρ D 0:25, π0 D 0:5; (d) ρ D 0:25, π0 D 0:9; (e) ρ D 0:75, π0 D 0:5; (f)
ρD0:75, π0D0:9
for π0=0:9, all estimators tend to underestimate π0 under the introduction of increased depen-
dence. The RMSE plots of Fig. 5 indicate an increased variance under dependence. This is also
seen from the density plots of Fig. 4. Another aspect which is particularly visible from Fig. 4 is
the tendency of skewness to the left of the density for the estimated π0 for increasing degree of
dependence.570 M. Langaas, B. H. Lindqvist and E. Ferkingstad
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Fig. 5. Mean and RMSE for N D1000 estimated values of π0 for a group size 100, as functions of correlation
( , convex (ˆ πc
0); ....... , longest length (ˆ πl
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0);-------,smooth (ˆ πs
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not included since the results are outside the chosen plotting region): (a) mean, π0D0:5; (b) mean, π0D0:9;
(c) RMSE, π0D0:5; (d) RMSE, π0D0:9
8. Discussion and conclusion
In this paper we have given an account of estimation of π0, by presenting and linking published
estimators, and by developing new estimators based on decreasing and convex decreasing den-
sity estimation. All estimators were developed under the assumption of independence between
test statistics. With the aid of a simulation study we have tried to assess the effect of dependence
on the performance of the estimators of π0.
When planning the simulation experiment, we considered several ways to model dependence
betweenteststatistics.BenjaminiandYekutieli(2001)lookedatpositiveregressiondependence,
which they viewed as a sufﬁciently general assumption to cover many situations. Storey and
Tibshirani (2001), section 9, described two kinds of dependence that they called ‘clumpy depen-
dence’ and ‘general dependence’. General dependence means that all test statistics are mutually
dependent to some extent. Clumpy dependence means that the test statistics are dependent
within groups, and that the test statistics in any particular group are independent of all the
test statistics in the other groups. In the setting of DNA microarray data analysis, Storey and
Tibshirani (2001) suggested that clumpy dependence is a likely form of dependence. There are
several reasons for this. Many researchers have focused on the fact that genes interact in func-
tionalgroupswhicharecalledpathways;thisisoftenreferredtoasco-regulationofgenes.Genes
that are involved in the same pathway may then give rise to dependent test statistics. A more
technical issue concerning the microarray experimental situation is the occurrence of spatialEstimating the Proportion of True Null Hypotheses 571
effects on the microarray slide and cross-hybridization. Cross-hybridization may arise if com-
plementary DNAs representing different genes (or for example genes within a gene family) can
hybridize to the same probe on the microarray. Such cross-hybridization is due to similarities
in the DNA sequence from different genes. Thus, the dependence should be conﬁned within
groups of genes. Another type of dependence might be due to the statistical methods that are
used. Using empirical Bayes methods, as in Smyth (2004), a common variance estimated from
all genes is used in the test statistics of all genes, and the test statistics may then be mutually
dependent. Assessment and modelling of dependence between test statistics is still an open
issue in the analysis of DNA microarray data, and in general. For DNA microarray data a
thorough knowledge of biological sources of variability seems to be necessary to be able to
model the dependence. Our simulation study was designed to include correlation within groups
of observations and independence between groups, i.e. clumpy dependence. We found that the
estimators of π0 are relatively robust to the assumption of independence and work well also for
test statistics with grouped dependence. We feel that the actual performance of the estimators
is more important than absolute rigour in their derivation.
Overallwefoundthattheconvexestimator ˆ πc
0 thatisbasedonconvexdecreasingdensityesti-
mation developed in Section 5 performs well and outperforms the other estimators studied with
respect to RMSE. This is true both for the situation with independent data and for all degrees
of grouped dependence and values of π0 that were studied in our simulation experiment.
All methods for estimating π0 that were presented in this paper rely on the existence of a test
statistic or procedure which produces p-values which are truly uniform under the null hypoth-
eses, and for DNA microarray data it is not clear how this in general can be achieved. Efron
(2004) presented a procedure for estimating an ‘empirical null’ distribution for transformed
p-values. If the proportion of false null hypotheses is below 10% this procedure might be used
to produce adjusted p-values related to this empirical null distribution. These adjusted p-values
can then be the basis for estimating π0. More work is needed to address the question of how
bias and variability should be assessed when applying the estimators of π0 to data from DNA
microarray experiments.
9. Software
The algorithm for the convex density estimator of Section 5 is included as function convest
in the R library limma that is maintained by Gordon Smyth, which is available from the Bio-
conductor project at http://www.bioconductor.org.
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