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Noncommutative Complex Structures on
Quantum Homogeneous Spaces
Re´amonn O´ Buachalla ∗
Abstract
A new framework for noncommutative complex geometry on quantum homo-
geneous spaces is introduced. The main ingredients used are covariant differential
calculi and Takeuchi’s categorical equivalence for quantum homogeneous spaces. A
number of basic results are established, producing a simple set of necessary and
sufficient conditions for noncommutative complex structures to exist. Through-
out, the framework is applied to the quantum projective spaces endowed with the
Heckenberger–Kolb calculus.
1 Introduction
Classical complex geometry is a subject of remarkable richness and beauty with deep
connections to modern physics. Yet despite over twenty-five years of noncommutative
geometry, the development of noncommutative complex geometry is still in its infancy.
What we do have is a large number of examples which demand consideration as non-
commutative complex spaces. These include, amongst others, noncommutative tori [7],
noncommutative projective algebraic varieties [31], fuzzy flag manifolds [23], and (most
importantly from the point of view of this paper) examples arising from the theory of
quantum groups [10, 21].
Thus far, there have been two attempts to formulate a general framework for noncom-
mutative complex geometry. The first, due to Khalkhali, Landi, and van Suijlekom [13],
was introduced to provide a context for their work on the noncommutative complex ge-
ometry of the Podles´ sphere. This followed on from earlier work of Majid [21], Schwartz
and Polishchuk [29], and Connes [5, 4]. Khalkhali and Moatadelro [14, 15] would go
on to apply this framework to D’Andrea and Da¸browski’s work [6] on the higher order
quantum projective spaces.
Subsequently, Beggs and Smith introduced a second more comprehensive approach to
noncommutative complex geometry in [1]. Their motive was to provide a framework
for quantising the intimate relationship between complex differential geometry and com-
plex projective geometry. They foresee that the rich interaction between algebraic and
∗Supported by the Grant GACR P201/12/G028
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analytic techniques occurring in the classical setting will carry over to the noncommu-
tative world.
The more modest aim of this paper is to begin the development of a theory of noncom-
mutative complex geometry for quantum group homogeneous spaces. This will be done
very much in the style of Majid’s noncommutative Riemannian geometry [21, 20], with
the only significant difference being that here we will not need to assume that our quan-
tum homogeneous spaces are Hopf–Galois extensions, while we will assume a faithful
flatness property. This assumption allows us to use Takeuchi’s categorical equivalence
to establish a simple set of necessary and sufficient conditions for covariant complex
structures to exist. In subsequent work, it is intended to build upon these results and
formulate noncommutative generalisations of Hodge theory and Ka¨hler geometry for
quantum homogeneous spaces [26]. Indeed, the first steps in this direction have already
been taken [27].
For this undertaking to be worthwhile, however, it will need to be applicable to a good
many interesting examples. Recall that classically one of the most important classes
of homogeneous complex manifolds is the family of generalised flag manifolds. As has
been known for a long time, these spaces admit a direct q-deformation in terms of the
Drinfeld–Jimbo quantum groups [18, 33, 35]. Somewhat more recently, it was shown
by Heckenberger and Kolb [10] that the Dolbeault double complex of the irreducible
flag manifolds survives this q-deformation intact. This result gives us one of the most
important families of noncommutative complex structures that we have, and as such,
provides an invaluable testing ground for any newly proposed theory of noncommutative
complex geometry.
In this paper we show that, for the special case of quantum projective space, the work
of Heckenberger and Kolb can be understood in terms of our general framework for
noncommutative complex geometry. This allows for a significant simplification of the
required calculations, and helps identify some of the underlying general processes at work.
It is foreseen that this work will prove easily extendable to all the irreducible quantum
flag manifolds. Moreover, it is hoped to extend it even further to include all the quantum
flag manifolds, and in so doing, produce new examples of noncommutative complex
structures.
The paper is organised as follows: In section 2 some well-known material about quantum
homogeneous spaces, Takeuchi’s categorical equivalence, covariant differential calculi,
almost complex structures, and complex structures is recalled.
In Section 3 the quantum special unitary group, and the quantum projective spaces, as
well as the Heckenberger–Kolb calculus for these spaces, is discussed.
In Section 4 one of the basic results of the paper Proposition 4.1 is established: It shows
that for a special subcategory of ModHM , the monoidal structure induced on it by the
canonical monoidal structure of GMModM (through Takeuchi’s equivalence) is equivalent
to the vector space tensor product.
In Section 5, Theorem 5.7 shows how to find an explicit description of the maximal
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prolongation of a covariant first-order differential calculus in terms of a certain ideal
I(1) ⊆M+.
In Section 6 the notion of factorisability for almost complex structures is introduced,
and a simple set of necessary and sufficient conditions for factorisable almost complex
structures to exist is established.
Finally, in Section 7, Proposition 7.1 gives a simple method for verifying that an almost
complex structure is a complex structure.
Throughout, the family of quantum projective spaces, endowed with the Heckenberger–
Kolb calculus, is taken as the motivating set of examples. In each section, the newly
constructed general theory is applied to these examples in detail, building up to an
explicit presentation of their q-deformed Dolbeault double complexes.
2 Preliminaries and First Results
In this section we recall Takeuchi’s categorical equivalence for quantum homogeneous
spaces, some of its applications to the theory of covariant differential calculi, and finally
the definition of a complex structure.
2.1 Quantum Homogeneous Spaces
Let G be a Hopf algebra with comultiplication ∆, counit ε, antipode S, unit 1, and
multiplication m. Throughout, we use Sweedler notation, as well as denoting g+ :=
g−ε(g)1, for g ∈ G, and V + = V ∩ker(ε), for V a subspace of G. For a right G-comodule
V with coaction ∆R, we say that an element v ∈ V is coinvariant if ∆R(v) = v ⊗ 1.
We denote the subspace of all coinvariant elements by V G, and call it the coinvariant
subspace of the coaction. For H a Hopf algebra, a homogeneous right H-coaction on G
is a coaction of the form (id ⊗ π) ◦ ∆, where π : G → H is a Hopf algebra map. The
coinvariant subspace of such a coaction is a subalgebra [34, Proposition 1].
Definition 2.1. We call the coinvariant subalgebra M := GH of a homogeneous coac-
tion a quantum homogeneous space if G is faithfully flat as a right module overM , which
is to say if the functor G⊗M − : MMod → CMod, from the category of left M -modules
to the category of complex vector spaces, maps a sequence to an exact sequence if and
only if the original sequence is exact.
In this paper we will always use the symbols G,H, π and M in this sense. We also
note that G is itself a trivial example of a quantum homogeneous space, where π = ε.
Moreover, the coproduct of G restricts to a right G-coaction on M , and
π(m) = ε(m)1H , for all m ∈M. (1)
If G and H are Hopf ∗-algebras, and π is a Hopf ∗-algebra map, then M is a ∗-
subalgebra of G.
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2.2 Some Categories
We now define the abelian categories GMModM and Mod
H
M . The objects in
G
MModM are
M -bimodules E (with left and right actions denoted by juxtaposition) endowed with a
left G-coaction ∆L such that
∆L(mem
′) = m(1)e(−1)m
′
(1) ⊗m(2)e(0)m
′
(2), for all m,m
′ ∈M,e ∈ E . (2)
The morphisms in GMModM are the M -bimodule homomorphisms that are also homo-
morphisms of left G-comodules. The objects in ModHM are right M -modules V (with
right action denoted by ⊳) endowed with a right H-coaction ∆R such that
∆R(v ⊳ m) = v(0) ⊳ m(2) ⊗ S(π(m(1)))v(1), for all v ∈ V,m ∈M. (3)
The morphisms in ModHM are the M -module homomorphisms that are also homomor-
phisms of right H-comodules.
Next we introduce a subcategory of GMModM , and a subcategory of Mod
H
M , that play
important roles in the paper. The definition of the latter requires the following technical
lemma.
Lemma 2.2 For ModH the category of right H-comodules, we have a fully faithful em-
bedding
ModH → ModHM , V 7→ (V, ⊳), (4)
where ⊳ is the the trivial right M -module structure, v ⊳ m = ε(m)v, for v ∈ V,m ∈M .
Proof. To show that (V, ⊳) is well-defined as an object in ModHM , we need to show that
(3) is satisfied. This is implied by (1) as follows:
v(0) ⊳ m(2) ⊗ S(π(m(1)))v(1) = v(0)ε(m(2))⊗ ε(m(1))v(1) = ε(m)v(0) ⊗ v(1)
= ∆R(ε(m)v) = ∆R(v ⊳ m).
Moreover, since any comodule map between V and W is trivially a module map with
respect to ⊳, it is clear that (4) defines a fully faithful functor. 
Definition 2.3. Denote by GMMod0 the full subcategory of
G
MModM whose objects E
satisfy EM+ ⊆ M+E , and denote by ModH0 the image of Mod
H under the embedding
in (4).
2.3 Takeuchi’s Categorical Equivalence
If E ∈ GMModM , then E/(M
+E) becomes an object in ModHM with the obvious right M
action, and the right H-coaction
∆R(e) = e(0) ⊗ S(π(e(−1))), e ∈ E . (5)
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We define a functor Φ : GMModM → Mod
H
M as follows: Φ(E) := E/(M
+E), and if
g : E → F is a morphism in GMModM , then Φ(g) : Φ(E) → Φ(F) is the map to which g
descends on Φ(E).
If V ∈ ModHM , then GHV := (G⊗V )
H (where G⊗V has the standard tensor product
H-comodule structure [16, §1.3.2]) becomes an object in GMModM with M -bimodule
structure
m
(∑
i
gi ⊗ vi
)
=
∑
i
mgi ⊗ vi,
(∑
i
gi ⊗ vi
)
m =
∑
i
gim(1) ⊗ (v
i ⊳ m(2)),
and left-G-coaction
∆L
(∑
i
gi ⊗ vi
)
=
∑
i
gi(1) ⊗ g
i
(2) ⊗ v
i.
We define a functor Ψ : ModHM →
G
MModM as follows: Ψ(V ) := GHV, and if γ is a
morphism in ModHM , then Ψ(γ) := id⊗ γ.
Theorem 2.4 [34, Theorem 1] An equivalence of categories between GMModM andMod
H
M ,
which we call Takeuchi’s equivalence, is given by the functors Φ and Ψ and the natural
transformations
C : Φ ◦Ψ(V )→ V,
∑
i
gi ⊗ vi 7→
∑
i
ε(gi)vi, (6)
U : E → Ψ ◦ Φ(E), e 7→ e(−1) ⊗ e(0). (7)
We define the dimension of an object E ∈ GMModM to be the vector space dimension of
Φ(E).
We now present an explicit formula for the inverse of U. We do so in a number of steps,
so as to highlight some results that will be of use to us later.
Lemma 2.5 [34, §1] An isomorphism is given by
u : G⊗M E → G⊗Φ(E), g ⊗M e 7→ ge(−1) ⊗ e(0).
Moreover, the inverse of u acts according to u−1(g ⊗ e) 7→ gS(e(−1))⊗M e(0).
Corollary 2.6 For E ∈ GMModM , the following diagram is commutative
E
U

1⊗M id // G⊗M E
u

Ψ ◦Φ(E) 
 // G⊗ Φ(E),
where the inclusion in the bottom row is the obvious one. Hence, 1⊗M id is an embedding.
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Proof.
It follows directly from the definitions of U and u that the diagram is commutative.
Hence, since u is an isomorphism, 1⊗M id must be an embedding. 
Corollary 2.7 The inverse of U is given by
U−1 : Ψ ◦ Φ(E)→ G⊗M E ,
∑
i
gi ⊗ ei 7→
∑
i
giS(ei(−1))⊗M e
i
(0).
Finally, we turn to the question of how Takeuchi’s equivalence behaves upon restricting
to the two subcategories GMMod0 and Mod
H
0 .
Lemma 2.8 Takeuchi’s equivalence restricts to an equivalence between the subcategories
G
MMod0 and Mod
H
0 .
Proof. If E is an object in GMMod0, then for any e ∈ E , and m ∈ M
+, the fact that
EM+ ⊆M+E implies that e ⊳ m = 0. Hence, for any n ∈M , we have
e ⊳ n = e ⊳
(
n+ + ε(n)1
)
= e ⊳ n+ + e ⊳ (ε(n)1) = ε(n)e,
showing us that Φ(E) is well-defined as an object in ModH0 . Conversely, if V is an object
in ModH0 , then for any element
∑
i f
i ⊗ vi in Ψ(V ),
(∑
i
f i ⊗ vi
)
m =
∑
i
f im(1) ⊗
(
vi ⊳ m(2)
)
=
∑
i
f im(1) ⊗ ε(m(2))v
i =
∑
i
f im⊗ vi.
If m ∈ M+, then
∑
i f
im ⊗ vi ∈ ker(C). But ker(C) = M+Ψ(V ) so
(∑
i f
i ⊗ vi
)
m ∈
M+Ψ(V ). Hence Ψ(V ) belongs to GMMod0. This establishes the second assertion of the
lemma. 
Remark 2.9 Roughly speaking, we view GMModM as generalising the category of equiv-
ariant vector bundles over a homogeneous space; ModHM as generalising the category of
representations of the isotropy subgroup; and Takeuchi’s adjunction as generalising the
well known equivalence between these categories [30, §1].
2.4 First-Order Differential Calculi
Let A be a unital algebra (in what follows all algebras are assumed to be unital). A
first-order differential calculus over A is a pair (Ω1,d), where Ω1 is an A-A-bimodule
and d : A→ Ω1 is a linear map for which the Leibniz rule holds
d(ab) = a(db) + (da)b, a, b,∈ A,
and for which Ω1 = spanC{adb | a, b ∈ A}. (Where no confusion arises, we will drop
explicit reference to d and denote a calculus by its bimodule Ω1 alone.) We call an
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element of Ω1 a one-form. An isomorphism between two first-order differential calculi
(Ω1(A),dΩ) and (Γ
1(A),dΓ) is a bimodule isomorphism ϕ : Ω
1(A)→ Γ1(A) such that ϕ◦
dΩ = dΓ. The direct sum of two first-order differential calculi (Ω
1(A),dΩ) and (Γ
1(A),dΓ)
is the calculus (Ω1(A)⊕ Γ1(A),dΩ + dΓ).
The universal first-order differential calculus over A is the pair (Ω1u(A),du), where Ω
1
u(A)
is the kernel of the product map m : A ⊗ A → A endowed with the obvious bimodule
structure, and du is defined by
du : A→ Ω
1
u(A), a 7→ 1⊗ a− a⊗ 1.
By [36, Proposition 1.1], every first-order differential calculus over A is of the form(
Ω1u(A)/N, proj ◦ du
)
, where N is a A-sub-bimodule of Ω1u(A), and proj : Ω
1
u(A) →
Ω1u(A)/N is the canonical projection. Moreover, this gives a bijective correspondence
between calculi and sub-bimodules.
We say that a differential calculus Ω1(M), over a quantum homogeneous space M , is
covariant if there exists a (necessarily unique) map ∆L : Ω
1(M) → G ⊗ Ω1(M), such
that
∆L(mdn) = ∆(m)(id⊗ d)∆(n), m, n ∈M.
Any covariant calculus Ω1(M) is naturally an object in GMModM . Moreover, the universal
calculus over M is covariant, and covariance of any Ω1(M) ≃ Ω1u(M)/N is equivalent to
N being a sub-object of Ω1u(M) in
G
MModM . (Note that d is not a morphism in
G
MModM .)
The following theorem is a special case of more general results originally established by
Hermisson [11, Theorem 2], and Majid [21, Theorem 2.1].
Theorem 2.10 For a quantum homogeneous space M , considering M+ as an object
in ModHM according to its obvious right M -module structure, and the right H-comodule
structure ∆R(m) = m(2) ⊗ S(π(m(1))), for m ∈M
+, it holds that:
1. Covariant first-order differential calculi overM are in bijective correspondence with
sub-objects of M+.
2. The sub-object corresponding to the calculus Ω1(M) is
I(1) :=
{∑
i
ε(mi)m
+
i
∣∣∣ ∑
i
midni = 0
}
.
3. Denoting V 1 := M+/I(1), (which we call the cotangent space of Ω1(M)) we have
an isomorphism
σ : Φ
(
Ω1(M)
)
→ V 1, mdn 7→ ε(m)m+.
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Proof. Applying the functor Φ to the collection of sub-objects of Ω1u(M) gives a cor-
respondence between left-covariant calculi over M and sub-objects of Φ(Ω1u(M)). The
theorem then follows from the easily verifiable fact that an isomorphism is given by
Φ
(
Ω1u(M)
)
→M+, mdn 7→ ε(m)n+.

For the special case of a trivial quantum homogeneous space, this result reduces to
Woronowicz’s celebrated theorem classifying left-covariant calculi over a Hopf algebra G
[36, Theorem 1.5]. For such a calculus Ω1(G), we follow the standard convention of
denoting its cotangent space by Λ, and calling it the space of left-invariant 1-forms of
the calculus.
We note that for Ω1(G) any calculus on G, the bimodule Ω1(M) := {mdn |m,n ∈M}
has the natural structure of a first-order differential calculus over M . We call it the
restriction of Ω1(G) to M .
2.5 Differential Calculi
For (S,+) a commutative semigroup, an S-graded algebra is an algebra A equipped
with a decomposition A =
⊕
s∈S A
s, where each As is a linear subspace of A, and
AsAt ⊆ As+t, for all s, t ∈ S. If a ∈ As, then we say that a is a homogeneous element of
degree s. A homogeneous mapping of degree t on A is a linear mapping L : A→ A such
that if a ∈ As, then L(a) ∈ As+t. We say that a subspace B of A is homogeneous if it
admits a decomposition B =
⊕
s∈S B
s, with Bs ⊆ As, for all s ∈ S.
A pair (A,d) is called a complex if A is an N0-graded algebra, and d is a homogeneous
mapping of degree 1 such that d2 = 0. A triple (A, ∂, ∂) is called a double complex if A
is an N20-graded algebra, ∂ is homogeneous mapping of degree (1, 0), ∂ is homogeneous
mapping of degree (0, 1), and
∂2 = ∂
2
= 0, ∂ ◦ ∂ = −∂ ◦ ∂.
Observe that we can associate to any double complex (A, ∂, ∂) the complex (A, ∂ + ∂).
A complex (A,d) is called a differential graded algebra if d is a graded derivation, which
is to say, if it satisfies the graded Leibniz rule
d(ab) = d(a)b+ (−1)nadb, for all a ∈ An, b ∈ A.
The operator d is called the differential of the differential graded algebra.
Definition 2.11. A differential calculus over an algebra A is a differential algebra (Ω(A),d)
such that Ω0 = A, and
Ωk = spanC{a0da1 ∧ · · · ∧ dak | a0, . . . , ak ∈ A}. (8)
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We use ∧ to denote the multiplication between elements of a differential calculus when
both are of order greater than or equal to 1, otherwise we use juxtaposition.
For any A-A-bimodule E , we denote T (E) :=
⊕∞
k=0 E
⊗Ak. Endowed with the obvious
structure of a graded algebra, we call T (E) the tensor algebra of E . Any first-order
differential calculus Ω1(A) can be extended to a differential calculus: For N ⊆ Ω1u(A)
the sub-bimodule corresponding to Ω1(A), denote
Ω•(A) := T (Ω1(A))/ 〈dN〉 , (9)
where 〈dN〉 is the ideal of T (Ω1(A)) generated by dN , and by abuse of notation, dN is
the image in (Ω1(A))⊗A2) of du ⊗ du(N) under the canonical projection (Ω
1
u(A))
⊗A2 →
(Ω1(A))⊗A2. The exterior derivative d is easily seen to have a unique extension d :
Ω•(A) → Ω•(A) such that (Ω•(A),d) is a differential calculus. We call this differential
calculus the maximal prolongation of (Ω1(A),d). The maximal prolongation is unique
in the sense that any other calculus extending (Ω1(A),d) can be obtained as a quotient
of the maximal prolongation.
If Ω1(M) is a covariant first-order calculus, and ∆L extends to a (necessarily unique) al-
gebra map ∆L : Ω
•(M)→ G⊗Ω•(M), then we say that Ω•(M) is covariant. Clearly, this
implies that Ωk ∈ GMModM , for all k ∈ N0. As is easy to see, the maximal prolongation of
a covariant first-order calculus is covariant, see [16, §12.2.3] for details.
2.6 Differential Calculi over ∗-Algebras
A first-order differential ∗-calculus (Ω1(A),d) over a ∗-algebra A is a differential calculus
over A such that the involution of A extends to an involutive conjugate-linear map ∗ on
Ω1(A) for which (adb)∗ = (db∗)a∗, for all a, b ∈ A. If Ω1(G) is a ∗-calculus, then it is
easy to see that the restriction of Ω1(G) to M will also be a ∗-calculus.
We define ∗σ to be the mapping for which the following diagram is commutative:
Ω1(M)
∗

GHV
1U
−1◦ (id⊗σ−1)oo
∗σ

Ω1(M)
(id⊗ σ) ◦U // GHV
1.
As is routinely verified, an explicit formula for ∗σ is given by
∗σ
(∑
i
mi ⊗ ni
)
= −
∑
i
(mi(1))
∗ ⊗ S(ni)∗(mi(2))
∗. (10)
We call a differential calculus (Ω•(A),d) over a ∗-algebra A a ∗-differential calculus
if the involution of A extends to an involutive conjugate-linear map on Ω•, for which
(dω)∗ = dω∗, for all ω ∈ Ω, and
(ωpωq)
∗ = (−1)pqω∗qω
∗
p, for all ωp ∈ Ω
p, ωq ∈ Ω
q.
If Ω1(A) is a first-order ∗-calculus, then its maximal prolongation is a ∗-calculus, see [16,
§12.2.3] for details.
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2.7 Complex Structures
In this section we introduce a reformulation of Beggs and Smith’s definition [1, Definition
2.6] of an almost complex structure (see the remark below) which highlights alternative
aspects of the structure more relevant to this and subsequent papers [26]. We also recall
Beggs and Smith’s generalisation of integrability to the noncommutative setting.
Definition 2.12. An almost complex structure for a differential ∗-calculus Ω•(A) over
a ∗-algebra A is an N20-algebra grading
⊕
(a,b)∈N20
Ω(a,b) for Ω•(A) such that, for all
(a, b) ∈ N20:
1. Ωk(A) =
⊕
a+b=k Ω
(a,b);
2.
(
Ω(a,b)
)∗
= Ω(b,a).
We call an element of Ω(a,b) an (a, b)-form.
Let ∂, and ∂ be the unique order (1, 0), and (0, 1) respectively, homogeneous operators
∂|Ω(a,b) := projΩ(a+1,b) ◦ d, ∂|Ω(a,b) := projΩ(a,b+1) ◦ d,
where projΩ(a+1,b) , and projΩ(a,b+1) , are the projections from Ω
a+b+1(A) onto Ω(a+1,b),
and Ω(a,b+1), respectively.
Lemma 2.13 [1, §3.1] If
⊕
(a,b)∈N20
Ω(a,b) is an almost-complex structure for a differen-
tial calculus Ω•(A) over an algebra A, then the following conditions are equivalent:
1. d = ∂ + ∂;
2. ∂2 = 0;
3. ∂
2
= 0;
4. the triple
(⊕
(a,b)∈N2 Ω
(a,b), ∂, ∂
)
is a double complex;
5. d(Ω(1,0)) ⊆ Ω(2,0) ⊕ Ω(1,1);
6. d(Ω(0,1)) ⊆ Ω(1,1) ⊕ Ω(0,2).
Definition 2.14. When the conditions in Lemma 2.13 hold for an almost-complex struc-
ture, then we say that it is integrable. We call an integrable almost-complex structure a
complex structure, and we call the double complex (
⊕
(a,b)∈N2 Ω
(a,b), ∂, ∂) the Dolbeault
double complex of the complex structure.
The following useful lemma shows that Beggs and Smith’s definition of a complex struc-
ture is equivalent to the definition given by Khalkhali, Landi, and van Suijlekom in [13,
Definition 2.1].
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Lemma 2.15 [1, §3] If an almost complex structure
⊕
(a,b)∈N20
Ω(a,b) is integrable, then
1. ∂(a∗) = (∂a)∗, and ∂(a∗) = (∂a)∗, for all a ∈ A;
2. both ∂ and ∂ satisfy the graded Leibniz rule.
Remark 2.16. In [1, Definition 2.6] an almost complex structure, for a differential ∗-
calculus Ω•(A), is defined to be a zero-order derivation J : Ω•(A) → Ω•(A) such that,
for all a ∈ A, J(a) = 0, and, for all ω ∈ Ω1(A), J2(ω) = −ω and J(ω∗) = (J(ω))∗. In
[1, §2.5], it is shown that, for any such J , an almost complex structure in the sense of
Definition 2.12 is uniquely determined by J(ω) = (a − b)iω, for ω ∈ Ω(a,b). That the
reverse construction is well-defined follows from the second part of Proposition 6.1.
3 Quantum Projective Space
We introduce quantum projective N -space Cq[CP
N−1] as a Cq[UN−1]-covariant subalge-
bra of the quantum special unitary group Cq[SUN ], and describe its Heckenberger–Kolb
first-order differential calculus Ω1q(CP
N−1).
3.1 The Quantum Special Unitary Group Cq[SUN ]
We begin by fixing notation and recalling the various definitions and constructions needed
to introduce the quantum unitary group and the quantum special unitary group. (Where
proofs or basic details are omitted we refer the reader to [16, §9.2].)
For q ∈ (0, 1] and ν := q − q−1, let Cq[GLN ] be the quotient of the free noncommuta-
tive algebra C
〈
uij ,det
−1 | i, j = 1, . . . , N
〉
by the ideal generated by the elements
uiku
j
k − qu
j
ku
i
k, u
k
i u
k
j − qu
k
ju
k
i , 1 ≤ i < j ≤ N, 1 ≤ k ≤ N ;
uilu
j
k − u
j
ku
i
l, u
i
ku
j
l − u
j
lu
i
k − νu
i
lu
j
k, 1 ≤ i < j ≤ N, 1 ≤ k < l ≤ N ;
detN det
−1
N −1, det
−1
N detN −1,
where detN , the quantum determinant, is the element
detN :=
∑
π∈SN
(−q)ℓ(π)u1π(1)u
2
π(2) · · · u
N
π(N)
with summation taken over all permutations π of the set {1, . . . , N}, and ℓ(π) is the
number of inversions in π. As is well-known, detN is a central and grouplike element of
the bialgebra.
A bialgebra structure on Cq[GLN ] with coproduct ∆, and counit ε, is uniquely de-
termined by ∆(uij) :=
∑N
k=1 u
i
k ⊗ u
k
j ; ∆(det
−1
N ) = det
−1
N ⊗ det
−1
N ; and ε(u
i
j) := δij ;
ε(det−1N ) = 1. Moreover, we can endow Cq[GLN ] with a Hopf algebra structure by
defining
S(det−1N ) = detN , S(u
i
j) = (−q)
i−j
∑
π∈SN−1
(−q)ℓ(π)uk1
π(l1)
uk2
π(l2)
· · · u
kN−1
π(lN−1)
det−1N ,
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where {k1, . . . , kN−1} = {1, . . . , N}\{j}, and {l1, . . . , lN−1} = {1, . . . , N}\{i} as ordered
sets. A Hopf ∗-algebra structure is determined by (det−1N )
∗ = detN , and (u
i
j)
∗ = S(uji ).
We denote the Hopf ∗-algebra by Cq[UN ], and call it the quantum unitary group of
order N . We denote the Hopf ∗-algebra Cq[UN ]/ 〈detN −1〉 by Cq[SUN ], and call it the
quantum special unitary group of order N .
3.2 The Quantum Projective Spaces Cq[CP
N−1]
Following the description introduced in [22, §3], we present quantum (N − 1)-projective
space as the coinvariant subalgebra of a Cq[UN−1]-coaction on Cq[SUN ]. (This subalge-
bra is a q-deformation of the coordinate algebra of the complex manifold SUN/UN−1.
Recall that CPN−1 is isomorphic to SUN/UN−1.)
Definition 3.1. Let αN : Cq[SUN ] → Cq[UN−1] be the surjective Hopf algebra map
defined by setting αN (u
1
1) = det
−1
N−1, αN (u
1
i ) = αN (u
i
1) = 0, for i = 2, · · · , N , and
αN (u
i
j) = u
i−1
j−1, for i, j = 2, . . . , N . Quantum projective (N − 1)-space Cq[CP
N−1]
is defined to be the quantum homogeneous space of the corresponding homogeneous
coaction ∆SUN ,αN = (id ⊗ αN ) ◦∆.
As is well known, Cq[CP
N−1] is generated as a C-algebra by the set {zij := u
i
1S(u
1
j ) | i, j =
1, . . . , N} (see [16, §11.6] for more details). Moreover, Cq[SUN ] is faithfully flat as a right
module over Cq[CP
N−1] [24], and so, Cq[CP
N−1] is a quantum homogeneous space.
An important family of objects in GMModM is the quantum line bundles Ep, for p ∈ Z,
where Ep := Ψ(C), with C considered as an object in Mod
H
M according to the C[UN−1]-
coaction λ 7→ λ ⊗ detpN−1, for λ ∈ C. Clearly, we have that E0 = Cq[CP
N−1]. (In the
q = 1 case, these modules are the modules of sections of the line bundles over CPN−1,
see Remark 2.9.)
3.3 The Heckenberger–Kolb Calculus Ω1q(CP
N−1)
In this subsection we recall the first-order differential calculi introduced by Heckenberger
and Kolb, and its realization as the restriction to Cq[CP
N−1] of a certain calculus on
Cq[SUN ].
A left-covariant first-order calculus over an algebra A is called irreducible if it does not
possess any non-trivial quotients by a left-covariant A-bimodule.
Theorem 3.2 [9] There exist exactly two non-isomorphic finite-dimensional irreducible
left-covariant first-order differential calculi over quantum projective (N − 1)-space. We
call the direct sum of these two calculi the Heckenberger–Kolb calculus for Cq[CP
N−1].
In general, it proves very useful to realise a calculus on a quantum homogeneous space
as the restriction of a calculus over G. The following proposition recalls some details
about a calculus over Cq[SUN ] that restricts to the Heckenberger–Kolb calculus. The
technical formulae presented here will be play a crucial role in later calculations.
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Proposition 3.3 [25, §4, §5] For q 6= 1, there exists a covariant ∗-calculus Ω1q(SUN )
over Cq[SUN ] such that:
1. For i = 1, . . . , N − 1, a basis for Λq(SUN ) is given by e
0 := u11 − 1, and
e+i := zi+1,1 = q
−1+ 2
N ui+11 = −q
−
2
N S(ui+11 ),
e−i := z1,i+1 = −q
1−2i+ 2
N u1i+1 = q
2− 2
N S(u1i+1).
2. For i, j = 2, . . . , N , it holds that zij = uij = S(u
i
j) = 0.
3. For 1 ≤ i < j ≤ N − 1; k = 1, . . . , N , all the non-zero actions of the generators on
the basis elements e±i are given by
e+i ⊳ u
j+1
i+1 = q
−
2
N νe+j−1, e
−
i ⊳ u
i+1
j+1 = q
2(j−i)− 2
N νe−j , (11)
e±i ⊳ u
k
k = q
δ1k+δi+1,k−
2
N e±i . (12)
4. For 1 ≤ i < j ≤ N − 1; k = 1, . . . , N , all non-zero actions of the antipodes of the
generators are given by
e+i ⊳ S(u
j+1
i+1 ) = −q
2
N νe+j , e
−
i ⊳ S(u
i+1
j+1) = −q
2
N νe−j , (13)
e±i ⊳ S(u
k
k) = q
2
N
−δk1−δi+1,ke±i . (14)
The following proposition recalls some important facts about the restriction of Ω1q(SUN )
to Cq[CP
N−1], principal among them that it is indeed equal to the Heckenberger–
Kolb calculus.
Proposition 3.4 [25, §5] Denoting by Ω1q(CP
N−1) the restriction of Ω1q(SUN ) to a ∗-
calculus over Cq[CP
N−1], it holds that:
1. The right ideal I(1) ⊆ Cq[CP
N−1]+, corresponding to Ω1q(CP
N−1), is generated by
the elements
{zij , zi1zj1, z1iz1j , zi1zjk, z1izjk | i, j, k = 2, . . . , N ; j 6= k}, (15)
which directly implies that Ω1q(CP
N−1) is an object in the subcategory GMMod0.
2. A decomposition of V 1 in the category ModHM is given by
V 1 =V (1,0) ⊕ V (0,1)
:=spanC{e
+
i | i = 2, . . . , N − 1} ⊕ spanC{e
−
i | i = 2, . . . , N − 1}.
We denote the corresponding decomposition in GMModM by
Ω1q(CP
N−1) := Ω(1,0)q ⊕ Ω
(0,1)
q .
3. The two calculi Ω
(1,0)
q and Ω
(0,1)
q are non-isomorphic, and are the calculi identified
in Theorem 3.2.
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4 Monoidal Structures and Equivalences
We use Takeuchi’s categorical equivalence to transfer the canonical monoidal structure
on GMModM to a monoidal structure on Mod
H
M . We then show that for the subcategory
ModH0 it has a particularly simple from.
4.1 Monoidal Structures on GMModM and Mod
H
M
Let us first recall the standard monoidal structure for GMModM . For E ,F two objects in
G
MModM , we define E ⊗M F to be the usual bimodule tensor product endowed with the
standard left G-comodule structure
∆L : E ⊗M F → G⊗ E ⊗M F , e⊗M f 7→ e(−1)f(−1) ⊗ e(0) ⊗M f(0). (16)
Clearly, E ⊗M F is well-defined as an object in
G
MModM .
The equivalence between GMModM and Mod
H
M can be used to induce a monoidal structure
on ModHM : For V,W ∈ Mod
H
M , we define
V ⊙W := Φ (Ψ(V )⊗M Ψ(W )) .
4.2 The Restriction of the Monoidal Structure of ModHM to the Subcat-
egory ModH0
The explicit presentation of ⊙ is somewhat cumbersome. However, upon restricting to
the subcategory ModH0 introduced in Section 2.2, a significant simplification occurs.
This category has a natural monoidal structure ⊗, where for V,W two objects in ModH0 ,
we define V ⊗W to be the usual vector space tensor product, endowed with the trivial
right M -action, and a right H-comodule structure given by
∆R : V ⊗W → V ⊗W ⊗H, v ⊗ w 7→ v(0) ⊗ w(0) ⊗ w(1)v(1). (17)
That these two structures are compatible in the sense of (3) follows easily from (1).
(Note that the tensor product defined here differs from the standard choice [16, §1.3.2].)
Proposition 4.1 Denoting by (ModH0 ,⊗) the monoidal category for which V ⊗W is the
standard right H-comodule tensor product of V and W , endowed with the trivial right
action, a monoidal equivalence between (ModH0 ,⊗) and (Mod
H
0 ,⊙) is given by
µ : V ⊙W → V ⊗W,
(∑
i
fi ⊗ vi
)
⊗M
(∑
j
gj ⊗ wj
)
7→
∑
i,j
ε(fi)ε(gj)vi ⊗ wj .
Proof. The defining property of the subcategory GMMod0 implies that an isomorphism
Φ(Ψ(V )⊗M Ψ(W ))→ Φ(Ψ(V ))⊗ Φ(Ψ(W )) is given by
(∑
i
fi ⊗ vi
)
⊗M
(∑
j
gj ⊗ wj
)
7→
(∑
i
fi ⊗ vi
)
⊗
(∑
j
gj ⊗ wj
)
.
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Composing this isomorphism with U⊗2 gives the map µ. 
Corollary 4.2 For any covariant first-order differential calculus Ω1(M) contained in
G
MMod0, an isomorphism is given by
σk : Φ
(
Ω1(M)⊗Mk
)
→ V ⊗k, m0dm1 ⊗ · · · ⊗ dmk 7→ ε(m0)m
+
1 ⊗ · · · ⊗m
+
k ,
where V ⊗k := (V 1)⊗k, and V 1 is the cotangent space of Ω1(M).
Proof. The monoidal equivalence between
(
ModH0 ,⊙
)
and
(
ModH0 ,⊗
)
induces a unique
isomorphism Φ
(
Ω1(M)⊗Mk
)
≃ Φ
(
Ω1(M)
)⊗k
. Composing this isomorphism with σ⊗k
gives σk as described. 
5 Describing the Maximal Prolongation of a Covariant First-
Order Calculus
We give explicit descriptions of the maximal prolongation of a covariant first-order dif-
ferential calculus, over a quantum homogeneous space M , in terms of the corresponding
submodule N ⊆ Ω1u(M), and in terms of the corresponding ideal I
(1) ⊆M+. The second
presentation is then applied to the Heckenberger–Kolb calculus for Cq[CP
N−1].
Throughout this section we will assume that Ω1(M) ∈ GMMod0.
5.1 Describing the Maximal Prolongation in Terms of a Certain Sub-
module I(2) ⊆ V ⊗2
We show that the task of finding an explicit description of the maximal prolongation of
a first-order calculus can be reduced to the problem of finding an explicit description of
a certain submodule I(2) ⊆ V ⊗2.
Lemma 5.1 Denote V k := V ⊗k/I(k), where I(k) is the degree k component of the ideal
of T (V 1) generated by I(2) := σ2 (Φ(dN)). An isomorphism is given by
σ∧k : Φ(Ωk(M)) → V k, m0dm1 ⊗ · · · ⊗ dmk 7→ ε(m0)m
+
1 ∧ · · · ∧m
+
k ,
where we use ∧ to denote multiplication in V • :=
⊕
k V
k.
Proof. For ω ∈ N , and d : Ω1u(M)→ Ω
1(M)⊗M Ω
1(M), it follows from
d(mω) = dm⊗ ω +mdω = mdω, d(ωm) = (dω)m+ ω ⊗ dm = (dω)m,
that dN is well-defined as an object in GMModM . Denoting by 〈dN〉
k the kth-component
of the ideal of T (Ω1(M)) generated by dN , exactness of Φ implies that
Φ
(
Ωk(M)
)
= Φ
(
Ω1(M)⊗Mk/ 〈dN〉k
)
≃ Φ
(
Ω1(M)⊗Mk
)
/Φ
(
〈dN〉k
)
.
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The map σk now induces an isomorphism
σk : Φ
(
Ωk(M)
)
≃ V ⊗k/σ⊗k
(
Φ(〈dN〉k)
)
.
The lemma now follows from the fact that σk
(
Φ(〈dN〉k)
)
is equal to the degree k part
of the ideal of T (V 1) generated by I(2). 
The following lemma is a first step towards finding a workable description of I(2).
Lemma 5.2 It holds that
I(2) =
{∑
i
m+i ⊗ n
+
i
∣∣∣ ∑
i
midni = 0
}
. (18)
Proof. From the definition of the maximal prolongation, we have
Φ(dN) =
{∑
i
dmi ⊗M dni
∣∣∣ ∑
i
midni = 0
}
. (19)
Operating on (19) by σ2 then gives us (18). 
5.2 Describing I(2) in Terms of I(1)
While we now have an explicit description of I(2) in terms of N , it proves more useful
in practice to have a description of I(2) in terms of I(1). In this section we use a certain
type of first-order calculus on G to produce just such a description.
Definition 5.3. For any first-order differential calculus Ω1(M) over M , a framing cal-
culus Ω1(G) is a first-order differential calculus over G such that:
1. Ω1(M) is the restriction of Ω1(G) to M ;
2. Ω1(M)G ⊆ GΩ1(M).
Some consequences of the definition of a framing calculus, under the assumption of
covariance, are presented in the following lemma.
Lemma 5.4 For Ω1(M) a covariant first-order differential calculus over M :
1. If Ω1(G) is a covariant framing calculus, the map ι : V 1 → Λ, m 7→ m is an
embedding which induces a right G-action on V 1.
2. If Ω1(M) is finite dimensional, then a linear isomorphism is defined by
γ : V ⊗2 → V ⊗2, m1 ⊗m2 7→ m1m2(1) ⊗ (m
2
(2))
+, (20)
with inverse given by γ−1(m1 ⊗m2) = m1S(m2(1))⊗ (m
2
(2))
+.
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Proof. The fact that ι is an embedding follows from commutativity of the diagram
GHV
1 id⊗ι // G⊗ Λ
Ω1(M) 
 //
≃
OO
Ω1(G).
≃
OO
Condition 2 in the definition of a framing calculus implies that ι(V 1) is a G-submodule
of Λ.
To establish the third part of the lemma, we work in the category of vector spaces.
Define γ to be the map for which the following diagram is commutative
V ⊗2
(σ⊗2)−1

γ // Λ⊗2
Φ
(
Ω1(M)
)⊗2
E
//
(
Ω1(G)
)⊗G2/(G+(Ω1(G))⊗G2),
τ
OO
where E is the obvious linear map (well-defined since Ω1(M) ∈ GMMod0), and τ is the
isomorphism
τ
(
g0dg1 ⊗G dg2
)
= ε(g0)(g1)+g2(1) ⊗ (g
2
(2))
+.
(The fact that τ is well-defined is implied by the canonical isomorphism Ω1(G) ⊗G
Ω1(G) ≃ G⊗ Λ⊗2.) To see that γ coincides with the map defined in (20) we note that
τ ◦ E ◦ (σ⊗2)−1
(
m1 ⊗m2
)
= τ ◦E
(
dm1 ⊗ dm2
)
= τ
(
dm1 ⊗G dm2
)
= m1m2(1) ⊗ (m
2
(2))
+.
Since we are assuming V 1 to be finite-dimensional, γ is an isomorphism if and only if it
is surjective. This is implied by the following calculation, as is the given formula for γ−1:
γ
(
m1S(m2(1))⊗ (m
2
(2))
+
)
= m1S(m2(1))m
2
(2) ⊗ (m
2
(3))
+ = m1 ⊗m2.

The following useful result is needed for the proof of the theorem below, and for the
proof of Proposition (7.1).
Lemma 5.5 Let dσ be the unique map for which the diagram commutes
Ω2(M)
(id⊗σ∧2) ◦U // GHV
2
Ω1(M)
d
OO
G HV
1.
U−1◦ (id⊗σ−1)
oo
dσ
OO
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For any
∑
i f
i ⊗mi ∈ G HV
1, the map dσ acts according to
dσ
(∑
i
f i ⊗mi
)
=
∑
i
f i(1) ⊗ (f
i
(2)S(m
i
(1)))
+ ∧ (mi(2))
+.
Proof. As a direct consequence of Corollary 2.7 and Lemma 5.1, it holds that
(id⊗ σ∧2) ◦ U ◦ d ◦U−1 ◦ (id⊗ σ−1)
(∑
i
f i ⊗mi
)
=(id⊗ σ∧2) ◦ U ◦ d
(∑
i
f iS(mi(1))dm
i
(2)
)
=(id⊗ σ∧2) ◦ U
(∑
i
d(f iS(mi(1))) ∧ dm
i
(2)
)
=(id⊗ σ∧2)
(∑
i
f i(1)S(m
1
(2))m
i
(3) ⊗ d(f
i
(2)S(m
i
(1))) ∧ dm
i
(4)
)
=(id⊗ σ∧2)
(∑
i
f i(1) ⊗ d(f
i
(2)S(m
i
(1))) ∧ dm
i
(2)
)
=
∑
i
f i(1) ⊗ (f
i
(2)S(m
i
(1)))
+ ∧ (mi(2))
+.

An immediate consequence of the lemma is the following result.
Corollary 5.6 It holds that
I(2) =
{∑
i
(f iS(zi(1)))
+ ⊗ (zi(2))
+
∣∣∣ ∑
i
f i ⊗ zi ∈ G HI
(1)
}
.
We now come to the central result of this section, which gives us a workable description
of the ideal I(2).
Theorem 5.7 For Ω1(G) a covariant framing calculus for Ω1(M), we have the equality
ι⊗2(I(2)) = spanC
{
S(z(1))⊗ (z(2))+ | z ∈ Gen(I
(1))
}
,
where Gen(I(1)) is any subset of I(1) that generates it as a right M -module.
Proof. It follows from the above corollary that I(2) is equal to{∑
i
(f iS(zi(1)m(1)))
+ ⊗ (zi(2)m(2))
+ |mi ∈M,zi ∈ Gen(I(1)),
∑
i
f i ⊗ zimi ∈ G HI
(1)
}
.
By applying ι⊗2, and using the elementary identity (fg)+ = f+g+ ε(f)g+, for f, g ∈ G,
we see that∑
i
(f iS(zi(1)m
i
(1)))
+ ⊗ (zi(2)m
i
(2))
+
=
∑
i
(f i)+S(zi(1)m
i
(1))⊗ (z
i
(2)m
i
(2))
+ + ε(f i)(S(zi(1)m
i
(1)))
+ ⊗ (zi(2)m
i
(2))
+.
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If we now apply γ, and use the elementary identity ∆(f+) = f(1) ⊗ (f(2))
+, for f ∈ G,
we get
∑
i
(f i)+S(zi(1)m
i
(1))z
i
(2)m
i
(2) ⊗ (z
i
(3)m
i
(3))
+ + ε(f i)(S(zi(1)m
i
(1)))
+zi(2)m
i
(2) ⊗ (z
i
(3)m
i
(3))
+
=
∑
i
(f i)+ ⊗ (zimi)+ − ε(f i)(zi(1)m
i
(1))
+ ⊗ (zi(2)m
i
(2))
+
=−
∑
i
ε(f i)zi(1)m
i
(1) ⊗ z
i
(2)m
i
(2) = −
∑
i
ε(f i)zi(1)m
i
(1) ⊗ z
i
(2)ε(m
i
(2))
=−
∑
i
ε(f i)ε(mi)(zi(1))
+ ⊗ (zi(2))
+.
Finally, by applying γ−1 we get
−
∑
i
ε(f i)ε(mi)(zi(1))
+S(zi(1))⊗ (z
i
(2))
+ =
∑
i
ε(f i)ε(mi)(S(zi(1)))
+ ⊗ (zi(2))
+
=
∑
i
ε(f i)ε(mi)S((zi)(1))⊗ (z
i
(2))
+.
Hence, we have the inclusion
ι⊗2(I(2)) ⊆ spanC
{
S(z(1))⊗ (z(2))+ | z ∈ Gen(I
(1))
}
.
For the opposite inclusion, take any z ∈ I(1), and choose a representative element in
GHI
(1) for the class C−1(z). An elementary basis argument shows that the represen-
tative can be written in the form 1⊗ z +
∑
i g
i ⊗ zi, for some gi ∈ G+, zi ∈ I(1). Hence,
by the above calculation, an element of I(2) is given by
S(z(1))⊗ (z(2))+ +
∑
i
ε(gi)S(zi(1))⊗ (z
i
(2))
+ = S(z(1))⊗ (z(2))+.

5.3 Framing Calculi for the Heckenberger–Kolb Calculus
We now apply the general theory developed in this section to our motivating set of
examples. First, we take Ω1q(SUN ) as a framing calculus for Ω
1
q(CP
N−1), and use it to
produce a description of I(2). Then we take the famous three-dimensional Woronowicz
calculus Γ1q(SU2) as a framing calculus for Ω
1
q(SU2).
5.3.1 The Calculus Ω1q(SUN ) as a Framing Calculus for Ω
1
q(CP
N−1)
In this subsection we show that Ω1q(SUN ) is a framing calculus for Ω
1
q(CP
N−1), and use
Theorem 5.7 to calculate the maximal prolongation of Ω1q(CP
N−1).
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Proposition 5.8 The calculus Ω1q(SUN ) is a framing calculus for Ω
1
q(CP
N−1), with
respect to which the subspace I(2) is spanned by the elements
e−i ⊗ e
+
j + qe
+
j ⊗ e
−
i , e
−
i ⊗ e
+
i + q
2e+i ⊗ e
−
i + q
−(2i+1)ν
N−1∑
a=i+1
q2ae+a ⊗ e
−
a , (21)
e−i ⊗ e
−
h + q
−1e−h ⊗ e
−
i , e
+
i ⊗ e
+
h + qe
+
h ⊗ e
+
i , e
+
i ⊗ e
+
i , e
−
i ⊗ e
−
i , (22)
for h, i, j = 1, . . . , N − 1, i 6= j, and h < i.
Proof. To see that Ω1q(SUN ) is a framing calculus Ω
1
q(CP
N−1), we first recall that
Ω1q(SUN ) restricts to Ω
1
q(CP
N−1) on Cq[CP
N−1]. The third part of Proposition 3.3
shows that V 1 is a right submodule of ΛSUN . Hence, Ω
1
q(SUN ) is a framing calculus for
Ω1q(CP
N−1).
For sake of convenience, let us recall from Proposition 3.4 that a generating set of I(1)
is given by
{zij , zi1zkl, z1izkl | i, j = 2, . . . , N, i 6= j, (k, l) 6= (1, 1)}.
For zij , we have
S((zij)(1))⊗ ((zij)(2))+ =
N∑
a,b=1
S(uiaS(u
b
j))⊗ (u
a
1S(u
1
b))
+ =
N∑
a,b=1
S2(ubj)S(u
i
a)⊗ (u
a
1S(u
1
b))
+
=
N∑
a,b=1
q2(b−j)ubjS(u
i
a)⊗ (u
a
1S(u
1
b))
+.
From Proposition 3.3, we can conclude that the summand ubjS(u
i
a)⊗ (u
a
1S(u
1
b))
+ is non-
zero only if a = i, b = 1, or a = 1, b = j. Thus, we have
S((zij)(1))⊗ ((zij)(2))+ = q
2(1−j)u1jS(u
i
i)⊗ u
i
1S(u
1
1) + u
j
jS(u
i
1)⊗ u
1
1S(u
1
j )
= q2(1−j)u1jS(u
i
i)⊗ e
+
i−1 + S(u
i
1)u
j
j ⊗ e
−
j−1 (23)
= −q2(1−j)+2j−3e−j−1 ⊗ e
+
i−1 − e
+
i−1 ⊗ e
−
j−1 (24)
= −q−1e−j−1 ⊗ e
+
i−1 − e
+
i−1 ⊗ e
−
j−1, (25)
where we have used Proposition 3.3, and the standard relation ujjS(u
i
1) = S(u
i
1)u
j
j [28,
Theorem 1]. This gives us the first element in (21).
A similar analysis will show that the generators zii give linear multiples of the element
e−i−1 ⊗ e
+
i−1 + q
2e+i−1 ⊗ e
−
i−1 + q
1−2iν
N−1∑
a=i
q2ae+a ⊗ e
−
a ,
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and the generators zi1zi1, and z1iz1i give scalar multiples of e
+
i−1 ⊗ e
+
i−1, and e
−
i−1 ⊗ e
−
i−1
respectively.
If we now assume that i < j, then for zi1zj1, and zj1zi1, we have that S((zi1zj1)(1)) ⊗
((zi1zj1)(2))+, and S((zj1zi1)(1))⊗ ((zj1zi1)(2))+, are both equal to linear multiples of the
element
e+j−1 ⊗ e
+
i−1 + q e
+
i−1 ⊗ e
+
j−1.
For z1iz1j , and z1jzi1, we have that S((z1iz1j)(1)) ⊗ ((z1iz1j)(2))+, and S((z1jz1i)(1)) ⊗
((z1jz1i)(2))+, are both equal to linear multiples of the element
e−j−1 ⊗ e
−
i−1 + q
−1e−i−1 ⊗ e
−
j−1.
Finally, for k, l 6= 1, we get that
S((zi1zkl)(1))⊗ ((zi1zkl)(2))+ = S((z1izkl)(1))⊗ ((z1izkl)(2))+ = 0.

5.3.2 The Woronowicz 3D-Calculus on Ω1q(SU2) as a Framing Calculus
In this subsection we specialise to the case of Cq[CP
1], and use the famous Woronowicz
3D-calculus Γ1q(SU2) over Cq[SU2] as a framing calculus. This serves to highlight the
fact that there can exist more than one framing calculus for a calculus over a quantum
homogeneous space.
Following standard convention, for the special case of Cq[SU2], we use a simplified no-
tation for the generators: a := u11, b := u
1
2, c := u
2
1, and d := u
2
2. Moreover, since V
(1,0)
and V (0,1) are both 1-dimensional, we will denote e+1 by e
+, and e−1 by e
−
1 .
Definition 5.9. The Woronowicz 3D-calculus Γ1q(SU2) is the left-covariant first-order
differential calculus over Cq[SU2] corresponding to the ideal of Cq[SU2]
+ generated by
the elements
a+ q−2d− (1 + q−2)1, bc, b2, c2, (a− 1)b, (a− 1)c. (26)
Using Γ1q(SU2) as a framing calculus, we calculate I
(2), and see that it agrees with
Proposition 5.8 for the case of N = 2.
Lemma 5.10 The calculus Γ1q(SU2) is a framing calculus for Ω
1
q(CP
1), and
I(2) = spanC{e
+ ⊗ e+, e− ⊗ e−, e− ⊗ e+ + q2e+ ⊗ e−}. (27)
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Proof. For the case of N = 2, the description of the ideal corresponding to the calculus
given in the second part of Proposition 3.3 reduces to I(1) =
〈
(ab)2, bc, (cd)2
〉
. Hence, we
have a well-defined map V 1 → ΛSU2 . We know from [36, Example 2] that the elements
b and c are linearly independent in Λq(SU2). From (26) we have that e
+ = cd = qc,
and e− = −q−1ab = −q−1b, and so, the map is an inclusion. Moreover, since it is also
clear from (26) that V 1 is a right Cq[SU2]-submodule of ΛSU2 , we have that Γ
1
q[SU2] is
a framing calculus for Ω1q(CP
1).
We now come to the calculation of I(2): For bc, we have
S((bc)(1))⊗ ((bc)(2))+ = S(ac)⊗ ba+ S(ad) ⊗ bc+ S(bc)⊗ (da)+ + S(bd) ⊗ dc
= −q cd⊗ ba− q−1ab⊗ dc = qe+ ⊗ e− + q−1e− ⊗ e+
= q−1(e− ⊗ e+ + q2e+ ⊗ e−).
Analogous calculations will show that S(((ab)2)(1)) ⊗ (((ab)2)(2))+ is equal to a scalar
multiple of e− ⊗ e−, and S(((cd)2)(1)) ⊗ (((cd)2)(2))+ is equal to a scalar multiple of
e− ⊗ e−. 
6 Covariant Almost Complex Structures
We begin this section by producing sufficient and necessary conditions for a bimodule
decomposition of a first-order differential calculus to extend to a complex structure on its
maximal prolongation. The notion of a factorisable complex structure is then introduced,
and a convenient formulation of the concept at the level of 1-forms is given. Finally, we
apply our results to the Heckenberger–Kolb calculi for the quantum projective spaces.
6.1 Extending 1-Form Decompositions to Almost Complex Structures
For any smooth manifold M , every decomposition of the cotangent bundle into a direct
sum of sub-bundles of equal dimension extends to an almost complex structure on M .
As the following proposition shows, things are more complicated in the noncommuta-
tive setting.
Proposition 6.1 If Ω(1,0) and Ω(0,1) are sub-bimodules of Ω1(A) such that Ω1(A) =
Ω(1,0) ⊕ Ω(0,1):
1. the decomposition has at most one extension, satisfying part 1 of Definition 2.12,
to an N20-grading of the maximal prolongation of Ω
1(A);
2. such an extension exists if and only if dN is homogeneous with respect to the
decomposition
(Ω1(A))⊗A2 ≃ T
(2,0)
Ω ⊕ T
(1,1)
Ω ⊕ T
(0,2)
Ω , (28)
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where T
(•,•)
Ω denotes the unique N
2
0-grading of T (Ω
1(A)) extending the decomposi-
tion of Ω1(A).
3. Moreover, condition 2 holds if and only if (Ω(1,0))∗ = Ω(0,1), or equivalently if and
only if (Ω(0,1))∗ = Ω(1,0).
Proof. Since 〈dN〉 is generated as an ideal by dN , it is clear that homogeneity of
dN , with respect to the decomposition in (28), will imply homogeneity of 〈dN〉 with
respect to the grading T
(•,•)
Ω . Hence, T
(•,•)
Ω will descend to a grading on the maximal
prolongation. Conversely, if dN is not homogeneous with respect to to (28), then T
(•,•)
Ω
obviously cannot descend to a grading on the maximal prolongation.
Next we show that this grading is the only possible N20-grading on the maximal pro-
longation extending the decomposition of Ω1(A): For another distinct grading Γ(•,•) to
exist, there would have to be an element ω ∈ T
(a,b)
Ω , for some (a, b) ∈ N
2
0, such that the
image of ω in Ω•(A) was not contained in Γ(a,b). Now every element of T
(a,b)
Ω is of the
form ω :=
∑
i=1 ω
i
1 ⊗ · · · ⊗ ω
i
a+b, where each summand ω
i
1 ⊗ · · · ⊗ ω
i
a+b has exactly a
of its factors contained in Ω(1,0), and b of its factors contained in Ω(0,1). The general
properties of a graded algebra imply that the image of such an element in Ω•(A) must
be contained in Γ(a,b). Hence, we must conclude that there exists no other grading on
the maximal prolongation extending the decomposition Ω1(A). This gives us the first
and second parts of the proposition.
For the third and final part of the theorem, note that since the ∗-map is involutive,
assuming (Ω(1,0))∗ = Ω(0,1) is equivalent to assuming (Ω(0,1))∗ = Ω(1,0). Every element
of Ω(a,b) is of the form ω :=
∑
i=1 ω
i
1 ∧ · · · ∧ ω
i
a+b, where each summand ω
i
1 ∧ · · · ∧ ω
i
a+b
has exactly a of its factors contained in Ω(1,0), and b of its factors contained in Ω(0,1).
The properties of a graded ∗-algebra imply that
ω∗ =
∑
i=1
(ωi1 ∧ · · · ∧ ω
i
a+b)
∗ =
∑
i=1
(−1)
(a+b)(a+b−1)
2
)(ωia+b)
∗ ∧ · · · ∧ (ωi1)
∗. (29)
Our two equivalent assumptions, and the properties of a graded algebra, now imply that
ω∗ must be contained in Ω(b,a), giving us that (Ω(a,b))∗ ⊆ Ω(b,a). The opposite inclusion
is established analogously, giving us the desired equality. 
Remark 6.2. The first part of Proposition 6.1 is a special case of a general result about
graded modules [2, II §5.5]. Parts 2 and 3 can also be proved at this level of generality.
We do not do so here so as to avoid unnecessary abstraction.
6.2 Covariant Almost Complex Structures
In this subsection, we introduce the notion of a covariant almost complex structure, and
find a set of simple conditions for such a structure to exist.
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Definition 6.3. An almost complex structure Ω(•,•) for a covariant differential ∗-calculus
Ω•(M) is left-covariant if Ω(a,b) is a sub-object of Ωk in GMModM , for all (a, b) ∈ N
2
0.
The following theorem is an easy consequence of Proposition 6.1 and Proposition 4.1, so
we omit the proof.
Theorem 6.4 For a covariant differential ∗-calculus Ω•(M):
1. An almost complex structure is covariant if and only if Ω(1,0) and Ω(0,1) are objects
in GMModM .
2. If Ω1(M) ∈ GMMod0, then such a decomposition extends to an N
2
0-grading of the
maximal prolongation of Ω1(M) if and only if I(2) is homogeneous with respect
to the decomposition
V ⊗2 = T
(2,0)
V ⊕ T
(1,1)
V ⊕ T
(0,2)
V , (30)
where T
(•,•)
V is the obvious grading of T (V
1) induced the isomorphisms σk.
We finish this subsection by deriving a simple pair of sufficient conditions for the second
axiom of an almost complex structure to hold.
Proposition 6.5 Let Ω1(M) = Ω(1,0) ⊕ Ω(0,1) be a decomposition in GMModM , and let
Ω1(G) be a covariant ∗-calculus on G that frames Ω1(M). If
Ω(1,0)G ⊆ GΩ(1,0), and Ω(0,1)G ⊆ GΩ(0,1), (31)
then we have (Ω(1,0))∗ = Ω(0,1) if and only if
{
S(m)∗ |m ∈ V (1,0)
}
= V (0,1), or equivalently
{
S(m)∗ |m ∈ V (0,1)
}
= V (1,0). (32)
Proof. If the first inclusion in (31) holds, then V (1,0) is a right G-submodule of Λ. Taken
together with (10), this then implies that (Ω(1,0))∗ ⊆ Ω(0,1). That the second equality in
(32) is equivalent to the first follows from the identity S(S(g)∗)∗ = g, for all g ∈ G. This
similarly implies that (Ω(0,1))∗ ⊆ Ω(1,0), giving the required equality (Ω(1,0))∗ = Ω(0,1).
Conversely, working in the category GGModG, it is easy to see that (id⊗σ)◦U : Ω
1(G) →
G ⊗ Λ restricts to isomorphisms GΩ(1,0) ≃ G ⊗ V (1,0), and GΩ(0,1) ≃ G ⊗ V (0,1), where
as usual Λ denotes the space of left-invariant 1-forms of Ω1(G). Hence, we have the
commutative diagram
G⊗ V (1,0)
≃ //
∗σ

GΩ(1,0)
∗

G⊗ V 1 ⊇ G⊗ V (0,1) GΩ(0,1) ⊇ Ω(0,1)G.
≃
oo
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Hence, ∗σ(1 ⊗m) = 1 ⊗ S(m∗) ∈ G ⊗ V
(0,1) giving {S(m)∗ |m ∈ V (1,0)} ⊆ V (0,1). The
inclusion {S(m)∗ |m ∈ V (0,1)} ⊆ V (1,0) is established analogously. This implies that
V (1,0) =
{
S(S(m)∗)∗ |m ∈ V (1,0)
}
⊆
{
S(m)∗ |m ∈ V (0,1)
}
⊆ V (1,0),
giving the first equality in (32). The second equality is established similarly. 
6.3 Factorisable Almost Complex Structures
In this section we introduce the property of factorisability for an almost complex struc-
ture. The Dolbeault double complex of every complex manifold automatically satisfies
this property [12, §1.2], as do the Heckenberger–Kolb calculi for the all irreducible flag
manifolds [10, Proposition 3.11].
Definition 6.6. An almost complex structure for a differential ∗-calculus Ω•(A) over a
∗-algebra A, is called factorisable if we have bimodule isomorphisms
∧ : Ω(a,0) ⊗A Ω
(0,b) ≃ Ω(a,b), and ∧ : Ω(0,b) ⊗A Ω
(a,0) ≃ Ω(a,b). (33)
The following proposition establishes a simple set of necessary and sufficient criteria for
an almost complex structure to be factorisable.
Proposition 6.7 An almost complex structure is factorisable if and only if we have
bimodule isomorphisms
∧ : Ω(1,0) ⊗A Ω
(0,1) → Ω(1,1), ∧ : Ω(0,1) ⊗A Ω
(1,0) → Ω(1,1). (34)
Proof. Surjectivity of the first map in (34) means that for any ω+ ∈ Ω(1,0), and ω− ∈
Ω(0,1), there exist forms ω+i ∈ Ω
(1,0), and ω−i ∈ Ω
(0,1) such that ω− ∧ ω+ =
∑
i ω
+
i ∧ ω
−
i .
This easily implies surjectivity of the first map in (33). The proof in the other direction
is trivial. That surjectivity of the second map in (33) is equivalent to surjectivity of the
second map in (34) is established analogously.
The first map in (33) is injective if, for all (a, b) ∈ N20,
〈dN〉 ∩ (T
(a,0)
Ω ⊗A T
(0,b)
Ω ) = 〈dN〉
(a,0) ⊗A T
(0,b)
Ω + T
⊗(a,0)
Ω ⊗A 〈dN〉
(0,b) , (35)
where 〈dN〉(a,0), and 〈dN〉(0,b), are respectively the (a, 0), and (0, b), homogeneous com-
ponents of 〈dN〉, with respect to the grading T
(•,•)
Ω . Now when the first mapping in (34)
is injective
dN ∩
(
Ω(1,0) ⊗A Ω
(0,1)
)
= {0}.
Thus, for a general element
∑
i νi ⊗ ωi ⊗ ν
′
i ∈ 〈d(N)〉, where νi, ν
′
i ∈ T (Ω
1(A)), and
wi ∈ dN is a homogeneous element of dN , when
∑
i νi ⊗ ωi ⊗ ν
′
i ∈ T
(a,0)
Ω ⊗A T
(0,b)
Ω we
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must have that ωi ∈ T
(2,0)
Ω , or ω
i ∈ T
(0,2)
Ω . Hence (35) holds, and the first map in (34) is
injective. The proof in the other direction is trivial. That injectivity of the second map
in (33) is equivalent to injectivity of the second map in (34) is established analogously.

Finally, we specialise to the case of a covariant almost complex structure, such that
Ω1(M) ∈ GMMod0, and find a very useful reformulation of (34). We omit the proof which
follows directly from the above proposition and Proposition 4.1.
Corollary 6.8 If Ω1(M) ∈ GMMod0, then the almost complex structure is factorisable if
and only if isomorphisms in ModH0 are given by
∧ : V (1,0) ⊗ V (0,1) → V (1,1), ∧ : V (0,1) ⊗ V (1,0) → V (1,1). (36)
6.4 A Factorisable Almost Complex Structure for the Maximal Pro-
longation of the Heckenberger–Kolb Calculus
We now apply the general theory developed in this section to the Heckenberger–Kolb cal-
culus. (Note that the isomorphisms in (37) are direct generalisations of well known clas-
sical results [12, §2.4]. In particular, the third isomorphism generalises orientability of
CPN−1.)
Proposition 6.9 The decomposition Ω1q(CP
N−1) = Ω(1,0) ⊕ Ω(0,1) (as presented in
Proposition 3.3) extends to a covariant factorisable almost complex structure on the
maximal prolongation of Ω1q(CP
N−1).
Proof. That I(2) is homogeneous with respect to the decomposition (30) in Theorem
6.4 follows directly from Proposition 5.8, as does the fact that the maps (36) in Corollary
6.8 are isomorphisms. The inclusions (31) in Proposition 6.5 follow directly from the
third part of Proposition 3.3. Moreover, (32) follows from the fact that, for i = 2, . . . , N ,
we have
S(zi1)∗ = S(ui1S(u
1
1))
∗ = (u11S(u
i
1))
∗ = S(ui1)
∗(u11)
∗ = S−1((ui1)
∗)S(u11)
= S−1 ◦ S(u1i )S(u
1
1) = u
1
iS(u
1
1) = q
−4+2ie−i−1 ∈ V
(0,1),
where we have used the standard Hopf ∗-algebra identity ∗ ◦ S = S−1 ◦ ∗. Thus, the
decomposition extends to an almost complex structure. 
Corollary 6.10 The vector space dimension of V (a,b) is
(
N−1
a
)(
N−1
b
)
, and a basis is
given by
{e+i1 ∧ · · · ∧ e
+
ia
∧ e−j1 ∧ · · · ∧ e
−
jb
| i1 < · · · < ia; j1 < · · · < jb}.
Proof. That the proposed basis spans V • is obvious from the set of generators of I(2)
given in Proposition 5.8. Hence, we only need to establish linear independence. We
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begin with the case of V (N−1,0), where this amounts to showing that we have a non-zero
vector space. To this end, we define a function f : (V (1,0))⊗N−1 → C by specifying its
values on the basis {e+i1 ⊗ · · · ⊗ e
+
iN−1
| i1, . . . , iN−1 = 1, . . . , N − 1}. For basis elements
of the form e+
π(1) ⊗ · · · ⊗ e
+
π(N−1), where π is a permutation of the set {1, . . . , N − 1}, we
define
f(e+
π(1) ⊗ · · · ⊗ e
+
π(N−1)) := (−q)
−ℓ(π),
where ℓ is the number of inversions in π. On all other basis elements we set f to zero.
It follows from the description of the generators of I(2) given in Theorem 5.8, and the
definition of I(N−1), that f descends to a non-zero map on the quotient V (N−1,0) =
(V (1,0))⊗N−1/I(N−1). Hence, V (N−1,0) 6= 0.
We now move on to the case of V (a,0), for a = 2, . . . , N − 2. Suppose we have a linear
combination of the proposed basis vectors, with each summand of degree (a, 0), and for
which ∑
i1<···<ia
λi1,...,iae
+
i1
∧ · · · ∧ e+ia = 0.
Now for any 1 < j1 ≤ · · · ≤ ja ≤ N − 1, if we denote by {j
′
1, . . . , j
′
N−a−1} the set
complement of {j1, . . . , ja} in {1, . . . , N − 1}, then( ∑
i1<···<ia
λi1,...,iae
+
i1
∧ · · · ∧ e+ia
)
∧ (e+
j′1
∧ · · · ∧ e+
j′
N−a−1
)
= λj1,...,jae
+
j1
∧ · · · ∧ e+j′a
∧ e+
j′1
∧ · · · ∧ e+
j′
N−a−1
= λj1,...,ja(−q)
me+1 ∧ · · · ∧ e
+
N−1,
for some m ∈ Z. Since e+1 ∧ · · · ∧ e
+
N−1 6= 0, we must have λj1,...,ja = 0. Thus, the
proposed basis elements which are contained in V (•,0) are linearly independent.
A similar argument will establish linear independence of the basis elements contained in
V (0,•). Linear independence of all the proposed basis elements now follows from the fact
that the calculus is factorisable. 
The above corollary tells us that the bundles Ω(N−1,0), Ω(0,N−1), and Ω(N−1,N−1) are
non-trivial line bundles. The lemma below identifies these line bundles in terms of the
integer classification of equivariant line bundles.
Lemma 6.11 The right Cq[UN−1]-coactions on V
(1,0) and V (0,1) are given by
∆R(e
+
i ) =
N−1∑
k=1
e+k ⊗ S(u
i
k) det
−1
N−1, ∆R(e
−
i ) =
N−1∑
k=1
e−k ⊗ S
2(uki ) detN−1 .
Moreover,
Ω(N−1,0) ≃ E−N , Ω
(0,N−1) ≃ EN , Ω
(N−1,N−1) ≃ Cq[CP
N−1]. (37)
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Proof. We begin by calculating the right Cq[UN−1]-coaction on the basis elements of
V (1,0). For e+i , we have
∆R(e
+
i ) = ∆R(zi+1,1) =
N∑
k,l=1
uk1S(u
1
l )⊗ S(π(u
i+1
k )S(π(u
l
1)))
=
N∑
k=2
uk1S(u
1
1)⊗ S
2(π(u11))S(u
i
k−1)
=
N∑
k=2
zk1 ⊗ det
−1
N−1 S(u
i
k−1)
=
N−1∑
k=1
e+k ⊗ S(u
i
k) det
−1
N−1 .
Hence, the coaction on V (N−1,0) ≃ Ce+1 ∧ · · · ∧ e
+
N−1, which we denote by ∆
N−1
R , acts
according to
∆N−1R (e
+
1 ∧ · · · ∧ e
+
N−1) =
N−1∑
l=1
N−1∑
kl=1
e+k1 ∧ · · · ∧ e
+
kN−1
⊗ S(uN−1kN−1) · · · S(u
1
k1
) det1−NN−1
=
N−1∑
l=1
N−1∑
kl=1
e+k1 ∧ · · · ∧ e
+
kN−1
⊗ S(u1k1 · · · u
N−1
kN−1
) det1−NN−1 .
Since any summand with a repeated basis element in the first tensor factor will be zero,
∆N−1R (e
+
1 ∧ · · · e
+
N−1) =
∑
π∈SN−1
e+
π(1) ∧ · · · ∧ e
+
π(N−1) ⊗ S(u
1
π(1) · · · u
N−1
π(N−1)) det
1−N
N−1 .
Moreover, e+
π(1) ∧ · · · ∧ e
+
π(N−1) = (−q)
ℓ(π)e+1 ∧ · · · ∧ e
+
N−1, for any π ∈ SN−1. Since
∑
π∈SN−1
(−q)ℓ(π)u1π(1) · · · u
N−1
π(N−1) = detN−1,
we must have
∆N−1(e+1 ∧ · · · ∧ e
+
N−1) = e
+
1 ∧ · · · ∧ e
+
N−1 ⊗ S(detN−1) det
1−N
N−1
= e+1 ∧ · · · ∧ e
+
N−1 ⊗ det
−N
N−1,
which in turn implies that Ω(N−1,0) ≃ E−N .
An analogous argument will establish that Ω(0,N−1) is isomorphic to EN . It follows as a
direct consequence of these two results that Ω(N−1,N−1) is isomorphic to Cq[CP
N−1]. 
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7 Complex Structures
In this section we give a simple set of sufficient criteria for a covariant almost com-
plex structure to be integrable, find an interesting connection between integrability and
the maximal prolongations of Ω(0,1) and Ω(0,1), and show that the Heckenberger–Kolb
calculus for Cq[CP
N−1] satisfies these criteria.
7.1 Integrability for a Covariant Almost Complex Structure
We use the assumption of covariance to find a simple set of sufficient criteria for an
almost-complex structure to be integrable. Throughout this subsection Ω(•,•) denotes a
covariant almost-complex structure, such that each Ω(a,b) is an object in GMMod0.
Proposition 7.1 The almost-complex structure Ω(•,•) is integrable if, for any linear
projection P : Λ⊗2 → V ⊗2, it holds that
P
(
(S(m(1)))+ ⊗m
+
(2)
)
∈ ι⊗2
(
T
(2,0)
V
)
⊕ ι⊗2
(
T
(1,1)
V
)
, for all m ∈ V (1,0), (38)
where ι : V 1 → Λ is the embedding introduced in Lemma 5.4. Integrability also follows
from the corresponding condition for V (0,1).
Proof. Denote by K : V 2 → Λ⊗2/I(2) the obvious linear embedding, and v ∧ w :=
proj(v ⊗ w), where proj : Λ⊗2 → Λ⊗2/I(2) is the canonical projection. By Lemma 5.1,
for any
∑
i f
i ⊗mi ∈ G HV
(1,0), we have that
(id⊗K) ◦ dσ
(∑
i
f i ⊗mi
)
=(id⊗K)
(∑
i
f i(1) ⊗ (f
i
(2)S(m
i
(1)))
+ ∧ (mi(2))
+
)
=
∑
i
f i(1) ⊗ ε(f
i
(2))ρ(S(m
i
(1)))
+ ∧ (mi(2))
+ +
∑
i
f i(1) ⊗ (f
i
(2))
+S(mi(1)) ∧ (m
i
(2))
+
=
∑
i
f i ⊗ (S(mi(1)))
+ ∧ (mi(2))
+ +
∑
i
f i(1) ⊗ (f
i
(2))
+ε(S(mi(1))) ∧ (m
i
(2))
+
=
∑
i
f i ⊗ (S(mi(1)))
+ ∧ (mi(2))
+ +
∑
i
f i(1) ⊗ (f
i
(2))
+ ∧ (mi)+,
where in the third line we have used the standard identity (fg)+ = ε(f)g+ + f+g, for
f, g ∈ G, and in the fourth line we have used the assumption that Ω(a,b) ∈ GMMod0, for
all (a, b) ∈ N20. Thus, if (38) holds then dσ
(∑
i f
i⊗mi
)
∈ G H
(
V (2,0) ⊕ V (1,1)
)
, which
in turn implies that d(Ω(1,0)) ⊆ Ω(2,0) ⊕ Ω(1,1).
That integrability follows from the corresponding condition for V (0,1) is established anal-
ogously. 
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7.2 Integrability and the Maximal Prolongations of Ω(1,0) and Ω(0,1)
In this subsection we give an alternative characterisation of integrability for a (not nec-
essarily covariant) almost complex structure Ω(•,•):The pairs (Ω(1,0), ∂) and (Ω(0,1), ∂)
are each first-order differential calculi with their own respective maximal prolongations.
Let us denote the k-forms of the maximal prolongation of Ω(1,0), and Ω(0,1), by (Ω(1,0))k,
and (Ω(0,1))k respectively.
Lemma 7.2 For an almost complex structure Ω(•,•), the equalities
(
Ω(1,0)
)k
= Ω(k,0), and
(
Ω(0,1)
)k
= Ω(0,k), (39)
are equivalent to each other, and to integrability.
Proof. Let {ω−i }i, be a subset of Ω
1
u(M), such that spanC{ω
−
i } = Ω
(0,1), (where we use
the same symbol for ω−i as for its coset in Ω
1(A)). If N is the sub-bimodule of Ω1u(A)
corresponding to Ω1(A), then it is clear that the sub-bimodule of Ω1u(A) corresponding
to
(
Ω(1,0), ∂
)
is given by
N+ := N + spanC{ω
−
i }i.
Since (Ω(1,0))⊗Ak = T
(k,0)
Ω1
, it is clear that the lemma would follow from the equality
∂N+ = 〈dN〉(2,0) (where by abuse of notation we mean d and ∂ in the sense of (9)). But
∂B = 〈dB〉⊗(2,0), for any bimodule B ⊆ Ω1u(A). Hence, having ∂N
+ = (dN)⊗(2,0) is
equivalent to having ∂ω−i = 0, for all i, which is in turn equivalent to the almost complex
structure being integrable.
That the second equality in (39) is equivalent to integrability is established analogously.

7.3 Integrability of the Heckenberger–Kolb Calculus
We now apply the general results developed in this section to our motivating set of
examples.
Proposition 7.3 The almost-complex structure Ω
(•,•)
q (CPN−1) is integrable.
Proof. For zi1 = ui1S(u
1
1) ∈ V
(1,0), with i = 2, . . . , N , we have:
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(S((zi1)(1)))+ ⊗ ((zi1)(2))+
=
N∑
a=2
(S(uiaS(u
b
1)))
+ ⊗ (ua1S(u
1
b))
+ =
N∑
a=1
q2(b−1)(ub1S(u
i
a))
+ ⊗ (ua1S(u
1
b))
+
=
N∑
a=2
(u11S(u
i
a))
+ ⊗ (ua1S(u
1
1))
+ +
N∑
b=2
q2(b−1)(ub1S(u
i
1))
+ ⊗ (u11S(u
1
b))
+
=
N∑
a=2
(u11S(u
i
a))
+ ⊗ (ua1S(u
1
1))
+ = (u11S(u
i
i))
+ ⊗ ui1S(u
1
1) = (u
1
1S(u
i
i))
+ ⊗ e+i−1.
Thus, for any linear projection P : Λ⊗2 → (V 1)⊗2, requirement (38) of Proposition (7.1)
will be satisfied. 
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