Nonparametric approaches to density estimation are discussed from a Bayesian perspective. Being in general non-Gaussian the resulting models have to be solved by discretization. A numerical example shows that this can be computationally feasible for low-dimensional problems.
Within nonparametric approaches, the function values P ( x , y) = p(ylz, 4) itself, specifying a state of Nature 4, are coiisidered as the primary degrees of freedom, their only constraint being the positivity and normalization conditions for p(ylx, 4). In particular, we will study in this paper likelihoods P being functionals of fields 4(z, y ) , i.e., P = P ( 4 ) . Examples of such functionals P ( 4 ) are shown in Tab. 2. While the first and third row show the 'local' functionals P ( 4 ) corresponding to d ( x , y) = P ( x , y) and +(x, y) = In P ( x , y), the other functionals are nonlocal in y.
Depending on the choice of the functional P ( 4 ) the normalization and positivity constraint for P take different forms for 4. For example, the normalization condition is automatically fulfilled in rows two and four of Tab. 2. In the last row, where 4 ( x , y) = s ! , dy' P ( x , y'), the normalizationconstraint for P becomes the boundary condition 4(x, 1) = 1, and positivity of P means monotony of $(x, .).
Maximum A Posteriori Approximation
In this paper, our aim will be to reconstruct the field q5 from observational data D in Maximum A Posteriori Approximation (MAP), i.e, by maximizing 
Here N denotes the empirical density, i.e., N ( x , y) = Cy=l S(z -xi)S(y -yi), and the bra-ket notation <. I .>, denoting scalar products, stands for integration over x and y. (Thus, the error functional (3) is, up to a +independent constant and the constraint implementation by Lagrange multiplier terms, the negative logarithm of the posterior (2). Prior terms can be made more flexible by including hyperparameters [l, 61. See [4] for a more detailed discussion.) Notice that a Gaussian prior term in the field 4 is in general non-Gaussian in terms of the conditional likelihood P . The MAP equation to be solved is easily found by setting the functional derivative of (3) with respect to 4(z, y) to zero, yielding, where P'(z, y; z', y') = $$$-and P(z, y; x', y') = 6(e-z')6(y-y')P(z, y). For existing PPI-' =(P'P-l)-l this can be written 
In contrast to regression with Gaussian process priors [la] (where MAP is exact), and similarly, classification for a specific choice of P(C$) [ll] , the solution of Eq. (7) cannot be found in a finite dimensional space defined by the training data D. Thus, Eq. (7) has to be solved by discretization, analogously, for example, to solving field theories on a lattice [7] . Starting with an initial guess 4('), a possible iteration scheme is given by with some positive definite matrix A('), and a number ~( ' 1 > 0, both possibly changing during the iteration.
A convenient r-independent choice for A(') is often the inverse covariance K. (Quasi-Newton methods, for example, use an r-dependent A('), the standard gradient algorithm corresponds to choosing for A(') the identity matrix.) For each calculated gradient, the factor 17 can be determined by a one-dimensional line search algorithm. An iteration scheme similar to Eq. (8), can be obtained using Eq. (4), which then requires to adapt the Lagrange multiplier function Ax (z) during iteration.
Clearly, a direct discretization can only be useful for low dimensional 2 and y variables (say one-or two-dimensional, like time series or images). Due to increasing computing capabilities, however, many low-dimensional problems are now directly solvable by discretization 
A numerical example
The numerical feasibility of a solution of Eq. (7) has been tested for a density estimation problem with one-dimensional 2 and y variables and the choice 4(x, y) = l n P ( x , y), for which P' = P . Choosing a true field (Fig. l b ) , 50 data points have been sampled (Fig. 2a) from the corresponding true conditional likelihood Pt,,, = exp[ltru,] (Fig. l a ) with uniform p ( x ) . Including a Gaussian prior term for 4 with zero mean and inverse covariance --s -l< Eq. (7) has been solved on a mesh with 10 points in 2-direction and 15 points in y-direction by standard iteration methods. (For technical details see [4] .) The reconstructed conditional likelihood P is shown in Fig. 2b , true and reconstructed regression functions are compared in Fig. 3. 2 ay
Conclusions
Many nonparametric real world learning problems are generically non-Gaussian. Examples include general density estimation or the reconstruction of forces for quantum systems from observational data. Increasing computational resources allow to solve at least some of such low-dimensional non-Gaussian problems directly by discretization.
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