Abstract We have applied a new imputation-based method for analyzing incomplete data, called Monte Carlo Bayesian Database Generation (MCBDG), to the spent fuel isotopic composition (SFCOMPO) database. About 60 % of the entries in SFCOMPO are absent. The method estimates missing values of a property from a probability distribution created from the existing data for the property, and then generates multiple instances of the completed database for training a machine learning algorithm. Uncertainty in the data is represented by an empirical or an assumed error distribution. The method makes few assumptions about the underlying data, and it compares favorably against results obtained by replacing missing information with constant values.
Introduction
Since the dissolution of the Soviet Union in the early 1990s, trafficking of illicit nuclear materials has become one of the central concerns for global security [1, 2] . As of December 2013, the IAEA Incident and Trafficking Database contained a total of 2477 confirmed incidents; of these, 424 involved unauthorized possession and related crimes, 664 involved theft or loss, and 1337 involved other unauthorized activities or events [3] . When undocumented materials are intercepted, nuclear forensics is employed to reconstruct the history, intended use, and trafficking route of the materials from the physical, chemical, and isotopic features of the capture. For example, the geometry and isotopic composition of a uranium oxide fuel pellet can point to a particular type of nuclear reactor, and the impurity profile of the pellet can provide clues to the uranium's country of origin. Analysis generally is done using databases created by various institutions of characteristics of uranium ores, nuclear fuels, weapon materials, and commercial and research reactors.
Increasingly, machine-learning and big-data techniques are being applied to nuclear forensics problems. In a recent study using synthetic data, Jones et al. [4] demonstrated that classifiers based on linear discriminant analysis, quadratic discriminant analysis, random forests, or Parzen windows can reliably identify the irradiation site of spent nuclear fuel. The best performance-incorrect classification of about 0.5 % of samples-was obtained with Parzen windows. The 3682 samples in this study were generated with the FISPIN (FISsion Product INventory) depletion code; other authors [5] have used the ORIGEN-ARP (Oak Ridge Isotope GENeration-Automatic Rapid Processing) package. Alamaniotis et al. [6] developed a neurofuzzy method for identifying the sources of gamma-rays, while Sutton et al. [7] suggested using direct graph similarity, automatic classification, and rule-based matching to construct a queryable digital library for nuclear forensics. In a somewhat different approach, Sullivan [8] proposed applying big-data analytics to the dense data sets that could be created if many GPS-linked cell phones and security cameras were exploited as radiation sensors.
Unfortunately, despite the great progress made in the past two decades, the nuclear forensics databases have Figure 1 is a representation of SFCOMPO in which the horizontal direction spans the 329 unique sample locations and the vertical direction spans the 113 features. The white and black regions correspond to available and missing data, respectively. In addition, as mentioned earlier, measurements made by different laboratories generally have different levels of uncertainty. The MCBDG training method provides means for handling both missing and uncertain data.
We formalize SFCOMPO as an incomplete 113 9 329 data matrix 
Artificial neural networks
Feedforward neural networks were created using version 8.2.0 (R2013b) of the neural network toolbox in the Matlab Ò suite. The networks contained an input layer, one hidden layer with 11 nodes, and an output layer. The hidden and output layers were configured with hyperbolic tangent activation functions. Following common practice, the Levenberg-Marquardt (LM) backpropagation method was used for training and the mean-squared-error (MSE) metric for judging performance. The increase and decrease factors for the damping parameter in the Levenberg-Marquardt algorithm were 10 and 0.1, respectively, and the maximum value of the parameter was 1 9 10 10 . Training was done in batch mode, in which network weights are updated once per epoch. (An ''epoch'' has passed when an entire set of training patterns has been traversed.) The early-stopping method was used to improve generalization, with training being terminated when the validation error increased for five sequential iterations. The input and output patterns were mapped to the range [-1, 1].
Neural network training with MCBDG
Statistical analysis with incomplete data has been the subject of a number of books and research articles [11] [12] [13] [14] [15] [16] [17] [18] [19] . There are several traditional methods for handling missing data, some of the most common being ignoring sparsely populated features or observations with empty features; estimating missing values from the likelihood function of a model created from the observed data; and replacing missing data with plausible values based on other available information, a process known as imputation. The Monte Carlo Bayesian database generation method uses a form of imputation, but relies on few assumptions about the structure of the underlying data.
We denote the true probability distribution of the ith distinct feature by f i , and assume that it can be approximated by a kernel density estimator [20] built from the known measurements C(s i )
where K h s ð Þ represents the Gaussian kernel with standard deviation (or bandwidth) h,
For each of the n features, we use the bandwidth that minimizes the mean integrated squared error (MISE) of the estimator [20] . Also, we assume that, for s i;j 2 C s i ð Þ, the measurement error will follow either a uniform distribution, U s i;j À h i ; s i;j þ h i À Á ; or a normal distribution, N s i;j ; h i À Á . We compare prediction accuracies obtained with the two distributions in the next section. Finally, we define S as the n 9 m matrix of random variables created from S by MCBDG, and as an element of S: The MCBDG algorithm generates multiple realizations of S by sampling each element s i,j of the matrix as follows. For incomplete data, we assume that the sampled values follow the approximation given by Eq. 1:
For complete data, we use a Bayesian approach to combine our assumption about the measurement error with our estimate of the feature distribution: ð3Þ where the prior distribution g s i;j here represents either U s i;j À h i ; s i;j þ h i À Á or N s i;j ; h i À Á , and is normalized appropriately. The only adjustable parameters in this algorithm are those associated with the prior distribution. Figure 2 presents a block diagram of the algorithm, including a representation of the neural network that was trained with the MCBDG realizations of SFCOMPO.
As an example, Fig. 3 depicts (unnormalized) MCBDG distributions associated with the Cs-134/Cs-137 ratio-ofactivity feature in SFCOMPO. The measurement uncertainties for this feature were assumed to follow a normal distribution (red curve); that is, g s i;j ¼ N s i;j ; h i À Á . The blue curve represents the Gaussian kernel approximation (Eq. 2) used to sample incomplete data, and the black curve represents the distribution used for Bayesian sampling (Eq. 3) of complete data. Essentially, the black curve is the product of the blue and red curves.
To judge the effectiveness of the MCBDG technique, we compare its performance with that obtained by replacing the missing data in each feature with the mean of the observed data in the feature, a common imputation strategy. The mean values are given by ð4Þ For convenience, we refer to the MCBDG approach encompassed by Eqs. 2 and 3 as the complex model, and the alternative of using mean values as the reduced model.
Results

ANN classification performance
We evaluated the performance of MCBDG-trained neural networks on the SFCOMPO database using uniform and normal priors. In these experiments, the mean of the prior was always set to the mean of the feature in question, while the breadth of the prior was given a series of values in order to test sensitivity toward the level of uncertainty. Initially, for each feature, the standard deviation in the normal prior and the interval length in the uniform prior were given the value of the bandwidth that minimized the MISE in the Gaussian kernel density estimator; in succeeding experiments, the bandwidth was halved and doubled, and then quartered and quadrupled. Figure 4 displays the fraction of network classification errors plotted against the number of MCBDG realizations (1, 5, 10, 20, and 40). Ten independent trials were conducted for each combination of prior, bandwidth, and MCBDG sampling extent; the points in the figure represent the means of these set of trials and the error bars represent the standard deviations. The testing procedure employed a leave-p-out (LPO) cross-validation scheme, in which p was 15 % of the number of samples in the SFCOMPO data set. For both priors, the error rate decreases relatively rapidly at first, and then begins to level when the number of MCBDG realizations exceeds ten. Also, for both priors, the performance does not suffer when the optimal bandwidth is halved or doubled, but becomes noticeably worse when the bandwidth is quartered or quadrupled. In the remaining studies described in this section, the uniform prior is used exclusively, along an interval length determined by the optimal bandwidth.
We also tested neural network performance on SFCOMPO against various combinations of the complex and reduced models for data completion. As defined above, the complex model refers to the MCBDG algorithm of Eqs. 2 and 3, and the reduced model refers to the conventional technique of filling in missing data with mean values. The results are shown in Fig. 5 . In the initial series of experiments, networks trained on data sets completed with the complex and reduced models were tested against the same data sets. Under these conditions, the reduced model (red curve) appears to give fewer However, care must be taken when interpreting these results. When networks trained on data sets completed with the complex model are tested against data sets completed with the reduced model, they essentially reproduce the performance of networks both trained and tested on data sets completed with the reduced model (green curve). The converse is not truenetworks trained on data sets completed with the reduced model suffer dramatic losses in accuracy when tested against data sets completed with the complex model (black curve). Training a network on a data set completed with mean values clearly limits its predictive ability on a data set filled in with a range of possible values. Collectively, these results suggest that the complex model includes the reduced model. In all cases except the last, as in the earlier comparison of uniform and normal priors, the average number of misclassifications and the standard deviation decrease with increasing numbers of MCBDG realizations.
Confidence distribution
The multiple realizations of a database produced by the MCBDG method can be used to build a confidence distribution for the predictions of the machine learning algorithm. As an example, Fig. 6 displays a confidence distribution created from the neural network classification errors associated with 40 realizations of the SFCOMPO database. The x-axis is the percent confidence the neural network has in the prediction, and the y-axis is calibrated so that the total area under the curve is one. The blue-shaded region covers 95 % of the area under the curve and indicates that, 95 % of the time, the neural network will make the correct reactor determination at a confidence level of at least 97.75 %.
Conclusions
We have developed a new data-centric method for missing data replacement, called Monte Carlo Bayesian database generation (MCBDG), and used it to fill in an incomplete nuclear forensics database. In contrast to most Bayesian approaches, the method relies on imputation from a databased probability distribution rather than modeling. Using an arbitrary representation of uncertainty, MCBDG produces multiple realizations of the filled-in database; these realizations can be used to train a machine learning tool, with the error model propagated through the learning algorithm. While the method was demonstrated successfully in this paper using a nuclear forensics database and artificial neural networks, it can, in principle, be applied to any database and many machine learning tools. Future work will explore some of these other applications, as well as the minimum amount of information that must be present in a database for MCBDG to execute properly.
