Abstract. In this paper we prove mixed inequalities for the maximal operator MΦ, for general Young functions Φ with certain additional properties, improving and generalizing some previous estimates for the Hardy-Littlewood maximal operator proved by E. Sawyer. We show that given r ≥ 1, if u, v r are weights belonging to the A1-Muckenhoupt class and Φ is a Young function as above, then the inequality
Introduction
In [12] , B. Muckenhoupt and R. Wheeden proved certain weighted weak estimates that involved the Hardy-Littlewood maximal operator or the Hilbert transform. More precisely, they proved that given 1 ≤ p < ∞ and w ∈ A p , there exists a positive constant C such that the inequality (0.1)
x ∈ R : T f (x)w 1/p (x) > t ≤ C t p R |f (x)| p w(x) dx holds for every positive t, where T is either of the two operators mentioned above. These type of inequalities were studied as a motivation to prove some two weighted norm inequalities like those that appear in [11] . The difference between these estimates and the classical weak type inequalities is that we must handle with level sets of product of functions, and this fact suggests that classical covering lemmas or decomposition techniques would not apply directly. In [12] , the authors use a special classification of intervals, and the inequality (0.1) follows from an estimation of the measure of certain subsets of them, called "principal intervals".
Inspired in this paper, few years later E. Sawyer proved in [15] that, if u, v are weights belonging to the A 1 -Muckenhoupt class and M is the Hardy-Littlewood maximal operator, then the estimate
holds for every positive t. This last inequality can be seen as the weak (1,1) type of the auxiliary operator S defined by Sf (x) = M (f v)(x)v −1 (x) with respect to the measure dµ = uv dx. Furthermore, it can be used to give an alternative proof of the boundedness of the HardyLittlewood maximal operator in L p (w), for 1 < p < ∞ and w ∈ A p , proved by B. Muckenhoupt in [10] .
Later on, in [5] the authors extended inequality (0.2) to R n and for both the Hardy-Littlewood maximal function and Calderón-Zygmund operators (CZOs). They considered two pair of conditions on the weights involved: u, v ∈ A 1 and u ∈ A 1 , v ∈ A ∞ (u). For the first case they follow similar ideas as in [15] . The second condition is instead more "suitable" in the sense that the product uv is an A ∞ -weight and therefore some classical techniques like Calderón-Zygmund decomposition can be applied. The main idea in this work is to obtain the corresponding mixed estimate for the dyadic Hardy-Littlewood maximal operator, M D , and then obtain an analogous result for M by extrapolation techniques. The corresponding estimate for CZOs is achieved in a similar way.
Recently, in [8] the authors extended the estimates given in [5] to a more general case. More precisely, they proved that if T is either the Hardy-Littlewood maximal operator or a CZO, u ∈ A 1 and v ∈ A ∞ then the estimate
holds for every positive t.
Observe that (0.1) can be obtained as a direct consequence of (0.3) by taking u ∈ A 1 ,
Then, a natural question is whether such estimates remain true for a more general class of maximal operators, which control in some sense classical operators from Harmonic Analysis. For example, it is well-known that certain maximal operators associated to the Young function ϕ(t) = t(1 + log + t) m control the higher order commutators of CZOs. In this direction, in [4] , the authors proved mixed weak estimates in R n for weights u and v, where u is arbitrary but v = |x| β with β < −n. Concretely, we proved that
holds for every positive t, where w = 1/Φ 0 (v −1 ), Φ 0 (t) = t r (1 + log + t) δ , with r ≥ 1 and δ ≥ 0. Later on, in [3] the author showed that a similar behavior occurs in the case u, v r ∈ A 1 , that is,
where w and Φ 0 are as above. A motivation for studying these type of estimates is to find an alternative way to prove the boundedness of the operator M Φ . Although in [3] was established that (0.4) extends the estimates in [5] not only for M but also for M r , this inequality turns out to be non-homogeneous, and even when v r ∈ A 1 , the resulting weight w might not. This fact forbids us to use the result in order to achieve such an alternative proof. Since it is known that the operator M Φ 0 is bounded in L p (w) for r < p < ∞ and w ∈ A p/r (see [2] ), which is the same condition for the boundedness of the operator M r , an interesting question is if (0.4) could be improved.
In this paper we answer this question positively. Moreover, we prove mixed weak estimates for the operator M Φ for general Young functions Φ with some additional properties, improving and generalizing the previous estimates. Given r ≥ 1, we define the class F r as the set of all the Young functions Φ that have a lower type r, are submultiplicative and verify that there exist constants C 0 > 0, δ ≥ 0 and t 0 ≥ 1 such that
Concretely, we have the following result.
Theorem 1. Let r ≥ 1 and Φ ∈ F r . If u, v r are weights belonging to the A 1 -Muckenhoupt class, then there exists a positive constant C such that
holds for every t > 0 and every bounded function with compact support.
Remark 1. The family of Young functions Φ 0 (t) = t r (1 + log + t) δ with r ≥ 1 and δ ≥ 0 belongs to F r . Moreover, for these type of functions the aforementioned result is an improvement of (0.4) in two senses: the inequality involved is homogeneous in v and on the other hand it is suitable in order to obtain the boundedness of M Φ . (see §3).
Many other examples can be given. As we said above, the functions Φ 0 (t) = t r (1 + log + t) δ belong to F r . Also, we can consider the function defined by
, where q ≥ r, and δ ≥ 0. These functions are also in F r . This example includes combination of power functions when δ = 0, or power and L log log L functions, if δ > 0.
The remainder of this paper is organized as follows. In §1 we give the preliminaries and basic definitions. In §2 we prove the main result and finally, in §3, we use interpolation techniques for modular type inequalities and the main result to give an alternative proof of the boundedness of the maximal operator M Φ .
Preliminaries and basic definitions
We shall use the notation A B to mean that there exists a positive constant C such that A ≤ CB. The constant C may change on each occurrence. We say that A ≈ B if A B and B A.
Given a function ϕ, we will say that f ∈ L ϕ loc if ϕ(|f |) is locally integrable. When we consider the function ϕ(t) = t, the corresponding space is the usual L 1 loc . By a weight w we mean function that is locally integrable, positive and finite in almost every x. Given 1 < p < ∞, the A p -Muckenhoupt class is defined to be the set of weights w that verify
for some positive constant C and for every cube Q ⊆ R n . By a cube Q we understand a cube in R n with sides parallel to the coordinate axes. If p = 1 we say that w ∈ A 1 if there exists a positive constant C such that for every cube
Finally, the A ∞ class is defined as the collection of all the A p classes, that is, A ∞ = p≥1 A p . It is well known that the A p classes are increasing on p, that is, if p ≤ q then A p ⊆ A q . For further details and other properties of weights see [6] or [7] .
There are many conditions that characterize A ∞ . In this paper we will use the following one: w ∈ A ∞ if there exist positive constants C and ε such that, for every cube Q ⊆ R n and every measurable set E ⊆ Q the condition
holds, where w(E) = E w. The smallest constants C for which the corresponding inequalities above hold are denoted by [w] Ap , 1 ≤ p ≤ ∞ and called the A p constants of w.
An important property of Muckenhoupt weights is the reverse Hölder condition. This means that given w ∈ A p , for some 1 ≤ p < ∞, there exist positive constants C and s > 1 that depend only on the dimension n, p and [w] Ap , such that
for every cube Q. We write w ∈ RH s to point out that the inequality above holds, and we denote by [w] RH s the smallest constant C for which this condition holds. A weight w belongs to RH ∞ if there exists a positive constant C such that
Given a locally integrable function f , the Hardy-Littlewood maximal operator is defined by
We say that ϕ :
where f ϕ,Q denotes the Luxemburg type average of the function f in the cube Q, which is defined as follows
We also define the weighted Luxemburg type average f ϕ,Q,w by
dx is a doubling measure. Thus, by following the same arguments as in the result of Krasnosel'skiȋ and Rutickiȋ ( [9] , see also [14] ) we can get that
Given a Young function ϕ, we useφ to denote the complementary Young function associated to ϕ, defined for t ≥ 0 byφ
It is well known in the literature thatφ satisfies
where ϕ −1 denotes the generalized inverse of ϕ, defined by
For a Muckenhoupt weight w and a Young function ϕ we have the following generalized Hölder inequality
We say that a Young function ϕ has lower type q, 0 < q < ∞ if there exists a positive constant C q such that ϕ(st) ≤ C q s q ϕ(t), for every 0 < s ≤ 1 and t > 0. As an immediate consequence of this definition we have that, if ϕ has lower type q then ϕ has lower type p, for every 0 < p < q. Given a Young function ϕ and 1 < p < ∞ we say that ϕ satisfies the B p condition and denote it by ϕ ∈ B p if there exists a positive constant c such that
A dyadic grid D will be understood as a collection of cubes of R n that satisfies the following properties:
(1) every cube Q in D has side length 2 k , for some k ∈ Z;
where ℓ(Q) denotes the side length of Q. To a given dyadic grid D we can associate the corresponding maximal operator M ϕ,D defined similarly as above, but where the supremum is taken over all cube in D. When ϕ(t) = t, we will simply denote this operator with M D .
The next result will be useful in our estimates. A proof can be found in [13] .
From the theorem above, we obtain that
Indeed, fix x ∈ R n and Q a cube containing x. By Theorem 2 we have a dyadic grid D (i) and Q 0 ∈ D (i) with the desired properties. Then,
Thus, by taking supremum over all cubes Q that contain x we have the desired estimate. From (1.4), it will be sufficient to prove Theorem 1 for M Φ,D , for a general dyadic grid D.
Proof of the main result
We devote this section to proving Theorem 1. We shall split some parts into several claims that will be proved separately for the sake of simplicity.
First, we shall give some lemmas that will be useful in the proof of our main result.
Lemma 3. Given λ > 0, a bounded function with compact support f , a dyadic grid D and a Young function ϕ, there exists a family of dyadic cubes {Q j } of D that satisfies
and f ϕ,Q j > λ for every j.
A proof of this lemma can be found in [3, Lemma 5] . Notice that the cubes Q j are maximal in the sense of inclusion, that is, if
, if x > 0; 1, if x = 0.
It is easy to see that f has a local maximum at x = 1/(e − 1) and f (1/(e − 1)) = e 1/e . On the other hand, lim
which directly implies the thesis.
Proof of Theorem 1. Fix t > 0, a dyadic grid D and denote g = f v/t. Then, it will be enough to prove that
We can assume, without loss of generality, that g is a bounded function with compact support. Fix a number a > 2 n and, for every k ∈ Z we will define the set
which can be written as a disjoint union of maximal dyadic cubes {Q k j } j , for every k, by virtue of Lemma 3.
Let us now consider the set Γ = {(k, j) :
Since v r ∈ A 1 , we also have
By combining the estimate above with (2.1) we get
Now observe that if we set A k = x : a k < v(x) ≤ a k+1 , then for every k we have that
except for a set of null measure. Thus,
where we have used (2.2). Fix now a negative integer N and define Γ N = {(k, j) ∈ Γ : k ≥ N }. The objective is to prove that there exists a positive constant C, independent of N for which
If we can accomplish this estimate, the result will follow by letting N → −∞.
Given two cubes in ∆ N either they are disjoint, or one is contained in the other. Also observe that, if k > t, Ω k ⊆ Ω t . Thus, if the cubes Q k j and Q t s verify Q k j ∩ Q t s = ∅, then necessarily we must have Q k j ⊆ Q t s . Since v r ∈ A 1 ⊂ A ∞ , there exist positive constants [v r ] A∞ and η such that, for every cube Q ⊂ R n and E a measurable subset of Q
Let 0 < β < η and define inductively a sequence of sets as follows:
and, in a colloquial way, a pair (k, j) in Γ N belongs to G n+1 if the cube Q k j has an "ancestor" Q t s , with (t, s) ∈ G n , and Q k j is the "first descendant" in Γ N that satisfies µ(
That is, we define for n ≥ 0, G n+1 as the set of pairs (k, j) ∈ Γ N for which there exists (t, s) ∈ G n with Q k j Q t s and the inequalities
hold with (ℓ, i) ∈ Γ N and Q k j Q ℓ i ⊆ Q t s . Observe that, if G n 0 = ∅ for some n 0 , then G n = ∅ for every n ≥ n 0 . Let P = n≥0 G n . If (t, s) ∈ P we will say that Q t s is a principal cube. We now state some claims whose proofs will be given at the end of this section. Claim 1. There exists a positive constant C such that
For every fixed k ∈ Z, we consider the family {Q k i } i of maximal dyadic cubes given by Lemma 3, which decompose the set {x ∈ R n : M Φ,D g(x) > a k }. Then, for every i, it follows that
Claim 2. There exists a positive constant C such that
> a k }, for each j there exists a unique i = i(j, k) for which Q k j ⊆Q k i . By applying Claims 1 and 2 we have that
. In order to finish, it only remains to show that there exists a positive constant C such that h(x) ≤ Cu(x). The proof follows similar lines as in [15] . We include it for the sake of completeness.
Indeed, given x ∈ R n , we can assume that u(x) < ∞. For every fixed k there exists, at most, oneQ k i which satisfies x ∈Q k i . If this cube does exist, we denote it byQ k and for every k we define P k = {(k, j) ∈ P : Q k j ⊆Q k } and G = {k : P k = ∅}. Recall that k ≥ N , so G is bounded from below. Let k 0 be the minimum of G. We shall build a sequence in G in the following way: chosen k m , for m ≥ 0 we select k m+1 as the smallest integer in G, greater than k m and verifying
It is clear that, if ℓ ∈ G and k m ≤ ℓ < k m+1 , then
The so-defined sequence {k m } m≥0 has only a finite number of terms. Indeed, if it was not the case, by applying condition (2.7) repeatedly, we would have
for every m ∈ N, and by letting m → ∞ we would get a contradiction. Thus
where in the last inequality we have used (2.8).
Claim 3. There exists a positive constant C such that
If this claim holds, we are done. Indeed, denoting with C m = |Q km | −1 Qkm u, using the estimation above, and (2.7) we have that
In order to conclude, we will prove the claims.
Proof of Claim 1. Fix (t, s) ∈ P and define Particularly, every Q k j with (k, j) ∈ I(t, s) is not principal, unless (k, j) = (t, s). By condition (2.4) we can write
On the other hand, by the A ∞ -condition of v r and (2.1) we obtain that
. Combining these two estimates, we have that
since η − β > 0 and a > 2 n > 1. So, we have obtained that
and if we sum over all (t, s) ∈ P it follows that
Proof of Claim 2. Fix one of these cubesQ k i . We define the sets A = {x ∈Q k i : v(x) ≤ t 0 a k }, where t 0 is given in (0.5) and B =Q k i \A. Thus,
Then we can deduce that either I > 1/2 or II > 1/2. If the first case holds, from the submultiplicativity and the lower type of Φ we have
which means that
For the second case, if we set
Then, since Φ ∈ F r we have that
XQk i ∩B dx, and using (2.9) we can write
where w k = log v a k δ X Q k ℓ ∩B . Note that, since v r ∈ A 1 , there exists an exponent s > 1 such that v r ∈ RH s . Let
Fix 0 < ε ≤ ε 0 and γ = 1 + ε, so γ ′ = 1 + 1/ε. Thus, by applying Hölder's inequality with exponents γ and γ ′ , with respect to the measure dµ = v r (x) dx, we obtain (2.10)
Next, we prove that the second average is bounded by a positive constant K, independent of ε. Indeed, by using (2.1), the fact that log(t) ξ −1 t ξ , for every t, ξ > 0 and Hölder's inequality with exponents s and s ′ we have that
where we have used the definition of ε and Lemma 4. Thus, we can choose K = e 2/e . Then, we have proved that
, and observe that if we set Ψ(t) = t γ , the expression between brackets is Φ(f /t) Ψ,v r ,Q k ℓ . By using (1.1) we have that
for every τ > 0. By combining estimates (2.11) and (2.12) we have
Proof of Claim 3. Let us first assume that, if (ℓ, j) ∈ P ℓ and k m ≤ ℓ < k m+1 , then
and consequently
which implies that
Since u ∈ A 1 ⊆ A ∞ , there exist positive constants [u] A∞ and ν for which
holds, for every measurable set E ⊆ Q. Then, from Chebyshev's inequality and the definition of λ we have that
and finally
since a > 1. This completes the proof.
In order to finish we will prove that (2.15) holds. Select (ℓ, j) ∈ P ℓ with k m ≤ ℓ < k m+1 . Since Ω ℓ ⊆ Ω km , by maximality, there exists a unique s verifying Q ℓ j ⊆ Q km s . We shall see that (k m , s) ∈ Γ N . If (k m , s) ∈ P is trivial because P ⊆ Γ N . Then, assume that (k m , s) ∈ P . From the definition of G and P km ,Q km contains a cube Q km p with (k m , p) ∈ P . We shall see, as a first step, that Q km s Q km . Indeed, there exists a unique i(s) for which Q ℓ j ⊆ Q km s ⊆Q km i(s) . Besides, 
Since Q km s Q km we have that Q km s is a dyadic maximal cube of the set {x :
since a > 2 n , which leads us to |Q km s ∩ {x : v(x) ≤ a km+1 }| > 0. Indeed, if it is not the case,
which contradicts (2.16). Therefore, (k m , s) ∈ Γ N and Q km s is contained in, at least, one principal cube. Let Q k σ the smallest principal cube that contains Q km s . By using conditions (2.3) and (2.4) we can write 1
Also, from (2.8)
Combining these two estimates we get
which completes the proof of the claim.
Interpolation and applications
In this section we use some interpolation techniques that involve modular type inequalities in order to achieve the boundedness of the operator M Φ in L p (w). It is known that M Φ is bounded in L p (w) for every r < p < ∞ and every w ∈ A p/r , when some properties of Φ are assumed. The result below was proved in [2] in the more general context of Lebesgue spaces with variable exponent.
Theorem 5 ([2], Thm. 2.5). Let w be a weight, 1 < p < ∞ and 1 ≤ r < p. Let ϕ be a Young function that satisfies ϕ ∈ B ξ , for every ξ > r.
The main goal of this section is to give an alternative proof of the boundedness properties of M Φ , when Φ is a function that satisfies the hypotheses in Theorem 1. It is not difficult to see that these hypotheses imply Φ ∈ B ξ for every ξ > r, so M Φ is bounded in L p (w) for every r < p < ∞ and w ∈ A p/r . In order to achieve this estimate, we shall use the notation and an adaptation of the results of [1] . Definition 1. We say that a function ϕ : R + → R + is quasi-increasing (q.i.) if there exists a constant ρ > 0 for which 1 x x 0 ϕ(t) dt ≤ ρϕ(x),
for every x > 0. We will say that ρ is a quasi-increasing constant of ϕ.
Definition 2. Let ϕ, ψ : R + → R + be functions. We will say that ϕ ≺ N ψ if the collection {ψ(x)ϕ(α/x)} α>0 is a family of q.i. functions with a constant independent of α.
In view of Definition 1, if ϕ ≺ N ψ then there exists a constant ρ such that the inequality 1 x x 0 ψ(t)ϕ(α/t) dt ≤ ρψ(x)ϕ(α/x) holds for every x > 0 and α > 0. The next two lemmas will be useful to the main purpose of this section. Although both can be found in [1] , we include the proofs for the sake of completeness. Proof. Fix λ > 0 and define f 1 = f X {x:|f (x)|>λ/(2C 0 )} and f 2 = f − f 1 . So,
and observe that the second term is zero. Indeed, if x satisfies |T f 2 (x)| > λ/2 we have
which is a contradiction. Thus, by applying the hypothesis to f 1 we get for some positive constants C, c and every λ > 0. Let ψ be a function in C 1 ([0, ∞)) such that ψ(0) = 0, ψ ′ is non-decreasing and assume that ϕ ≺ N ψ ′ . Then, we have that
Since v r ∈ A 1 , there exists ε > 0 such that v r+ε ∈ A 1 . For t ≥ t 0 , we have that Φ(t) ≤ C 0 t r (log t) δ ≤ Ct r+ε . We want to estimate M Φ (f v)v −1 . Fix x and a cube Q containing x. Then, if we take λ = (|Q| −1
Therefore,
a.e. x ∈ Q, ψ(x)Φ α x .
