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We study the seminormalization and weak normalization of subrings of  t ,1
. . . , t generated by monomials. This generalizes our earlier results with n 1.n
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1. INTRODUCTION
 We wish to consider subrings A of  t , . . . , t generated by terms1 n
M Ž . M m1 m2 m nx t , x  , M m , . . . , m , where as usual t means t t  t .M M 1 n 1 2 n
Ž .If x  1 the term will be called a monomial. Such rings A will be calledM
   monomial subrings of  t , . . . , t . Monomial subrings of  t arose natu-1 n
rally from our study of weakly subintegral ring extensions, for example, in
   13, Sect. 3 . In 12 we determined the seminormal and weakly normal
 monomial subrings of  t which satisfied the additional condition that
a  1 for some i 0. Our goals in this paper are to generalize thesei
Ž .results to the case n 1 which we do in Theorems 4.10, 4.11 . This
1 This work was supported by an NSERC grant to the second author. The first author
thanks Queen’s University for its hospitality.
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requires us to use monoids and the geometry of polytopes in a more
systematic way than in the n 1 case. We also attempt to drop the
requirement that some a  1, obtaining our most explicit results if n 1i
Ž .Theorems 6.1, 6.2 . In Section 5 we give examples of our various construc-
tions. We also show an example of the conductor of a submonoid of n in
Ž .its normalization Theorem 5.2 , which generalizes to n 1 the simplest
case of the postage stamp problem. This result is perhaps of independent
interest. We hope to study more general rings constructed in a similar
manner. If  is replaced by a principal ideal domain we expect most, if not
all, results to go through with minor modification. However, there are
many other possibilities that we hope to address in the future.
We are grateful to the referee for helpful suggestions, and for pointing
 out several references to us, especially 17 .
 4Throughout,  is the set of positive integers 1, 2, 3, . . . and  is the
 4 Žset of non-negative integers 0, 1, 2, 3, . . . . Caution: several of our earlier
 4papers have reversed this notation! However, here we use 0, 1, 2, 3, . . .
the most, so it seems more convenient to use the simpler notation for the
.latter. The non-negative real and rational numbers will be denoted by
 and  , respectively, and the positive reals and rationals will be 0  0
denoted by  and  . Polytopes, polyhedra, and cones will be as defined 
 in 19 . In particular a polytope is the convex hull of a finite set of points in
 n, and a cone is the set of all linear combinations with coefficients in
Ž . n of a not necessarily finite set of points in  . Cones are convex and 0
contain 0 n.
DEFINITIONNOTATION 1.1. The support of the monomial subring A is
 n M 4S M  x t  A for some x  , x  0 . If M S let aM M M M
be the smallest positive integer such that a tM  A. If M S let a  0.M M
We will refer to a as the coefficient of tM in A.M
n ŽClearly a  1 and S is a submonoid of  i.e., a subsemigroup0
. ncontaining 0 . We regard A as graded by S or by  . The homogeneous
elements for this grading are just the terms, and A has a homogeneous
 M4  4-basis a t . We will assume that S 0 , i.e., that A is moreM M S
 than just . We have that A	  S , the latter being the monoid ring
of S .
Notation 1.2. If T is a submonoid of n, let T be the subgroup of n
generated by T.
If the expression for the monoid is complicated, we will use parentheses,
Ž .e.g.,  S
 T , for the subgroup generated by S
 T.
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 4 nLEMMA 1.3. Let a be an arbitrary collection of non-negatieM M
integers. Then a tM is a ring if and only ifM
 4 nS M  a  0 is a submonoid of  1.3.1Ž .M
a  1 1.3.2Ž .0
If M , M  S , then a  a a . 1.3.3Ž .1 2 M M M M1 2 1 2
Recall that a submonoid of n is a subset S such that 0 S and
Ž .M , M  SM M  S . It is not hard to satisfy these conditions,1 2 1 2
so there are lots of such rings. Condition 1.3.3 can be checked at each
prime, so it suffices to consider rings where all the a are powers of oneM
prime, and then put the rings together by multiplying the coefficients
degreewise. If a  and q is a prime, denote by aq  the q-primary part
Ž 3 2 2 . q of a e.g., 12  3 and 12  2  4 . By convention 0  0. More
formally we have the following:
 4 nLEMMA 1.4. If a is an arbitrary collection of non-negatie inte-M M
gers, Aa tM , and Aq  aq tM then A is a ring if and only if Aq  isM M
a ring for all primes q. Furthermore A Aq .
q    Ž  .Note that A is the set of all elements x of  t , . . . , t or of  S1 n
such that dx A for some integer d relatively prime to q.
2. EXAMPLES IF n 1
Ž .The possibilities for conditions 1.3. are already quite rich for n 1,
 4 Ž .in which case S	. For example the sequence a with a  1 is ai i 0
Ž . isolution to 1.3.3 if a  a for i 1, or if a  d for some integer d,i1 i i
and any two solution sequences can be multiplied together termwise to
Žyield another solution. Since the index is in  it seems more natural to
.write a instead of a . Without loss of generality we can assume thati M
Ž 4. Ž .GCD i  i S  1 i.e., all sufficiently large integers are in S . Suppose
in addition that a  1 for some i S , i 1. This is the case that arosei
 first in 12 and will hopefully lead to more tractable examples. Let
Ž 4.  dGCD i S  a  1 . We observed in 12 that eventually the se-i
 4quence a becomes periodic mod d. Furthermore the resulting stabiliza-i
Ž .tion sequence also satisfies the conditions 1.3. . Hence it is of interest to
 4 Ž .consider sequences a  a   which satisfy 1.3. and are periodici i  i
mod d; i.e., a  a for all i. Here S. By the discussion of theid i
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Ž .preceding paragraph we can replace a by the exponent e  0 to whichi i
Ž .some prime q appears in a . Then 1.3.3 becomesi
e  e  e i , j d, the sum i j also taken in d . 2.1Ž . Ž .i j i j
Ž .The conditions e  0, which we also want, are a consequence of 2.1 . Fori
Ž . Ž .2.1 implies e  d 1 e , which is obviously impossible if e  0Žd1. i i i
Ž . Ž .since d 1 i i in d, where the subscripts live . We have e  0,0
Ž .and if i, j, or i j is equal to 0 the inequalities 2.1 are trivially satisfied.
Ž .Hence we need consider only those inequalities 2.1 in which none of i, j,
Ž . d1or i j is equal to 0. The solutions to 2.1 in  form a cone C and 0 d
we are interested in the integer points in this cone.
Ž .EXAMPLES 2.2. i If d 2 then we have only e which can be arbi-1
trary, since there are no conditions in this case.
Ž .ii If d 3 then we have only e and e with inequalities e  2 e1 2 2 1
and e  2 e . Thus e can be an arbitrary non-negative integer and e can1 2 1 2
be any integer satisfying e 2 e  2 e .1 2 1
Ž .iii Now consider d 4. Here the inequalities are
e  2 e2 1
e  e  e3 1 2
e  e  e1 2 3
e  2 e .2 3
Ž . ŽThe solutions to these inequalities are the points a, c, b c, a c2,
Ž . .Max a c, c2  b a c .
Geometric representations of C become increasingly difficult as dd
Žincreases. One of the standard ways of representing a finitely generated
. d1 rational cone in  , such as C , is as the non-negative span  r   0 d i i i
4 d1  of a finite set of elements r  called rays 19, Theorem 1.2, 0 i  0
p. 30 . The r are unique up to positive rational multiple if chosen to bei
irredundant, and can be taken to have integer coefficients that have no
common factor. One can then intersect C with a hyperplane in  d1, sayd
ˆ d2e  e  e  1. This yields a polytope C in  , so visualiza-1 2 d1 d
tion becomes possible for larger d. The rays intersect the hyperplane in
ˆthe vertices of C .d
If d 4 it follows from the discussion above that there are four rays
ˆŽ 4  4  4  4.1, 2, 1 , 3, 2, 1 , 1, 2, 3 , 1, 0, 1 . The cross-section C of C by the plane4 4
e  e  e  1 is thus the kite-shaped shaded region, illustrated in Fig. 11 2 3
Ž .using barycentric co-ordinates e , e , e .1 2 3
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FIGURE 1
ˆIf d 5 there are eight rays, and the cross-section C is a polytope in5
3. It is two tents placed base to base, rotated 90 , as illustrated in Fig. 2.
In the figure, visible edges are solid and hidden edges are dashed. The
common base of the tents is a square, and the two sides of each tent are
equilateral trapezoids with the top edge two-thirds of the length at the
base. The triangular ends of the tent are isosceles, with the angle at the
peak approximately 84. The four trapezoidal faces are congruent and the
four triangular faces are congruent.
Even d 5 is beyond convenient hand calculation. We found the rays
using several of the computer programs mentioned below.
 i4 LEMMA 2.3. The algebra A  a t has the following presentationi i1
as a -algebra: Let u be indeterminates oer  and map u to a t i. Theni i i
 4  Ž Ž . 4 .A  u  u u  a a a u . If a  1 and the se-i i1 i j i j ij ij i1, j1 d
 4quence a is periodic of period d then A has generators u , andi i 1 i d
 Ž .  4 ² :relations u u  a a a u u , where i j denotesi j i j ² ij: d ² ij: 1 i d, 1 j d
 the representatie of i j mod d in the interal 1, d and   0 if i j dd
and   1 if i j d.d
FIGURE 2
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We believe that rings corresponding to different points in C ared
non-isomorphic. One example of this will be illustrated here, using the
presentation in Lemma 2.3. Take the prime q to be 2, and let A  2 t,
2 d1 d  Ž .  22 t , . . . , 2 t , t corresponding to 1, 1, . . . , 1  C , and B  4 t, 4 t ,d
d1 d  Ž . Ž .. . . , 4 t , t corresponding to 2, 2, . . . , 2  C . If A B as rings thend
A4 A B4B. From the presentation above it is easily seen that the nil
Ž . Ž . Žradicals nil A4 A and nil B4B are both generated by the canonical
. Ž .2 Ž .2images of u , . . . , u and that nil B4B  0 but nil A4 A  01 d1
which is a contradiction. Therefore A B.
Ž .Let us now establish some facts about the inequalities 2.1 .
Ž .LEMMA 2.4. The system 2.1 is equialent to the inequalities
e  e  e , i , j d, none of i , j, i j equal to 0 .Ž .i j i j
dŽ . Ž . There are  d 1 2 such inequalities, none of which can be omitted.2
dŽ .  Proof. There are ways of choosing i, j from 1, . . . , d 1 with2
Ž . repetition allowed. d 1 2 is the number of these choices whose sum
is d, and hence are no longer needed. To see that none of the remaining
inequalities can be omitted note that e  3, e  1, e  1, e  2 fori j i j k
k i, j, i j satisfies all inequalities except e  e  e , so the latteri j i j
Ž .cannot be omitted. In this argument i j is allowed.
Remark 2.5. There are several computer programs which will find the
 rays starting from the hyperplanes in Lemma 2.4 2, 4, 6 . We explored the
Ž .cones C 4 d 13 with some of these programs, working mostly withd
  Ž .6 which is the first one that we found out about . The cones are quite
complicated. Detailed observations will appear elsewhere. Here we will
content ourselves with Table 2.6, which lists the number of hyperplanes as
determined by Lemma 2.4 and the number of rays, as determined by the
computer programs:
3. CLOSURE OPERATIONS ON RINGS AND MONOIDS
We would like to determine the seminormalization A and weak nor-
	  malization A of the monomial subring A in  t , . . . , t . In this section1 n
we begin the discussion of A and 	A, and review the corresponding
˜  properties of the integral closure A of A in  t , . . . , t .1 n 	  Basic references for A and A are 16, 18 respectively. These concepts
are also reviewed and adapted to the graded case in some of our earlier
  papers, for example 12, 11 . The ring A is obtained from A as a filtered
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TABLE 2.6
d Hyperplanes Rays
4 4 4
5 8 8
6 12 11
7 18 30
8 24 47
9 32 122
10 40 225
11 50 812
12 60 1628
13 72 7005
  2 3union of extensions A 	 A  A x , where x , x  A . From thisi1 i i1 i i i i1
 Žit is clear that A is contained in the field of fractions of A and hence is
. 	the ‘‘absolute’’ seminormalization . Similarly A is obtained by extensions
  qiof the form A 	 A  A x , where q x , x  A for some primei1 i i1 i i i i i1
Ž . 	number q . So long as 	 A as is the case here it follows that A is alsoi
contained in the quotient field of A, and is the ‘‘absolute’’ weak normal-
Ž  	ization. If A A then A is called seminormal, and if A A then A is
.called weakly normal.
Integral closure requires a little more care. The field of fractions K of
 A is equal to the field of fractions of  S , since the coefficients can be
 inverted in K , and also equal to the field of fractions of  S . The
Žabelian group S is free of rank m n, and possibly after a change of
. Ž .variables has a basis of the form f  b e 1 im, b  , wherei i i i
Ž . Ž .e  0, 0, . . . , 1, 0, . . . , 0 1 in the ith place, 0 elsewhere is a standardi
n b i  basis vector of  . If we set u  t then A	  u , . . . , u and the fieldi i 1 m
 of fractions of A is equal to the field of fractions of  u , . . . , u . The1 m
 integral closure of A in  t , . . . , t is equal to the integral closure of A in1 n
      u , . . . , u . If we wished we could replace  t , . . . , t by  u , . . . , u ,1 m 1 n 1 m
but will not do so unless it changes the statements of our theorems, or
their proofs. We will work most of the time regarding A as a subring
 of the original polynomial ring  t , . . . , t and will denote the integral1 n
˜   closure of A in  t , . . . , t by A. Depending on the choice of  t , . . . , t ,1 n 1 n
˜ ŽA might or might not be the ordinary integral closure A of A i.e., the
.integral closure of A in its field of fractions .
     ŽBy 11, 2.5 , respectively 11, 2.7; 12, 4.1 , we have that A respectively
	 .A is graded and can be obtained by successive adjunction of terms. More
precisely we have the following:
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LEMMA 3.1. Grade A by n. Then
˜ nŽ .   Ža The integral closure A of A in  t , . . . , t is  -graded in a1 n
.manner compatible with the grading on A . More generally, if R	 S is any
inclusion of n-graded rings, then the integral closure of R in S is n-graded.
Ž .  n Žb A is also graded by  in a manner compatible with the grading
. on A . Gien any homogeneous element s of A there is a finite sequence
of extensions A A 	 A 	 A 	  	 A such that s A and A0 1 2 r r i1
  Ž . 2 3 Ž A x where x is homogeneous i.e., a term with x , x  A 0 ii i i i i i
.r 1 .
Ž . 	 n Žc A is also graded by  in a manner compatible with the grading
. 	on A . Gien any homogeneous element s of A there is a finite sequence of
extensions A A 	 A 	 A 	  	 A such that s A and A 0 1 2 r r i1
  Ž . 2 3A x where x is homogeneous i.e., a term with either x , x  A ori i i i i i
p i Ž . Ž .p x , x  A p a prime 0 i r 1 .i i i i
Ž . nProof. Part a can be seen as follows: for any  -graded ring R define
  Ž . m1 m2 m na homomorphism  : R R t , . . . , t by  x  xt t  t , if x is of1 n 1 2 n
Ž .degree m , . . . , m . Extend by linearity to all of R. Then we have a1 n
commutative diagram

R S
 R S
    R t , . . . , t S t , . . . , t1 n 1 n
Ž .   If f S is integral over R then  f is integral over R t , . . . , t . By 3,S 1 n
 Ž .Proposition 12, p. 18 the coefficients of  f are integral over R. ButS
these are the homogeneous components of f. From this it follows that the
n Ž  integral closure of R in S is  -graded. This argument is from 3, p. 30 ,
.which does only the n 1 case.
Ž . Ž .  Parts b and c follow from the proofs of 11, 2.5, 2.7 , respectively.
 THEOREM 3.2. Let A be a monomial subring of  t , . . . , t and let1 n
M  T a t   t , . . . , t be a term. ThenM 1 n
˜ rŽ .a T A if and only if T  A for some r 0.
Ž .  rb T A if and only if T  A for all r
 0.
Ž . 	  c T A if and only if there is an integer-alued polynomial f x
Ž . Ž . rsuch that f 0  1 and f r T  A for r
 0.
Ž .Proof. a This is easy if a  1 but turned out to be more difficultM
than expected for general a ! The ‘‘if’’ direction is obvious so we proveM
 m i4 M Žjust the ‘‘only if’’ part. Let A  a t and T at a, a  , M,i i
n .˜m  , T A . We wish to show that there is an r such thati
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r Ž M . r MT  at  A. Since at is integral over A, there exist d and
Ž M .d Ž M .d1 Ž M .d2 Ž .db  A such that at  b at  b at   1 b  0.i 1 2 d
Now A is an n-graded ring. Taking the dMth component of both sides
Ž M .d Ž M .Ž M .d1 Ž 2M .Ž M .d2of the equation, we have at   t at   t at1 2
Ž .dŽ d M . iM  1  t  0, with   ,  t  A for j 1, . . . , d. Com-d i i
puting the coefficient of t d M , we have ad  ad1  ad2 1 2
Ž .d Ž . Ž . d d1 d2 Ž .d1   0 in  . Let f x  x   x   x   1  , xd 1 2 d
Ž . Ž . Ž .Ž d1 d2an indeterminate. Since f a  0, we have f x  x a x   x1
d3 Ž .d1 . x   1  . Expanding and equating coefficients we2 d1
find that   a  ,   a   for i 2, . . . , d 1, and  1 1 i i1 i d
a .d1
Ž 4. Ž r i4. rLet r LCM 1, 2, . . . , d . We claim that GCD   a . For anyi
Ž . Ž i 4.prime number p and x , let 	 x max i  p divides x . To provep
ŽŽ . Ž .4. Ž .our claim it suffices to show that min ri 	   r	 a for all primesp i p
p. There are d cases to consider:
Ž . Ž .Case 1. 	   	 ap 1 p
Ž . Ž . Ž .Case j. j  2, . . . , d  1 	   k	 a , k  1, . . . , j  1, andp k p
Ž . Ž .	   j	 ap j p
Ž . Ž .Case d. 	   k	 a , k 1, . . . , d 1p k p
ŽŽ . Ž .4. Ž . Ž . Ž Ž .In case 1, min ri 	   r	   r	 a   r min 	 a ,p i p 1 p 1 p
Ž .. Ž . Ž . Ž . Ž . Ž . Ž	   r	 a . In case j, 	 a  	 a  	   	 a  jp 1 p p j1 p p j1 p
. Ž . Ž .1 	 a  j	 a . Thereforep p
min ri 	   rj 	   rj 	 a  Ž . Ž . Ž . Ž . Ž . 4 Ž .Ž .p i p j p j1 j
 rj min j	 a , 	 Ž . Ž . Ž .Ž .p p j
 rj j	 a  r	 a .Ž . Ž . Ž .Ž .p p
Finally in case d,
min ri 	   rd 	   rd 	 aŽ . Ž . Ž . Ž . Ž . Ž . 4Ž .p i p d p d1
 rd 	 a  	 Ž . Ž . Ž .Ž .p p d1
 rd 	 a  d 1 	 aŽ . Ž . Ž . Ž .Ž .p p
 rd d	 a  r	 a .Ž . Ž . Ž .Ž .p p
This completes the proof of the claim.
Ž r i4. r d r i rSince GCD   a , we can find 
   such that Ý 
   a .i i i1 i i
iM r Ž M . r d Ž iM . r iBut since  t  A, we have T  at Ý 
  t  A.i i1 i i
Ž .b First we prove the following preliminary lemma:
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 LEMMA 3.3. Let A be a monomial subring of  t , . . . , t and let x be a1 1 n
    2 3term of  t , . . . , t . If A  A x with x , x  A and T is a term in A1 n 2 1 1 2
then T 2, T 3 A .1
Proof. Let T a bx with a, b A . The result is trivially true if1
Ž .2 Ž .3a 0 so assume that a 0. Clearly, bx , bx  A . We may take1
 a  y with   and y a monomial in  t , . . . , t . In order for T to1 n
Ž .be a term, we must have bx  y with  . Let dGCD ,  , so
Ž . Ž .that T d    y with GCD  ,   1. We are given that d y,1 1 1 1 1
Ž .2 Ž .3 2d y , d y  A . Since  and  are relatively prime, so are  ,1 1 1 1 1 1
2 and 3, 3, and therefore there exist p , q , p , q   such that1 1 1 2 2 3 3
2 2 3 3 Ž .2 Ž .2p   q   1 and p   q   1. But then dy  p d y 2 1 2 1 3 1 3 1 2 1
Ž .2 Ž .3 Ž .3 Ž .3q d y  A and dy  p d y  q d y  A and hence2 1 1 3 1 3 1 1
2 3T , T  A .1
Ž .Now we complete the proof of Theorem 3.2 b . Let A A 	 A 	 0 1
	 A be a sequence of elementary extensions by terms, as in Lemmad
Ž .3.1 b and let T be a term of A . Then repeatedly applying Lemma 3.3 wed
find that T 2
d
, T 3
d  A  A. Since 2 d and 3d are relatively prime, all0
Ž Ž d .Ž d ..sufficiently large r in fact, all r 2  1 3  1 can be written as a
Ž . d d rnon-negative integer linear combination of 2 and 3 and hence T  A
Ž .for all r
 0. This implies the ‘‘only if’’ part of b . The ‘‘if’’ part is obvious,
Ž .so Theorem 3.1 b follows.
Ž .     	c By 14, 6.10 the term T  t , . . . , t lies in A if and only if T1 n
has a system of subintegrality, i.e., if and only if there exists an inte-
  mger p 0, and elements x , . . . , x   t , . . . , t such that T 1 p 1 n
p m m i M MŽ .Ý x T  A for m
 0. If T c t , where t is a monomiali1 i Mi
  mMof  t , . . . , t , then by looking in the t component we can assume1 n
iM Ž . 	that x   t    . The condition that T be an element of A isi i i
Ž .then equivalent to the existence of integers  1 i p such thati
p m mŽ Ž .. Ž . Ž .Ý  T  A for all sufficiently large m   1 . Then take f mi0 i 0i
p mŽ . Ž .Ý  . All integer-valued polynomials f m are of this form, so thei0 i i
Ž .proof of Theorem 3.2 c is complete.
Recall the observation in Lemma 1.4 that for any monomial subring A
  q of  t , . . . , t we have A A , the intersection taken over all primes1 n
q. This is used repeatedly in the following corollary of Theorem 3.2.
 COROLLARY 3.4. Let A be a monomial subring of  t , . . . , t . Then1 n
q  q Ž .a AA and A is normal if and only if all of the A are. We
q ˜  also hae AA and A is integrally closed in  t , . . . , t if and only if1 n
q  q  q  q  q ˜all of the A are. Furthermore A  A and A  A .
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Ž .  ŽŽ q .. q b A A and A is seminormal if and only if all the A
Ž .q  Ž q .are. Furthermore A  A for all primes q.
Ž . 	 Ž	 Ž q ..c A A and A is weakly normal if and only if all of the
q  Ž	 .q  	 Ž q .A are. Furthermore A  A for all primes q.
Proof. The proofs are quite straightforward, using Lemma 1.4 and the
Ž .appropriate part of Theorem 3.2. We leave the proof of a to the reader.
Ž . Ž .We prove only c in detail. The proof of b is similar by taking f all to beq
Ž .1. Now we prove c .
q  	 	 Ž q .We have A	 A for all primes q, so A	 A for all q, and
	 Ž	 Ž q .. Ž	 Ž q .. Ž .A	 A . Conversely suppose that T A T a term .
Ž .  Then for all q, there are integer-valued polynomials f x  x andq
Ž . r q integers N , such that f r T  A for rN . Now, in fact, for allq q q
but finitely many q, T Aq , so for these q, we can take f  1 andq
Ž . Ž .N  1 without loss of generality. Letting f x  f x and Nq q
Ž 4. Ž .max N , we clearly have that f x is an integer-valued polynomial inq
  Ž . Ž . r q  x with f 0  1 and for all q, f r T  A for rN. Therefore
Ž . r Ž q . 	 Ž .f r T  A  A and hence T A by Theorem 3.2 c and so
Ž	 Ž q .. 	 A 	 A.
q  	 Ž	 Ž q .. Ž q .If A is weakly normal for all q, then A A  A  A,
so A is weakly normal. Now suppose that A is weakly normal. For a fixed
	 Ž  p . Ž .prime p, given T A , there is an integer-valued polynomial f x 
  Ž . Ž . r  p  x with f 0  1 such that f r T  A for all r
 0. There is a d
relatively prime to p such that dT A p
  for all p  p. We therefore
Ž .Ž . r Ž q . 	have f r dT  A  A, so dT A A. But the fact that d is
 p  	 Ž  p .  p   p relatively prime to p implies that T A ; hence A  A and A
is weakly normal.
q  Ž	 .q The final assertion is proved as follows: we have A 	 A , and by
Ž	 .q  	 Ž q . Ž	 .q the above A is weakly normal. Therefore A 	 A . On the
other hand we have
Ž . Ž	 .q 
 T A if and only if there exists d relatively prime to
q so that dT	A if and only if there is an integer-valued polynomial f
Ž . Ž .Ž . rwith f 0  1 and d relatively prime to q such that f r dT  A for
r
 0.
Also we have
Ž . 	 Ž q . T A if and only if there is an integer-valued polynomial
Ž . Ž . r q g with g 0  1 so that g r T  A for r
 0 if and only if for each
Ž . rr
 0 there exists d  relatively prime to q such that d g r T  A.r r
r Ž .Setting d  d and g f we see that condition 
 implies conditionr
	 	q  q Ž . Ž . Ž . , so A 	 A .
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 If all the coefficients a are 1, then A is the monoid ring  S andM
from Theorem 3.2 we recover known properties of monoid rings. First
recall the following definitions:
DEFINITION 3.5. If T is a submonoid of n then we will denote the
Ž  4.normalization of T i.e., M T mM T for some m  by T. Let
˜ n n 4T M  mM T for some m  . If T is any subset of  we
Ž .will denote by C T the cone of T, i.e., the set of all linear combinations
 M with   0 real, M  T.i i i i
DEFINITION 3.6. Let T be a submonoid of n. Then the seminormal-
  4 Ž ization of T is T M T mM T for all m, m
 0  M
n 4. Ž mM T for all m, m
 0 . The latter equality holds because if
Ž . .mM T, m 1 M T, then M T.
  ŽDefinition 3.5 is well known; for example, it occurs in 7, p. 151 there
.called ‘‘integral closure’’ . Definition 3.6 is perhaps less well known, but we
 found it in several places in the literature, for example, 10, Definition 2.1 .
 Both definitions also occur in 17, Sect. 4 . Note that the ‘‘weak normaliza-
tion’’ of a monoid is the same as the seminormalization as we will see in
Ž .Theorem 3.8 b below.
n˜ Ž . Ž .Remark 3.7. TC T 
  and TC T 
 T.
Ž .  THEOREM 3.8. a The integral closure of  T in its total ring of fractions
˜       is  T and the integral closure of  T in  t , . . . , t is  T .1 n
Ž .   Žb The seminormalization and weak normalization of  T in its total
   .  ring of fractions or in  T or in  t , . . . , t are all equal to  T .1 n
Ž . Ž . Ž .Proof. a This follows from Lemma 3.1 a and Theorem 3.2 a .
Ž . Ž . Ž .b This follows from Lemma 3.1 b, c and Theorem 3.2 b, c . In
Ž . Ž .Theorem 3.2 c we can take f r  1, and the condition for a term T to be
	 A is the same as to be in A.
Ž .   Ž .Theorem 3.8 a can be found in 7, Corollary 12.11 and Theorem 3.8 b
 follows from 1, Corollary 6.2 .
 DEFINITION 3.9. Let A	  t , . . . , t be a monomial subring with1 n
n Ž . Ž 4.support S . If M we define the ray of M to be R M C M

S .
Ž . n Ž . Ž .Now R M is a submonoid of  . Obviously R M R xM for any
Ž .positive integer x, and R M is the set of all non-negative integer
n  Ž .   U Žmultiples of some element U of  , so  R M   u , where u t U
Ž .  Ž . .will be 0 and u will be 1 if MC S , in which case  R M   .
 DEFINITION 3.10. Let A be a monomial subring of  t , . . . , t . With1 n
Ž .  Ž .notation as above, define A M 	  R M to be the subring generated by
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 iU4 Ž Ž .a t . Note that A M is a diagonal subring of A in the language ofiU i
    .5 or a straight-line subalgebra in the language of 15 .
Ž . Ž .Examples of R M and A M are given in Section 5.
˜  	Theorem 3.2 says that A, A, and A can be computed raywise:
 THEOREM 3.11. Let A be a monomial subring of  t , . . . , t and let1 n
˜   Ž .Ž . Ž Ž .. Ž .Ž . Ž Ž ..M be a monomial. Then A M  A M , A M  A M , and
Ž	 .Ž . 	 Ž Ž ..A M  A M .
In some sense this reduces the calculation of A and 	A to the case
 n 1, which was studied in 12 . However, the rays are difficult to deal
with, and are not independent of each other, in the sense that adding
Ž .elements to A M may change A elsewhere.
˜Remark 3.7 gives the monoid T a simple geometric description. In the
next section we will give a similar geometric description of T.
4. GEOMETRIC INTERPRETATION OF SEMINORMALIZATION
AND WEAK NORMALIZATION
Ž .In this section we first describe in Theorem 4.3 a geometric interpreta-
tion of the seminormalization of a finitely generated submonoid of n. We
use this to give a more geometric interpretation of seminormalization and
weak normalization of our monomial subring A in the case where the
cone of 1’s is finitely generated and equal to the cone of the support
Ž .Theorems 4.10 and 4.11 . We conclude the section with a discussion of the
seminormalization of submonoids of n that are not finitely generated.
Examples are given in the next section.
First we review some properties of monoids. A convenient reference is
 17 . First we recall the following definition:
  Ž . DEFINITION 4.1 17, p. 225 . Let S be a monoid. Then Int S  x
4S  for all y S we can find n with nx y z, z S .
Note that Swan’s monoids are written multiplicatively, whereas ours are
Ž .additive. In the finitely generated case Int S is just S
  where˚
Ž .C S and  denotes the relative interior of the cone  .˚
Ž . Ž .Parts a and b of the following lemma are standard facts about
Ž .  monoids, and c is a finitely generated version of a result of Gubeladze 8 .
Ž . nLEMMA 4.2. a Let T be a finitely generated submonoid of  and
Ž . Ž .C T . Suppose that  is a d-dimensional face of  . Then C T
   
Ž Ž . .which implies that  T
  is of rank d .
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Ž . n Ž .b Let T be a finitely generated submonoid of  and C T .
Suppose that T is of rank n. Then the submonoid T is also finitely
generated.
Ž .c If S is a cancellatie, torsion free, seminormal, finitely generated
Ž .  4monoid, then Int S  0 is normal.
Ž .Proof. a This follows from the observation that  is spanned by
elements of T.
Ž .  b This is 17, Corollary 4.3 . It also follows from Corollary 4.8
Ž .below the proof of which is independent of the present discussion .
Ž .  c This is 17, Lemma 6.5 .
Ž .The hypotheses in Lemma 4.2 c that S be cancellative, torsion free,
and finitely generated are equivalent to S being a finitely generated
submonoid of n for some n.
We now have:
THEOREM 4.3. Let T be a finitely generated submonoid of n. Then
 Ž Ž ..  Ž .T  T
  
  , where  ranges oer all faces of C T .˚
 ŽŽ . .Proof. Obviously we have T T 
  as  ranges over all˚
Ž . Ž . Ž . Žfaces of C T . But T 
  T
  by Definition 3.6, and Int T

. Ž . Ž . Ž  T 
  by Lemma 4.2 a and the remarks on Int after Definition˚
. ŽŽ . .  4 Ž .4.1 . Hence T 
   0 is normal by Lemma 4.2 c . By Remark 3.7˚
ŽŽ . .  4 Ž Ž . .  4we have T 
   0   T
  
   0 . The latter equals˚ ˚
Ž . .  4 ŽŽ . . Ž Ž .. T
  
   0 so T 
    T
  
  , completing the˚ ˚ ˚
proof.
We now have:
Remark 4.4. All finitely generated rank n seminormal submonoids of
n can be constructed in the following manner: start with a finitely
generated rational cone C of dimension n. If  is a d-dimensional face of
C then the linear subspace of  n spanned by  intersects the lattice n in
Ž .a free abelian group F  of rank d. If  	  there is an obvious1 2
Ž . Ž .inclusion F  	 F  . Define our monoid S as follows: for all faces 1 2
Ž . Ž .choose a rank d subgroup G  	 F  , subject to the compatibility
Ž . Ž . Ž .conditions that if  	  then G  	G  
 F  . Then take S
 ˚1 2 1 2 1
Ž . Žto be G  
  . The proposed monoid S is closed under addition hence˚
.really is a monoid since the monoid elements on each subface are fewer
than ‘‘expected,’’ and S is seminormal by Theorem 4.3.
As the first step in a global approach we introduce:
 DEFINITION 4.5. Let A be a monomial subring of  t , . . . , t . Then we1 n
 M 4define the ‘‘monoid of ones’’ O to be M S  t  A . For each prime q
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 Mwe also define the monoid O to be M S  xt  A for some x q 
4such that q x .
Note that O  O q .q A
EXAMPLE 4.6. Let S be the first quadrant with the t -axis omitted; i.e.,1
Ž . 2 4 Ž . 4S x, y   0 x, 0 y . Let O x, y  0 x, y x and O q
Ž . Ž .4x, y  0 x, y x q 1 for each prime number q. Define the ring A
Ž . Žby taking a to be the product of all q such that x, y  O so that OŽ x, y . q q
.as defined above really ends up as the O associated to A . Then allq
primes q occur as factors of the coefficients of A and none of the Aq  is a
finitely generated -algebra. This example shows that some sort of finite-
ness assumption is desirable.
Ž . Ž .We have O	 O for all q and OO . Obviously C O 	C O 	q q q
Ž . Ž . Ž .C S . In this section we will assume for simplicity that C O C S ,
Ž .and furthermore that C S is a finitely generated rational cone. These
assumptions simplify things quite a lot. For example A will then be a
finitely generated -algebra.
 THEOREM 4.7. Let A	  t , . . . , t be a monomial subring with support1 n
Ž . Ž .S . Suppose that C S C O is a finitely generated rational cone of
Ž  .dimension n  n . Then A is a finitely generated -algebra.
Ž .  4Proof. Suppose that C S is spanned by v , . . . , v . For each n-ele-1 m
 4ment linearly independent subset P of v , . . . , v let A be the subring1 m P
of A generated by all the terms x t M such that MP. By Caratheodory’s´M
  Ž .theorem 19, p. 46 every element of C S lies in the cone spanned by n
 4linearly independent vectors in v , . . . , v . Thus the union of the genera-1 m
tors of the A generates A, so it suffices to consider the case whereP
Ž .C S is spanned by n linearly independent vectors. Furthermore by a
Ž . Ž . nchange of co-ordinates we can assume that C O C S  and 0
n Ž .S  . Now the standard basis vectors e are in C O . Hence therei
d i Ž .exists d   so that d e  O, and t  A 1  i  n . Thusi i i i
 d1 d n   B  t , . . . , t 	 A.Clearly  t , . . . , t is a finitely generated B mod-1 n 1 n
 ule, and A is a B-submodule of  t , . . . , t . Since B is Noetherian, A is a1 n
finitely generated B-module. The B-module generators of A, together
 d i4with t , generate A as a -algebra, completing the proof of1 i n
Theorem 4.7.
In the special case where all the coefficients are 1 we recover the
Ž following well-known result which, for example, is immediate from 17,
.Theorem 4.2 :
n Ž .COROLLARY 4.8. Let S be a submonoid of  such that C S is a
finitely generated rational cone. Then S is a finitely generated monoid.
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 Proof. By Theorem 4.7,  S is a finitely generated -algebra. Hence
S is a finitely generated monoid.
 THEOREM 4.9. Let A be a monomial subring of  t , . . . , t such that1 n
˜ ˜Ž . Ž .    C O C S . Then A  S and A  S .
 4 Ž .Proof. First we check that for each M S 0 the ray R M inter-
Ž . Ž .sects O non-trivially. Since C S C O there are elements M , . . . , M1 r
 O and non-negative rational numbers s such that MÝr s M .i i1 i i
Ž .  Ž .Clearing denominators yields an element of R M 
 O. Now  R M 
  n Ž .    u and u  A M for some n. Therefore  R M is integral over
˜ ˜ ˜Ž . Ž .     A M , i.e., A M   R M , and by Theorem 3.11, A  S . We can
˜ show that A  S by changing variables so that A A, or equivalently
by working in the sublattice  S .
 THEOREM 4.10. Let A be a monomial subring of  t , . . . , t such that1 n
Ž . Ž .  C O C S . Then A is obtained as follows: at each element M of O
take the coefficient a of t M to be 1, and if MS , MO take theM
coefficient a to tM to be the product of all primes q such that MO .M q
Proof. By O , respectively O , we mean the seminormalization of O,q
respectively O , as defined in Definition 3.6. As in the proof of Theoremq
Ž .  4.9 each ray R M intersects O	 O	 O . Theorem 4.10 now followsq
  Žfrom Theorem 3.11 and the one-dimensional case 12, 3.5, 4.2 . In particu-
lar, the product of primes that we have to form in the construction of A
.is finite.
We might also remark that we can construct a seminormal subring of
    t , . . . , t by choosing the monoids S and O arbitrarily as in Remark1 n q
4.4 subject to the conditions O 	S and that for given MS we haveq
MO for only finitely many q. Next we globalize the weak normaliza-q
tion construction:
 THEOREM 4.11. Let A be a monomial subring of  t , . . . , t such that1 n
Ž . Ž . 	C O C S . Then the weak normalization A of A is obtained from the
following construction: first form A as in Theorem 4.10. Let  be a
Ž . Ž . Ž .d-dimensional face of C S . For each prime q define G  to be  S
 
Ž . Ž . Ž . Ž .and H  to be  O 
  . As in Lemma 4.3 a and Remark 4.4, G  isq q
n Ž . Ž .a rank d subgroup of  and H  is a rank d subgroup of G  . We canq
Ž . Žchoose a basis of G  so that under the co-ordinate isomorphism induced
. Ž . Ž . Ž .by this basis G       d times and H   c  c q 1 2
 Ž . ai  c . Then define H   c  c   c , where c  q c˜ ˜ ˜ ˜d q 1 2 d i i
Ž . Žwith GCD q, c  1. This construction is independent of the choice of basisi˜
 Ž . Ž .since H  is the set of elements of G  which when multiplied by someq
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Ž . . 		  power of q lie in H  . Now define a subring A of  t , . . . , t by takingq 1 n
 Ž .  Ž .coefficient 1 if MH  
  and coefficient q if M S
 G  
˚ ˚q
 Ž . , but MH  
  and then multiplying oer the arious q. We claim that˚ ˚q
		A	A.
Proof. In the proof of Theorem 4.9 we observed that each ray meets O
Ž .hence O . On each ray the coefficient sequence 1 q q q q q  q 1 ofq
 Ž r Ž . .A which has period cq , with GCD q, c  1 has been replaced by 1 q
q  q 1 with period c so in each ray we have the weak normalization as
 obtained in 12, 4.2 . The result now follows by Theorem 3.11.
Remark 4.12. It might be helpful now to look back at the one-dimen-
sional case and compare with Theorems 4.10 and 4.11. Let Aa t i,i
 with a  1 for some d. Then in 12 we observed that if i
 0 thed
sequence becomes periodic mod d, and if we extend back to 0 periodically
i Ž . we get a ring Bb t with b  a for i
 0 . Then A is obtained byi i i
 .replacing each coefficient b by its ‘‘radical’’; i.e., the interval 0, d is ai
‘‘fundamental region’’ whose translates cover  without overlap. In the 0
Ž Ž . Ž ..case where n 1 with C O C S there is no fundamental region for
Ž . Ž Ž .C S except in the trivial ‘‘simplicial cone’’ case where C S is spanned
.by n linearly independent vectors . However, S is a free abelian group
Ž .of rank m n and its fundamental regions do cover C S , normally
Žsticking out of the sides. Alternatively we could take a different funda-
Ž . Ž .mental region for C S in each simplicial cone of a covering of C S by
. Ž .simplicial cones, and not have anything stick out. In the interior of C S ,
A will eventually have periodic coefficients, and the coefficients can be
extended back to zero periodically as in the one-dimensional case. Then
Theorems 4.10 and 4.11 say that the coefficients of A and 	A in the
Ž .interior of C S are computed in the same way as with n 1. One
Ž .repeats the process on the faces of C S . The case n 1 is thus seen to
be deceptively simple. There the only proper face is 0, which does not have
to be considered separately, and there is a fundamental region, so the
concept of periodicity is more transparent.
Our original proof of Theorem 4.3 used the fact that the conductor of a
finitely generated submonoid of n in its normalization is non-zero. The
present proof does not use this, but conductors are still of interest when
studying submonoids of n, so we discuss them briefly.
 4DEFINITION 4.13. Let T 	 T be monoids. Then f T  f T 	 T1 2 2 2 1
is called the conductor of T in T .1 2
It is immediate from the definition that the conductor of T in T is1 2
actually contained in T and that if the conductor is non-empty then T1 1
Žand T have the same quotient group. Furthermore the conductor in the2
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.    usual ring-theoretic sense of  T in  T is the abelian subgroup of1 2
  T generated by the conductor of T in T . The conductor is particu-1 1 2
Žlarly interesting in the case where T is finitely generated and T  T in1 2 1
which case the conductor is non-empty because the corresponding conduc-
.tor of monoid rings is non-empty . An example of the conductor is given in
Ž .the next section Theorem 5.2 .
If S is not finitely generated the conductor of S in its normalization
may be empty. This is illustrated by the following example.
2 Ž i .4EXAMPLE 4.14. Let S be the submonoid of  generated by 2 , 1 .i0
Then the conductor of S in S is empty.
Ž . Ž . Ž . Ž . Ž .Proof. We first note that since 1, 0  2, 1  1, 1 and 0, 1  2 1, 1
Ž . 2 Ž . Ž . 4 2, 1 , S  . We also have C S  x, y  0 y x, x, y
Ž . Ž . 4and hence S S
C S  a, b  0 b a, a, b . To prove the
Ž . Ž . Ž .claim, we must show that for all a, b  S , there are s , t , s , t 1 1 2 2
Ž . Ž . Ž . Ž Ž .S S such that a, b  s , t  s , t for then a, b is not in the1 1 2 2
n. Ž .conductor of S in S . We assert that 2  i, j  S S , for all n 2,
Ž .1 i n 1, 1 j n i. Assuming the result for now, letting s , t1 1
Ž a2 . Ž . Ž a2 . 2  a 1, 1 and s , t  2  1, b 1 concludes the proof2 2
of the claim.
We now prove the assertion in the preceding paragraph. We have
n nŽ .0 j n i 2  i, so 2  i, j  S . Since the generators of S are
Ž i . Ž n . nof the form 2 , 1 , we have 2  i, j  S if and only if 2  i can be
Ž n .written as the sum of exactly j powers of 2. To show that 2  i, j  S it
n Žwill suffice to show that 2  i cannot be written as the sum of n i or
.fewer powers of 2. If a positive integer’s base 2 representation has k 1’s, it
cannot be written as a sum of fewer than k powers of 2. But now an easy
induction on n shows that the number of 1’s in the base 2 representation
n Ž .of 2  i is greater than n i which is in turn greater than or equal to j ,
and the assertion follows.
It is also of interest that Theorem 4.3 can be generalized to arbitrary
n  submonoids of  . This is done in 8, Proposition 1.6 , even with n infinite.
 See also 9, Lemma 1.4.3 . The referee has suggested the following alterna-
tive argument which reduces the case of arbitrary submonoids of n to
Ž .Lemma 4.2 c and considerably simplifies an argument we gave in the
original version of this paper.
Ž .First of all observe that if S is arbitrary then Int S can be empty, for
example, if S is the direct sum of infinitely many copies of . However, if
S is a submonoid of n then an interior point of any maximal rank finitely
Ž .generated submonoid of S is an interior point of S so Int S is
non-empty. More generally it is straightforward to prove the following:
n Ž .LEMMA 4.15. Let S be any submonoid of  . Then Int S is the filtered
union of the interiors of the finitely generated full rank submonoids of S .
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 Now recall the following definition from 17, Sect. 5 :
Ž .DEFINITION 4.16. Let E be a submonoid of an additive monoid S .
Then E is an extremal submonoid of S if x, y S , x y E imply
x, y E.
Ž .Using the observation that Int S is non-empty for any submonoid S of
n   , the proof of 17, Lemma 5.3 goes through in the not necessarily
finitely generated case, yielding
n  Ž .4LEMMA 4.17. Let S be an arbitrary submonoid of  . Then Int E , as
E ranges oer the extremal submonoids of S , is a disjoint partition of S .
We now have
THEOREM 4.18. Let S be an arbitrary submonoid of n. Then S is
Ž .  4seminormal if and only if Int E  0 is normal for all extremal submonoids
E of S .
Ž .  4Proof. Suppose that Int E  0 is normal for all extremal sub-
Ž .monoids E of S . Let x S , with Nx, N 1 x S for some N.
Ž . Ž .Then, by Lemma 4.17, Nx Int E for a unique extremal submonoid E
of S . It follows easily from the definitions of Int and extremal that also
Ž . Ž . Ž Ž .  4. Ž .  4N 1 x Int E . Therefore x  Int E  0 , and since Int E  0
Ž .  4is normal we have x Int E  0 	 S . Therefore S is seminormal.
Conversely suppose that S is seminormal. Then so also is E for any
Ž .  4extremal submonoid E of S . By Lemma 4.15, Int E  0 is the filtered
Ž .  4 union of Int E  0 over all finitely generated full rank submonoids E
of E. The seminormalization of any such E  is finitely generated by
Ž .  4 Ž .  4Corollary 4.8 so Int E  0 is the filtered union of Int E  0 over all
finitely generated full rank seminormal submonoids E  or E. The latter
Ž . Ž .  4are normal by Lemma 4.2 c ; hence so also is Int E  0 .
Note 4.19. If T is a finitely generated submonoid of n then the
extremal submonoids of T are the submonoids T
  as  ranges over all
Ž . Ž .faces of the finitely generated rational cone C T and Int T
   T

 , so Theorem 4.18 generalizes Theorem 4.3. However, one has to be˚
careful with cones that are not finitely generated. If a cone  n is
finitely generated then a face of  can be defined as the intersection of 
with a hyperplane H n such that  H lies only on one side of H.
However, this is not the case if the cone is not finitely generated. For
Ž . 4example, let X be the unit square x, y  0 x 1, 0 y 1 with
 Ž .2 Ž .2 4  2 Žsemicircles x  1, x  1  y  12  14 , x  0, x  y 
.2 4 312  14 added at the left and right. Let 	 be the cone on
Ž . 4 3 Ž .a, 1  a X and S 
  . Let v 0, 0, 1 . Then v generates an
extremal submonoid of S but  v is not the intersection of  with any 0
hyperplane of 3.
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5. EXAMPLES
In this section we give examples of rays, seminormalization, weak
normalization, and the conductor.
 3 2 EXAMPLE 5.1. Let A  t , tu , 2 tu . Then the table of coefficients of
i j Ž . Žthe monomials t u 0 i 10, 0 j 10 in A is as follows with
1 t 0 u0 in the lower left corner, the t-axis horizontal, and the u-axis
.vertical :
0 0 0 0 0 1 4 16 1 4 16
0 0 0 0 0 2 8 32 2 8 32
0 0 0 0 1 4 16 1 4 16 1
0 0 0 0 2 8 32 2 8 32 2
0 0 0 1 4 16 1 4 16 1 4
0 0 0 2 8 32 2 8 32 2 8
0 0 1 4 16 1 4 16 1 4 16
0 0 2 8 0 2 8 0 2 8 0
0 1 4 0 1 4 0 1 4 0 1
0 2 0 0 2 0 0 2 0 0 2
1 0 0 1 0 0 1 0 0 1 0
Ž . Ž .The pattern is now apparent. The monoid S is generated by 3, 0 , 1, 2 ,
Ž .and 1, 1 and is not normal because of the 0’s in rows 0, 1, 2, 3, below the
2 ˜Ž .ray through 1, 2 . S is the entire group  so S is all the integer points
 ˜in the cone j 0, 2 i j. Thus S is equal to S , except for the omission
Žof the points on the t-axis which are not congruent to 0 mod 3. If M is one
of these omitted points and m 1 mod 3 then mM S , so these points
are not in S . This shows the need to use relative interiors in the
 .geometric description of S . There is only one prime 2, and O O is2
2 Ž . Ž . the submonoid of  generated by 3, 0 and 1, 2 . Therefore A has the
table of coefficients
0 0 0 0 0 1 2 2 1 2 2
0 0 0 0 0 2 2 2 2 2 2
0 0 0 0 1 2 2 1 2 2 1
0 0 0 0 2 2 2 2 2 2 2
0 0 0 1 2 2 1 2 2 1 2
0 0 0 2 2 2 2 2 2 2 2
0 0 1 2 2 1 2 2 1 2 2
0 0 2 2 2 2 2 2 2 2 2
0 1 2 2 1 2 2 1 2 2 1
0 2 2 2 2 2 2 2 2 2 2
1 0 0 1 0 0 1 0 0 1 0
  3 2 2 3 2 2 3 2 and A  t , tu , 2 tu, 2 t u, 2 t u, 2 t u , 2 t u .
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Ž .To find the weak normalization consider C S , q 2. The group
Ž . Ž . Ž .4 O 
  has -basis 3, 0 , 1, 2 , which after a bit of row reduction2
Ž . Ž .4 Ž . 2 Ž . Žbecomes 0, 6 , 1, 2 . A basis for the group  S
    is 0, 1 , 1,
.4 	2 . We remove the factor 2 from the 6 obtaining that O 
  is the˚2
Ž . Ž .4intersection with  of the subgroup with basis 0, 3 , 1, 2 . On the two˚
one-dimensional faces of  we already have only 0’s and 1’s so nothing
happens there. Hence the table of coefficients for 	A is
0 0 0 0 0 1 2 2 1 2 2
0 0 0 0 0 2 1 2 2 1 2
0 0 0 0 1 2 2 1 2 2 1
0 0 0 0 2 1 2 2 1 2 2
0 0 0 1 2 2 1 2 2 1 2
0 0 0 2 1 2 2 1 2 2 1
0 0 1 2 2 1 2 2 1 2 2
0 0 2 1 2 2 1 2 2 1 2
0 1 2 2 1 2 2 1 2 2 1
0 2 1 2 2 1 2 2 1 2 2
1 0 0 1 0 0 1 0 0 1 0
	  3 2 2 2 2 3 and A  t , tu , 2 tu, t u, 2 t u , 2 t u . Another way to look at what we
have done is to note that a set of representatives for the order 6 group
Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .G   S
   O 
  is 0, 0 , 1, 0 , 2, 0 , 1, 1 , 2, 1 , 3, 1 . Of2,  2
Ž . 	these, only 2, 1 is of order 2. We obtain the weak normalization A by
Ž .taking coefficient 1 for all translates of 2, 1 .
Ž . Ž .  Ž . 4  Ž .  2 If M 2, 1 then R M   2, 1   , and  R M   t u 
  2 Ž . 4 2 6 3 8 4  where   t u. Then A M   t u  8t u  t u  
 4 2 6 3  Ž Ž .. Ž .Ž . 2 4 2  t u , 8t u , A M  A M   2 t u t u   
 2 4 2   2  	 Ž Ž .. Ž	 .Ž .  2    2 t u, t u   2 ,  , and A M  A M   t u    . The
coefficient sequences for A, A, and 	A in this ray are 1 0 1 8 1 8
1, . . . , 1 2 1 2 1 2 1 . . . , and 1 1 1 1 1 . . . , respectively.
Ž . Ž . 	More generally the coefficients in the rays R M of A, for M S ,
Ž .M 1, 0 , are all either 1 1 1 1 . . . or 1 2 2 1 2 2 1 . . . . The rays of
A are all either 1 1 1 1 1 . . . , 1 2 1 2 1 2 1 . . . , 1 2 2 1 2 2 1 2 2
1 . . . , or 1 2 2 2 2 2 1 2 2 2 2 2 1 . . . . The rays of A are a bit more
complicated. If a ray does not intersect rows one or two then the coeffi-
cients are one of 1 1 1 . . . , 1 2 4 8 16 32 1 . . . , 1 4 16 1 . . . , 1 8 1 . . . ,
Ž1 16 4 1 . . . , or 1 32 16 8 4 2 1 . . . each repeating periodically and
Ž .obtained by cycling through the stable coefficients of the representatives
.of G according to the group law of G . If the ray meets rows one,2,  2, 
Ž .two, or three then the entries from these rows except for 1, 2, or 4 will be
zero and the ray will stabilize at one of those listed above. In this example,
as in the one-dimensional case, we can think of the construction of A as
‘‘extending back to 0’’ by periodicity, and then taking the radical.
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Next we determine the conductor of a submonoid S of n in its
˜normalization S , where S is generated by n 1 elements. This general-
izes the well known case of the postage stamp problem in the case n 1,
where the conductor in  of the submonoid generated by two relatively
prime integers p and q is pq p q 1. Given the difficulty of the
postage stamp problem on more than two integers we do not expect a nice
answer when S is generated by more than n 1 elements.
THEOREM 5.2. Let v , v , . . . , v be ectors in n such that any set of n1 2 n1
of them is linearly independent, let S denote the submonoid of n they
Žgenerate, let S denote its normalization in the group S generated by the
. Ž .v , and let C S , the rational polyhedral cone generated by the v . If di i i
is the order of v in n modulo the subgroup the group generated byi
v , v , . . . , v , v , . . . , v , then the conductor of the extension S	 S is1 2 i1 i1 n
n1 n1Ž . Ž . 
 S , where  Ý d v 2Ý v and  is the interior of  .˚ ˚i1 i i i1 i
Ž .Proof. Write v as a necessarily rational linear combination ofn1
v , v , . . . , v . The coefficient of v cannot be zero, since the set v , v , . . . ,1 2 n i 1 2
4v , v , . . . , v is assumed to be linearly independent. Without loss ofi1 i1 n1
generality, assume that the coefficients of v , v , . . . , v are positive and1 2 r
those of v , . . . , v negative. Clearly denominators and rewriting, wer1 n
obtain
5.2.1. m v  m v m v  m v1 1 r r r1 r1 n1 n1
Ž 4. Žwith m   and GCD m  1. We must have at least one term oni  i
Ž .each side of the equation i.e., 1 r n ; if not, v would be invertiblen1
in S , contradicting the fact that S	n. One may also assume, without
Ž .  .loss of generality, that r n 1 2 , but we will not need this. We
claim that m  d . It is clear that d m , so let 
 m d . We are giveni i i i i i i
that d v   v   v   v   v ,   .i i 1 1 i1 i1 i1 i1 n1 n1 j
Multiplying by 
 and applying the fact that any equation of lineari
dependence involving the v must be a multiple of 5.2.1, we conclude thati
Ž . Ž 4.m  
 j i . But this implies that GCD m  
 , so 
  1 andj j i j i i
m  d . We now have Ýr d v Ýn1 d v from which it follows thati i i1 i i ir1 i i
5.2.2. Ýr d v Ýn1 vi1 i i i1 i
Ž . Žand indeed   S . We must show that  
 S 	 S from which it˚
Ž . Ž .is immediate that  
 S  S	 S so  
 S is contained in˚ ˚
. Ž Ž ..the conductor and that if x S  
 S then there is an s S˚
Ž .such that x s S so that nothing else is contained in the conductor .
Ž . n1 n1Note that if a , a , . . . , a   is one solution to Ý x v  w,1 2 n1 i1 i i
Ž . Žthen all integer solutions are given by a , a , . . . , a  t d , . . . , d ,1 2 n1 1 r
. Ž Ž 4. .d , . . . ,d the fact that GCD d  1 is used here .r1 n1 i
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Ž .We will now show that  
 S 	 S . Note that any u 
 S can˚ ˚
n1 Ž .be written as uÝ 
 v with 
  1 i n 1 . We must showi1 i i i 
that we can solve
5.2.3. d v  d v Ýn1 v  uÝn1 x v , with x .1 1 r r i1 i i1 i i i
The set of all real solutions to 5.2.3 is a line parallel to the vector
Ž . Žd , . . . , d ,d , . . . ,d . Now w  d  
  1, . . . , d  
 1 r r1 n1 1 1 1 r r
. Ž1, 
  1, . . . , 
  1 and w  
  1, . . . , 
  1, d  
 r1 n1 2 1 r r1 r1
. Ž .1, . . . , d  
  1 are two rational solutions to 5.2.3, so they given1 n1
Žtwo points on the line of real solutions. Since w  w  d , . . . , d ,1 2 1 r
. Ž .d , . . . ,d , there must be an integer solution b b , . . . , br1 n1 1 n1
Žbetween them by the description of all integer solutions given in the
.previous paragraph . But since b is between w and w , we have 1 
1 2 i
 1 b  d  
  1, so in particular b  0.i i i i
To finish, we must prove a series of intermediate results. First, we claim
 n15.2.4.   t  tÝ 
 v with 
  , and for at least one˚ i1 i i i  0
4j, 1 j r, and at least one k, r 1 k n 1, 
  
  0 .j k
If t is an element of the set on the right-hand side of the alleged
equality, then t is clearly in  . If t were also in  , then we could write˚
n1 Ž .tÝ  v with   0 1 i n 1 . Without loss of generality,i1 i i i
we may take j r and k n 1. Equating the two expressions for
r1Ž . n Ž .t and rewriting, we obtain Ý 
   v   v Ý   
 v i1 i i i r r ir1 i i i
 v . But any relation among the v must be a multiple of 5.2.1 whosen1 n1 i
coefficients are all positive. The fact that  and  have oppositer n1
signs gives a contradiction; hence t   . On the other hand, if t is not˚
an element of the set on the right-hand side of the alleged equality, then
either 
  0, 1 i r and 
  0, r 1 i n 1, or 
  0i i i
for r 1 i n 1 and 
  0, 1 i r. In the first case let i
 4 r Ž . n1 Žmin 
 d  i  1, . . . , r 2; then t  Ý 
  d v  Ý 
 i i i1 i i i ir1 i
.d v has all coefficients positive so t  and we are done. The second˚i i
case is similar.
Our second claim is
Ž . n15.2.5. if t S
   , then tÝ c v with c , and for at˚ i1 i i i
least one j, 1 j r, and at least one k, r 1 k n 1, c  c  0.j k
In other words 5.2.5 shows that the 
 in 5.2.4 may be taken to be in .i
We are given that tÝn1c v with c  and by 5.2.4, tÝr1
 v i1 i i i i1 i i
n ŽÝ 
 v we have again taken j r, k n 1 without loss of general-ir1 i i
. r1Žity . Equating these two expressions for t and rewriting, we obtain Ý ci1 i
. n Ž . 
 v  c v Ý 
  c v  c v . But, as in the proof of 5.2.4,i i r r ir1 i i i n1 n1
c and c cannot have opposite signs and hence must both be zero.r n1
REID AND ROBERTS726
 4Since any n of the v are linearly independent, all of the coefficients musti
be zero, and 5.2.5 follows. Finally we claim
Ž Ž ..5.2.6. if u  S
   , then u S .˚
Ž Ž .. n1 ŽLet u  S
   . We must show that if uÝ x v x ˚ i1 i i i
. , then at least one of the x is negative. From the definition of  andi
5.2.5, uÝr d v Ýn1 v Ýn1c v where all coefficients are inte-i1 i i i1 i i1 i i
gers and we may assume without loss of generality that c  c  0.r n1
Ž . n1This gives an integer solution a , . . . , a to uÝ x v with a  d1 n1 i1 i i r r
 1 and a 1. As remarked above all integer solutions to thisn1
Ž . Žequation are therefore given by a , . . . , a  t d , . . . , d ,d , . . . ,1 n1 1 r r1
.d , t . But if t 0, then x will be negative and if t 0, thenn1 n1
x will be negative, so there are no non-negative solutions to uÝn1 x v ;r i1 i i
hence u S , completing the proof of 5.2.6.
Ž Ž ..Finally, suppose that x S  
 S . We wish to find an s S˚
such that x s S , which will complete the proof of Theorem 5.2. Write
x Ýn1
 v with 
 . We will show that we may assume there isi1 i i i
at least one j, 1 j r, and at least one k, r 1 k n 1, such that

  0 and 
  0. For any rational  such that x Ýn1 v ,j k i i1 i i
we must have   
  td , 1 i r, and   
  td , r 1 i ni i i i i i
Ž 4 . Ž1. Let p  max 
 d  
 d and q  min 
 i i i1, . . . , r j j i
4 .d  
 d . For all t p,   0, 1 i r and for all t q,i ir1, . . . , n1 k k i
  0, r 1 i n 1. Since we are assuming that x   , it˚i
cannot be the case that all of the  are positive; therefore we must havei
q p. Choosing t so that q t p and taking the corresponding  , wei
have   0 and   0. We replace the original 
 with the  to finishj k i i
the proof of the claim.
Without loss of generality, assume that x Ýn1
 v with 
 ,i1 i i i

  0 for 1 i j, 
  0 for j 1 i r, 
  0 for r 1 i k,i i i
and 
  0 for k 1 i n 1. Leti
r k
sx  
 v  
 v   Ý Ýi i i i
ij1 ir1
j r
 
 v  
  
 vŽ .  Ž .Ý Ýi i i i i
i1 ij1
k n1
 
 v  
  
 v .Ž .  Ž .Ý Ýi i i i i
ir1 ik1
The first expression shows that s is in S and the second shows that
r n1   s  ; therefore s S . But x s Ý 
 v Ý 
 v  i j1 i i ik1 i i
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Ž Ž .. S
   so x s S by 5.2.6. This completes the proof of˚
Theorem 5.2.
Ž . Ž . Ž .EXAMPLE 5.3. Take n 2, v  2, 1 , v  0, 2 , v  3, 6 . Here1 2 3
2 0 2Ž . Ž . ² :det v , v  det  4 and   v , v  4. The order of v in1 2 1 2 31 2
2 ² : Ž Ž .  v , v is 4 so d  4. Similarly, d  6, d  9, and  6 2, 1 1 2 3 1 2
Ž . Ž .. Ž . Ž . Ž . Ž .9 0, 2  4 3, 6 2 2, 1  0, 2  3, 6  7, 15 .
In the picture below the large dots are the elements of the conductor, 
 Ž Ž .4is the open square, and the remaining elements of  S
   are˚
the open circles. These are not in S by 5.2.6. The small dots are the
elements of S that are not in the conductor. The final step in the proof of
5.2. is to show that for every small dot x there is an element s S such
Ž .that x s is one of the open circles. Since S is the cone spanned by 2, 1
Ž .and 0, 2 this seems reasonably obvious here, and more generally in the
two-dimensional case. The higher-dimensional case is complicated by the
fact that cones need no longer have simplicial cross sections.
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Ž .In the above example, C S . However, in general  need not lie in
Ž . Ž . Ž . Ž .C S , as is illustrated by the example v  5, 2 , v  2, 3 , v  1, 1 ,1 2 3
Ž . Ž .where  3, 5 and C S is spanned by v and v .1 2
6. THE CASE OF NOT ENOUGH 1’S
In this section we make a few remarks about the case where there are
‘‘not enough ones.’’ By Corollary 3.4 it suffices to consider the case
q   M4 eMA A for a prime q. Suppose that A  a t , a  q , where theM M
  eM M4set of algebra generators need not be finite. Let B  u, u t . That
is, replace q by an extra indeterminate u. Corresponding to the fact that
an element of A can be multiplied by q by adding it q times we also add u
to the indeterminates. Then we have that if T q aM tM then T n A if
Ž aM M .n Ž .and only if u t  B. Therefore, by Theorem 3.2 and Lemma 3.1! we
obtain
ŽTHEOREM 6.1. With the notation aboe, A is seminormal respectiely
. Ž .normal if and only if B is seminormal respectiely normal . The ring B is the
monoid ring of a monoid T	 n1, and by Theorem 3.8, B is normal
Ž .respectiely seminormal if and only if T has the corresponding property.
Ž .And T is normal respectiely seminormal if and only if it satisfies Remark
Ž .3.7 respectiely Theorems 4.3 or 4.18 .
Cones can be very complicated in  i, i 3, and the possibility that A
might not be a finitely generated -algebra complicates things further, so
we can hope for a truly explicit general solution only if n 1 where we
have:
 i4  Ž eiTHEOREM 6.2. The seminormal monomial subrings  a t a  qi i1 i
.  for some prime q of  t with S  are one of the following:
Ž .   Ža for some ,  0, e  i i.e., e is the e-coordinate ofi i
Ž . .the point i, e with integer co-ordinates which lies just aboe the line e i ;i
Ž .   Žb for some ,  0, e  1 i i.e., e is the e-coordinatei i
Ž .of the point i, e with integer co-ordinates which lies just aboe the linei
.e i ;
Ž .c for some mn, m, n relatiely prime integers, and some
 integer d 1, then e  1 i except if i is an integer multiple cnd of nd,i
Ž .Ž . Ž Ž .in which case e  i mn cnd mcd i.e., to the points of b we addi
.eery dth integer point on the line e i .
Ž . Ž .Cases a and b are not finitely generated as a -algebra, and are normal
Ž .by Remark 3.7. Case c is finitely generated as a -algebra, and is not normal
Ž .unless d 1. Case c with  0 is the case preiously studied in this paper
Ž .  the case n 1 of Theorem 4.10 and in 12 .
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Proof. As discussed above, let u be a second indeterminate and let
  ei i4B  u, u t . Also as discussed above, A is seminormal if and only if
the monoid associated to B is seminormal. This reduces us to finding all
2 Ž .seminormal submonoids T of  which contain 0, 1 and for which
2 Ž . Ž .T  . The cone C T is either closed or open lying between the 0, 1
Ž . Ž .axis and the half-line c, c with slope  0  1 and c 0. If  is
not rational there are no points of T on this half-line. Suppose first that
either  is not rational or that  is rational and there are no points of T
Ž .on the line. For any rational number    1 let C be the cone
Ž . Ž . Žbetween the half-line through 0, 1 and the half-line c, c including
.these half-lines . Then C 
 T is a finitely generated monoid by Corollary
4.8. If we apply Theorem 4.3 to C  where  is rational,    , and
let  approach  from above we conclude that C 
 TC 
 2 and we 
Ž . Ž .have either case a or b . If  is rational and there are points of T on the
Ž . Ž .line c, c then we have case c by Theorem 4.3.
 i4  Ž eiRemark 6.3. The weakly normal subrings of  a t a  q fori i1 i
.   Ž . Ž .some prime q of  t with  S  will be cases a and b of Theorem
Ž . Ž .6.2 they are weakly normal since they are normal and case c with the
 Ž d th point on the line e i d the maximal factor of d that is relatively
.prime to q .
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