Vers un modèle biologiquement plausible de la sélection de l'action pour un robot mobile by Hanoune, Souheïl
Vers un mode`le biologiquement plausible de la se´lection
de l’action pour un robot mobile
Souhe¨ıl Hanoune
To cite this version:
Souhe¨ıl Hanoune. Vers un mode`le biologiquement plausible de la se´lection de l’action pour un
robot mobile. Autre. Universite´ de Cergy-Pontoise, 2015. Franc¸ais. <tel-01242624>
HAL Id: tel-01242624
https://hal.archives-ouvertes.fr/tel-01242624
Submitted on 13 Dec 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Université de Cergy-Pontoise - Ecole doctorale Sciences et Ingénierie
THÈSE DE DOCTORAT
pour l’obtention du titre de DOCTEUR en Robotique et Sciences Cognitives
VERS UN MODÈLE BIOLOGIQUEMENT PLAUSIBLE DE
LA SÉLECTION DE L’ACTION POUR UN ROBOT MOBILE
par
SOUHEIL HANOUNE
ETIS - ENSEA / Université de Cergy-Pontoise / CNRS UMR 8051
présentée et soutenue publiquement le 05 Octobre 2015, devant le jury composé de :
F. ALEXANDRE, Directeur de recherche, INRIA de Bordeaux Rapporteur
B. GIRARD, Directeur de recherche, CNRS-ISIR, Université Paris 6 Rapporteur
M. QUOY, Professeur des Universités, Université de Cergy-Pontoise Directeur de thèse
E. SAVE, Directeur de recherche, CNRS-LNC Université d’Aix-
Marseille
Examinateur
S. WIENER, Directeur de recherche, CNRS-CIRB Collège de France Examinateur

Remerciements
Je souhaiterais remercier ici toutes les personnes qui ont contribué à la réalisation et à la ré-
daction de cette thèse. Ceci est le fruit de quatre années de travail, passées en compagnie de
plusieurs personnes qui ont chaqu’une participé à cet aboutissement final. Il est difficile de citer
tout le monde mais j’espère que toutes les personnes que j’aurais oublié se reconnaîtront.
Les premières personnes auxquelles je souhaite exprimer mes remerciements sont mon di-
recteur de thèse et directeur de laboratoire Pr Mathias Quoy, et notre directeur d’équipe Pr
Philippe Gaussier. Je vous serai toujours reconnaissant de m’avoir guidé tout au long de ces
années, durant lesquelles j’ai pu partager votre pensé scientifique et apprendre de la vision
de l’équipe en matière de robotique, sciences cognitives et de pensée scientifique en général.
Un grand merci pour les échanges et les discussions qui m’auront permis d’avoir une vision
d’ensemble, et de ce fait le recul nécessaire pour s’attaquer à la modélisation du cerveau.
Je remercie également les membres de mon jury qui ont pris le temps de lire, revoir et com-
menter mes travaux ainsi que de bien vouloir se déplacer à Cergy pour assister à ma soutenance.
Merci donc, à Frédéric Alexandre et à Benoît Girard pour leur rôle de rapporteur et à A Etienne
Save et Sidney Wiener pour leur temps et l’évaluation de mes travaux, ainsi que les discussions
sur la neurobiologie que nous avons pu avoir au travers de partenariat entre nos laboratoires.
De manière générale, je voudrais exprimer toute ma gratitude à l’équipe Neurocybernétique
et au laboratoire ETIS de m’avoir accueilli chaleureusement durant cette thèse. L’excellente
ambiance de travail sera probablement un des meilleurs souvenirs que je garderai de cette période
de ma vie. Un grand merci aussi à Inbar Fijalkow et à Mathias Quoy, pour leur direction du
laboratoire, offrant d’excellentes conditions d’accueil pour les doctorants et le personnel en
général dans le laboratoire. N’oublions pas non plus l’université de Cergy Pontoise, où le travail
fut effectué, et l’Agence National pour la Recherche, pour le financement de ma thèse, sans qui
je ne serais pas en train d’écrire ce manuscrit en cet instant.
De manière plus personnelle, je remercie individuellement chacun des membres de l’équipe
Neucybernétique avec qui j’ai eu le prévilège de passer ces quatre dernières années. Les divers
moments et nos discussions, autant scientifiques que philosophiques, me manqueront. Un grand
merci à Ghilès Mostafaoui pour sa constante motivation et soutien durant les différents moments
de la thèse, et pour sa confiance dans le cadre de nos enseignements communs. Merci à Nicolas
Cuperlier et à Pierre Andry pour nos discussions tant scientifiques que métaphysiques. Merci
à Arnaud Blanchard pour sa gentillesse, sa bonne humeur légendère et pour tout le savoir qu’il
m’a transmis; et à Alexandre Pitti pour toutes nos discussions passionnantes sur le cerveau, le
japon et l’absurdité que l’on peut trouver dans notre monde; et merci aussi à Claudia Marinica
pour toute l’aide apportée et les moments de rigolade. Je n’oublierai pas les doctorants de
- 3 -
Remerciements
notre équipe, nouveaux comme anciens: Anna Pugach, Artem Melnik, Ali Karaouzenne, Pierre
Delarboulas, Antoine de Rengervé, Marwen Belkaid, Adrien Jauffret, Raphaël Braud, David
Bailly, Nils Baussé, Abdelhak Chatty, Caroline Grand, Eva Ansermin; nos discussions pleines
de mauvaise foi resterons dans les mémoires, et je n’oulierai pas non plus nos grands moments
de rigolades.
Je souhaite aussi remercier mes amis et ma famille pour leur support tout le long de la thèse,
pour le soutient moral qu’ils ont pu m’apporter pendant les moments difficiles, et moins difficiles
le long de ce périple.
- 4 -
Synopsis
Cette thèse étudie les mécanismes de sélection de l’action et de choix de stratégie tels qu’ils
apparaissent à travers des expériences animales et des enregistrements neurobiologiques. Nous
proposons ensuite des modèles biologiquement plausibles de la sélection de l’action. L’objectif
est de mieux comprendre le fonctionnement du cerveau chez les êtres vivants et de pouvoir en
déduire des architectures de contrôle bio-inspirées, plus robustes et adaptées à l’environnement.
Les modèles étudiés sont réalisés avec des réseaux de neurones artificiels, permettant de mod-
éliser des régions cérébrales et ainsi pouvoir simuler le fonctionnement du cerveau, ce qui permet
de tester nos hypothèses sur des robots et des agents virtuels.
L’étude de la sélection de l’action pour des robots mobiles implique plusieurs approches. La
sélection de l’action peut être étudiée du point de vue du choix entre plusieurs actions basiques,
e.g. un choix binaire aller à gauche ou à droite.
Ceci passe forcément par l’acquisition et la catégorisation d’instants et d’événements spéciaux,
perçus ou effectués, qui représentent des contextes dans lesquels la perception change, le com-
portement est modifié ou bien la sélection est réalisée. Ainsi, la thèse traite aussi de l’acquisition,
la catégorisation et l’encodage de ces événements importants dans la sélection de l’action.
Enfin, on s’intéressera à la sélection de l’action du point de vue de la sélection de stratégie.
Les différents comportements peuvent être dirigés consciemment ou bien être des automatismes
acquis avec l’habitude. Le but ici est d’explorer différentes approches pour que le robot puisse
développer ces deux capacités, mais aussi d’étudier les interactions entre ces types de mécan-
ismes dans la cadre de tâches de navigation.
Les travaux de cette thèse se basent sur la modélisation du fonctionnement de différentes
boucles hippocampo-cortico-basales impliquées dans des tâches de navigation, de sélection de
l’action et de catégorisations multimodales. En particulier, nous avons un modèle de l’hippocampe
permettant d’apprendre des associations spatio-temporelles et des conditionnements multimodaux
entre des événements perceptifs. Il se base sur des associations sensorimotrices entre des cellules
appelées cellules de lieu qui sont associées avec des actions pour définir des comportements co-
hérents. Le modèle fait aussi intervenir des cellules de transition hippocampiques, permettant de
faire des prédictions temporelles sur les événements futurs. Celles-ci permettent l’apprentissage
de séquences spatio-temporelles, notamment du fait qu’elles représentent le substrat neuronal à
l’apprentissage d’une carte cognitive, située elle au niveau du cortex préfrontal et/ou pariétal.
Ce type de carte permet de planifier des chemins à suivre en fonction des motivations du robot,
ce qui permet de rejoindre différents buts précédemment découverts dans l’environnement.
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Abstract
This thesis aims at studying the different mechanisms involved in action selection and de-
cision making processes, according to animal experiments and neurobiological recordings. For
that matter, we propose several biologically plausible models for action selection. The goal is to
achieve a better understanding of the animal’s brain functions. This gives us the opportunity to
develop bioinspired control architectures for robots that are more robust and adaptative to a real
environement. These models are based on Artificial Neural Networks, allowing us to test our
hypotheses on simulations of different brain regions and function, implemented on robots and
virtual agents.
Action selection for mobile robots can be approached from different angles. This process
can be seen as the selection between two possibilities, e.g. go left or go right. Those mechanisms
involve the ability to learn and categorize specific events, encoding contexts where a change in
the perception is perceived, a change in the behavior is noticed or the decision is made. There-
fore, this thesis studies those capacities of acquisition, categorisation and coding of different
events that can be relevant for action selection.
We also, approach the action selection as a strategy selection. The different behaviors are
guided consciously or through automated behavior learned as habits. We investigate different
possibilities allowing a robot to develop those capacities. Also, we aim at studying interactions
that can emerge between those mechanisms during navigational behaviors.
The work presented in this these is based on the modelisation of the hippocampo-cotico-
basal loops involved in the navigational behaviors, the action selection and the multimodal cat-
egorisation of events. We base our models on a previous model of the hippocampus for the
learning of spatio-temporal associations and for multimodal conditionning of perceptive events.
It is based on sensorimotor associations between place cells and actions to achieve navigational
behaviors. The model involves also a specific type of hippocampic cells, named transition cells,
for temporal prediction of future events. This capacity allows the model to learn spatio-temporal
sequences, and it represents the neural substrate for the learning of a cognitive map, hypoth-
esised to be localized in prefrontal and/or parietal areas. This kind of topological map allows
to plan the behavior of the robot according to its motivations, which is used in goal oriented
experiments to achieve goals and capture rewards.
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No one knows when a robot will approach human
intelligence, but I suspect it will be late in the 21st
century. Will they be dangerous ? Possibly. So I
suggest we put a chip in their brain to shut them off
if they have murderous thoughts.
– Michio Kaku
Introduction
Durant les dernières décennies, la robotique a gagné en popularité. Les attentes de plus en plus
importantes font que les problématiques à résoudre sont plus nombreuses et complexes. L’inser-
tion de la robotique dans la vie économique, dans les interactions sociales ou dans la vie de tous
les jours fait que les solutions à apporter doivent être applicables à des situations quotidiennes,
totalement autonomes et sans a priori sur l’environnement.
Dans ce cadre, nombre d’actions qui peuvent être anodines pour nous humain ou pour les
animaux, représentent de réels défis en robotique. Le fait de prendre un objet, de se déplacer
dans une foule ou dans une pièce avec des personnes qui se déplacent, puis de redéposer cet objet
représente un ensemble de tâches difficiles pour un robot. Si l’on considère un environnement
non contrôlé, le problème n’est toujours pas résolu.
La comunauté roboticienne est très hétérogène, en conséquence les solutions proposées sont
elles aussi de cette nature. La communauté traitait principalement de robotique dite classique, où
la problématique n’était pas le phénomène mais la tâche à résoudre. Cette approche des années
60 et 70 fut remplacée par une approche basée sur l’Intelligence Artificielle (IA). Le terme fut
proposé par John Mc Carty en 1955, qui la définissait comme "la science et l’ingénierie pour
réaliser des machines intelligentes". En collaboration avec Marvin Minsky en 1959, ils ont fait
de l’IA un domaine de recherche. Minsky la définissait comme "la construction de programmes
informatiques qui s’adonnent à des tâches qui sont, pour l’instant, accomplies de façon plus
satisfaisante par des êtres humains car elles demandent des processus mentaux de haut niveau
tels que : l’apprentissage perceptuel, l’organisation de la mémoire et le raisonnement critique".
L’émergence de l’IA a fait de la robotique un candidat naturel pour ses applications, par la suite
les deux domaines se sont entre croisés sans pour autant fusionner.
L’approche de l’IA dite classique repose sur un traitement purement informatique. Une
grande partie des travaux effectués dans le domaine de l’IA adoptent une approche symbolique.
Cette approche repose sur une représentation du monde sous forme de symboles et de relations
entre ces symboles. Selon ces travaux, les traitements cognitifs effectués par des systèmes in-
telligents se résumeraient à la manipulation de symboles. Cette approche fait cependant face au
"Symbol Grounding Problem" [Harnad, 1990], une limitation liée à l’acquisition du sens pour
des symboles abstraits. Certains chercheurs affirment que ce problème est maintenant résolu,
étant donné que les systèmes récents peuvent apprendre seuls à former leur représentation sym-
bolique du monde [Steels, 2008] ; cependant l’interaction entre le robot et son environnement
reste la seule solution pour avoir un champ commun pour l’acquisition du sens des symboles.
Cette notion de prise en compte de l’environnement se retrouve dans l’approche d’enaction
par Varela et al. [1991] qui met en avant l’importance de l’incarnation (embodiment en anglais)
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dans l’IA et la robotique principalement. Elle se base sur le constat que l’approche symbolique
échoue à créer une représentation utilisable pour le sens des objets ou des instances catégorisées ;
et pour surpasser ces limites elle intègre le corps propre de l’agent ou du robot dans l’approche
de l’IA. En d’autres termes, une partie de l’IA peut être projetée sur la physique du corps du
robot et le système de contrôle n’a pas besoin de savoir exactement comment tout contrôler.
Ceci implique aussi que le "vécu" est la clé pour avoir une meilleure IA et non pas le chainage
de toutes les possibilités entre les symboles appris.
Les travaux de cette thèse se positionnent dans ce cadre, où la dynamique entre le robot et
son environnement, et entre les systèmes d’apprentissage du robot et le corps du robot restent
des composantes primordiales pour avoir des systèmes développés. Nous retrouvons au centre
de nos architectures l’analyse de la sensori-motricité, qui revient à construire graduellement
les capacités du robot en se basant sur ses propres capacités précédemment apprises, ainsi que
sur les dynamiques d’interaction avec l’environnement, notamment entre ses perceptions et ses
actions. Cela lui permet d’apprendre ses capacités d’une manière autonome, de contruire une
représentation de lui même et de prédire les résultats de ses actions. Ceci se base sur l’approche
”animat” [Wilson, 1991], où le robot est vu comme un animal qui se développe en fonction de
son expérience.
Dans ce cadre théorique, nous allons beaucoup nous inspirer de la science du vivant, de la
biologie et de la neurobiologie. La biologie a toujours été une grande source d’inspiration pour
les informaticiens et dans l’étude de l’IA. L’évolution ayant déjà trouvé des solution très effi-
caces pour les processus de la vie, il est utile de s’en inspirer pour extraire les principes de base, et
ceci fut déjà le cas pour la mise en place des modèles génériques et des principes algorithmiques
utilisés dans une multitude de domaines (recherche opérationnelle, processus d’optimisation,
etc.). Notamment nous retrouvons cette inspiration dans les algorithmiques génétiques [Hol-
land, 1975], très utilisés pour résoudre des problèmes d’optimisation, qui reprennent le concept
de l’évolution et de la sélection naturelle introduits par Darwin [Darwin, 1859]. Ils se basent sur
la génération aléatoire d’agents ayant comme conditions initiales un ensemble de solutions en-
codées sous la forme d’un code dit "génétique". À chaque génération, l’algorithme sélectionne
les meilleurs codes permettant d’optimiser une fonction d’évaluation. Ceci permet de converger
vers des solutions très adaptées à la fonction évaluée.
Dans la même approche algorithmique se basant sur le monde du vivant, nous pouvons citer les
algorithmes de fourmis, s’inspirant du système de phéromones répandues par les fourmis pour
marquer des chemins [Dorigo et al., 1996], ou celui des essaims d’abeilles, qui donna naissance
à l’optimisation par essaims particulaires [Kennedy and Eberhart, 1995]. Ces algorithmes ont
des applications dans l’exploration d’espaces et la recherche de chemins optimaux. Ils mettent
en place des règles simples, puis par itérations d’essai-erreur, font émerger rapidement des solu-
tions pas forcément optimales mais donnant de bonnes performances.
Un autre aspect utilisé dans cette thèse et qui se base sur la modélisation du vivant sont
les réseaux de neurones artificiels. Ils s’inspirent du fonctionnement même de l’être vivant, en
interne, plutôt que d’une dynamique collective ou d’un mécanisme de sélection naturelle. Ils
ont donné naissance à des outils de classification tels que les perceptrons [Rosenblatt, 1962],
qui a vu très vite ses limites. Néanmoins dans les années 80, l’apparition du perceptrons multi-
couches [Rumelhart et al., 1986; Cun, 1985] à permis de relancer la dicipline notamment pour
la résolution des problèmes non linéaires. Plus récemment, les ”deep networks” ont permis la
résolution de problèmes de complexité croissante [Larochelle et al., 2007] impliquant de l’ap-
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prentissage supervisé et de la classification automatique.
La thèse s’inscrit dans la discipline de la neurocybernétique, qui est l’étude des interactions
et mécanismes de communication de l’information dans les systèmes neuronaux. Aussi, la per-
ception de la cybernétique dans cette thèse se base sur une approche de sciences cognitives, où
l’analyse et le contôle du robot sont approchés du point de vue du comportement. Ainsi, la thèse
étant à la frontière entre la robotique, la neurobiogie mais aussi les sciences cognitives, les mo-
dèles neuronaux utilisés dans cette thèse resteront très proches du fonctionnement des régions
cérébrales telles qu’observées dans le vivant. Le but est ici multiple, nous souhaitons réaliser des
architectures de contrôle plus adaptées et adaptatives, mais aussi améliorer notre compréhension
des processus cognitifs et ceci grâce aux tests de fonctionnement de modèles du cerveau.
L’approche neuromimétique de la robotique utilisée ici ne peut se faire que dans le cadre
d’une étroite collaboration entre neurobiologistes, modélisateurs et roboticiens. Cette thèse fut
réalisée dans le cadre du projet ANR NEUROBOT, en collaboration avec les laboratoires LNC
d’Aix-Marseille, le CRIB du collège de France et le GNT de l’Ecole Normale Supérieure. Les
neurobiologistes fournissent des données comportementales et électrophysiologiques lors de
tâches réalisées par des animaux ou humains. Une description détaillée de l’anatomie cérébrale
et des études utilisées dans cette thèse est présentée dans le chapitre 1.
Le paradigme de recherche est plutôt celui d’une modélisation de haut niveau des inter-
actions entre structures cérébrales. Ainsi, c’est plutôt l’aspect fonctionnel de ces structures et
comment leur interaction renforce ces fonctions qui nous intéressera. Ceci nous permet d’avoir
une analyse et une comparaison avec les conclusions des sciences cognitives, et ainsi faire le
lien entre expérimentations neurobiologiques, modélisation fonctionnelle, comportement et ca-
pacités cognitives.
Le travail de modélisation consiste à intégrer ces données pour créer des modèles compu-
tationnels du flot de l’information dans les différentes structures cérébrales impliquées. Ainsi,
il est possible avec une modélisation de réseaux de neurones artificiels d’implémenter ces mo-
dèles sur des robots et de tester les hypothèses des modélisateurs. Ceci permet de valider ou
d’invalider les modèles de fonctionnement, mais aussi d’offrir des directions de recherche car
les échecs de fonctionnement sur robots permettent de voir les capacités nécessaires à la réso-
lution de tâches qui sont directement ou indirectement utilisées par l’animal mais qui peuvent
échapper à l’analyse des expérimentalistes.
La finesse de modélisation des réseaux de neurones restera au niveau de fréquences moyennes
de décharges. Je ne m’intéresserai pas à des modélisation plus détaillées comme les modèles de
colonnes corticales ou les modèles à spikes. Ainsi, l’apprentissage synaptique sera régi par des
équations différentielles, plutôt que par STDP (Spike-Timing-Dependent-Plasticity), prenant en
compte les décharges individuelles des neurones [Song et al., 2000].
Je me focaliserai aussi sur des travaux concernant la thématique de la navigation et de la pla-
nification chez les animaux et des applications en robotique mobile. Le cadre de ces travaux ne
se limite toutefois pas à la navigation et nous verrons comment les modèles développés peuvent
être utilisés pour contrôler diverses plates-formes robotiques. Je m’intéresserai à plusieurs méca-
nismes impliqués dans la sélection de l’action chez l’animal, et je présenterai plusieurs modèles
permettant l’implémentation de divers comportements ainsi que des systèmes induisant leur sé-
lection. Nous étudierons la sélection de l’action d’un point de vue de la prise de décision simple,
ainsi que du point de vue de la sélection de stratégie plus ou moins haut niveau permettant de
produire des comportements "intelligents". Nous nous intéresserons aussi à certaines des pro-
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blématiques inhérentes à la robotique autonome en environnement réel, notamment la gestion
de la mémoire de travail et l’apprentissage et l’acquisition d’évènements intéressants, ce qui
représente des points importants à étudier pour notre question de sélection de l’action.
Le manuscrit s’organise autour d’architectures bio-inspirées pour la sélection de l’action,
inspirées du fonctionnement et des interactions entre régions cérébrales, et ces modèles seront
principalement testés sur des expériences tirées d’études neurobiologiques. Nous aborderons les
aspects de modélisation par une présentation de l’historique des modèles bio-inspirés pour la
navigation et planification en robotique dans le chapitre 2, où je discuterai de plusieurs modèles
impliqués dans l’apprentissage de représentations spatiales, temporelles, mais aussi des modèles
permettant la planification de chemins et d’action. Dans la section 2.2, je présenterai les modèles
sur lesquels se basent les travaux de cette thèse. Je poursuiverai par une présentation du modèle
hippocampique utilisé pour la représentation spatiale de l’environnement et pour l’encodage de
l’information visuelle et multimodale. Ce modèle permet de générer des trajectoires grâce à
des associations sensori-motrices pour atteindre des buts dans l’environnement. Dans la section
2.2.2, je compléterai le modèle hippocampique en intégrant l’apprentissage de l’information
temporelle avec l’apprentissage de l’information spatiale. Nous nous basons sur un modèle des
régions CA3 et CA1 de l’hippocampe permettant de former des prédictions temporelles des
perceptions sensorielles. Ce modèle permet d’apprendre des séquences d’évènements spatio-
temporels définissant des trajectoires permettant d’atteindre des buts. Ce même modèle se base
sur les interactions entre hippocampe et cortex préfrontal (dans la section 2.2.3), permettant de
créer des cartes cognitives, qui sont des représentations en graphe de l’environnement. Le robot
apprend ainsi des actions ayant permis de passer d’une perception à une autre, et sera capable
de planifier ses actions pour remonter la chaîne des évènements le menant à la satisfaction de
ses buts et donc à la réalisation de la tâche. Les interactions entre structures seront analysées
dans un contexte d’observations neurobiologiques, ce qui permettra de poser les hypothèses de
fonctionnement des régions cérébrales en correspondance avec les simulations menées sur notre
modèle.
Nous verrons dans le chapitre 3 comment il est possible d’utiliser des associations sensori-
motrices pour produire des comportements de navigation cohérents permettant de résoudre des
tâches comme celles de préférence spatiale (section 1.4). Dans ce cadre, nous nous intéresse-
rons dans la section 3.1 à la catégorisation d’évènements multimodaux permettant d’apprendre
des règles associatives participant à des processus de sélection de l’action. Je présenterai par la
suite section 3.2 un exemple d’application de ce genre de solution dans un cadre robotique avec
navigation, où le robot doit choisir à des moments précis quelles actions réaliser et ceci grâce
à des contextes qu’il aura appris par fusion d’informations sensorielles. L’expérience traitera
aussi de l’impact de la supervision dans l’apprentissage dans ce genre de paradigme expérimen-
tal. L’apprentissage des contextes sera approfondi dans la section 3.3 où l’on se focalisera sur les
problématiques de généralisation des contextes et au réencodage d’informations apprises. Cette
étude nous permettra de traiter une partie des problématiques de sélection de l’action pour des
actions unitaires.
Pour aller plus loin, nous nous intéresserons aux problématiques de gestion de la mémoire de
travail pour la sélection de but. Après avoir vu des modèles pour la sélection de l’action, l’idée
est de savoir quel est l’impact de la quantité d’information à traiter mais du point de vue du
nombre de buts possibles ou disponibles. Ainsi, dans le chapitre 4, je proposerai des modèles de
mémoires épisodiques, et je comparerai leurs mécanismes fonctionnels avec des enregistrements
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neurophysiologiques et avec des résultats comportementaux réalisés dans le cadre de tâches
d’expérimentation neurobiologique impliquant des mémoires de travail sur quelques secondes
(section 1.5.3), ainsi que sur plusieurs minutes (section 1.5.4). Ceci nous permettra d’avoir une
vision d’ensemble sur des architectures de mémoires de travail épisodiques, utilisables dans le
cadre de tâches robotiques de navigation en milieu intérieur.
Enfin, dans le chapitre 5, nous nous intéresserons à la sélection de l’action du point de vue de
la sélection de stratégie. Après avoir approché la problématique par des aspects bas niveau, nous
passerons à une approche plus haut niveau où le but est d’étudier de possibles implémentations
de diverses stratégies de navigation, et d’analyser leurs possibles interactions et coopérations.
Je présenterai une implémentation de stratégie cognitive haut niveau permettant de planifier son
chemin, ainsi qu’une implémentation de stratégie habituelle sensori-motrice (section 5.2.2). Ces
modèles étant biologiquement inspirés, je finirai par une étude de lésions sur chacune des straté-
gies avant et après coopération (section 5.3), en se basant sur des observations neurobiologiques
réalisées dans des paradigmes expérimentaux similaires impliquant des rongeurs ou des singes.
Je présenterai par la suite une conclusion et les perspectives ouverts par mon travail. On
trouvera en annexes une présentation des outils logiciels, notamment le simulateur de réseaux
de neurones, et une description des plateformes robotiques utilisés pour réaliser les travaux de
la thèse ; enfin une annexe sur les mécanismes de compétition utilisés dans le cadre du contrôle
moteur.
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When you read a book, the neurons in your brain
fire overtime, deciding what the characters are
wearing, how they’re standing, and what it feels like
the first time they kiss. No one shows you. The words
make suggestions. Your brain paints the pictures.
– Meg Rosoff
CHAPITRE 1
Du neurone à la décision
Cette thèse se place à la frontière entre la robotique et la modélisation cérébrale. Le but est d’uti-
liser les connaissances sur le fonctionnement du cerveau pour avoir des systèmes robotiques
plus performants. L’objectif serait donc de produire des modèles réactifs et prédictifs, en se ba-
sant sur l’anatomie du cerveau, les structures et les boucles cérébrales impliquées dans diverses
tâches telles que la navigation ou la manipulation. En essayant de reproduire des activités sem-
blables à celles observées par les neurobiologistes, le but est à la fois d’obtenir des systèmes
robotiques plus robustes et autonomes, mais aussi de valider expérimentalement les hypothèses
de neurobiologie expliquant les observations des diverses activités dans le cerveau.
Ce chapitre est une introduction aux principes neurobiologiques sur lesquels se basent les
modèles développés et exposés dans le reste du manuscrit. Dans un premier temps, je décrirai les
principales structures cérébrales ainsi que le principe des boucles cortico-basales. Une descrip-
tion anatomique et foncionnelle, ainsi que des enregistrements des activités neuronales seront
présentés. Par la suite, je parlerai des diverses expériences en matière de lésions des différentes
régions et leur impact sur le comportement, notamment les lésions au niveau cérébral et hippo-
campique. Le lecteur est invité à se référer à la thèse de Vincent Hok [2007] pour plus de détails
sur le rôle des régions hippocampiques et préfrontales d’un point de vue neurobiologique, ou
celle de Julien Hirel [2011] pour un point de vue robotique.
1.1 La région hippocampique
1.1.1 Anatomie
La région hippocampique représente la partie du cerveau regroupant le gyrus denté (DG), le
Subiculum (avec le présubiculum et le postsubiculum), le cortex entorhinal (EC), les cortex
périrhinaux et postrhinaux, le septum et enfin l’hippocampe lui-même, le tout sous la forme de
la lettre "C" (figure 1.1).
Dans cette section, une étude de l’anatomie de chacune des régions présentera la formation
au complet, en plus de l’analyse des principales connexions, excitatrices et inhibitrices, entre ces
différentes structures. Il est à noter que je ne fais pas de distinction entre le cerveau du rat ou
de l’humain dans cette présentation, la raison est que dans les deux cas, comme pour le singe,
l’organisation anatomique globale reste très similaire (voir la figure 1.2). Pour plus de détails
concernant la topologie précise des structures impliquées en 3D et la dissociation des différentes
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FIGURE 1.1 – Représentation d’une coupe sagitale de l’hippocampe du rat. Version modifiée d’une image
tirée de Cajal [1911].
régions selon plusieurs axes, le lecteur pourra se référer à [Amaral and Witter, 1989], [Witter,
1993] ou [Insausti and Amaral, 2004].
Cortex entorhinal
Le cortex entorhinal joue un rôle central dans la gestion du flux d’information de la formation
hippocampique. En plus d’être le point d’entrée des différentes voies entrantes de la formation,
il représente aussi la voie de sortie principale vers le néocortex. Le cortex entorhinal possède
une construction en 6 couches divisées en couches superficielles (de la couche I à III) et couches
profondes (de IV à VI). Les connexions de différentes zones du cortex entorhinal projettent vers
les couches I et II.
La couche I est composée d’une population de neurones dispersés qui projettent pour la
majorité dans la couche II. La couche II est composée de cellules en étoiles et de cellules pyra-
midales, qui reprojettent vers le gyrus denté et CA3. L’activation du cortex entorhinal a montré
sa capacité à moduler l’activité neuronale et la plasticité dans le gyrus denté et l’amygdale [Ya-
niv et al., 2003]. La couche III et ses neurones pyramidaux forment la voie perforante et la voie
alvéaire qui projettent vers CA1 et le subiculum. D’autres connexions excitatrices partent des
couches superficielles vers les régions prélimbiques et postlimbiques du cortex préfrontal. Les
couches profondes (surtout les couches V et VI) présentent plusieurs projections efférentes vers
l’amygdale, le septum, les cortex périrhinaux et postrhinaux. Elles sont composées de divers
types de neurones ayant des racines qui remontent jusqu’à la couche I.
En ce qui concernent les connexions afférentes, le cortex entorhinal reçoit des connexions
substantielles des structures olfactives du télencéphale vers ses couches superficielles (I et II),
des cortex périrhinaux et postrhinaux (eux-mêmes fortement connectés avec des structures céré-
brales très diverses), de l’amygdale (qui semble jouer un rôle de modulation entre les cortex pré
et postrhinaux et le cortex entorhinal [Quirk and Vidal-Gonzalez, 2006]) ou encore du septum
et du nucleus reuniens.
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FIGURE 1.2 – Section (colorée par la méthode de Nissl) et dessin illustant l’organisation et les similarités
entre les formations hippocampiques du rat, du singe et de l’humain. Image tirée de [Andersen et al.,
2006]. La figure montre bien que les zones de l’hippocampe sont agencées d’une manière identique pour
les 3 espèces, seule la position de la fimbria est différente.
Formation hippocampique
L’hippocampe est une des structures centrales dans les modèles décrits dans cette thèse étant
donné qu’il représente une des composantes cérébrales centrale pour les tâches de navigation.
Le premier découpage de l’hippocampe fut proposé par Lorente [1934], le décrivant comme
étant les différentes partie de la corne d’Amon1 (CA), en plus de la fimbria2. Dans son décou-
page initial, Lorente avait défini les régions CA1 à CA4, néanmoins ce découpage fut revisité
par Blackstad [1956] et Amaral [1978], et CA4 est confondue avec la partie polymorphique pro-
fonde de DG. Le terme formation hippocampique fait référence à l’hippocampe associé au gyrus
denté et au subiculum.
Le gyrus denté est principalement composé de cellules granulaires. Il reçoit de nombreuses
projections de la couche II de EC via la voie perforante, en plus des connexions provenant
1cornu ammonis.
2Bande de matière blanche en sortie des axones reliant les deux hippocampes entre eux et avec les structures de
sortie.
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FIGURE 1.3 – Représentation schématique de la région hippocampique avec le découpage en régions et
les différentes connexions entre ces structures. Image tirée de [Andersen et al., 2006]. A - Les neurones
de la couche II du cortex entorhinal projettent dans le gyrus denté et la région CA3 de l’hippocampe par
la voie perforante. La couche III du cortex entorhinal projette vers la région CA1 de l’hippocampe et vers
le subiculum par la voie alvéaire et la voie perforante. Les cellules pyramidales du gyrus denté projettent
vers la région CA3 par les fibres moussues, lorsque les cellules pyramidale de CA3 projettent vers CA1
par des connexions collatérales de Schaffer. Ces mêmes cellules CA3 possèdent aussi des projections vers
le subiculum. Enfin, CA1 et le subiculum reprojettent vers les couches profondes du cortex entorhinal.
B - Projections le long de l’axe transverse de la formation hippocampique ; DG est localisé à la région
proximale de l’hippocampe contrairement à la localisation distale de EC.
des couches profondes [Deller et al., 1996]. DG projette exclusivement vers la région CA3 de
l’hippocampe par les fibres moussues. Cette région CA3 reçoit aussi des projections directes des
couches superficielles de EC, et possède des connexions collatérales récurrentes. Le gyrus denté
joue un rôle central dans le stockage et la différentiation d’informations. Ceci permet d’avoir un
codage distinct de situations similaires mais décalées dans le temps par exemple. Cette théorie
fut proposée par Rolls Rolls [1989]; Rolls et al. [1989]; Rolls and Kesner [2006] où le codage
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dans DG permet de créer des représentations sparses et non redendantes dans CA3. Ces résultats
sont confirmés dans différents travaux de [Leutgeb et al., 2007; Neunuebel and Knierim, 2012],
dont certains montrent aussi la capacité de ce couplage DG/CA3 à compléter des informations
et patterns dégradés Neunuebel and Knierim [2014]. Enfin, DG joue aussi un rôle central dans
la neurogenèse adulte Kuhn et al. [1996].
La région CA3 projette exclusivement vers CA1 avec un maintien de la topologie grâce aux
connexions collatérales de Schaffer. Ces deux régions sont majoritairement formées des mêmes
cellules pyramidales. En plus de CA3, la couche III de EC est aussi une source de connexions
directes vers CA1 par la voie perforante et la voie alvéaire. Ce système complexe entre le cortex
entorhinal, le gyrus denté et les régions CA3 et CA1 est mieux connu sous le nom de la boucle
trisynaptique (illustré dans la figure 1.3). Il est aussi important de noter que CA1 reçoit des
afférences d’autres structures corticales et sous-corticales, notamment le nucleus reuniens, dont
les effets excitateurs ont été démontrés [Morales et al., 2007].
La région CA1 étant la principale structure en sortie de l’hippocampe, possède de nom-
breuses connexions efférentes. Cependant, à l’inverse de CA3, CA1 ne possède pas de colla-
térales récurrentes. La projection principale se fait vers le subiculum. Les autres connexions
partant de CA1 sont celles innervant le striatum (dans les ganglions de la base) et celles re-
liées au cortex préfrontal median. Dans [Jay and Witter, 1991], les auteurs ont montré que les
connexions vers le préfrontal prennent leur origine dans l’hippocampe ventral et se focalisent
majoritairement sur les cortex prélimbique et médial.
Subiculum et septum
La seule région hippocampique ayant des projection vers le subiculum est la région CA1, ce
qui principalement dû à la proximité entre les deux aires [Amaral et al., 1991]. Des connexions
arrivent aussi des cortex entorhinaux, péri et postrhinaux. Une faible connectivité, réciproque,
existe aussi vers les pré et parasubiculum. Le subiculum représente l’une des voies principales
en sortie de la formation hippocampique [Swanson, 1981; Witter et al., 1990; Kloosterman et al.,
2003]. D’autres voies impliquent le cortex préfrontal médian, le septum, le nucleus accumbens
et le nucleus reuniens.
Le septum, quant à lui, possède des connexions réciproques avec une bonne partie de la
région hippocampique. La partie mediolatérale projette, à travers la partie médiale de la fimbria,
vers toutes les régions CA de l’hippocampe ventral, le cortex entorhinal et le gyrus denté. Il
reçoit de son côté des projections des régions CA3 et CA1 et du cortex entorhinal. Le septum
joue un rôle dans la régulation des niveaux d’acétylcholine [Oderfeld-Nowak et al., 1980] et
du rythme thêta [Stewart and Fox, 1990]. Il participe donc de façon active à la modulation
de l’apprentissage dans l’hippocampe, l’acétylcholine ayant un rôle d’inhibition sélective de
la plasticité synaptique des connexions afférentes et efférentes dans l’hippocampe [Hasselmo
and Schnell, 1994]. Notamment, le septum est un relais entre la région CA3 et l’air tegmentale
ventrale (VTA), ce qui permet de lier les signaux de récompense avec les contextes dans lesquels
ils se produisent [Luo et al., 2011].
1.1.2 Corrélats spatiaux des activités neuronales
L’hippocampe joue un rôle central dans le codage temporel, spatial et comme mémoire de tra-
vail dans le cerveau. La découverte des cellules de lieu (ou PC pour Place Cells) par O’Keefe
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FIGURE 1.4 – Enregistrement de l’activité cérébrale de la région CA1 d’un rat navigant dans un environ-
nement circulaire. 4 cellules de lieu sont visibles. Le repère visuel de l’environment est la tâche noire en
haut à droite de l’environnement. Image tiré de [Lenck-Santini et al., 2002].
et Dostrovsky en 1971 [O’Keefe and Dostrovsky, 1971] a permis de valider l’implication de
l’hippocampe dans le codage de l’espace.
Les cellules de lieu peuvent être trouvées dans les régions CA3, CA1, EC et DG de l’hip-
pocampe, grâce aux neurones pyramidaux de ces structures. Les activités spatiales caractéris-
tiques de ces neurones sont appelées “champ de lieu” (ﬁg. 1.4). La taille du champ semble
dépendre principalement de la taille de l’enclos. L’activité représentant des cellules de lieu appa-
raissent quelques secondes après l’entrée d’un rat dans un nouvel environnement ; bien qu’elles
puissent prendre des semaines à se stabiliser [Wilson and McNaughton, 1993]. La capacité de
mémoire de l’hippcampe permet de conserver ces apprentissages pendant des semaines, voire
des mois [Thompson and Best, 1990]. La découverte des cellules de lieu hippocampiques a
amené O’Keefe and Nadel [1978] à l’hypothèse que l’hippocampe a un rôle dans la cartogra-
phie spatiale de l’environnement en créant une “carte cognitive”. Cette carte serait utilisée par la
suite pour planiﬁer un chemin vers des lieux précédemment appris par l’animal.
Les enregistrements en neurobiologie ont montré l’implication de différentes régions hip-
pocampiques dans la formation des cellules de lieu, notamment les régions CA3 et CA1 de
l’hippocampe, et le gyrus denté [Park et al., 2011]. D’autre études comportementales et élec-
trophysiologiques montrent l’importance du cortex entorhinal dans la formation des cellules de
lieu [Miller and Best, 1980; Quirk et al., 1992; Frank et al., 2000; Alvernhe et al., 2008]. Les
champs de cellules de lieu peuvent avoir tendance à se déplacer légèrement vers l’arrière (ils
se décalent et s’activent plus tôt dans la trajectoire du rat) tandis que, dans certains cas, ils se
décalent plutôt vers des zones de récompense [Lee et al., 2006]. Ces observations se font en
plaçant le rat dans un nouvel environnement [Lee et al., 2004], et de récentes études conﬁrment
les observations faites dans CA1 et CA3 : alors que les activitées se décalent au ﬁl des séances
(d’un jour à l’autre) dans CA3, les enregistrements dans CA1 ne montrent pas ce type de com-
portement, ce qui conﬁrmerait la proposition de Lee et al. [Lee et al., 2004] selon laquelle CA3
servirait comme mémoire de stockage des séquences de déplacements. Cette information serait
stockée dans les poids synaptiques de CA3 [Mehta et al., 1997; Blum and Abbott, 1996]. Quant
à CA1, elle jouerait le rôle de mémoire à plus court terme (moins d’une journée [Park et al.,
2011]) qui servirait à construire ces séquences et à les enregistrer dans CA3 [Knierim et al.,
2006]. Ce couplage particulier entre CA1 et CA3 représente le noyau central pour l’apprentis-
sage des cellules de lieu. Le retour direct de EC sur CA1 joue un rôle dans la stabilisation des
champs de lieu dans CA1. Des lésions de la couche III du cortex entorhinal qui projette vers
CA1 ont montré un effet sur les champ de lieu dans CA1 (cellules de lieu plus bruitées, moins
sélectives spatialement) mais pas dans CA3 [Brun et al., 2008]. D’un autre côté, plusieurs études
ont montré que le cas de lésions du cortex entorhinal (qui est une entrée corticale fournissant des
informations sensorielles) l’apprentissage des cellules des lieux n’est pas aboli [O’Reilly et al.,
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2014], alors qu’une atteinte de CA3 diminue la sélectivité spatiale au niveau de CA1 [Brun et al.,
2002], avec une incapacité de compenser cet effet [Sutherland et al., 2001].
Les cellules de lieu sont généralement assimilées à des cellules de lieu visuelles, i.e. se basant
uniquement sur des amers visuels pour la localisation. Néanmoins plusieurs études ont montré
que la disparition des amers n’impacte pas immédiatement les niveaux de reconnaissances des
cellules de lieu, ou du moins que légèrement [Muller and Kubie, 1987; O’Keefe and Speakman,
1987] ; ce qui fut confirmé par d’autres études qui montrent que les niveaux restent stables même
dans le noir [Mcnaughton et al., 1989; Zhang et al., 2014], ce qui impliquerait que l’apprentis-
sage de cellules de lieu se base sur des amers visuels en plus d’informations odométriques, ce
qui expliquerait le déclin des niveaux de reconnaissances après quelques minutes dans le noir.
Enfin Alvernhe et al. [2008] ont réalisé une étude sur le changement des codages dans CA1 et
CA3 en fonction du changement des chemins mais sans changer l’environnement visuel (avec
des parois transparentes). Les résultats suggèrent que les cellules de lieu de CA3 et CA1 ne se
contentent pas de donner une information sur la position de l’animal, mais également sur les che-
mins accessibles dans l’environnement. En effet, le fait d’enlever des parois, et d’ainsi créer de
nouveaux raccourcis, provoque un changement dans le codage spatial dans CA3 et CA1, même
pour les cellules codant des emplacements éloignés.
Les régions hippocampiques CA1 et CA3 ne sont pas les seules structures où des cellules de
lieu ont pu être enregistrées. Des champs plus larges et bruités sont observables dans le cortex
entorhinal [Quirk et al., 1992], et dans le gyrus denté avec des cellules plus étroites et sélectives
qui répondent à l’emplacement et à la direction de l’animal [Jung and McNaughton, 1993], ce
qui suggère un codage en population. Ce type de codage permet de fournir des informations
fines à l’hippocampe, facilitant ainsi l’apprentissage [Acsády and Káli, 2007].
D’autres types de cellules pour le codage de l’information spatiale sont observables, notam-
ment dans le postsubiculum, qui possède des "cellules de direction de la tête" (direction cells),
qui indiquent la direction de la tête dans un référentiel absolu [Taube et al., 1990]. Des "cel-
lules de grille" ont été découvertes dans le cortex entorhinal [Hafting et al., 2005]. Ce type de
cellules code l’information de la position non pas sur un seul point mais sur plusieurs "grilles"
hexagonales plus ou moins fines. Les informations issues de ces grilles peuvent être combinées
ou directes (à partir d’une seule grille), et influent sur la représentation des cellules de lieu au
niveau hippocampique [Moser et al., 2014]. Finalement, des enregistrements dans le nucleus
accumbens et le noyau caudé [Mulder et al., 2004] ont montré la présence de neurones qui
déchargent pendant de longues sections d’un labyrinthe suggérant la création de “chunks” (ou
amas) d’information, permettant de diriger le comportement de l’animal.
1.1.3 Codage temporel
En plus du codage spatial, les activités hippocampiques semblent avoir une composante tem-
porelle [Harvey et al., 2012; Hok et al., 2007a]. Des observations récentes [MacDonald et al.,
2011] ont montré des activités de cellules de temps, similaires à celles des cellules de lieu,
qui déchargent entre deux événements. Elles montrent que les neurones hippocampiques ré-
pondent à des événements spatiaux et/ou temporels. Les enregistrements réalisés sur des rats
par [Kraus et al., 2013] montrent que le codage hippocampique peut être dépendant du lieu,
du temps de la distance ou d’une combinaison entre informations spatiales et temporelles. Le
codage temporel de l’hippocampe est aussi important dans la représentation de séquences, no-
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tamment d’odeurs [Manns et al., 2007]. Le codage en population montre que des événements
olfactifs les plus proches sont représentés par des codages adjacents. De même l’hippocampe
semble nécessaire dans des tâches où un animal doit reproduire une trajectoire effectuée dans le
sens inverse (même en l’absence d’informations visuelles ou olfactive) [Whishaw and Maaswin-
kel, 1998]. Le cortex entorhinal et l’hippocampe auraient donc un rôle principal dans la mémoire
épisodique [Eichenbaum and Lipton, 2008].
1.1.4 Fusion de l’information et multimodalité
L’hippocampe reçoit des informations sensorielles de tout le cortex, et ses capacités d’intégration
multimodale permettent d’avoir un codage spatial robuste. De toute les modalités la vision joue
certainement un rôle primordial. Muller and Kubie [1987] montrent que la rotation des amers
visuels présents dans un environnement entraîne une rotation identique des champs de lieu, de
même pour les changements d’échelle, ce qui diminue grandement les performances du rat,
alors que la perturbation ne s’applique pas pour un objectif visible [Lenck-Santini et al., 2002].
Aussi la modification des amers visuels en remplaçant certains objets par d’autres n’affecte
pas la forme des cellules de lieu, ce qui impliquerait que l’hippocampe reçoit l’information
de reconnaissance des objects d’une structure en amont du cortex entorhinal (dans le cortex
périrhinal par exemple) [Lenck-Santini et al., 2005].
Néanmoins, les expériences faites dans le noir [Mcnaughton et al., 1989; Zhang et al., 2014]
tendent à montrer que d’autres modalités peuvent venir compléter le codage spatial. Le sys-
tème vestibulaire et ses informations d’intégration de chemin [Foster et al., 1989; Quirk et al.,
1990; Fenton et al., 2010; Zhang et al., 2014], les informations olfactives [Save et al., 2000]
ou auditives [O’Keefe and Nadel, 1978] peuvent contribuer à la représentation spatiale. On ne
peut pas non plus limiter le cortex entorhinal et l’hippocampe à la constitution d’un code pure-
ment spatial. La densité des connexions reçues, au niveau du cortex entorhinal comme au niveau
de l’hippocampe, provenant des différentes aires cérébrales fournissent aussi des informations
liées au comportement (sens de direction de l’animal) [Lipton et al., 2007], et l’hippocampe sert
aussi de structure de fusion de l’information pour moduler l’activité des cellules de lieu [Hamp-
son et al., 1993; Griffin et al., 2007], ou même fusionner l’information spatiale avec d’autres
modalités telle l’information olfactive [Eichenbaum et al., 1987; Wiener et al., 1989; Manns
et al., 2007]. Enfin, le codage sélectif du cortex entorhinal reviendrait à une représentation de
contextes de la tâche, permettant une sélection de sous-ensembles cellulaires dans l’hippocampe
[Lipton et al., 2007; Lipton and Eichenbaum, 2008]. Parmi les modèles modélisant ce type de
fusion d’information on notera les mécanismes de patterning Bellingham et al. [1985] positifs et
négatifs, qui consiste en l’apprentissage d’associations et de règles fusionnant des évènements
sensoriels. Il se base sur un apprentissage de règles associatives entre les signaux sensoriels. Le
positive patterning est l’apprentissage d’un conditionnement entre deux stimuli présentés de ma-
nière simultanée et une récompense, alors que la seule présentation de l’un ou l’autre des stimuli
n’entraîne pas de récompense, ce qui est l’équivalent d’un "et" logique entre les signaux comme
l’exemple présenté précédemment. Le negative patterning représente un ou exclusif "XOR" entre
les signaux, seule la présentation d’un des stimuli est associée à une récompense, mais pas leur
présentation conjointe. Le modèle proposé par Schmajuk and DiCarlo [1992] permet ce type
d’apprentissage en se basant sur un conditionnement auquel une couche cachée est ajoutée, per-
mettant la catégorisation d’états en se basant sur l’erreur de prédiction du conditionnement. Ce
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mécanisme permet de capturer les informations pertinentes et de les utiliser pour améliorer le
conditionnement.
Pour finir, il est important de noter le rôle de l’hippocampe dans la détection de la nou-
veauté, principalement par des mécanismes de neuromodulation de l’acétylcholine [Hasselmo
and Schnell, 1994] facilitant l’acquisition de nouveaux motifs [Hasselmo and Fehlau, 2001].
1.1.5 Apprentissage associatif et conditionnement
Dans le cadre de cette thèse, j’ai beaucoup utilisé les aspects associatifs et l’apprentissage de
séquences pouvant résulter de conditionnements au niveau de l’hippocampe, en association avec
d’autres structures. Outre les apprentissages de représentations spatiales et les fusions multi-
modales que j’ai exposés précédemment, des études montrent que l’hippocampe participe dans
l’acquisition de conditionnements simples [Berger and Thompson, 1978] en relation avec le
septum [Hasselmo and Schnell, 1994] comme modulateur des apprentissages corticaux et ce-
rebelleux. On doit les apprentissages par conditionnement aux travaux du physiologiste Pavlov
[1927], qui fut le premier à introduire le concept de conditionnement classique. Dans ce type de
conditionnement, un stimulus inconditionnel (ou US pour unconditionnal stimulus) est associé
à une réponse réflexe. Si un premier stimulus (ou CS pour conditionnal stimulus), précédant
le stimulus inconditionnel est présenté d’une manière répétée à l’animal, ce stimulus finira par
être suffisant pour déclencher le réflexe. Comme dans le cas de l’expérience de Pavlov où, en
présentant systématiquement un son de cloche avant de nourrir l’animal, le son de la cloche de-
vient suffisant pour déclencher la salivation. L’hippocampe est nécessaire pour acquérir ce type
de conditionnement où il y a un délai entre le stimulus conditionnel et l’apparition du stimulus
inconditionnel. Dans le cas de conditionnement de “délai” où le stimulus conditionnel est tou-
jours actif quand intervient l’inconditionnel, l’hippocampe n’est plus indispensable [Clark and
Squire, 1998]. Dans ce genre de conditionnement où la tâche cognitive est contraignante, des
processus de haut niveau interviennent [Carter et al., 2003]. Ces associations stimulus-réponse
ne peuvent subir une extinction que par des mécanismes d’inhibition active qui font interve-
nir l’hippocampe, le cortex préfrontal ou encore l’amygdale [Corcoran and Quirk, 2007; Milad
et al., 2006; Sotres-Bayon et al., 2006].
Un autre type de conditionnement, que l’on doit à Thorndike et Skinner, est le condition-
nement instrumental (ou opérant) [Skinner, 1938]. Ce conditionnement permet d’apprendre le
lien entre deux événements, quelque soit leur nature (stimulus sensoriels, actions, etc...). Il se
distingue du conditionnement classique par le fait que la réponse à associer n’est pas une réac-
tion réflexe de l’organisme. Le conditionnement instrumental représente le point de départ de
l’apprentissage de séquences, où une suite d’actions ordonnées doit être répétée pour résoudre
une tâche.
1.2 Le cortex préfrontal
1.2.1 Anatomie
Contrairement à l’hippocampe, on trouve des différences très importantes dans les fonctions et
les connexions entre structures concernant le cortex préfrontal chez le rat et chez l’humain. Ainsi,
la description concernera principalement le cortex préfrontal du rat. Le cortex préfrontal (PFC)
- 27 -
1.2. LE CORTEX PRÉFRONTAL
représente la partie antérieure du lobe frontal. Il peut être divisé en cortex préfrontal dorsola-
téral, cortex ventrolatéral, le cortex orbitofrontal et le cortex cingulaire [Goldman-Rakic, 1987;
Fuster, 2009]. Dans le cortex préfrontal médian, la partie dorsale inclut les cortex précentraux
et cingulaire antérieur tandis que la partie ventrale inclut les cortex prélimbique, infralimbique
et médial orbital. Je me focaliserai sur ces structures dans cette thèse. Les autres sous-régions
incluent les cortex latéral et ventral orbital et la zone agranulaire du cortex insulaire.
Il est possible de diviser le cortex préfrontal par rapport aux fonctionnalités des différentes
régions. Le dorso-médial est principalement impliqué dans les réponses motrices et le traitement
temporel de l’information. Le ventral-médial s’occupe plutôt de la supervision de l’attention et
la flexibilité du comportement. Le cortex orbito-frontal est impliqué dans des discriminations de
bas niveau et dans l’apprentissage d’associations entre stimulus et récompenses [Dalley et al.,
2004]. Le cortex préfrontal dorso-latéral a été associé aux fonctions de contrôle cognitives [Fus-
ter, 1997; Miller and Cohen, 2001; Fletcher and Henson, 2001], notamment le contrôle de l’at-
tention [Miller et al., 2002], la mémoire de travail [Baddeley, 1983; Koechlin et al., 2003], la
planification et la prise de décision [Banquet et al., 1997; Hasselmo, 2005; Koechlin and Hyafil,
2007]. Le cortex orbitofrontal jouerait un rôle dans les processus affectifs et motivationnels [Be-
chara et al., 2000] comme l’inhibition [Shimamura, 2000], le codage de la valeur motivationnelle
d’un stimulus, la prise de décision et le contrôle de l’action basés sur la récompense [Landmann,
2007]. Enfin, le cortex cingulaire antérieur serait impliqué dans le contrôle de l’intention, le
traitement du conflit ou de l’erreur et l’allocation des ressources cognitives [Bush et al., 2000;
Botvinick et al., 2001].
Les travaux d’[Alexander et al., 1986] montrent les caractéristiques fonctionnelles entre les
régions corticales et sous-corticales, formant ainsi des boucles cortico-basales. Dans cette or-
ganisation en boucles, le cortex préfrontal dispose d’une connectivité très particulière avec les
ganglions de la base. Bien que les autres structures corticales sont aussi connectées avec le stria-
tum, le cortex préfrontal dispose de connexions reciproques formant ainsi des boucles cortico-
basales. Il est également connecté à plusieurs autres structures, telles que le cortex pariétal [Koe-
chlin et al., 2003; Koechlin and Hyafil, 2007], les aires corticales sensorielles, la substance noire,
l’aire tegmentale ventrale, l’amygdale, l’hypothalamus latéral, le cortex entorhinal et le septum.
Cette haute connectivité pose le cortex préfrontal comme structure centrale dans le fonctionne-
ment des boucles cognitives [Alexander et al., 1986]. L’interaction hippocampe-cortex préfrontal
est très forte. CA1 et le subiculum projettent uniquement vers les aires infralimbique et prélim-
bique. Bien qu’il ne semble pas avoir de retour direct du cortex préfrontal vers l’hippocampe,
le noyau thalamique semble jouer le rôle d’interface entre ces deux structures. Aussi, Le nu-
cleus reuniens jouerait le rôle d’intermédiaire, pour des excitations indirectes, entre le préfrontal
et CA1 [Vertes et al., 2007]. Un résumé des principales connexions excitatrices dans la région
hippocampique et des différentes boucles du cortex préfrontal est présenté dans la figure 1.5.
1.2.2 Contrôle par inhibition du comportement
Des enregistrements réalisés dans le PFC ont montré son implication dans la modulation du
comportement durant des phases d’attente d’une action ou d’un résultat, comme lors de l’ac-
tionnement d’un levier et l’attente du résultat de cette action [Narayanan and Laubach, 2009].
Dans le même cadre expérimental, des enregistrements ont été réalisés dans le cadre d’une expé-
rience avec un labyrinthe à 4 branches, chacune disposant d’un levier délivrant une récompense
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FIGURE 1.5 – Schéma des principales connexions excitatrices dans les boucles hippocampo-corticales.
Tiré de [Hok, 2007], modifé de [Buzsaki, 2006]. La boucle principale, partant de la couche 2 du cortex
entorhinal (EC), passant par les cellules granulaires (gc), CA3, CA1 et le subiculum (S), puis finissant au
niveau de la couche 5 entorhinale. La boucle entorhino-hippocampique la plus courte part de la couche
3 du cortex entorhinal, passe par CA1 et revient sur la couche 5 entorhinale. Les projections des cortex
postrhinal (POR) et périrhinal (PER) vers le champ CA1 et le subiculum ne sont pas représentées. mc,
cellules moussues ; A, amygdale ; RE, nucleus reuniens du thalamus ; PFC, cortex préfrontal
avec une séquence précise [Thorpe and Wilkie, 2002]. L’observation était qu’un groupe de rats
réussit à apprendre à prédire la fin d’intervalles d’activation de chaque levier, et ainsi passer au
suivant de manière préméditée ; alors que les rats dits "frontaux", présentent un persistance au
niveau des leviers même après période de validité [Thorpe et al., 2002]. La différence est que les
rats "frontaux" présentent une activité importante au niveua frontal, ce qui n’est pas le cas des
rats dans l’autre groupe.
1.2.3 Processus cognitifs, adaptation et planification
En plus du contrôle pro-actif de l’action, le cortex préfrontal joue un rôle central dans le cas de
charges cognitives importantes, les tâches de planification ou d’adaptation [Dalley et al., 2004].
D’après Miller and Cohen [2001], le PFC jouerait chez l’homme un rôle dans l’orchestration
des actions orientées vers un but. En effet les patients ayant subi des lésions du cortex préfrontal
présentent des troubles dans des tâches à fort niveau attentionnel, faisant appel à l’utilisation de
différentes stratégies, et/ou nécessitant la planification des actions à venir, telles que le « triage
de Cartes de Wisconsin » [Konishi et al., 1999; Moore et al., 2005]. Ceci confirme l’implication
du PFC dans les mécanismes de mémoire de travail et de prise de décision.
Le PFC est aussi important pour les tâches où le délai d’attente change durant l’expé-
rience [Baeg et al., 2003]. Des enregistrements ont montré que le PFC s’adapte très rapidement
à de nouvelles situations. Les activités se reproduisent dans le PFC et l’hippocampe, principale-
ment durant le sommeil, afin de faciliter l’acquisition de nouvelles règles [Peyrache et al., 2009].
Les résultats de Bast et al. [2009] suggèrent que la région intermédiaire (dans l’axe septotem-
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poral) de l’hippocampe est une interface transmettant des informations sensorielles au cortex
préfrontal, nécessaires pour encoder rapidement de nouvelles informations de but. Ces infor-
mations semblent être indépendantes du code spatial utilisé dans l’hippocampe. Nous noterons
aussi l’implication du nucleus reuniens impliqué dans les processus cognitifs et émotionnels, en
particulier pour faciliter la communication entre les deux structures dans le cadre de l’acquisition
de nouveaux buts. Néanmoins, le préfrontal n’interviendrait, dans l’adaptation aux changement
de conditions, que dans le cas où il y a changement de stratégie comportementale (ex : stratégie
de navigation allo-centrée ou égo-centrée), mais pas dans le cas de changements dans la stratégie
elle-même (comme de tourner à droite au lieu de tourner à gauche) [Ragozzino et al., 1999; Rich
and Shapiro, 2009]. L’hypothèse de Rich and Shapiro [2009] est que le PFC utiliserait des pré-
dictions sur les relations entre stimuli, actions et récompenses pour moduler différentes stratégies
utilisant différents circuits, e.g. pour passer d’une stratégie lieu-action, impliquant des circuits
hippocampique, vers une stratégie de type stimulus-réponse impliquant des circuits striataux.
Enfin, le PFC joue aussi un rôle de mémoire dans les tâches complexes. Une série d’expé-
riences par Granon et al. [1994], notamment dans des tâches de “Match-To-Sample” (MTS) et
“Non-Match-To-Sample” (NMTS), a permis de montrer le rôle du préfrontal comme mémoire
de travail. Il semblerait que le PFC est utilisé dans l’acquisition de tâches complexes [Granon
and Poucet, 1995], mais même pour des tâches simples, les lésions du PFC implique une di-
minution des performances [Granon et al., 1998]. Ce qui indiquerait que le PFC est impliqué
dans les tâches complexes intégrant de multiples facteurs [Granon and Poucet, 2000], ce qui
est observé chez les humains atteints de lésions préfrontales. Ces derniers montrent des déficits
de la mémoire de travail, de planification et d’attention dans une tâche où les patients doivent
sélectionner des cartes en choisissant dans plusieurs tas dont les probabilités de perte et de gain
d’argent sont différentes [Manes et al., 2002].
1.2.4 Prise de décision
La capacité à prendre des décisions en matière de navigation requiert une mémoire de travail,
des mécanismes de planification et possiblement la capacité de changer de stratégie. Certaines
recherches, basant la prise de décision sur le ratio entre le coût et la récompense, utilisant des
lésions du cortex préfrontal médian (PFCm) chez le rat montrent une préférence pour les petites
récompenses immédiates plutôt que les grandes récompenses obtenues après un délai [Mobini
et al., 2002; Rudebeck et al., 2006]. Chez le primate, le cortex préfrontal est l’objet de nom-
breuses études récentes en imageries (IRM, MEG, EEG). Les activations de différentes parties
du PFC ont été identifiées dans plusieurs cas :
• la fusion multimodale, comme pour le liage des informations de but et de position [Rao
et al., 1997], en relation avec l’accumbens.
• le contrôle de l’attention [Asplund et al., 2010],
• la sélection de l’action [Rowe et al., 2000], notamment la sélection de stratégie, en relation
avec les ganglions de la base.
Une étude récente montre, chez l’homme, les interaction entre hippocampe et PFC lorsque
le sujet pense à ses futures actions [Peters and Büchel, 2010]. Kouneiher et al. [2009] proposent
que « le cortex préfrontal permette un contrôle cognitif intégrant la motivation au service de la
décision ».
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1.3 Ganglions de la base
1.3.1 Anatomie
Les ganglions de la base (BG) représentent un ensemble de structures cérébrales sous-corticales.
Formées de noyaux (voir figure 1.6) connectés au niveau télencéphalique et du diencéphalique,
ils comprennent chez l’humain ([Groenewegen, 2003]) :
• Le striatum est composé : du noyau caudé et du putamen au niveau du télencéphale for-
mant le striatum ventral ; et de l’accumben et du tubercule olfactif.
• Le pallidum (ou globus pallidus GP), composé du globus pallidus interne et externe, GPi,
GPe.
• Le noyau sous-thalamique (STn).
• La substance noire ou locus niger, elle même composée de la substance noire compacte
(SNc, du latin : substantia nigra pars compacta), et de la substance noire réticulée (SNr,
substantia nigra pars reticulata).
Il est aussi possible d’inclure parmi la famille des structures des ganglions de la base l’aire
tegmentale ventrale.
Une distinction est réalisée entre un groupe de structures d’entrée des ganglions de la base
(noyau caudé, putamen et striatum ventral), qui reçoivent des projections directes du cortex cé-
rébral ; et des structures de sortie (globus pallidus interne, substance noire réticulée, pallidum
ventral) qui projettent en retour sur le cortex cérébral via le thalamus. Plusieurs boucles en pa-
rallèle, composées de connexions réciproques, existent entre le cortex préfrontal et les ganglions
de la base [Middleton and Strick, 2000].
On distingue néanmoins deux voies principales dans les boucles cortico-basales ayant des
effets opposés sur les structures situées à la sortie de BG (principalement les réseaux thalamo-
corticaux et le tronc cérébral qui transmettra la commande motrices aux muscles). Elles sont
décrites comme :
• La voie directe passant par le striatum et SNr qui est excitatrice.
• La voie indirecte passant par le striatum, GP, STn et SNr qui est inhibitrice.
Ces connexions sont parfois plus complexes, par exemple les régions prélimbiques et mé-
diales orbitales du PFC projettent vers la substance noire réticulée (SNr) via 3 voies différentes,
ayant un effet d’excitation suivi d’une inhibition et enfin d’une excitation tardive éventuelle
[Maurice et al., 1999]. Il est aussi à noter que le striatum reçoit aussi d’importantes connexions
excitatrices de l’hippocampe.
La plupart des noyaux (striatum, GP, palidum externe et SNr) ont des projection majoritai-
rement GABAergiques. Seul le STn a des neurones de projection en majorité glutamatergiques.
Les neurones dopaminergiques situés principalement dans la substance noire compacte et l’aire
tegmentale ventrale projettent globalement vers différentes régions du striatum et des ganglions.
La neuromodulation dopaminergique est cruciale au bon fonctionnement des BG et son dys-
fonctionnement est lié à de nombreux troubles cognitifs ou moteurs. De plus, elle joue un rôle
central dans le circuit de traitement des récompenses.
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FIGURE 1.6 – Schéma anatomique des ganglions de la base chez l’humain. En violet le striatum formé
du putamen et du noyau caudé, en vert les deux parties du globus pallidus (interne et externe), en mauve
la substance noire et en bleu le noyau sous-thalamique. Il est a noté que le thalamus (en rose) ne fait pas
partie des ganglions de la base, il est représenté dans le but de positionner le noyau sous-thalamique et
parce qu’il représente la structure principale des voies qui passent par les ganglions de la base. Image
Marc Savasta (INSERM Grenoble)
Néanmoins, de récentes investigations concernant la structure interne des ganglions de la
base a permis de mettre à jour la connectivité interne présentée dans Albin et al. [1989] (Fi-
gure 1.7.A).
Ces nouvelles voies (présentées figure 1.7.B) incluent des connexions entre le striatum et
GP impliquant les neurones D2, mais aussi les neurones D1 Parent et al. [2000]. GP dispose
de connexions directes avec les noyaux en sortie et avec le noyau sous-thalamiqueSmith et al.
[1998] ; et il dispose aussi de projections revenant vers le striatums Bevan et al. [1998]. Enfin,
le noyau sous-thalamique est à présent une structure centrale dans la sélection, étant donné le
nombre de projections internes et externes aux BG qui y projettent Nambu et al. [2002].
1.3.2 Boucles cortico-basales
Nous avons vu précédemment l’implication des ganglions de la bases dans les boucles cortico-
basales. Dans ce paragraphe nous allons voir plus en détails ces boucles.
Il est communément établi que plusieurs boucles cortico-basales fonctionnent en paral-
lèle [Alexander et al., 1986]. Cependant, les diverses boucles jouent des rôles différents et ont
des fonctionnalités différentes [Alexander G E, 1990; Humphries et al., 2006]. Les boucles mo-
trices seraient principalement impliquées dans l’initiation et l’implémentation des mouvements
[Alexander G E, 1990; Yin et al., 2004] ; les boucles associatives et limbiques seraient impli-
quées dans des processus plus cognitifs [Yin et al., 2005] ; alors que le circuit limbique est
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FIGURE 1.7 – Organisation des connexions intrinsèque dans les ganglions de la base. Fig A présente la
présentation issue de Albin et al. [1989] décrivant les voies directe et indirecte dans le ganglions de la
base. Les projections dopaminérgiques auraient eu comme effet d’équilibrer les deux voies afin d’induire
la sélection de l’action. Fig B présente des connexions récemment découvertes, rendant la prédiction de
la sélection plus compléxe. Image et commentaire tirée de Redgrave [2007] .
généralement associé aux comportements appétitifs, liés à la récompense et au but [Albertin
et al., 2000; Corbit et al., 2001; Balleine et al., 2007].
Il existe une certaine régularité dans l’organisation fonctionnelle des boucles. Des projec-
tions corticales arrivent sur le striatum de manière topographique. Passant par la circuiterie in-
terne des ganglions de la bases, les projections sont dirigées en sortie vers le thalamus, qui re-
projette par la suite sur le cortex. Cette organisation anatomique a permis de définir trois grandes
boucles parallèles cortico-baso-thalamo-corticales (voir figure 1.8) :
• La boucle motrice : reliant les cortex sensori-moteurs au striatum dorso-latéral.
• La boucle associative : reliant le cortex préfrontal et le cortex associatif au striatum dorso-
médian.
• La boucle limbique : elle même constituée de deux boucles reliant le cortex préfrontal au
striatum ventral :
– La première projette de la partie dorsale du PFCm vers le coeur du noyau Accumbens
(Core).
– La seconde projette de la partie ventral du PFCm vers l’écorce du noyau Accumbens
(Shell).
Ces boucles sont vraisemblablement centrales aux différents niveaux du processus de sélec-
tion, en conséquence leur compréhension est indissociable de la compréhension des processus
décisionnels [Graybiel, 1998; Redgrave et al., 1999]. Elle jouent aussi un rôle dans les cir-
cuits d’apprentissages procéduraux, notamment de type stimulus-réponse, menant à la formation
d’habitudes et de comportements stéréotypés [Yin and Knowlton, 2006; Graybiel, 2008]. Les
projections hippocampiques arrivant sur le striatum ventral seraient centrales pour les apprentis-
sages de comportements orientés vers un but, tout comme la prédiction de la récompense [Pen-
nartz et al., 2011].
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FIGURE 1.8 – Schéma simplifié représentant les trois grandes boucles cortico-GB-Thalamo-corticales
anatomiquement organisées en parallèle. Chaque boucle peut contenir des sous-boucles comme par
exemple la boucle limbique (ventrale) qui peut être subdivisée en deux sous-boucles. Les boucles sont
organisées sur l’axe dorsolatéral-ventromédian (Voorn et coll., 2004). Pour chaque boucle trois voies
parallèles sont représentées. Tiré de Catanese et al. [2012]
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FIGURE 1.9 – Enregistrement électrophysiologique de neurones dopaminergiques de la SNc dans trois
conditions expérimentales (rapporté de [Schultz, 1998]). L’activité du neurone est représentée sous forme
de raster et d’histogramme. Le raster (en bas) indique les spikes enregistrés dans le neurone (points
noirs) à chaque essai (chaque ligne représente 3 secondes). Les histogrammes d’activité représentent
le cumul des activités des spikes de tous les essais. Les ﬂèches noires indiquent la présence ou non
du signal prédictif (stimulus) et la récompense (R). À gauche : activité du neurone avant apprentissage
lorsque le singe reçoit une goutte de jus de fruit de manière imprévue. La réponse maximale est observée
après l’arrivée de la récompense. Au milieu : après apprentissage l’activité est déclenchée par le stimulus
prédictif, on observe une décharge importante juste après l’arrivés du stimulus, ce qui prédit l’arrivée de
la récompense. A droite : lorsque la récompense prédite par le signal n’apparaît pas, l’activité du neurone
est fortement diminuée au moment où la récompense est attendue.
1.3.3 Circuit de récompense
Dans l’étude du comportement, les informations de buts sont étroitement liées aux informations
sur les récompenses, et les ganglions de la base sont souvent associés à ces circuits [Groene-
wegen, 2003]. Cela vient du circuit dopaminergique qui semblent agir comme un prédicteur de
récompenses. Ces neurones déchargent selon ce qui semble être une erreur de prédiction sur
l’arrivée d’une récompense [Schultz et al., 1993; Schultz, 1998].
L’étude de référence concernant la prédiction de récompenses au niveau des BG fut réalisée
par Schultz et al. [1997]; Schultz [1998]. Elle présente les enregistrements électrophysiologiques
réalisés au niveau de la SNc d’un singe au cours d’une série d’observations lors de l’apprentis-
sage de tâches de réponses (saisie manuelle ou saccade) à un stimulus. Elle tente de répondre
aux interrogations concernant la prédiction de la récompense et l’erreur de prédiction de celle-ci.
Cette étude montre l’implication des neurones dopaminergiques dans la prédiction de la
récompense et de l’erreur de prédiction. Ils déchargent tout d’abord pendant (ou juste après)
l’arrivée de récompenses inattendues (enregistrement de gauche dans la ﬁgure1.9), ou bien dans
certains cas pour des aspects de nouveauté [Ljungberg et al., 1992]. Lorsque l’apprentissage est
stabilisé, la récompense peut être prédite avec certitude et on n’observe plus d’activité pendant
la réception de la récompense mais bien en amont, comme prédiction de celle-ci (enregistre-
ment du milieu dans la ﬁgure1.9). Finalement, si la récompense n’est pas reçue comme attendu,
ces mêmes neurones qui déchargeaient lors de la phase d’apprentissage montrent une période
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de dépression (activité réduite) à l’instant où la récompense aurait dû être perçue (enregistre-
ment de droite dans la figure1.9). Ces activités se retrouvent aussi dans le striatum et le cortex
orbitofrontal du singe.
Le striatum intègre aussi des prédictions de récompense en fonction des mouvements réali-
sés. De même, tout comme chez le singe, le cortex orbitofrontal de l’humain joue un rôle dans
le traitement des récompenses négatives et positives [Rolls, 2000].
1.4 Fusion de l’information dans une tâche de préférence spatiale
Plusieurs questions traitées dans le cadre de cette thèse sont le fruit de collaboration avec d’autres
équipes de recherche, notamment l’équipe du Laboratoire de Neurobiologie de la Cognition
(LNC) à l’université d’Aix-Marseille dans le cadre du projet ANR Neurobot, et avec l’équipe
du centre de recherches pluridisciplinaires en biologie du collège de France (CIRB). Dans cette
section, je vais présenter des résultats expérimentaux obtenus chez le rat par l’équipe du LNC,
résultats de plusieurs expériences où des rats devaient réaliser une tâche de ”préférence spatiale”
(fig. 1.10).
L’étude de cette expérience permet d’avoir un cas pratique où la fusion de l’information
est nécessaire pour la résolution de la tâche. La catégorisation des états et des événements en
robotique est une question encore ouverte, et est principalement résolue en fonction de la tâche
étudiée. Ici le but est d’avoir un mécanisme d’apprentissage de buts et de contextes qui se base
sur des caractéristiques multimodales.
1.4.1 Protocole expérimental de l’expérience
L’expérience est basée sur une navigation continue de l’animal. L’expérience en elle même in-
tègre la partie de résolution de la problématique de navigation vers le but, ainsi que l’apprentis-
sage de temporalité permettant l’arrivée de la récompense. L’animal est constamment en train
de résoudre la tâche de manière cyclique, sans interruption. La réalisation de la tâche se fait en
trois étapes :
1. Le rat se déplace vers une zone but marquée (tâche indicée) ou non (tâche de préférence
spatiale).
2. Le rat doit attendre immobile pendant un délai de 2 secondes sans quitter la zone but, ce
qui produit le lâcher d’une boulette de nourriture.
3. La nourriture est donnée au centre de l’arène, et la boulette peut rebondir vers n’importe
où dans l’enceinte. La troisième phase consiste donc à rechercher cette boulette. La durée
minimale après le lâcher de la nourriture avant que le rat ne puisse obtenir une nouvelle
récompense est de 3 secondes.
Cette tâche peut être scindée en deux cas : le premier où le but est marqué au sol, le second
où le but n’est pas marqué. Dans le premier cas, la navigation vers le but ne fait pas interve-
nir de mécanismes complexes de navigation, un simple “homing” suffirait (navigation guidée
visuellement vers un amer). Dans le second cas, il est nécessaire d’avoir construit une représen-
tation spatiale de l’environnement et d’avoir mémorisé l’emplacement du but. Les amers visuels
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FIGURE 1.10 – Schéma du protocole expérimental de la tâche de préférence spatiale. Dans un premier
temps le rat doit se diriger vers le but marqué par une marque au sol. Dans un second temps le rat doit
attendre 2 secondes avant que la nourriture soit délivrée. Enﬁn, la nourriture est libérée et le rat se dirige
vers cette dernière.
sont des cartes noires recouvrant certaines parties du mur circulaire, servant de point de repère.
L’arène est régulièrement nettoyée pour éviter la présence d’informations olfactives et un fond
sonore uniforme empêche le rat de se servir de repères auditifs.
La tâche de préférence spatiale présente un protocole intéressant pour étudier des capa-
cités necessaires à la résolution du problème de navigation, et une fois dans le but, avoir un
mécanisme inhibant le mouvement tout en prédisant une durée temporelle nécessaire avant l’ob-
tention de la récompense, sachant que le rat se déplace constamment et ne reste pas immobile,
particulièrement quand il est éloigné des bords de l’arène. Le temps de 2 secondes utilisé dans
l’expérience correspond à la période maximale pendant laquelle le rat tolère de rester immobile.
Finalement, lorsque la nourriture est relâchée au-dessus de l’arène, la boulette rebondit et le rat
doit commencer une phase de recherche dans l’environnement. De plus, cette tâche nécessite
des capacités d’apprentissage d’informations spatiales (pour la navigation) et temporelles (pour
la phase d’attente), qui peuvent être dissociées du fait que l’apprentissage temporel se fait dans
le même emplacement dans l’environnement.
Enﬁn, il est possible de considérer l’atteinte du but comme étant un sous-but, vu que cette
étape permet la délivrance de la récompense, néanmoins la consommation de la récompense se
fait à un autre endroit de l’environnement. Le codage spatial de la zone du but ne peut donc
pas être confondu avec une réponse immédiate à la réception d’une récompense sous forme de
nourriture, puisque celle-ci intervient a posteriori.
1.4.2 Étude des corrélations spatiales dans le cortex préfrontal
Dans le cadre de l’expérience de préférence spatiale, des électrodes furent implantées dans le
cortex préfrontal des rats. Cela permet de réétudier les observations concernant l’absence de
corrélats spatiaux dans le PFC lors d’une exploration en absence de motivation [Poucet, 1997] ;
et ceci sachant que près de 25% des neurones observés dans les aires prélimbique et infralim-
bique du cortex préfrontal avaient des corrélats spatiaux [Hok et al., 2005]. Les enregistrements
dans le PFC montrent que la majorité des cellules répondent à l’emplacement du lieu but et à
l’endroit où les boulettes de nourriture viennent tomber sur le sol (ﬁg. 1.11.C). La ﬁgure 1.11.A
présente les décharges de la cellule conduisant vers la zone but (Trigger zone) permettant de li-
bérer la nourriture ; et la cellule d’arrivé de la nourriture (Landing zone) où la boulette tombe. On
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FIGURE 1.11 – A) Enregistrement des activités de deux cellules de lieu, l’une menant vers la zone de
liberation de la nourriture (Trigger zone), et l’autre menant vers la zone d’atterrissage de la boulette
de nourriture (Landing zone). On observe que ces cellules sont utilisées pendant la phase d’exploration
mais aussi pendant la phase de réalisation de la tâche (Les activités sont similaires entre Navigation et
Foraging). B) Distribution des centroïdes des cellules spatiales dans l’environnement. C) Cartes d’activité
cumulées pour les sous-ensembles des cellules enregistrées [Hok et al., 2005]. On observe qu’un grand
nombre des cellules décharge pour la zone de liberation et la zone d’atterrissage.
peut observer que ces cellules sont utilisées lors de l’exploration comme pour la réalisation de la
tâche (Navigation vs Foraging), et on observe aussi dans 1.11.B que lusieurs cellules permettent
de mener vers la zone de déclanchement dans un premier temps, puis une fois la nourriture li-
bérée, plusieurs autres cellules déchargent vers la zone d’atterrissage de la nourriture (Landing
zone). D’autres cellules répondent à l’emplacement du repère visuel, et une minortié de cellules
répondent d’une manière distribuée pour d’autres parties de l’environnement.
Les rats ont naturellement tendence à se diriger vers la zone où les boulettes chutent (pro-
bablement par repère auditif) bien que la nourriture finisse par rebondir et se disperser dans
l’environnement. Ceci tend à montrer que le cortex préfrontal mémorise des lieux qui ont un
contexte motivationnel fort nécessaire à la réalisation de la tâche.
1.4.3 Codage de buts au niveau hippocampique et activités hors-champ des cel-
lules de lieu
L’hippocampe représente une structure centrale pour le codage de l’information spatiale et la
localisation dans un environnement. Il serait donc plausible que les informations spatiales re-
trouvées au niveau préfrontal aient une origine au niveau hippocampique. Des enregistrements
ont donc été effectués dans CA1 pendant la tâche de préférence spatiale avec pour objectif de
vérifier que des codages concernant le but pouvaient se retouver au niveau hippocampique [Hok
et al., 2007a,b]. Les enregistrements ont montré que la majorité des cellules de lieu dans CA1,
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FIGURE 1.12 – Champs de lieu secondaires pour des cellules de lieu dans CA1. Outre le champ de lieu
principal, une hausse d’activité est observée au niveau de la zone but. Tiré de [Hok et al., 2007b].
en plus d’avoir un champ de lieu principal donnant l’information sur différents endroits de l’en-
vironnement, avaient une activité accrue au niveau de la zone du but. Elle apparaît comme un
champ de lieu secondaire, de moindre importance, situé au niveau du but (fig. 1.12) sans que ce
dernier ne soit sur représenté. L’environnement est couvert de manière relativement uniforme,
avec une plus grande proportion de neurones possédant des champs au bord de l’arène. Ceci
montre qui les zones but ne sont pas spécialement sur-représentées au niveau hippocampique.
L’observation des l’activités ”hors-champ” se révéle plus intéressante d’un point de vue
temporel. Le regain d’activité n’a lieu que pendant la phase d’attente.
On observe un pic d’activité au niveau de CA1 un peu avant la fin du délai de 2 secondes
(fig. 1.13). Le même phénomène est observé juste avant l’arrivée à la zone but, mais seulement
dans les cas où le but est marqué. Aussi, du fait de l’immobilité du rat pendant la phase d’at-
tente, l’évolution de l’activité ne peut être liée à des aspect spatiaux ou comportementaux, mais
représenterait plus un mécanisme d’estimation de l’écoulement du temps.
Pour tester cette hypothèse, des essais ont été conduits, pendant lesquels la récompense
n’était pas fournie à la fin du délai d’attente. En cas normal, le son émis par la chute de la
nourriture fournissait un signal marquant la disponibilité de la récompense (la fin de la période
d’attente), ce qui n’est pas le cas en l’absence de récompense. Ces essais d’extinction ont mon-
tré que les rats avaient bien appris la durée de la période d’attente et étaient capables d’estimer
l’écoulement du temps de manière suffisamment précise [Hok et al., 2007a]. En effet, les rats re-
prennent leur mouvement passé le délai de 2 secondes, qu’ils aient reçu leur récompense ou non,
ce qui indique que les relations temporelles entre des événements sensoriels et/ou motivationnels
sont constamment apprises, que la tâche requiert leur utilisation ou non.
1.4.4 Lien entre l’activité temporelle hippocampique et frontale
Comme vu précédemment, le cortex préfrontal semble impliqué dans la gestion des buts de la
tâche tandis que l’hippocampe serait impliqué dans le codage des aspects spatio-temporels. Afin
de clarifier l’implication de chaque structure, une expérience fut réalisée dans laquelle le PFC
de rats ayant appris à résoudre la tâche a été inactivé [Hok, 2007]. Les lésions n’ont montré
aucun impact significatif sur les performances, ni sur les activités hors-champs des cellules de
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FIGURE 1.13 – Analyse temporelle de l’activité extra-champ pour les tâches de navigation continue
indicée (Cue task) et la tâche de préférence spatiale non-indicée (Place task). PETHs (PeriEvent Time
Histograms) cumulés pour l’ensemble des cellules de lieu enregistrées dans les deux types de tâche. La
période de délai de deux secondes est comprise entre les deux lignes verticales (intervalles de 200ms).
Les histogrammes du haut sont calculés pour la période d’extinction du distributeur (quatre premières
minutes). Les histogrammes du bas sont calculés pour les douze minutes suivantes durant lesquelles le
distributeur est à nouveau opérationnel. Comparativement à la version indicée, et aussi bien au cours
de l’extinction que des essais récompensés, l’augmentation d’activité est décalée dans le temps pour la
version non-indicée. Commentaire et figure tiré de [Hok et al., 2007a].
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lieu qui sont maintenues. Le seul effet notable est une légère augmentation de l’activité générale
dans l’hippocampe, montrant un certain défaut d’inhibition globale. Néanmoins, les lésions étant
réalisées après sur-apprentissage, il est probable qu’un mécanisme de navigation "automatique"
de plus bas niveau ait pu prendre le relai. Cependant, il n’est pas dit que le PFC ne joue pas un
rôle important dans l’acquisition des comportements nécessaires à cette réalisation.
Finalement, la propagation des activités temporelles de l’hippocampe a été testée dans une
variante de la tâche de préférence spatiale [Burton et al., 2009]. Dans cette expérience, les rats
ont été entraînés à résoudre la tâche avec un lieu but changeant chaque jour. Les enregistre-
ments ont été fait avec des électrodes implantées dans l’aire prélimbique du cortex préfrontal.
Les résultats montrent une sélectivité spatiale des neurones préfrontaux beaucoup moins grande
que dans les expériences précédentes, ce qui est probablement lié au changement régulier de la
position du but. De plus, un grand nombre de neurones présente des corrélats spatiaux en plus
de cette composante temporelle, et peu de cellules purement spatiales furent enregistrées. Ceci
montre un codage spatio-temporel dans le PFC, dû à la variabilité de l’information spatiale en
gardant l’information temporelle comme invariant dans cette expérience.
1.5 Mémoires de travail et mémoires épisodiques
La théorie des multiples systèmes de mémoires postule pour l’existence de différentes formes
de mémoires, chacune gérée par différents systèmes de structures cérébrales (White et McDo-
nald 2002 ; Squire, 2004). Bien qu’il subsiste quelques théories alternatives (Whittlesea et Price,
2001) 1 , l’existence de multiples systèmes de mémoire chez le mammifère est aujourd’hui
bien acceptée. Bien qu’il soit parfois difficile de comparer les résultats obtenus en clinique avec
ceux obtenu en expérimentation animale 2 , ces différentes études semblent converger vers une
taxonomie et une régionalisation des mémoires commune à l’ensemble des mammifères (figure
I.2-1 ; avec bien sur certaines limites principalement dues à l’absence du langage). Dans cette
section les grandes lignes de la théorie seront présentées. Les études chez l’Homme et le rat
seront abordées séparément.
1.5.1 Taxonommie des mémoires chez l’humain
La toxonomie concernant les mémoires chez l’humain a pour origine les études cliniques sur des
patients cérébrolésés mettant en évidence des amnésies spécifiques de certaines tâches, suggé-
rant l’existence de différents types de mémoire sous-tendues par des régions cérébrales distinctes
([Scoville and Milner, 1957; Squire, 2004]. Ces observations cliniques ont permis de catégoriser
différents types de mémoires illustré dans la figure 1.14.
On distingue principalement deux grands types de mémoire chez l’Homme, la mémoire
déclarative et la mémoire non-déclarative. La mémoire déclarative se caractérise par un rappel
explicite de l’expérience ou des notions concernées. Elle se décompose en mémoire sémantique
qui représente la mémoire des connaissance générale qui peut être vue comme une base de
données des connaissances et des définitions ; et de la mémoire épisodique qui est la mémoire
des événements personnels vécus. Elle implique des événements spatiaux-temporels qui sont
arrivés à soi, ce qui en fait une mémoire autobiographique qui agglomère les notions de "quoi",
du "quand" et du "où" pour créer un souvenir. Je vais m’intéresser plus particulièrement à ce
type de mémoire dans la suite du mémoire, notamment dans le chapitre 4.
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FIGURE 1.14 – Taxonomie des mémoires à long terme chez l’Homme (Adaptée de Squire [2004], tiré
de Catanese et al. [2012]). Cette taxonomie liste les structures connues pour être impliquée dans les dif-
férents types de mémoire. Elle résume de manière simpliﬁée la théorie actuelle des multiples systèmes de
mémoire construite à partir d’un ensemble de données issu d’études cliniques ainsi que de l’expérimenta-
tion animale. Cette catégorisation est généralement étendue à l’ensemble des mammifères. L’hippocampe
est une structure des lobes temporaux.
1.5.2 Mémoires chez le rat
La classiﬁcation des mémoires chez le rat est basée sur les tâches de lesions spéciﬁques de
différentes zones cérébrales McDonald and White [1993]; White and McDonald [2002].
Dans le travaux, [McDonald and White, 1993] proposent trois expériences principales re-
prise par la suite pour élaborer leur théorie White and McDonald [2002]. Les auteurs ont réalisé
des lésions à différents niveaux dans les cerveaux des rats. Un groupe de rats était lésé au niveau
de l’hippocampe ; un second au niveau striatal ; un troisième au niveau de l’amygdale et enﬁn
un quatrième sans lésion comme contrôle. Les quatres groupes ont réalisé trois tâches dans un
labyrinthe radial à huit bras et toutes similaires en termes de stimuli, de réponses, et de récom-
penses. Seules les relations à mémoriser entre ces éléments sont différentes et sont en relation
directe avec chacune des régions lésées.
1- La tâche dépendante de l’hippocampe, est une tâche de mémoire spatiale. Chaque bras
est appâté et le rat est libre de visiter chacun des bras dans n’importe quel ordre. Les récompenses
ne sont pas remplacées pendant la même session. Plus le nombre de bras visités est proche
de huit plus la performance est bonne. La résolution de la tâche requiert la mémorisation des
lieux visités. Les associations à mémoriser sont de types Stimulus-Stimulus (S-S). En termes de
stratégie de navigation cette tâche implique une stratégie de place se basant sur des champs de
lieux. Les résultats indiquent que seule la lésion de l’hippocampe altère les performances.
2- La tâche dépendante du striatum, est une tâche de guidage visuel. Les bras appâtés
sont indicés par un signal lumineux situé à l’entrée du bras et seuls quatre bras sont appâtés.
La stratégie permettant de résoudre la tâche dépend de l’apprentissage l’associations entre un
stimulus (lumière) et une réponse comportementale locomotrice (S-R). Les résultats indiquent
que seule la lésion du striatum diminue les performances. De manière surprenante la lésion
de l’hippocampe a un effet inverse sur les performances, indiquant une compétition entre les
structures.
3- La tâche dépendante de l’amygdale, est une tâche de préférence de stimulus condi-
tionné. Seul deux bras du labyrinthe sont utilisés : l’un est éclairé et contient beaucoup de nour-
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riture, alors que l’autre est sombre et ne contient pas de nourriture. Pendant la phase d’appren-
tissage le rat est placé dans un des deux bras pendant deux jours consécutifs, puis est placé dans
l’autre bras pour deux nouveaux jours, Cette répétition est réalisée qutre fois et ainsi l’appren-
tissage dure pendant huit jours. Le test a lieu le neuvième jour où le rat doit choisir un des deux
bras, et le temps passé dans chaque bras est mesuré. Le choix dépend de l’association simple
entre un stimulus (lumière) et le renforcement représenté par la nourriture (S-O). Les résultats
indiquent que seuls les rats ayant subi une lésion de l’amygdale ne passent pas plus de temps
dans le bras éclairé que dans le bras sombre.
Ces travaux ont permis de mettre en évidence les différents types de mémoires chez le rat.
Comme indiqué précédemment, je vais m’intéresser principalement à la mémoire épisodique
dans le reste des travaux. Ce type de mémoire est principalemement utilisé dans le cadre de
tâche de navigation basés sur des places, impliquant ainsi l’hippocampe comme présenté dans
la première description. Je vais à présent présenter les différentes tâches impliquant la mémoire
épisodique sur lesquelles je me baserai pour une partie des travaux présentés dans ce manuscrit.
1.5.3 Mémoires de travail épisodiques pour des processus décisionnels imminents
La tâche d’alternance interrompue par guidage visuel est une expérience imaginée par l’équipe
du centre de recherches pluridisciplinaires en biologie du collège de France. Le but est d’étudier
les capacités de mémoires épisodiques rétrospectives (dépendant de la provenance du rat) et
prospectives (dépentant de la destination du rat) dans l’hippocampe. Les capacités rétrospectives
permettent au rat d’utiliser la mémoire de l’action ou stratégie déjà réalisée pour déduire les
actions futures, alors que les mémoires prospectives utiliserait le concept de l’information qui
n’a pas encore été traitée. Le but Dans ce qui suit, je présente le protocole expérimental ainsi
que quelques résultats intéressants que nous allons utiliser par la suite dans nos expériences
robotiques.
Protocole expérimental
Cette expérience est une tâche de navigation continue du rat. Elle consiste à interrompre l’al-
ternance de visite des bras gauche et droit réalisée par un rat, et ceci par l’apparition soudaine
d’un signal visuel lorsque l’animal est engagé dans le bras central d’un labyrinthe en T continu
(voir figure 1.15) [Catanese et al., 2012]. Le but est d’étudier les dynamiques des modulations
des mémoires épisodiques dans des temps très court où la prise de décision est imminente. Pen-
dant la tâche, le rat peut réaliser deux type de trajectoires : gauche-droite (GD) ou droite-gauche
(DG). Ceci permet d’identifier les activités qui dépendent de la trajectoire globale du rat et de
les abstraire de celle qui dépendent de la position actuelle ou juste du but.
Le rat commence l’expérience sur la base au sud de la plate forme, et des cloisons ne laissent
que le bras central comme choix possible. Une fois en haut du bras, d’autres cloisons l’em-
pèchent de revenir en arrière. Suivant le protocole suivi, le rat va toujours faire la séquence bras
central-décision (gauche ou droite)- retour à la base.
Le protocole expérimental inclut un entrainement des rats en plusieurs phases :
• Phase 1 : Entrainement à la tâche de guidage visuel (VC)
Les rats sont entrainés à déduire le comportement en fonction de l’information visuelle
donnée sur les moniteurs. Lorsqu’un rat arrive sur le bras central, un des deux moniteurs
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affiche des trais verticaux noirs et blancs, et le rat doit choisir d’aller au côté opposé à celui
du moniteur pour être récompensé. L’apprentissage est fini quand les rats ont un taux de
réussite autour de 85%.
• Phase 2 : Entrainement à la tâche d’Alternance (ALT)
Une fois la tâche de VC apprise, le guidage visuel est supprimé et les rats doivent alterner
la direction choisie d’un essai sur l’autre. Ainsi, le but est d’apprendre qu’il faut changer
de bras à chaque essai. Pour les deux tâche VC et ALT, la séparation des essais est réalisée
soit en fonction de leurs destinations (groupe GD et DD versus groupe DG et GG), soit
en fonction de leurs provenances (groupe DG et DD versus groupe GD et GG). Ceci
permet d’avoir les activités relatives à la mémoire prospective pour le premier cas, et
rétrospective pour le second. La comparaison statistique de l’activité sur le bras central
lors des trajectoires de la condition ALT (GD vs DG) puis des trajectoires de la condition
VC (DD vs GG) permet de confirmer que les neurones ont une activité significativement
modulée par les trajectoires pour les deux conditions ; c’est-à-dire que la modulation n’est
pas spécifique d’un seul type de trajectoire. Ceci permet de bien montrer que les neurones
enregistrés ont le même mécanisme de décharge pour ces différents cas, ce qui indiquerait
qu’ils déchargent bien en fonction de la provenance ou de la destination et non en fonction
d’une certaine trajectoire.
• Phase 3 : Entrainement à la tâche d’alternance interrompue par guidage visuel (AIGV)
Enfin, les rats vont combiner l’apprentissage de la tâche ALT et VC pour apprendre la
tâche AIGV. Le but est que les rats partent sur un comportement comme celui de la tâche
ALT, et puissent faire ceci pendant 5 (ou 7) essais. Une fois que le rat réussit ses es-
sais, la tâche change en tâche de VC avec le guidage des moniteurs (voir figure1.16).
L’apprentissage continue jusqu’à ce que les rats puissent apprendre à combiner les deux
comportements.
Dynamiques des activités rétrospectives et prospectives dans les neurones de CA1
Les cellules de lieu de l’hippocampe montrent une forte corrélation avec la position spatiale de
l’animal [O’Keefe and Dostrovsky, 1971]. Dès lors, l’idée d’une carte interne de l’environne-
ment fut proposée [Tolman, 1930], mais aussi la possibilité que ce soit une sorte de mémoire
épisodique [O’Keefe and Nadel, 1978]. Wood et al. [2000] proposent que ces modulations d’ac-
tivité soient spécifiques de la destination (prospective) ou de la provenance (rétrospective) de la
trajectoire de l’animal.
Dans [Catanese et al., 2014], la tâche de VC fut utilisée pour étudier les modulations pros-
pectives et rétrospectives au niveau de CA1. Le but est d’étudier la distribution des cellules
rétrospectives, prospectives ou combinant les deux activités, ainsi que leurs réponses le long du
bras lorsque le rat résoud la tâche. Les enregistrements lors de la tâche de VC montrent que la
très grande majorité des cellules (74%) avait une modulation rétrospective et déchargent prin-
cipalement en début de bras ; le reste des cellules (26%) montrent une modulation prospective,
et répondent dans la partie finale du bras (voir figure 1.17). Aussi, en passant de la tâche de VC
à ALT Catanese et al. [2012], les cellules maintiennent leurs modulation. Seules deux cellules
(sur 129) ont montré un changement de modulation. Ceci montre que des modulations rétros-
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FIGURE 1.15 – Schéma du labyrinthe en T continu utilisé lors de la tâche d’alternance interrompue
par guidage visuel. Les ﬂèches rouges indiquent l’emplacement des photodétecteurs. Les barres oranges
indiquent l’emplacements des barrières ﬁxes. Les ﬂèches en pointillé indiquent le sens de déplacements
du rat au sein du labyrinthe. Les mouvements dans l’autre sens sont prohibés (tiré de [Catanese, 2012]).
FIGURE 1.16 – Chaque ﬂèche représente un essai correct et la direction que le rat a prit. Le rond barré
indique un essai incorrect. Le rat doit effectuer une séquence de 5 (ou 7), essais d’alternance (ALT ;
ﬂèches rouges et bleus) consécutivement corrects pour que le signal visuel (VC) se déclenche. Lors de
ces essais les trajectoires du rat (ﬂèches vertes) sont dirigées du même côté que les trajectoires de l’essai
précédant (tiré de [Catanese, 2012]).
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FIGURE 1.17 – Exemple d’activités dans CA1 pour 2 neurones à activité rétrospective et 2 neurones à
activité prospective lors d’une tâche de Guidage visuel (VC). Elle représente la somme des activités des
neurones le long du bras. Les courbes en pointillé représentent les limites de l’intervalle de confiance
ponctuelle (bleu clair) et global (vers clair) obtenue par bootstrap. La courbe orange (rétrospective) cor-
respond à la fonction de différence de taux de décharge obtenue par comparaison des groupes d’essais
pour lequel le rat arrive dans le bras central par la gauche et celui pour lequel il arrive par la droite
(DG&DD - GD&GG) toutes destinations confondues. La courbe violette (prospective) correspond à la
fonction différence de taux de décharge (en Hz) obtenue par comparaison des groupes d’essais pour lequel
le rat a tourné à gauche après le croisement et celui pour lequel il a tourné à droite (GD&DD - DG&GG)
toutes provenances confondues. Lorsque la fonction de différence de taux de décharge sort de l’intervalle
de confiance (zone de couleur pleine), alors la différence de taux de décharge est significativement diffé-
rente d’une différence aléatoire. L’histogramme du bas représente la distribution des cellules à activités
prospectives et rétrospectives le long du bras. Tiré de [Catanese et al., 2014].
pectives et prospectives sont disponibles au niveau de CA1, bien que l’activité rétrospective soit
largement plus représentée.
Enfin, la tâche AIGV fut utilisée pour étudier l’impact du changement de stratégie sur les
temps de réponse des neurones. Les résultats montrent un temps de réponse plus long dans le
cas de la tâche AIGV où un changement de stratégie est nécessaire. Ceci est probablement dû au
processus de changement de stratégie qui pourrait impliquer le cortex préfrontal, ainsi induisant
un retard dans la réponse et une compétition entre les stratégies proposées.
Activités prospectives et rétrospectives dans le cortex préfrontal
Dans [Catanese et al., 2012] des enregistrements ont été réalisé pour montrer l’implication du
PFC dans les modulations prospectives. L’hypothèse est que l’hippocampe contenant l’informa-
tion spatiale actuelle, fournirait par la même occasion l’information rétrospective. Ainsi, seule
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l’information prospective reste à étudier. Pour se faire, des enregistrements ont été faits pendant
une tâche de VC, une tâche AIGV suivi d’une tâche de VC ainsi qu’une tâche de guidage visuel
central suivi d’un guidage visuel classique (VC). Ceci dans le but d’étudier la temporalité d’ap-
parition de l’activité au niveau du PFC et au niveau hippocampique. Les résultats montrent des
activités prospectives précoces au niveau du PFC, ce qui indiquerait que le PFC serait la source,
ou du moins recevrait le signal prospectif avant l’hippocampe. L’information du PFC peut être
projetée indirectement au niveau hippocampique en passant par le cortex entorhinal.
1.5.4 Mémoires de travail épisodiques dans des séquences d’événements
J’ai présenté dans la section 1.5.3 une étude sur les activités de mémoires de travail épisodiques
au niveau hippocampique, dans le cadre de tâches de navigation avec choix binaire imminent
(moins d’une seconde). Dans cette section, je présente le travail réalisé par l’équipe du Labora-
toire de Neurobiologie de la Cognition (LNC) à l’université d’Aix-Marseille. Le but est d’étudier
les activités de mémoires épisodiques, dans le PFC et dans l’hippocampe, et ceci dans le cadre
de prise de décision moins rapide (de l’ordre de minutes).
Protocole expérimental
L’expérience présentée est une tâche de navigation continue de l’animal dans un labyrinthe radial
à 12 bras. L’hypothèse est qu’il y aurait une correspondance entre le nombre de bras visités et la
charge en mémoire. Kametani and Kesner [1989] ont étudié l’effet d’un délai (intitulé "intervalle
de rétention") dans la séquence d’exécution. Le but est d’analyser si le délai a plus d’effet quand
la mémoire contient plus d’information. Ainsi, si l’animal utilise une mémoire rétrospective, le
délai imposé entre les essais de fin (e.g. le choix du 10 ème bras dans une bras à 12 bras), devrait
avoir un effet plus important qu’un délai imposé plus tôt (e.g. le choix du 2 ème bras), dû au fait
que la quantité d’information soit plus importante. Les résultats montrent que les rats utilisent
leurs mémoires rétrospectives et prospectives en fonction de la charge en mémoire.
Les enregistrements ont été réalisés simultanément au niveau de l’hippocampe et du cortex
préfrontal, et le protocole se base sur des points d’interpolation (POI) après lesquels la mémo-
risation est testée. Ces POIs représentent un moment de la tâche où le rat aura déjà exploré un
certain nombre de bras durant l’essai courant ; ainsi un POI de 5 voudra dire que le rat a déjà
exploré 5 bras et que la tâche est interrompue pour tester la mémoire du rat. Ce protocole se
décompose en deux phases, une phase d’apprentissage et une phase de test. Pendant la phase
d’apprentissage, l’animal est entraîné à naviger dans les 12 bras et est récompensé avec de la
nourriture à chaque extrémité de bras. Suite à la phase d’apprentissage, il y a une phase de test
avec enregistrements et une phase de test sans enregistrements. La phase de test avec enregis-
trements est comme ceci : 4 essais consécutifs pour chaque POI (1, 6, 11 ; dans cet ordre) sont
réalisés dans la même journée (12 essais). Chaque essai est constitué de 2 phases : 1 phase pré-
délai, où le rat doit visiter 1, 6, ou 11 bras (selon le POI) puis il est bloqué sur la plateforme
centrale pendant 5min. Après ce délai, 2 bras sont rendus accessibles, l’un est un bras déjà visité
lors de la phase pré-délai, l’autre est un bras non visité. La réponse voulue est le bras non visité.
Ceci est répété 4 fois par POI avec un délai de 30 min entre chaque essai (que ça soit au sein du
même POI ou entre 2 POI). Ca fait au total 12 essais + un essai sans délai.
Dans le cas où il n’y a pas d’enregistrement, les mêmes animaux sont testés pour les POI qui
n’ont pas été utilisés dans la phase avec enregistrement (POI 2, 3, 4, 5, 7, 8, 9, 10). Ainsi, il est
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Enregistrements
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du rat
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FIGURE 1.18 – Schéma présentant la plate-forme expérimentale et le processus d’enregistrement des
données. Les rats sont implantés au niveau de l’hippocampe et du PFC, et une caméra enregistre la
position de l’animal à chaque instant. Le processus d’analyse des données permet de faire correspondre
les réponses électrophysiologiques aux différentes positions de l’animal dans l’environnement (tiré de
[Hanoune et al., 2015b]).
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FIGURE 1.19 – Résultats comportementaux de la tâche de navigation avec choix binaire retardé dans le
cas sans enregistrements (figure gauche) et avec enregistrements (figure de droite). Le taux de réussite de
la tâche diminue plus le nombre de bras précédemment explorés augmente et ceci jusqu’à 7 bras, puis le
taux de réussite augmente. Ceci indique un passage de l’utilisation de la mémoire rétrospective au début
vers l’utilisation d’une mémoire prospective vers la fin.
possible de comparer les performances comportementales sur les différents POI. Les résultats
sont résumés dans la figure 1.19
Les résultats lors des phases sans enregistrements semblent montrer une corrélation entre la
charge d’information en mémoire et les performances. Lors des premiers POI, les performances
diminuent plus le POI augmente, ce qui indiquerait l’utilisation d’une mémoire rétrospective.
Lors des derniers POI, les performances augmentent, indiquant l’utilisation d’une mémoire pros-
pective. Les performances sont au plus bas pour les POI centraux (entre 5 et 8), ce qui semble
être le moment où les deux types de mémoires doivent gérer le plus d’information. Les résultats
préléminaires pour la phase avec enregistrements montrent une faible diminution des perfor-
mances, ce qui pourrait indiquer que l’utilisation de mémoires rétrospectives soit plus efficace
que l’utilisation de mémoires prospectives.
Ces résultats, bien que préliminaires, montrent une corrélation claire entre la charge d’in-
formation, le type de mémoire utilisée et l’interaction entre les deux types de mémoire. Dans
le cadre de cette thèse, je présenterai des architectures de mémoires épisodiques interprétant ce
type de résultats et pouvant expliquer les mécanismes inhérents à la sélection de l’action en se
basant sur l’information des actions passées et futures (chapitre 4).
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1.6 Discussion
Dans ce chapitre nous avons vu les principaux substrats neuronaux impliqués lors de tâches de
navigation, notamment utilisés lors de la localisation, la mémorisation et la sélection de l’action.
L’anatomie des différentes structures incluant l’hippocampe, le cortex préfrontal et les ganglions
de la base, ainsi que les principales boucles corticales et circuits de modulation du comportement
ont été présentés.
Structure centrale dans la navigation, l’hippocampe semble être impliqué dans la formation
et le codage de l’infomation spatio-temporelle ainsi que dans la formation de séquences à base
de mémoires épisodiques [Eichenbaum et al., 1999]. Aussi, les boucles cortico-basales, incluant
le cortex préfrontal, l’hippocampe et les ganglions de la base forment les chaines les plus inté-
ressantes à étudier en ce qui concerne les problématiques d’utilisation de mémoires, de sélection
de l’action et pour la planification.
Le travail de cette thèse prend en compte les coopérations et interactions entre structures
dans le cadre des boucles corticales [Alexander et al., 1986], afin d’appliquer et d’étudier les
possibles coopérations entre les processus de catégorisations multimodales pour la navigation,
mais aussi les processus de sélection de mémoires ou de stratégies pour la navigation. Le travail
que je vais présenter utilise les capacités d’apprentissage rapide qui peuvent avoir lieu au niveau
le cortex préfrontal, et ceci grâce à une détection d’échec ou de nouveauté notamment au niveau
de l’hippocampe, pour générer des interactions inhibitrices ou motivationnelles dans des tâches
de navigation. Une partie du travail traite aussi des interactions cortico-basales permettant des
apprentissages d’habituation et ceci grâce aux signaux d’évaluation des comportements générés
par prédiction de récompenses (chapitre 3).
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La tristesse de l’intelligence artificielle est qu’elle
est sans artifice, donc sans intelligence.
– Jean Baudrillard
CHAPITRE 2
Modèles bio-inspirés pour la navigation
et la planification en robotique
Dans le précédent chapitre, j’ai présenté un état de l’art des structures cérébrales utilisées par
l’animal dans des tâches de navigation spatiales, de planification, de prise de décision ou de
sélection de l’action. Ceci nous donne un bon aperçu des verrous auxquels nous devons nous at-
taquer pour comprendre les mécanismes qui rentrent en compte lors de la réalisation de ce genre
de tâches. Ainsi, plusieurs modèles furent développés dans ce but, tant pour les problématiques
de navigation que celles impliquant la planification ou de la sélection de l’action. Une approche
très répandue est l’utilisation de réseaux de neurones pour émuler les mêmes processus cére-
braux, pour contrôler un robot ou un agent simulé et ceci pour la résolution de tâches similaires
à celles de l’animal.
De nombeuses études réalisées sur l’hippocampe ont montré sont rôle central pour la navi-
gation spatiale, ainsi plusieurs modèles de ce dernier furent développés pour essayer de résoudre
ce type de tâche. Les capacités du cortex préfrontal, dans le contrôle et l’inhibition du com-
portement dans des situations à charge cognitive de haut niveau, ont mené à son incorporation
dans les modèles de planification et de sélection de l’action. De la même façon, l’implication
des ganglions de la base, et plus spécifiquement du striatum, dans les boucles cortico-basales
ont aussi induit une production de modèles de sélection de l’action se basant sur les interaction
entre cortex associatif et les ganglions de la base.
Dans ce chapitre, je présenterai en premier un état de l’art non-exhaustif sur ces modèles de
navigation, de planification et de sélection de l’action. Dans un second temps, décrirai plus en
détail les différents modèles utilisés dans l’équipe neurocybernétique, et plus précisément ceux
que j’ai utilisés, tout en discutant les différentes propriétés et limitations de ces modèles.
2.1 Systèmes de navigation bio-inspirés
2.1.1 Modélisation des cellules de lieu
On doit la découverte du codage spatial dans l’hippocampe sous la forme de cellules de lieu
visuelles (ou place cells) aux travaux de O’Keefe et Nadel [O’Keefe and Nadel, 1978]. Depuis,
l’hippocampe est devenu la principale structure modélisée pour la navigation spatiale. Ces cel-
lules de lieu sont des neurones qui déchargent en fonction de la position de l’animal dans un
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environnement. Elles fournissent à la fois une information quant au positionnement de l’animal
et un moyen de discrétiser l’environnement continu en une série d’états. Cette discrétisation
de l’espace est souvent la base dans plusieurs modèles probabilistes de la sélection de l’action
(tels que les processus de décision markoviens), où l’espace analysé doit être discrétisé en états
distincts.
Parmi les premiers modèles computationnels de cellules de lieu nous trouvons le modèle
de Burgess et al. [1994], se basant sur la perception d’amers visuels. Ce fut l’un des premiers
modèles mathématiques, utilisant des couches successives d’inhibitions locales pour induire un
mécanisme de compétition entre les codes des cellules, et qui fut testé en simulation [Burgess
et al., 1994] et sur robot [Burgess et al., 1997].
Nous trouvons des modèles bio-inspirés de l’hippocampe, notamment le modèle PerAc [Gaus-
sier and Zrehen, 1995] qui représente la base de notre architecture, et qui sera présenté plus en
détails dans la section 2.2. L’hypothèse de départ est que la création d’une représentation sen-
sorielle n’est possible que pour des concepts sur lesquels il est possible d’agir. Il se base sur
des associations de bas niveau entre perceptions et actions, construisant ainsi une architecture
sensori-motrice. Les cellules de lieu sont représentées par des associations des différents amers
visibles à chaque cellule. Cette représentation sensorielle est associée par la suite aux actions
(des directions dans les tâches de navigation). Le modèle est d’abord utilisé en simulation, avant
une implémentation sur robot réel permettant l’apprentissage de cellules de lieu visuelles [Ban-
quet et al., 1997; Gaussier et al., 2000].
D’autres modèles bio-inspirés de cellules de lieu furent développés depuis. Celui de Redish
and Touretzky [1997], représente un modèle théorique des processus cognitifs liés à la navi-
gation dans la région hippocampique. Le codage spatial des cellules de lieu est créé à partir
d’informations visuelles, correspondant à des vues locales, et d’intégration de chemin, prove-
nant d’informations idiothétiques par le biais du subiculum. Le code spatial serait formé dans
l’hippocampe, et des activités codant des référentiels différents seraient activées dans le cor-
tex entorhinal, sélectionnant des sous-ensembles spatiaux dans l’hippocampe. La sélection de
l’action se ferait dans le nucleus accumbens, sur la base des informations spatiales fournies par
l’hippocampe.
D’autres modèles comme ceux d’Arleo and Gerstner [2000] puis Arleo and Rondi-Reig
[2007], se basent sur un code spatial des cellules de lieu intégrant des informations visuelles et
proprioceptives. Le système allothétique (visuel) projette dans les couches superficielles d’EC,
tandis que le système idiothétique (intégration de chemin) projette dans les couches profondes.
Le code spatial des cellules de lieu résulte de combinaisons de cellules de vues, elles-mêmes
étant le résultat de détection de fréquences dans l’information visuelle par le biais de filtres de
Walsh. L’intégration de chemin, quant à elle, est modélisée par des cellules déchargeant comme
une fonction gaussienne de la position et de la direction, ce qui représente un modèle très peu
biologiquement plausible. Le modèle fut testé dans un environnement réel entouré de murs striés
(pour faciliter la détection de fréquences) et mène à la création de plus de 800 cellules de lieu
pour un environnement relativement petit. Dans le travail d’Arleo et al. [2004], ces deux limita-
tions furent résolues en utilisant un modèle de navigation pour un robot mobile combinant des
information allocentriques, basées sur les informations visuelles de l’environnement, et des in-
formations idiothétiques, construites par l’intermédiaire d’une intégration de chemin induisant
la construction de cellules de positions spatiales. En utilisant un apprentissage hebbien non su-
pervisé, et en incluant un apprentissage par renforcement, ils arrivent à résoudre une tâche de
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navigation dans un environnement réel.
Le codage spatial au niveau de l’hippocampe et du cortex entorhinal ne se limite pas aux
cellules de lieu. Hafting et al. [2005] ont observé au niveau du cortex entorhianl des activités de
cellules dites "de grilles". Leurs enregistrements ont montré une organisation topologique des
neurones du cortex entorhinal, ayant des activités invariantes d’un point de vue local, que ce soit
en fonction de l’orientation ou de la taille de la grille ; mais qui varient grandement d’une région
à une autre. Ce qui pointerait à une organisation de EC en cartes d’information locomotrices à
différentes échelles de l’environnement. En se basant sur cette découverte, Gaussier et al. [2007]
proposent une fusion entre les information visuelles et l’intégration de chemin. Dans ce mo-
dèle, ils se basent sur des cartes (3 cartes) hexagonales plus ou moins fines, et la localisation est
reconstruite grâce à la fusion des informations issues de ces cartes. Gorchetchnikov and Gross-
berg [2007] ont proposé un modèle de code spatial dans l’hippocampe dépendant des activités
de cellules de grilles. Leur hypothèse est que l’hippocampe possède plusieurs voies parallèles et
que les différences de granularité spatiale observées pour les cellules de grilles proviendraientt
des cellules de grilles de tailles très variables présentes dans le cortex entorhinal et seraient
retrouvées dans le code hippocampique. Moser et al. [2014] ont dernièrement proposé une mo-
délisation de ce codage au niveau d’EC, et en se basant sur des inhibitions entre cartes ils ont
réussit à avoir une discrimination entre les réponses sans avoir d’hypothèse sur les granularités
des cartes à différents niveaux.
Une autre hypothèse de modélisation fut proposée par Rolls et al. [2006], qui implique le rôle
prépondérant du gyrus denté dans l’encodage de formes. DG serait la clé d’un processus d’or-
thogonalisation et de codage en population. Cette vision du trio EC-DG-CA servant à l’encodage
et la récupération de formes est souvent mise en opposition à d’autres modèles de l’hippocampe
où celui-ci est utilisé comme une mémoire auto-associative. Les connexions récurrentes de CA3
seraient la clé du codage des formes.
Enfin, des modèles d’attracteurs formés par ces connexions récurrentes de CA3 furent déve-
loppés. Káli and Dayan [2000] ont proposé un modèle où les voies directes EC-CA3 et indirectes
EC-DG-CA3 ne sont pas différenciées, et qui permet d’avoir des représentations spatiales au ni-
veau de l’hippocampe, en utilisant des informations de direction et de position de EC.
2.1.2 Modélisation des cellules de transitions
Le rôle de l’hippocampe dans la perception de l’information spatiale est incontestable mais
néanmoins controversé. Les cellules de lieu, initialement pensées spécifiques à la position de
l’animal, répondent en réalité à une grande variété de signaux et de contextes, ce qui a conduit
à la réflexion que l’hippocampe encoderait des informations de topologie (connectivité entre les
position) et pas seulement de géométrie (distances et angles).
Les différents modèles de l’hippocampe présentent un apprentissage des cellules de lieu sur
les premiers niveaux de l’hippocampe (EC, EC et Dental Gyrus, DG). Les couches CA3-CA1 de
l’hippocampe et III-VI du EC encoderaient, respectivement, des informations spatio-temporelles
et des informations de séquences pour la navigation. En se basant sur ce principe, un modèle de
cellules de transition fut proposé [Banquet et al., 1997, 2005], où une transition représenterait
l’association du passage d’une cellule de lieu vers une seconde (ou entre populations) avec
l’information de déplacement associée (intégration de chemin). Ces capacités de mémorisation
sont attribuées aux constantes temporelles des récepteurs NMDA de CA3 et des connexions
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récurrentes entre CA3 et EC-III.
Pendant plusieurs années, l’existance des cellules de transitions n’était qu’hypothétique,
bien que compatible avec plusieurs expérimentations notamment par Frank et al. [2000]; Van
Der Meer and Redish [2010]. Des enregistrements des cellules CA3/CA1 de l’hippocampe ont
montré que certaines décharges dépendent de positions spécifiques, mais aussi des trajectoires
passées et futures. Enfin, Dabaghian et al. [2014] ont présenté des résultats récents mettant en
correspondance des enregistrements sur des rats et un modèle de cellules de lieu qui répond à la
topologie plus qu’à la géométrie de l’environnement. Ils ont utilisé une plateforme déformable,
permettant d’articuler des segments les uns avec les autres ce qui permet de modifier la longueur
des segments et les angles qu’ils forment. Leurs observations montrent que, dès lors que les
segments ne se déplacent pas, le codage reste fixe pour les différents rats. Ceci n’est pas le cas
lorsque les angles entre les segments changent. Bien que décrit comme un modèle de cellule de
lieu, leur analyse se rapproche très fortement du modèle de cellules de transitions, où une fusion
d’information permet d’avoir une représentation de la topologie de l’environnement.
2.1.3 Cartes corticales, cognitives et navigation vers un but
L’idée selon laquelle l’animal aurait une représentation de l’environnement stockée sous la forme
de carte fut introduite par Tolman [1948]. Cette représentation est connue sous le nom de carte
cognitive, et elle permettrait à l’animal d’inférer des chemins pour atteindre des buts. Elle est
associée à la notion d’apprentissage latent, se basant sur l’expérience acquise dans le passé et
qui, dès la découverte d’un but ou un raccouci, serait utilisé pour déduire des chemins optimaux.
La découverte des cellules de lieu hippocampiques a poussé au positionnement de l’hippocampe
comme étant la structure stockant cette représentation de l’environnement [O’Keefe and Nadel,
1978].
Le principe de base d’une carte cognitive étant qu’elle puisse permettre de déduire des che-
mins en se basant sur son expérience, les notions d’action et de lieu en sont les composantes
primordiales. Ainsi, plusieurs approches ont émergé, notamment celle excluant une représen-
tation complexe de l’environnement, mais ne se basant que sur une approche sensori-motrice.
Dans [Burgess et al., 1994, 1997], les auteurs ont modélisé les réponses des cellules de lieu en se
basant sur la phase théta pour différencier les différentes cellules, selon que leur centre se trouve
devant ou derrière le rat. En imaginant qu’une fois le but découvert, le rat regarde dans toutes
les directions, son orientation est associée avec les cellules de lieu se trouvant devant lui. Ils
ont réalisé un modèle utilisant le même mécanisme. Ainsi à chaque cellule de lieu est associée
son orientation par rapport au but (Nord, Sud, Est, Ouest). Les tests réalisés en simulations et
sur un robot mobile ont montré qu’en prenant la direction inverse de celle associée aux cellules
de lieu, l’agent (robot ou simulé) réussit à rejoindre son but. Néanmoins, cette architecture ne
traite pas le problème de la création des cellules de lieu, ce à quoi l’architecture PerAc répond
[Gaussier and Zrehen, 1995]. Cette architecture ne se base pas sur une exploration avec une carte
cognitive mais comme traite le problème en utilisant une stratégie sensori-motrice pure avec des
associations entre bassins d’attraction. En associant suffisamment de cellules de lieu avec des
directions, ce pavage de l’environnement permet de créer des bassins d’attraction, permettant au
robot de rejoindre un lieu but. Cette architecture fut largement testée en simulations et sur robots
réels [Banquet et al., 1997; Gaussier et al., 2000]. Néanmoins, ces systèmes réactifs montrent
très vite leurs limites, principalement dans de grands environnements ou dans des environne-
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ments très changeants, la rigidité de l’apprentissage ne permet pas de s’adapter ou d’inférer des
chemins moins optimaux mais réalisables.
À l’inverse, plusieurs approches de la littérature se basent sur la création d’une vraie carte
représentant la carte cognitive. Redish and Touretzky [1998] proposent un modèle se basant sur
la strcture de l’hippocampe. Les connexions récurrentes attribuées à CA3 servent à mémoriser
les chemins utiles pour rejoindre un but. Ainsi, le système utilise la superposition des champs
de lieux explorés successivement pour apprendre les liens entre ces lieux. Néanmoins, l’appren-
tissage des trajectoires vers le but fut faite d’une manière supervisée, et la reproduction des
trajectoires en simulation utilise un processus algorithmique pour sélectionner l’action à réaliser
(en comparant la position des lieux les uns aux autres) au lieu que l’action soit apprise. Ainsi,
bien que le modèle fut l’un des premier à implémenter une carte cognitive bio-inspirée, le méca-
nisme permettant le choix de l’action ne permet pas de l’évaluer comme un mécanisme neuronal
de sélection de l’action.
Pour s’adapter à des environnements plus complexes, la planification d’un chemin et l’utili-
sation d’une carte cognitive sont indispensables. Parmi les architecture existantes, Mallot et al.
[1995] puis Franz et al. [1998] ont proposé des réseaux neuronaux en se basant sur la règle de
[Kohonen, 1989], néanmoins sans correspondance biologique. En apprenant une succession de
vues, il est possible de réaliser un comportement de type homing en vérifiant en amont les lieux
accessibles à chaque instant et en choisisant le plus approprié. Une adaptation de ce modèle fut
implémentée sur robot par [Muller et al., 1996] en représentant la carte comme étant hippocam-
pique, et en utilisant les chemins les plus courts entre les lieux pour rejoindre un but. L’hypothèse
est que les connexions réccurentes au niveau de CA3 permettent de lier les lieux adjacents, et
l’exploration de la carte permet de trouver le chemin ayant le moins de résistance synaptique.
Une des solutions neuronales fut proposée par Banquet et al. [1997] avec l’introduction des
cellules de transitions et d’une carte se basant sur ces cellules de transitions, modèle utilisé et
développé dans cette thèse. Le modèle place les cellules de transitions comme étant des cellules
hippocampiques permettant de lier deux lieux. La carte cognitive serait quant à elle corticale, au
niveau préfrontal (voir section 2.2.2). Le modèle fut implémenté en simulation et sur robot réel
en créant une carte de transitions entre cellules de lieu visuelles. Cette carte cognitive permet
d’inférer le chemin le plus court pour atteindre un but [Gaussier et al., 2002; Banquet et al.,
2005; Cuperlier et al., 2007].
En 2000, Voicu and Schmajuk [2000] proposent une version améliorée du système de carte
cognitive développé dans [Schmajuk and Thieme, 1992]. Le système est vaguement bio-inspiré,
il est implémenté en simulation dans un monde en "grille" (comme un échiquier). Cette implé-
mentation contourne le problème de l’intégration de chemin. Vu que les cases sont parfaitement
adjacentes et constantes dans l’espace, la sélection de l’action est grandement simplifiée. Les
cases sont associées d’une manière successive, et les buts sont aussi associés aux cases sur les-
quelles ils sont placés. Dans le modèle de Schmajuk and Thieme [1992], l’activité est propagée
à partir de la position actuelle jusqu’à ce qu’elle atteigne un but. Voicu and Schmajuk [2000] ont
inversé le sens de la propagation en partant du but, ce qui permet d’avoir un seul calcul pour tout
le graphe au lieu de refaire le calcul à chaque nouveau lieu. Néanmoins ce modèle possède un
mécanisme ad-hoc de sélection et d’apprentissage des actions, ce qui permet au fil des essais de
la tâche d’apprendre les chemins permettant d’atteindre le but, ce qui permet une utilisation au-
tomatique qui évite l’exploration de la carte. Néanmoins, la carte est sauvegardée et sera utilisée
si les conditions de l’environnement ou de la tâche changent.
- 55 -
2.1. SYSTÈMES DE NAVIGATION BIO-INSPIRÉS
En parallèle, un modèle cortical pour l’apprentissage de séquences fut proposé par Frezza-
Buet et al. [2001]. Une implémentation computationnelle fut utilisée pour la navigation d’un
robot dans [Frezza-Buet et al., 2001]. Il reprend le principe de maxi-colonnes corticales caracté-
risant des états du système et pouvant être reliées entre elles sous la forme d’une carte cognitive.
Les mini-colonnes composants les maxi-colonnes permettent d’apprendre différentes séquences
impliquant un même état. Le système se base sur une coactivation permettant l’utilisation de
la carte : un besoin (faim) implique une rétro-propagation dans la carte, formant une activa-
tion "appelante" ; puis une activation provenant des entrées sensorielles du système permet la
co-activation de colonnes correspondant à des chemins permettant de rejoindre un but de ma-
nière optimale. Le modèle permet d’apprendre des séquences d’événements ou de conjonctions
d’événements (il est possible de caractériser la perception simultanée de deux événements grâce
à une mémoire associative). Cependant, les événements sont catégorisés d’une manière ad-hoc,
et les expériences de simulation utilisent un monde de type grille.
Ainsi, une des limitation commune aux différents modèles que nous venons de voir (sauf
pour [Banquet et al., 1997] qui sera présentée dans la section 2.2.2) est qu’ils se basent sur
une résolution algorithmique du problème de la sélection de l’action lorsqu’il faut rejoindre le
but ; soit en récupérant l’information d’une manière ad-hoc pour ensuite déduire la direction à
prendre, soit par essai-erreur sur un mécanisme de remonté de gradient.
Un modèle bio-inspiré proposé dans [Koene et al., 2003; Hasselmo, 2005] a tenté de ré-
pondre à cette problématique. Ce modèle se base sur deux voies parallèles, la voie EC2-CA3-
CA1 encoderait des séquences de navigation grâce aux connexions dans CA3, permettant de lier
les lieux les uns aux autres pour en déduire ceux qui sont accessibles. Une seconde voie repré-
sente la carte topologique de l’environnement et serait apprise dans EC3 (via des connexions
récurrentes), où les informations des buts apprises dans le cortex serait projetées. EC3 servirait
à une contextualisation de la situation et à une activation sélective dans l’hippocampe. Ces deux
voies sont fusionnées dans CA1 ce qui permet de sélectionner le prochain lieu le plus pertinent
pour atteindre le but. Ainsi, Hasselmo [2005] utilisent une architecture neuronale complète du
processus d’apprentissage et d’utilisation d’une carte cognitive, associée à un mécanisme de sé-
lection de l’action. La carte cognitive serait préfrontale, et elle est constituée d’une chaîne de
colonnes corticales. Les sous-populations dans les colonnes permettent un transfert parallèle de
l’information : une voie permet de rétro-propager l’activité liée à un but, alors qu’une autre voie
propage l’activité du lieu courant vers les lieux adjacents. Les colonnes corticales codent les états
du système, des actions et des buts d’une manière intercalées : Etat-Action-Etat-Action-Etat-But.
Ainsi les états de la carte cognitive sont reliés entre eux par une colonne corticale représentant
l’action à effectuer pour passer du premier état au deuxième, les buts ici étant des cas particuliers
d’états. Les actions possibles sont pré-sélectionnées en prédisant les états atteignables à partir
de l’état actuel, et la rétro-propagation à partir du but vient sélectionner la meilleure des actions.
Le nombre de neurones nécessaire peut augmenter très vite, étant donné que chaque action est
codée d’une manière unique pour chaque lieu. Le modèle fut d’abord testé en simulation dans
un monde grille [Hasselmo, 2005], et une implémentation utilisant des neurones impulsionnels
sert à résoudre une tâche de GO-NOGO [Koene and Hasselmo, 2005]. Cependant, le système
n’a pas été testé avec un modèle de cellules de lieu.
Enfin, un modèle proposé par Martinet et al. [2011] a repris les principes du modèle de
Hasselmo [2005] en apportant plusieurs améliorations. Tout comme le modèle original, celui-ci
se base sur un codage en colonnes corticales d’une carte cognitive dans le cortex préfrontal.
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Il utilise aussi une propagation d’activités à la fois depuis le but et le lieu actuel, ainsi qu’une
alternance de colonnes représentant des états et des actions. Cependant, ce modèle utilise une
représentation hippocampique de l’espace sous forme de cellules de lieu et un système de carte
cognitive multi-échelles, ce qui n’est pas le cas du premier. Une colonne corticale est compo-
sée de mini-colonnes fournissant deux représentations spatiales de différentes granularités. La
couche d’entrées hippocampique fournit un code spatial compact, alors que la couche supérieure
prend ses entrées de la couche inférieure et intègre des informations de changement de direction,
ce qui permet à une mini-colonne de répondre parfois pour un bras entier d’un labyrinthe. Le
système fut testé en simulation dans des labyrinthes de Tolman, de petite, puis de grande taille
où l’intérêt du second niveau de représentation prend du sens pour le choix du chemin le plus
court.
2.1.4 Apprentissage par renforcement
L’apprentissage par renforcement a beaucoup été étudié dans le cadre de tâches de navigation.
Il a aussi été l’un des outil de modélisation les plus utilisés dans le but d’expliquer le fonction-
nement du système dopaminergique et l’interaction entre l’hippocampe et les ganglions de la
base. Le chapitre 5 est consacré à l’étude de l’apprentissage par renforcement et à la description
de différents algorithmes utilisant ce principe de fonctionnement. Dans ce même chapitre, une
étude sur la fusion et la coopération entre stratégies de navigation sera présentée.
2.2 Codage de l’information spatiale, apprentissage de buts et mo-
délisation bio-inspirée de la boucle fronto-hippocampique
Comme je l’ai présenté dans la section 2.1, le système hippocampique représente la structure
centrale pour le codage de l’information spatiale. L’apprentissage des buts implique le cortex
préfrontal, et le codage de séquences implique la boucle fronto-hippocampique. Dans cette sec-
tion, je présente un modèle de l’hippocampe qui sera utilisé dans le reste de cette thèse pour
l’intégration de l’information sensorielle pour l’apprentissage de cellules de lieu. Je continuerai
pas la présentation d’un modèle d’apprentissage de cellules de transitions hippocampiques, et
par une implémentation de cartes cognitives, intégrant un système d’apprentissage de buts et de
planification de chemins dans des tâches de navigation vers un but.
2.2.1 Modèle hippocampique pour l’apprentissage de cellules de lieu et d’asso-
ciations sensori-motrices
Dans le cadre des travaux présentés dans cette thèse, je me suis basé sur le modèle de l’hippo-
campe développé dans la laboratoire, permettant l’apprentissage de cellules de lieu. Ce modèle
décrit l’interaction entre hippocampe et cortex entorhinal pour la combinaison d’infomations
multimodales et la catégorisation de ces cellules au niveau de EC.
L’apprentissage des cellules de lieu se base sur la combinaison entre des points d’intérêt
visuels, reconnus sur un panorama, et leurs azimuts respectifs. En utilisant une constellation de
ces points, il est possible d’apprendre une cellule de lieu [Gaussier and Zrehen, 1995; Gaussier
et al., 2000], qui sera une réponse de reconnaissance de ces mêmes amers aux mêmes azimuts
que pendant l’apprentissage (plus de détails dans [Giovannangeli, 2007]).
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FIGURE 2.1 – Modèle hippocampique pour l’apprentissage de cellules de lieu : architecture Per-Ac pour
la navigation visuelle. Le robot prend continuellement un panorama de l’environnement. Des points de
focus sont extraits en passant une différence de gaussiennes (DOG) sur l’image du gradient, ce qui permet
de détecter les coins et autres points de fort contraste. L’extraction d’imagettes autour de ces points de
de focus permet l’apprentissage de points d’intérêt après une transformation en log-polaire (voir Giovan-
nangeli [2007] pour plus de détail). Cette chaine émule le comportement du cortex visuel. L’association
des points d’intérêt ("what") avec leurs azimuts ("where") respectifs (dans le prph), puis l’association des
amers d’un même panorama permet l’apprentissage d’une cellule de lieu (cortex entorhinal). Enﬁn, la
PC gagnante est associée avec son orientation par rapport au nord (système vestibulaire) pour apprendre
l’association lieu-action. Lors de prochaines explorations, lorsque sufﬁsamment de points d’intérêt sont
reconnus lors du même panorama, ceci permet de se localiser comme étant dans la cellule de lieu associée.
Pour ce faire, le robot réalise un panorama de son environnement en continu, à l’aide d’une
caméra pan-tilt. Un calcul de gradient permet d’obtenir les contours dans les images (les images
étant en niveaux de gris), puis une convolution par une différence de gaussiennes (DOG) per-
met d’obtenir des points d’intérêt, qui représentent des coins ou des points à fort contraste. Les
différents points d’intérêt subissent une compétition locale permettant de n’en sélectionner que
les plus saillants dans une région donnée. Ainsi, à partir de la position de ces points, des "ima-
gettes" (petites portions des images de départ) sont extraites et subissent une transformation
en log-polaire, permettant d’avoir une représentation robuste aux rotations et effets d’échelle.
Un réseau neuronal a pour but d’apprendre et de mémoriser cette représentation log-polaire ;
et un système de recrutement est prévu pour apprendre de nouveaux amers jamais rencontrés
(voir ﬁg 2.1). L’activité de cette population de neurones permet donc d’identiﬁer un amer perçu.
L’équation pour l’apprentissage des amers en fonction des vues locales est la suivante :
W V Aij (t) = R
A
i (t) ·XVj (t) (2.1)
Les W V Aij (t) représentes les poids entre la représentation en rho-theta des imagettes autours des
amers et les neurones des amers. RAi (t) est un signal marquant le recrutement d’un neurone, dé-
clenché lorsque l’activité maximale de la population de neurones descend en dessous d’un seuil
de vigilance νA ; et XV est l’activité des neurones en transformation log-polaire (un neurone
par pixel). Cette règle réalise un apprentissage en un coup de l’activité neuronale en entrée et la
copie sur les liens.
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FIGURE 2.2 – Construction du code visuel des cellules de lieu. Des amers visuels sont extraits différentes
vues. L’association des amers avec leurs azimuts respectifs permet de créer un code visuel du lieu. Cette
configuration sert de code pour les cellules de lieu. Tiré de [Giovannangeli, 2007].
L’activité XAi d’un neurone i correspondant à un amer visuel est calculée à chaque instant
comme ceci :
XAi (t) = 1−
∑
j |W V Aij (t)−XVj (t)| ·H(W V Aij (t))∑
j H(W
V A
ij (t))
si le neurone i est recruté (2.2)
ce qui représente un calcul de 1 moins l’erreur entre l’activité en entrée lors de l’apprentis-
sage W V Aij (t) et l’activité à ce moment X
V
j (t) ; et avec H la fonction de Heavyside telle que
H(x) =
{
0 si x < 
1 si x ≥ 
L’utilisation de la fonction Heavyside permet de ne prendre en compte que les neurones
précédemment recrutés. L’activitéXAi (t) d’un neurone non recruté est une valeur aléatoire entre
0 etB,B représentant le niveau de bruit synaptique maximal. La fonctionH permet de détecter
les poids synaptiques ayant appris ( étant très petit).
Cette information concernant les amers représente l’information "what" dans le modèle. En
effet, le modèle se base sur une fusion entre l’information "what", représentant l’identification
des amers, et une information "where", représentant l’emplacement de ces amers dans l’envi-
ronnement. Cette information du "where" est obtenue par calcul de la position des pixels par
rapport au nord, donné par une boussole magnétique. Ceci permet d’avoir un modèle simpli-
fié des cellules de direction de la tête, sans avoir toute la modélisation du système vestibulaire.
Physiologiquement parlant le What serait transmis par le cortex perirhinal (Pr) [Lenck-Santini
et al., 2005], tandis que le Where serait transmis par le parahippocampe (Ph). La fusion est réa-
lisée dans une population de neurones (appelée PrPh) faisant un produit sur les signaux transmis
par les deux voies. Il est possible d’encoder une multitude d’amers visuels avec l’angle auquel
ils sont perçus. Les panoramas vont donc être transformés en une constellation d’amers asso-
ciés à leurs azimuts (voir figure 2.2). L’apprentissage dans PrPh est contrôlé par les équations
suivantes :
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dW φPij (t)
dt
= RPi (t) ·Hγ(Xφj (t)) (2.3)
dWAPij (t)
dt
= RPi (t) ·Hγ(XAj (t)) (2.4)
RPi (t) est un signal de recrutement indiquant que l’activité maximale de la population de neu-
rones passe sous un seuil de vigilance νP . La fonctionHγ détecte les neurones fortement activés
en entrée du PrPh (γ étant proche de 1).
L’équation pour le calcul de l’activité XPi du neurone i du PrPh est la suivante :
XPi (t) = max(λi(t) ·XPi (t− dt), f(max
j
W φPij ·Xφi ·max
k
WAPik ·XAk − θ)) (2.5)
avec f une fonction seuil telle que f(x) =

0 si x < 0
x si 0 ≤ x < 1
1 si x ≥ 1
XA et Xφ sont les activités des neurones codant respectivement pour l’identité et l’azimut
des amers reconnus. La mémoire permet de traiter les amers l’un après l’autre sans perdre les
calculs des amers calculés précédemment. λi(t) est un facteur d’oubli dépendant du temps. Il
permet de conserver les activités des amers jusqu’à ce que d’autres plus saillants soient observés,
ou que leur activité décroisse trop (voir [Giovannangeli, 2007]). θ est le seuil d’activation des
neurones du PrPh.
Enfin, une population de neurones au niveau du cortex entorhinal (EC) associe les amers
les uns aux autres pour un panorama, ce qui permet d’apprendre des cellules de lieu entorhi-
nales, qui répondent comme celles de l’animal (fig 2.3). L’apprentissage de nouvelles cellules
de lieu peut être contrôlé par supervision ou par un mécanisme de méta-contrôle. L’activité des
cellules de lieu est calculée avec l’équation (2.2). Une fois les activités obtenues, l’utilisation
d’un paramètre ρ permet de définir le pourcentage des meilleurs amers reconnus, ceci en triant
les activités des amers et d’en sélectionner la proportion adéquate. Ainsi, avec un paramètre ρ à
0.25, le calcul de l’activité de reconnaissance de la cellule de lieu actuelle se fait avec un quart
des amers reconnus à cet instant. Ceci permet d’introduire de la robustesse dans le cas d’obs-
truction d’amers par exemple, où l’utilisation de tous les amers conduirait à des résultats bien
médiocres ; alors que la simple compétition entre les amers reconnus, même s’ils n’étaient pas
les plus actifs lors de l’apprentissage, permet d’avoir la reconnaissance de la bonne cellule de
lieu.
Les cellules de lieu au niveau de EC encodent des cellules qui servent de base à des stra-
tégies de navigation sensori-motrices simples, ne nécessitant donc pas la participation de l’hip-
pocampe. En se basant sur l’architecture Per-Ac [Gaussier and Zrehen, 1995], il est possible de
créer des associations lieu-action [Gaussier et al., 2000] pour l’apprentissage des bassins d’at-
tractions, ce qui peut servir comme stratégie de convergence vers un but quand une PC est entou-
rée d’associations lieu-actions, ou comme stratégie de homing si les associations font converger
vers une trajectoire (voir fig 2.4).
Ce modèle représente l’architecture Per-Ac utilisée dans cette thèse pour les stratégies sensori-
motrices pures. Toute la chaine de traitement est présentée dans la figure 2.1. Il est aussi pos-
sible d’améliorer les performances en intégrant des informations d’intégration de chemin [Jauf-
fret, 2014]. Néanmoins, l’efficacité de ces associations est limitée à des environnements ouverts
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FIGURE 2.3 – Réponses de cellules de lieu apprises dans un environnement simulé. Les croix bleues
représentent les amers, et les ﬂèches le chemin suivi par l’agent dans sa navigation pour apprendre les
cellules de lieu. Les ﬂêches sont une représentation schématique du trajet suivi par l’agent, le mouvement
étant en réalité aléatoire.
FIGURE 2.4 – a) représente une trajectoire formée d’associations lieu-action. b) et c) montrent l’appren-
tissage d’un lieu but avec des associations lieu-action, ainsi que le gradient de convergence que peut
suivre un robot pour y arriver.
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A
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?
FIGURE 2.5 – Cas où une bifurcation se présente, menant à deux buts différents. Selon le contexte mo-
tivationnel, l’action à effectuer en B peut être différente, d’où la nécessité d’une planification de chemin
allant au delà d’associations lieu-action. Tiré de [Hirel, 2011]
simples. Si des obstacles sont présents et que plusieurs chemins se présentent pour rejoindre le
lieu, ce modèle est incapable de résoudre la tâche. Pour résoudre ce genre de problèmes, une
solution peut être de mettre en place des mécanismes de frustration, qui détectent une stagnation
dans les progrès du robot à réaliser sa tâche et entraînent un changement de stratégie quand la
frustration devient trop grande [Hasson and Gaussier, 2010; Jauffret, 2014]. Une autre solution
est d’utiliser des processus de planification de trajectoires et de sélection d’action, comme ce qui
est présenté dans la section suivante.
2.2.2 Modèle de transitions hippocampiques et apprentissage de cartes cognitives
Les associations sensori-motrices sont utilisables dans le cadre de tâche de navigation avec buts
distants, dans des environnements ouverts et en l’abscence d’obstacles. Lors de tâches où plu-
sieurs chemins sont possibles (voir fig. 2.5), ce type de stratégie n’est plus suffisant. La planifi-
cation de trajectoires avec une carte cognitive est une des solutions possibles.
Comme décrit dans la section 1.1.2, une carte cognitive permet de lier des lieux adjacents,
ce qui permet la diffusion d’une activité motivationnelle menant de la position actuelle vers la
position du but. L’activité d’un neurone est calculée comme la valeur maximale des activités
pré-synaptiques qu’il reçoit. Sachant que les activités sont plus faibles lorsque l’on s’éloigne du
but (dû au produit entre les valeurs de poids qui sont inférieures à 1), plus le lieu est proche plus
son activité dans la carte cognitive est grande, ce qui permet de choisir le chemin optimal vers le
but. Ce système est similaire à l’algorithme de Bellman-Ford, calculant le chemin le plus court
dans un graphe.
Néanmoins, l’apprentissage de cartes cognitives se basant sur des cellules de lieu ne permet
pas de résoudre tous les cas de planification. En effet, même si la carte permet de sélectionner le
prochain lieu à atteindre, une association directe avec l’action à effectuer ne peut être faite, car un
même lieu peut correspondre à des actions différentes selon les situations. La solution proposée
par Banquet et al. [1997] consiste à utiliser une carte de cellules de transitions hippocampiques.
Ainsi, une transition peut être directement associée à une action (le passage d’un lieu A à un lieu
B se fait en allant toujours dans la même direction). Dans le cas de plusieurs actions, plusieurs
transitions sont apprises en amont, et la sélection se fait par simple compétition entre celles-ci.
Le modèle théorique proposé dans [Banquet et al., 1997] se base sur une interaction en le
cortex entorhinal et les régions CA3 et CA1 de l’hippocampe. Le cortex entorhinal reçoit des
signaux des aires corticales associatives pour créer une intégration de ces modalités. Ces infor-
mations sont ensuite envoyées vers CA3 et vers le gyrus denté, afin d’obtenir une organisation
temporelle, puis ceci est reprojeté au niveau des cellules pyramidales de CA3, permettant d’avoir
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FIGURE 2.6 – Schéma du modèle de boucle hippocampo-corticale pour la planification. Les cellules sto-
ckées dans DG permettent de prédire l’arrivée des cellules de EC, ceci active les transitions au niveau de
CA3. La propagation de l’activité de motivation dans le graphe au niveau du PFC permet de sélectionner
la transition dans CA1 à partir des transitions sélectionnables dans CA3.
une mémoire associative associant événements passés avec les transitions possibles. La recon-
naissance de la séquence en cours se fait au niveau de CA1 à l’aide des informations de EC et
de CA3.
L’architecture du modèle est présentée dans la figure 2.6. Elle permet d’apprendre des tran-
sitions entre lieux, de construire une carte cognitive reliant ces transitions et de naviguer vers un
but en utilisant la carte. Les informations de cellules de lieu viennent de EC, et une compétition
de type Winner-Take-All (WTA) permet d’obtenir une sélection du lieu actuel ayant l’activité la
plus haute. La fonction temporelle au niveau de DG est simplifiée à la simple mémorisation du
lieu passé. L’association apprise au niveau de CA3 est donc la transition d’un lieu à un autre en
dehors de toute information concernant le temps mis à effectuer cette transition. Les équations
gouvernant l’apprentissage sont les suivantes :
dWEC−CA3ij (t)
dt
= RCA3i (t) · θ ·XECj (t) (2.6)
dWDG−CA3ij (t)
dt
= RCA3i (t) ·XDGj (t) (2.7)
RCA3i (t) est le signal de recrutement d’une nouvelle transition, transmis quand l’activité est
inférieure à 1 − θ. θ est le seuil d’activation des neurones de CA3. Du fait que les activités
neuronales soit entre 0 et 1 (et donc les poids WEC−CA3), la voie synaptique provenant de EC
seule n’est pas suffisante pour activer un neurone de CA3.
L’équation pour le calcul de l’activité XCA3 des neurones dans CA3 est celle-ci :
XCA3i (t) = f(
∑
j
Wij(t) ·Xj(t)− θ) (2.8)
Les Xj et Wij représentent indifféremment les connexions synaptiques venant de EC et DG.
Une fois une transition entre les cellules de lieu (A) et (B) apprise, le fait de revenir dans (A)
va réactiver la prédiction du passage dans la cellule (B) (voir figure 2.6). Ainsi, à partir de chaque
cellule de lieu, toutes les transitions activables sont proposées, et la propagation de la motivation
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permet de biaiser le choix pour calculer la transition gagnante. Le nombre de transitions dans
un environnement ne dépasse pas en moyenne 5 ou 6 fois le nombre de lieux (dû à la forme des
champs de lieu) [Cuperlier et al., 2006a].
Dans ce modèle, il existe une mémoire de travail dans le PFC mémorisant les deux dernières
transitions, afin que les connexions récurrentes sur la carte cognitive codant pour ces transitions
soient renforcées (2.9). La carte cognitive est en conséquence créée progressivement et au fur et
à mesure du l’exploration et du recrutement des transitions. Les équations régissant l’apprentis-
sage dans la carte cognitive sont les suivantes :
dWCCij (t)
dt
= T (t) · ((γ −WCCij ) ·XCi (t) ·XCj (t)−WCCij (t) · (λ1 ·XCj (t)− λ2)) (2.9)
dWMCij (t)
dt
= S(t) pour i, j = argmaxk,l(X
C
l (t) ·XMk (t))
Wij(t+ 1) = Wij(t) + λ · dWij(t)
dt
T (t) est un signal (0 ou 1) indiquant l’activation d’une nouvelle transition. Ce signal contrôle
l’apprentissage sur les connexions récurrentes WCC . γ est un paramètre inférieur à 1 réglant la
diffusion de l’activité de motivation dans la carte. λ1 et λ2 sont des paramètres d’oubli actif et
passif respectivement sur les connexions récurrentes. S(t) est un signal marquant la satisfaction
d’un but (découverte d’une ressource etc.). Ce signal contrôle l’apprentissage des connexions
synaptiques WMC entre les neurones de motivations d’activité XM et les neurones de la carte
cognitive d’activité XC .
XCi (t) =
{
f(maxjWij(t) ·Xj(t)) si T (t) = 0, S(t) = 0
XMEMi (t) sinon
(2.10)
XMEM est l’activité provenant de la mémoire de travail des deux dernières transitions effec-
tuées. L’activitéXC de la carte cognitive correspond à la propagation des activités de motivation
en phase d’utilisation. En phase d’apprentissage, elle correspond uniquement aux activités des
dernières transitions réalisées.
La découverte d’une ressource (nourriture, eau, etc.) induit l’association entre la motivation
associée (faim, soif, etc.) et le lieu de découverte. Une fois cette motivation activée, celle-ci
rétropropage au niveau de la carte cognitive, et la projection de ces activités au niveau de CA1
permet de biaiser les transitions proposées par CA3. Ainsi, bien que CA3 propose généralement
les mêmes transitions dans un lieu donné, la sélection dépendra du biais induit par les activités
de la carte cognitive (voir fig 2.6). Enfin, chaque transition est associée à une action à réaliser au
niveau du nucleus accumbens. Cette information est récupérée grâce à un calcul d’intégration de
chemin sur le robot, remis à zéro à chaque nouveau lieu. De proche en proche, les vecteurs de
direction appris conduisent au but.
La plausibilité neurobiologique des cellules de transition hippocampiques reste à prouver.
Du fait qu’elles aient les mêmes réponses que des cellules de lieu classiques, il est difficile de les
identifier. Cependant, certains résultats montrent que les champs de lieu dans l’hippocampe sont
perturbés par l’ajout ou le retrait de raccourcis à l’aide de barrières transparentes qui modifient
la topologie de l’environnement mais pas les informations visuelles [Alvernhe et al., 2008]. De
même, des enregistrements montrent que les cellules hippocampiques de CA3/CA1 répondent,
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en plus de la position spatiale, à la trajectoire passée ou future [Frank et al., 2000; Van Der Meer
and Redish, 2010] ; certains enregistrement ont montré des réponses purement topologique [Da-
baghian et al., 2014], sans aucune dépendance à la métrique de l’environnement.
2.2.3 Apprentissage temporel et de séquences
Les modèles présentés dans cette thèse se basent sur l’utilisation de séquences de transitions
pour réaliser et apprendre des trajectoires. Le modèle de Banquet et al. [1997] fut utilisé pour
l’apprentissage de séquences d’action dans le cadre d’expériences robotiques [Gaussier et al.,
1998; Moga et al., 2003]. Je vais à présent présenter les modifications apportées à ce modèle
pour l’apprentissage de séquences de transitions.
Il est évident que le timing joue un rôle très importante dans ce type de tâche ; ainsi, le
modèle intègre une décomposition temporelle biologiquement plausible, initialement pensée
comme une émulation des fonctions de DG, et s’inspirant du système de décomposition spec-
trale du temps proposé par Grossberg and Schmajuk [1989]. Ces cellules de DG sont regroupées
en batteries (groupe de cellules déchargeant les unes par rapport au autres), et en donnant à cha-
cune de ces cellules un temps, une intensité et une durée d’activation différents, il est possible
de coder un écoulement du temps en catégorisant les réponses de ces batteries. Evidemment, les
fréquences de décharge des cellules doivent être adaptées aux échelles de temps des comporte-
ments étudiés ; dans notre cas des mémoires hippocampiques à court et moyen terme (de l’ordre
de la seconde).
Le fonctionnement du modèle hippocampique pour l’apprentissage de séquences est décrit
dans le figure 2.7. Les actions passées sont reçues en passant par EC. Les cellules pyramidales
de CA3 permettent de lier les actions passées, et ainsi les informations proprioceptives asso-
ciées, avec les prédictions temporelles au niveau de DG. Ainsi, la prédiction temporelle des
actions passées permettent de prédire l’action future. L’équation d’apprentissage pour CA3 est
la suivante :
WDG−CA3ij =
∑
k
XECk ·WEC−CA3ik ·XDGj /
√∑
k
(XDGk )
2 (2.11)
L’équation pour le calcul des activités neuronales est :
XCA3i =
∑
j
WDGij ·XDGj (2.12)
Ici, aucun recrutement n’est utilisé pour l’apprentissage de séquences. Les connexions entre
EC, DG et CA3 sont topologiques, ainsi CA3 représente toutes les combinaisons possibles entre
les neurones de EC et les batteries de DG. Chaque neurone de CA3 correspond donc à une
transition entre deux événements, et seul le timing est appris par la modification des poids sy-
naptiques entre DG et CA3. Les connexions entre EC et CA3 sont forcées à valeur maximale
des liens (égale à 1 dans notre modèle).
Le modèle présenté permet l’apprentissage de séquences d’événements avec prédiction tem-
porelle de l’arrivée des événements futurs. Le modèle utilisé dans cette thèse permet l’appren-
tissage de séquences de transitions, et ainsi permet la prédiction des prochaines transitions et les
lieux futurs en fonction des apprentissages passés et de la transition actuelle sélectionnée.
Les modifications apportées au modèle sont présentées dans la figure 2.8. Dans cette version,
le modèle réalise des recrutements au niveau de CA1. Là où les connexions étaient topologiques
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FIGURE 2.7 – Modèle hippocampique pour l’apprentissage de séquences d’actions. Les cellules pyrami-
dales de CA3 apprennent des associations entre une mémoire temporelle de l’action passée et la nouvelle
action. Ceci permet la prédiction de l’action future en sortie de CA3.
entre EC et CA3, et entre DG et CA3, ce qui était possible en utilisant des matrices permettant
la prédiction de tous les événements possibles ; maintenant les liens entre EC et CA3 sont bien
topologiques, mais la complexité des connexions entre DG et CA3 est reprojetée sur l’appren-
tissage des poids post-synaptiques, et ceci en modifiant le type de liens en un vers tous. Ceci est
un bon compromis (comme démontré dans [Cuperlier et al., 2006b]), car le nombre moyen de
transitions entre lieux est autour de 5 et en fixant ce nombre la complexité de CA3 est diminuée
de N*N (avec N le nombre de transition possible) en 5*N.
La reconnaissance du lieu actuel induit la prédiction temporelle de l’événement associé au
niveau de DG. Ceci permet ainsi à chaque neurone de CA3 de prédire un unique événement
en se basant sur toutes les informations de mémoire temporelle possibles. Ces prédictions sont
catégorisées en recrutant des neurones au niveau de CA1, représentant la prédiction d’un évé-
nement ; et ainsi, les informations afférentes venant de EC et de CA3 sont fusionnées au niveau
de CA1. Le recrutement dans CA1 serait alors déclenché par une neuromodulation d’acétylcho-
line, correspondant à l’arrivée d’un nouvel événement. Ces neurones sont alors des neurones de
transition utilisables par l’architecture de navigation.
L’apprentissage, déclenché pour le neurone recruté ou le neurone ayant la plus forte activité
si celle-ci est au dessus du seuil de recrutement, est régi par l’équation suivante :
dWij(t)
dt
= f(ACh(t) · (α ·Xj(t)− γ ·Wij(t))) (2.13)
ACh(t) est la neuromodulation acétylcholine (1 quand un événement arrive, 0 sinon), α la
vitesse d’apprentissage et γ un facteur d’oubli.
L’équation pour le calcul de l’activité dans CA1 est :
XCA1i (t) = f(
∑
j
Wij ·Xj − θ) (2.14)
θ est le seuil d’activation utilisé pour inhiber les neurones non co-activés par EC et CA3. Les
Xj et Wij représentent indifféremment les connexions synaptiques provenant de EC et CA3.
Le mécanisme de neuromodulation par l’acétylcholine (ACh) émule celui de l’hippocampe.
Une modulation par ACh peut être induite par le septum, jouant le rôle de détecteur de nouveauté
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FIGURE 2.8 – Modèle hippocampique de l’apprentissage de transitions avec prédiction temporelle et
différenciation de CA3 et CA1. Les neurones de CA3 permettent de prédire les prochaines transitions
réalisables alors que les neurones de CA1 codent spécifiquement pour chaque transition d’un lieu à un
autre.
[Meeter et al., 2004] permettant la détection d’un nouvel événement ; et en même temps, elle
agit sur les synapses en inhibant la transmission des synapses proximales mais pas celle des
synapses distales [Hasselmo and Schnell, 1994], favorisant les nouveaux apprentissages sans
être perturbés par les anciens.
La séparation entre CA3 et CA1 est basée sur des observations chez les rongeurs. Des lésions
effectuées dans EC3 ont entraîné une dégradation des corrélats spatiaux dans CA1 (champs de
lieu plus larges, moins cohérents) tandis que les activités dans CA3 étaient inchangées [Brun
et al., 2008]. Les modifications d’amers visuels entraînant des déplacements de champs de lieu
se répercutent plus vite dans CA3 que dans CA1 [Lee et al., 2004]. Pour plus de détails sur le
fonctionnement de ce modèle voir [Hirel, 2011].
2.3 Discussion
Le modèle de l’hippocampe développé dans l’équipe et présenté dans ce chapitre permet l’ap-
prentissage de codes spatiaux et apprentissage temporels. L’existence de cellules de transitions,
qui coderaient pour une transition entre deux lieux plutôt que pour les lieux eux-mêmes, est une
hypothèse forte, mais des recherches récentes semblent aller dans cette direction [Dabaghian
et al., 2014]. Ce même modèle est aussi utilisé pour l’apprentissage de séquences d’actions mo-
trices et permet d’améliorer les capacités d’autonomie du robot en facilitant l’adaptation de ses
représentations temporelles sous forme de chaînes d’événements (section 2.2.3).
D’une manière générale, on distingue deux vues sur le fonctionement de l’hippocampe : le
rôle joué dans la mémoire épisodique donnant une importance particulière à l’aspect temporel,
et le rôle joué dans la localisation et la navigation donnant une importance particulière à l’aspect
spatial [Eichenbaum et al., 1999]. Les travaux de cette thèse explorent ces problématiques en
proposant des modèles de sélection de l’action en se basant sur notre modélisation de l’hippo-
campe, et en modélisant les interaction entre boucles cortico-basales. Ce genre de modèle permet
d’étudier les apprentissages spatio-temporels et de définir les rôles qu’ils peuvent jouer dans la
sélection de l’action.
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Un autre aspect soulevé dans cette thèse est les capacités de sélection des informations per-
tinantes lors d’expériences robotiques en environnement riche. Lorsque le nombre d’informa-
tion augmente, il est utile de former des catégorisations multimodales pour définir des états du
monde. Les transitions représentant un passage d’une cellule de lieu vers une autre, ces infor-
mations sont associées avec l’action réalisée pour reconstruire le comportement. Dans le cadre
de tâches plus complexes, le nombre d’informations sensorielles peut être plus important et un
système de catégorisation faisant appel à des notions de positive et negative patterning (voir
section 1.1.4) doit être utilisé pour extraire les événements ou conjonctions d’événements multi-
modaux réellement pertinents. Ces mécanismes de patterning permettent l’apprentissages de
règles entre les perceptions et les signaux sensoriels. Ainsi, il est possible d’apprendre des évé-
nements complexes qui impliquent l’arrivée simultanée de plusieurs signaux (patterning positif),
ou l’exclusivité de l’arrivé de certains signaux (patterning négatif).
Dans le chapitre suivant, nous verrons quels types de modèle peuvent être utilisés pour re-
produire la tâche présentée dans la section 1.4. Pour la tâche de préférence spatiale, le système
robotique doit être capable de naviguer vers un but non marqué dans un environnement ouvert,
apprendre la relation temporelle entre un signal spatial (présence sur le lieu but) et l’arrivée
d’un signal sensoriel (le son) marquant la disponibilité d’une récompense. D’autres mécanismes
seront présentés par la suite pour étudier les tâches présentées dans les sections 1.5.3 et 1.5.4.
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The problems are solved, not by giving new
information, but by arranging what we have known
since long.
– Ludwig Wittgenstein
CHAPITRE 3
Navigation sensori-motrice contextualisée
et catégorisation multimodale
Dans le cadre de tâches robotiques, le nombre de signaux d’entrée est généralement maîtrisé.
Ceci implique des hypothèses de départ, plus ou moins fondée, sur les modèles testés. Il est
évident que l’humain ou le rat ne disposent pas de ce genre de sélection pré-déterminée. D’autant
plus que, dans un cadre non maîtrisé comme un laboratoire, les problèmes de reconnaissance de
situation ou d’état sont récurrents, étant donné que les processus de reconnaissance ne se basent
que sur une ou deux informations sensorielles. D’un autre côté, plus la complexité des plates-
formes robotiques contrôlée augmente, plus le nombre élevé de signaux rend la catégorisation
des états du système plus complexe. Ainsi, afin de permettre l’utilisation des signaux d’entrée
sans effectuer un triage des signaux pertinents à la réalisation de la tâche, il convient de doter le
système d’une capacité à filtrer les informations pertinentes pour chaque tâche à réaliser. Cette
capacité permettrait alors d’avoir des architectures vraiment génériques, prenant de nombreuses
entrées sensorielles et les sélectionnant en fonction de la tâche à réaliser.
Dans ce chapitre, je présenterai les architectures d’apprentissage et de catégorisation de
signaux multimodaux (section 3.1), réalisée dans le cadre de cette thèse. Je décrirai l’approche
de construction de contextes multimodaux se basant sur les mécanismes de patterning (voir
section 1.1.4). Je décrirai des applications de ce type de mécanismes dans le cadre d’architectures
de contrôle sensori-motrices (section 3.2). Enfin, je finirai par un modèle de suppression de
lien, permettant une adaptation des contextes appris, induisant une meilleure généralisation des
catégories apprises et une diminution du nombre de ces catégories pour la résolution de tâches
de navigation (section 3.3).
3.1 Création de contextes multimodaux et généralisation des signaux
Dans le cadre de la catégorisation d’événements, les modèles se basent généralement sur l’as-
sociation des derniers événements perçus juste avant la récompense. D’une manière générale,
l’appréciation du temps depuis la réception des signaux n’est pas utilisée, et donc les stimuli
sont directement associés pour avoir une prédiction de la récompense. Ce genre d’approche est
effectivement l’approche utilisée dans le modèle hippocampique décrit dans le chapitre 2.
Jusqu’à présent, les signaux pris en compte par le système ont toujours eu un certain niveau
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0.3s
FIGURE 3.1 – Protocole expérimental et modifications apportées à l’expérience de préférence spatiale.
L’environnement dispose de deux lieux (A au N-O et B au S-E) marqués par des zones rouges. Néan-
moins, seul le but B implique la récompense. L’agent doit se diriger vers cette zone, rester immobile
pendant 300 millisecondes avant de recevoir un son, équivalent à la récompense et représentant le son de
la trappe que peut entendre un rat lorsque la nourriture est délivrée.
de pertinence : informations visuelles, de détection de couleur et de son dans la navigation
motivée ; informations de proprioception et d’état de la pince dans le contrôle du bras robotique
etc. Cependant, avec comme objectif l’autonomie du système, la multiplication des signaux
d’entrée du système ne garantira plus la pertinence de tous ces signaux pour une tâche donnée.
L’apprentissage des transitions entre les événements réellement pertinents pour la réalisation
d’une tâche pourrait alors être perturbé par des événements non pertinents. Dès lors, il devient
indispensable d’avoir la capacité d’apprendre des corrélats temporels entre signaux proches dans
le temps.
3.1.1 Patterning pour la généralisation de signaux et la résolution de tâches de
navigation
Comme je viens de le présenter, cette capacité de patterning est nécessaire pour la résolution de la
tâche de préférence spatiale (section 1.4). Dans cette tâche, le rat devait se déplacer vers le lieu et
prédire le temps d’immobilité permettant la délivrance de la récompense. Pour nos simulations,
j’ai modifié le protocole expérimental présenté dans la section 1.4 en l’intégrant dans une arène
rectangulaire. Un schéma descriptif est présenté dans la figure 3.1. Ici, les buts sont décrits par
des régions de couleur rouge permettant d’identifier les endroits où le rat doit attendre et l’endroit
où la nourriture est délivrée. Dans l’expérience avec les rats, le délai temporel représente le temps
que prend la nourriture pour tomber dans l’arène ; ici le délai est explicité pour tester la capacité
de prédiction de l’agent.
Les lieux but étant reconnaissables grâce aux zones rouges sur le sol, il existe une ambiguïté
dans la reconnaissance du but réel. Cependant, la seule zone où la récompense est délivrée est
celle se trouvant au sud est de l’environnement, représentée par un son après que l’agent ait
attendu pendant 300ms dans ce lieu. Dans ce cadre expérimental, l’utilisation d’une combinai-
son simple des événements ne permet pas de résoudre la tâche (fig. 3.2), car l’architecture de
transitions apprend la relation entre les événements perceptifs consécutifs. A l’approche du but,
le robot entre dans un lieu X, puis entre dans la zone de couleur, et enfin perçoit le son 300ms
plus tard. Les deux transitions apprises sont donc Lieu X→Couleur rouge→Son. L’arrivée du
son n’est donc liée qu’à la perception de la couleur rouge. L’activité de prédiction sera donc
aussi bien présente au niveau du lieu but réel (zone B), qu’au niveau de l’autre zone de couleur
(zone A), ne produisant pourtant pas de son. Mais la simple perception de la couleur rouge suffit
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FIGURE 3.2 – Prédiction de perception du son dans le cas classique. La figure représente l’activité de
prédiction au niveau des transitions prédisant l’arrivée de la récompense. La prédiction se basant sur la
détection de la couleur rouge, les deux zones A et B permettent de prédire la récompense. L’activité est
néanmoins plus importante au niveau de B, vu que c’est l’unique zone où la récompense est effectivement
délivrée.
à déclencher cette prédiction. Ceci se répercute au niveau de la carte cognitive, où le robot cher-
chera à atteindre la satisfaction de son but, en cherchant à atteindre une zone rouge en premier.
Il se dirigera alors vers la plus proche, sans distinction entre la zone A et B. Ainsi, la prédiction
du son basée uniquement sur la couleur ne permet pas de résoudre la tâche. Une catégorisation
plus complète de la perception prédictrice doit inclure des informations visuelles permettant de
se localiser dans l’environnement. Il est alors nécessaire de pouvoir créer une forme composite
“lieu B et couleur rouge”.
Afin de réaliser l’expérience décrite figure 3.1 un mécanisme de patterning positif est néces-
saire. En associant la perception de la couleur rouge avec la prédiction du son (ce qui revient
à apprendre un ET logique), le système arrive à caractériser le lieu but correctement (fig. 3.3).
Ceci est fait par conditionnement de la perception du son (signal inconditionnel) par la percep-
tion de la couleur et les informations de cellules de lieu. Le signal non discriminant permet de
montrer que le système laisse de côté les informations non pertinentes. De plus, lors de l’ap-
prentissage, ce signal peut être appris comme inhibiteur et permettre le conditionnement d’un
patterning positif, réalisé dans notre cas avec un algorithme de Least Mean Square optimisant
l’erreur quadratique (voir annexe C.5). En effet, l’inhibition toujours présente sur le LMS im-
pose la coactivation de plusieurs signaux pour activer la sortie du neurone, tandis que l’activation
individuelle de ces signaux n’est pas suffisante.
Ce mécanisme permet au robot de corriger ses prédictions, jusqu’à ce que la perception ne
soit plus prédite que dans le lieu but B (fig. 3.4). Ce conditionnement est obtenu en réalisant
plusieurs passages sur les deux lieux A et B. Étant donné que la prédiction faite par la seule
couleur rouge ne permet pas de prédire correctement le son, le robot corrige ses prédictions en
combinant la couleur avec l’information de cellule de lieu, et surtout la seule couleur rouge ne
permet plus la prédiction partielle de la récompense. Ce type de catégorisation pourrait avoir lieu
dans le gyrus denté et caractériser les états perceptifs qui déclenchent une mémoire temporelle
grâce aux cellules granulaires. Almaguer-Melian et al. [2003] ont montré que l’apprentissage
à long terme dans le gyrus denté pouvait être modulé par l’amygdale, lors d’épisodes ayant
une forte saillance motivationnelle ou émotionnelle. Ces observations correspondraient donc
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Etat catégorisé
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FIGURE 3.3 – Schéma de la catégorisation des états multimodaux. Le conditionnement de l’apparition
du son en fonction de la couleur et de la cellule de lieu permet de créer une catégorie, qui sera utilisée
pour la prédiction de la récompense (patterning positif).
A
B
FIGURE 3.4 – Prédiction de perception du son dans le cas de catégorisation multimodale. L’activité de
prédiction se limite ici à la zone B, ce qui est effectivement la seule zone de délivrance de la récompense.
Ceci montre que le patterning permet de correctement catégoriser la zone but.
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FIGURE 3.5 – Modèle général pour le patterning. Le conditionnement d’un stimulus (noté inconditionnel)
par d’autres informations sensorielles (stimuli conditionnels) se fait au niveau du groupe LMS qui réalise
un conditionnement par optimisation de l’erreur quadratique (voir annexe C.5). Si le conditionnement du
stimulus n’est pas possible au niveau du LMS, la catégorisation d’un contexte au niveau du groupe "SAW"
(inspiré de l’algorithme ART de Carpenter and Grossberg [2002], voir annexe C.4) peut permettre la
détection d’un état non linéairement séparable entre les entrées. Ceci induit un meilleur conditionnement
au niveau du LMS lorsque le contexte catégorisé est pertinent.
très bien à la catégorisation automatique d’états perceptifs prédicteurs d’événements liés à la
satisfaction d’un but tels que la perception du son dans cette expérience.
3.1.2 Modèle de patterning pour l’apprentissage de règles
Dans le cadre expérimental présenté précédemment, j’ai exposé le fonctionnement du patter-
ning. Le modèle présenté dans la ﬁgure 3.6 est utilisé pour réaliser ce type de patterning. Dans
un conditionnement classique, les entrées sensorielles permettent de conditionner un stimulus
inconditionnel (dans notre cas avec un mécanisme de type Least Mean Square LMS). Le rajout
d’une couche de catégorisation permet de catégoriser des contextes intéressants pour la tâche.
Lorsque le conditionnement direct par les stimuli conditionnels échoue à prédire la récompense,
les contextes de la couche intermédiaire peuvent améliorer le conditionnement. Ce fonctionne-
ment en fait un stimulus conditionnel additionnel, qui est lui basé sur les entrées sensorielles
d’une manière directe. Dans ce modèle, l’apprentissage des contextes, dans le Selective Adap-
tative Winner (SAW), est basé sur l’Adaptative Resonance Theory [Carpenter and Grossberg,
2002] et est décrit section C.4.
La tâche précédemment présentée montre le cas où un "ET" logique est appris entre les
conditions. Un autre exemple de règle est le "XOR" ou le "Ou exclusif". Dans ce cas, il y a deux
conditions à l’arrivée de la récompense, sauf que la récompense n’est délivrée que si l’une ou
l’autre des conditions est détectée, dans le cas où les deux conditions arrivent en même temps,
la récompense est absente.
Pour présenter ce cas, j’ai simulé le comportement d’un robot navigant dans un environne-
ment composé de 4 cellules de lieu. La récompense ne peut être délivrée que dans la première
- 73 -
3.1. CRÉATION DE CONTEXTES MULTIMODAUX ET GÉNÉRALISATION DES SIGNAUX
cellule de lieu, et seulement dans le cas où seul le son ou seule la couleur est détectée. Toutes
ces données sont simulées.
La figure 3.6 présente les résultats de prédiction de la récompense. Le groupe de graphiques
sur la gauche présente les activités des neurones pour, de la droite vers la gauche, la récompense
effective, la prédiction de la récompense, la perception du son ou de la couleur, les activités de
cellules de lieu et enfin les valeurs des différents liens permettant le conditionnement. Dès lors,
il y a une augmentation des poids des différents liens, permettant de prédire correctement la
récompense pour les cas de son seul ou de couleur seule, et un désapprentissage de la prédiction
lorsque les deux sont perçus au même moment. Ceci est dû au fait qu’au début, le condition-
nement est fait sur les entrées directement sans distinction. Puis, lorsque le désapprentissage
commence (lorsque le cas où le son et la couleur sont concordant), ces poids diminuent et les
poids des contextes encodants les cas "cellule 1 + son" et "cellule 1 + couleur" augmentent
(comme présenté dans les figures de droite, où l’encadré cyan est le cas de désapprentisage, et
l’encadré rose les cas de non concordance des conditions). A la fin, la prédition sera basée sur la
cellule de lieu et les deux contextes.
Ceci représente un premier pas dans la formulation de modèles neuronaux de patterning pour
le conditionnement dans des tâches de navigation. Le modèle que je viens de présenter permet
d’apprendre des règles associatives entre les entrées sensorielles. Cependant, il reste plusieurs
aspects à étudier et à améliorer.
Dans notre cas nous avons utilisé des signaux binarisés, et dans un cadre dynamique réel le
changement en dynamiques continues est toujours une question importante. Nous verrons dans
ce qui suit que nous ferons assez souvent le choix de binariser les signaux avant catégorisation,
par esprit de simplification mais aussi car la gestion de dynamiques continues ne rentre pas dans
le cadre étudié et que le choix d’une approche différente à un autre niveau que celui étudié
(comme avoir des neurones à spikes au lieu de fréquences moyennes de décharges) pourrait
résoudre ce type de problème mais en compliquant plus les modèles.
Un autre point que je n’ai pas encore traité est la gestion des signaux de recrutement et
de neuro-modulations. Dans les tâches présentées, l’apprentissage est continu et les agents ap-
prennent par renforcement (en fonction de la réception ou non de la récompense) à renforcer les
liens ou à désapprendre. Mais, l’environnement reste non perturbé ce qui n’est pas le cas dans
une tâche réelle de navigation en milieu non contrôlé. Nous allons voir dans ce qui suit comment
les signaux de recrutement peuvent être gérés.
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FIGURE 3.6 – Simulation d’un agent naviguant entre 4 PCs et permettant de tester l’apprentissage d’un
patterning de type "XOR". L’agent est récompensé dans la PC 1 si le son ou la couleur sont perçus seuls.
Les graphiques du bas représentent un zoom entre 4000 et 10000 itérations des graphiques d’en haut. Le
1er graphique représente les récompenses reçues à tout moment, le 2e les prédictions de récompense par
l’agent. Le 3es et le 4es représentent respectivement les activités de perception du son ou de la couleur,
et les activités des différentes PCs. Enﬁn le dernier graphique représente les valeurs des poids pour les
différents neurones liant les entrées au neurone prédisant la récompense. Sur les ﬁgures de droite, une
augmentation de l’activité est visible pour les cas où seul le son ou la couleur sont présent (encadré rose).
Dans le cas où les deux sont présents, l’activité diminue (endacré cyan).
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3.2 Apprentissage par interaction de contextes multimodaux pour
la navigation
J’ai présenté dans la section précédente l’intérêt que pouvait avoir le patterning, l’apprentissage
de règles ou de contextes pour la résolution de tâches. Je vais présenter dans cette section une
expérience de navigation où les contextes sont appris par interaction avec un tuteur.
La principale question à laquelle répond cette thèse est la sélection de l’action pour la na-
vigation. Le terme sélection de l’action peut avoir plusieurs interprétations. Pour l’instant nous
allons nous intéresser à la sélection de l’action à bas niveau, i.e. choisir entre aller à droite ou
à gauche à partir d’un certain endroit de l’environnement. Ce fut aussi le cas dans la tâche de
préférence spatial où le robot doit choisir entre deux buts.
trajectoire pour 
les gros objetstrajectoire pour 
les petits objets
Lieu de posé A Lieu de prise P
Lieu de posé B
FIGURE 3.7 – Sur la gauche, un exemple de navigation contextualisée. Une solution est d’encoder des
contextes permettants de biaiser la sélection de l’action à des points précis, en combinant la position
(cercles) et l’état de la pince (objet sélectionné). Dans le lieu P, l’objet est pris dans la pince et le robot
doit choisir entre la droite ou la gauche. Les objets sont déposés dans les lieux A et B en fonction de la
taille de l’objet. Sur la droite, un exemple de trajectoire apprise en formant un bassin d’attraction dans la
direction voulue en utilisant des couples cellules de lieu/action (ﬂêches).
Lieu de prise P
Dépôt B
Dépôt A
FIGURE 3.8 – Images du robot et de l’environnement simulé. Le robot apprend à naviger entre les diffé-
rents blocs en fonction de la taille des objets. Les cellules et ﬂèches colorées représentent d’éventuelles
cellules de lieu apprises lors de la navigation et l’action associée à chaque cellule.
Nous allons à présent nous intéresser à la sélection de l’action où un agent doit choisir
d’aller à droite ou à gauche en fonction de la taille d’un objet qu’il a dans la pince (ﬁgure 3.7
gauche). L’apprentissage est réalisé ici avec l’aide d’un tuteur [Giovannangeli and Gaussier,
2010], et la navigation est basée sur des associations sensorimotrices cellule de lieu/action. En
associant à chaque cellule de lieu apprise une action à réaliser (sous la forme d’une direction à
suivre), il est possible d’apprendre des trajectoires sous la forme de bassins d’attractions (voir
ﬁgure 3.7 droite). Ceci est réalisé dans un environnement simulé Webots (Cyberbotics) avec un
robot simulé ayant les mêmes caractéristiques qu’un robulab Réel (voir ﬁgure 3.8).
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FIGURE 3.9 – Schéma de l’architecture de navigation basée sur les cellules de lieu combinée avec la par-
tie d’évaluation de l’action (voir Fig. 3.10). Les informations sensorielles et les prédictions sont fournies
à la partie d’évaluation. Les sorties sont une vigilence permettant d’enclencher de nouveaux apprentis-
sages, et un signal d’inhibition permettant d’inactiver les cellules de lieux associées aux orientations non
désirées.
L’apprentissage est réalisé par un tuteur d’une manière faiblement supervisée, le robot n’étant
guidé que s’il y a erreur dans la direction à suivre (le robot est corrigé). Lorsque le robot est cor-
rigé, le contexte de la correction est appris, et le couple cellule de lieu/action associé à la cellule
de lieu gagnante est inhibée. L’architecture se base sur le modèle schématisé dans la ﬁgure 3.9.
L’arrivée dans une cellule de lieu permet d’enclencher l’action associée. Si cette cellule a été as-
sociée à un contexte induisant son inhibition, son activité est supprimée permettant aux cellules
de lieu proches de gagner et potentiellement d’exprimer une action correcte. Si une correction est
détectée dans un contexte proche, ceci est interprété comme un changement dans la perception
du contexte et les poids permettant la reconnaissance sont alors réappris.
Le but dans cette tâche est de ne corriger le robot que dans les cas où il prend une direction
inappropriée. Le robot se dirige vers l’emplacement P pour prendre un objet (ﬁgure 3.8). Si
l’objet est petit il doit aller à gaucher vers le dépôt A, si c’est un gros objet il doit aller vers le
dépôt B. Ainsi, l’objectif est de voir si une inhibition contextuelle de l’action erronée peut mener
à l’expession de l’action appropriée. Un autre point est de vériﬁer si ce genre d’apprentissage
par supervision faible permet la stabilisation de l’apprentissage lorsque la tâche reste la même.
3.2.1 Modèle pour l’apprentissage de contextes par interaction
Le modèle est présenté et découpé par module de fonctionnement. La ﬁgure 3.10 est une vision
plus précise de l’architecture présentée dans la ﬁgure 3.9, dans laquelle les différents modules
sont présentés. Ce modèle se base sur l’interaction de 4 modules : un module de détection de
correction, un module de gestion de la mémoire à court terme, un module de gestion de la
vigilance d’apprentissage et enﬁn le module de gestion des contextes. Les entrées du systèmes
sont les entrées sonsorielles du robot (activités de cellules de lieu, activités des ultrasons et l’état
de la pince). Le système aura en sortie des signaux d’inhibition des cellules de lieu erronées si un
contexte est détecté, ou un signal de recrutement d’une nouvelle cellule de lieu si aucune cellule
de lieu non inhibée n’est sufﬁsamment reconnue. Cette architecture s’ajoute à l’architecture
de base d’apprentissage des cellules de lieu présentée dans la section 2.2.1. Ainsi, ce modèle
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FIGURE 3.10 – Architecture d’apprentissage de contextes permettant l’inhibition de cellules de lieu as-
sociées à des actions non désirées, et apprentissage de nouvelles celulles de lieu par interaction avec le
tuteur. Lorsqu’une correction est perçue, la différence entre les orientations (voulue et actuelle) permet
d’évaluer si l’action actuelle est non désirée. Dès lors un contexte multimodal est recruté si aucun autre
n’est déjà activé. La mémoire de travail STM permet de stocker la cellule de lieu ayant induit la correc-
tion, et le contexte est activé pour inhiber cette cellule de lieu à chaque fois que le robot se retrouve dans
la même situation. Si les activités de cellules de lieu PCI descendent en dessous d’un certain niveau de
vigilence V , un nouveau couple cellule de lieu/action est recruté pour encoder cette nouvelle association.
Cette ﬁgure représente les détails de la ﬁgure 3.9.
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représente une extension du modèle de Giovannangeli and Gaussier [2010].
Détection de la correction
La couche cachée DW est le résultat de la détection. À chaque neurone dans cette couche cor-
respond un neurone encodant une cellule de lieu. Une activation à 1 indique que ce neurone
doit être inhibé car l’action associée produit un comportement évalué comme "erronné". Une
compétition locale au niveau de PCI permet de déterminer quelle cellule de lieu fut exécutée,
et qui a donc conduit à l’action actuelle (Fig. 3.9). Du fait que l’action est déduite par rapport
aux associations cellule de lieu/action, seule l’action associée à la cellule de lieu gagnante après
biais iM = argmax
i
(PCIi ) est évaluée à chaque correction. Ainsi, si l’action associée au couple
gagnant au niveau de ithM produit un angle actuel θ
cur qui s’éloigne de l’orientation désirée θd, la
cellule de lieu sera inhibée. L’erreur sensori-motrice Er représente la différence entre les deux
orientations Er = min(| θd − θcur |, (θmax − θmin)− | θd − θcur |), avec θmax = 2pi − ,
θmin = 0 et  une borne inférieure pour la valeur de l’erreur. Ce calcul est nécessaire du fait
que la rotation permet au robot de faire un tour complet, ainsi une mesure de similarité S entre
l’angle actuel et l’angle induit par la cellule ithM (Eq 3.1) est utilisée pour déterminer si les angles
sont effectivement différents.
SiM = 1−
2Er
(θmax − θmin) (3.1)
avec H0 la fonction Heaviside vérifiant H0(0) = 0 et les valeurs de Er sont normalisées
entre 0 et 1.
Ainsi, une action induite par le couple cellule de lieu/action iMth est évaluée comme er-
ronée, si la similarité indique que l’orientation actuelle s’éloigne de l’orientation voulue, ou si
la similarité est suffisamment faible. Lorsqu’une variation négative de la similarité est détectée,
∆SBiM est égal à 1. Dans ce cas, la mesure de similarité est comparée au seul 1− tE , sachant que
tE représente un niveau d’erreur minimale.
∆SBiM (t) = H0(SiM (t−∆t)− SiM (t)) (3.2)
DWiM = H0(∆SBiM − tE − SiM ) and DWi6=iM = 0 (3.3)
Module de gestion des contextes
Les contextes sont recrutés lorsque le comportement du robot est incorrect. L’entrée X des
contextes multimodaux C est une concaténation des informations sensorielles binarisées pour
chaques modalité. PCR représente le niveau de reconnaissance des cellules de lieu, US les
niveaux d’activation des ultrasons indiquant la présence ou non d’un obstacle frontal, et GS
représente l’état de la pince sur 3 neurones (fermée, à demi ou totalement ouverte). Les infor-
mations au niveau de X sont normalisées (Eq 3.4), et l’apprentissage des contextes est basé sur
l’Adaptative Resonance Theory [Carpenter and Grossberg, 2002]. L’activité maximale au ni-
veau de C est comparée à un niveau de vigilance λC . Si elle est inférieure, un nouveau contexte
est recruté et les activités des neurones en entrée sont apprisent sur les liens ωCrl . Du fait de la
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normalisation, le contexte est reconnu d’une manière parfaite si le même pattern est rencontré.
XNk =
Xk
|| X || with X = [PC
R;US;GS] (3.4)

Cj =
∑
k
ωCjk ·XNk
∆ωCrk = (X
N
k − ωCrk) if λC > maxj (Cj)
(3.5)
avec λC le niveau de vigilance qui passe à 0.99 lorsqu’une action erronée est détectée au niveau
de W , et 0 sinon. Dans Ca, seul le neurone correspondant à la reconnaissance maximale du
pattern actuel est actif jM = argmax
j
(Cj). Enfin, l’activité du contexte doit obligatoire être
supérieure à un seuil tC (Eq 3.6).
CajM = H0(CjM − tC) and Caj 6=jM = 0 (3.6)
Gestion de la STM des couples PC/action erronés
Lors d’une phase de correction, la cellule de lieu induisant l’action évaluée comme erronée
est stockée dans une mémoire à court terme. La couche W encodant les couples PC/action
dépend de l’action eronnée détectéeDWi ainsi que du contenu de la mémoire des actions erronées
récemment détectées MW (Eq 3.7). Si l’interaction avec le tuteur est interrompue, le contenu de
la mémoire est vidé. Sinon, toute interaction induit un apprentissage de contexte multimodal au
niveau de C, ainsi que l’association du contexte avec la cellule de lieu à inhiber au niveau de I .
Wi = H0(MWi +DWi − 2 ·NI) (3.7)
La mémoire à court terme MW représente l’entrée de la couche d’actions erronés W . Le
paramètre d’oubli γ permet la remise à zéro de la mémoire en quelques secondes. La remise à
zéro est aussi enclenché lorsque l’index du contexte gagnant Ca change (CC = 1), équivalent à
la détection du recrutement d’un nouveau contexte.
MWi (t) = [M
W
i (t−∆t)− γ]+ +Wi − 2 · CC (3.8)
avec [x]+ = x si 0 < x < 1, 0 si x < 0 et 1 sinon. Une nouvelle phase de correction
commence dès qu’un neurone dans la mémoire des actions erronées est actif. Durant la première
interaction, une nouvelle phase commence (NC = 1), et elle se finit lorsque toute les activités
redescendent à 0 grâce à l’oubli ou à cause d’un signal de remise à zéro reçu lorsque le contexte
change (CC = 1).
Apprentissage de nouvelles cellules de lieu
La couche I encode les cellules de lieu à inhiber. Les associations sont apprises avec une règle
d’apprentissage Hebbienne (Eq 3.9), et encodées sur les liens ωI reliants la couche Ca à la
couche I . Lors d’une nouvelle correction (NC = 1), les inhibitions précédentes sont remises
à zéro. Lors de la phase de correction, les couples PC/actions erronés sont sauvegardés dans la
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mémoire MW , et les cellules de lieu impliquant ces couples sont associées au contexte gagnant
dans I . La remise à zéro des couples est aussi réalisé lorsqu’une nouvelle cellule de lieu est
recrutée (αPC = 1). Ii = [Wi +
∑
j
ωIij · Caj ]+
∆wIij = Wi · (Caj · Ii − ωIkj)− (NC + V PC) · Caj · ωIij
(3.9)
avec V PC = 1 lors du recrutement d’une nouvelle cellule. Les cellules de lieu dans I sont inhi-
bées afin que l’orientation correcte soit prédite par la cellule de lieu correcte (voir Figure 3.9).
Apprentissage des couples PC/action
Les processus décrit précédemment peut échouer dans le cas où les couples PC/actions ne sont
pas encore encodés. La seuil V PC de la vigilance gérant le recrutement des couples est contrôlé
par l’équation 3.10. À chaque fois qu’une correction est réalisée dans un contexte précis (NC =
1), la vigilance de celui-ci augmente. V = [
∑
j
ωVj C
a
j ]
+
∆ωVj = NC(PC
I
iM
− V ) · Caj − V PC · V · Caj
(3.10)
avec iM = argmax
i
(PCIi ). L’activité de la cellule de lieu gagnante PC
I est comparée au
niveau de vigilance V PC = H0(V −PCIiM ), permettant d’encoder une nouvelle cellule de lieu.
L’encodage d’une nouvelle cellule de lieu implique la remise à zéro du couple PC/action associé
à cette dernière (V PC = 1 in Eq 3.10), ainsi que la mise à zéro de l’association contexte/action
dans la couche inhibitrice I (V PC = 1 in Eq 3.9). Ainsi, l’architecture peut passer de l’inhibition
des cellules de lieu à l’apprentissage d’un nouveau couple PC/action.
3.2.2 Emergence de bassins d’attraction contextuels
Deux simulations furent réalisées avec le simulateur 3D Webots (Cyberbotics). Le robot est com-
posé d’une caméra montée sur un servomoteur permettant de récolter des image du panorama
(Fig. 3.8). Les murs de la salle sont recouverts d’images afin de rajouter de la texture pour la
localisation (reconnaissance des cellules de lieu).
Dans la première simulation le robot doit apprendre des trajectoires lui permettant de ré-
soudre la tâche de tri des objets. L’objectif est de voir si les contextes appris sont utiles pour la
résolution de la tâche, mais aussi de vérifier que l’apprentissage se stabilise bien après un certain
temps, lorsque la tâche ne change plus. Dans la figure 3.11, les associations cellule de lieu/action
sont présentées ainsi que les trajectoires suivies par le robot. Durant la phase d’apprentissage,
dès la première correction un contexte est recruté en encodant l’état des entrées sensorielles, et
est associé à la cellule de lieu gagnante. À chaque correction de l’orientation, le contexte actif est
associé à la cellule de lieu gagnante, permettant d’inhiber l’activation de l’association PC/action
associée à cette cellule de lieu. Le fonctionnement de l’algorithme neuronal est présenté dans
la figure 3.13. Lorsqu’une nouvelle cellule de lieu est recrutée dans un contexte précédemment
appris, les associations entre ce contexte et les cellules de lieu précédemment inhibées sont ou-
bliées. À la fin de l’apprentissage, i.e. lorsque le robot arrive à réaliser des rondes sans aucune
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FIGURE 3.11 – Trajectoires (en gris) sur plu-
sieurs essais, pendant l’apprentissage de la
tâche. Les points colorés représentent les cel-
lules de lieu apprises. Les contextes sont re-
présentés autours des PC associées (cercle :
le contexte n’inhibe aucune action ; carré : le
contexte n’inhibe pas la cellule de lieu gagnante
à cet endroit ; étoile : le contexte est utilisé).
Les flèches indiquent les directions associées à
chaque cellule de lieu. Á la fin de l’apprentis-
sage, un seul contexte est utilisé, les autres in-
hibent des PCs non gagnantes.
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FIGURE 3.12 – Trajectoires (en gris) sur plu-
sieurs essais, pendant la réalisation de la tâche.
Les points colorés représentent les cellules de
lieu apprises. Les contextes sont représentés
autours des PC associées (cercle : le contexte
n’inhibe aucune action ; carré : le contexte n’in-
hibe pas la cellule de lieu gagnante à cet en-
droit ; étoile : le contexte est utilisé). Les flèches
indiquent les directions associées à chaque cel-
lule de lieu. En fonction des contextes, une di-
rection peut être ignorée lorsque la cellule de
lieu associée est inhibée.
correction, les contextes n’influencent plus le comportement du fait que les cellules de lieu ga-
gnantes permettent systématiquement d’avoir un couple PC/Action correct (voir figure 3.11).
Les contextes sont utiles temporairement pendant l’apprentissage, à la fin de celui-ci un seul
contexte influence le comportement. Il correspond à la situation où le robot détecte un obstacle
en face et à un objet d’une petite taille. Ceci permet d’inhiber le comportement à suivre lorsque
l’objet est gros, et ainsi pouvoir choisir la bonne action à réaliser en fonction de la taille de
l’objet.
Dans la seconde expérience, le but est de tester les capacités de généralisation permettant
de reproduire des trajectoires non liées à l’apprentissage, et ceci en se basant sur une entrée
sensorielle permettant la discrimination. L’information sensorielle visée est la taille de l’objet
i.e. l’état d’ouverture de la pince. Trois obstacles intéressants sont présents dans l’environnement
(figure 3.8). L’obstacle blanc (P) permet d’obtenir un objet, les deux autres rouge et bleu (A et
B) sont des lieux de dépôt. L’information sur la couleur des dépôts n’est jamais utilisée.
Les trajectoires suivies par le robot lors de la reproduction de la tâche sont présentées dans
la firgue 3.19. La phase d’apprentissage prend plusieurs passages, du fait que chaque cellule
de lieu peut introduire un nouveau comportement, qui fut précédemment inhibé pour d’autres
associations PC/action proches. Le robot arrive cependant à stabiliser l’apprentissage après une
quinzaine de passages entre le lieu de prise et de dépôt pour les petits objets, et une douzaine
de passages pour le chemin entre le lieu de prise et le dépôt pour les gros objets. À la fin de la
phase d’apprentissage, le robot arrive à réaliser la tâche sans aucune correction, et les contextes
inhibent les comportements non désirés.
La capacité de généralisation peut être analysée en fonction de l’information de l’état de la
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FIGURE 3.13 – Schéma simpliﬁé du fonctionnement de l’algorithme après correction induisant le recru-
tement d’un contexte inhibant une cellule de lieu. La ﬁgure a) présente la détection de la correction ; la
ﬁgure b) l’apprentissage du contexte et l’association à la cellule de lieu gagnante ; et la ﬁgure c) l’inhibi-
tion en présence du même contexte et sélection d’une autre action.
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a) b) c)
FIGURE 3.14 – Changement de trajectoire en fonction de la taille de l’objet. La figure représente les
trajectoires (en gris) à partir de différents points de départ en fonction de l’état de la pince : (a) aucun
objet dans la pince, (b) un petit objet, (c) un grand objet. Des bassins d’attractions vers le lieu de prise
P et les lieux de pose A et B émergent bien que les contextes dépendent de configurations sensorielles
précises.
pince. Bien que les contextes soient très spécifiques, ils permettent de suivre certaines trajec-
toires en fonction de l’état de la pince et ceci sans avoir à apprendre toutes les positions de l’en-
vironnement. Ceci permet d’obtenir un comportement similaire à celui de bassins d’attraction
dans les lieux les plus intéressants de l’environnement, et qui ne dépendent que de l’informa-
tion relative à la taille de l’objet. Des trajectoires résultantes de ces bassins d’attractions sont
présentées dans la figure 3.14. Bien que l’on puisse observer une généralisation des trajectoire,
ceci ne s’étend pas à la totalité de l’environnement, du fait que l’expressivité des contextes n’a
modifié l’apprentissage que d’une manière locale. Cependant, en fonction du point de départ du
robot, un certain nombre de trajectoires permet d’observer la généralisation. Néanmoins, dans
plusieurs cas le robot n’arrive pas à retrouver son chemin, principalement s’il est relaché loin
du lieu d’expression du contexte (à droite de l’environnement dans la figure 3.14.b), ou dans
des positions totalements inconnues comme en haut de l’environnement dans la figure 3.14.a),
du fait que le robot n’ait jamais exploré ces portions de l’environnement. En mettant de côté
ces limitations, la convergence des trajectoire lorsque le robot n’a pas d’objet dans la pince (fi-
gure 3.14.a), de même que celles observées pour les petits objets (figure 3.14.b) et les gros objets
(figure 3.14.c) permet de conclure que le robot arrive à reproduire un comportement cohérent en
se basant seulement sur cette information discriminante.
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3.3 Estimation de la variance pour une meilleure généralisation
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FIGURE 3.15 – Modèle inspiré de la boucle cortico-basale. Les informations sensorielles venant de l’hip-
pocampe sont projetées dans les ganglions de la base aﬁn de déﬁnir l’action à réaliser. La catégorisation
de contextes au niveau du cortex préfrontal (PFC) peut induire des inhibitions au niveau des ganglions de
la base pour biaiser la sélection de l’action.
Comme je viens de le présenter, l’utilisation de contextes multimodaux pour catégoriser
des états précis permet d’avoir des comportements de navigation qui dépendent de certaines
informations importantes. Dans cette section je vais discuter de l’adaptation de ces contextes
multimodaux aﬁn de les généraliser et d’avoir un système qui puisse s’adapter en fonction de
la stabilité de ses entrées sensorielles. Pour se faire, nous allons nous placer dans la théorie
du chunking, introduite dans les années 50 par De Groot [1978] et Miller [1956]. L’idée est
que les chunks sont des bribes d’informations qui s’ajoutent pour obtenir un codage plus haut
niveau de l’information. Ce principe fut appliqué pour des apprentissages visio-moteur bas ni-
veau dans [Kuniyoshi et al., 2003], il fut aussi appliqué pour des apprentissage plus haut niveau
comme l’apprentissage de la parole ou le chant [Yamashita et al., 2008]. Dans notre cas, nous
évaluons nos contextes multimodaux comme des chunks, du fait que l’apprentissage se fait sur
plusieurs passage et en fusionnant plusieurs informations multimodales, le problème reste la
généralisation de ces chunks. Dans le travail précédent, l’apprentissage se fait en un coup, il
y a la possibilité de réapprendre les contextes mais un même chunk ne peut pas se réadapter
en fonction du changement des entrées sensorielles. Ici, nous utilisons une approche basée sur
les boucles cortico-basales [Alexander et al., 1986] en associant le recrutement et l’adaptation
des contextes aux capacités du cortex préfrontal (voir ﬁgure3.15) en matière de ﬂexibilité et de
vitesse d’apprentissage.
Cette modélisation basée sur les boucles cortico-basales permet de présenter le modèle pré-
cédent (ﬁgure 3.10) d’une manière simpliﬁée, se focalisant sur la problématique de la sélection
des informations sensorielles. Cette nouvelle version du modèle est présentée dans la ﬁgure 3.16.
Le principe de base est que les contextes sont modiﬁables dès lors qu’ils sont actifs. Cette mo-
diﬁcation se base sur la variabilité des entrées sensorielles. Ainsi, lorsqu’une entrée ﬂuctue trop,
son importance dans l’encodage (et ainsi l’activation) du contexte diminue. Ceci permet de sé-
lectionner les entrées les plus stables pour reconnaitre les différents contextes.
L’apprentissage de ces contextes multimodaux sous la forme de chunks est inspiré de l’Adap-
tative Resonance Theory [Carpenter and Grossberg, 2010]. Ceci se base sur le stockage de l’in-
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FIGURE 3.16 – Modèle du mécanisme de recrutement des contextes et l’inhibition de l’action. Lorsque
le robot réalise une action non désirée, la correction de celle-ci permet d’enclencher le recrute-
ment/adaptation d’un contexte. Si aucun contexte n’est activé, un nouveau est recruté et associé aux
états sensoriels perçus à cet instant. Si un contexte est déjà activé, ses poids sont modiﬁés pour avoir une
meilleure généralisation sur tous les cas où il peut induire une inhibition.
formation sur les valeurs ou sur les poids des neurones. Lorsqu’il y a sufﬁsamment de change-
ment dans les entrées, une nouvelle catégorie est créée sous la forme d’un neurone recruté pour
encoder cette nouvelle conﬁguration sensorielle.
Dans notre cas, l’apprentissage d’une nouvelle catégorie est réalisé en recrutant un neurone,
et dont les poids des liens en entrées ωi,j sont une copie des valeurs des neurones d’entrées.
Lorsque l’activité maximale du groupe représentant les contextes descend en dessous d’un cer-
tain niveau de vigilance, le recrutement est automatiquement enclenché. Ainsi, ce niveau de
neuromodulation impliquera un recrutement aisé lorsqu’il est élevé, et un système qui réadapte
les catégories gagnantes lorsqu’il est bas. Évidemment, les notions de "bas" et "élevé" sont rela-
tives à la tâche, aux dynamiques des entrées et celles du système en lui même.
3.3.1 Modèle pour la généralisation de contextes
L’apprentissage des catégories est déﬁni par l’équation 3.11.
Δωi,j =  · (Ei − ωi,j) · (1−Aj) (3.11)
Avec  la vitesse d’apprentissage, Aj l’activité en sortie du neurone j dans le groupe des
contextes. L’équation 3.12 représente le calcul réalisé pour la modiﬁcation actuelle des valeurs
des poids.
ωi,j(t+ 1) = ωi,j(t) + Δωi,j (3.12)
Lors d’un nouveau recrutement, chaque valeur de neurone en entrée Ei est copiée sur les
poids liant les neurone i en entrée au neurone j représentant la catégorie (liens tous vers un).
Ceci est dû au fait que ωi,j et Aj sont à zéro au début. Si le niveau de vigilance est bas, la
catégorie gagnante est adaptée. Les poids des liens pour chaque neurone sont alors modiﬁés
d’un facteur Δω.
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FIGURE 3.17 – Schéma explicatif de l’application de la décroissance exponentielle. L’entrée rouge étant
stable, la divergence divi engendrée reste proche de 0, ainsi sont importance reste haute. L’entrée bleue
représente une entrée non stable, ce qui implique une divergence élevée, ainsi la décroissance exponen-
tielle fait que l’importance est diminuée et les poids des liens tendent vers 0.
L’adaptation des poids dépend de l’activité du neurone gagnant, et elle n’est réalisée que sur
celui-ci. L’activité Aj alors en sortie du neurone est calculée par l’équation 3.13.
Aj = 1− dist∑ vari (3.13)
L’activité en sortie du neurone sera donc maximale lorsque les valeurs des neurones en entrée
seront égales aux valeurs des poids pour chaque lien. Le terme dist∑ vari représente la distance
normalisée de la valeur du neurone par rapport aux variations accumulées pour tous ses liens en
entrée. La distance cumulée dist est calculée par l’équation 3.14 :
dist =
∑
(vari · |ωi,j − Ei|) (3.14)
L’idée de base est d’estimer la variation des entrées, et ceci en calculant la distance entre
les valeurs actuelles des liens et les valeurs des neurones, et en accumulant dans le temps ces
variations, il est possible d’en déduire les entrées qui ﬂuctuent beaucoup (peu informatives)
et celles qui sont stables (discriminantes). Le terme divi (équation3.15) décrit la divergence des
valeurs des liens par rapport à leurs valeurs moyennes (plus la divergence est grande plus l’entrée
est variable). Cependant, au lieu d’utiliser directement cette métrique, la "variation" (vari) de
chaque entrée est calculée en passant la valeur de divergence par un noyau gaussien (dont la
variance est τ ) comme décrit dans l’équation 3.16.
divi(t+ 1) = divi(t) + ζ · (|Aj − ωi,j | − divi(t)) (3.15)
Où ζ est le taux de variance, i.e. un parametre qui décrit l’importance de la variation pour
chaque itération du calcul.
vari = e
− div
2
i
2·τ (3.16)
Le résultat est que si une entrée ﬂuctue avec une variation importante, la divergence aug-
mente et la variance estimée vari décroit vers 0 (en fonction de la valeur de τ ). Ceci implique
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une diminution de la valeur du lien et ainsi de l’importance de la modalité dans la catégorisation
(eq3.13). La figure 3.17 décrit comment l’application du noyau gaussien impacte la variation des
poids des liens.
3.3.2 Analyse de la variance des entrées sensorielles pour l’apprentissage et l’adap-
tation des contextes
Une simulation d’entrées sensorielles pendant l’apprentissage et l’adapatation d’un contexte est
présentée ici pour illustrer le fonctionnement du modèle. Le but est de simuler des entrées sen-
sorielles de la même nature que celles qui seront utilisées pendant l’expérience de navigation.
Ainsi, des activités de cellules de lieu, de l’état de la pince, des activités des ultrasons sont four-
nies au système. L’objectif est d’illustrer les changements d’activité du contexte et l’adaptation
des différentes variables internes du modèle.
Dans la figure 3.18, une illustration des différente activités est présentée. Le premier graphe
représente les activités simulées des cellules de lieu avec un robot qui navigue entre 4 cellules de
lieu. Le second représente l’ouverture de la pince, ici étant l’information la plus stable du fait que
la simulation illustre un robot qui se déplace avec un objet. Le troisième graphe représente l’ac-
tivité des ultrasons. Les trois graphes qui suivent représentent des activités relatives au modèle.
Le quatrième représente l’activité en sortie du contexte, le cinquième les niveaux de variations
de chaque modalité et le sixième le niveau d’importance de chaque modalité dans l’encodage
du contexte. Il est à noter que les couleurs dans les graphes 5 et 6 sont en concordances avec
les couleurs des 3 premiers graphes représentant les entrées sensorielles. Les graphes présentent
l’adaptation rapide du système au petites variations, et la sélection des entrées stables. L’état
de la pince étant l’entrée la plus stable, sont importance (magenta) augmente très rapidement
et reste la modalité la plus pertinente. Les activités de cellules de lieu étant continuellement
changeantes, leurs importances respectives sont très faibles dans le sens où elles ont un impact
sur l’encodage lorsqu’elle ne représentent pas la cellule gagnante, i.e. lorsque la cellule bleue
est maximale son importance est très faible (dû à la variation), et dès qu’elle redescend et se
stabilise cette importance augmente. Enfin, nous observons que l’activité des ultrasons perturbe
grandement l’activité du contexte. Ceci est dû au fait que l’activité reste stable pendant un cer-
tain temps, ce qui augmente sont importance, puis elle change brutalement, ce qui ne permet
pas au système de s’adapter et ainsi le niveau du contexte diminue pendant la période d’adapta-
tion. La variation est bien moindre lors du second changement dans l’activité des ultrasons car
l’importance n’est pas remontée excessivement suite au premier changement. Ainsi, le contexte
sélectionne plus finement les modalités les plus stables pour l’encodage, qui sont l’état de la
pince dans ce cas précis.
- 88 -
CHAPITRE 3. NAVIGATION SENSORI-MOTRICE CONTEXTUALISÉE ET CATÉGORISATION MULTIMODALE
0 100 200 300 400 5000.0
0.5
1.0
Activités des cellules de lieu
0.0
0.5
1.0
État d'ouverture de la pince
0.0
0.5
1.0
Activités des ultrasons
0.0
0.5
1.0
Activité en sortie du contexte
0.0
0.5
1.0
Variances de chaque modalité
0.0
0.5
1.0
Importance de chaque modalité après normalisation
Itération
Ac
tiv
ité
0 100 200 300 400 500
Itération
0 100 200 300 400 500
Itération
0 100 200 300 400 500
Itération
0 100 200 300 400 500
Itération
0 100 200 300 400 500
Itération
Ac
tiv
ité
Ac
tiv
ité
Ac
tiv
ité
Ac
tiv
ité
Ac
tiv
ité
FIGURE 3.18 – Présentation des différents signaux utilisés pour la simulation du modèle. Les trois pre-
mières sous-figures représentent les entrées sensorielles : les activités des PCs (4 cellules de lieu simu-
lées), l’ouverture de la pince et les activités des ultrasons. La 4ème sous-figure représente l’activité du
contexte étudié dans ce cas. Les deux dernières sont les variances pour chaque modalité et l’importance de
chaque modalité, qui représente le poids des modalités normalisé par rapport au nombre de neurones de
chacune. Les couleurs des courbes de variance et d’importance sont corrélées avec celles des différentes
entrées sensorielles (le contexte n’étant pas une entrée).
- 89 -
3.3. ESTIMATION DE LA VARIANCE POUR UNE MEILLEURE GÉNÉRALISATION
3.3.3 Résultats comportementaux dans une tâche de navigation faiblement su-
pervisée
Cette expérience est identique à celle présentée section 3.2. Elle se base toujours sur le simula-
teur 3D Webots (Cyberbotics) et utilise le simulateur de réseaux de neurones Promethe [Lagarde
et al., 2008b]. Le but ici est de comparer les performances avec celles obtenues avec l’ancien
modèle, toujours dans le cadre de la tâche de tri d’objets. Un autre point est de vérifier que les
bassins d’attractions que nous avons pu voir émerger avec le précédent modèle sont toujours
présents.
P
A
B
4 2 0 2 4(m)
4
2
0
2
4
(m)
FIGURE 3.19 – Trajectoires (en gris) sur plu-
sieurs essais, pendant la réalisation de la tâche.
Les points colorés représentent les cellules de
lieu apprises. Les contextes sont représentés
autours des PC associées (cercle : le contexte
n’inhibe aucune action ; carré : le contexte n’in-
hibe pas la cellule de lieu gagnante à cet en-
droit ; étoile : le contexte est utilisé). Les flèches
indiquent les directions associées à chaque cel-
lule de lieu. En fonction des contextes, une di-
rection peut être ignorée lorsque la cellule de
lieu associée est inhibée.
FIGURE 3.20 – Changement du comportement
en fonction de la taille de l’objet. Après
apprentissage, le robot est relaché à une
position aléatoire dans l’environnement. Les
trajectoires bleues sont celles que le robot a
suivi quand la pince est vide. Les trajectoires
rouges sont celles dans les cas où l’objet est
petit, et les grises sont celles où l’objet est
gros.
La figure 3.19 présente les résultats des trajectoires suivies par le robots, les cellules de lieu
apprises par le robot (points de couleurs), les actions associées (flêches), ainsi que les contextes
appris. Il est clair que le robot arrive à reproduire la tâche sans contraintes tout comme avec
le premier modèle. Il est aussi important de noter que la généralisation des contextes n’a pas
modifié le nombre de passages pour apprendre la tâche. En moyenne, le nombre de passages
reste le même dans les deux cas. Cependant, ce nombre est hautement dépendant du tuteur, le
fait que l’apprentissage soit fait par la même personne est un paramètre primordial. Je n’ai pas
investigué la question de la stabilité de l’apprentissage en fonction du tuteur plus profondément.
Dans la figure 3.20, les trajectoires du robot en fonction de la taille de l’objet sont présen-
tées. Le robot est relaché avec un objet d’une certaine taille dans l’environnement pour vérifier
si les bassins d’attractions émergent toujours ou non. Il est clair que cette faculté émergente
est maintenue, et une légère amélioration dans les trajectoires est observée. Le problème reste
présent pour les positions non explorées dans le passé, mais le robot arrive à légèrement mieux
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généraliser qu’avec le premier modèle. Néanmoins, des résultats quantitatifs plus poussés sont
nécessaires pour valider cette observation.
3.4 Discussion
Les travaux présentés ici restent à approfondir, notamment en ce qui concerne les processus
de gestion des vigilances d’apprentissage et de neuromodulation. J’ai présenté dans ce chapitre
des tâches où l’apprentissage est soit continu, soit légèrement supervisé et où l’on considère le
tuteur comme toujours correct. Il serait important d’étudier l’impact du tuteur, et notamment
son expertise, sur la qualité de l’apprentissage. Il serait aussi approprié de coupler un système
de détection de l’échec ou de nouveauté au modèle, ceci permettrait d’avoir un comprortement
réellement autonome et dont l’évaluation est impactée tant par le tuteur que par l’état interne du
système. Un autre point important est qu’ici l’architecture utilisée est très adaptée à la tâche. Un
seul neurone est utilisé pour apprendre le patterning. Il est possible utiliser une population de
neurones recrutés quand un patterning devient nécessaire. De même pour les contextes où l’in-
formation est encodée systématiquement dans un neurone, ce qui n’est pas la réalité biologique.
J’ai présenté dans la dernière section un mécanisme permettant la non sélection des mo-
dalités importantes d’une façon ad-hoc. Ainsi, le système peut découvrir par lui même quelles
modalités il doit maintenir comme importantes. Ceci se base néanmoins sur le postulat que c’est
systématiquement la modalité la plus stable et constante lors de l’activation d’un contexte. D’un
autre côté, j’ai démontré dans le début du chapitre les capacités du patterning à construire des
règles pour fusionner des signaux et catégoriser des situations sensorielles. Néanmoins, je n’ai
pas pu pousser jusqu’à la combinaison des deux capacités. Ceci permettrait de sélectionner les
entrées importantes non pas en fonction de leurs stabilités dans le temps, mais par rapport au
renforcement qu’elles peuvent provoquer. Ce type de modèle reste néanmoins plus compliqué
que ceux présentés jusqu’à présent, mais semble être la prochaine étape pour l’apprentissage et
la catégorisation d’états sensoriels complexes.
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If you tell the truth, you don’t have to remember
anything
– Marc Twain
CHAPITRE 4
Mémoires prospectives et rétrospectives
pour la navigation
Dans le chapitre précédent, j’ai présenté des solutions possibles pour la sélection de l’action bas
niveau (d’un point de vue sensorimoteur). Un des principes impliqué dans ce type de modèle
est la catégorisation multimodale et la contextualisation des événements. Cependant, dans le
cadre de tâches réelles, le nombre d’actions, de mouvements, d’événements et d’objectifs a un
impact sur le comportement lié à la navigation. Nous allons nous intéresser dans ce chapitre à la
gestion de mémoires de travail, appellées mémoire épisodiques, impliquées dans la sélection de
comportements et d’objectifs.
4.1 Utilisation de mémoires épisodiques pour la navigation
4.1.1 Les mémoires épisodiques chez l’animal
Comme présenté dans la section 1.5.3, il existe deux types de mémoires fonctionnelles. La mé-
moire dite rétrospective garde l’information des événements passés et des actions réalisées, alors
que la mémoire prospective encoderait ce qui n’a pas été fait. Ces mémoires sont gérées par dif-
férentes boucles hippocampo-cortico-basales [Eichenbaum and Lipton, 2008]. Des enregistre-
ments électrophysiologiques montrent des activités prospectives au niveau hippocampique [Ca-
tanese et al., 2012]. L’expérience impliquant une prise de décision binaire dans un labyrinthe
en T, les enregistrements ont montré un changement brusque dans les activités de champs au
niveau de l’hippocampe en fonction d’un indice visuel donné à l’animal. Ces résultats semblent
être supportés par ceux de Pfeiffer and Foster [2013], où des enregistrements au niveau de l’hip-
pocampe montrent des prédictions de chemin vers un but, et ceci pendant l’apprentissage d’une
tâche orientée vers un but. Les mêmes conclusions furent obtenues par Singer et al. [2010], où
des activités de cellules de lieu ont été associées à des renforcements de prédictions de chemins
qui sont similaires et qui permettent de mener vers le but. Ceci fut aussi testé pour une expé-
rience de choix alternés [Singer et al., 2013], et les résultats montrent des prédictions de choix
futurs, ce qui indique le comportement d’une mémoire se basant sur les choix futurs possibles.
Ces mémoires prospectives et rétrospectives sont impliquées dans le stockage de l’informa-
tion sur différentes échelle de temps. Néanmoins, il semblerait que pour des échelles de temps
courtes (de l’ordre de la seconde), l’information importante est la différence entre les activi-
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tés rétrospectives et prospectives. Ainsi, dans cette échelle de temps, la sélection observée est
réalisée par une modulation des activités de certaines cellules qui peuvent s’exprimer comme
prospectives et rétrospectives en fonction de cette différence d’activité. Ceci est le cas pour les
tâche de VG, ALT et AIGV, et les particularités de cette échelle de temps sont présentées dans
la section 1.5.3. En ce qui concerne les échelles de temps plus longues (de l’ordre de la minute),
l’information est directement extraite de chacune des mémoires, et une compétition entre les
différentes possibilités semble s’appliquer. Ceci est le cas dans la tâche de choix binaire retardé
présentée section 1.5.4.
4.1.2 Modélisation des mémoires épisodiques en robotique
En robotique, les mémoires épisodiques sont utilisées dans plusieurs tâches, allant de la na-
vigation à l’interaction humain robot. D’une manière générale il n’y a pas de distinction faite
entre les mémoires prospectives et rétrospectives, le terme mémoire épisodique est généralement
utilisé pour un ou les deux types de mémoires.
Parmi les différentes applications, Kasap and Magnenat-Thalmann [2010] ont proposé un
modèle de mémoires épisodiques appliqué à l’interaction humain robot pour la reproduction
d’interactions affectives. En associant un réseau de neurones hiérarchique avec une exécution
basée sur une machine à états, ils ont réussi à regénérer des comportements sauvegardés en
mémoire et à gérer les priorités entre les comportements. Ce modèle est computationnel pur et
n’est pas bio-inspiré. Ce travail est basé sur le même principe que celui de Dodd and Gutierrez
[2005], où une mémoire épisodique est associée à un système de production des émotions dans
le cadre d’une expérience robotique.
Dans Fleischer et al. [2007], les auteur présentent un modèle à spikes assez complet du
fonctionnement de l’hippocampe en relation avec les différentes régions impliqués dans l’acqui-
sition de l’information sensorielle. Ce modèle nommé Darwin XI représente une modélisation
des structures médiales temporales. Il fut implémenté sur une plateforme robotique munie d’une
caméra, d’un laser, de capteur infra-rouges et de vibrisses simulant les moustaches d’un rat ou
d’un chat, et testé dans le cadre d’une tâche de navigation dans un labyrinthe en croix où le
robot devait se diriger vers le but à partir de différents points de départ. Le but était d’étudier
l’émergence de cellules de lieu prédictives dépendantes ou non dépendantes de la session. Leurs
résultats montrent des activités prospectives et rétrospectives pour des cellules de lieu qui sont
dépendantes de l’essai, et des activités qui varient en fonction de l’essai pour les cellules non
dépendantes du point de départ.
Plus récemment, Vernon et al. [2015] ont essayé de combiner la représentation de la mémoire
épisodique avec les mécanismes de mémoires procédurales communément utilisés dans les ar-
chitectures de planification en robotique. Ils proposent un framework combinant les principes
de mémoires épisodiques et mémoires procédurales nommé joint episodic-procedural memory,
et discutent l’apport que peut avoir la modélisation de ces deux types de mémoires lorsqu’elles
sont pensées séparément. Leur modèle fut testé sur le robot iCube dans une tâche de manipula-
tion avec focus d’attention. Ils ont comparé ce modèle avec le modèle cognitif de base présenté
dans [Sandini et al., 2007; Vernon et al., 2011], et ils présentent les résultats comme une preuve
de principe du fonctionnement de la mémoire épisodique-procédurale et obtiennent des compor-
tements comparables au cas avec les deux systèmes de mémoires séparés. Ceci permet d’obtenir
un modèle de mémoire globale sans avoir des systèmes ad-hoc pour gérer chaque type de mé-
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moire.
4.2 Un modèle bio-inspiré du fonctionnement des mémoires épiso-
diques
Comme je viens de le présenter, les principes de fonctionnement des mémoires épisodiques ont
fait l’objet de plusieurs applications robotiques ou impliquant des agents virtuels. Cependant, la
majorité des modèles s’arrêtent au principe de fonctionnement et ne sont pas bio-inspiré. L’ob-
jectif dans ce chapitre est de proposer un modèle de fonctionnement des mémoires épisodiques
applicable à des architectures robotiques, tout en essayant d’expliquer les observations com-
portementales et les enregistrements des tâches de navigation présentées dans les sections 1.5.3
et 1.5.4.
Dans ce cadre, l’architecture de navigation se basant sur des transitions hippocampiques et
une carte cognitive (voir chapitre 2) fut utilisée dans des environnements simulés des plateformes
utilisées avec des rats. La figure 4.1 illustre l’apprentissage de cellules de lieu, de transitions et
d’une carte cognitive permettant de se localiser et de naviger dans ces environnements.
FIGURE 4.1 – Exemple d’apprentissage de cartes cognitives sur les environnements identiques à ceux uti-
lisé dans le cadre de la tâche de navigation avec choix binaire imminent (section 1.5.4, figure de gauche)
et la tâche d’alternance interrompue par guidage visuel (section 1.5.3, figure de droite). Les bords bleus
représentent les limites des environnements, les croix rouges autour représentent des amers visuels per-
mettant de se localiser. Les points verts représentent les centres des cellules de lieu et les liens entre
cellules de lieu sont les transitions. Les points noirs en bout de bras sont les buts disponibles dans l’envi-
ronnement.
Le fonctionnement du modèle se base sur le modèle Instar de Grossberg [1976]. Dans cet
article, Grossberg propose des modèles des différentes mémoires : à court, moyen et long terme.
Dans notre cas, nous nous inspirons de leur modélisation pour proposer la dynamique de la
mémoire décrite par l’équation 4.1.
dSi
dt
= −A · Si + (b− Si) ∗ Pi − Si ·
∑
j!=i
(Pj) (4.1)
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Ici Si représente l’activité en sortie du groupe de neurone pour le neurone i ; Pj est l’acti-
vité en entrée du neurone j ; A et b sont des paramètres indiquants respectivement la force des
inhibitions récurrentes et la somme totale de l’activité du groupe. Les activités stabilisées Si en
sortie du groupe peuvent donc être calculées par l’équation 4.2.
Si =
Pi
n∑
j=1
Pj
+ bruit (4.2)
Pour le calcul de chaque activité de neurone, nous procédons à la sommation d’un bruit blanc
simulant le bruit synaptique. Cette compétition est illustrée dans la figure 4.2. Enfin, le neurone
représentant la catégorie gagnante après compétition n’est autre que le neurone ayant l’activité
maximale dans le groupe à chaque instant (équation 4.3).
k = argmax
i
Si (4.3)
Ainsi k représente le kieme neurone qui sera le gagnant dans le groupe. Ceci se base sur
le fonctionnement d’un simple mécanisme de compétition (WTA, voir annexe C.1). Après la
compétition, le neurone ayant l’activité la plus importante est choisi comme le gagnant.
WTA
Si
Pi
Normalisation
Activités en 
entrée
Bruit
Somme
lien excitateur
Activités 
incrémentales
des neurones
FIGURE 4.2 – Représentation d’un niveau de compétition locale où les activités des neurones dépendent
de la charge de l’activité totale dans le groupe. Ce type de compétition est inpirée de l’Instar de Grossberg
[1976]. Une sélection du gagnant est réalisée en sortie de compétition pour choisir le neurone le plus actif.
Le modèle présenté dans la figure 4.5 produit le fonctionnement d’une mémoire rétrospec-
tive. Les motivations précédemment sélectionnées sont stockées dans le cortex préfrontal et sont
envoyées à BG comme une information sur ce qu’il ne faut plus choisir. Ceci permet d’inhiber
les actions passées, et juste en utilisant le bruit neuronal toujours présent dans les autres caté-
gories, le système choisit la motivation la plus active ne se basant que sur l’activité du bruit.
Ceci permet de sélectionner des motivations non explorées jusqu’à présent, jusqu’à ce que la
charge en mémoire soit suffisamment importante pour que la formalisation induise des niveaux
d’activités inférieurs au niveau du bruit. Dans ce cas là, les inhibitions sont moins efficaces et
des motivations précédemment choisies peuvent être resélectionnées par le système.
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FIGURE 4.3 – Modèle représentant le fonctionnement d’une mémoire épisodique rétrospective. Une
mémoire des états passés est représentée au niveau du cortex préfrontal, elle est utilisée pour stocker les
motivation activées précédemment. La normalisation des activités vient inhiber des activités aléatoires
permettant de sélectionner la prochaine motivation à activer, ceci évite de réactiver celles qui ont déjà été
sélectionnées. Plus le nombre de motivations augmente en mémoire, plus la normalisation provoque une
réduction des activités par rapport au niveau du bruit, et l’inhibition est ainsi moins efﬁcace.
Dans la ﬁgure 4.4, les taux de bonnes réponses par POI (entre 1 et 11) sont présentés. Le
nombre de bonnes réponses est élevé pour les premiers POI, correspondant à une faible charge
en mémoire, et impliquant un effet de normalisation faible. Lorsque la quantité d’information
augmente, la quantité d’information stockée devient importante ce qui implique une normali-
sation plus importante des activités (voir ﬁgure 4.5). Plus la quantité d’information est grande,
plus la normalisation fait baisser les activités en dessous du maximum du bruit, ce qui entraine
plus d’erreurs dans le choix de la motivation. Ceci explique la décroissance des taux de bonnes
réponses en fonction du POI.
En s’inspirant du modèle présenté dans la ﬁgure 4.5, il est possible de proposer un modèle
de mémoire prospective. En utilisant la même mémoire des états au niveau cortical, il est pos-
sible d’obtenir une compétition résultant de la normalisation entre les états restants, et ceci en
ayant une projection inhibitrice du cortex vers le striatum. Néanmoins, ceci implique qu’une
mémoire existe dans le cortex, ce qui semble impliquer à un niveau précoce une représentation
rétrospective. En s’inspirant du modèle de Humphries et al. [2012] (présenté dans la ﬁgure 4.6),
un modèle plus complet est proposé impliquant les comportements de la mémoire prospective
et de la mémoire rétrospective. Ce modèle combine les effet de normalisation sur les deux ni-
veau de mémoire, et ainsi permet d’avoir les deux comportements. Il se base sur des projections
cortico-basales qui sont excitatrices pour la mémoire rétrospective et inhibitrices pour la mé-
moire prospective. Une compétition entre les niveaux des états proposés est réalisée au niveau
thalamique. Le modèle est présenté dans la ﬁgure 4.7.
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FIGURE 4.4 – La ﬁgure représente les réponses correctes par POI dans la cas où seule la mémoire
rétrospective est présente. Les taux montrent que le nombre de bonnes réponses est élevé pour les premiers
POI, correspondants à une faible charge en mémoire, et impliquant un effet de normalisation faible.
Lorsque la quantité d’information augmente, le taux de bonne réponses chute.
Action motrice induisant une modification
dans le reconnsaissance des états sensoriels
+
-
+
+
 bruit
reconnaissance
des états 
sensoriels
WTA WTA
PCF
STM
Sélection
de l'état
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d'une
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FIGURE 4.5 – Modèle représentant le fonctionnement d’une mémoire épisodique prospective. Une mé-
moire des états passés est représentée au niveau du cortex préfrontal, elle est utilisée pour stocker les
motivation activées précédemment. La projection inhibitrice au niveau du striatum permet de désinhiber
les possibilités non sélectionnées. La normalisation et l’ajout du bruit fait que la mémoire est volatile
au début, résultant d’un niveau de bruit aussi important que les activités après normalisation. Lorsque
plusieurs motivations sont sélectionnées, la compétition se fait entre peu de neurones et le bruit n’a plus
autant d’effet sur la sélection.
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FIGURE 4.6 – Schéma représentant la circuiterie cortico-basale entre le cortex et les ganglions de la
base, tiré de Humphries et al. [2012]. La ﬁgure A représente les structures et liaisons existant entre
les structures, ainsi que la neuromodulation en dopamine au niveau du striatum. La ﬁgure B illustre la
décomposition du circuit principal en deux copies, une inhibitrice et l’autre excitatrice. Il est à noter que la
sélection de l’action dans les ganglions de la base passe par une double inhibition, qui revient à autoriser
l’activation de ce qui n’est pas inhibé.
La compétition entre les propositions des deux mémoires est le résultat des activations pro-
posées par la mémoires prospective en comparaison avec les inihibitions de la mémoire rétros-
pective. La prépondérance des activités dans la mémoire rétrospective pendant pour une faible
charge en mémoire fait que les inhibitions sont importantes sur les choix précédemment faits.
Ces activités diminuant avec l’augmentation de la charge en mémoire, les inhibitions sont moins
spéciﬁques et les propositions de la mémoire prospective sont plus précises, ce qui permet d’ob-
tenir des excitations plus importantes par rapport aux inhibitions. Ainsi, un passage de l’utilisa-
tion de la mémoire rétrospective vers la mémoire prospective est opéré à une certaine charge en
mémoire. Ce passage dépend aussi du niveau du bruit utilisé dans la système. Dans la prochaine
section je vais présenter une étude concernant le niveau de bruit et son impact sur le passage
d’une mémoire à l’autre en utilisant les résultats de la tâche de choix binaire retardé comme
référence.
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Action motrice induisant une modification
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FIGURE 4.7 – Modèle représentant le fonctionnement d’une mémoire épisodique combinant l’aspect
rétrospectif et l’aspect prospectif. Les états passés sont stockés au niveau du cortex préfrontal. La pro-
jection inhibitrice au niveau du striatum permet de désinhiber les possibilités non sélectionnées, alors
que la projection excitatrice permet d’induire une inhibition des motivations choisies précédemment. La
normalisation et l’ajout du bruit au niveau des deux types de mémoires fait que la mémoire rétrospective
est plus efﬁcace lorsque la mémoire est peu chargée, et inversement pour la mémoire prospective.
4.3 Sélection de motivations dans la tâche de prise décision binaire
retardée
Je présente ici une étude concernant le niveau de bruit appliqué au modèle et son impact sur le
passage d’une stratégie à l’autre. Pour se faire, la tâche de décision binaire retardée est utilisée
comme point de référence. Ainsi, le but est de reproduire les résultats comportementaux observés
pour cette tâche et de conclure sur un niveau de bruit pouvant expliquer les résultats obtenus avec
le modèle proposé ici.
La tâche de prise décision binaire retardée se base sur le protocole présenté section 1.5.4.
Après l’apprentissage de la tâche, le rat est laché dans l’environnement, et après un certain
nombre de bras explorés, la tâche est interrompue. Le rat est isolé pour 5 minutes puis un choix
binaire est présenté dans lequel un des bras n’a pas été encore visité et un autre qui fut visité. Le
choix correct est le bras non visité dans le passé. Ceci fut réalisé pour des points d’arrêt de la
tâche (POI) allant de 1 à 11.
Ici nous réalisons une simulation de choix de bras (de motivation permettant d’atteindre
chacun des 12 bras) pour les différents POIs. Les résultats représentent les moyennes sur 100
essais par POI où les motivations sont choisies en utilisant le modèle et appliquées dans une
carte cognitive pour la navigation dans un environnement simulé (ﬁgure 4.1). Une première
phase permet l’apprentissage de l’environement par les agents. Ainsi, les cellules de lieu, les
transitions sont apprises ; aussi les différents buts son découverts et associés à leurs transitions
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respéctives. Le modèle de mémoire utilise donc les différentes motivations associées à chacun
des buts, et la sélection finale d’une motivation permet la rétropropagation de l’activité dans la
carte cognitive, ce qui permet d’atteindre le but sélectionné.
Les résultats sont présentés dans la figure 4.6.
La figure 4.6 présente les différents taux de réponses par POI pour des niveaux de bruit allant
de 0.5 à 1, donc aussi important que le signal. Les niveaux de bruit inférieurs à 0.5 n’impactent
pas la réussite de la tâche, c’est pourquoi les résultats sont présentés à partir de ce niveau. Les
différents figures montrent que les niveaux de bruit 0.7 et 0.8 semblent représenter le mieux les
réponses obtenues dans la tâche de décision binaire retardée (voir section 1.5.4). Ceci est dû au
fait que la mémoire rétrospective à elle seule permet d’avoit des taux élevés pour les premiers
POI. Ainsi, un niveau de bruit assez important doit être présent dans le système pour que les
premiers POIs soient impliqués. Néanmoins, le test du système étant simulé et idéalisé, les taux
sont assez important et des tests complémentaires sont nécessaires pour avoir des résultats plus
comparables. Aussi, les résultats présentés dans la tâche section 1.5.4) sont préliminaires. Il est
important d’attendre des résultats plus poussés pour avoir une lecture plus représentative.
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Taux de bonnes réponses pour un bruit maximal de 0.5
Aléatoire
Taux de bonnes réponses pour un bruit maximal de 0.6
Aléatoire
Taux de bonnes réponses pour un bruit maximal de 0.7
Aléatoire
Aléatoire
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Aléatoire
Taux de bonnes réponses pour un bruit maximal de 1
Chance
FIGURE 4.6 – Taux de réponses correctes pour les différents POI étudiés dans le cadre de la tâche de
choix binaire retardé (voir section 1.5.4). Ces taux sont obtenus en utilisant différents bruits dans le
modèle, allant de 0.5 (représentant la moitié de l’activité maximale) jusqu’à 1 (représentant un bruit
ayant une activité maximale aussi importante que le signal).
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4.4 Choix de direction dans le cadre de l’experience de choix bi-
naire immédiat
La tâche de prise de décision binaire immédiate (décrite section 1.5.3) a pour but d’étudier la
gestion de la mémoire épisodique à des temporalités très courtes (de l’ordre de la seconde). Elle
avait pour objectif de déterminer la distribution des modulations prospectives et rétrospectives
sur le bras central du labyrinthe. Les résultats dans Catanese et al. [2014] montrent des modula-
tions rétrospectives en début du bras, alors que les modulations prospectives sont principalement
en ﬁn de bras.
Aﬁn d’expliquer les enregistrements réalisés dans CA1 dans le cadre de cette tâche, nous
proposons le modèle exposé dans la ﬁgure 4.7. Ce modèle combine le modèle de mémoires épi-
sodiques présenté dans la section précédente avec le modèle d’appentissage de contexte présenté
dans le chapitre 3.
Mémoire
prospective
Détection du contexte 
de la motivation
Signal
visuel
Mémoire 
rétrospective
Détecteur
Sélection de 
la transition
Transition 
actuelle
-
+
x
x
FIGURE 4.7 – Modèle proposé pour expliquer les enregistrements dans CA1 dans le cadre de la tâche
de prise de décision binaire imminente. Il se base sur la combinaison d’une mémoire prospective résul-
tant des activités des transitions reﬂétant les chemins proposés par la carte cognitive, avec une mémoire
rétrospective des transitions déjà réalisées. Il intègre aussi un étage de patterning des motivations, qui
permet d’activer les motivations seulement une fois le détecteur passé. La position actuelle de l’agent est
indiquée par le point vert dans la carte, et la représentation des transition est schématisée pour avoir une
représentation topologique. Les indices visuels sont indiqués par les traits dans les rectangles en haut du
labyrinthe.
Les activités des transitions sont provoquées par la diffusion de l’activité de la motivation
dans la carte cognitive. Ceci représente la partie prospective du fonctionnement du modèle. Ce-
pendant, l’activation des motivations dans ce modèle se base sur un patterning de ces derniers.
Une motivation est activée si le rat se trouve dans une certaine transition (quand le détecteur
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est passé) et que l’indice visuel associé à la motivation apparait. Ceci implique que les activi-
tés prospectives ne sont enregistrées qu’une fois l’indices apparu et lorsque l’agent dépasse le
détecteur. Les activités rétrospectives sont quant à elles le résultat d’une mémoire des transi-
tions qui viennent d’être réalisées, dont l’activité diminue dans le temps et qui permet d’inhiber
ces transitions. Grâce à la multiplication avec la transition actuelle représentant la position de
l’agent, même en abscence d’activité prospective, l’activité du bruit permet à elle seule d’obtenir
la bonne transition produisant le comportement. Les transitions qui ne sont pas connectées à la
transition actuelles ne sont pas atteignables et donc non activables.
4.5 Discussion
Dans ce chapitre, j’ai présenté une architecture de fonctionnement des mémoires épisodiques
impliquées dans le fonctionnement hippocampique pouvant reproduire des résultats expérimen-
taux et comportementaux issus du travail du laboratoire LNC de l’université de Aix-Marseille,
et le travail du laboratoire CIRB du collège de France. Cette collaboration fut réalisée dans le
cadre du projet ANR Neurobot.
Le modèle proposé se base sur un modèlisation de boucle cortico-basales, où le préfrontal
sert à stocker la mémoire du passé. Ceci est couplé avec un modèle simple de normalisation entre
les choix possibles. Plus la quantité d’information en mémoire est importante (plus la charge est
grande), moins la compétition en sortie est susceptible de proposer un choix correct. Une partie
de l’architecture reproduit le fonctionnement d’une mémoire rétrospective, dont les activités sont
projetés comme entrées inhibitrices à la partie du modèle représentant une mémoire prospective
fournissant un choix parmi toutes les possibilités.
Bien qu’étant très simple, le modèle reproduit les résultats comportementaux observés dans
le cadre de la tâche de choix binaire retardé (section 1.5.4). Une diminution du taux de réussite
est observée plus le POI augmente, ce qui est expliqué par l’utilisation de la mémoire rétros-
pective qui devient de moins en moins performante. Ceci est suivi par une augmentation des
performance après des POI 7 ou 8, ce qui est expliqué par un passage de l’utilisation de la mé-
moire rétrospective vers la mémoire prospective, qui elle devient plus performante une fois qu’il
ne reste que peu de possibilités.
Le modèle présenté section 4.4 est une proposition pour expliquer les enregistrements obte-
nus dans la tâche de choix binaire immédiat. Il se base sur la combinaison des comportements
obtenus par la carte cognitive (en se basant sur le modèle de transitions hippocampiques) avec
le modèle de fonctionnement de mémoires épisodique présenté au début de ce chapitre. Il uti-
lise aussi le modèle de patterning présenté dans le chapitre 3 pour expliquer l’apprentissage
des motivations en fonction des indices visuels. Néanmoins, aucun test du modèle n’a été réa-
lisé. Il ne représente qu’un tentative de preuve de concept. Un test de la phase d’apprentissage
des motivations, puis une présentation des activités des transitions permettraient de vérifier ce
comportement. Cependant, pour reproduire les résultats observés dans les enregistrements, un
codage en population des activités des transitions est nécessaire.
Le modèle de mémoires épisodiques présenté dans ce chapitre n’apporte pas d’explication
concernant l’acquisition des mémoires et l’apprentissage des associations avec des évènements
importants de la tâche. Notamment, l’association entre les neurones encodant les indices visuels
dans la tâche de de choix binaire immédiat n’est pas traitée. C’est aussi le cas concernant l’ac-
quisition de la quantité de mémoire encodant les buts à enchainer. Ce point est essentiel pour
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expliquer correctement cette tâche. Je m’arrête dans ce chapitre à la combinaison de ce modèle
de mémoires à l’ancien modèle hippocampique permettant d’apprendre des transitions et d’uti-
liser une carte cognitive pour avoir un comportement de navigation. Une étude plus approfondie
est nécessaire pour analyser la question de l’apprentissage et pouvoir expliquer la modulation
des cellules de CA1 par la différence d’activité L-R (gauche - droite) dans un labyrinthe en T.
Publications personnelles
Hanoune, S., Banquet, J. P., Quoy, M., Gaussier, P., Wiener, S., Poucet, B., Save, E., and Hum-
phries, M. (2015b). Prospective and retrospective activities in the prefrontal cortex: review and
prospects for neurobiological models and robotic implementation. page In redaction
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Lorsque nous nous rappelons un trajet nous avons
le choix entre deux stratégies cognitives. La
première dite égocentrée ou « de route » consiste à
se rappeler les mouvements du corps, les
kinesthèses, et à les associer avec des repères ou
des objets rencontrés, des événements, des épisodes,
plus ou moins agréables qui sont survenus pendant
le trajet. La deuxième stratégie cognitive dite
allocentrée utilise une carte mentale du trajet. Elle
permet de trouver des raccourcis, de manipuler
mentalement les trajets, etc. La première est plus
proche de l’espace PERÇU et de l’espace VÉCU, la
deuxième est plus proche de l’espace CONÇU et
ABSTRAIT et isolé son contexte kinesthésique.
Alain Berthoz
CHAPITRE 5
Sélection et fusion de stratégies
Dans les chapitres précédents, j’ai traité la problématique de la sélection de l’action du point
de vue de la prise de choix entre actions basiques ou précédemment apprises. Dans ce contexte
j’ai discuté des points importants concernant la catégorisation d’événements multimodaux, de
l’apprentissage de contextes, de généralisation des chunks ainsi que de la gestion de la mémoire
de travail. Dans ce chapitre, nous allons nous intéresser à la sélection de l’action dans le cadre
de la sélection de stratégies. Dans le cadre des comportements des êtres vivants ou des robots,
des stratégies à différents niveaux d’abstractions peuvent coexister. Certaines sont dites de haut
niveau, dans le sens où elles se rapprochent des notions complexes du comportement, qu’elles
interviennent dans le cadre de processus avec charge cognitive importante et qu’elles permettent
de prédire, d’envisager, de planifier ou de simuler des comportement non implémentés. D’autres
sont dites de bas niveau, du fait qu’elles se rapprochent plus de l’action directe, des dynamiques
du mouvement ou des comportement réflexes.
Dans notre cas, nous allons voir comment il est possible d’implémenter chaque type de
stratégie pour la navigation de robots mobiles, en se basant sur le substrat neuronal existant
dans le cerveau. Nous allons aussi voir comment ces stratégies de différents niveaux peuvent
interagir, et quel peut être le résultat de ce genre d’interaction pour l’apprentissage de tâches et
pour l’adaptation aux changements dans ces tâches.
5.1 Etat de l’art des modèles neuronaux d’apprentissage par ren-
forcement
L’apprentissage par renforcement est un cadre dans lequel une famille d’algorithmes s’est dé-
veloppée en s’inspirant principalement du courant behavioriste en psychologie. L’apprentissage
par renforcement permet d’apprendre la correspondance entre situations et actions dans le but de
maximiser un signal de récompense. Cet apprentissage est réalisé d’une manière autonome sans
indiquer l’action à réaliser à quel moment, mais juste en se basant sur les actions qui donnent
la plus grande récompense. D’une manière générale, l’apprentissage par renforcement est ap-
plicable à tous les problème dits "Markoviens", où les états sont distingués et où l’état futur
ne dépend que de l’état actuel. Parmi les algorithmes d’apprentissage par renforcement les plus
connus nous retrouvons le TD-learning [Sutton, 1988], pour Temporal Difference learning, et
une de ses variantes, le Q-learning [Watkins and Dayan, 1992] qui sont généralement implé-
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mentés sous la forme d’un modèle acteur-critique. Une revue sur ses différents algorithmes est
disponible dans [Kaelbling et al., 1996] et comparent leurs performances dans une tâche de navi-
gation dans un monde “grille”. De nombreux modèles neuronaux bio-inspirés utilisent l’appren-
tissage par renforcement pour différentes tâches, en essayant de proposer des implémentations
des circuits de récompense du cerveau, et plus précisément des ganglions de la base (voir section
1.3.3).
Une description anatomique des ganglions de la base, de ses connexions internes et externes
avec les régions voisines fut présentée dans la section 1.3.1. Pour plus de détails sur les diffé-
rents modèles des ganglions, leurs différences et leurs points communs voir [Beiser et al., 1997]
et [DeLong and Wichmann, 2009], et parmi les derniers modèles des mécanismes des ganglions
de la bases nous noterons [Humphries et al., 2012], où les auteurs ont montré une implémen-
tation des différentes voies internes des ganglions de la base, plus précisément les deux voies
se basant sur les récepteurs D1 et D2 du striatum. Enfin, dans [Gurney et al., 2015], les auteurs
ont développé un cadre commun pour unifier les différents mécanismes d’apprentissage associés
aux ganglions de la base, en particulier au niveau du striatum et de la plasticité cortico-striatale,
en se basant sur une prédiction des différents apprentissages en fonction du comportement et
d’un modèle de décharges de dopamine.
5.1.1 Conditionnement et prédiction de récompense
L’étude du système de récompense chez l’animal se base sur l’approche du conditionnement, no-
tamment la prédiction et le chainage des stimulus. Un des premier modèles est celui de [Sutton
and Barto, 1981], qui utilisait la règle de [Widrow and Hoff, 1960] pour apprendre les prédic-
tions, ce qui est à la base du modèle de TD-learning. Ce modèle fut très vite suivi par [Grossberg
et al., 1987; Grossberg and Schmajuk, 1987] qui a introduit les réseaux ART (Adaptive Reso-
nance Theory) utilisant des signaux pour apprendre une relation entre des signaux conditionnels
et pour la catégorisation de besoins. Ce modèle est enrichi par la suite en introduisant la décom-
position spectrale du temps [Grossberg and Schmajuk, 1989] pour la prédiction temporelle. Ceci
a mené à un des modèles de l’hippocampe les plus avancés à l’époque, décrivant les voies EC-
DG-CA pour traiter l’arrivée de récompenses distantes dans le temps [Grossberg and Merrill,
1992].
Il faudra attendre l’arrivé des résultats de Schultz [Schultz et al., 1993; Schultz, 1998] pour
que le lien soit fait avec la prédiction de récompense dans le circuit dopaminergique associé
aux ganglions de la base. Comme présenté dans la section 1.3.3, ces activités décrivent l’erreur
de prédiction de la récompense : une récompense inattendue provoque une décharge de ces
neurones, tandis que l’absence de récompense attendue provoque leur inhibition.
Le modèle de [Grossberg and Merrill, 1992] fut alors adapté pour rendre compte des activi-
tés dans le circuit dopaminergique, et les auteurs ont proposé des hypothèses détaillées quant à
l’origine des signaux [Brown et al., 1999]. D’autres modèles de prédiction de récompense dans
les ganglions de la base sont développés [Montague et al., 1996]. Schultz et al. [1997] déve-
loppent également leur modèle neuronal de prédiction de récompense en utilisant une modélisa-
tion simple du temps, qui est découpé en courtes périodes. Par la suite, le modèle de décomposi-
tion spectrale est intégré ce qui rend le modèle plus biologiquement plausible [Contreras-Vidal
and Schultz, 1999].
Ces précédents modèles décrivent la prédiction à partir d’une analyse stimulus-récompense
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pouvant aller parfois jusqu’à modéliser des conditionnements secondaires, mais ils ne traitent
pas le credit assignment problem, qui revient à partager et diffuser la récompense dans une
chaine d’action passées. C’est précisément ce à quoi s’attaquent les modèles d’apprentissage
par renforcement, et notamment celui de TD-learning, permettant la propagation du signal afin
d’associer de longues séquences d’actions avec des récompenses directes ou pour la prédiction
de ces dites récompenses.
5.1.2 Stratégies moddel-based VS model-free
En matière de paradigmes de conditionnement, il est possible de distinguer deux familles. Les
modèles de conditionnement dits model-based se basent sur des représentations de l’environ-
nement, généralement une carte de l’environnement qui est apprise et sur laquelle la reféction
va être réalisée. Pour ce genre de paradigme il est possible de citer l’exemple de la carte cog-
nitive Tolman [1930]. Les modèles dits model-free quand à eux ne se base sur aucune repré-
sentation de l’environnement, mais plus sur des associations de situtations avec des actions en
fonction d’un certain critère, le cas du TD learning est l’un des plus connu où les états de l’en-
vironnement sont associés avec le prédiction de récompense (voir section 5.1.3).
Ainsi, la différence principale entre les conditionnements model-free et model-based Daw
et al. [2005] est la représentation des états du formalisme de l’apprentissage par renforcement.
L’apprentissage par renforcement basé sur une représentation model-free réalise des apprentis-
sages des valeurs d’actions par essai-erreur. Le choix de l’action étant directement basé sur une
distribution de probabilités des état-action Q(s, a), mise à jour par la prédiction de l’erreur. En
opposition, l’apprentissage par renforcement basé sur une représentation model-based utilise
sont expérience pour créer un modèle des états, des transitions entre états et des récompenses
dans l’environnement. Ainsi, l’évaluation de l’action à réaliser à chaque instant se base sur une
visualisation mentale du chemin vers le but ou une recherche dans un arbre de possibilités. Dans
le travail réalisé dans le cadre de cette thèse, l’algorithme du TQ-learning (section 5.2.2) repré-
sente la famille des model-free, et la carte cognitive représente celle des model-based.
Des études récentes font une distinction entre le Q-learning comme une implémentation de
l’apprentissage model-free et des modèles prédictifs comme une implémentation de l’appren-
tissage model-base Gläscher et al. [2010], ou par l’implémentation d’une carte cognitive pour
l’apprentissage model-based Solway and Botvinick [2012]. L’apprentissage model-free se base
aussi sur l’apprentissage d’inférences probabilistes par la mise à jour d’une matrice illustrant un
processus decisionnel Markovien Gläscher et al. [2010]; Daw et al. [2005], ou par la mise à jour
d’inférences Bayesiennes.
De nouveaux modèles essayent de généraliser le formalisme de l’acteur-critique pour inté-
grer des phénomènes de prédiction d’erreur, de conflits et de récompenses. Le cortex préfrontal
médian et le cortex cingulaire antérieur sont liés à l’apprentissage et à la prédiction de contin-
gences action-récompense, qui sont des fonctions indispensables à tout modèle prédictif Alexan-
der and Brown [2011]. Toujours dans la distinction entre les prardigmes model-based et model-
free, [Khamassi and Humphries, 2012] ont essayé d’unifier ces deux paradigmes de navigation
et de comportement général en explosant les correspondances des denominations utilisées dans
chacun des deux, puis ils ont proposé un parallèle avec les structures cortico-striatales comme
support neuronal.
De façon générale, les apprentissages model-free sont associés à l’apprentissage d’habitudes
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sensorimotriecs, alors que l’apprentissage model-based est quand à lui associé aux tâches diri-
gées vers un but. Les deux processus sont bien séparés en ce qui concerne l’apprentissage, bien
qu’il fut noté la présence systèmatique de mécanismes se basant sur des apprentissage de type
model-based Doll et al. [2012] dans le paradigme d’apprentissage par renforcement.
Plusieurs études se sont intéressées à la modélisation des deux mécanismes et se sont basées
sur l’émulation de l’apprentissage model-free par des stratégies sensorimotrices, et l’appren-
tissage model-based par des stratégies congnitives. Plusieurs de ces études se bases sur des
paradigmes distincts dans leur analyses.
[Sukumar et al., 2012] se sont basés sur l’implémentation de deux modules, cognitif et sen-
sorimoteur émulant le fonctionnement des boucles cortico-basales cognitive et sensorimotrice.
Il ont testé leur modèle dans un labyrinthe de Morris, où les stratégies de navigations étaient
basées sur des amers visuels (navigation par amers) et sur une représentation en cellule de lieu
(navigation par représentation de l’espace). L’apprentissage des stratégies fut basé sur un appren-
tissage par renforcement et leur modèle intégrait la modélisation des voies striatales directes et
indirectes comme mécanisme de sélection de l’action (dilem go no-go). Le fait d’utiliser deux
protocoles expérimentaux n’a pas permis d’étudier le passage d’une stratégie à l’autre, qui est
une analyse visée par le travail de ce chapitre. Ainsi, le passage d’une stratégie cognitive (model-
based) consciente vers une habitude (model-free) n’a pas pu être observé, et la même remarque
est applicable aux travaux de [Dollé et al., 2010]. Pour illustrer ce mécanisme, [Nakahara et al.,
2001] ont montré l’apprentissage d’une habitude suite à de multiple passages d’une séquence
cognitive. En utilisant une architecture acteur-critique classique, ils ont montré des apprentis-
sages chez des singes tant au niveau de la boucle visuel cognitive (cognitif) qu’au niveau de la
boucle sensorimotrice (habitude), ceci en se basant sur un signal dopaminérgique de récompense
commun. La théorie défendue est que les deux apprentissages sont réalisés dans deux différentes
boucles cortico-basales, mais aussi dans des repères de coordonnés différents (visuel et moteur).
Les travaux que je vais présenter dans ce chapitre se rapprochent de cette étude. La stratégie
habituelle émule le fonctionnement de la boucle habituelle sensorimotrice et est représentée par
une implémentation neuronale de l’algorithme du Q-learning ; la stratégie cognitive émule elle
le fonctionnement de la boucle cognitive et est illustrée par l’implémentation d’un mécanisme
de carte cognitive se basant sur une recherche dans un graphe. Néanmoins, dans ce travail le
repère de coordonnés est commun aux deux mécanisme.
Enfin, plusieurs modèles computationnels se sont intéressés à la question de l’arbitrage entre
stratégies. Dans Girard et al. [2005], les auteurs se sont basés sur une architecture biomimétique
de la sélection de l’action et des stratégies de navigation. Ils ont modélisés deux boucles ganglio-
cortico-thalamiques, l’une ventrale qui concerne les actions appatitives, et une dorsale supportant
les actions de consommation. Ainsi, une voie utilise des entrées sensorielles visuelles et par
un calcul de saillance permet d’activer des contrôles moteur ou des mécanismes de capture de
nourriture ; la deuxième voie se base sur une navigation topologique, biaisée par les actions de la
première voie au niveau moteur. Ce modèle modélise ainsi des composantes d’intéraction entre
les boucles cortico-basales au niveau basal. Leurs expériences avaient pour objectifs de tester les
capacités du modèle et ses capacités d’intégration des stratégies de navigation et de la sélection
de l’action dans des tâches de survie et de navigation vers un but. Les résultats ont montré les
avantage de la stratégie de planification pour la survie, l’apport que peut donner l’utilisation
de deux stratégies de différentes nature (navigation par taxons et navigation avec planification),
mais aussi les capacités de leur modèle à gérer les conflits entre stratégies et les synérgies.
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Un autre travail qui se base sur la fusion d’une stratégie à taxon et une stratégie cognitive
de planification est celui de Caluwaerts et al. [2012]. Ici les auteurs ont proposé un modèle de
fusion des stratégies en y rajoutant une stratégie de base aléatoire. Le système est aussi capable
de s’adapter à des changements dans l’environnement et de modifier la amèrs pertinents pour
la navigation, et ainsi s’adapter à différentes situations comme la disparition d’amers. Le sys-
tème d’arbitrage permet d’actionner l’appentissage de la stratégie à taxon, et ainsi de recruter
des amers pertinents, ou la stratégie de planification basée sur des cellules de lieu. Au fur de
l’apprentissage, la stratégie d’exploration n’est plus utilisée, le robot s’adapte à l’environnement
et peut réagir lors de changements brutaux dans sa représentation de l’environnement.
D’autres études se sont intéressées à des mécanismes de fusion de stratégies plus "exo-
tiques". Ainsi, dans Jauffret et al. [2013] les auteurs ont utilisé un système de frustration qui
permet au robot de détecter des cas où une stratégie n’est pas performante, et ainsi d’essayer
d’autres mécanismes de navigation. Un mécanisme de détection de nouveautés permet d’éva-
luer les changements perçus par le robot (par rapport à une "norme" apprise dans le temps), et
ainsi de détecter des cas d’échec pour venir inhiber la stratégie sélectionner et qui provoque la
frustration. Le modèle se basé sur deux stratégies sensorimotrices, un suivie d’amers visuels pour
le suivi de route, et une stratégie basée sur les cellules de lieu auquelles des actions sont asso-
ciées pour créer des bassins d’attractions et des chemins à suivre. La fusion des actions motrices
fut réalisé en utilisant un champs de neurones dynamiques (voir C.2). Ce type de mécanisme a
permi d’avoir des détection de situations où le robot est en échec total et où l’intervention d’un
humain est indispensable.
5.1.3 TD-learning et modèles acteur-critique
Comme vu précédemment, l’apprentissage par renforcement se base sur une représentation Mar-
kovienne de l’espace, ainsi le problème de décision devient un processus de décision marko-
vien (MDP). Dans les MDP, le nombre d’états doit être fini, et le passage d’un état à un autre
se fait grâce à une transition, ou une action dans le cadre d’un processus de navigation spa-
tiale. L’apprentissage par renforcement réunit cette représentation avec la possibilité de recevoir
des récompenses, et en utilisant l’algorithme du TD-learning une valeur est associée à chaque
état [Sutton, 1988], et le chemin est choisi en maximisant la somme des récompenses (5.1).
La valeur de chaque état est mise à jour à chaque instant, la valeur de l’état passé est obtenue
en prenant en compte la valeur de l’état courant et d’une éventuelle récompense (5.2). En itérant
ce processus sur tous les états, les valeurs de récompenses futures sont rétropropagées pour les
états passés. Les équations correspondantes sont les suivantes :
Ve(t) =
∞∑
i=0
γi · r(t+ i) (5.1)
Vˆe(t+ 1) = Vˆe(t) + α(r(t+ 1) + γ · Vˆe′(t+ 1)− Vˆe(t)) (5.2)
où Ve est la somme des récompenses attendues dans le futur pour l’état e, γ un facteur de ré-
duction permettant d’avoir une proportionnalité entre récompense et distance de la récompense,
r(t) la valeur de la récompense à l’instant t, Vˆ un estimation de la fonction de valeur qui est
apprise, α la vitesse d’apprentissage et e′ le prochain état après exécution de l’action.
Dans ce cas, seul le dernier état est mis à jour lors de la réception d’une récompense, ce
système est appelé le TD(0). Dans le TD(λ), les derniers états sont tous mis à jour avec un facteur
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de réduction λ, réduisant ainsi l’importance de la récompense pour les états lointains. Cette
technique permet d’accélérer l’apprentissage et surtout répond au credit assignment problem.
La variante la plus populaire du TD-learning est le Q-learning introduit par [Watkins and
Dayan, 1992]. Dans notre travail nous nous baserons sur cet algorithme en lui apportant des
modifications conceptuelles. Le Q-learning utilise le principe d’évaluation des états pour leur
associer une valeur, sauf qu’il attribue une valeur aux couples état-action et non à l’état lui
même (une description détaillée est disponible section 5.2.1).
Parmi les applications robotiques les plus connues de la littérature, nous trouvons [Prescott
and Mayhew, 1992] qui utilisèrent un apprentissage par renforcement, en se basant sur la vision,
pour obtenir un comportement d’évitement d’obstacles avec un robot. Aussi [Fagg et al., 1994]
ont proposé un modèle neuronal implémentant le TD-learning pour l’apprentissge d’une straté-
gie de navigation mixant l’exploration et l’évitement d’obstacles avec des sonars et des capteurs
de contacts.
L’implémentation neuronale du TD-learning la plus connue est l’acteur-critique [Barto, 1995].
Il se base une représentation purement computationnelle où deux modules, l’acteur et le critique,
interagissent pour apprendre le comportement. Le critique prend en charge l’estimation de Vˆ
pour chaque état du système décrit par l’équation 5.2. L’acteur va alors utiliser les estimations
fournies par le critique pour sélectionner l’action à effectuer, et mettre à jour la valeur associée
à l’action choisie. Par la suite, le critique utilise la prédiction de récompense de l’acteur pour
évaluer sa fonction d’estimation, en la comparant à la récompense réelle reçue.
Ce calcul d’erreur de récompense a permis le rapprochement avec le fonctionnement des
ganglions de la base, notamment de l’aire tegmentale ventrale et la substance noire compacte
dans le circuit de récompense (voir 1.3.3), ce qui a donné naissance à plusieur modèles bio-
inspirés de l’apprentissage par renforcement, en prenant les ganglions de la base comme substrat
neuronal.
Un des premier modèle est celui de [Barto et al., 1995] où une implémentation neuronale du
circuit interne des ganglions de la base fut présentée. Le striatum représente la structure d’entrée
des signaux corticaux, et le calcul d’erreur est fait au niveau de la substence noire compacte en
prenant comme entrées les voies directes et indirectes (passant par les noyaux sous-thalamiques).
Le modèle se base sur l’algorithme du TD(λ), et implique le mécanisme de trace d’éligibilité
pour expliquer l’apprentissage différé causé par les réactions chimiques au niveau des neurones.
Dans [Doya, 2000], les auteurs ont mis en opposition l’apprentissage par renforcement, dé-
crit par un modèle de TD-learning implémentant le fonctionnement des ganglions de la base et
sa prédiction de récompense ; et les apprentissages supervisés, notamment au niveau du cervelet
basés sur le calcul d’erreur dans l’exécution. Ceci permet d’exposer les différents types d’ap-
prentissages se basant sur les prédictions, d’un côté les erreurs de récompenses, d’un autre les
erreurs sur les états obtenus.
On trouve une étude de l’état de l’art concernant les modèles d’acteur-critique modélisant
les ganglions de la base dans [Joel et al., 2002], ainsi qu’une évaluation de leur plausibilité
neurobiologique comme pour la prise en compte de trace d’éligibilité et l’utilisation des voies
indirectes et directes existant au niveau structurel. Ils proposent un modèle du critique utilisant
une approche évolutionniste et adaptent le modèle acteur-critique pour prendre en compte les
voies thalamocorticales et les ganglions de la base pour s’adapter le plus possible à la réalité
structurelle.
L’utilisation de l’apprentissage par renforcement pour des applications robotiques demande
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la catégorisation de l’environnement continu en un ensemble d’états discrets, ce qui est un chal-
lenge en soit. Pour les problèmatiques de navigation, les cellules de lieu semblent proposer un
cadre parfait pour une modélisation neuronale biologiquement plausible. Ainsi, un état est direc-
tement associé à une cellule de lieu, et la compétition entre les cellules offre la sélection directe
entre les états du système. [Arleo and Gerstner, 2000] appliquent l’algorithme du Q-learning
pour résoudre une tâche de navigation avec obstacle. Ils se sont basés sur un modèle de cellules
de lieu combinant les infomations visuelles et motrices pour avoir un découpage de l’environne-
ment en états. D’une manière similaire, [Nakahara et al., 2001] utilisèrent le TD-learning pour
apprendre des séquences d’actions visuo-motrices, en se basant sur des boucles visuelles et mo-
trices fonctionnant en parallèle. En ce qui concerne le modèle acteur-critique, [Mannella and
Baldassarre, 2007] ont reproduit le comportement de poules à la recherche de nourriture dans
un environnement ouvert en basant leur système sur des informations visuelles de perception de
bords et hauteurs de murs.
5.1.4 De la sélection de l’action à la sélection de stratégie
Le processus de navigation spatiale utilise plusieurs stratégies suivant le cas étudié. Quand il
s’agit de se rappeler d’un trajet nous avons le choix entre deux stratégies cognitives. La première
dite égocentrée (comme l’intégration de chemin) consiste à se rappeler les mouvements du corps
dans l’espace, et les associer avec des événements, des objets ou des épisodes d’actions qui sont
survenus pendant le trajet. La deuxième stratégie cognitive dite allocentrée utilise une carte
mentale du trajet (comme la carte cognitive). En ayant une représentation sous forme de carte,
il est possible de déduire des raccourcis et ainsi de déduire des chemins plus courts en fonction
du contexte actuel.
L’application des ces stratégies sur des robots pour la navigation permet d’avoir plusieurs
comportements. Une stratégie de ”Homing” utilise des amères visuels pour guider le robot vers
un but, des associations sensori-motrices entre perceptions et actions permettent d’avoir des
comportements qui dépendent de l’endroit où le robot se trouve ; il est aussi possible de pla-
nifier son chemin avec une carte cognitive, de se baser sur un apprentissage de séquences, ou
encore d’utiliser une stratégie d’optimisation de récompenses à l’aide d’un apprentissage par
renforcement.
Toutes ces stratégies sont supportées par différentes régions/boucles cérébrales, et elles sont
continuellement en compétition/coopération. La question de la sélection de stratégie suivant le
contexte reste une problématique ouverte notamment pour les modèles bio-inspirés. [Arleo and
Rondi-Reig, 2007] discutent de ces problématiques de changement de stratégie tant au niveau
de l’apprentissage qu’au niveau de l’utilisation pour une tâche de navigation.
On retrouve dans la littérature des modèles plus ou moins biologiquement plausibles. [Guaz-
zelli et al., 1998] ont présenté un modèle faiblement biologiquement plausible utilisant deux
stratégies de navigation, une égocentrique qui intègre les angles de rotation du robot, et une se-
conde allocentrique se basant sur une carte cognitive. Leur fusion est faite par une simple somme
des différentes actions présentées par les deux stratégies, ce qui rend le modèle particulièrement
instable et dépendant des pondérations entre stratégies.
Deux expériences de simulation furent présentées par [Foster et al., 2000], où ils utilisaient
un système d’apprentissage par renforcement avec des activités de cellules de lieu simulées
par des gaussiennes, et une deuxième stratégie qui, ayant comme entrées les coordonnées du
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but (sans aucun fondement biologique), calcule un vecteur de direction à partir de la position
actuelle du robot. Dans une première simulation le but est fixe, puis dans une deuxième le but
change de place. L’objectif est de voir l’apport de chaque stratégie suivant l’expérience. Bien
que la stratégie apprise par renforcement arrive à résoudre la tâche à elle seule, elle reste très
lente à converger. Ceci peut être amélioré par la deuxième stratégie qui, dès connaissance des
coordonnées du but, arrive à résoudre le problème rapidement. La fusion d’information est ici
aussi réalisée avec une sommation des activités des actions avant compétition, ce qui rejoint
l’approche présentée dans le modèle précédent.
Un travail comparable est celui de [Dollé et al., 2010] où le but fut aussi d’étudier l’in-
teraction entre une stratégie à taxons et une stratégie cognitive. La stratégie à taxons utilise
l’algorithme du Q-learning pour apprendre des associations entre la perception d’amers visuels
et des actions à réaliser, ce qui en fait une stratégie dite sensorimotrice. La stratégie cognitive
quant à elle fut implémentée sous la forme d’une carte cognitive utilisant des cellules de lieu
associées les unes aux autres avec des actions. Les auteurs ont utilisé une stratégie de naviga-
tion aléatoire au début de l’expérience et les actions finales sont sélectionnées en réalisant une
compétition avec un winner-take-all avec des inhibitions inter-stratégie. Ce modèle fut testé en
simulation sur des cellules de lieu simulées, tout comme les landmarks et avec une discrétisa-
tion donnée des actions. Les résultats ont montré que, du fait de la finesse de la discrimination
des cellule de lieu, la stratégie cognitive est utilisée à l’approche du but alors que la stratégie à
taxons est utilisée au début pour définir un vecteur grossier de la direction. Ceci est bien sûr to-
talement dépendant des hypothèses de départ (les cellules de lieu sont données), il est tout aussi
possible d’imaginer des cellules de lieu grossières qui permettraient l’approche du but, alors que
la stratégie sensorimotrice serait plus efficace pour l’atteinte finale du but.
D’autres modèles se sont attaqués à l’apprentissage de ce choix entre une stratégie ou une
autre. Dans [Doya et al., 2002] nous retrouvons un système d’apprentissage par renforcement
où le but est de construire un attribut de responsabilité pour les différents modules de naviga-
tion, ce qui permet de choisir l’action par la suite. Ce modèle fut testé dans [Khamassi et al.,
2005] en utilisant une base de modules acteur-critique. Une comparaison est faite entre le cas où
plusieurs acteurs-critiques coexistent, et les cas plus simples avec un seul acteur-critique ou un
modèle d’acteur unique plusieurs critiques. Une simulation d’une tâche de navigation a montré
que le modèle simple d’acteur-critique est incapable de résoudre certains aspects de la tâche.
Néanmoins le test reste assez simplifié d’un point de vue de l’information (couleurs des buts et
distances des murs données).
Ces modèles computationnels peuvent avoir une lecture plus ou moins bio-inspirée. D’autres
modèles se sont directement basés sur les mécanismes de compétition des ganglions de la base
qui rentrent en compte lors de la sélection de l’action chez l’humain ou le rat. Dans sa thèse,
[Girard, 2003] a étudié des modèles de sélection de l’action et des architectures de contrôle pour
des tâches de navigation. Parmi les modèles de ganglions de la base plus utilisés nous retrouvons
celui de [Gurney et al., 2001a,b], où une modélisation de la circuiterie interne des ganglions est
présentée. Ce modèle se base sur des neurones intégrateurs et des inhibitions inter-structures
pour obtenir des mécanismes de compétition comme celui du WTA, avec des propriétés de per-
sistance et de stabilité. Une simulation dans un monde grille permet de montrer des performances
supérieures à celle obtenues avec un simple WTA [Girard et al., 2003]. Cette tâche consiste à
choisir entre plusieurs stratégies pré-définies (consommation de nourriture, exploration, évite-
ment d’obstacle, etc) dans un environnement où la nourriture est disposée aléatoirement. Une
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adaptation de cette expérience en utilisant un robot réel fut testée par [Prescott et al., 2006].
Un autre modèle proposé par Shah and Alexandre [2011] a comme hypothèse que la sélection
de l’action pourrait être faite au travers d’une réduction de la dimensionnalité entre les signaux
en entrée et en sortie des BG. Cette approche revient à une analyse en composante principale
(ACP) qui utilise une modélisation biologiquement plausible des champs de neurones dyna-
miques [Amari, 1977].
5.2 TQ-learning ou modèle Q-learning utilisant les neurones de tran-
sition
5.2.1 Implémentation neuronale
Comme vu dans la section 5.1.3, l’algorithme de TD-learning se base sur la prédiction de l’es-
pérance de la somme des futures récompenses. Ainsi, à chaque état est associée une valeur Ve,
et pour sélectionner une action parmi un éventail de possibilités, il faut connaître les états acces-
sibles et sélectionner l’action associée à l’état dont la valeur V (e) est la plus haute. L’algorithme
du Q-learning [Watkins and Dayan, 1992] est une variante du TD-learning, utilisant le même
type de prédiction de la récompense mais sur des couples état/action Q(e, a) (voir fig. 5.1). En
donnant une valeur aux états-action, il est possible de sélectionner à chaque état e l’action a cor-
respondant à laQ(e, a) la plus haute. Ainsi, l’équation 5.3 représente l’équation d’apprentissage
des Q valeurs :
Qe,a1(t+ 1) = (1− α) ·Qe,a1(t) + α · (r(t+ 1) + γ ·maxa Qe′,a(t+ 1)) (5.3)
ou Qe,a1(t+ 1) = Qe,a1(t) + α · δ(t+ 1)
avec δ(t+ 1) = r(t+ 1) + γ ·max
a
Qe′,a(t+ 1)−Qe,a1(t) (5.4)
où a1 est l’action venant d’être effectuée pour passer de l’état e à e′ ; δ(t + 1) est le terme
d’erreur d’estimation de Q ; α la vitesse d’apprentissage pouvant aussi être vu comme l’impact
de la nouvelle récompense sur l’ancienne valeur de Q ; r la valeur de la récompense obtenue
suite à l’action a1, et γ un facteur de réduction permettant de diminuer d’autant plus l’impact de
la récompense qu’elle en est éloignée.
Le modèle de l’acteur-critique se base sur un double module, où l’acteur choisit une action
et la réalise, puis où le critique évalue l’impact ou la qualité de ce choix pour biaiser les choix
futurs de l’acteur. Dans cette approche, plusieurs modèles sont présentés sous la forme d’acteur-
critique, et sont une implémentation neuronale de l’algorithme du TD-learning, comme pour
[Arleo and Gerstner, 2000; Foster et al., 2000] où l’utilisation des cellules de lieu offre un sub-
strat parfait pour la discrétisation des états de l’environnement évalué par le robot. Dans notre
modèle, les états correspondent à des neurones de transitions, qui eux même représentent une
transition entre deux cellules de lieu en utilisant une certaine action. Ce substrat offre une ana-
logie aux couples état/action utilisés dans le Q-learning, d’où notre implémentation neuronale
utilisant les cellules de transition hippocampiques.
Il est important avant de présenter le modèle de définir quelques termes qui seront utili-
sés par la suite. Un ’but’ est un endroit précis de l’environnement où une motivation peut être
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r=1
e3
e2 e1
eBe5
e4
a1a2
a3
1
mise à jour de Q(e1,a1)
2
mise à jour de Q(e2,a2)
FIGURE 5.1 – Schéma d’apprentissage des Q-valeurs dans l’algorithme du Q-learning. Au fur et à mesure
de l’exploration, le système construit ses états, représentés sous la forme d’un arbre dans la figure. Dans
cet exemple, eB représente l’état but où l’agent peut recevoir une récompense de valeur r = A. Quand
l’agent arrive à e1 et qu’il choisit l’action a1 ceci le fait arriver en eB ce qui produit la mise à jour de la
valeur de Q(e1, a1) (comme dans l’équation 5.3). Lors d’une autre phase d’exploration, une fois l’agent
arrivé en e2 et que l’action a2 est sélectionnée, l’agent se retrouve en e1, et la valeur deQ(e2, a2) est mise
à jour, car bien qu’il n’y ait pas récompense r en e1, la modification précédente de la valeur de Q(e1, a1)
fait que maxaQe1,a soit différent de 0 et agit comme un sous-but, dont la valeur est diminuée d’un facteur
γ (équation 5.3). Au fur et à mesure de l’exploration, toutes les valeursQ associées aux différents couples
état-action seront mises à jour.
satisfaite. Une ’motivation’ est un besoin physiologique (comme la faim ou la soif) ou cogni-
tif (comme vouloir prendre un objet) induisant un besoin qui pousse à être satisfait. Enfin une
récompense, est le signal de satisfaction du besoin associé à une motivation. Ainsi dans notre
modèle, nous considèrons que la satisfaction d’un but est systématiquement associée à un évé-
nement détecté dans EC (perception d’un son, présence d’une zone de couleur sous le robot,
flash lumineux etc.). C’est cette satisfaction du but déclenchera donc le signal de “récompense”
r(t) associé l’apprentissage par renforcement. Comme décrit par l’équation (5.3), la valeur de
la récompense est rétropropagée lorsqu’une action permettant d’atteindre le but est réalisée, ce
qui est traduit dans notre modèle par une transition effectuée. Le modèle neuronal (fig. 5.2) du
Q-learning apprend directement les valeurs de Q dans des poids synaptiques dont les neurones
pré-synaptiques sont les neurones de transition. Cet apprentissage permet de biaiser les futurs
choix sur les transitions prédites sur la base d’une compétition du type WTA (voir section C.1).
Les équations d’apprentissage des connexions synaptiques W TQ assicées aux valeurs de Q sont
les suivantes :
dW TQij (t)
dt
= α · T (t− dt) · ej(t) ·Xδ(t) ·W δQ(t) (5.5)
avec ej(t) =
{
max(XTj , λ · ej(t− dt)) si T (t) = 1
ej(t− dt) sinon (5.6)
α est la vitesse d’apprentissage ; T (t−dt) le signal indiquant qu’une transition vient d’être effec-
tuée, ceci permet de retarder l’apprentissage d’une itération pour pouvoir utiliser les nouvelles
prédictions de transitions liées à l’événement perçu ; ej(t) la trace d’éligibilité d’une transition
et λ le terme du TD(λ) permettant de calculer la trace d’éligibilité en mémorisant les transitions
précédemment effectuées et en diminuant leur importance progressivement.Xδ est l’erreur d’es-
timation calculée de manière neuronale et le poids W δQ est fixé à 1.
L’équation de l’activité correspondant aux Q-valeurs pour chaque transition est la suivante :
XQi (t) =
∑
k
XTk (t) ·W TQik (t) (5.7)
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FIGURE 5.2 – Schéma représentant une implémentation neuronale du Q-learning. La mise à jour des
valeurs Q stockées sur les poids synaptiques est réalisée en calculant l’erreur entre la prédiction et la
récompense reçue. Les transitions possibles sont biaisées avec cette prédiction de transition ce qui permet
de choisir la transition offrant le plus de récompense future.
Ce modèle se base sur l’information de transitions possibles à partir de la transition actuelle
(condition binaire), ce qui permet la prédiction des récompenses futures de ces différentes transi-
tions. Ceci permet d’avoir les valeurs de Q exprimées directement sur les activités des neurones.
Le calcul d’erreur de prédiction (équation 5.3) est le résultat d’une compétition sur les valeurs
de Q correspondant aux transitions prédites et en prenant la valeur du gagnant (ce qui revient
à faire un max). La différence entre l’ancienne valeur de Q prédite pendant la réalisation de la
transition et le gagnant, réduit d’un facteur γ, permet d’avoir la valeur de l’erreur de prédiction.
Contrairement à l’équation du Q-learning classique qui utilise une somme, ici la récompense
réelle est le résultat d’un second max entre le signal de récompense primaire r(t+ 1) et l’erreur
de prédiction calculée γ ·maxaQe′,a(t+ 1))−Qe,a1(t). Cette modification est représentée dans
la figure 5.3, et le calcul du terme d’erreur est réalisé comme suit :
δ(t+ 1) = max(r(t+ 1), γ ·max
a
Qe′,a(t+ 1))−Qe,a1(t)) (5.8)
La modification de l’opérateur sum par l’opérateur max c’est avéré nécessaire suite aux
premiers résultats expérimentaux. En effet, lorsque la navigation se fait en continue, le robot
arrive au but puis repart en navigation aléatoire si la motivation n’est plus présente. Ceci lui
permet d’apprendre les autres transitions dans l’environnement. Cependant, le fait de quitter le
but permet de renforcer la transition conduisant au but. Mais aussi le fait de sortir du but pour y
retourner tout de suite constitue une prédiction de récompense élevée, ce qui produit une boucle
de réentrance autour du but. Pour une navigation ininterrompue, ce probléme se pose continuel-
lement et ceci ralentit grandement le temps de convergence de l’algorithme. Ce problème n’est
généralement pas pris en compte dans la littérature car les dispositifs expérimentaux utilisés re-
connaissent la fin d’un essai comme l’obtention de la récompense, et le robot est téléporté dans
un autre emplacement de l’environnement pour un nouvel essai. Si la navigation est continue, ce
genre d’effet apparait et ceci est résolu dans notre cas en changeant la somme par un max.
Cependant, bien que cette modification induise une convergence plus rapide (voir figure 5.4),
elle modifie aussi le comportement du robot. Là où l’utilisation de l’opérateur sum permet de
maximiser la quantité totale de récompense accumulable sur un chemin, l’opérateur max induit
un comportement où le robot fait le choix du but le plus intéressant, du point de vue de la valeur
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FIGURE 5.3 – Architecture représentant le réseau neuronal de l’algorithme du TQ-learning. L’algorithme
utilise 3 voies parallèles se basant sur les groupes neuronaux a à d. Les connexions inter-groupes sont
toutes topologiques (un à un) sauf celles entre les groupes a et c qui sont de type un vers tous. Les 3
voies fonctionnent en parallèle : la voie directe incluant les groupes a et b correspond au cas où aucun
renforcement n’est appris. La seconde voie inclut les groupes a-c-b, elle correspond à la voie renforcée,
où des apprentissages passés permettent le biaisage du choix dans le groupe b en fonction des valeurs Q
apprises. Enfin, la dernière voie impliquant a-c-d correspond au calcul de l’erreur de prédiction et à la
mise à jour des valeurs Q, stockées dans les liens entre les groupes a et c.
FIGURE 5.4 – Exemple de différence quantitatives dans la vitesse de convergence et la valeur finale de la
récompense lors de l’utilisation de l’opérateur max à la place de l’opérateur sum dans le TQ-learning.
Le changement d’un opérateur à l’autre implique un changement dans le critère optimisé, là où sum
optimise la somme totale des récompenses, lemax optimisera le chemin vers la récompense la plus forte.
Ceci implique une convergence vers une récompense totale plus faible pour le max, mais le temps de
convergence est bien plus rapide étant donné que le maximum ne change pas, alors que le calcul de la
somme doit attendre la convergence de toutes les valeurs Q avant d’avoir une convergence finale.
- 118 -
CHAPITRE 5. SÉLECTION ET FUSION DE STRATÉGIES
r=1
r=0.3
1
0.8
0.80.64
0.64
0.810.51
A B C
DG1
G20.65
SOMME
MAX
FIGURE 5.5 – Différence de comportement dans l’utilisation d’un opérateur somme ou max pour le
calcul d’erreur de prédiction de Q. Dans le cas SOMME, le robot fera un petit détour pour satisfaire un
but minoritaire G1 (r = 0.3) tandis que dans le cas MAX il se dirigera vers le but majoritaire G2 (r = 1)
en utilisant le chemin le plus court. Paramètres : γ = 0.8
de la récompense et de la distance à celle-ci. Ainsi, l’opérateur somme induirait dans certains
cas un détour pour avoir une récompense secondaire, le max permet d’aller directement à la
récompense la plus saillante à partir de la position actuelle (fig. 5.5).
Une des problématique les plus étudiées dans l’apprentissage par renforcement est le codage
de l’action. Les implémentations neuronales d’un Q-learning réalisée par [Arleo and Gerstner,
2000] ou [Dollé et al., 2010] utilisaient un apprentissage des valeurs de Q qui était fait sur les
connexions entre les cellules de lieu et les amers visuels. Ceci fut possible car le choix d’action
était défini (nord, sud, est, ouest) et surtout parce que les actions étaient orthogonales les unes
par rapport aux autres, ce qui supprimait toute possibilité d’interférence.
Ce problème est automatiquement résolu avec notre implémentation neuronale basée sur des
transitions. Contrairement aux traditionnels modèles d’acteur-critique, ici nous séparons l’aspect
de l’apprentissage par renforcement de l’aspect du codage des actions. Une transition sélec-
tionnée peut être associée à une action plus ou moins complexe, dont le codage est libre. Ici
les actions sont codées sous la formes de directions préférées en utilisant un champ de neu-
rones dynamique [Amari, 1977]. Ce champs est composé de 360 neurones (correspondants aux
360°possibles) et plusieurs directions peuvent être activées en simultané. Ceci est dû au fait
que les transitions non sélectionnées par le WTA sont aussi prédites, avec leurs valeurs de Q
correspondantes et constituent donc des alternatives possibles pour la sélection d’une action.
L’apprentissage par renforcement permet par la suite de choisir entre des actions qui encodent la
topologie de l’environnement et non sur un ensemble pré-défini. Enfin, l’utilisation des couples
état-action permet de réunir l’acteur et le critique dans un même module d’apprentissage des
valeurs de Q. Cela évite un double codage de l’information exprimée dans l’espace des états
pour le critique, et dans l’espace des actions pour l’acteur.
5.2.2 Q-learning biologiquement plausible
Le substrat neuronal le plus accepté comme étant le siège de l’apprentissage par renforcement
sont les ganglions de la base. Néanmoins, les prédictions consécutives du signal d’erreur δ sont
toujours sujette à discussions. Le modèle de [Barto et al., 1995] mettait en avant les voies directes
et indirectes et la différence du temps de transmission de l’activité neuronale entre le striatum
et la substance noire compacte pour ces deux voies, ce qui permettrait le calcul. Néanmoins,
l’existance de la voie indirecte semble en désaccord avec certaines données neurophysiologiques
[Joel et al., 2002].
Une autre limitation des modèles existants [Barto, 1995; Foster et al., 2000; Arleo and Gerst-
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FIGURE 5.6 – Modèle neuronal de Q-learning biologiquement plausible. L’apprentissage des valeurs de
Q associées à chaque transition est fait en deux temps.
ner, 2000; Khamassi et al., 2005; Dollé et al., 2010; Gurney et al., 2015] est la trace d’éligibilité.
Ceci suggérerait qu’une action passée laisserait une trace au niveau synaptique, permettant des
modiﬁcations synaptiques pour les prochains signaux.
Dans notre modèle, il est nécessaire de considérer deux dynamiques temporelles du fait qu’il
est impossible d’avoir simultanément les valeurs de maxaQe′,a(t+1) et Qe,a1(t). En effet, une
fois une transition exécutée, l’état change et les transitions accessibles sont calculées. A la pro-
chaine itération le système commence à prédire les transitions possibles et calcule le max de la
prédiction. Cependant la dernière transition réalisée n’est plus active et un apprentissage différé
doit être utilisé. Nous utilisons le modèle présenté dans [Hirel et al., 2010] pour ne pas avoir
un apprentissage décalé. Le modèle appartient à la famille des algorithmes de type TD(0) et
utilise un apprentissage en deux temps (ﬁg. 5.6). Néanmoins, cette modélisation n’a pas pour
vocation d’implémenter le fonctionnement de l’anatomie interne des ganglions de la base, mais
juste d’émuler le fonctionnement de base des ganglions impliqués dans l’apprentissage par ren-
forcement.
Etape 1 : La dernière transition réalisée est stockée dans une mémoire de travail. Quand la
prédiction du maximum des récompenses est calculé, cette prédiction est associée à la transition
mémorisée. La régle d’apprentissage utilisée est celle du LMS, elle associe pour une transition
e → e′ la prédiction maxa(γ ·Qe′,a(t+ 1)) comme suit :
dW
Qp
ij (t)
dt
= α · T (t− dt) · (γ ·Xmax(t)−XQpi (t)) ·Xmemj (t) (5.9)
α est la vitesse d’apprentissage ; T (t− dt) le signal indiquant la réalisation d’une transition
à l’instant t−dt ; γ le facteur de réduction des prédictions de récompense et θ un seuil d’activité.
Xmem est l’activité des neurones mémorisant la dernière transition effectuée et Xmex l’activité
du neurone donnant la valeur maximale des Q-valeurs pour les transitions prédites.
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Le calcul des activités dans XQp est fait comme ceci :
X
Qp
i (t) = f(
∑
k
W
Qp
ik (t) ·Xmemk (t)) (5.10)
Etape 2 : L’apprentissage des valeurs de Q se fait sur les connexions pré-synaptiques. lors
d’un changement d’état, les valeurs Q apprises permettent la prédiction des transitions possibles
permettant avoir une récompense. Après sélection et exécution d’une transition, le signal δ re-
présentant l’erreur de prédiction de Q est calculé en réalisant la différence avec le prédiction Qp
réalisée à l’étape 1. L’équation d’apprentissage correspondante est la suivante :
dW TQij (t)
dt
= α · T (t) · δ(t) ·XTj (t) (5.11)
δ représente la modulation dopaminergique correspondant au signal d’erreur de prédiction ; T (t)
est le signal de réalisation de la transition et XT la prédiction des transitions.
Le calcul de l’activité neuronale XQ correspondant aux Q-valeurs est :
XQi (t) = f(
∑
k
W TQik (t) ·XTk (t)) (5.12)
Cette implémentation neuronale permet d’avoir simultanément les activités Qe,a1 apprises à
l’étape 2, et maxa(r(t+1), γ ·Qe′,a(t+1)) apprises à l’étape 1. Le fonctionnement se base donc
sur la dynamique des synapses excitatrices et inhibitrices en fonction de l’arrivé des signaux
d’entrée et le changement des états appris, sans avoir à fixer les dynamiques de manière ad-hoc.
Néanmoins, l’apprentissage étant de type TD(0) en deux temps, le temps de convergence est bien
plus lent qu’un TD(λ). Certains algorithmes comme l’algorithme Dyna [Sutton, 1991] utilisent
un modèle de l’environnement pour accélérer le temps de convergence du Q-learning en simulant
des séquences d’états et d’actions. Ceci impliquerait l’intervention de régions cérébrales comme
l’hippocampe et le cortex préfrontal avec des mécanismes pour rejouer afin de pouvoir renforcer
des séquences non réalisées, ce qui peut être vu comme des phases de consolidations comme
durant le sommeil.
5.2.3 Cas de navigation avec plusieurs buts et comparaison avec l’acteur-critique
classique
Ce qui a été présenté précédemment est le comportement lorsqu’un seul but est présent dans
l’environnement. Dans ce cas, l’efficacité computationnelle du codage en couples d’état-action
ou de transitions-action reste identique, les états sont juste transformés en transitions. Néan-
moins, dans le cas où plusieurs buts sont disponibles dans l’environnement, le codage avec des
transitions devient bien plus efficace.
Supposons la présence de K buts dans l’environnement avec K motivations associées. Dans
l’acteur-critique, vu qu’un état est associé à une action et qu’il est possible de choisir entre
plusieurs actions selon le contexte motivationnel, il est nécessaire d’introduire une couche inter-
médiaire de K ·N afin d’obtenir tous les couples état/motivation à associer à une action [Arleo
and Gerstner, 2000]. Pour gérer de multiples motivations, quelques modifications sont appor-
tées à l’architecture de la figure 5.6. Les neurones de motivation vont déclencher les activités
de prédiction Qp et Q pour chacune des transitions. Les synapses WQ et WQp ont donc des
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FIGURE 5.7 – Comparaison entre une implémentation neuronale du TD-learning et notre modèle de
Q-learning dans le cas de buts multiples. Le transfert du codage de l’information sur les liens entre les
motivations et les transitions fait que la solution utilisant les transitions devient plus optimale en nombre
de neurones par rapport au modèle d’acteur-critique.
neurones de motivation et non de transition comme origine. Les activités de transitions Xmem
et XT (ﬁgure 5.6) sont alors utilisées pour moduler localement l’apprentissage des poids sy-
naptiques pour les transitions actives. Cependant, le modèle n’est fonctionnel que si une seule
motivation est active à la fois, sinon l’apprentissage des valeurs de Q dépendrait de plusieurs
activations de motivation, ce qui créerait des interférences dans les prédictions de récompenses.
Aussi, la propagation de la motivation implique l’activation continue de cette dernière, ce qui li-
mite les capacités d’apprentissage latent. Au ﬁnal, ce modèle requiert moins de neurones qu’une
architecture acteur-critique pour des tâches ayant de multiples buts et sous-buts avec autant de
motivations associées (ﬁg. 5.7).
5.2.4 Tests en simulation du Transition Q-learning (TQ-learning)
Le modèle du TQ-learning décrit dans la section 5.2.2 fut implémenté grâce à l’éditeur de ré-
seaux de neurones Coeos et simulé en utilisant le simulateur de réseaux de neurones Promethe
(voir annexe A)[Quoy et al., 2000; Lagarde et al., 2008b].
Dans cette simulation, l’environnement est ouvert sans obstacles, et possède 20 amers vi-
suels simulés le long des murs. Un but est placé dans le coin nord-ouest et signalé par une zone
de couleur rouge. Cette couleur est détectée lorsque le robot passe par dessus. Une première
phase d’exploration aléatoire permet au robot de construire sa représentation de l’environne-
ment : cellules de lieu, transitions et actions associées (voir chapitre 2.1). L’apprentissage par
renforcement est constamment activé, il est déclenché pour la première fois lorsque le robot ar-
rive sur la zone rouge et que la satisfaction de la motivation arrive. En réitérant l’exploration,
la valeur de prédiction de la récompense est propagée sur les transitions jusqu’à l’obtention de
chemins optimaux pour rejoindre le but (ﬁg. 5.8).
Dans un second temps, les phases d’exploration et de navigation vers un but ont été alter-
nées. Le robot peut aller vers le but pour satisfaire sa motivation. Une fois fait et que le niveau de
la motivation est trop bas, il passe en navigation aléatoire. La motivation est automatiquement
réactivée lorsque le robot atteint une zone comprenant les extrémités est et sud de l’environ-
nement, les plus éloignées du but. Les performances du robot dans la tâche dépendent de sa
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FIGURE 5.8 – a) Graphe des cellules de lieu (points verts) et transitions (liens entre cellules de lieu)
apprises. La couleur de la transition est plus sombre pour les valeurs Q plus hautes. b) Exemples de
trajectoires suivies par le robot après apprentissage. La zone grise est la zone de lacher du robot, et la
position de départ est choisie alétoirement. Une fois le but atteint, l’essai est considéré comme réussi et
le robot est téléporté alétoirement dans la zone de lacher.
capacité à rejoindre rapidement le but depuis n’importe quel point dans cette zone. L’architec-
ture de TQ-learning permet, après apprentissage, de sélectionner les meilleures transitions pour
rejoindre le but et donne des trajectoires efficaces (pour quelques exemples de trajectoires voir
fig. 5.8). Comme les trajectoires suivent les transitions, elles ne sont pas en lignes droites et
le robot a tendance à suivre les arêtes du graphe. De plus le chemin le plus court est calculé
en termes de nombre de transitions, ce qui ne représente pas toujours le chemin optimal dans
l’espace euclidien. Ceci peut être adapté en variant la géométrie des champs de lieux : plus les
cellules de lieu sont petites, plus le pavage de l’espace est dense et donc les transitions entre
cellules sont proches, ce qui permettrait d’avoir les trajectoires de plus en plus directes mais ceci
augmenterait grandement le temps d’apprentissage des transitions, et en conséquence le temps
convergence du TQ-learning.
Finalement, l’algorithme fut testé dans une situation à plusieurs buts. Le setup expérimental
est similaire au précédent, mais un second but est ajouté pour donner une motivation différente.
Ce but est placé en opposition au premier, au sud-est de l’environnement. Dans cette expérience,
la motivation s’active après un délai fixe, et l’impossibilité du système à gérer les deux motiva-
tions au même moment oblige à réaliser un apprentissage en alternance. Dans un premier temps
l’apprentissage est réalisé pour la première motivation, et le robot construit sa représentation des
valeurs de Q associées à cette motivation, en alternant les phases d’exploration et de navigation
vers le premier but. Dans un second temps, le même protocole est reproduit avec la deuxième
motivation, afin d’apprendre le deuxième ensemble de valeurs de Q. Un exemple d’apprentis-
sage partiel des valeurs de Q associées à chaque contexte motivationnel est présenté dans la
figure fig. 5.9.
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(a) Motivation vers le but rouge active. (b) Motivation vers le but bleu active.
FIGURE 5.9 – Graphe représentant les valeurs Q associées aux transitions dans deux contextes moti-
vationnels différents après un apprentissage partiel. La carte est apprise d’une manière continue sans
interruption et chaque but est associé à une transition lorsqu’il est découvert.
5.3 Stratégie cognitive et stratégie d’habitutation : complémenta-
rité et coopération
Durant les tâches de navigation vers un but, les stratégies cognitives sont reconnues efficaces dès
les premières phases d’apprentissage, alors que les stratégies sensori-motrices requièrent un sur-
apprentissage pour être opérantes. Dans cette section je présente un test directement inspiré de
ces résultats expérimentaux [Packard et al., 1989; Packard and McGaugh, 1992, 1996]. Les deux
stratégies cognitives et sensori-motrices, dépendant respectivement de l’hippocampe et du stria-
tum, sont soumises à des inactivations sélectives des structures citées [Packard and McGaugh,
1992; Packard et al., 1989; Devan and White, 1999]. La carte à la base de la stratégie cognitive
est localisée dans le cortex préfrontal et/ou postério-parietal [Banquet et al., 2005], ce qui est
supporté par des résultats récents Gläscher et al. [2010], et elle est construite en coopération
avec l’hippocampe.
Ainsi, des études de lésions associent la stratégie cognitive avec l’acquisition préliminaire
de la carte, utilisée dans la boucle cognitive-associative [Yin et al., 2008, 2005; Jankowski et al.,
2009; White, 2009] ; alors que la stratégie habituelle sensori-motrice impliquerait plus précisé-
ment le dorsolateral striatum et le cortex sensori-moteur [Yin et al., 2004]. Bien que ces boucles
furent considérées parallèles et indépendantes, une interconnexion fut découverte dernièrement,
notamment au niveau du système de gestion de la dopamine. Cette interconnexion pourrait fa-
voriser le passage d’une stratégie cognitive à une stratégie habituelle sensori-motrice après plu-
sieurs essais [Haber, 2003]. Ainsi, ces deux stratégies pourraient coopérer, en facilitant l’acquisi-
tion de l’autre [McDonald and White, 1994; Hamilton et al., 2004] ; ou bien être en compétition
interférant ainsi l’une avec l’autre Packard and McGaugh [1992]; Pearce et al. [1998].
Dans cette section je présente une architecture de coopération et d’apprentissage parallèle
entre deux stratégies : une stratégie cognitive implémentée sous la forme d’une carte cognitive
(voir section 2.2.2), émulant le fonctionnement de la boucle cortico-basale associative cognitive ;
et une stratégie de type habitude, implémentée sous la forme d’un apprentissage par renforce-
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ment utilisant notre algorithme du TQ-learning (voir section 5.2), et émulant le fonctionnement
de la boucle cortico-basale sensori-motrice. Dans ce modèle, les transitions hippocampiques
sont utilisées comme système de codage commun entre les deux stratégies. Je présente les diffé-
rences entre les stratégies, les types d’apprentissages réalisés dans l’une comme dans l’autre et
l’intérêt que peut avoir un systèmes intégrant ces deux mécanismes de navigation. La section est
conclue par une étude de la plausibilité neurobiologique de l’implémentation des deux boucles
cortico-basales et une discussion sur le rapprochement avec d’autres études pouvant être liées à
type de modèle.
Les simulations présentées ici sont directements inspirées des résultats expérimentaux avec
lésions. Les tâches de navigation dans un environnement se basent sur le fonctionnement de stra-
tégies cognitives lors des premières phases de l’apprentissage, et sur les stratégies d’habituation
après sur-apprentissage [Packard and McGaugh, 1996]. Cependant, un apprentissage parallèle
des deux stratégies est supposé par plusieurs sources [Hikosaka et al., 1999; McDonald and
White, 1994; White, 2004]. Ceci représente l’hypothèse H1 : l’apprentissage de la carte et de
l’habitude est effectué en parallèle [Packard et al., 1989], et produit au final un comportement
cohérent. L’apprentissage précoce de la carte cognitive pourrait accélérer l’acquisition de la stra-
tégie sensori-motrice [McDonald and White, 1994].
Dans ces simulations, des lésions sont simulées en désactivant le système associé à l’une ou
l’autre des stratégie. Ceci permet de tester l’hypothèse H2 : Après sur-apprentissage, lorsque
la tâche est stable et après désactivation de l’une des deux stratégies, le système maintient une
navigation efficace [Packard and McGaugh, 1996].
Enfin, plusieurs expériences ont montré l’implication de la stratégie cognitive lorsque la tâche
change, e.g. Dickinson [1985]. Ainsi, l’hypothèse H3 stipule que le système cognitif est in-
dispensable pour l’adaptation à des changements dans le setup expérimental. Ceci est testé en
changant la position du but au milieu de l’expérience et en comparant différents cas où les deux
ou une seule des stratégies est fonctionnelle.
5.3.1 Description des deux systèmes
Dans ce modèle, le TQ-learning et la carte cognitive utilisent les transitions hippocampiques.
Dans ce contexte, les deux systèmes vont apprendre de deux manières différentes à biaiser les
transitions pour choisir une action associée. Cependant, nous avons ici deux systèmes avec des
particularités propres à chacun (tab. 5.1).
L’utilisation en parallèle de deux systèmes impliquant des boucles cérébrales différentes
fournit une redondance de l’information et assure plus de robustesse au système. Cela expli-
querait le maintien du comportement de navigation chez le rat lors d’expériences de lésions de
différentes régions cérébrales. Le fait d’avoir plusieurs voies de traitement de la tâche explique
la maîtrise du comportement. Néanmoins ces boucles auraient des temps apprentissages diffé-
rents. Le rôle du PFC, impliqué dans la boucle cognitive, dans l’acquisition rapide des capacités
de résolution d’une tâche pourrait s’effacer au fur et à mesure que l’apprentissage se stabilise au
niveau de la boucle sensori-motrice et que les habitudes sont apprises au niveau des ganglions de
la base. La complémentarité et la compétition entre stratégies est discuté par [Daw et al., 2006]
et des expériences ont été menées sur le sujet [Packard and McGaugh, 1996; Foster et al., 2000;
Dollé et al., 2010]. Je me limite ici à la discussion des aspects de coopération entre ces stratégies,
ainsi que sur le transfert d’apprentissage de l’une vers l’autre avec des aspects de supervision
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non explicites. La question de la compétition entre stratégie ne sera que très brièvement discutée,
et ceci ouvre la porte à de futures recherches plus poussées sur le sujet.
5.3.2 Expériences de coopération et données de lésion
Comme présenté auparavant, l’objectif ici est de tester une architecture émulant le fonctionne-
ment et la coopération/interaction de deux boucles cortico-basales : la boucle associative cog-
nitive et la boucle habituelle sensori-motice. Leurs fonctionnements respectifs seront représen-
tés par implémentation de notre carte cognitive (voir section 2.1) et notre implémentation de
l’apprentissage par renforcement avec l’algorithme du TQ-learning. Du fait que les deux mé-
canismes se basent sur des transitions hippocampiques, les deux systèmes sont opérants en pa-
rallèle en prenant comme entrées cette fusion d’information sensori-motrice. Les deux boucles
vont apprendre en parallèle à des vitesses d’apprentissage différentes (voir tableau 5.1), et elles
vont biaiser le choix final de la transition sélectionnée avec un simple mécanisme de WTA (fig.
5.10). Ce système fut testé sur une expérience de navigation vers un but. Si les activités de tran-
sitions sont trop faibles (début d’apprentissage) ou qu’il n’y a pas de proposition du tout (but
non découvert ou représentation partielle de l’environnement), une direction est choisie de fa-
çon aléatoire. De plus, un mécanisme de sélection de l’action de type -greedy est mis en place,
agissant tel un bruit dans la sélection de l’action. L’action associée à la transition proposée par le
couple carte cognitive/TQ-learning est choisie avec une probabilité 1−  laissant une probabilité
 de choisir une direction aléatoire à tout moment. Ce choix est effectué dans chaque nouvel état
du robot. Ce mécanisme permet de répondre d’une manière très simpliste au dilemme explora-
tion/exploitation. De cette manière, il est toujours possible de trouver de nouveaux chemins plus
optimaux que ceux déjà appris. Néanmoins, une valeur  trop élevée entraînerait de mauvaises
performances car le robot effectuerait la majorité de ses actions de manière aléatoire. A l’opposé,
une valeur trop faible renderait l’apprentissage figé dès les premières itérations, avec un robot
utilisant toujours la même solution pour atteindre le but sans chercher de nouveaux chemins plus
performants. Une amélioration possible du système serait d’utiliser un  qui diminue au fur et à
mesure que l’apprentissage progresse afin de privilégier l’exploration au début de l’expérience
et l’exploitation de l’apprentissage à la fin. La valeur de 0.1 utilisée ici offre un bon compromis
entre exploration et exploitation.
Je présente ici deux séries d’expériences, la première a pour but de montrer les performances
des deux systèmes de façons séparées, puis d’une manière parallèle et ceci tout au long du
cycle d’apprentissage. La seconde aura pour but de montrer la capacité d’adaptation du système
aux changements dans l’environnement (ici la position du but), et l’étude des performances de
chacune des stratégie indépendamment l’une de l’autre. Les expériences ont été faites dans un
environnement ouvert avec un unique but placé dans le coin nord-ouest (voir fig. 5.8). A chaque
essai, le robot démarre d’une position aléatoire dans la zone formée des extrémités est et sud
de l’environnement. Dès le début de l’expérience, les agents sont motivés pour rejoindre le but,
et ils sont "kidnappés" et téléportés à une nouvelle position dès la capture de la récompense.
Contrairement au protocole présenté section 5.2.4, ici la période d’apprentissage initiale est
supprimée, ceci afin de comparer les performances en apprentissage dans les différents cas.
Enfin les lésions sont réalisées en provoquant une inactivation de la stratégie correspondante,
l’empêchant de fournir un biais sur la sélection des transitions.
Les expériences ont été réalisées en simulant 5 groupes d’agents (tab. 5.2). Chaque groupe
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FIGURE 5.10 – Architecture neuronale de sélection de l’action pour la coopération entre les stratégies de
navigation cognitive et sensori-motrice, implémentées respectivement sous la forme d’une carte cognitive
et TQ-learning. Les biais sur les prédictions de transitions proposées par chacune des stratégies sont
ajoutés et une compétition WTA a lieu. La direction associée à la transition gagnante a une probabilité
d’être sélectionnée de 1 − , une probabilité de  restante permet de choisir une direction aléatoire. Des
lésions du PFC ou de la partie de BG sont simulées en arrêtant totalement l’intervention de la stratégie
correspondante, carte cognitive ou Q-learning.
est constitué de 10 robots qui effectuent l’expérience d’une manière séparée. Les robots dé-
marrent la session sans connaissance a priori de l’environnement et doivent immédiatement réa-
liser la tâche, sachant qu’un essai est ﬁni lorsque le but est atteint. Un premier groupe d’agents a
subi des lésions pré-apprentissage des deux structures liées aux stratégies de navigation (circuit
dopaminergique des ganglions de la base et PFC), se basant ainsi uniquement sur l’exploration
aléatoire pour rejoindre le but. Le second et le troisième groupe ont reçu respectivement des
lésions pré-apprentissage du circuit dopaminergique des ganglions de la base (qui inactivent les
mécanismes de prédiction de récompense nécessaires au TQ-learning), et du cortex préfrontal
où la carte cognitive est hypothétiquement stockée. Ces deux groupes se basent sur une seule
des deux stratégies dès le début de l’expérience. Les deux derniers groupes effectuent la pre-
mière partie de 200 essais sans lésions, en utilisant les 2 stratégies en parallèle, puis une lésion
post-apprentissage est réalisée, suivie d’une nouvelle série de 100 essais. Le quatrième groupe
subit une lésion post-apprentissage des ganglions de la base et le cinquième du PFC. Dans les
100 derniers essais, la navigation repose donc sur une seule stratégie, dont l’apprentissage avait
été effectué avant la lésion.
Les résultats montrent que tous les groupes ont réussi à apprendre la tâche (ﬁg. 5.11) excepté
pour le premier, et de petites variations dans les mesures sont causées par le mécanisme -greedy
de sélection de l’action qui peut, de manière aléatoire, éloigner temporairement le robot du but.
Les résultats de moyennes et de variances pour les différents groupes d’agents sont présentés
dans la ﬁgure 5.12.
Résultats groupe 1 : ce groupe représente un cadre de référence. Il démontre les capacités
d’un agent démuni de tout système de navigation fonctionnel étant donné que les deux stratégies
cognitive et sensori-motrice sont lésées. Ce groupe utilise uniquement l’exploration aléatoire ce
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(e) Groupe 5: Coopération puis TQ-learning seul
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FIGURE 5.11 – Temps moyen nécessaire pour rejoindre le but tout au long des différentes phases d’ap-
prentissage. Le temps est moyenné sur une population de 10 agents pour chaque expérimentation. Le
premier essai correspond au temps mis pour découvrir le but de façon aléatoire. La moyenne T et l’écart-
type σ sont donnés. Paramètres :  = 0.1, r = 1, γ = 0.8, α = 0.5
qui explique l’importance des valeurs de moyenne et de variance.
Résultats groupes 2-3 : Des lésions du PCF et du TQ-learning sont ici simulées. Ici les
résultats montrent une vision de la dynamique d’apprentissage que peut prendre forme lors de
ce type de lésions. Sans surprise, l’apprentissage est bien plus rapide (Groupe 2) et se fait dès les
permières itérations. L’apprentissage est bien plus progressif avec la stratégie sensori-motrice
(groupe 3), Ainsi, la différence de performances entre la première et la seconde partie de l’ap-
prentissage est très prononcée.
Résultats groupes 4-5 : Le but de ces simulations est de tester les hypothèses H1 et H2.
Dans les deux groupes, les agents commencent avec leurs deux systèmes intacts et ceci pendant
200 essais, suite à quoi un des deux systèmes est lésé. Les performances des deux groupes pen-
dant les 200 premiers essais sont similaires (t-test p=0.76). Cependant, les performances entre
les 100 premiers et les 100 derniers essais présentent des différences significatives (group 4 :
p=0.03 ; group 5 : p=0.047).
Après sur-apprentissage, un des deux systèmes est inactivé dans chaque groupe (inhibition de
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la boucle sensori-motrice dans le groupe 4, inhibition de la boucle cognitive pour le groupe 5).
Ainsi, la suppression du TQ-learning dans le groupe 4 n’affecte pas les performances des agents
à atteindre le but (p=0.52) ; ce qui est aussi le cas pour le groupe 5 dont la carte cognitive est
inactive, ce qui montre que les deux stratégies sont apprisent en parallèle. Cependant, contraire-
ment au groupe 4, le temps moyen pour atteindre le but est inférieur au cas où les deux stratégies
sont fonctionnelles (p=0.02). Enfin, les différences entre les moyennes après-apprentissage pour
les deux groupes sont significatives (p=0.039), ce qui montre que le TQ-learning seul est plus
performant que la carte cognitive après sur-apprentissage.
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FIGURE 5.12 – Représentation en barres des moyennes et des variances pour les 5 groupes d’agents. La
sous-figure a) représente la comparaison entre les cas où une seule des stratégies est opérationnelle dès le
début de l’expérience. La sous-figure b) représente les deux cas où l’apprentissage est fait en coopération
entre les deux stratégies, puis une lésion est simulée pour l’une d’entre elles.
Cette série de simulations permet de vérifier les hypothèse H1 et H2. L’expérience qui suit
permet de tester l’hypothèse H3. Pour cette simulation, 400 essais sont réalisés par chaque
groupe. Après 200 essais, la position du but change dans l’environnement, et une partie de cet
environnement inaccessible pendant la première partie de l’expérience devient accessible. Ce
dispositif expérimental permet de tester l’adaptabilité des systèmes aux changements pouvant se
produire dans l’environnement, et les modifications sont présentées dans la figure 5.13.
Les résultats de simulations présentés dans la figure 5.14 montrent que le système s’adapte
au changement de la position du but lorsque les deux stratégies sont en coopération (a). Ceci
est le résultat de la capacité d’adaptation de la stratégie cognitive implémentée sous la forme
de carte cognitive. Dans la sous-figure b), la carte s’adapte très vite au changement de position,
ce qui n’est pas le cas pour le TQ-learning (sous-figure c) ), où le système doit réapprendre les
valeurs de Q associées à la nouvelle position du but. La carte, quant à elle, doit juste découvrir
la nouvelle position du but ainsi que les nouvelles transitions dans la partie de l’environnement
devenue accessible. Une fois cette position associée à une transition, la carte peut inférer de
nouveaux chemins directement dans le graphe de la carte permettant aux agents de trouver le
but.
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FIGURE 5.13 – Représentation du changement réalisé dans l’environnement et les positions du but.
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FIGURE 5.14 – Temps moyen nécessaire pour rejoindre le but avant et après modiﬁcation dans l’envi-
ronnement. La sous-ﬁgure a) représente le cas où les deux stratégies sont fonctionnelles en parallèle. Les
sous-ﬁgures b) et c) représentent, respectivement, les cas où les systèmes TQ-learning et la carte cognitive
sont lésés. Paramètres :  = 0.1, r = 1, γ = 0.8, α = 0.5
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TABLE 5.1 – Comparaison des propriétés d’apprentissage et d’exécution entre une stratégie cognitive
utilisant une carte cognitive et une stratégie d’habituation utilisant le TQ-learning comme apprentissage
par renforcement.
Carte Cognitive TQ-learning
Représentation globale obtenue par un ap-
prentissage latent. La carte est construite in-
dépendamment de l’apprentissage des lieux
buts. Tous les chemins vers un but sont dispo-
nibles immédiatement après apprentissage.
Apprentissage latent partiel. La représenta-
tion de l’espace en transitions est apprise
indépendamment de la découverte de buts,
mais les chemins vers ces buts sont appris in-
crémentalement et partie par partie.
Apprentissage en un coup + oubli passif. Ré-
tropropagation instantanée de l’activité après
activation de la motivation.
Apprentissage lent et incrémental de la pro-
pagation des valeurs Q en prédiction de ré-
compenses après réitération de la tâche (pour
un chemin de N transitions, N répétition sont
nécessaires).
Gère les cas de buts et motivations multiples.
Prendra en compte l’information relative à
toutes les motivations activées.
Gère les cas de buts et motivations multiples.
La sélection de la motivation la plus activée
est nécessaire.
Coup computationnel important. Calcul dy-
namique de la propagation de l’activité des
motivations dans toute la carte.
Coup computationnel bas. Association di-
recte entre les transitions et les valeurs Q sur
les poids synaptiques.
Stratégie de haut niveau, associée à une ges-
tion cognitive des buts et motivations.
Stratégie de bas niveau relative à un appren-
tissage d’habitude.
Le but doit être connu pour rétropropager
sont activité dans la carte.
Se base sur des inférences statistiques des ac-
tions prédisant la récompense la plus impor-
tante, ceci sans une connaissance explicite du
but ou de la solution.
Structures cérébrales impliquées : la boucle
cortico-striatale associative cognitive.
Structures cérébrales impliquées : la boucle
cortico-striatale sensori-motrice.
Groupe Essais Lésions
1 200 Lésions PFC et BG avant 1er essai. Exploration aléatoire uniquement.
2 200 Lésion BG avant 1er essai. Utilisation de la carte cognitive uniquement.
3 200 Lésion PFC avant 1er essai. Utilisation du Q-learning uniquement.
4 300 Lésion BG après le 200e essai. Utilisation des deux stratégies en coopé-
ration pour les 200 premiers essais, carte cognitive uniquement pour les
100 derniers essais.
5 300 Lésion PFC après le 200e essai. Utilisation des deux stratégies en co-
opération pour les 200 premiers essais, Q-learning uniquement pour les
100 derniers essais.
TABLE 5.2 – Descriptions des groupes de robots utilisés pour l’expérience de coopération entre stratégies
et lésions effectuées. Chaque groupe est composé de 10 agents.
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5.4 Discussion
J’ai présenté dans ce chapitre une architecture neuronale d’apprentissage par renforcement im-
plémentant l’algorithme du Q-learning. J’ai aussi présenté une architecture implémentant la co-
opération entre deux stratégies de navigation : une stratégie cognitive de haut niveau, repré-
sentant le fonctionnement de la boucle cognitive associative implémentée sous la forme d’une
carte cognitive ; et une stratégie d’habituation de base niveau, représentant le fonctionnement
de la boucle sensori-motrice implémentée sous la forme de l’algorithme du TQ-learning. Ce
modèle se base sur un codage commun pour les deux systèmes, les transitions hippocampiques.
Ce codage commun permet d’avoir un contexte de sélection des transitions fourni par les deux
stratégies, ce qui permet d’avoir une sélection de l’action qui n’implique pas une hiérarchisation
des systèmes.
Ainsi, cette architecture peut expliquer comment s’effectue le transfert entre une stratégie de
haut niveau, basée sur une carte cognitive, vers une stratégie d’habituation sensori-motrice de
bas niveau, sachant que la fusion se fait au niveau de l’étage de sélection de l’action (transition
à réaliser).
Le processus de sélection ne nécessite pas un homonculus pour réaliser une décision. Ceci
est le résultat des différentes valeurs de transitions, dépendant de plusieurs paramètres particuliè-
rement les vitesses d’apprentissage des deux stratégies. Dès la première exploration, la stratégie
cognitive est disponible du fait de l’apprentissage rapide de la carte, et une fois le but décou-
vert elle est directement exploitable pour trouver des chemins qui mènent à la récompense. A
ce niveau de l’apprentissage, les valeurs des liens du TQ-learning sont trop faibles. Ainsi, dès
la découverte du but, la carte peut être utilisée pour trouver les chemins optimaux, ce qui per-
met de raccourcir la phase d’apprentissage du TQ-learning, qui prend directement en compte
les transitions fournies par la carte cognitive. Les vitesses d’apprentissage des deux stratégies
sont respectivement représentées par les paramètres α dans l’équation 5.9 et γ dans l’équation
2.9. Étant donné que l’apprentissage du TQ-learning est incrémental, et supporté par la boucle
sensori-motrice cortico-striatale, et que l’apprentissage de la carte est rapide (en un coup dans
notre cas) supporté par la boucle cognitive cortico-striatale, α est petit par rapport à γ, ce qui
permet un apprentissage latent pour la stratégie d’habituation. L’ensemble des paramètres pour
l’apprentissage des deux stratégies sont regroupés dans le tableau 5.3.
Après l’acquisition de la stratégie d’habituation, l’algorithme du TQ-learning prend contrôle
du comportement, dû au renforcement continu des liens de cette stratégie, alors que l’apprentis-
sage de la carte est figé dès le premier apprentissage. Ceci n’est pas la seule interaction observée
entre les stratégies. Lors des phases initiales de l’apprentissage, la stratégie cognitive supervise
l’acquisition de la stratégie sensori-motrice, ce qui fut observé expérimentalement [Hikosaka
et al., 1999], et qui pourrait expliquer le transfert entre stratégie.
Une des problématiques étudiée est le cas où la tâche ou un contexte de l’environnement
change et produit une impossibilité d’atteindre le but. Dans ces contextes, la stratégie cognitive
est généralement dormante (une habitude ayant pris le pas pour résoudre la tâche), mais la carte
est toujours en mémoire, ce qui permet de la réactiver pour apprendre le nouveau contexte de
la tâche en recherchant des solutions alternatives [Brown et al., 2004]. Enfin, le passage d’une
stratégie à l’autre peut être vu comme une oscillation entre deux extrémités : une utilisation
exclusive de la stratégie cognitive pendant l’acquisition de l’habitude et avant que le contrôle
automatique soit totalement instauré. Cependant, la majorité du temps les stratégies sont en
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coopération, soit dans la supervision de la stratégie habituelle par la cognitive lors des phases
précoces de l’apprentissage, ou le passage à une utilisation du contrôle automatique après sur-
apprentissage, produisant des résultats plus performants qu’avec la stratégie cognitive.
En conclusion, les résultats montrent la supervision de la stratégie habituelle sensori-motrice
par la stratégie cognitive pendant les phases initiales de l’apprentissage. Les hypothèses d’ap-
prentissage parallèle des stratégies (H1), le maintien du comportement après inactivation de
l’une des stratégies (H2), ou l’adaptation à des changements dans le contexte de la tâche grâce
aux capacités d’adaptation de la stratégie cognitive (H3) sont vérifiées.
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TABLE 5.3 – Tableau des paramètres d’apprentissage pour la stratégie cognitive et la stratégie
d’habitutation.
Carte cognitive TQ-learning
Vitesse d’apprentissage λ = 0.9 α = 0.1
Facteur d’oubli α1 = 0.1 aucun
Facteur de diffusion γ = 0.8 aucun
Valeur de la récompense r = 1 r = 1
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The only true wisdom is in knowing you know
nothing.
– Socrates
Any fool can know. The point is to understand.
– Albert Einstein
Conclusion
J’ai présenté dans cette thèse une proposition de modélisation des boucles hippocampo-cortico-
basales, impliquant l’hippocampe le cortex préfrontal et les ganglions de la base principalement
le striatum. Ce modèle s’intéresse à différentes capacités de ces boucles qui peuvent concerner
la sélection de l’action et la sélection de stratégie. Le modèle fut développé dans un cadre expé-
rimental de navigation spatiale et mis en relation avec divers apprentissages et notamment des
apprentissages surpervisés impliquant des interactions humain-robot. Ces travaux reposent sur
un modèle de l’hippocampe permettant d’apprendre une représentation spatiale de l’environne-
ment grâce à des cellules de lieu et permet d’apprendre des associations sensori-motrices grâce à
une modélisation de la boucle sensori-motrice avec le cortex moteur. Le modèle se poursuit par
une représentation de l’interaction avec le cortex préfrontal permettant l’apprentissage de transi-
tions spatiales, servant aussi comme substrat pour l’acquisition d’une carte cognitive qui permet
de planifier des chemins. Les modèles proposés dans cette thèse ont permis des comparaisons
avec des résultats expérimentaux obtenus lors d’expériences neurobiologiques.
Résumons
Dans le chapitre 1, j’ai présenté les différentes structures cérébrales qui sont impliquées dans
notre problèmatique de la sélection de l’action. Ces structures forment le substrat neuronal sur
lequel la totalité de nos modèles sont développés. Ainsi une étude complète des structures, des
boucles et interactions entre structures fut nécessaire. J’ai conclu le chapitre par une description
des différentes expériences neurobiologiques et comportementales utilisées pour comparer nos
résultats.
J’ai continué dans le chapitre 2 par une présentation détaillée des différents modèles sur les-
quels se basent les travaux de cette thèse. Le but ici était de présenter des modèles de sélection de
l’action, néanmoins nous nous somme basés sur des modèles pré-existants notamment en ce qui
concerne le modèle de l’hippocampe pour la représentation spatiale et l’apprentissage de cellules
de lieu et d’associations sensori-motrices (section 2.2.1). J’ai poursuivi (section 2.2.2) par la pré-
sentation du modèle de la boucle hippocampo-corticale, permettant l’apprentissage de cellules
de transition hippocampiques qui sont utilisées comme substrat neuronal pour la construction
de la carte cognitive de l’environnement, qui sont utilisées lors de tâches de planification de
chemins. J’ai conclu le chapitre par la présentation des capacités d’apprentissage de séquences
(section 2.2.3), utilisant les cellules de transition pour avoir des associations sensori-motrices.
Dans le chapitre 3, je commence par traiter la problématique de la sélection de l’action du
point de vue de la sélection de mouvement primaire ou de prise de décision simple. L’approche
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utilisée dans ce chapitre s’appuie sur une construction incrémentale de la capacité de la sélection
de l’action : en partant d’un système robotique ayant des capacités de navigation basées sur une
stratégie sensori-motrice, comment ce modèle de navigation peut-il intégrer une capacité de sé-
lection de l’action à des moments clé ? Pour se faire, je me suis basé sur une catégorisation mul-
timodale des évènements importants où la décision est prise. Ainsi, j’ai présenté section 3.1 un
modèle neuronal pour l’apprentissage de règles associatives. Il permet notamment d’apprendre
des conditionnement de type patterning que ce soit positif ou négatif. Ce modèle permet d’ap-
prendre des conditionnements complexes grâce à des combinaisons de modalités. L’utilisation
de ce modèle fut illustrée avec une comparaison avec des résultats expérimentaux lors de la réa-
lisation de la tâche de préférence spatiale. Cette même approche de conditionnement fut testée
section 3.2 dans le cadre d’une tâche sensori-motrice de navigation avec manipulation d’objets.
Ainsi, j’ai pu montré dans cette section la complexité globale que peut avoir ce type de modèle,
permettant d’apprendre une tâche de navigation sensori-motrice tout en intégrant un mécanisme
de sélection de l’action. Ce modèle est bio-inspiré et se base sur le fonctionnement des boucles
hippocampo-cortico-basales. J’ai aussi discuté de l’apport que peut produire une supervision
faible de l’apprentissage de la tâche. Néanmoins, cette supervision doit être étudiée plus profon-
dément. J’ai conclu le chapitre (section 3.3) par une proposition sur le modèle d’apprentissage
de contextes multimodaux permettant d’obtenir de meilleurs résultats de généralisation des ca-
tégories obtenues. Ce type de modèle se base sur le prunning des liens des signaux en utilisant
l’information de variance de ces signaux pour déterminer ceux qui sont les plus stables. Cette
capacité permet d’obtenir des contextes qui s’adaptent dans le temps, ce qui permet de corriger
des apprentissages approximatifs ; et elle permet aussi de combiner des apprentissages passés ce
qui donne un système d’apprentissage par chunking.
Dans le chapitre 4, j’ai introduit la problématique des mémoires de travail épisodiques utili-
sées dans des tâches de navigation impliquant une sélection de l’action ou une prise de décision.
Je me suis focalisé sur la problématique de sélection de motivations, mais seulement une fois la
tâche apprise. Le but ici est d’étudier différentes dynamiques temporelles pour des tâches où les
mémoires épisodiques jouent un rôle central. En se basant sur les résultats obtenus pour la tâche
d’alternance interrompue (section 1.5.3) et la tâches de navigation avec choix binaire imminent
(section 1.5.4), l’objectif est d’expliquer les comportements observés lors de la réalisation des
tâches en s’inspirant des enregistrements au niveau des régions CA1 et CA3 de l’hippocampe
des rats pour obtenir un modèle pouvant reproduire les mêmes résultats, et ainsi pouvoir extraire
les mécanismes impliqués dans le fonctionnement de ces mémoires épisodiques. J’ai commencé
par une modélisation des différents types de mémoires, à savoir la mémoire prospective et la
mémoire rétrospective ; puis un modèle global de l’interaction des deux type de mémoire fut
proposé. Ce modèle permet de maintenir les performances des deux types de mémoires, chacune
en fonction de la charge en mémoire. Il permet aussi d’étudier l’impact des différents paramètres
sur la sélectivité des mémoires.
En se basant sur une compétition locale entre les propositions de chaque mémoire, ce modèle
dépend du niveau de bruit inhérent à l’activité neuronale pour pouvoir proposer des solutions
pendant les premières itérations. Ce niveau de bruit joue aussi un grand rôle dans le passage
d’un type de mémoire à l’autre.
Cependant, bien que le modèle reproduise les activités enregistrées in vivo, d’autres enregistre-
ments sont nécessaires pour avoir une compréhension plus profonde du fonctionnement des mé-
moires épisodiques. Le cortex préfrontal et des ganglions de la base sont les structures primaires
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à étudier par la suite. Sans compter que la modélisation ici réalisée ne traite que du fonction-
nement du système une fois la tâche apprise, les mécanismes inhérents à l’apprentissage restent
très peu étudiés.
Enfin, dans le chapitre 5 j’ai présenté mes travaux sur la sélection de stratégie et l’implémen-
tation de stratégies à plusieurs niveaux cognitifs. La problématique de la sélection de stratégie
traite des capacités de l’humain ou de l’animal, et par extrapolation du robot, à choisir ou à
adapter la stratégie à utiliser et dans quelle situation. Ainsi, je me suis basé sur l’implémentation
de deux stratégies. La première cognitive sous la forme d’une carte cognitive impliquant une
modélisation des interactions entre hippocampe et cortex préfrontal et qui se base sur les cel-
lules de transition hippocampiques. La seconde est une stratégie d’habituation sensori-motrice,
qui se base sur un modèle neuronal de l’algorithme du Q-learning (présenté section 5.2.1) et
qui se base aussi sur les cellules de transition. L’utilisation d’un substrat commun pour les deux
stratégies permet d’opérer une compétition entre les choix de chacune des stratégies à un niveau
plus haut que l’implémentation. Ceci permet d’avoir des biais d’une stratégie vers l’autre sans
que ça passe par des mécanismes de sélection d’action à bas niveau.
Lorsque les deux stratégies fonctionnent en parallèle, nous avons observé une coopération pen-
dant la phase d’apprentissage. La stratégie cognitive étant apprise très rapidement, elle permet de
fournir des chemins quasi-optimaux à la stratégie d’habituation, qui est elle latente. Ceci permet
d’avoir un apprentissage accéléré de la stratégie sensori-motrice sans avoir à explorer toutes les
possibilités dans l’environnement. Cette coopération revient à une supervision de l’apprentis-
sage de l’habitude par la stratégie cognitive, correspondant aux observations expérimentales où
la pratique consciente et répétée d’une tâche permet d’avoir un sur-apprentissage induisant une
habituation non consciente voire réflexe pour la réalisation de cette tâche. Cette conclusion est
le résultat d’une propriété résultant de la combinaison des deux stratégies : alors que la stratégie
cognitive est vite apprise, la stratégie sensori-motrice est quant à elle plus lente et demande un
sur-apprentissage pour être efficace. Néanmoins, bien que la stratégie cognitive se trouve privi-
légiée dans un premier temps, une fois l’habitude apprise, la stratégie sensori-motrice devient
plus efficace. Ceci est dû à la flexibilité de l’apprentissage de l’habitude, qui continue à chercher
les chemins les plus optimaux sans arrêt, alors que la stratégie cognitive apprend très vite (en un
coup), et sa plastisité reste limitée car elle ne dépend que de l’oubli passif des transitions non
utilisées.
Enfin, j’ai testé les capacité d’adaptation du système à des changement dans l’environnement
après stabilisation de l’apprentissage des deux stratégies. Bien que la stratégie cognitive se mette
en sommeil une fois l’habitude acquise, elle est directement privilégiée lors de changements
dans l’environnement. Les mêmes propriétés d’apprentissage rapide permettent à la stratégie
cognitive de fournir des informations correctes lors de changements, alors que la stratégie d’ha-
bituation souffre d’une inertie dans sa plasticité, et demande un réapprentissage de la tâche dont
la complexité dépend du niveau des changements. Généralement la tâche doit être complètement
réapprise ce qui peut prendre autant voire plus de temps que pour l’apprentissage initial, dû à
l’addition entre le temps d’apprentissage du nouveau contexte de la tâche et le temps utile pour
oublier la tâche précédente, pouvant interférer avec la réalisation de la nouvelle.
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Perspectives
Le cadre général de cette thèse est la sélection de l’action pour un robot mobile. Les travaux pré-
sentés dans le chapitre 3 concernent la catégorisation multimodale et l’apprentissage de règles.
J’ai aussi présenté une méthode de généralisation des signaux pour la construction de chunks
afin d’avoir une reconnaissance des contextes plus stable. Néanmoins, il serait intéressant de
tester le système pour des combinaison de signaux à grande échelle. Les travaux présentés ici ne
se focalisent que sur un ensemble de signaux sensoriels et la catégorisation est réalisée à un ni-
veau bien précis. Ce système de catégorisation et de sélection des entrées par prunning peut être
utilisé à différent niveau de l’architecture globale, et ceci permettrait d’avoir des apprentissages
où l’information pertinente n’est plus pré-sélectionnée mais déduite en fonction du renforce-
ment associé. Ceci permettrait notamment d’améliorer le système de reconnaissance visuel en
réalisant une adaptation des amers visuels, mais un système d’auto-évaluation doit être ajouté
pour que le renforcement soit perçu.
En ce qui concerne la tâche de navigation avec manipulation d’objet, la supervision était
faible étant donné que le système s’adaptait à un renforcement négatif lorsqu’il y avait une
erreur. Ceci implique une hypothèse concernant l’expertise du tuteur. Il serait intéressant de vé-
rifier concrètement l’apport de la supervision dans pour une tâche combinant un apprentissage
automatique par renforcement et un apprentissage faiblement supervisé. Aussi, il serait intéres-
sant d’étudier cet apport du point de vue de l’expertise du tuteur, en utilisant plusieurs experts à
différent niveaux de connaissance du système et voir si cela impacte l’apprentissage.
Les travaux sur les mémoires épisodiques présentées dans le chapitre 4 avaient pour but
d’étudier l’impact de la charge en mémoire de processus simples de la sélection de l’action. Je
me suis intéressé exclusivement à la sélection de but dans ces travaux, et les modèles doivent
être généralisés à des processus impliquant des mémoires qui concernent des informations plus
riches telles que des actions. Aussi, dans notre cas, les motivations étaient toutes du même ni-
veau d’importance et de même nature. La combinaison de plusieurs mémoires peut donner un
modèle assez primitif pour la gestion de sélection de l’action dans le cas où des motivations de
haut niveau sont présentes en parallèle à des besoins physiologiques de plus bas niveau. Cepen-
dant, ce type de modèle devrait impliquer des structures non traités dans cette thèse, notamment
l’amygdale qui est une structure centrale dans les conditionnement liés aux émotions et aux
renforcements négatifs.
Enfin, la problématique de sélection de stratégie présentée dans le chapitre 5 peut être appro-
fondie sur plusieurs points. Le système proposé permet de décrire des mécanismes de passage
d’une stratégie cognitive à une stratégie habituelle en ayant un support commun pour le codage
des informations spatiales des deux stratégies, les cellules de transitions dans notre cas. Cepen-
dant, les études de lésions réalisées dans ces travaux ne permettent pas encore de répondre à
toutes les observations obtenues in vivo [Packard and McGaugh, 1996], où la suppresion des
activités hippocampiques inhibe totalement la stratégie cognitive, sans pour autant empècher
l’acquisition de l’habitude mais la freine grandement. L’accélération de l’acquisition de l’habi-
tude est observée avec notre système, mais dans le cas d’une lésion au niveau hippocampique,
les régions CA3 et CA1 sont inactivées, et aucune reconnaissance de transisiton n’est obtenue.
Ceci induit la suppression de la stratégie cognitive comme pour les observations expérimentales,
mais ceci impliquerait aussi la suppression des reconnaissance des états du TQ-learning, et ainsi
l’impossibilité de former l’habitude. Ceci implique l’existence d’un autre mécanisme cortico-
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basal, probablement sensori-moteur pur, qui ne passe par l’hippocampe. Différentes connexions
corticales directes entre le cortex et les ganglions de la bases existent, et elles représentent les
candidats principaux pour la modélisation de ce type de stratégie. Ainsi, le modèle semble être
incomplet pour pouvoir expliquer les différents comportements observés lors d’expérimentations
avec des rongeurs.
Outre les limitations que je viens de présenter, les travaux de cette thèse ont permis de déve-
lopper et de tester plusieurs architectures de sélection de l’action à plusieurs niveaux d’abstrac-
tion. L’utilisation de modèles bio-inspirés représente un apport certain ; ceci nous permet de se
comparer à des études neurobiologiques et comportementales comme le travail réalisé dans les
chapitre 3 et 4. Contrairement à ce qui se fait communémment, je n’ai pas simplifié la représen-
tation de l’environnement a priori, ce qui décrit l’adaptabilité des modèles à différentes tâches
dans divers environnements. Enfin, le travail réalisé dans le chapitre 5 avait pour but d’étudier
les interactions possibles entre stratégies, depuis l’apprentissage jusqu’à l’acquisition et la repro-
duction de la tâche. Ceci permet de fournir des données et des hypothèses pour de futurs travaux
expérimentaux avec enregistrements, permettant l’investigation de ces phases d’apprentissages
lorsque plusieurs stratégies peuvent cohabiter et sont possiblement utilisables.
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ANNEXE A
Outils logiciels pour la simulation de
réseaux de neurones
Les travaux présentés dans cette thèse ont été réalisés, dans leur majorité, par le biais de 2
outils développés par le laboratoire ETIS : Coeos un environnement graphique de conception
d’architectures neuronales ainsi que Promethe un simulateur temps-réel et distribué de réseaux
de neurones Lagarde et al. [2008a]; Quoy et al. [2000]. Deux autres outils développés et utilisés
au sein de l’équipe furent employés dans le cadre des travaux de la thèse. Themis une plate-forme
de contrôle pour Promethe, et Pandora une Interface Humain-Machine pour des simulations sous
Promethe permettant de débugger et de visualiser le comportement des groupes neuronaux. Au
cours de ma thèse, j’ai eu l’occasion d’utiliser ces outils pour le développement et le test de mes
architectures neuronales, mais aussi de participer à l’amélioration de fonctionnalités existantes et
au développement d’autres inexistantes ; à la mise au point et l’implémentation d’optimisations
de temps de calculs ou encore pour faciliter la conception des réseaux neuronaux. Les outils sont
développés avec le langage C, avec une approche orientée objet.
A.1 Coeos : une interface graphique de conception d’architectures
neuronales distribuées
Coeos est un environnement graphique de conception de réseaux neuronaux artificiels distribués.
Il permet de construire et de compiler des fichiers, détaillant la structure des réseaux neuronaux,
afin d’être interprétée par la suite par le simulateur Promethe. Le logiciel permet de construire
des réseaux complexes, tel un graphe orienté, à partir de "briques" de bases (ou groupes) liées
par des arêtes (figA.1). Les groupes sont développés en amont et permettent de réaliser soit des
calculs de types neuronaux avec des règles d’apprentissage (e.g. un conditionnement de type
Least Mean Square) ou encore des fonctionnalités purement algorithmiques sans apprentissage
qui seraient sous-optimisées sous forme neuronales. Certains groupes permettent de s’interfacer
avec le matériel embarqué du robot, comme pour récupérer des informations de capteurs (un
flux vidéo ou de capteurs ultrason). Les liens possibles offrent plusieurs types de connectivités :
connexion plastique, réflexe/inconditionnel ou encore de neuromodulation, avec des topologies
diverses comme un vers tous, un vers un ou un vers voisinage.
Coeos permet aussi de scinder les architectures neuronales en plusieurs parties appelées
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FIGURE A.1 – Capture d’écran de l’interface de Coeos montrant l’architecture neuronale d’une des sous-
parties correspondant à l’apprentissage des cellules de lieu.
scripts. Cette pratique offre plusieurs avantages. Le découpage permet de garder une lisibilité des
scripts tout en rendant la modélisation modulaire (e.g. un script peut être dédié aux traitements
visuels tandis qu’un autre s’occupe du contrôle moteur du robot). Surtout, ce découpage permet
de distribuer la charge de calcul, si besoin, sur différentes machines liées par réseau (figA.2).
FIGURE A.2 – Capture d’écran de l’interface de Coeos montrant la répartition des sous-parties de réseaux
de neurones sur 2 machines : un PC embarqué sur le robot et un poste de travail fixe. Les communications
entre les 2 machines se font par Wifi. Les flèches représentent les échanges d’informations entre les
différentes sous-parties.
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Les travaux de développement que j’ai pu effectuer sur Coeos incluent la refonte d’une partie
du code d’affichage des groupes de neurones, afin de le rendre plus performant et plus lisible, et
l’amélioration de l’interface et des fonctionnalités, e.g. en rajoutant une génération automatique
de listes pour les groupes ou les liens disponibles dans le simulateur.
A.2 Promethe : un simulateur temps-réel et distribué de réseaux de
neurones
Les scripts conçus avec l’aide de Coeos sont destinés à être utilisés avec Promethe. Ce simu-
lateur gère l’exécution des fonctions associées aux différentes groupes de neurones (activation
et apprentissage pour les groupes neuronaux, fonction en C implémentée par l’utilisateur pour
les groupes algorithmiques). L’ordonnancement et l’exécution des différents groupes est gérée
par un séquenceur interne. Le fonctionnement de Promethe se base sur le principe des réseaux
de Petri dans lequel des jetons sont propagés pour marquer l’exécution d’un groupe. Ainsi, un
groupe ne peut être exécuté que si tous les groupes lui transmettant des informations ont été
exécutés. La mise à jour de l’ensemble du réseau de neurones se fait alors par vagues.
Il est également possible d’avoir des exécutions avec des constantes de temps contrôlées en
utilisant des échelles de temps, sous la forme de boucles for imbriquées.
Un séquenceur s’occupe de l’ordonnancement de l’exécution des différentes groupes et de
l’optimisation de cette exécution en fonction de la vitesse de simulation. L’aspect d’exécution
temps-réel peut être géré par des groupes émettant des jetons d’exécution avec une période
définie, et s’assurant que les contraintes temps-réel sont bien respectées pour la mise à jour
du réseau de neurones. Enfin, certains groupes algorithmiques peuvent gérer des aspects de
communication réseau en recevant et transmettant des activités neuronales à d’autres parties de
l’architecture.
Une interface de contrôle permet d’afficher des informations de debug (fig. A.3) telles que
l’activité des neurones de divers groupes, les informations sur les liens, des valeurs de capteurs
ou encore le flux vidéo récupéré par la caméra en temps réel etc.
Pendant ma thèse, le conception d’architectures neuronales pour Promethe a impliqué le dé-
veloppement de plusieurs fonctions algorithmiques et de plusieurs groupes neuronaux pour l’im-
plémentation des équations d’apprentissage mises au point pendant mes recherches. D’autres
aspects furent aussi abordés, tels que l’ajout de nouveaux matériels, le lien avec un simulateur
d’environnement en 3D (Webots), ou encore la modification de fonctionnalités existantes.
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FIGURE A.3 – Interface de contrôle de Promethe. L’activité des neurones de plusieurs groupes est visible.
Les neurones sont représentés par des rectangles blancs (ou rouges pour des activités négatives) dont
la taille représente le niveau d’activité. Les groupes de neurones peuvent avoir différentes topologies
(neurone unique, vecteur horizontal ou vertical, matrice).
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Plates-formes robotiques
B.1 Robot mobile
Le robulab 10 de chez Robosoft est le robot mobile pour la navigation en intérieur utilisé dans
l’équipe (fig. B.1). Il possède une base mobile équipée de 2 roues motrices et 2 roues libres. 9
capteurs ultrason sont répartis autour de sa base. Un coffre est ajouté à la base pour accueillir
le matériel nécessaire pour le contrôle et la navigation visuelle du robot. Une caméra montée
sur un système pan-tilt permet au robot de suivre un objet du regard ou bien de faire des pa-
noramas à 360°de son environnement. Une boussole électronique permet au robot de connaître
son orientation absolue par rapport au nord. Cette boussole matérielle pourrait être remplacée
par l’utilisation d’une boussole neuronale intégrant des aspects de vision et de proprioception
[Giovannangeli and Gaussier, 2007], ce qui permet de s’affranchir de la problématique de la
localisation lorsque la question scientifique est ailleurs. Un système de localisation utilisant des
repères au plafond permet de connaître la position exacte du robot. Cette information n’est pas
utilisée dans les architectures neuronales développées mais sert uniquement à la représentation
des données acquises pendant les expériences. Un capteur permet de détecter la couleur du sol
directement sous le robot, ce qui permet de simuler la présence de ressources par des zones
de couleur. Le robot dispose d’un PC embarqué (processeur Intel Core I7 4 coeurs, 3,40 GH ;
mémoire RAM 2x8 Go DDR3, disque de stockage SSD 80 Go) permettant de réaliser le cal-
cul d’une partie (ou toute) l’architecture d’une manière autonome. Dans les cas où la charge
de calcul est trop importante, un routeur wifi permet d’échanger des informations avec d’autres
parties de l’architecture pouvant s’exécuter sur un certain nombre de machines distantes (prin-
cipalement un PC de bureau associé). L’architecture de communication sera exposée plus loin
(section B.3). Un bras katana est associé à la base mobile.
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Détecteur de couleurs
Capteurs ultrason
Batterie 19V
routeur embraqué
PC embraqué
Caméra pan/tilt
1m
35
Bras Katana
FIGURE B.1 – Robulab 10 ainsi que le détail de l’équipement embarqué
B.2 Bras robotique
Un bras est fixé sur la base mobile du robulab permettant de disposer du bras pour des expé-
riences de navigation+manipulation (fig. B.2). Le bras robotique est un Katana de chez Neu-
ronics. Il possède 6 degrés de liberté (rotation de la base, 3 articulations sur le bras, rotation
du poignet et fermeture/ouverture de la pince). La caméra pan/tilt du robulab est utilisée, en
association avec le bras, pour la reconnaissance, le suivi d’objets ainsi que pour apprendre des
associations visuo-motrices.
FIGURE B.2 – Bras katana monté sur le robulab avec le système de caméra pan/tilt
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B.3 Réseau de communication
La masse de calcul requise par le robot peut être trop importante pour être exécutée en temps
réel sur la seule machine embarquée. Dans ce cas, une partie du calcul est déportée sur d’autres
machines et nécessite donc de recourir à une architecture distribuée. Une telle architecture né-
cessite la mise en place d’un réseau sans fil (wifi) pour assurer la communication entre la partie
mobile réactive (le PC embarqué du robot) et la station de calcul déportée (PC de bureau) (voir
fig B.3).
PC local:
192.168.1.204
192.168.1.214192.168.1.224
Robubox:
192.168.1.3
PC embarqué:
192.168.1.245
Utilisateur Robot
Bras katana:
192.168.1.84
FIGURE B.3 – Schéma de fonctionnement du réseau local entre le robot et la machine locale per-
mettant de distribuer la charge de calcul
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ANNEXE C
Modèles et algorithmes pour le
conditionnement et le contrôle moteur en
robotique
Dans cette annexe je présente les différents modèles d’apprentissage utilisés dans les travaux
de la thèse et développés dans le manuscrit. Je commence par décrire les modèles utilisés dans
le contrôle moteur et la sélection de l’action motrice. Ainsi, je décris le principe du Winner
Take All (WTA) et les champs de neurones dynamiques. Par la suite, je présente un modèle de
catégorisation nommé SAW pour Selective Adaptative Winner, qui se base sur le principe de
l’ART. Enfin, je finis par rappeler l’algorithme du Least Mean Square (LMS), permettant de
réaliser des conditionnements simples par optimisation de l’erreur quadratique.
C.1 Winner Take All
En prenant comme hypothèse que les différents choix sont exprimés dans le même espace mul-
tidimentionnel, la sélection de l’action peut se simplifier en une simple compétition entre les
choix possibles. Les mécanismes de compétition établis avec des réseaux de neurones artificiels
se basent sur une comparaison des neurones les uns avec les autres, en fonction de l’intercon-
nexion des voisins. Ainsi, avec des processus d’inhibition de voisinage une décision peut être
prise. Je présente ici deux mécanismes de compétition : le winner-take-all et les champs de
neurones dynamiques.
Le Winner Take All (WTA) provient des modèles connexionistes des années 80 [Grossberg,
1976, 1988; Kohonen, 1984; Feldman and Ballard, 1982]. Le principe de fonctionnement se
base sur des inhibitions latérales entre voisins permettant d’obtenir un processus de compétition.
De cette manière, le neurone le plus actif inhibe tous les autres [Rumelhart and Zipser, 1985;
Carpenter and Grossberg, 1988].
Pour illustrer le fonctionnement, prenons un réseau simplifié à deux neurones (fig :C.1). Les
deux neurones sont en compétition directe, ils possèdent chacun une entrée et une sortie, avec
un lien réccurent et une liaison inhibitrice l’un vers l’autre. Le potentiel xi en sortie de chaque
neurone est défini comme :
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dxi
dt
= αxi − β
K∑
k =i
xk + Ii (C.1)
Avec K le nombre de neurones du groupe, Ii l’activité entrante du neurone i, α ∈ [0, 1] le
poids du lien récurrent autoexcitateur du neurone i et β ∈ [0, 1] le poids des liens inhibiteurs
provenant des autres neurones du groupe. Dans l’exemple de la ﬁgure C.1, k = 2, Ii = 0.4 et
0.6, α = 1 et β = −1.
inhibition latérale
excitation
auto-excitation
0 0.25 0.5 0.75 1
? ? ????
?
i j
0.6 0.4
-1 -1
0.6 0.4
1 1
i j
0.6 0.4
-1 -1
0.8 0.2
1 1
0.6 0.4
i j
-1 -1
1 0
1 1
Activité croissante
B- Réseau "Winner Takes All"
A- Compétition entre 2 neurones
t0 t1 t2
Entrées
SortiesSortiesSorties
EntréesEntrées
FIGURE C.1 – Principe de compétition avec WTA. A - Réseau minimaliste de compétition entre 2 neurones i et
j. Chaque neurone possède un lien excitateur réentrant et est relié à l’autre par une connexion inhibitrice (-1). Au
temps t0, les deux neurones i et j sont excités avec des entrées proches (respectivement 0.6 et 0.4). Au ﬁl du temps,
le neurone le plus actif prend le dessus sur l’autre (t3), et le réseau prend une décision entre les deux alternatives. B
- Un réseau de compétition comportant plus de neurones fonctionne selon le même principe : chaque neurone tente
d’inhiber tous les autres via des connexions inhibitrices.
Il est possible d’obtenir une compétition plus ou moins stricte en modiﬁant la fonction d’ac-
tivation des potentiels des neurones. Dans le cas où plusieurs gagnants peuvent passer nous
obtenons un "Soft WTA" Maass [2000].
C.2 Champs de neurones (Neural Fields)
Dans un champ de neurones, l’information n’est pas codée dans un seul neurone mais distri-
buée sur tout un champ. C’est la dynamique globale du champ qui encode l’information. Par
opposition au neurone grand-mère, où la valeur du neurone décrit à elle seule l’information,
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ici l’information est décrite par un codage en population. Cette approche est issue des études
sur l’anatomie du cortex. Le nombre de neurones étant immense, et partant du constat que des
neurones voisins ont des activités assez proches, une notion de continuité dans l’espace neu-
ronal est née. Cette approche s’avère bien plus plausible biologiquement que celle du neurone
grand-mère, ce qui rentre en conflit avec le caractère distribué et redondant du cortex.
En appliquant la redondance avec le codage en population, chaque neurone possède une
portion de l’information, et l’information complète ne peut être obtenue qu’en combinant un
grand nombre de neurones. La perte de neurones dans ce genre de codage est beaucoup moins
dramatique, car l’information globale peut toujours être reconstruite à partir des fragements
restants (si le nombre de neurone est suffisant).
La théorie du continuum dans un champ neuronal peut être attribuée à Beurle en 1956
[Beurle, 1956] qui observe des bulles d’activité dans le tissu cérébral. Les concepts d’inhibi-
tions et d’excitations du voisinage furent ajoutés par la suite par Wilson et Cowan [Wilson and
Cowan, 1973]. Suite à quoi, Amari [1977] propose le modèle le plus utilisé actuellement et pro-
pose sa théorie des champs de neurones quelques années plus tard. Se basant sur des excitations
de voisinage locales et des inhibitions plus distales, il modélise le noyau d’interaction par un
laplacien de gaussienne.
Le mdèle d’Amari
Le modèle d’Amari apporte des propriétés intéressantes en plus de la compétition que peut avoir
un WTA. Les principales propriétés sont la stabilité temporelle grâce à la mémoire que l’on
obtient avec la réentrance, la coopération et la compétition qui sont des phénomènes émergents
dus à l’activation locale et de l’inhibition distale.
Pour illustrer l’activation dans le modèle, prenons l’exemple d’un champs monodimention-
nel où les neurones sont alignés sur l’axe x. Le noyau d’activation de chaque neurone connecté
à ses voisins suit un noyau d’activation résultant d’une différence de deux gaussiennes (DOG),
permettant d’obtenir une activation positive au centre et une inhibition sur les voisins plus loin-
tains. Un exemple de noyau et de champs mono-dimentionnel est illustré dans la figure C.2.
L’équation qui régit l’activité du champs est la suivante :
τ.
u(x, t)
dt
= −u(x, t) + I(x, t) + h+
∫
zVx
w(z).f(x− z, t)dz (C.2)
Où u(x, t) représente l’activité d’un neurone x à l’instant t. I(x, t) est l’entrée du neurone
x. h est une constante négative qui permet de maintenir la stabilité des activités. τ est le taux
de relaxation du système. w est le noyau d’interaction utilisé pour l’activation du champ. Vx est
l’intervalle d’interaction qui définit le voisinage.
Cette dynamique permet au système d’avoir un comportement de compétition ou de coopé-
ration (aussi appelé fusion), en fonction des activités des neurones et de la distance entre ces
neurones. En effet, si deux neurones sont suffisamment proches1, les bulles générées par ces
neurones s’additionnent et forment une seule bulle (mode fusion ou coopération) qui aura une
activité supérieure aux activités des deux bulles de départ (une démonstration mathématique est
disponible dans Schöner et al. [1995]). Dans le cas où les bulles sont éloignées, les activités de
1les notions proche et lointain dépendent de la largeur du noyau d’activation, i.e. de la largeur du champ excitateur
et du champ inhibiteur.
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? ? ?
?
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?
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FIGURE C.2 – 1 : Le noyau d’interaction est obtenu à partir d’une différence de gaussiennes (DoG) centre-ON,
donnant un proﬁl en chapeau mexicain excitateur au centre et inhibiteur sur ses bords. 2 : Illustration des activations
issues du noyau sur un champs de neurone. Chaque neurone excite ses voisins proches et inhibe le voisinage lointain.
L’information étant distribuée sous la forme d’une bulle d’activité.
l’une se retrouvent dans le champ inhibiteur de l’autre, et un phénomène de compétition entre
les deux bulles s’enclenche, conduisant à une sélection d’une bulle gagnante (mode compéti-
tion) (voir la ﬁgure C.3 qui illustre la coopération et la compétition).
? ???
??????? ??????????????????????????? ??????? ?????????????????????????
? ???
??????
? ???
?
?
?????????
??
??????
??????
??????
??????
FIGURE C.3 – Comportement de coopération/compétition. A - 2 entrées distantes à t0 tentent de s’inhiber l’une
l’autre puisque les bords du noyau d’interaction sont inhibiteurs. Le réseau converge vers une unique bulle d’activité
à t1. Le champ se comporte alors comme un réseau de compétition (WTA). B - 2 entrées proches viennent à fusionner
grâce au centre excitateur du noyau d’interaction. La bulle résultante est une moyenne des bulles d’entrée. Le champ
se comporte comme un réseau en compétition.
Il est à noter qu’un réseau de type WTA peut être vu comme un cas particulier dans lequel
la bulle positive est représentée par un seul neurone. Aussi, comme selon l’équation C.2, la dy-
namique en sortie dépend de plusieurs paramètres qui doivent être adaptés suivant l’expérience ;
certains ou tous peuvent être ﬁxes ou modulés. Il est aussi important de souligner que pour
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qu’une bulle émerge dans ce type de dynamique, l’entrée induisant cette bulle doit être stable
durant un certain temps, permettant un cumul de l’activité sur le neurone central de la bulle.
C.3 Le contrôle moteur avec champs de neurones dynamiques
L’équation d’Amari fut utilisée pour le contrôle moteur dès ses débuts, néanmoins ont doit le
formalisme du contrôle par les neurals Fields à [Schöner et al., 1995] et sa théorie des Dynamic
Neural Fields - DNF. L’innovation est issue du fait qu’en dérivant localement le champs en sor-
tie, nous obtenons un gradient du champs que le système de contrôle peut remonter pour définir
sa commande Quoy et al. [2003]. Dans la suite du travail présenté dans le cadre de cette thèse,
nous utilisons ce principe pour le contrôle moteur de nos robot ; c’est pourquoi je vais présenter
plus en détail le principe de fonctionnement.
Nous utilisons une base mobile comme décrite dans l’annexe B, que l’on représente par une
base roulant sur un plan. Le contrôle du robot se fait en donnant le cap à suivre, i.e. par un
contrôle égocentrique le robot va choisir un angle et une vitesse linéaire. Le cap est défini par
les intentions internes du robot (aléatoire, volonté d’atteindre un but ou d’éviter un obstacle,...)
et la vitesse linéaire est définie par une vitesse de base modulée par la présence ou l’abscence
d’un obstacle.
Dans notre cas, nous utilisons un champs à 360◦ autour du robot (orienté par rapport au
nord) pour représenter les obstacles et les motivations. En utilisant un champ de neurones pour
représenter les motivations ( 1© dans figure C.4) et un autre pour représenter les obstacles ( 2©
dans figure C.4), il est possible de représenter les directions à éviter et celles qu’il faut suivre.
Les propriétés liées aux champs de neurones permettent aussi d’avoir un effet de filtrage sur les
bruits et les erreurs de détection qui peuvent apparaître. En soustrayant le champs des obstacles
à celui des motivations, nous obtenons un champ motivationnel (noté φ dans 3© figure C.4).
Aussi, cette somme permet d’éviter le cas d’équilibre parfait ; en effet, si un obstacle se présente
en face d’une motivation, les deux bulles vont s’annihiler, bien que ce cas de figure reste très
peu probable dans un environnement réel. La dérivée du champ φ ( 4© dans figure C.4) permet
de générer des points d’attraction et de répulsion, elle est définie comme :
dΦ
dt
= fatt(Φ) + frep(Φ) (C.3)
Force attractive : fatt(Φ) = −λatt.sin(Φ− Φatt) (C.4)
Force répulsive : frep(Φ) = λrep.sin(Φ− Φrep) (C.5)
avec fatt(Φ) (respectivement frep(Φ)) la force de rotation correspondant à une motivation
appétitive (respectivement une motivation aversive). λatt (respectivement λrep) est un coefficient
d’amplitude associé à l’appétit (respectivement l’aversion).
Ce champ est projeté sur l’orientation actuelle du robot, ce qui permet d’obtenir le cap à
suivre ( 5© dans figure C.4). Le schéma du contrôle de la figure C.4 décrit comment un but et
un obstacle génèrent un ordre pour le déplacement du robot.
Dans cette architecture de contrôle, la vitesse de rotation est directement définie par la
lecture du champ de neurones. Concernant la vitesse linéaire, une valeur par défaut est utilisée
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FIGURE C.4 – Contrôle moteur avec des champs de neurones dynamiques. L’espace péricorporel du robot est
représenté par un champ d’attraction (1) et un champ de répulsion (2). Chaque neurone code un angle. La soustraction
des 2 donne un champ φ (3) contenant les valences motivationnelles de l’agent (attraction pour les bulles positives,
répulsion pour les négatives). Une dérivée du champ (4) forme des points attracteurs et répulseurs. Une activité
positive entraîne une rotation à droite tandis qu’une négative entraîne une rotation à gauche. Le robot va prendre la
valeur qui est projetée sur le neurone qui déﬁnit sont orientation actuelle dans le champ (5). Le schéma du contrôle
moteur représente une vue de haut du robot dans son environnement, où un but est perçu comme une bulle positive
(rouge) et un obstacle par une bulle négative (bleue).
comme vitesse en abscence d’obstacles. Dans le cas où un obstacle est détecté, cette vitesse est
modulée pour faire ralentir le robot jusqu’à l’arrêter complètement lorsqu’il est trop proche d’un
obstacle.
C.4 Apprentissage dynamique et adaptatif de catégories
Dans cette section, je présente un modèle d’apprentissage de catégorie utilisé dans plusieurs
travaux de la thèse, et qui est inspiré de l’algorithme ART de Carpenter and Grossberg [2002]. Ce
modèle intitulé Selective Adaptative Winner, permet de catégoriser des vecteurs d’entrées et de
les classer en fonction d’une distance par rapport à des centroïdes comme le ferait l’algorithme
des k-means [MacQueen et al., 1967].
Le fonctionnement se base sur un apprentissage incrémental des catégories. Chaque vecteur
en entrée est comparé à toutes les catégories précédemment apprises, la catégories choisie est
celle dont le vecteur se rapproche le plus. Si les valeurs de toutes les catégories sont inférieures
à un certain seuil, une nouvelle catégorie est ajoutée (illustré par le recrutement d’un nouveau
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neurone) permettant de représenter les vecteurs dont les valeurs sont proches de celui qui est
évalué.
L’évaluation des activités des catégories en fonction des vecteurs d’entrée se fait avec une
mécanisme de comparaison entre les valeurs des neurones en entrée avec les poids appris pour
chaque catégorie. Ainsi, lorsqu’un neurone est recruté pour encoder une nouvelle catégorie, les
valeurs des neurones en entrée sont encodées dans les liens Wi,j entre les neurones Ei en entrée
et le neurone recruté dont l’activité est Xj . L’équation de modification des poids est la suivante :
Wi,j(t+ 1) = Wi,j(t) +
dWi,j
dt
(C.6)
sachant que la variation des poids dWi,jdt est obtenue par :
dWi,j
dt
= R(t) · Ei(t) (C.7)
Où R(t) est un signal de recrutement (=1) lors de l’apprentissage d’une nouvelle catégorie. Les
activités en sortie du groupe pour toutes les catégories apprises sont calculées avec l’équation :
Xj(t) = 1− 1
N
∑
j
|Wi,j(t)− Ei(t)| (C.8)
La catégorie gagnante Jmax est celle dont l’activité est la plus importante :
Jmax(t) = argmax
j
(Xj(t)) (C.9)
La figure C.5 décrit le fonctionnement du SAW et la gestion du recrutement avec la vigilance.
Jmax
Ei
...
lien fixe
Activités 
incrémentales
des neurones
lien modifiable
MaxVigilance
+ -
Neuromodulation
pour le recrutement
Entrée WTACatégories
Wi,j
Xj
FIGURE C.5 – Les entrée Ei du SAW permettent d’activer les différentes catégories précédemment apprises en
fonction de la distance entre les Ei et les poids synaptiques Wi,j . La catégorie gagnante est celle qui est la plus
activée, dans le cas où elle est inférieure à la valeure de la vigilence, le recrutement d’une nouvelle catégorie est
enclanché.
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C.5 Conditionnement classique par optimisation de l’erreur qua-
dratique
L’animal est donc capable d’apprendre une association entre deux stimuli présentés à un instant.
Ce lien apparent amène au concept clé de corrélation. Deux stimuli sont corrélés s’ils sont liés
d’une manière ou d’une autre. Le type le plus simple de liaison est la relation affine qui se calcule
au travers d’une régression linéaire entre les deux variables relatives aux deux stimuli. Ce type
d’occurences entre stimuli sensoriels est décrit sous le terme de conditionnement classique.
L’un des algorithmes applicables pour modéliser un conditionnement classique est le prin-
cipe de réduction des erreurs quadratiques moyennes (Least Mean Square (LMS)) proposé par
Widrow and Hoff [1960]. Cet algorithme permet un apprentissage supervisé d’un flux d’activité
en entrée. C’est une méthode d’optimisation qui consiste en la modification des poids synap-
tiques w jusqu’à trouver l’erreur quadratique moyenne minimale entre l’entrée e et la sortie
désirée Sd.
Dans l’exemple suivant, nous considérons un réseau à 3 neurones. Un neurone code pour le
signal d’entrée Ei , un autre pour la sortie désirée Sdj et enfin un troisième représente la sortie
Sj du système. Dans cet exemple, un seul poids synaptique wij relie l’entrée Ei à la sortie Sj .
Le système commence à apprendre lorsque qu’il existe une différence entre la sortie réelle S et
la sortie désirée Sd. Le but est de diminuer cette différence en modifiant la valeur du poids wij .
L’adaptation du poids wij est régi par l’équation :
∆wij = λEi.(Sdj − Sj) (C.10)
Le paramètre λ permet de contrôler la vitesse d’apprentissage (λ < 1). A chaque itération,
l’algorithme calcule également la nouvelle valeur du poids wij et de la sortie Sj :
wij(t+ 1) = wij(t) + ∆wij(t) (C.11)
Ces apprentissages par conditionnement ont été largement utilisés dans le cadre de recherches
impliquant des réseaux de neurones artificiels [Grossberg and Morahan, 1971; Grossberg, 1972;
Rescorla, 1967]. L’architecture neuronale pour le conditionnement qui se base sur le LMS im-
plique 3 groupes neuronaux : un groupe de stimulus inconditionnel (US), le groupe de stimulus
conditionnel (CS) et le groupe de conditionnement (CR) en soit. Le stimulus inconditionnel fait
référence à l’information Sdj décrite dans l’exemple précédent, les sorties du groupe de condi-
tionnement sont les sorties effectives du système Sj , et les poids synaptiques Wi,j sont ceux
des liens liant le stimulus conditionnel (dont les sorties sont les Ei) au groupe de conditionne-
ment. Cette architecture est présentées dans la figure C.6. Cette figure montre que le CR et le
US doivent être de la même dimension, afin d’avoir le même nombre de sorties. Néanmoins, la
dimension du CS peut être quelconque, vu que l’apprentissage est réalisé sur tous les poids liant
chaqu’un des neurones du CS et du CR, ainsi toutes les combinaisons possibles sont apprises au
même moment.
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FIGURE C.6 – Le conditionnement consiste à faire converger les valeurs des Si vers les valeurs des Sd par optimi-
sation de l’erreur quadratique moyenne. Cette erreur permet de modifier les poids synaptiques Wi,j qui connectent
les stimulus conditionnel au groupe de conditionnement.
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