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Abstract
Causal inference has received great attention
across different fields from economics, statis-
tics, education, medicine, to machine learning.
Within this area, inferring causal effects at indi-
vidual level in observational studies has become
an important task, especially in high dimensional
settings. In this paper, we propose a frame-
work for estimating Individualized Treatment Ef-
fects in high-dimensional non-experimental data.
We provide both theoretical and empirical justi-
fications, the latter by comparing our framework
with current best-performing methods. Our pro-
posed framework rivals the state-of-the-art meth-
ods in most settings and even outperforms them
while being much simpler and easier to imple-
ment.
1. Introduction
Apparently in order to make decisions, most of the time
we fundamentally need to answer causal questions. To de-
cide whether to take a particular medication or not, patients
need to know the effect of the medication on outcome (e.g.,
health status), i.e., they need to know what the outcome
would be if they take and do not take the medication. Simi-
larly, to decide whether to buy a car, a buyer needs to know
the outcome (e.g., happiness over cost pain) when s/he buys
relative to the outcome when s/he does not. As we may no-
tice, all these decisions need to be made at individual level,
for each patient and for each buyer.
In these questions, the decision to take the medication or to
buy the car is the intervention, which is often called treat-
ment in social science studies. Scientists have been trying
to answer this kind of challenging questions with real data.
The problem becomes harder when we have only observa-
tional data, and recently when the data is high-dimensional.
Working with observational data is difficult because in this
The author is grateful to anonymous feedback.
type of data, we have no control over the treatment decision
making process. Thus, a lot of biases can exist; for exam-
ple, the patients who previously took the medication could
fundamentally be different from those who did not. These
biases would make causal inference harder to deal with.
In this paper, we propose a simple but effective framework
for estimating Individualized Treatment Effects (ITEs) in
high-dimensional observational data. Our proposed frame-
work is inspired by the ideas from domain adaptation, par-
ticularly the covariate shift problem. The first step is to
find the balancing weights mapping the groups of individu-
als with the same treatment decision to a common targeted
population. We will explain in detail in Section 3 what
this targeted population is and how to find the weights.
This step comes naturally after the observation we made
earlier that the individuals with different treatment deci-
sions are usually fundamentally different; by using balanc-
ing weights, we can make the individuals look more like
one another. Then with these weights, we can estimate the
ITEs via some forms of weighted regressions. The detailed
procedures are provided in Algorithms 1 and 2.
As (Johansson et al., 2016) point out, counterfactual ques-
tions appear in machine learning under the “bandit feed-
back” setting in, for example, off-policy evaluation in re-
inforcement learning (Beygelzimer et al., 2010; Sutton &
Barto, 1998). However in such settings, the researcher typ-
ically knows the method underlying the treatment decision
making process (such as the policy function in reinforce-
ment learning). This is much easier than our currently con-
sidered problem in which we do not have such informa-
tional merits since our data is fully observational and only
real values with no functional form are known.
With the rise of big data, more and more high-dimensional
non-experimental datasets become available to researchers;
at the same time, researchers are urged to utilize these
datasets in meaningful ways to solve real problems. In
joining this task force, we propose easy-to-implement, yet
powerful methods for estimating ITEs using such data
through which to help policy makers, companies, and in-
dividuals, etc. make correct decisions.
Our contributions are as follows. First, we provide a pow-
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erful, yet simple framework to estimate ITEs with observa-
tional data of high dimensions in Sections 3 and 4. Second,
we provide theoretical error bounds on the estimated ITEs
in Section 5. Third, we demonstrate good empirical results
on four simulated datasets in Section 7.
2. Problem Setup
Assume that there are n observed individuals. Each of them
has a set of information which could be age, salary, race, re-
ligion, purchasing history, etc.; we denote by X this set of
features. Each individual also made a decision on treatment
W ; in this paper, we consider binary treatment. Treatments
could be any decision ranging from taking a medication,
buying a house, to eating at a specific restaurant. We know
only the realized values of W without knowing how the
decision was made. Finally, each individual is associated
with an observed outcome Y (i.e., return on the decision
made). Now a new individual with only observed features
X comes in and needs to make a treatment decision. The
question is how we can use the data on n observed individ-
uals to help the new individual make the correct decision.
We frame this as an ITE estimation problem below.
We have observed data (Yi,Wi, Xi)ni=1, where n the num-
ber of observations. For each i ∈ {1, ..., n}, Xi ∈ Rd is
the set of features, Wi ∈ {0, 1} is the treatment indicator,
and Yi ∈ R is the outcome of interest. As we consider
high-dimensional setting, d is really large relative to n.
The individual i with Wi = 1 is usually referred to as
treated while the one with Wi = 0 is referred to as control.
We write Yi = Yi(Wi) to denote the potential factual out-
come and Yi(1−Wi) to denote the potential counterfactual
outcome, i.e. the outcome for i had that individual followed
treatment decision (1 − Wi) instead of Wi. The poten-
tial outcome notation is used following the Rubin Causal
Model (see (Imbens & Rubin, 2015) for an overview). We
also denote nt =
n∑
i=1
Wi and nc = n− nt.
We are interested in estimating the ITE of W on Y given
X:
τ(x) = E[Y (1)− Y (0)|X = x].
This quantity is of interest in many fields because it allows
people to make the best decision when they face with two
options. For example, a doctor needs to decide whether
to give a considered medication to a particular patient; a
school needs to decide whether to assign a particular stu-
dent to an honor program or the standard one; etc.
Note that for each individual i, exactly one of Yi(1) and
Yi(0) is observed; if one chose Wi = 1, then one could
not choose Wi = 0 and vice versa. This is the funda-
mental problem of causal inference (Holland, 1986). As
mentioned earlier, this is known as “bandit feedback” in
machine learning. This implies that the outcome of inter-
est Yi(1) − Yi(0) is never known for any individual i; this
makes causal inference hugely different from supervised
learning.
One important remark here is the Stable Unit Treatment
Value Assumption (SUTVA). When we write Y (1) and
Y (0) we implicitly make SUTVA, which assumes that
one’s outcome is not affected by others’ treatment deci-
sions (no interference) and the value of the treatment is
the same across treated individuals (no variation in treat-
ment value).1 The first part of this assumption could well
be violated, for example, in a network setting when peer or
spillover effects exist. The second part of the assumption
could be violated too, for example, in a medical treatment
in which the same medicine contains some stronger ingre-
dients for a subset of patients and weaker components for
others. In this work, we assume away these two issues and
focus on applications when such issues are not present.
We also need to make the unconfoundedness assumption as
usually done in causal inference literature.
Assumption 2.1. (Unconfoundedness)
Conditional on observed features, the potential outcomes
are independent of treatment, i.e.
Y (0), Y (1) ⊥W |X.
This assumption means no other feature could affectW and
Y . This assumption allows one to assign the cause of the
effect Y (1)− Y (0) to only treatment W .
Now, we make assumptions regarding the distributions of
the data. We assume that we observe {Xi|Wi = 1}
drawn i.i.d. from qt(x) associated with {Yi|Wi = 1} =
{Yi(1)|Wi = 1} drawn i.i.d. from qt(y|x); {Xi|Wi = 0}
drawn i.i.d. from qc(x) associated with {Yi|Wi = 0} =
{Yi(0)|Wi = 0} drawn i.i.d. from qc(y|x). Assume that
we also observe {Xi|i ∈ IT } over a targeted population
IT on which we want to estimate the treatment effect. As
we will see later, the averages of the features along each
dimension on IT are meant to be used as targets for the
weighted treated and control groups to match. We assume
that these {Xi|i ∈ IT } are drawn i.i.d. from p(x), and are
observed. However, we observe neither {Yi(1)|i ∈ IT }
which are drawn i.i.d. from pt(y|x) nor {Yi(0)|i ∈ IT }
which are drawn i.i.d. from pc(y|x).
In practice, we use all observed data IT = {i|1 ≤ i ≤ n}
as the targeted population. In this case, part of {Yi(1)|i ∈
IT } and {Yi(0)|i ∈ IT } is observed. Moreover, part of the
feature data {Xi|i ∈ IT } is assumed to have distribution
1Note that it is not to say there is no variation in treatment
effect; in fact, the opposite is true.
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Algorithm 1 Counterfactual Balancing
1: Input: (Yi,Wi, Xi)ni=1
2: Determine balancing weights η ∈ Rnt , γ ∈ Rnc as
η = arg min
η˜∈Rnt
Ft(η˜; ξ, r) s.t.
∑
i
η˜i = 1 and each η˜i ≥ 0
γ = arg min
γ˜∈Rnc
Fc(γ˜; ξ, r) s.t.
∑
i
γ˜i = 1 and each γ˜i ≥ 0
3: Fit
β̂pt,λpt = arg min
β
Gt(β;λpt , α)
β̂pc,λpc = arg min
β
Gc(β;λpc , α)
4: Output: β̂pt,λpt , β̂pc,λpc .
5: Inference: For a new individual with only observed
features xnew, the estimated ITE is
τ̂(xnew) = xnew(β̂pt,λpt − β̂pc,λpc ).
qt(x) while the other part has distribution qc(x); this seems
to contradict our assumption above. However, We still use
all these available data as the targeted population because
we will use only the averages of the features on this data
set for matching purpose; using all data would allow us to
have better match as we look at the whole population.
In deriving the error bounds in the theory section, however,
we still assume all feature data on the targeted population
comes from the same distribution p(x) and no (partial) out-
come is observed.
The last implicit assumption regards the distribution of out-
comes in the targeted population.
Assumption 2.2. (Potential Outcome Distribution)
The conditional distributions of treated and control groups
are the same as that of the targeted population, i.e.
pt(y|x) = qt(y|x) and pc(y|x) = qc(y|x).
If this assumption is not satisfied, then no algorithm could
give a sound estimate for the ITEs.
3. Counterfactual Balancing
Because the observed data and the targeted population over
which we want to estimate the ITEs are distributed differ-
ently, it is natural to balance these groups with balancing
weights to move one group close to the other in terms of
distribution.
In this section, we present a simple procedure for matching
two groups of individuals in terms of feature distribution
and using that to estimate the ITEs. Balancing weights
has a long literature in machine learning, specifically in
covariate shift problems (Reddi et al., 2015) as well as
in causal inference area (Zubizarreta, 2015; Athey et al.,
2016) among others; the latter focuses mostly on average
treatment effect estimation though.
We proceed by denoting by X ∈ Rd the column means of
{Xi|i ∈ IT }, by Xt the feature matrix of the treated indi-
viduals and Xc the feature matrix of the control ones. The
counterfactual balancing algorithm for ITEs is provided in
Algorithm 1. Here,
Ft(η˜; ξ, r) = (1− ξ) ‖η˜‖22 + ξ
∥∥X −XTt η˜∥∥2r
Fc(γ˜; ξ, r) = (1− ξ) ‖γ˜‖22 + ξ
∥∥X −XTt γ˜∥∥2r ,
where the hyperparameter ξ is usually chosen to be 0.5. We
consider both r = 2 and r =∞. Also,
Gt(β;λpt , α) =
1
nt
∑
i:Wi=1
ηi(Yi(1)−Xiβ)2+
λpt
(
(1− α) ‖β‖22 + 2α ‖β‖1
)
Gc(β;λpc , α) =
1
nc
∑
i:Wi=0
γi(Yi(0)−Xiβ)2+
λpc
(
(1− α) ‖β‖22 + 2α ‖β‖1
)
.
In practice, we usually choose α = 0.9 and select λpt , λpc
by cross-validation.
4. Factual-Counterfactual Balancing
In this section, we present the second algorithm (Algorithm
2) for ITE estimation. Here,
Ht(β;λqt , α) =
1
nt
∑
i:Wi=1
(Yi(1)−Xiβ)2+
λqt
(
(1− α) ‖β‖22 + 2α ‖β‖1
)
Hc(β;λqc , α) =
1
nc
∑
i:Wi=0
(Yi(0)−Xiβ)2+
λqc
(
(1− α) ‖β‖22 + 2α ‖β‖1
)
The objective function in Step 4 consists of two terms: a
weighted estimation function and a constraint. The first
term is meant to make the counterfactual prediction accu-
rate while the constraint is meant to keep the final esti-
mators not too far from the estimators obtained in Step 3
through which to make the factual prediction accurate. If
we include only the first term in Step 4, then we should
have good counterfactual prediction but at the same time,
we lose signals. Moreover, the estimator in the usual
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Algorithm 2 Factual-Counterfactual Balancing
1: Input: (Yi,Wi, Xi)ni=1
2: Determine balancing weights η ∈ Rnt , γ ∈ Rnc as
η = arg min
η˜∈Rnt
Ft(η˜; ξ, r) s.t.
∑
i
η˜i = 1 & each η˜i ≥ 0
γ = arg min
γ˜∈Rnc
Fc(γ˜; ξ, r) s.t.
∑
i
γ˜i = 1 & each γ˜i ≥ 0
3: Fit
β̂qt,λqt = arg min
β
Ht(β;λqt , α)
β̂qc,λqc = arg min
β
Hc(β;λqc , α)
4: Determine the final estimates:
β̂finalt = arg min
β
1
nt
∑
i:Wi=1
ηi(Yi(1)−Xiβ)2+
λ′t||β − β̂qt,λqt ||22
β̂finalc = arg min
β
1
nc
∑
i:Wi=0
γi(Yi(0)−Xiβ)2+
λ′c||β − β̂qc,λqc ||22
5: Output: β̂finalt , β̂finalc .
6: Inference: For a new individual with only observed
features xnew, the estimated ITE is
τ̂(xnew) = xnew(β̂finalt − β̂finalc ).
weighted regression is known to be unstable; adding the
constraint would make it closer to the estimator in the un-
weighted regression, which helps increasing stability.
The idea of trading off between factual and counterfactual
outcome predictions appears in the literature. For exam-
ple, (Johansson et al., 2016) use an objective function com-
prising of factual errors, counterfactual errors measured by
nearest neighbor values from the other group, and the dis-
crepancy distance between the distributions of two groups.
5. Theoretical Results
Our error bound results are inspired by (Reddi et al., 2015).
First of all, we obtain an error bound between the treated
group and the targeted population. The error bound be-
tween the control group and the targeted population can be
established in a similar way. Combining these two error
bounds, we can obtain an error bound on the ITE estima-
tion.
The bound between a group (treated or control) and the tar-
geted population is on the relative error for a model fit on
the outcomes of that group and evaluated on the targeted
population, as compared with that if it was fit on the tar-
geted population. In this section, we derive error bounds
with r = 2 and α = 0 in the proposed algorithms. We also
define
β∗pt,λpt = arg min
β
Rpt [β] + λpt ||β||22
β∗qt,λqt = arg min
β
Rqt [β] + λqt ||β||22
where
Rpt [β] = E(Y (1),X)∼pt ||Y (1)−Xβ||22
Rqt [β] = E(Y (1),X)∼qt ||Y (1)−Xβ||22.
and
β∗pc,λpc = arg min
β
Rpc [β] + λpc ||β||22
β∗qc,λqc = arg min
β
Rqc [β] + λqc ||β||22
where
Rpc [β] = E(Y (0),X)∼pc ||Y (0)−Xβ||22
Rqc [β] = E(Y (0),X)∼qc ||Y (0)−Xβ||22.
To obtain error bounds, we need one more assumption re-
garding the balancing weights.
Assumption 5.1. (Balancing Weights)
The true balancing weights η and γ are well defined and
bounded above by C (i.e. ηi, γj ≤ C for all i, j).2
Next, we present the theoretical results on error bounds for
the ITE estimator in Algorithm 1. We start with bounds on
the treated and control groups separately.
Theorem 5.2. Assume 2.1, 2.2, and 5.1. For w ∈ {t, c},
the following holds with probability at least (1− δ):
Rpw [β̂pw,λpw ] ≤ Rpw [β∗pw,λpw ] + ∆wS + ∆wR,
where
∆wS =
L2κ
3
2σ
1
2 (Kw)
nwλpw
√
(Cnw)2 + 1
nw
(
1 +
√
2 log
(
4
δ
))
∆wR =
4(Cnw)Lνpw
√
tr(Kw)
nw
+ 6(Cnw)L
√
log(4/δ)
2nw
.
Here, we write Ep to mean the expectation over X ∼
p(x), Y (1) ∼ pt(y|x), Y (0) ∼ pc(y|x). Also, νpw =∣∣∣∣β∗pw,λpw ∣∣∣∣22; L is the upper bound of ||EY |X ||Y −
Xβ||22||∞; κ is the upper bound of ‖Xi‖2 for all i; Kw
2For example, C = 1 satisfies this assumption.
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is the identity kernel matrix for the treated and control fea-
tures; σ(Kw) is the condition number of matrix Kw (i.e.
the ratio of the largest to smallest singular value in the sin-
gular value decomposition of matrix Kw); and tr(Kw) is
the trace ofKw, which in this case is
∑
i:Wi=1
‖Xi‖22 when
w = t and
∑
i:Wi=0
‖Xi‖22 when w = c.
Proof. This is a direct application of Theorem 5 in (Reddi
et al., 2015) (full paper) with balancing weights (ntη) and
(ncγ), hyperparameters (ntλpt) and (ncλpc), and bounds
(Cnt) and (Cnc).
To establish error bounds on ITE estimation, we need two
other assumptions. The first one regards the sufficiency
of observed features in explaining the dependence between
the potential outcomes.
Assumption 5.3. (Potential Outcome Independence)
The potential outcomes are independent given observed
features, i.e.
Y (0) ⊥ Y (1)|X.
The second one regards the true functional form of Y (1)
and Y (0).
Assumption 5.4. (Linearity)
Ept(y|x)[Y (1)|X] = Xβ∗pt,λpt .
Epc(y|x)[Y (0)|X] = Xβ∗pc,λpc .
Also using this linearity assumption, (Athey et al., 2016)
note that this assumption is strong, but it may be plausible
as the researcher could include transformations of the basic
features in the design or use a pre-training step.
Now, we can give an error bound to the ITE estimator.
Theorem 5.5. Under Assumptions 2.1, 2.2, 5.1, 5.3, 5.4,
the following holds with probability at least (1− δ):
Ep
∥∥∥(Y (1)− Y (0))− (Xβ̂pt,λpt −Xβ̂pc,λpc )∥∥∥22 ≤
2Ep
∥∥∥(Y (1)− Y (0))− (Xβ∗pt,λpt −Xβ∗pc,λpc )∥∥∥22
+ 2
(
∆tS + ∆
t
R + ∆
c
S + ∆
c
R
)
,
where notations are defined in Theorem 5.2.
Proof. By the Cauchy-Schwarz inequality and Theorem
5.2, we have
Ep
∥∥∥(Y (1)− Y (0))− (Xβ̂pt,λpt −Xβ̂pc,λpc )∥∥∥22
≤ 2
(
Rpt [β̂pt,λpt ] +Rpc [β̂pc,λpc ]
)
≤ 2
(
Rpt [β
∗
pt,λpt ] +Rpc [β
∗
pc,λpc
]
)
+ 2
(
∆tS + ∆
t
R + ∆
c
S + ∆
c
R
)
.
Now, Assumptions 5.3 and 5.4 imply
Ep
∥∥∥(Y (1)− Y (0))− (Xβ∗pt,λpt −Xβ∗pc,λpc )∥∥∥22
= Rpt [β
∗
pt,λpt ] +Rpc [β
∗
pc,λpc
]
− 2Ept [Y (1)−Xβ∗pt,λpt ]× Epc [Y (0)−Xβ
∗
pc,λpc
]
= Rpt [β
∗
pt,λpt ] +Rpc [β
∗
pc,λpc
].
This ends the proof.
Remark. We can bound the term in Theorem 5.5 in a dif-
ferent way by noting that
Ept(y|x)[Y (1)−Xβ̂pt,λpt ] = X(β∗pt,λpt − β̂pt,λpt )
Epc(y|x)[Y (0)−Xβ̂pc,λpc ] = X(β∗pc,λpc − β̂pc,λpc ).
Using the similar technique to that above, we can obtain
Ep
∥∥∥(Y (1)− Y (0))− (Xβ̂pt,λpt −Xβ̂pc,λpc )∥∥∥22 ≤
Ep
∥∥∥(Y (1)− Y (0))− (Xβ∗pt,λpt −Xβ∗pc,λpc )∥∥∥22
+
(
∆tS + ∆
t
R + ∆
c
S + ∆
c
R
)
− 2Ep(x)[X(β∗pt,λpt − β̂pt,λpt )X(β
∗
pc,λpc
− β̂pc,λpc )].
This bound is less favorable because the terms β̂pt,λpt and
β̂pc,λpc are still present. However, if we can bound these
terms by β∗pt,λpt and β
∗
pc,λpc
respectively then this error
bound will actually be more favorable.
Now, we move to the ITE estimator in Algorithm 2.
Theorem 5.6. Assume 2.1, 2.2, and 5.1. For w ∈ {t, c},
the following holds with probability at least (1− δ):
Rpw [β̂
final
w ] ≤ Rpw [β∗pw,λpw ] + ∆wSf + ∆wRf ,
where
∆wSf =
L2κ
3
2σ
1
2 (Kw)
nwλ′w
√
(Cnw)2 + 1
nw
(
1 +
√
2 log
(
6
δ
))
∆wRf =
4(Cnw)Lν
′
w
√
tr(Kw)
nt
+
6(Cnw)L
√
log(6/δ)
2nw
+ CL||β̂qt,λqt ||2
with
ν′w = νw +
√√√√√ 4L
λqw
2νqw√tr(Kw)
nw
+ 3
√
log(6/δ)
2nw
.
Here, the notations are defined as in Theorem 5.2, νw =∣∣∣∣β∗pt,λpt − β∗qt,λqt ∣∣∣∣22, and νqw = ∣∣∣∣β∗qw,λqw ∣∣∣∣22.
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Proof. This is an application of Theorem 6 in (Reddi et al.,
2015) (full paper) with balancing weights (ntη) and (ncγ),
hyperparameters (ntλpt) and (ncλpc), and bounds (Cnt)
and (Cnc).
Similarly to Theorem 5.5, we can bound the error of the
ITE estimator in Algorithm 2.
Theorem 5.7. Under Assumptions 2.1, 2.2, 5.1, 5.3, 5.4,
the following holds with probability at least (1− δ):
Ep
∥∥∥(Y (1)− Y (0))− (Xβ̂finalt −Xβ̂finalc )∥∥∥2
2
≤
2Ep
∥∥∥(Y (1)− Y (0))− (Xβ∗pt,λpt −Xβ∗pc,λpc )∥∥∥22
+ 2
(
∆tSf + ∆
t
Rf
+ ∆cSf + ∆
c
Rf
)
,
where notations are defined in Theorem 5.6.
Proof. We can apply exactly the same technique as in the
proof of Theorem 5.5 to establish this bound. Also, a simi-
lar remark could give another error bound.
6. Related Work
Causal inference has been a major research area across dif-
ferent fields, ranging from economics through statistics,
sociology, education, medicine to machine learning (see
(Rubin, 2011; Morgan & Winship, 2014; Tian et al., 2014;
Chernozhukov et al., 2013; van der Laan & Petersen, 2007;
Langford et al., 2011; Scho¨lkopf et al., 2012) among oth-
ers).
Many methods have been proposed to give average treat-
ment effect estimates in both experimental and obser-
vational studies (see (Imbens & Rubin, 2015) for an
overview). Another parallel focus is on the estimation of
ITEs. Recently, there is a new trend in estimating ITEs
with high-dimensional observational data. The methods in
this direction include nearest-neighbor matching, Inverse
Propensity Score Weighting (Rosenbaum, 2002; Austin,
2011), and notably Ordinary Least Square (OLS) with
regularization (such as Elastic-net (Hastie et al., 2011)),
Bayesian Additive Regression Trees (BART) (Chipman
et al., 2010), Causal Forest (Wager & Athey, 2016), and
Counterfactual regression (CFR) by learning balanced rep-
resentations (Johansson et al., 2016).
OLS with regularization consists of estimating the regular-
ized models for the treated and control data separately and
take difference between the two.
Motivated by boosting algorithms, BART is a nonparamet-
ric Bayesian regression using dimensionally adaptive ran-
dom basis elements. This method has been used success-
fully in the past for causal inference learning (Hill, 2011).
Causal Forest is an extension and modification of the tra-
ditional random forest algorithm (Breiman, 2001). This
method consists of many causal trees, each of which es-
timates the treatment effect at the leaves (Athey & Imbens,
2016).
The CFR by learning balanced representation method is
based on using deep learning on an objective function com-
prising of both factual and proxy counterfactual errors and
the discrepancy distance between the distributions of the
treated and control groups.
7. Experiments
In this section, we use simulated data to demonstrate the
performance of the proposed method relative to the state-
of-the-art approaches.
7.1. Simulation Settings
We consider three simulated datasets.
7.1.1. LINEAR OUTCOME MODEL
The first simulation has complex propensity score model
but simple linear outcome model; also, both the propensity
score and outcome models are sparse. Specifically, the data
(Yi,Wi, Xi)
n
i=1 has for each i:
• Xi ∼ N(0, Ip×p);
• Wi ∼ Bernoulli(θi) where θi = 1 − 1/(1 +
eXiβW )1.23 with βW = (1, ..., 1︸ ︷︷ ︸
10
, 0, ..., 0︸ ︷︷ ︸
p− 10
);
• Yi = Xiβ + 10Wi + i where βj = 1/j2 for j =
1, ..., p. Here, i’s are i.i.d. N(0, 1).
We use p = 100 and n = 1500 in which 500 are for testing.
7.1.2. COMPLEX OUTCOME MODEL
The second simulation has both the propensity score and
outcome models being complex. In this simulation, the
propensity score model is sparse but the outcome model
is dense. More precisely, the data (Yi,Wi, Xi)ni=1 consists
of:
• Xi ∼ N(0, Ip×p);
• Wi ∼ Bernoulli
(
1 − e−θi) where θi = 0.89 ×
log
(
1 + e−2−2XiβW
)
with βW = (1, ..., 1︸ ︷︷ ︸
10
, 0, ..., 0︸ ︷︷ ︸
p− 10
);
• Yi = Xiβ + θi(2Wi − 1)/2 + i where βj = 1 for
j = 1, ..., p. Here, i’s are i.i.d. N(0, 1).
We also use p = 100, n = 1500 with 500 testing units.
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Figure 1. Histogram of ITE in IHDP Based Data.
7.1.3. IHDP BASED SIMULATION
We generate a dataset based on (Hill, 2011) who in turn
uses a dataset based on the Infant Health and Development
Program (IHDP). The original IHDP dataset is formed from
a randomized control experiment. (Hill, 2011) uses the
same covariates from this IHDP dataset, simulates out-
comes and introduces an imbalance between the treated and
control groups by removing a subset of the treated group.
In total, (Hill, 2011) uses a dataset of 747 individuals in
which 139 are treated and there are 25 covariates. More
details can be found in that paper. We modify the outcome
formula in setting B of (Dorie, 2016) while keeping other
things unchanged:
Y (0) =
√
exp([1, (X + 0.5)]× β0) +N(0, 1)
and
Y (1) = [1, (X + 0.5)]× β1 +N(0, 1)
where (β0)j = 0 with probability 0.6, and equals each of
{0.1, 0.2, 0.3, 0.4} with probability 0.1 for j = 1, ..., 26;
and (β1)j = 1/j for j = 1, ..., 26.
Due to non-random removal of the treated population, the
propensity score model is not simple. The outcome model
is also complex and sparse. The histogram of the ITE of
this dataset is provided in Figure 1.
7.2. Comparison Metrics
We have a hold-out simulated test set: (Y tei , Y
te
i (1),
Y tei (0), W
te
i , X
te
i )
nte
i=1.
We compare the methods in terms of Precision in Estima-
Table 1. Method Comparison For ITE Estimation on Simulated
Data 1 (Linear Outcome Model)
METHOD SIMPLE DATA
OLS + R 0.35 ± 0.06
BART 0.56 ± 0.06
C.FOREST 0.72 ± 0.08
CFR 0.42 ± 0.13
ALGO 1 - L∞ 0.29 ± 0.13
ALGO 1 - L2 0.41 ± 0.20
ALGO 2 - L∞ 1.01 ± 0.10
ALGO 2 - L2 0.89 ± 0.09
tion of Heterogeneous Effect (PEHE), where PEHE is√√√√ 1
nte
nte∑
i=1
((
Ŷ tei (1)− Ŷ tei (0)
)− (Y tei (1)− Y tei (0)))2.
Here, we assume that we observe only (Xtei )
nte
i=1 on
the test set. For both metrics, the estimated values
(Ŷ tei (1), Ŷ
te
i (0)) are given by the estimation method; for
example, the estimator in Algorithm 2 would use Ŷ tei (1) =
Xtei β̂
final
t and Ŷ
te
i (0) = X
te
i β̂
final
c .
The PEHE metric is motivated by the fact that in many
cases, we are interested in an ITE estimation of an indi-
vidual with only observed covariates X . One such case is
when one needs to make a policy decision on whether an in-
dividual should apply the treatment. In such cases, neither
W nor Y is observed at the time of decision making. Ap-
parently, a good PEHE requires good estimations of both
factual and counterfactual outcomes, or at least the differ-
ence between the two, not just that of the counterfactual.
7.3. Simulation Results
The methods we use to compare our proposed method with
are currently state-of-the-art in estimating ITEs in high-
dimensional observational data: OLS with elastic-net regu-
larization (Hastie et al., 2011), BART (Hill, 2011), Causal
Forest (CF) (Wager & Athey, 2016), Counterfactual re-
gression (CFR) by learning balanced representations (Jo-
hansson et al., 2016). We use the provided R packages
BayesTree for BART, causalForest for CF, and the provided
CFR python code (on TensorFlow) for CFR. We do not tune
the parameters but use the default values instead.
Regarding our proposed methods, we consider both Algo-
rithms 1 and 2 and both L∞ and L2 norms for balancing
weight estimation.
The results are reported in Tables 1, 2, 3 for the three sim-
ulated datasets. For the first dataset (with linear outcome
model), the proposed Algorithm 1 with L∞ norm in defin-
ing the balancing weights works best while the Algorithm
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Table 2. Method Comparison For ITE Estimation on Simulated
Data 2 (Complex Outcome Model)
METHOD COMPLEX DATA
OLS + R 2.90 ± 0.15
BART 7.71 ± 0.45
C.FOREST 5.12 ± 0.64
CFR 3.62 ± 1.11
ALGO 1 - L∞ 8.23 ± 1.20
ALGO 1 - L2 6.79 ± 1.90
ALGO 2 - L∞ 2.84 ± 0.16
ALGO 2 - L2 2.79 ± 0.16
Table 3. Method Comparison For ITE Estimation on Simulated
Data 3 (IHDP Based Data)
METHOD IHDP BASED DATA
OLS + R 0.61 ± 0.13
BART 0.52 ± 0.06
C.FOREST 0.68 ± 0.16
CFR 0.84 ± 0.23
ALGO 1 - L∞ 0.63 ± 0.13
ALGO 1 - L2 1.20 ± 0.47
ALGO 2 - L∞ 0.44 ± 0.09
ALGO 2 - L2 0.92 ± 0.22
2 is extremely weak. However for the last two datasets
(with complex outcome model), Algorithm 2 (also with
L∞ norm) performs strongly. We can intuitively interpret
this as that when the outcome model is simple, the simple
weighted OLS with regularization can capture all the vari-
ations. When this model is complex, we need two steps
to get closer to the true ITE values. Also, in general the
L∞ norm in the balancing weight estimation step tends to
perform better than the L2 norm.
In any dataset, the OLS with Regularization is a very strong
baseline and hard to beat. BART does not perform as well
as it is claimed in (Hill, 2011). This is probably because
we use the default hyperparameters. The same is true for
the CFR method (Johansson et al., 2016). Tuning hyper-
parameters for these two methods would likely help im-
proving the performance greatly. Causal Forest (Wager
& Athey, 2016) is pretty bad for ITE estimation task too.
This may be caused by the fact that we use 500 trees; in-
creasing the number of trees to a much bigger number, say
10, 000 might help. Of course, tuning the hyperparameters
for BART and CFR or using a larger number of trees in
Causal Forest would be computationally expensive.
8. Practical Recommendations
The question we can naturally raise is which of the two
proposed algorithms is better as well as which method we
should use in each situation.
First, whichever algorithm has a smaller error bound would
be more likely to have better performance, though not guar-
anteed. If
νw = ||β∗pt,λpt − β
∗
qt,λqt
||22 << ||β∗pw,λpw ||22 = νpw ,
then the error bound of the estimator in Algorithm 2 is
smaller than that of Algorithm 1. The problem is that we
do not have a clue if this condition holds.
Below, we provide several practical recommendations to
practitioners who need to perform ITE estimation tasks.
• If we know for sure that the outcome model is simple
(e.g., linear), then we should use Algorithm 1. Other-
wise, it is advisable to always use Algorithm 2.
• We should use L∞ norm in determining the balancing
weights in the first step of either proposed algorithm
as it appears more stable than the L2 norm.
• There is no single method that outperforms all oth-
ers in all settings. It is a good practice to use sev-
eral state-of-the-art methods to estimate the ITEs. If
the estimations returned by these methods are signifi-
cantly different, then the results returned by any single
method is not credible enough for the decision makers
to take a confident action. As a related work, Athey
et al. (2017) propose a set of supplementary analyses
for determining the credible ATE estimate.
9. Conclusion
In this paper, we propose a framework for estimating
the ITEs in high-dimensional observational studies. Our
framework consists of defining balancing weights between
the treated and control groups with the whole population,
and using these weights for later steps. Beside theoretical
error bound results, we supply an empirical analysis based
on three simulated datasets. Our proposed methods per-
form very well, and even outperform the state-of-the-art
approaches in the three considered simulations. Moreover,
our methods have the merit of simplicity in terms of imple-
mentation with mostly no need for hyperparameter tuning.
The questions remain, still, include determining which
method is the best in each situation as no method would
always be superior to all others. Supplementary analyses
will likely be required for the practitioners to make credi-
ble decisions.
Another research direction includes considering multiple
treatments in which case the balancing weights should be
more difficult to define.
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