Obtaining a high-quality frontal face image from a low-resolution (LR) non-frontal face image is primarily important for many facial analysis applications. However, mainstreams either focus on super-resolving near-frontal LR faces or frontalizing non-frontal high-resolution (HR) faces. It is desirable to perform both tasks seamlessly for daily-life unconstrained face images. In this paper, we present a novel Vivid Face Hallucination Generative Adversarial Network (VividGAN) devised for simultaneously super-resolving and frontalizing tiny non-frontal face images. VividGAN consists of a Vivid Face Hallucination Network (Vivid-FHnet) and two discriminators, i.e., Coarse-D and Fine-D. The Vivid-FHnet first generates a coarse frontal HR face and then makes use of the structure prior, i.e., fine-grained facial components, to achieve a fine frontal HR face image. Specifically, we propose a facial component-aware module, which adopts the facial geometry guidance as clues to accurately align and merge the coarse frontal HR face and prior information. Meanwhile, the two-level discriminators are designed to capture both the global outline of the face as well as detailed facial characteristics. The Coarse-D enforces the coarse hallucinated faces to be upright and complete; while the Fine-D focuses on the fine hallucinated ones for sharper details. Extensive experiments demonstrate that our VividGAN achieves photo-realistic frontal HR faces, reaching superior performance in downstream tasks, i.e., face recognition and expression classification, compared with other state-of-theart methods.
I. INTRODUCTION
As the requirement of public security increases, authentication plays an important role in daily life [1] . High-quality face images are one of the most discriminative biometric cues to provide identity verification. However, in most imaging conditions, spacing distance and relative location between public cameras and human faces are inevitable interference factors, leading to a vast collection of tiny non-frontal face images. Such low-quality face images not only impede human observation but also degrade the performance of downstream machine perception algorithms.
Motivated by this challenge, many researchers resort to face super-resolution (SR) techniques to recover high-resolution [2] on (a). (d) Face frontalization result of (a) by applying [3] after bicubic upsampling and alignment, a single STN network [4] is introduced to align (a) first. (e) Result obtained by applying [3] first and then [2] . (f) Result obtained by applying [2] first and then [3] . (g) Result of TANN [5] . (h) Fine-grained facial components. (i) Result of VividGAN.
(HR) face images from the tiny inputs. State-of-the-art face SR methods [2] , [6] - [9] utilize deep convolutional neural networks to super-resolve near-frontal low-resolution (LR) faces. Meanwhile, some other works exploit face frontalization algorithms [10] - [13] to achieve frontal faces from their nonfrontal counterparts. Conventional and emerging face frontalization techniques [14] , [15] mainly warp 2D face images according to 3D face models based on real-time detected facial landmarks.
In this study, we propose to hallucinate a frontal HR face from a non-frontal LR input. To achieve this goal, a naive idea is to sequentially combine existing face SR and frontalization models. However, as seen in Figs. 1(e) and (f), the results undergo obvious distortions and severe artifacts. This is mainly caused by two factors: (i) Both face SR and face frontalizaiton are ill-posed inverse problems, and the errors in arXiv:2002.03308v1 [cs.CV] 9 Feb 2020 either process cannot be eliminated by the other process but are exaggerated. (ii) Pose variation brings challenges for state-ofthe-art face SR techniques (see the result in Fig. 1(c) ) and low resolution causes difficulties for existing face frontalization algorithms (see the result in Fig. 1(d) ). Consequently, we face a chicken-and-egg problem: face SR is better guided by face frontalization, while the latter requires a HR face. This challenging issue cannot be addressed by simply combining the two models.
More recently, [5] proposes a Transformative Adversarial Neural Network (TANN), which can jointly frontalize and super-resolve non-frontal LR face images. Compared with the straightforward combination of face frontalization and SR models, the joint mechanism, as performed in TANN, is able to avoid the artifacts. However, due to its single-stage mechanism, TANN does not have a "looking back" mechanism to preview and revise the faces. Therefore, TANN may fail to refine local details for the input faces under extreme poses or complex expressions. As shown in Fig. 1(g) , unnatural artifacts still exist in the result of TANN.
Unlike previous works, we propose a novel Vivid Face Hallucination Generative Adversarial Network (VividGAN), targeting jointly super-resolve and frontalize tiny non-frontal face images without introducing unwanted blurs and artifacts. In this manner, the two tasks, face SR and frontalization can be alternatively facilitated with the guidance from each other in a unified framework. Specially, VividGAN is designed to progressively hallucinate the non-frontal LR face in a coarseto-fine manner (see Fig. 2 ). Furthermore, we observe that inherent facial components, i.e., eyes, noses and mouths, construct the facial structure. Therefore, we introduce the facial structure prior, i.e., fine-grained facial components, as the semantic guidance to achieve realistic facial details as our "finishing touches".
Our VividGAN consists of a Vivid Face Hallucination Network (Vivid-FHnet) that comprises a coarse FH network and a fine FH network, as well as two discriminators, i.e., Coarse-D and Fine-D. Their details are as follows: (i) The coarse FH network is designed to super-resolve and frontalize the input non-frontal LR face roughly. We do not assume the input face is aligned in advance. Instead, we interweave the spatial transformation networks (STNs) [4] with upsampling layers to compensate for the misalignment. In order to guarantee the content-integrity of hallucinated results, we introduce a mirror symmetry loss based on domain-specific knowledge of human faces. As a result, we can generate the coarse frontal HR face, which facilitates the next hallucination procedure. (ii) Subsequently, we propose the fine SR network to explicitly incorporate the structure prior, i.e., fine-grained facial components, to achieve the fine frontal HR face image. First, we design a touching-up subnetwork, which integrates multi-scale upscale and downscale blocks along with skip connections, to effectively estimate the fine-grained facial components (see Fig. 1(h) ). Then, we feed the structure prior and the coarse frontal HR face into a fine-integration subnetwork for further refinement. To do so, we put forward a facial component-aware module, which adopts the facial geometry guidance as clues, to align and merge the coarse face and prior information. (iii) Different from previous works [5] , [16] , [17] use a single discriminator, we choose to employ the two-level discriminators, which promote our coarse-to-fine Vivid-FHnet to produce photo-realistic results. In this manner, we can capture both the global outline of the face as well as detailed facial characteristics. Fig. 1 (i) shows an example of our hallucinated frontal HR face, which is more visually appealing than the state-of-the-art methods.
In summary, our contributions are threefold:
• We propose a novel framework, dubbed Vivid Face Hallucination Generative Adversarial Network (VividGAN), to jointly tackle face SR and face frontalization in a whole framework. Instead of directly hallucinating the non-frontal LR input, we first upsample and frontalize the non-frontal LR face in a coarse granularity and then make use of the structure prior, i.e., fine-grained facial components, to achieve the fine frontal HR face. • We propose a facial component-aware module to facilitate effective enhancement and alignment, based on the facial geometric guidance. In this way, we merge the finegrained facial components to the coarse frontal HR face seamlessly. • Our experiments demonstrate that VividGAN is able to frontalize and super-resolve (by an upscaling factor of 8×) very LR face images (e.g., 16 × 16) accompanied with large poses (e.g., 90 o ) and complex expressions (e.g., "disgust", "fear"). Moreover, the hallucinated face images of VividGAN achieve superior results in downstream tasks, i.e., face recognition and expression classification, compared with other state-of-the-art methods.
II. RELATED WORK

A. Face Super-resolution
Face Super-resolution (SR) aims at establishing the intensity relationships between input LR and output HR face images. The previous works can be categorized into three mainstreams: holistic-based, part-based, and deep learning based methods.
The basic principle of holistic-based techniques is to upsample a whole LR face by a global face model. Wang et al. [18] formulate a linear mapping between LR and HR images to achieve face SR based on an Eigen-transformation of LR faces. [19] incorporates a bilateral filtering to mitigate the ghosting artifacts. [20] morphs HR faces from aligned LR ones based on optimal transport and subspace learning. However, they require precisely aligned input LR and reference HR faces with similar canonical poses and natural expressions.
To address pose and expression variations, part-based methods are proposed to make use of exemplar facial patches to upsample local facial regions instead of imposing global constraints. [21] proposes to super-resolve local LR patches based on a weighted sum of exemplar facial patches in reference HR database. Liu et al. [22] put forward a localityconstrained bi-layer network to jointly super-resolve LR faces as well as eliminate noise and outliers. Moreover, SIFT flow [23] and facial landmarks [24] are introduced to locate facial components for further super-resolution. Thus, these techniques need to localize facial components in LR inputs preciously. In this manner, they cannot process very LR faces.
Recently, deep learning based face SR methods are actively explored and achieve superior performance than traditional methods. Yu et al. [6] put forward a GAN-derived model to hallucinate very LR face images. Huang et al. [25] incorporate the wavelet coefficients into deep convolutional networks to super-resolve LR inputs with multiple upscaling factors. Cao et al. [8] design an attention-aware mechanism and a local enhancement network to alternately enhance facial regions for further super-resolution. Xu et al. [26] achieve joint superresolution and deblurring for face and text images based on the GAN framework with a multi-class adversarial loss. Dahl et al. [27] present an autoregressive Pixel-RNN [28] to hallucinate pre-aligned LR faces. Yu et al. [16] present a multiscale transformative discriminative network to hallucinate unaligned input LR face images with different resolutions. However, these methods focus on super-resolving near-frontal LR faces. Thus, they are restricted to the inputs under small pose variations.
Afterwards, some face SR techniques are put forward to super-resolve the LR faces under large pose variations by introducing facial prior information [2] , [9] , [29] . Chen et al. [9] incorporate the facial geometry priors into their SR model to super-resolve LR faces. Yu et al. [2] exploit the facial component information based on the intermediate upsampled features to encourage the upsampling stream to produce photorealistic HR faces. However, these techniques only superresolve non-frontal LR faces without frontalizing them for better visual perception.
B. Face Frontalization
Frontal view synthesis, termed as face frontalization, is a challenging research for its ill-posed nature, such as selfocclusions and pose variations. Conventional and emerging researches on face frontalization can be grouped into three classes: 2D/3D local feature warping, statistic modeling as well as deep learning methods.
The first category researches date back to the 3D Morphable Model (3DMM) [14] , which extracts the shape and texture bases of a face in PCA subspace. Driven by 3DMM, [30] proposes to formulate new expressions of input faces by estimating the 3D surface from face appearance. Meanwhile, some approaches [15] , [31] , [32] , [32] - [35] put forward to generate frontal faces by mapping each non-frontal face in the gallery set onto a 3D reference surface mesh. However, detecting facial landmarks at acquisition time [36] is the fundamental prerequisite for these approaches to determine the transformation between the gallery image and the query template. Thus, they fail to process the face images with extreme yaw angles or in low resolutions.
Due to the fact that the frontal face has the minimum rank of all various poses, the second category researches propose to infer frontal views based on statistical models by solving a constrained low-rank minimization problem. Sagonas et al. [11] achieve joint face frontalization and facial landmark detection in a whole framework. However, the appearance of their results cannot keep consistent with the frontal views.
More recently, deep learning based methods [3] , [10] , [13] , [37] - [41] have been leveraged for face frontalization research. Kan et al. [42] put forward the stacked progressive autoencoders to progressive frontalize non-frontal HR faces based on the learned pose-robust features. Cole et al. [39] present a face recognition network to decompose a input face image into a sparse set of facial landmarks as well as aligned texture maps. Then, a differentiable image warping operation is conducted on the extracted features to produce the frontal view. [43] proposes a CNN-based model to learn 3DMM shapes as well as texture parameters. However, they render frontal faces without taking the image intensity similarity into consideration, resulting in distorted results.
Later, the community has witnessed rapid development of image generative models based on the adversarial learning strategy. Under this trend, the GAN framework [44] has dominated face frontalization research. Tran et al. [3] propose a GAN-based model to learn the disentangled representation of input faces, achieving label-assisted face frontalization and pose-invariant face recognition. Jie et al. [45] propose the high fidelity pose in-variant model to synthesize the frontal face based on estimated dense correspondence fields and recovered facial texture maps.
Above all, the state-of-the-art techniques treat face frontalization as a HR image-to-image translation problem without taking face SR into consideration simultaneously. On the contrary, our goal is to frontalize profile faces in low resolution as well as super-resolve facial details at the same time, resulting in more challenging synthesis task.
III. PROPOSED METHOD: VIVIDGAN
Our VividGAN consists of a Vivid-FHnet that comprises a coarse FH network and a fine FH network, and two discriminators, i.e., Coarse-D and Fine-D. We design the coarse FH network to provide a preview for the fine FH network to further revise. Meanwhile, the tailor-made two-level discriminators are introduced to force the hallucinated frontal HR faces to be more realistic.
A. Coarse FH network
First, we propose the coarse FH network to recover the coarse frontal HR face image. The architecture of our coarse FH network is illustrated in Fig.3 . First, an input LR face is encoded to latent features by a convolutional layer.
Then, we hallucinate the latent features by a cascade of Feature Transform module (FT module), which is composed of a spatial transform network (STN) [4] , a residual block [46] , and a deconvolutional layer. Inspired by [5] , [16] , in each FT module, the spatial transform network (STN) [4] layer is used to line up the intermediate features. Afterwards, the deconvolutional layer is adopted to upsample the aligned features. Meanwhile, the residual block [46] is introduced to promote the recovery of high-frequency details as well as increase the network capacity. Since the STN and upsampling layers are interwoven together, our coarse FH network can effectively learn to eliminate the undesired influence of misalignment.
During training, we introduce not only the pixel-wise intensity similarity, known as pixel-wise l 2 loss, but also the featurewise identity similarity, known as perceptual loss [47] . They are able to enforce the distribution of the latent features to resemble their corresponding frontal counterparts. Specially, to fully utilize the domain-specific knowledge on human faces, we introduce a mirror symmetry loss to guarantee the content-integrity of the generated frontal face. Similar to the works [16] , [17] , the discriminative loss is employed to achieve upright frontal HR faces. In this way, as shown in Fig. 6 (b), our coarse FH network can effectively perform face SR and frontalization on the unaligned non-frontal LR face.
B. Fine FH Network
Then, in the following fine FH network, we design the touching-up subnetwork to estimate the structure prior, i.e., fine-grained facial components. Afterwards, the fineintegration subnetwork is proposed to merge the coarse frontal HR face and prior information seamlessly. In this manner, the fine frontal HR face is generated.
1) Touching-up subnetwork for prior estimation: After obtaining the coarse frontal HR face, the inherent facial components, i.e., eyes, noses, mouths, can be easily localized based on facial landmarks. Then, our touching-up subnetwork takes each coarse facial component as input and estimates the fine-grained one (see Fig. 4 ).
Inspired by the U-net architecture [48] , our touching-up subnetwork integrates successive convolutional and deconvolutional layers along with skip connections to achieve feature fusion. In this way, multi-scale features of facial components can be captured to achieve photo-realistic enhancement. During training, we utilize the intensity similarity loss to constrain the fine-grained facial components to be similar to the corresponding ground-truths.
To effectively align and integrate the coarse frontal HR face with prior information, the fine-grained facial components are stitched onto a masked template to produce a fused view (see Fig. 6(c) ). Meanwhile, the max-out fusing strategy is adopted to reduce the stitching artifacts on the overlapping areas in this procedure. Specially, we have established the Inherent Facial Component Dataset (IFC-set), consisting of left eyes, right eyes, noses and mouths. The IFC-set is constructed based on public and self-built databases, including the Multi-PIE database [49] , the MMI Facial Expression database [50] , the Celebrity Face Attributes database [51] as well as our proposed PSD-HIGHROAD database [52] . Part of our IFC-set will be released on our website.
2) Fine-integration subnetwork: After inferring the coarse frontal HR face and prior information, i.e., fine-grained facial components, performing accurate alignment and integration becomes the most challenging task. To do so, we design the fine-integration subnetwork, as shown in Fig. 5(a) , to generate the fine frontal HR face in three steps: (i) the encoder concatenates the coarse frontal HR face and prior information to produce the fused features; (ii) the facial component-aware module achieves facial components alignment and enhancement in feature level; (iii) the decoder reconstructs the fine frontal HR face.
Facial component-aware module: After obtaining the fused features from the encoder, we apply the facial componentaware module to supervise accurate alignment and enhancement. Fig. 5 (b) demonstrates the composition of our facial component-aware module. First, the staked hourglass module [53] is adopted to predict the facial landmark heatmaps from the fused features. Then, we fed the facial landmark heatmaps and the fused features to the integration block for recalibrating.
Inspired by the non-local block [54] , the operation procedure of our integration block is as follows.
First, the landmark heatmaps F H and the fused features F C are normalized and transformed into two feature spaces θ and ψ to calculate their similarity. Then, the attention features F CH can be formulated as a weighted sum of the landmark heatmaps F H that are similar to the corresponding positions on the fused features F C . For the i th output response: 
where W θ is also learnt during the training process. σ is a trade-off parameter, which is set to 1 in our experiment. Because the facial landmark heatmaps provide facial geometric guidance, our integration block provides spatial configuration of the inherent facial components.
To verify the effectiveness our facial component-aware module, we conduct comparison experiments. As shown in Fig. 6 (f), the VividGAN variant without the facial component-aware module produces flawed results. As expected, VividGAN generates photo-realistic faces (see Fig. 6(j) ).
C. Two-level Discriminators
Inspired by [16] , [17] , we employ the discriminative network to force the generated faces to lie on the same manifold as real frontal faces.
Our Vivid-FHnet hallucinates the non-frontal LR face in a coarse-to-fine manner and produces coarse and fine faces. In this way, the single discriminator, which is commonly used in previous works [5] , [16] , [17] , [55] , is unable solve them both. Thus, we propose the two-level discriminators, i.e., Coarse-D and Fine-D, to address these two kinds of inconsistencies. The Coarse-D enforces the coarse hallucinated face to be a upright and complete preview; while the Fine-D focuses on the fine hallucinated one for more sharper details. In this manner, dual discriminative supervision is formulated in our hallucination procedure to avoid the poor convergence problem of GAN.
To analyse the effect of our two-level discriminators, we perform the results of different VividGAN variants, as shown in Figs. 6 (g),(h),(i) and (j). It can be obviously seen that the results of VividGAN (Fig. 6 (j) ) capture both the global outline of the face as well as detailed facial characteristics.
D. Loss Terms
In our work, we incorporate five individual losses, including the mirror symmetry loss (L sys ) with pixel-wise intensity similarity loss (L mse ), feature-wise identity similarity loss (L id ), structure-wise similarity loss (L h ) and class-wise discriminative loss (L adv ). Here, we detail their basic forms.
1) Mirror symmetry loss: Human faces, like many biological forms, show high levels of mirror symmetry. Thus, we introduce the mirror symmetry loss (L sys ) to guarantee the content integrity for the hallucinated faces.
The mirror symmetry loss L sys of a generated imageĥ i takes the formulation:
where h i represents the horizontal flipped image for the generated oneĥ i .
2) Pixel-wise intensity similarity loss: To enforce the hallucinated face to approximate to the ground truth face in intensity level, the intensity similarity loss L mse is introduced:
where p(ĥ, h) represents the joint distribution of the generated resultsĥ i and the corresponding ground truths h i . As mention in [56] , L mse leads to high peak signal-tonoise ratio (PSNR) values. However, only employing L mse in feed-forward optimization is insufficient to capture the highfrequency features, resulting in over-smoothed results (see Fig. 6(d) ). 3) Feature-wise identity similarity loss: Identity preservation is one of the most important goals in face hallucination [57] . Thus, we adopt the identity similarity loss L id to calculate the Euclidean distance between the high-level features of the hallucinated face and the ground truth one, enabling the identity preserving ability of VividGAN.
The identity similarity loss L id is defined as:
where Φ(·) represents the extracted feature vector from the AveragePooling layer of the Resnet50 model [46] for the input images. As Fig. 6(e) shows, L id promotes the generated results retaining more details. 4) Structure-wise similarity loss: To facilitate face alignment as well as provide spatial configuration of facial components, the structure-wise similarity loss [17] L h is introduced as supervision for our facial component-aware module, which is defined as:
where H k ( f i ) represents the k-th predicted facial landmark heatmap, which is estimated by the stacked hourglass module [53] on the intermediate facial features f i . H k (h i ) denotes the k-th ground truth facial landmark heatmap obtained by running the Face Alignment Network (FAN) [58] on the ground truth image h i . Here, we use 68 point facial landmarks to produce the ground-truth heatmaps. Note that L h is the prerequisite constrain for our facial component-aware module. 5) Class-wise discriminative loss: Aiming at generating photo-realistic results, we infuse the class discriminative information into our Vivid-FHnet by adopting the two-level discriminators. Our goal is to make the two-level discriminators fail to distinguish hallucinated faces from ground truth ones.
The objective function L D for the discriminator is defined as below:
where D and d represent the discriminator and its parameters. During training, we minimize the loss L D and update the parameters for the discriminator.
However, our Vivid-FHnet is designed to produce realistic face images, which should be classified as real faces by the discriminators. Thus, the discriminative loss L adv can be represented uniformly as:
Aiming at optimizing the Vivid-FHnet, we minimize the loss L adv to update the parameters.
E. Training details
We train the coarse FH network, the touching-up subnetwork and the fine-integration subnetwork to generate coarse frontal HR faces, fine-grained facial components as well as fine frontal HR faces in our unified model. As mentioned in Sec. III. B and C, their training losses are distinct.
The objective function for the coarse FH network, L C , is expressed as:
The objective function for the touching-up subnetwork, L T , is expressed as:
The objective function for the fine-integration subnetwork, L F , is expressed as:
Above all, the total objective function for Vivid-FHnet, L G , is expressed as:
Since we intend to hallucinate frontal HR faces rather than generate random faces, we set lower weights on L id , L h as well as L adv . Thus, α 1 , ψ 1 , α 2 , γ 2 and ψ 2 in Eqs. 9, 10 and 11 are set to 0.01. Not that, the superscripts for symbols in all the equations always refer to the corresponding networks.
Specially, the training process of our VividGAN model is in three steps: (i) Pre-train the coarse FH network with loss L C (Eq. 9); (ii) Pre-train the touching-up subnetwork with loss L T (Eq. 10); (iii) Train the whole VividGAN model with three separate losses: L G (Eq. 12) is for the VividFHnet, loss L c D (Eq. 7) is for the Coarse-D and loss L f D (Eq. 7) is for the Fine-D. In the final step, the learning rate of our fineintegration subnetwork is set to be 10 times as the former two subnetworks. Fig. 7 : The inherent facial components. For each part, the first column is the coarse facial components, the second column is the fine-grained facial components, the third column is the ground truth facial components. 
IV. PRIOR KNOWLEDGE FOR JOINT FACE SR AND FRONTALIZATION
Any real-world object has distinct distribution in its structure, including human faces. Hence, we choose to model and leverage the facial structure prior to facilitate joint face SR and frontalization. From this viewpoint, there are two questions worthy of exploiting: (i) Is the facial structure prior knowledge really useful for joint face SR and frontalization? (ii) How much improvement does it bring?
To answer the above questions, we conduct subjective and objective experiments on the Multi-PIE database [49] , which provides non-frontal/frontal face pairs of 337 individuals under various poses and illumination conditions. We introduce 48K face pairs, consisting of non-frontal faces (±15 • , ±30 • , ±45 • , ±60 • , ±75 • , ±90 • ) and corresponding frontal faces (0 • ), to construct the training set. The rest 2K face pairs are used for testing.
A. Baseline Models
We formulate two baseline models to verify that the structure prior knowledge is significant for joint face SR and frontalization.
The baseline models are summarized as follows (Here, we denote VividGAN as V, touching-up network as TN, ground truth as GT):
• V-TN: we remove the touching-up subnetwork and construct the "V-TN" model, which consists of the coarse FH network and the fine-integration subnetwork. • V+GT: we introduce the ground truth structure prior, i.e., ground truth facial components, to replace the estimated prior of the touching-up subnetwork, formulating the "V+GT" model.
B. Effects of Prior Information
The performance of the compared models are illustrated in Fig. 8 . Thus, we can answer the proposed two questions at the beginning of this section.
As we can see, the results in Figs. 8(b) and (c) show more vivid facial details than the result in Fig. 8(a) . This clearly manifests the importance of the facial prior knowledge in hallucination process.
Then, how much improvement does prior information bring? According to Fig. 8 , which presents the PSNR and Structural SIMilarity (SSIM) values of the compared models on the testing set, V+GT model (with the ground truth structure prior) outperforms VividGAN model (with the estimated structure prior) as well as V-TN model (without prior information) with 0.505 dB and 2.116 dB, respectively. Based on the PSNR value, the positive effect of the facial prior knowledge for joint face SR and frontalization is confirmed.
Specially, VididGAN provides a solution to hallucinate finegrained facial components directly from non-frontal LR inputs, as shown in Fig. 7 .
V. EXPERIMENTS A. Experimental Setup
VividGAN is trained and tested on multiple widely used benchmarks, i.e., the Multi-PIE database [49] , the MMI Facial Expression (MMI) database [50] and the Celebrity Face Attributes (CelebA) database [51] .
Multi-PIE [49] has been described in Sec. IV. CelebA [51] is a large in-the-wild database that contains more than 200K face images under different pose, occlusion and background variations. MMI [50] contains 480 image sequences performed by 80 persons. The persons are of mixed ages, different genders, and various ethical backgrounds. We selected the first two images as neutral faces and the last two fifth part as emotional faces. Each of the face images has been manually annotated as one of the seven basic expression categories: "angry", "disgust", "fear", "happy", "sad", "surprise", or "neutral".
Note that the MMI and CelebA databases only provide frontal faces rather than frontal/non-frontal face pairs. Thus, for the training purpose, we use a popular 3D face model [35] to synthesize the non-frontal HR face images under eight different poses (±22 • , ±40 • , ±55 • , ±75 • ). Afterwards, we manually transform and downsample these synthesized nonfrontal HR faces to formulate the unaligned non-frontal LR images (16 × 16 pixels). Fig. 9 illustrates some synthesized non-frontal faces.
In this manner, we generate 18K and 7K frontal/non-frontal face pairs (frontal HR face/unaligned non-frontal LR face) for the CelebA and MMI databases, respectively. We choose 80 percent of the face pairs for training and 20 percent of the face pairs for testing. Under this setting, the training and testing sets do not overlap.
1) Compared methods: We conduct comparative experiments in three fashions.
• F+SR: face frontalization techniques (DRGAN [3] , Hassneret al. [12] ) + face SR methods (SRGAN [56] , CBN [7] , WaveletSRnet [59] , TDAE [55] ) (we use bicubic interpolation to adjust image sizes); • SR+F: face SR methods (SRGAN [56] , CBN [7] , WaveletSRnet [59] , TDAE [55] ) + face frontalization techniques (DRGAN [3] , Hassneret al. [12] ); • Joint SR+F: TANN [5] and our VividGAN.
In the first fashion (F+SR), we first frontalize the nonfrontal LR faces, and then super-resolve the frontalized ones by state-of-the-art SR methods. In the second fashion (SR+F), we first super-resolve the non-frontal LR faces, and then frontalize the upsampled ones. In the third fashion (Joint SR+F), TANN [5] jointly achieves face SR and frontalization in a whole framework.
For a fair comparison, we retrained these models on our training dataset. Since SRGAN [56] , CBN [7] and WaveletSRnet [59] cannot achieve face alignment during their upsampling procedure, we employ a STN [4] network to align the input unaligned LR faces. However, TANN [5] , TDAE [55] and our VividGAN generate upright results automatically. Furthermore, compared to DRGAN [3] and Hassneret al. [12] , our VividGAN does not need accompanying pose or facial landmark labels to serve as guidance information for face frontalization. As Fig. 10(b) and 11(b) show, the combination of bicubic interpolation and frontalization methods [3] , [12] are handicapped to generate photo-realistic facial details. Since bicubic upsampling only interpolates new pixels from neighboring pixels without training, the produced non-frontal HR images always lack details. Thus, the following frontalization results are accompanied with more artifacts. In addition, the results also suffer from obvious skew artifacts. This indicates that it is difficult to align LR faces accurately by a simple STN network. Benefiting from the multiple STN layers embedded in our coarse FH network, along with the supervision of the classwise discriminative loss, VividGAN generates upright frontal HR faces, as seen in Figs. 10(i) and 11(i).
B. Subjective Evaluation
As discussed in Sec. III, face frontalization for LR inputs is a challenging task. This is reflected by the results of the first combination fashion (F+SR) (see Figs. 10(c), 10(d), 11(c) and 11(d)), where the face appearances are accompanied with distorted contours and ghosting artifacts. This phenomenon is caused by the failed SR procedure on the defective frontalized faces. However, benefiting from the mirror symmetry loss, our coarse FH network succeeds in preserving the contentintegrity of the frontalized faces, which benefits the following hallucination step. Thus, our VividGAN achieves satisfied results (see Figs. 10(i) and 11(i)) with well-maintained facial structure as well as identity-preserving details.
Since current face SR methods [7] , [25] , [55] , [56] fail to super-resolve the input faces under large pose variations and produce results with false artifacts and broken structures, which largely deteriorate the following face frontalization procedure. In this way, the second combination fashion (SR+F) also fails to recover authentic face details (see Figs. 10(e), 10(f), 11(e) and 11(f)). However, as verified in Sec. IV, benefiting from the estimated facial structure prior (see Fig. 10 (h) and 11(h)), VividGAN is able to reconstruct fine facial details, especially when the LR inputs are accompanied with large poses (e.g., -90 o , the forth line in Fig. 10(i) ).
TANN [5] , as the first proposed framework to jointly perform face SR and frontalization in a whole framework, can generate relative satisfactory results, shown in Figs. 10(g) and 11(g). However, due to its single-stage mechanism, when the input LR faces are accompanied with extreme poses (e.g., the forth line in Fig. 10(a) ) or complex expressions (e.g., the fifth and sixth lines in Fig. 11(a) ), TANN fails to preserve realistic facial details. In contrast, our VividGAN is able to revise facial details and recover visually appealing faces (e.g., "weird mouth" (the fifth line in Fig. 11(i) ) and "slight closed eyes" (the sixth line in Fig. 11(i)) ).
Above all, our VividGAN can generate photo-realistic frontal HR faces from very LR inputs span across various poses and expressions, showing in Figs. 10(i), 11(i) and 12.
C. Objective Evaluation
The above qualitative performance are confirmed by quantitative evaluations. We report average PSNR and SSIM values for the compared methods on the testing set, in two different perspectives (see Tabs. I and II).
As can be seen from Tab. I, our VividGAN achieves remarkable results than the rest in both indoor and in the wild databases. Specially, on the MMI testing set, VividGAN outperforms the second best technique, TANN, with a large margin of approximate 2.7 dB in PSNR. This result corroborates the subjective finding for the inputs under complex expressions. Thanks to our coarse-to-fine Vivid-FHnet, which recovers photo-realistic facial details, resulting in superior quantitative performance.
In Tab. II, the first and second numbers denote PSNR and SSIM scores, respectively. It is apparent from Tab. II that VividGAN achieves impressive performance in all the rotation degrees. Closer inspection of the table shows that the results of VividGAN in extremely high rotation degrees still get largescale increases than the state-of-the-art methods. This also verifies that VividGAN can attain photo-realistic hallucinated results when the input LR faces are accompanied with extreme poses. This satisfied performance can be attributed to the facial structure prior knowledge. As a result, VividGAN does not degrade seriously as the rotation degree increases.
D. Ablation Analysis
We report the performance of different VividGAN variants, which are trained with various loss combinations, on MultiPIE and CelebA (see Tab. III and Fig. 6 ). With a slight abuse of notation, we denote the compared VividGAN variants as: L id , L h , L sys , L c adv and L f adv . Note that L h is the prerequisite constrain for our facial component-aware module.
As demonstrated in Tab. III, only adopting L mse leads to unsatisfied quantitative results (L − G in Tab. III). Then, the identity similarity loss L id not only improves the visual quality (see Fig. 6 (e)) but also increases the quantitative performance (L † G in Tab. III). This is due to the factor that L id forces the highorder moments of the hallucinated faces, i.e., feature maps of faces, to be similar to their ground-truths. In addition, we also verify the effectiveness of the mirror symmetry loss L sys , which are formulated based on the domain-specific knowledge on human faces. As indicated in Tab. III (L ‡ G ), the introduction of L sys leads to better quantitative performance. Moreover, since the adversarial loss L c adv promotes the face alignment and frontalization performance for the coarse hallucinated faces, the results of L G are more superior than the former ones. Finally, we confirm that the two-level discriminators boost the hallucination performance significantly, resulting the highest quantitative performance (L G in Tab. III). 
VI. DISCUSSIONS
In this section, we demonstrate that our VividGAN benefits the downstream tasks, i.e., face recognition and expression classification.
A. Comparisons with SoA on Face Recognition
We employ a state-of-the-art pretrained face recognition model (SphereFaceNet [60] ) to conduct face recognition experiments on the Multi-PIE database. We choose the images of 50 different individuals, including twelve poses and five severe illumination conditions, to form the probe set. Then, all the face images in the probe set are down-sampled and then hallucinated by the compared methods. The frontal HR image under normal illumination of each individual is selected as the ground truth to construct the gallery set. For each face image, we extract the deep features (SphereFace) [60] from the output of the FC 1 layer in SphereFaceNet model. Tab. IV indicates the face recognition results of the compared methods.
Specially, for the sake of fair comparison, we also verify the compared techniques based on varying gallery sets to get the average recognition rates (see Fig. 13 ). In this setting, the gallery face image for each individual is varied from the first hallucinated face to the last one. The number of experiment times is equal to that of the hallucinated faces per individual in the probe set.
Above all, our VividGAN improves the face recognition performance significantly compared to the other methods. Specially, the face recognition rate of our hallucinated faces outperforms that of the original non-frontal LR faces by a large margin. Thus, our VividGAN has remarkable identity preservation ability, which substantially satisfies the need of the downstream face recognition task. 
B. Comparisons with SoA on Face Expression Classification
Furthermore, our VividGAN also achieves significant improvement in face expression classification performance.
We perform a standard 10-fold subject-independent crossvalidation on the MMI database. First, the synthesized frontal/non-frontal MMI face pairs are split into 10 subsets according to the identity information via an ascending order. Thus, the individuals in any two subsets are mutually exclusive. For each run, 9 subsets are employed for training and the remaining one subset for testing. Here, we retrain all the compared hallucination models and a state-of-the-art expression classification model, VGG-VD-16 [61] . We perform such 10 runs by enumerating the subset used for testing. Then, in each validation branch, we use the fine-tuned VGG-VD-16 [61] model to get the expression classification results for all the testing face samples. Here, the testing face samples include the hallucinated frontal HR faces by the compared hallucination models, the non-frontal LR faces (upsampled by bicubic interpolation) and the ground truth frontal HR faces. Finally, the expression classification results are computed as 
C. User Study
To demonstrate the effectiveness and superiority of VividGAN, we conduct a user study.
We choose fifty CelebA female as well as fifty CelebA male LR faces with various poses as testing samples. For each testing sample, six different hallucinated HR frontal face images are shown at the same time where one is generated by VividGAN and the others are generated by the other compared methods, i.e., TANN and other four combination methods. The participants are required to choose the most similar one with respect to the ground-truth image. Twenty participants are invited to finish the user study. Finally, we collect 2000 votes from the participants and show the percentage of votes for each compared method in Fig. 15 . The result shows that the hallucinated faces obtained by our VividGAN are preferred more often than those of other methods.
VII. CONCLUSION
This paper presents an end-to-end trainable VividGAN framework to jointly super-resolve and frontalize tiny nonfrontal face images, in a coarse-to-fine fashion. VividGAN fully utilizes the facial prior knowledge and achieves face SR (an upscaling factor of 8×) along with frontalization (with pose variations up to 90 o ). Moreover, we also provide a solution for fine-grained facial component hallucination directly from non-frontal LR faces. With the aid of the twolevel discriminators, our network realizes a preview and revise mechanism to generate visually appealing results. Experimental results validate the effectiveness of VividGAN, which yields identity-preserving faces and substantially boosts the performance of downstream tasks, i.e., face recognition and expression classification. 
