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У сучасних економічних програмах підготовки бакалаврів з обліку і 
аудиту курс “Економіко-математичне моделювання” займає одно з ключових 
місць. Вивчення цього курсу дає можливість засвоїти інструментарій для 
оцінки економічних процесів, встановлення причинно-наслідкового зв’язку між 
показниками, розробки прогнозу діяльності підприємства, побудувати моделі, 
кількісно визначити виробничо-господарські аспекти діяльності суб’єктів 
господарювання. Без використання методів економіко-математичного 
моделювання неможливо добитися успіху в таких сферах, як банківська справа, 
фінанси, бізнес. Особливо слід відзначити важливість економіко-
математичного моделювання для фінансових менеджерів, які приймають 
оперативні й стратегічні рішення і є, по суті, спеціалістами з обліку і аудиту. 
Встановлення достовірних причинно-наслідкових зв’язків дозволяє не тільки 
констатувати факт наявності економічних зв’язків і зміни показників в тому чи 
іншому напрямку, а й розробити управлінські дії щодо негативних явищ і 
побудувати моделі й прогнози стратегічного розвитку підприємства.  
Слід зазначити, що в практичній діяльності вітчизняних підприємств 
економіко-математичне моделювання не здобуло широкого використання. 
Тому, на нашу думку, відсутність  системного підходу до використання методів 
економіко-математичного моделювання, недооцінка їх важливості призвели до 
того, що більшість вітчизняних підприємств не можуть не тільки стабілізувати 
свою діяльність, але й продовжують “згасати”.  
Предметом вивчення дисципліні є методологія та інструментарій 
побудови і розв’язування детермінованих оптимізаційних задач. 
Метою курсу є формування системи знань з методології та 
інструментарію побудови і використання різних типів економіко-математичних 
моделей. 
У структуру курсу включено 12 тем. Основний зміст їх полягає у 
визначенні концептуальних аспектів математичного моделювання економіки, 
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оптимізаційних економіко-математичних моделей, у формуванні і вирішенні 
задач лінійного програмування, у визначенні аспектів цілочислового програмування 
і формуванні нелінійних оптимізаційних моделей економічних систем, в оцінці 
і управлінні ризиком в економіці, в економетричному моделюванні.  
Перелік практичних занять і тем для студентів денної форми навчання 
напряму підготовки 6.030509 «Облік і аудит» представлено в таблиці. 
 
Таблиця - Практичні заняття для студентів денної форми навчання  
напряму підготовки 6.030509 «Облік і аудит» 
 






1. Концептуальні аспекти математичного моделювання 
економіки 
2 
2. Оптимізаційні економіко-математичні моделі 4 
3. Задача лінійного програмування та методи її розв’язування 6 
4. Теорія достовірності та аналіз лінійних моделей 
оптимізаційних задач 
4 
5. Цілочислове програмування 4 
6. Нелінійні оптимізаційні моделі економічних систем 4 
7. Аналіз та управління ризиком в економіці 2 
8. Система показників кількісного оцінювання ступеня ризику 2 
9. Принципи побудови економетричних моделей. Парна лінійна 
регресія 6 
10. Лінійні моделі множинної регресії 4 
11. Узагальнені економетричні моделі 4 




ЗМІСТ ПРАКТИЧНИХ ЗАНЯТЬ 
 
Заняття 1 
Тема 1. Концептуальні аспекти математичного моделювання економіки  
(2 год.) 
 
Питання для розгляду: 
1. Що таке економіко-математичне моделювання? 
2. Назвіть етапи розвитку економіко-математичного моделювання? 
3. Визначте поняття «Модель» і які види моделей Ви можете назвати. 
4. Назвіть основні етапи моделювання? 
5. Які види явищ Ви знаєте? 
6. Визначте випадкову величину і її числову характеристику? 
7. Назвіть і охарактеризуйте закони розподілу випадкової величини? 
8. Як перевіряють статистичні гіпотези? 
9. Назвіть етапи попередньої обробки інформації? 
 
Практичні завдання: 
Завдання 1. Встановити, при якому обсязі спостережень n вибірка є 
генеральною сукупністю, якщо Р=0,95 або 95%, ε=0,85 і σу=4,56? 
Вирішення 
Р=2Φ(Ńα)=0,95 або Ф(Ńα)= 475,02
95,0
 за нормованою інтегральною функцією 














τα ytn  спостережень 
 
Завдання 2. Є вибірка обсягом n=150 спостережень. Середнє значення по 
вибірці 
_
Y =12,86; середнє квадратичне відхилення σу2=6,24; рівень значущості α 
=0,05; максимальне значення ознаки ymax =32,64, що вивчається; мінімальне – 
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ymin =3,42. Визначити можливість використання в подальших дослідженнях ymax 
і ymin. 
Вирішення 
При заданому рівні  4996,05,005,01)( 150 =−−=αφ t , Ńα =3,366.  
Допустимий інтервал дорівнює 
86,3314,824,6366,386,1224.6366.386,12
__
<<−=⋅+<<⋅−=+≤=− iiyiy YYtYYtY ττ αα  
Всі спостереження можуть бути використані при подальшій обробці. 
 
Завдання 3. По двох об’єктах зібрана інформація з наступними 




Y 2=13,5; σy12=65,3; 
σy2
2
=57,9. Визначте рівень значимості при формуванні гіпотези про 
однорідність сукупності вибіркових даних. 
 
Вирішення 










Звідси Р=2Φ(1,76)=0,92 або 92%. Гіпотеза про однорідність сукупності 
вибіркових даних затверджується з рівнем значущості α =0,08 або 8%. 
 
Завдання 4. Визначити закон розподілу витрат часу проходження 
рухомим складом маршруту між двома зупинками (хвил.) при n=180 
спостережень і ymin=0,70, ymax1,57 хв. Розмір інтервалу складає 0,1. Побудуйте 
гістограму і полігон розподілу. Розрахуйте показники нормального закону 
розподілу. 
Вирішення 


























































1) 57,2)38,0(97,2''' 22_22 =−−=−= ycpy ττ  










































;6)12(9)1( =+−=+−= Skf  χ2рас<χ2табл. 5%. 
Таким чином, теоретична крива розподілу зіставляється з емпіричним 










































































































































































































































































































Джерела: 5, 13, 14, 22, 23, 24, 26, 27, 37, 38, 39, 40, 49, 53, 61, 63, 64, 65, 
67, 70, 72, 74, 78, 79, 80. 
 
Заняття 2, 3 
Тема 2. Оптимізаційні економіко-математичні моделі (4 год.) 
 
Питання для розгляду: 
1. Охарактеризуйте оптимізаційні моделі і назвіть їх види. 
2. В чому полягають задачі умовної і безумовної оптимізації. 
Охарактеризуйте ці задачі. 
3. Які методи використовуються для вирішення задач умовної і 
безумовної оптимізації і в чому вони полягають.  
4. В чому полягають економіко-математичні моделі оптимізації випуску 
продукції, розподілу фінансових ресурсів по оптимізації зростання 
потужностей підприємства, розподілу капітальних вкладень по 
проектам. 
 
Завдання 1. Задача про найкраще використання ресурсів. Хай деяка 
виробнича одиниця (цех, завод, об’єднання і т. п.), виходячи з кон'юнктури 
ринку, технічних або технологічних можливостей і наявності ресурсів, може 
випускати n різних видів продукції (товарів), відомих під номерами, які 
позначаються індексом j )n.1j( = . Її  позначатимемо j∏ .  
Підприємстві при виробництві цих видів продукції необхідно обмежиться 
наявними видами ресурсів, технологій, інших виробничих чинників (сировини, 
напівфабрикатів, робочої сили, устаткування, електроенергії і т. п.). Всі ці види 
обмежуючих називаються називають інгредієнтами iR . Хай їх число дорівнює 
m; припишемо їм індекс i  )m.1i( = . Вони обмежені, і їх кількість дорівнює 
m21 b,...,b,b  відповідно  умовних одиниць. Таким чином,  )b;...;b;...;b(b mi1= - 
вектор ресурсів.  
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Відома економічна вигода (міра корисності) виробництва продукції 
кожного вигляду, розрахована, скажімо, за відпускною ціною товару, його 
прибутковістю, витратами виробництва, ступенем задоволення потреб і т.п. 
Визначимо цю міру, наприклад, ціну реалізації jc )n.1j( = , тобто 
)c;...;c;...;c;c(c nj21=  - вектор ціни. Відомі також технологічні коефіцієнти ija , які 
вказують, скільки одиниць i-го ресурсу необхідно для виробництва одиниці 
продукції j-го виду.  
Матрицю коефіцієнтів ija   називають технологічною і визначають буквою 
А. Маємо ]a[A ij= . Позначимо через )x;...;x;...;x(x nj1=  план виробництва, що 
показує, які види товарів nj1 ,...,,..., ∏∏∏  потрібно виробляти і в яких кількостях, 
щоб забезпечити підприємству максимум об'єму реалізації при тих, що є ре-
сурсах.  
Оскільки jc  - ціна реалізації одиниці j'-й продукції, ціна jx  реалізованих  
одиниць буде дорівнювати jjcx , а загальний об'єм реалізації nn11 xс...xcZ ++= . 
Цей співвідношення - цільова функція, яку потрібне максимізувати.  
Оскільки jijxa  - витрати i-го ресурсу на виробництво  jx  одиниць j-й 
продукції, то, підсумувавши витрату i-го ресурсу на випуск всіх n видів 
продукції, отримаємо загальну витрату цього ресурсу, який не повинен 
перевищувати ib  )m.1i( =   одиниць: 
                                            ininjij11i bxa...xa...xa ≤+++ .                                         (2.1) 
Щоб план )x;...;x;...;x;x(x nj21=  був реалізований, разом з обмеженнями на 
ресурси потрібно накласти умову позитивності на об'єми  jx  випуску продукції:  
                                                       0x j ≥  )n.1j( = .                                                (2.2) 
Таким чином, модель задачі про найкраще використання ресурсів має 
вигляд: 




1j jjxcZmax                                                (2.3) 
при обмеженнях: 
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                                                       ∑
=
≤n
1j ijij bxa )m.1i( =                                        (2.4) 
                                                        0x j ≥ )n.1j( =                                                     (2.5) 
Оскільки змінні jx  входять у функцію )x(z  і систему обмежень тільки в 
першому ступені, а показники jiij c,b,a  є постійними в плановий період, то 
співвідношення (1.3)-(1.5) - задача лінійного програмування. 
Задача 2. Задача на визначення оптимального плану виробництва 
або реалізації продукції при забезпеченні максимального результату. Фірма 
- булочно-кондитерський комбінат (БКК) випускає наступні види продукції, 
перераховані в табл. 2.1  
Таблиця 2.1 - Види продукції 
Номер продукції  j 1 2 3 4 5 
Найменування 
продукції 
булки тістечка ватрушки коржики слойки 
 
Для випуску цих видів продукції необхідні ресурси, які представлені в 
табл. 2.2 де також вказана кількість кожного виду ресурсу, що є на складі БКК.  
Таблиця 2.2 - Види і кількість ресурсу для випуску продукції 
Номер ресурсу   i 1 2 3 4 5 
Найменування ресурсу мука цукор масло сир яйця 
Кількість ресурсу 200 кг 50кг 50 кг 50 кг 500 шт. 
 
  В табл. 2.3 наведена рецептура, тобто необхідна кількість кожного виду 
ресурсу для вироблення кожного виду продукції.  
Таблиця 2.3 - Кількість кожного виду ресурсу для вироблення кожного виду 
продукції 
       Продукція  j 











1 Мука, кг 0,1 0,04 0,08 0,06 0,05 
2 Цукор, кг 0,01 0,05 0,02 0,04 0,03 
3 Масло, кг 0 0,05 0,01 0,02 0,02 
4 Сир, кг 0 0 0,05 0,02 0,03 
5 Яйця, шт. 0,1 0,2 0,2 0,2 0,3 
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В табл. 2.4 наведена відпускна ціна на одиницю кожного виду продукції.  
 
Таблиця 2.4 – Відпускна ціна на одиницю кожного виду продукції 










Відпускна ціна на  
од. продукції Сj , 
грн. 
0,84 3,2 1,6 1,5 2,1 
 
Фірмі необхідно визначити такий оптимальний план випуску кожного 
виду продукції: чого і в якій кількості приготувати, щоб при тих, що є в БКК 
ресурсах отримати максимальний дохід від реалізації, тобто максимізувати 
наступну цільову функцію: 
                                                             







                 
                                             (2.6) 
де Cj - ціна одиниці  j - го виду продукції 
         xj- кількість виробленого  j - го виду продукції. 
Обмеження на ресурси задаються системою: 
                                                                       




∑ , ; ,1 5
1
5
                 
                                     (2.7) 
де  aij - кількість  i - го ресурсу для виробництва одиниці  j - виду 
продукції (табл. 2.2)  
         bi - кількість  i - го виду ресурсу (табл. 2.1). 
 
Завдання для самоконтролю: 
1. Встановити, при якому обсязі спостережень n вибірка є генеральною 
сукупністю, якщо Р=0,95 або 95%, ε =0,80 і уσ =4,18? 
2. Є вибірка обсягом n=100 спостережень. Середнє значення по вибірці 
У = 10,12; середнє квадратичне відхилення 2уσ =5,12; рівень значущості α =0,05; 
максимальне значення ознаки уmах=26,16; мінімальне - уmіn=3,09. Визначити 
можливість використання в подальших дослідженнях уmах і уmіn. 
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3. По двох об'єктах зібрана інформація з наступними кількісними 




Y 2=12,5; σy12=61,4; σy22=55,6. 
Визначте рівень значимості при формуванні гіпотези про однорідність 
сукупності вибіркових даних. 
4. Визначити закон розподілу витрат часу проходження рухомим складом 
маршруту між двома зупинками (хвил.) при n=190 спостережень і ymin=0,50 хв., 
ymax=1,46 хв. Розмір інтервалу складає 0,1. Побудуйте гістограму і полігон 
розподілу. Розрахуйте показники нормального закону розподілу. 
5. Знайдіть екстремум функції випуску продукції у вигляді у = f(x) 
аналітичним методом.  
6. Знайдіть екстремум функції у = х1 + х2 за умови х1 + х2 - 1 = 0 або 
розв’яжіть задачу на умовний екстремум методом Лагранжа. 
 
Джерела: 4, 5, 12, 16, 23, 26, 37, 40, 61, 63. 
 
Заняття 4, 5, 6 
Тема 3. Задача лінійного програмування та методи її розв’язування (6 год.) 
 
Питання для розгляду: 
1. В чому сутність задач лінійного програмування? 
2. Які особливості задач лінійного програмування Ви можете виділити? 
3. Розкрийте сутність симплексного методу? 
4. Розкрийте алгоритм використання симплексного методу при 
вирішенні задач лінійного програмування. 
5. Які методи використовуються при вирішенні задач лінійного 
програмування. 
6. Розкрийте змістовну постановку транспортної задачі. 
7. Сформулюйте математичну модель транспортної задачі? 
8. Встановіть особливості вирішення закритої транспортної задачі. 
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9. Охарактеризуйте алгоритм визначення початкового опорного плану в 
транспортній задачі методом північно-західного кута. 
10. Визначте напрями формування оптимального опорного плану 
транспортної задачі? 
11. Назвіть види транспортних задач і охарактеризуйте їх. 
 
Задача 1. Фірма виробляє дві моделі А і В збірних книжкових полиць. Їх 
виробництво обмежено наявністю сировини (високоякісних дощок) і часом 
машинної обробки. Для кожного виробу моделі А потрібен 3 м2 дощок, а для 
моделі В - 4 м2. Фірма може одержувати від своїх постачальників до 1700 м2 
дощок в тиждень. Для кожного виробу моделі А потрібно 12 хв. машинного 
часу, а для виробу моделі В - 30 хв. В тиждень можна використовувати 160 
годин машинного часу. Скільки виробів кожної моделі слід випускати фірмі в 
тиждень, якщо кожний вироб моделі А приносить 2 грн. прибутку, а кожний 
виріб моделі В - 4 грн. прибутку?  
Вирішення 
Побудова математичної моделі. 
Хай x1 - кількість випущених за тиждень полиць моделі А, а x2 - кількість 
випущених полиць моделі В.  
Тоді: 3x1 - кількість дощок, що необхідно на тиждень для виготовлення 
полиць моделі А 
4x2- кількість дощок, що необхідно на тиждень для виготовлення полиць 
моделі В 
3x1 + 4x2- кількість дощок що вимагаються на тиждень для виготовлення 
книжкових полиць двох моделей, а за умовами задачі це число не повинно 
перевищувати 1700 м2, отже, одержуємо перше обмеження: 
3x1+ 4x2<=1700 (1) 
Знайдемо обмеження на використання машинного часу. 
12 хв. складають 0,2 години, а 30 хв. - 0,5 години, таким чином: 
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0,2x1 - кількість часу, що вимагається на тиждень для виробництва полиць 
моделі А; 
0,5x2 - кількість часу, що вимагається на тиждень для виробництва полиць 
моделі В; 
0,2x1 + 0,5x2 - кількість часу, що необхідно на тиждень для виробництва 
двох моделей, а по умові задачі це число не повинно перевищувати 160 годин, 
отже, одержуємо друге обмеження: 
0,2x1 + 0,5x2<=160 або 2x1 + 5x2<=1600 (2) 
Крім того, оскільки x1 і x2 виражають щотижневий обсяг виробів, що 
випускаються, то вони не можуть бути негативними, тобто  
x1>=0, x2>=0 (3) 
Ця задача полягає в тому, щоб знайти такі значення x1 і x2, при яких 
щотижневий прибуток буде максимальним. Складемо вираз для щотижневого 
прибутку: 
2x1 - щотижневий прибуток, який одержаний від продажу полиць моделі 
А. 
4x2 - щотижневий прибуток, який одержаний від продажу полиць моделі 
В 
Тоді F=2x1 + 4x2 - щотижневий прибуток, який повинен бути 
максимальним. Таким чином, маємо наступну математичну модель для даної 
задачі. 
 
F=2x1 + 4x2->max 
Отримана модель є задачею лінійного програмування. Функція F - це 
цільова функція, вона є лінійною функцією своїх змінних(x1 і x2). Обмеження 
на ці змінні (1) і (2) теж є лінійними. Виконана умова позитивності для змінних 
x1 і x2. 
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Необхідно знайти значення змінних x1 і x2, при яких дана функція F 
приймає максимальне значення, при дотриманні обмежень, що накладаються на 
ці змінні. 
Рішення, що задовольняють системі обмежень і вимогою позитивності, є 
допустимими, а рішення, що задовольняють одночасно і вимогою мінімізації 
(максимізації) функції в цілому є оптимальними. 
 
Задача 2. Три заводи, що виготовляють бетоні конструкції, постачаються 
цементом з чотирьох складів. Попит заводів bj відповідно дорівнює 280, 90 і 
180 тис.т/міс. Пропускна здатність складів ai,- відповідно становить 200, 150, 80 
і 120 тис.т/міс. Відстані перевезень (у км) 
 
із і-го складу на j-й завод подані в матриці C=[cij]= 
 
Потрібно скласти план перевезень цементу зі складів на заводи, що 
задовольняв би пропускним спроможностям складів і потребам заводу, а 
сумарний пробіг вантажного транспорту був би мінімальним. 
Вирішення 
Позначимо через xij - кількість цементу, який щомісяця потрібно 
доставляти щомісяця на  j-го   завод з i-го складу. Тоді математична модель 
задачі має вигляд: 
y=x11+5x12+3x13+6x21+8x22+9x23+2x31+7x32+4x33+4x41+x42+11x43→min;       (3.1) 




Ω: x11+x21+x31+x41=280;                                                                       (3.2) 
 x12+x22+x32+x42=90;                                                                         (3.3) 
 x13+x23+x33+x43=180;                                                                        (3.4) 
 x11+x12+x13=200;                                                                               (3.5) 
 x21+x22+x23=150;                                                                               (3.6) 
 x31+x32+x33=80;                                                                                 (3.7) 
 x41+x42+x43=120;                                                                                (3.8) 
 xij≥0.                                                                                                   (3.9) 
1   5   3 
6   8   9 
2   7   4 
4   1   
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200  0  0 
80   70 0 
0     20 60 
0     0   120 
Тут (3.1) - цільова функція, (3.2) - (3.4) - обмеження задачі що визначають 
місячні запаси цементу на складах, (3.5) - (3.8) – обмеження задачі, що 
визначають місячну потребу в цементі на заводах (3.9) - обмеження, що 
визначає неможливість негативних значень для постачань цементу на заводи. 
1-й крок. 1-й етап. Використовуючи метод північно-західного кута, 
знайдемо опорне рішення транспортної задачі (3.1)- (3.9). 
Відповідно до цього методу заповнюємо таблицю, починаючи лівого 
верхнього квадрата. Порівнюємо запас вантажу в першому пункті відправлення 
(200 тис.т/міс.) із потребою першого пункту призначення (280 тис.т/міс.). 
Вибираємо меншу величину (200) і записуємо її в даний квадрат. Оскільки весь 
запас у першому пункті відправлення вичерпаний, то з подальшого розгляду 
виключаємо перший рядок і переходимо в сусідню клітку, що знаходиться 
нижче заповненої. У новій клітці для частини таблиці, що залишилася, 
повторюємо процедуру заповнення верхньої лівої клітки, але з урахуванням 
того, що потреба першого пункту призначення зменшилася на 200 тис.т/міс. і 
стала рівною 80 тис.т/міс. Тобто порівнюємо запас другого пункту 
відправлення (150 тис.т/міс.) із новою потребою першого пункту призначення 
(80 тис т/міс). Вибираємо меншу величину(80) і записуємо її в нову клітку 
Оскільки потреба у вантажі в першому пункті призначення повністю 
задоволена, то з подальшого розгляду виключаємо перший стовпець і 
переходимо в сусідню клітку, що знаходиться справа від тільки що заповненої. 
Для нової верхньої лівої клітки частини таблиці, що залишилася, повторюємо 
процедуру заповнення з урахуванням зміни запасу в другому пункті 
відправлення на 50 тис.т/міс. І так доти, поки не буде заповнено m+n-2 кліток. 
Остання (m+n-2)-я клітка заповнюється механічно - у неї записується 
залишкова потреба останнього пункту призначення або залишковий запас 
останнього пункту відправлення. В умовах задачі це величина 120. Усі 




 Х0 = відображені в табл. 3.1. Ці результати в таблиці виділені 
напівжирним шрифтом. 
Для початкового опорного плану обчислюємо значення цільової функції 
(3.2): 
y0=1х200+6х80+8х70+7х20+4х60+11х120=2940 тис.т/міс. 
Це значення буде використано на наступних кроках для контролю просування 
до оптимуму. Значення цільової функції повинно послідовно зменшуватися з 
кожним кроком. 
Таблиця 3.1 - Проміжні результати по знаходженню початкового опорного 
плану 
Пункт призначення 







280 90 180 
Потенціал пункту 
відправлення αi 
1 200 1 
200 
5 3 0 
















призначення βi 1 3 0 
 
 
2-й етап. Знайдений опорний план перевіряємо на оптимальність. У 
зв'язку з там знаходимо потенціали пунктів відправлення і призначення із 
системи 
 
β1-α1=1, β2-α2=8, β3-α3=4, 
β1-α2=6, β2-α3=7, β3-α4=11. 
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200  0    0 
80   70   0 
0      0    80 
0     20  100 
що містить шість рівнянь із сімома невідомими. Вважаючи α1=0, знаходимо 
β1=1, α2=-5, β2=3, α3=-4, β3=0, α3=-11. Записуємо знайдені потенціали в табл.3.2. 
3-й етап. Для кожної вільної клітки обчислюємо числа αij=βi-αj-cij: α12=-2, 
α13=-3, α23=-4, α31=3, α41=8, α42=13. 
Записуємо знайдені числа у відповідні вільні клітки табл.3.2 і вміщуємо 
їх у рамочки, щоб відрізняти їх від іншої інформації в таблиці Тому що серед 
чисел αij є позитивні, то опорний план Х0 не є оптимальним. 
4-й етап. Серед позитивних чисел αij вибираємо максимальне: α42=13. Для 
відповідної вільної клітки будуємо цикл, а саму клітку позначаємо знаком «+». 
У табл. 3.1 зайняті клітки, що складають цикл, виділені сірим фоном. Потім 
позначаємо знаками «-» і «+» по черзі інші клітки циклу, слідуючи уздовж 
ломаної лінії циклу. 
Найменшим із чисел xij у «мінусових» клітках є x32 (20). Дана клітка стає 
вільною, а інші клітки циклу змінюють свої значення в такий спосіб: Х42=20, 
х43=120-20=100, х33=60+20=80. 





При такому опорному плані функція цілі (3.1) стає рівною 2680 тис.т/міс, 
що менше вихідного значення 2940 тис.т/міс. 
На цьому закінчується 1-й крок оптимізації. На наступному кроці 
процедура 1-го кроку повторюється, але без 1-го етапу. 
2-й крок. Аналізуємо новий опорний план (табл. 3.2) на оптимальність. 
Знову знаходимо потенціали пунктів відправлення і пунктів призначення, для 
чого складаємо таку систему рівнянь: 
 
β1-α1=1, β2-α2=8, β2-α4=1, 
β1-α2=6, β3-α3=4, β3-α4=11. 
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130   0   70 
150   0    0 
0       0    80 
0      90   30 
Вважаючи α1=0, знаходимо β1=1, α2=-5, β2=3,α4=2, β3=13, α3=9. Для 
кожної вільної клітки обчислюємо числа αij: α12=-2, α13=10, α23=9, α31= -10, α32=-
13, α41=-5. 
Тому що серед чисел αij є позитивні (α13=10, α23=9), то опорний план X1 не 
є оптимальним. 
Таблиця 3.2 - Новий опорний план 
Пункт призначення 







280 90 180 
Потенціал пункту 
відправлення αi 





















призначення βi 1 3 13 
 
Серед позитивних чисел αij вибираємо максимальне: α13=10. Для 
відповідної вільної клітки будуємо цикл, а саму клітку позначає знаком «+». У 
табл. 3.2 зайняті клітки, що складають цикл, виділені рим фоном. Потім 
позначаємо вузлові клітки циклу по черзі знаками «-» і «+». 
Найменшим із чисел xij у «мінусових» клітках є х23 (70). Дана клітка стає 
вільною, а інші клітки циклу змінюють свої значення в так спосіб: x11=200-
70=130, x13=70, х21=80+70=150, x42=20+70=90, x43=100-70=30. 






При такому опорному плані функція (3.1) стає рівною 1980 тис.т/міс, що 
значно менше попереднього значення 2680 тис.т/міс. 
3-й крок. Аналізуємо новий опорний план (табл. 3.3) на оптимальність. 
Знову знаходимо потенціали пунктів відправлення і пунктів призначення, для 
чого складаємо наступну систему рівнянь: 
β1-α1=1, β1-α2=6, β2-α4=1, 
β3-α1=3, β3-α3=4, β3-α4=11. 
Вважаючи α1=0, знаходимо β1=1, β3=3, α2=-5, β3=4, α3=0, α4=-8, β2=-7. 
Для кожної вільної клітки обчислюємо числа αij: α12=-12, α22=-10, α23=-1, α31=-1, 
α32=-14, α41=5. Оскільки серед чисел αij одне позитивне (α41=5), то опорний план 
Х2 не є оптимальним. 
Таблиця 3.3 - Новий опорний план 
Пункт призначення 







280 90 180 
Потенціал пункту 
відправлення αi 























призначення βi 1 -7 3 
 
 
Для відповідної вільної клітки (нижньої, лівої) будуємо цикл, а саму 
клітку позначаємо знаком «+». У табл. 3.3 зайняті клітки, що складають цикл, 
виділені сірим фоном. Потім позначаємо вузлові клітки циклу по черзі знаками 
«-» і «+». Найменшим із чисел xij у «мінусових» клітках є х43 (30). Дана клітка 
стає вільною, а інші клітки циклу змінюють свої значення в такий спосіб: x11 
=130-30=100, х13 =70+30=100, x14=30. 
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100  0   100 
150  0    0 
0      0    80 
30    90  0 






При такому опорному плані функція (3.1) стає рівною 1830 тис.т/міс, що 
менше попереднього значення 1980 тис.т/міс. 
4-й крок. Аналізуємо новий опорний план (табл. 3.4) на оптимальність. 
Знову знаходимо потенціали пунктів відправлення і пунктів призначення, для 
чого складаємо наступну систему рівнянь: 
β1-α1=1, β1-α2=6, β1-α4=4, 
β3-α1=3, β3-α3=4, β2-α4=1. 
Вважаючи α1=0, знаходимо β1=1, β3=3, α2=-5, α3=-1, α4= -3, β2= -2. Для 
кожної вільної клітки обчислюємо числа αij: α12=-7, α22=-4, α23=-1, α31=0, α32=-8, 
α41=-5. Тому що серед чисел αij і немає строго позитивних, то опорний план Х3 є 
оптимальним. 
Таблиця 3.4 - Новий опорний план 
Пункт призначення 







280 90 180 
Потенціал пункту 
відправлення αi 























призначення βi 1 -2 3 
 
Джерела: 14, 26, 29, 47, 50, 56, 61, 63, 64, 67, 80. 
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Заняття 7, 8 
Тема 4. Теорія достовірності та аналіз лінійних моделей оптимізаційних 
задач    (4 год.) 
 
 Питання для розгляду:  
1. Охарактеризуйте поняття «достовірність». 
2. Назвіть напрями оцінки достовірності. 
3. По яким напрямам відбувається аналіз лінійних моделей 
оптимізаційних задач. 
4. Охарактеризуйте область допустимих рішень і критерій 
оптимальності. 
5. В чому полягає інтепритація отриманих економічних результатів, 
отриманих на основі лінійних оптимізаційних моделей.  
Задача 1. Розроблена лінійна модель виду  









- індикатор розвитку (відношення нового капіталу до 
інвестованого капіталу);  
вР - рівень витрат;  
зР - рівень матеріальних запасів.  
Встановіть достовірність розрахунків моделі (4.1) на основі встановленої 
погрішності. Вихідні статистичні дані представлених економічних показників 
представлено в табл. 4.1. 






1 0,113 0,957 0,042 
2 0,09 -1,052 0,057 
3 0,092 1,047 0,052 
4 0,083 1,075 0,066 
5 0,069 1,113 0,09 
6 0,067 1,123 0,099 
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Продовження табл. 4.1 
7 0,069 1,118 0,094 
8 0,08 1,085 0,071 
9 0,081 1,09 0,066 
10 0,009 1,354 0,137 
11 0,016 1,33 0,127 
12 0,024 1,302 0,118 
13 0,031 1,269 0,113 
14 0,048 1,198 0,108 
15 0,05 1,193 0,104 
16 0,055 1,174 0,099 
17 0,057 1,165 0,099 
18 0,063 1,146 0,094 
19 0,063 1,141 0,094 
20 0,074 1,113 0,075 
21 0,075 1,108 0,071 
22 0,08 1,09 0,066 
23 0,082 1,08 0,061 
 
Вирішення  
 Визначення оцінок індикатора розвитку та помилки розрахунків моделі 
(4.1) представимо в табл. 4.2  
Таблиця 4.2 - Розрахунок оцінок індикатора розвитку та помилки 
Параметри моделі (4.1) № спосте-
реження К
К '
 0,326 -(0,212 х Рв) -(0,08 х Рз) (
К
К ' )’ 
∑ ((
К
К ' )’- 
К
К ' ) 
1 0,113 0,326 -0,203 -0,009 0,114 0,001 
2 0,09 0,326 -0,223 -0,012 0,091 0,001 
3 0,092 0,326 -0,222 -0,011 0,093 0,001 
4 0,083 0,326 -0,228 -0,014 0,084 0,001 
5 0,069 0,326 -0,236 -0,019 0,071 0,002 
6 0,067 0,326 -0,238 -0,021 0,067 0 
7 0,069 0,326 -0,237 -0,020 0,069 0 
8 0,08 0,326 -0,230 -0,015 0,081 0,001 
9 0,081 0,326 -0,231 -0,014 0,081 0 
10 0,009 0,326 -0,287 -0,029 0,01 0,001 
11 0,016 0,326 -0,282 -0,027 0,017 0,001 
12 0,024 0,326 -0,276 -0,025 0,025 0,001 
13 0,031 0,326 -0,269 -0,024 0,033 0,002 
14 0,048 0,326 -0,254 -0,023 0,049 0,001 
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Продовження табл. 4.2 
15 0,05 0,326 -0,253 -0,022 0,051 0,001 
16 0,055 0,326 -0,249 -0,021 0,056 0,001 
17 0,057 0,326 -0,247 -0,021 0,058 0,001 
18 0,063 0,326 -0,243 -0,020 0,063 0 
19 0,063 0,326 -0,242 -0,020 0,064 0,001 
20 0,074 0,326 -0,236 -0,016 0,074 0 
21 0,075 0,326 -0,235 -0,015 0,076 0,001 
22 0,08 0,326 -0,231 -0,014 0,081 0,001 
23 0,082 0,326 -0,229 -0,013 0,084 0,002 
∑  1,471 х х х 1,492 0,021 
 
 В результаті розрахунків встановлено, що помилка розрахунків складає 
0,021 тис. грн./тис. грн. або 2,1%. Таке значення свідчить про високий рівень 
достовірності розрахунків параметрів лінійної моделі, оскільки значення 
помилки наближається до нуля.  
 З теорії статистики відомо, якщо рівень помилки складає від 0 до 5%, то 
результати розрахунків можна вважати достовірними. 
 
Завдання для самоконтролю: 
1. Підприємство випускає протягом планового періоду 2 виду продукції 
столи і стільці. При їх виробництві використовуються три види ресурсів. Дані 
по їх витратам на випуск одного виробу, запаси ресурсів, а також прибуток від 
реалізації одиниці продукції наведено в табл. 4.3.  
Таблиця 4.3 - Дані по витратам на випуск одного виробу, запасів ресурсів, 
прибутку від реалізації одиниці продукції 
 Стіл Стільці Запас ресурсів 
Ресурс 1 4 6 24 
Ресурс 2 3 2 12 
Ресурс 3 1 1 8 
Прибуток 4 5  
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8   0   3   7   6 
3   5   4   13 1 
6   8   9   9   3 
 Необхідно спланувати виготовлення такої кількості  столів і стільців, щоб 
при цих умовах виробництва прибуток був максимальним.  
 
 2. Припустимо, що денний раціон тварин повинно входити поживні 
речовини двох видів в кількості, яка представлена в табл. 4.4. Є можливість 
складати раціон із кормів двох видів, для яких задано змістопоживних речовин 
в одиниці корму і ціні однієї одиниці кожного з видів кормів.  
Таблиця 4.4 - Дані про поживні речовини і вартість кормів на підприємстві 
 Корм 1 Корм 2 Поживні речовини в раціоні 
Поживна речовина 1 2 1 12 
Поживна речовина 2 6 4 30 
Ціна корму 5 2  
 
При задоволенні умов по необхідному змісту поживних речовин в цьому 
раціоні необхідно досягти його мінімальної вартості. 
   3. Фірма виробляє дві моделі А і В збірних книжкових полиць. Їх 
виробництво обмежено наявністю сировини (високоякісних дощок) і часом 
машинної обробки. Для кожного виробу моделі А потрібен 2 м2 дощок, а для 
моделі В - 5 м2. Фірма може одержувати від своїх постачальників до 1300 м2 
дощок в тиждень. Для кожного виробу моделі А потрібно 15 хв. машинного 
часу, а для виробу моделі В - 30 хв. В тиждень можна використовувати 180 
годин машинного часу. Скільки виробів кожної моделі слід випускати фірмі в 
тиждень, якщо кожний виріб моделі А приносить 4 грн. прибутку, а кожний 
виріб моделі В -  2 грн. прибутку?  
 4. Скласти оптимальний план перевезень цегли між трьома заводами і 
п’ятьма об’єктами будівництва, якщо відстані (в км) між заводами і об’єктами 
будівництва визначаються матрицею 
 
 
[ ]== ijСС                                             , ,3,1=i  .5,1=j  
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 Відомі потужності заводів і об’єктів будівництва. 
 Дані про потужність заводів і об’єктів будівництва студентом 
вибираються із табл. 4.5 і табл. 5.6 відповідно до його варіанту. Варіант 
вибирається за останньою цифрою номеру залікової книжки студента. 
Таблиця 4.5 - Потужність цеглових заводів (тис. шт. за добу) 
Варіант № 
заводу 1 2 3 4 5 6 7 8 9 10 
1 3,4 3,0 4,2 3,1 1,9 0,9 1,0 2,5 3,3 1,8 
2 2,3 1,5 1,3 4,2 2,6 4,3 3,1 3,5 3,9 4,3 
3 2,8 4,0 3,0 1,2 4,0 3,3 4,4 2,5 1,3 2,4 
 
Таблиця 4.6 - Потужність об’єктів будівництва (тис. шт. за добу) 
Варіант № об’єктів 
будівництва  1 2 3 4 5 6 7 8 9 10 
1 1,5 0,9 1,1 1,0 2,7 2,1 1,2 2,5 2,8 1,3 
2 1,6 2,5 1,3 3,0 1,5 2,3 1,9 2,0 1,9 0,6 
3 2,1 3,0 2,2 0,6 1,0 1,4 1,8 1,7 1,1 2,4 
4 1,7 0,7 3,1 1,9 3,0 1,2 1,5 0,9 0,7 3,0 
5 1,6 1,4 0,8 2,0 0,3 1,5 2,1 1,4 2,0 1,2 
 
 5. Скласти оптимальний план забудови мікрорайону міста, якщо відомо, 
що він повинен забудовуватися житловими будинками трьох серій. 
Характеристики житлових будинків кожної серії подані в табл. 4.7. З огляду на 
демографічний прогноз населення проектування мікрорайону, необхідно, щоб 
кількість квартир відповідала проектному завданню, що представлено в табл. 
4.8. 
 Дані про проектну кількість квартир вибираються із табл. 4.8 відповідно 




Таблиця 4.7 - Склад квартир і кошторисна вартість житлових будинків різних 
серій (для всіх варіантів однакові) 
Серія Характеристика житлових будинків 
1 2 3 
Кількість квартир - усього 200 210 150 
в тому числі     на двох чоловік 50 50 60 
                          на трьох чоловік 60 70 50 
                          на чотири чоловіки 90 90 40 
Кошторисна вартість житлового будинку, 
тис. грн. 
1200 1250 800 
 
Таблиця 4.8 - Проектна кількість квартир у мікрорайону на 2, 3 і 4 чоловіки 
Варіант Склад 
сім’ї 1 2 3 4 5 6 7 8 9 10 
2 чол. 600 800 750 625 900 850 950 700 1000 800 
3 чол. 1800 1750 1850 1750 2100 1900 2000 1850 1950 2050 
4 чол. 700 650 800 600 750 550 400 850 600 450 
 
1. Встановіть достовірність розрахунків моделі: 




++= ,                             (4.2) 
де Кобз - коефіцієнт оборотності матеріальних запасів; 
 Кобдз - коефіцієнт оборотності дебіторської заборгованості. 
на основі встановленої погрішності. Вихідні статистичні дані визначених 












Кобз  Кобдз  
1 0,661 2,25 1,16 
2 0,595 1,96 1,06 
3 0,587 1,93 1,05 
4 0,576 1,87 1,07 
5 0,527 1,63 1,09 
6 0,523 1,61 1,10 
7 0,525 1,62 1,09 
8 0,574 1,86 1,07 
9 0,577 1,87 1,07 
10 0,424 1,12 1,14 
11 0,469 1,34 1,13 
12 0,487 1,43 1,12 
13 0,495 1,47 1,11 
14 0,503 1,51 1,11 
15 0,507 1,53 1,10 
16 0,515 1,57 1,11 
17 0,515 1,57 1,11 
18 0,519 1,59 1,09 
19 0,520 1,60 1,09 
20 0,526 1,63 1,07 
21 0,523 1,62 1,07 
22 0,559 1,79 1,06 
23 0,561 1,80 1,05 
 
Джерела: 2, 4, 7, 12, 18, 30, 43, 48, 52, 55, 56, 60, 66, 75, 80, 91. 
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Заняття 9, 10 
Тема 5. Цілочислове програмування (4 год.) 
 
 Питання для розгляду:  
1. Охарактеризуйте сутність цілочислового програмування. 
2. Розкрийте напрями формулювання і вирішення задач цілочислового 
програмування:  
3. Які методи використовуються при вирішенні задач цілочислового 
лінійного програмування. Охарактеризуйте їх. 
4. Представте алгоритм вирішення задач цілочислового програмування. 
5. В чому полягає метод Гомори і представте алгоритм вирішення задач 
цілочислового програмування цим методом. 
6. В чому полягає метод віток і меж і представте алгоритм вирішення 
задач цілочислового програмування цим методом. 
7. Охарактеризуйте математичну модель цілочислової транспортної 
задачі. 
8. Назвіть види і висвітіть особливості вирішення задач цілочислового 
лінійного програмування. 
9. Назвіть і охарактеризуйте основні поняття, які пов’язані з нелінійними 
зв’язками в економічних системах. 
 
Задача 1. Задача про розподіл вантажного флоту:  
Змістовна постановка завдання. Нехай вантажний флот має у своєму 
складі судна п типів. Кількість суден типу j дорівнює iq , а витрати при 
використанні одного судна типу j у планованому періоді складає 
...,...,2,1, njc j = Кожне судно має вантажні ємкості т типів (трюми, палуби, танки 
і т.п.). Вантажопідйомність ємкості і на судні типу j дорівнює ...,...,2,1, mjd j =  
Перевезенню підлягають р видів вантажу. Вантаж виду k є в кількості а 
...,...2,1, pkak =  Треба вибрати найбільш економічний комплекс транспортних 
засобів для перевезення вантажу. 
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Математична модель задачі. 
Позначимо: 
ix  - кількість суден j-го типу, ;,...,2,1 nj =  
ikz  кількість вантажу виду к, що підлягає завантаженню в ємкість 
...,...,2,1, pki =  





























         (5.3) 
;,1;0 njqx jj =≤≤          (5.4) 
;,.1int, njx j ==           (5.5) 
pkmiozik ,1;,1; ==≥          (5.6) 
 
Тут обмеження (5.2) показує, що загальна кількість вантажу, яка 
завантажена в ємкості кожного типу, не повинна перевищувати сумарну 
вантажопідйомність цих ємкостей у всіх судах, а обмеження (5.3) говорить про 
те, що перевезення усіх вантажів повинно бути повністю здійснено. 
 
Задача 2. Задача про розвезення вантажу: 
Змістовна постановка задачі. Нехай деяка центральна база постачає 
продукцію (її можна вважати однорідною) на т складів. Розвезення продукції 
на склади здійснюються однією вантажівкою, причому кожний склад одержує 
своє замовлення в один прийом - вантажопідйомність вантажівки для цього 
достатня. Вантажівка може одночасно взяти вантаж, що відповідає не більше 
ніж к замовленням. Вантажівка може об'їжджати склади за визначеними г 
маршрутами. Один і той самий І склад може знаходитися на різних маршрутах. 
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Нехай для кожного складу відома функція витрат залежно, наприклад, 
від розміру замовлення. Потрібно скласти графік розвезень, забезпечує всіх 
клієнтів і мінімізує сумарні витрати. Час доставки не враховується. 
Передбачається, що всі операції по доставці гарантоване можуть бути здійснені 
протягом деякого періоду часу, що влаштовуєш всіх споживачів. 
Під способом розвезення будемо розуміти будь-яку припустимій 
комбінацію виконання замовлень. Він являє собою m-мірний стовпець» 1-й 
компонент якого дорівнює одиниці, якщо і-й замовлення в цьому способі 
задовольняється, і нулю - у противному разі. Для будь-якої реальної задачі при 
невеликих значеннях т, к і г можна фактично виписати всі такі способи 
розвезення. Число п цих способів буде залежати неї тільки від перерахованих 
параметрів, але і від числа складів на кожному маршруті, об'єму замовлень і т.д. 
Кожному j—му способу розвезення І відповідають витрати Cj. 
Нехай при даних конкретних умовах задачі сформована матриць A=[aij] 
способів розвезення, що складається з нулів і одиниць. Стовпці цієї матриці 
являють собою описані вище способи розвезення, тобто 1=ija , якщо в j-м способі 
i -є замовлення задовольняється, і 0=ija у противному разі. Тепер завдання 
полягає у виборі найбільш економічної комбінації цих способів. 
Математична модель задачі. Введемо змінні: jx в рівні 1, якщо j посіб 
розвезення реалізується, і рівні 0 - у противному разі. Тоді математична модель 











min ;        (5.7) 
;,1,11: mixaj
n
jij ===Ω ∑       (5.8) 
{ } ;,1,1,0 njx j =∈         (5.9) 
{ } .,1,1,0 miaij =∈         (5.10) 
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Умова (5.8) означає, що всі замовлення повинні бути задоволені тільки 
один раз. 
 
 Література: 4, 14, 23, 26, 31, 51, 61, 63. 
 
Заняття 11, 12 
Тема 6. Нелінійні оптимізаційні моделі економічних систем (4 год.) 
 
 Питання для розгляду: 
1. Назвіть і охарактеризуйте основні поняття, які пов’язані з нелінійними 
зв’язками в економічних системах. 
2. Визначте поняття нелінійного програмування й сутність вирішення 
задач нелінійного програмування. 
3. Охарактеризуйте графічний метод вирішення задач нелінійного 
програмування при формуванні нелінійних оптимізаційних моделей. 
4. Охарактеризуйте метод Лагранжа вирішення задач нелінійного 
програмування при формуванні нелінійних оптимізаційних моделей. 
 
Завдання 1. Знайти екстремуми функції L(x1,x2)=x1+2x2 при обмеженнях  
252221 ≤+ xx , 0, 21 ≥xx . 
Вирішення 
Область допустимого вирішення – це частина кола з 
радіусом 5, яка розташована в I чверті. Знайдемо лінії 
рівня функції L: x1+2x2=C. Виразимо x2= 22
1xС
− . Лініями 




. Мінімум функції досягається в точці 
(0;0), Lmin=0, оскільки градієнт g (1,2) спрямовано вверх вправо. Максимум 
досягається в точці дотику кривої х2= 2125 x−  та лінії рівня. Оскільки кутовий 
А 












коефіцієнт дотику до графіку функції дорівнює -
2
1
, знайдемо координати точки 
дотику, використовується геометричне значення похідної. 
)( 0'2 xx =- 2













1 ; ⇒x0= 5 ; x2=2 5 .  
Тоді L= 5 +2·2 5 =5 5 .  
Відповідь: Мінімум досягається в точці О(0;0), глобальний максимум, 
дорівнює 5 5 , в точці А( 5 ;2 5 ) . 
 
Завдання 2. Знайти екстремуми функції L=(x1-6)2+(x2-2)2 при обмеженні     
                     x1+x2≤8 
                    3 x1+x2 ≤15 
                    x1+x2 ≥1   
                   0, 21 ≥xx . 
Вирішення 
Область допустимого вирішення – багатокутник 
ABCDE. Лінії рівня представляють собою окружність 
(x1-6)2+(x2-2)2=С з центром в точці О1(6;2). Візмимо, 
наприклад, С=36, бачимо, що максимум досягає в 
точці А(0;4), яка лежить на окружності найбільшого 
радіусу, який пересікається з областю допустимого 
вирішення L(A)=(0-6)2+(4-2)2=40. Мінімум  - в точці 
F, яка знаходиться на перетені прямої 3x1+x2 =15 і 
перпендикуляру до цієї прямої, виведеного із точки О1. Оскільки кутовий 












3 x1+x2 =15. 
Вирішивши систему, отримаємо Е(4.5; 1.5). 
L (E) = (4.5-6)2+ (1.5-2)2=2.5.  
Відповідь: Мінімум дорівнює 2.5 досягається в точці (4.5; 1.5), максимум 
дорівнює 40 в точці (0;4). 
Завдання 3. Знайти екстремуми функції L=(x1-1)2+(x2-3)2 при 
обмеженнях 252221 ≤+ xx , 0, 21 ≥xx . 
Вирішення 
Область допустимого вирішення є частина кола з 
центром на початку координат з радіусом 5, яка 
розташована в I чверті. Лінії рівня – це окружності з 
центром в точці О1 і радіусі С, оскільки (x1-1)2+(x2-3)2=С. 
Точка О1 – це розроблена лінія рівня, яка відповідає 
мінімальному значенню С=0. глобальний максимум досягається в точці А, яка 
знаходиться на веретену області допустимого вирішення з лінією рівня 
найбільшого радіусу. При цьому L(A)=(5-1)2+(0-3)2=25.  
Відповідь: Мінімум, дорівнює 0, досягається в точці (1;3), максимум, 
дорівнює 25, - в точці А(5;0). 
Завдання 4. Підприємець вирішив виділити на розширення своєї справи 
150 тис. грн. Відомо, якщо на придбання нового устаткування затрачувати х 
тис. грн., а на зарплату прийнятих працівників у тис. грн., то приріст обсягу 
продукції складе Q=0.001x0.6·y0.4. Як необхідно розподілити виділені грошові 
ресурси, щоб приріст обсягу продукції був максимальним. 
 
Вирішення 
Цільова функція має вид 0.001x0.6·y0.4 →max при обмеженнях 
                                       x+y≤150, 
                                                 0, 21 ≥xx . 
А 




Область допустимого вирішення – трикутник. 
Лінії рівня будуть мати вид 0,001x0.6·y0.4 =С. 












максимум досягається в точці дотику лінії рівня з 






























































Відповідь: Фактори х і у необхідно розподілити у відношенні 2:3. 
 
Завдання 5. Загальні витрати виробництва задані функцією 
Т=0,5х2+0,6ху+0,4у2+ +700х+600у+2000, де х і у відповідно кількість товарів А і 
В. Загальна кількість виробленої продукції повинна дорівнювати 500 одиниць. 
Скільки одиниць товару А і В потрібно виробити, щоб витрати на їх 
виготовлення були мінімальними?  
 
Вирішення 
Складемо функцію Лагранжа  
L(x, y, λ ) =0,5х2+0,6ху+0,4у2+ +700х+600у+2000+λ (х+у-500). 
Дорівнюючи до нулю її часні похідні, отримаємо 
х+0,6у+700+ λ =0, 
 0,6х+0,8у+600+ λ =0, 
 х+у-500=0. 
Вирішивши систему знайдемо (0, 500, -1000). 






L ''xx (x0,y0)=1, L ''уу (x0,y0)=0.8, L ''ху (x0,y0)=0.6. Функція g= х+у-500. g 'х =1, 
g 'y =1.  
∆ =-(0·L ''
xx
·L ''уу + g 'х ·L ''ху · g 'y + g 'y ·g 'х ·L ''ху - g 'х ·L ''xx ·g 'y -0·L ''xx ·L ''ху - g 'х · 
g '
х
·L ''уу )=0,6>0 
Таким чином, в точці (0;500) функція L має умовний мінімум. 
Відповідь: Вигідно виробляти тільки 500 одиниці товару В, а товар А не 
виробляти.  
 
Завдання для самоконтролю: 
1. Знайти оптимальний цілочисловий план задачі Z(X) = х1 - Зх2 + 5х3 + 
2х4 –max за умови: 
x1+x2+x3 =15 
2x1+ 3x3+x4=8, 
хj, > 0,     хj — цілі числа,  j = 1, 2, 3, 4. 
 
 2. Отримати цілочисловий оптимальний план задачі Z(X) x1— 4х2 — 2х3 
+ Зх4 —> max за умови 
3x1+x2+8x3+x4=35 
x1+x3+x4≤6 
xj≥ 0,     хj — цілі числа,    j = 1, 2, 3, 4. 
 
 3. Контейнер обсягом 5 м3 розташований на контейнеровоз вантажністю 
12 т. Контейнер необхідно заповнити вантажем двох найменувань. Маса 
одиниці вантажу mj (в тонах), обсяг одиниці вантажу Vj (в м3), вартості Cj (в 
умовних грошових одиницях) наведені в табл. 6.1.  
Таблиця 6.1 - Маса одиниці вантажу mj (в тонах), обсяг одиниці вантажу Vj (в 
м3), вартості Cj (в умовних грошових одиницях) 
Вид вантажу у mj V, Сj 
1 3 1 10 
2 1 2 12 
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Необхідно завантажити контейнер таким чином, щоб вартість ватажу, шо 
перевозиться була максимальною.  
4. Знайти екстремуми функції L(x1,x2)=2x1+x2 при обмеженнях 
152221 ≤+ xx , 0, 21 ≥xx . 
5. Підприємець вирішив виділити на розширення своєї справи 50 тис. грн. 
Відомо, якщо на придбання нового устаткування затрачувати х тис. грн., а на 
зарплату прийнятих працівників у тис. грн., то приріст обсягу продукції складе 
Q=0.001x0.4·y0.2. Як необхідно розподілити виділені грошові ресурси, щоб 
приріст обсягу продукції був максимальним. 
  
6. Загальні витрати виробництва задані функцією 
Т=0,8х2+0,7ху+0,6у2+800х+500у+1600, де х і у відповідно кількість товарів А і 
В. Загальна кількість виробленої продукції повинна дорівнювати 400 одиниць. 
Скільки одиниць товару А і В потрібно виробити, щоб витрати на їх 
виготовлення були мінімальними? 
  
 Джерела: 5, 7, 14, 23, 29, 49. 
 
Заняття 13 
Тема 7. Аналіз та управління ризиком в економіці (2 год.) 
 
 Питання для розгляду: 
1. Назвіть типи невизначеності в задачах ухвалення управлінських 
рішень. Обґрунтуйте отримані результати. 
2. Визначте категорію «ризик» в аспекті розвитку сучасних економічних 
відносин. Які особливості ризику ви можете визначити в умовах 
трансформаційних процесів України. 
3. Охарактеризуйте аспекти управління ризиком, обгрунтуйте їх. 
4. Назвіть і охарактеризуйте етапи управління ризиком. 
5. Назвіть основні напрями аналізу при здійсненні управління ризиком
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Джерела: 1, 6, 8, 9, 10, 11, 21, 32, 41, 42, 57, 58, 62, 68, 69, 71, 76, 81, 82, 




Тема 8. Система показників кількісного оцінювання ступеня ризику (2 
год.) 
 
Питання для розгляду: 
1. В чому полягає кількісна оцінка ризику. 
2. Які показники використовуються для кількісної оцінки ризику. 
3. Охарактеризуйте систему кількісних оцінок ризику в абсолютному 
виразі. 
4. Охарактеризуйте систему показників визначення ризику у відносному 
виразі. 
5.  Визначте напрями оцінки допустимого і критичного ризику. 
6. Охарактеризуйте напрями оцінки ризику ліквідності. 
 
Завдання для самоконтролю: 
 
Найдіть правильну відповідь у наступним тестових завданнях: 
1. Основні типи невизначеності в економічних задачах при прийнятті 
управлінських рішень наступні: 
А) інформаційна невизначеність, яка характеризується недостатністю або 
відсутністю відповідної інформації; 
Б) організаційна невизначеність; 
В) математична невизначеність; 
Г) об'єктивна (природна) невизначеність. 
 
2. Ризик – це: 
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А) негативні явища, які виникають в обумовленій економічній системі; 
Б) можливість відхилення від мети, ради досягнення якої ухвалювалося 
рішення; 
В) система дій, яка спрямована на розвиток підприємства; 
Г) вибір управляючих параметрів (управляючих дій), що не гарантує 
виконання поставленої мети у зв'язку з невизначеністю (характером 
вірогідності) умов господарювання. 
 





А) визначення критеріїв оцінки різних заходів по управлінню ризиком; 
Б) вибір найбільш адекватних заходів і контроль результатів їх 
виконання; 
В) формування цілей у відповідній сфери діяльності підприємства; 
Г) вибір і аналіз заходів по досягненню визначених цілей. 
 
4. Розташуйте етапи аналізу заходів управління ризиком у відповідності 






А) використовують систему показників або «набор інструментів», які 
спрямовані на зниження ризику або формують підходи щодо запобігання появи 
ризику; 
Б) залучення експертів щодо вибору стратегії управління ризиком; 
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В) аналіз запропонованих заходів, щоб оцінити переваги різних стратегій; 
Г) впровадження стратегії і здійснення її моніторингу; 
Д) розробка системи дій щодо впровадження стратегії управління 
ризиком.  
 
Завдання 1. Емігрант з України включається в гру на фондовій біржі 
після того як отримав роботу і має стабільний дохід. Заощадивши власні 10000 
доларів, він взяв у борг ще 40000 доларів під 10%-річних і вклав всі 50000 
доларів в акції однієї з компаній, розраховуючи на річне зростання курсу 20%. 
Але фактичний курс почав падати з ряду причин і коли він знизився на 40% 
емігрант вирішив позбутися ненадійних акцій, у результаті чого збитки привели 
його до банкрутства. Його знайомий американець також вклав власні 50000 
доларів в акції тієї ж фірми, а потім продав їх, проте американцю вдалося 
уникнути банкрутства. Чому збанкрутував емігрант? 
Завдання 2. Необхідно інвестувати тимчасово вільні грошові кошти 
строком на 2 роки з тим, щоб в кінці отримати суму рівну 1260000 грн. На 
ринку доступний 2 види фінансових інструментів - дисконтні облігації 
терміном звернення 1 рік і 3 року (номінальна вартість 126 грн.). Поточна ціна 
річних облігацій складає 100.8 грн., трирічних, - 64.5 грн. Прибутковість як 
одного, так і іншого виду облігацій складає 25 %.  
Визначити необхідну суму інвестицій при незмінності ставок 
прибутковості протягом всього терміну інвестування. 
 
 Джерела: 1, 6, 8, 9, 10, 11, 21, 32, 41, 42, 57, 58, 62, 68, 69, 71, 76, 81, 82, 
83, 84, 85, 86, 87, 88, 89. 
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Заняття 15 – 23 
Тема 9. Принципи побудови економетричних моделей. Парна лінійна 
регресія. Тема 10. Лінійні моделі множинної регресії. Тема 11. Узагальнені 
економетричні моделі. Тема 12. Економетричні моделі динаміки (18 год.) 
 
 Питання для розгляду: 
1.  Назвіть основні принципи при побудові економетричних моделей? 
2. Охарактеризуйте основні критерії оцінки адекватності 
економетричних моделей? 
3. Що таке мультиколінеарність? Назвіть причини її виникнення. 
4. В чому полягає парний регресійний аналіз? 
5.  В чому полягає кількісний регресійний аналіз?  Який вигляд має 
кількісна регресійна модель? 
6.  Охарактеризуйте етапи побудови багатофакторної економетричної 
моделі? 
7. Охарактеризуйте t-критерій Ст’юдента і F-критерій Фішера для оцінки 
адекватності багатофакторної економетричної моделі. 
8. Охарактеризуйте тест Дарбіна-Уотсона для оцінки адекватності 
багатофакторної економетричної моделі. 
9. Проінтепретуйте отримані результати на основі розробленої Вами 
багатофакторної економетричної моделі. 
10. Охарактеризуйте узагальнені економетричні моделі. 
11. Назвіть види узагальнених економетричних моделей і охарактеризуйте 
їх. 
12. Назвіть основні поняття і визначте сутність динамічних процесів в 
економіці. 
13. Що таке часовий ряд і назвіть напрями його оцінки. 
14. Що таке авторегресія і як будуються авторегресійні моделі. 
15. Назвіть статистичні критерії оцінки автокорельованості залишків і як 
вони визначаються.  
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Методичні вказівки до виконання розрахунково-графічного завдання 
(18 год. практичних занять і 12 год. самостійної навчальної роботи 
студента) 
 
  Виконання розрахунково-графічного завдання полягає у побудові 
економетричної функції прибутковості (рентабельності) у формі рівняння 
регресії цієї функції на змінення двох внутрішньогосподарських факторів 
виробництва на статистичних даних якісно однорідних підприємств. Виконання 
розрахунково-графічного завдання складається із 24 кроків, які виконуються на 
9 практичних завданнях. 
  Перелік, позначення, зміст операційних характеристик та одиниці виміру 
змінних такі: 
ендогенні (залежні) змінні: 
доходність 
витрат ( д1 P;Y ) 
– відношення виручки підприємства від реалізації продукції 
(робіт, послуг) до їх собівартості, тобто витрат на 
виробництво, коефіцієнт; 
рівень витрат 
( 32 У;Y ) 
_ відношення собівартості виробленої підприємством продукції 
(робіт, послуг) до виручки від їх реалізації, коп./грн. або %; 
прибутковість 
(рентабельність) 
реалізації ( р3 P;Y ) 
– відношення прибутку підприємства від реалізації продукції 
(робіт, послуг) до виручки від їх реалізації, коп./грн. або %; 
прибутковість 
(рентабельність) 
витрат ( P;Y4 ) 
– відношення прибутку підприємства від реалізації продукції 
(робіт, послуг) до витрат на виробництво, коп./грн. або %; 
екзогенні (незалежні) змінні 
фондоозброєніст
ь праці ( Ф;Х0 ) 
– відношення балансової первісної вартості основних 





засобів ( А;Х1 ) 
– питома вага активних основних виробничих засобів (машин і 
обладнання) у загальній балансовій первісній вартості 
основних виробничих засобів, %; 
коефіцієнт 
придатності 
( Г;Х2 ) 
– відношення залишкової вартості основних виробничих 
засобів до їх первісної вартості, %; 
енергоозброєніст
ь праці ( Э;Х3 ) 
– відношення сумарної потужності двигунів машин, 





( С;Х4 ) 
– питома вага обсягу реалізації одного (головного) виду 
продукції (робіт, послуг) в загальному обсязі реалізації, %; 
кооперування 
виробництва 
( К;Х5 ) 
– питома вага вартості покупних комплектуючих деталей і 
вузлів у загальних матеріальних витратах на виробництво 
продукції (робіт, послуг), %; 
кількість видів 
продукції (робіт, 
послуг) ( П;Х6 ) 
– кількість найменувань продукції (робіт, послуг), що 
виробляються підприємством, одиниць; 
питома вага 
зарплати ( З;Х7 ) 
– питома вага витрат на оплату праці в загальній собівартості 
продукції (робіт, послуг), %; 
бригадна 
організація праці 
( Б;Х8 ) 
– питома вага робітників, залучених до бригадної форми 
організації та оплати праці, у загальній чисельності 
робітників підприємства, %; 
плинність кадрів 
( Т;Х9 ) 
– відношення чисельності звільнених за рік працівників за 
власним бажанням та за порушення трудової дисципліни до 
середньорічної чисельності працівників підприємства, %. 
 
  Статистичні дані 15 підприємств про числові значення чотирьох 
ендогенних (залежних) та десяти екзогенних (незалежних) змінних наведені у 
табл. 15.1. 
Таблиця 15.1 – Статистичні дані 15 підприємств 
Змінні 
ендогенні (залежні) екзогенні (незалежні) 
Y1 Y2 Y3 Y4 X0 X1 X2 X3 X4 X5 X6 X7 X8 X9 
 
j 
РД УЗ РР Р Ф А Г Э С К П З Б Т 
 
j 
1 1,067 93,7 6,3 6,7 1,5 36 36 4,5 58 46 18 21 24 33 1 
2 1,073 93,2 6,8 7,3 1,7 48 44 4,8 68 49 17 23 35 27 2 
3 1,115 89,7 10,3 11,5 6,4 62 65 16,3 73 68 14 34 62 12 3 
4 1,109 90,2 9,8 10,9 4,7 61 67 19,4 84 71 11 35 68 11 4 
5 1,054 94,9 5,1 5,4 1,6 41 28 3,5 60 31 21 18 15 31 5 
6 1,097 91,2 8,8 9,7 4,2 51 48 11,4 74 54 16 29 71 25 6 
7 1,101 90,8 9,2 10,1 7,6 54 50 14,1 78 52 18 33 67 11 7 
8 1,114 89,8 10,2 11,4 6,9 76 64 14,9 88 64 12 37 84 7 8 
9 1,079 92,7 7,3 7.9 2,4 53 49 6,7 72 51 22 21 44 24 9 
10 1,089 91,8 8,2 8,9 2,9 68 61 11,5 81 68 13 28 52 21 10 
11 1,095 91,3 8,7 9,5 3,8 64 65 11,9 77 74 15 32 61 23 11 
12 1,127 88,7 11,3 12,7 7,3 73 72 21,5 86 79 9 39 77 7 12 
13 1,189 84,1 15,9 18,9 9,1 82 77 27,6 91 67 14 38 51 4 13 
14 1,098 91,1 8,9 9,8 5,6 49 54 12,1 75 72 9 31 64 19 14 
15 1,104 90,6 9,4 10,4 7,1 54 58 13,8 82 58 15 36 69 17 15 
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 Вибір завдання:  
  Для виконання розрахунково-графічного завдання варіант ендогенної 
(залежної) змінної ϕY   ( ϕ =1,2,3,4) визначається викладачем єдиним для всієї 
групи. Варіанти двох екзогенних (незалежних) змінних визначаються за 
останніми двома цифрами номера залікової книжки. Наприклад: 
№ залікової книжки Склад екзогенних 
(незалежних) змінних - 
факторів 
… 01 )Ф(Х0 ; )А(Х1  
… 27 )Г(Х2 ; )З(Х7  
… 30 )Э(Х3 ; )Ф(Х0  
  
  Повний перелік варіантів складу факторів наведений вище. Якщо останні 
дві цифри номера залікової книжки однакові (наприклад, 44, 00 тощо), варіант 
береться довільно за умови зміни однієї цифри на найближчу (наприклад, 
44→43 або 45, або 34, або 54). 
 
Виконання розрахунково-графічного завдання: 
 
Крок 1. Постановка задачі включає: а) вибір змінних та їх операційних 
характеристик (у прикладі – Р, Ф, К) для складання рівняння регресії щодо 
варіанта завдання; б) теоретичне обґрунтування наявності та математичної 
форми кореляційної залежності прибутковості (або рівняння витрат) від обох 
факторів; в) складання розроблюваного рівня регресії у загальному вигляді. 
Початкове розуміння сутності розроблюваного рівняння регресії дуже важливе 
для кількісних і якісних оцінок багатьох попередніх і заключних результатів 
моделювання. 
  Крок 2. Матриця статистики складається щодо варіанта завдання за 





Таблиця 15.2 – Матриця статистики 
y x1 x2 № підприємства 
Р, коп./грн. Ф, тис. 
грн./чол. 
К, % 
1    
2    
…    
15    
 
  Матриця статистики характеризується: 
• мірністю, тобто кількістю змінних (m+1); 
• об'ємом вибірки, тобто кількістю об'єктів спостереження (n); 
• об'ємом матриці (m+1)*n; 
• співвідношенням розмірів матриці  n / (m+1), яке для отримання незміщених 
і дійсних оцінок кореляції і регресії повинно бути не менше восьми. Ця 
умова порушується, що виправдовується навчальним характером роботи, де 
процес моделювання набагато вагоміший за кінцевий результат. Скорочення 
матриці дає виграш у трудомісткості процесу без жодних витрат щодо його 
змісту та методики виконання. 
 Крок 3. Показники варіації змінних розраховуються за формулами 
(наприклад, для змінної Р): 







Р                                            (15.1) 
• абсолютний розмах варіації 
minmaxp PPR −=                                (15.2) 
• відносний розмах варіації 
minmaxp P/Pi =                                 (15.3) 
• дисперсія (середній квадрат відхилення) 
2
2
p PPD −=                                    (15.4) 
• середнє квадратичне відхилення 
pp D=σ                                          (15.5) 
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• коефіцієнт варіації 
P/pp σ=ν .                                      (15.6) 
Розрахунок показників варіації змінних рекомендується внести до табл. 15.3 
 
Таблиця 15.3 – Розрахунок показників варіації змінних (для варіанту Р = f(Ф, 
К)) 
 
y 1x  2x  2y  21x  22x   
№ підприємства Р Ф К Р2 Ф2 К2 
1       
2       
…       
15       
Сума ΣР ΣФ ΣК ΣР2 ΣФ2 ΣК2 
Середнє Р  Ф  К  2Р  2Ф  2К  
Абсолютний розмах варіації RP RФ RК    







   
Дисперсія DР DФ DК    
Середнє квадратичне відхилення σР σФ σК    
Коефіцієнт варіації νР νФ νК    
    
  Крок 4. Поля кореляції (графічні зображення залежності) будуються за 
матрицею статистики (табл. 15.2) на міліметровому папері формату А4. 
Масштаб зображення за осями координат вибирається таким, щоб поле 
кореляції виглядало "стоячим", якщо 
iXp ii >  (рис. 15.1,а), "лежачим", якщо 














               Рис. 15.1 – Типи полів кореляції 
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  Розмітка координаційної сітки диктується мінімальними і максимальними 
значеннями змінних, тому площина полів повинна використовуватися 
повністю. На "міліметрівці" повинно лишатися вільне місце з усіх боків, бо до 
полів кореляції знадобиться звертатися багаторазово для виконання на них 
розрахункових операцій та графічних побудов (кроки 5, 8, 9, 19, 23). 
  Проаналізувати побудовані поля кореляції за графічними критеріями: 
• наявності кореляційних залежностей; 
• напряму та математичної форми залежностей; 
• кількісної однорідності об'єктів спостереження, зокрема, наявності 
аномальних об'єктів. 
Крок 5. Аномальні об'єкти спостережень, тобто об'єкти, що 
"випадають" із вибіркової сукупності на полях кореляції, визначаються так: 
 1) на поле кореляції накладається прямокутний шаблон двомірного 
розсіювання з центром у точці , iy x  та напівсторонами ytσ  і iXtσ  (рис. 15.7). 
Коефіцієнт довіри t  береться за таблицею t-розподілу Ст’юденту залежно від 
кількості об'єктів спостереження і бажаної імовірності. За умови, що n =15 і 
P =0,95, t =1,96. 
 
                   
 
         
  Рис. 15.2 – Шаблони для виявлення аномальних об'єктів спостереження 
 
  Об'єкти спостереження, які знаходяться на полі кореляції за межами 










 2) на поле кореляції наноситься "коридор регресії". Його вісь – це діагональ 
прямокутного шаблону розсіювання, навколо якої розташовані точки поля 
кореляції (додатна або від'ємна), а напівширина – це величина, що визначається 
залежно від бажаної імовірності та щільності полів кореляції за формулою 
yz t q σ= ⋅ ⋅ ,                                              (15.8) 
де t  – коефіцієнт довіри за таблицею нормального розподілу (якщо Р=0,95, то 
t =1,96); q  – коефіцієнт щільності поля кореляції, який приймається за шкалою: 
  дуже щільне ……………. 0,53 "пухке" ……………..…… 0,87 
  щільне ……………...…… 0,72 дуже "пухке" ………….… 0,92 
  середньої щільності ……. 0,80 
 Об'єкти спостереження, що знаходяться за межами "коридору регресії", 
вважаються аномальними 2-го роду (див. рис. 15.2). 
  Крок 6. Для прийняття рішень щодо аномальних об'єктів 
спостереження складається зведення аномальних об'єктів (табл. 15.4). 
Таблиця 15.4 – Зведення аномальних об'єктів спостереження 
 
1-го роду 2-го роду № аномальних об'єктів 
x1 x2 x1 x2 
Рішення 
 
5 – + – – залишається в 
матриці 
13 + + – + вилучається з 
матриці 
 
  У табл. 15.4 вносяться всі аномальні об'єкти, виявлені на полях кореляції 
у← х1 і у← х2 за критеріями випадань за межі прямокутника двомірного 
розсіювання (1-го роду) та "коридору регресії" (2-го роду). Рішення 
приймається за більшості знаків "+" (випадання) або "–" (не випадання). Якщо 
кількість знаків "+" і "–"  однакова, рішення приймається з урахуванням 
більшої значущості випадань 2-го роду.  
  Крок 7. Вилучення з матриці аномальних об'єктів викликає необхідність 
коригування показників варіації змінних (див. крок 3). Для цього з табл. 15.4 
вилучаються відповідні рядки і перераховуються всі показники, починаючи з 
рядка "сума". 
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  Крок 8. Аналітична перевірка наявності кореляційних залежностей 
здійснюється на доповнення теоретичній (див. крок 1) та графічній (див. крок 4) 
шляхом визначення коефіцієнтів Фехнера або асоціації. Для розрахунку цих 
коефіцієнтів на поля кореляції наносяться лінії Р  і iХ , завдяки чому об'єкти 
спостереження діляться на чотири підгрупи: 
а – кількість об'єктів у лівій верхній чверті поля; 
b – те саме у правій верхній; 
c – те саме у лівій нижній; 
d – те саме у правій нижній. 
 Очевидно, що a+b+c+d=n. Ці підрахунки виконуються на полях кореляції і 
на них фіксуються. 





= ,                                   (15.9) 





= .                                   (15.10) 
  Ці коефіцієнти приймають значення від –1 до +1. Якщо вони рівні або 
близькі до нуля, то кореляційна залежність практично відсутня. Чим ближче 
значення коефіцієнтів до одиниці, тим наявна залежність сильніша. Знаки фК  і 
аК  показують лише напрямок залежності – додатний, або від'ємний – і до 
оцінки її сили не мають відношення. 
  Крок 9. Перевірка суттєвості (невипадковості) кореляційних 
залежностей здійснюється за дисперсійним F-критерієм Фішера у наступному 
порядку (для кожного фактора): 
 1) на полях кореляції проводиться групування об'єктів по iХ  в інтервалах, 











,                                                     (15.11) 
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підраховується кількість об'єктів у кожній групі ( fn ) і визначаються групові 
середні показники рентабельності 
~
fy . Кількість груп дорівнює К, очевидно, що 
nn...nn к21 =+++ ; 
 2) визначається міжгрупова. систематична дисперсія рентабельності  
,                           (15.12) 
а також внутрішньогрупова залишкова дисперсія рентабельності 
;                           (15.13) 




.сист.розр S/SF =                            (15.14) 
і в залежності від кількості ступенів вільності (к-1) та (n-к) за таблицею F-
розподілу Снедекера знаходиться критичне значення 
.критF ; 
 4) розрахункове значення відношення зіставляється з критичним. Якщо 
.крит.розр FF ≥ , то з імовірністю 0,95 кореляційна залежність y від iХ  є суттєвою, 
тобто невипадковою і навпаки. 
 Наведені вище розрахунки з дисперсійного аналізу оформляються в 
таблицях (див. табл. 15.5). 
Таблиця 15.5 – Розрахунок систематичної і залишкової дисперсії 
рентабельності* 
 














































0 – 1,5 1 6,7 6,7 6,7 -2,743 7,524 7,524 0 0 
1,5 – 3  4 5,4; 7,3; 
7,9; 8,9 





                                                 
*
 Для наочності розрахунків табл.15.5 частково заповнена. 
 53 




         





























      1к − =6-1  кn − =14-6 
2S        8,737  1,224 
 
 
 Фрагмент таблиці F-розподілу Снедекора для визначення  
.критF  з 
імовірністю 0,95 наводиться нижче: 
к-1 n-к 
4 5 6 7 
8 3,84 3,69 3,58 3,50 
9 3,63 3,48 3,37 3,29 
10 3,48 3,33 3,22 3,14 
11 3,36 3,20 3,09 3,01 
12 3,26 3,11 3,00 2,92 
 
 Фактор, вплив якого за F-критерієм визначається несуттєвим, 
випадковим, вилучається з матриці статистики і з подальшого процесу 
моделювання. 
  Крок 10. Для розрахунку коефіцієнтів кореляції необхідно попередньо 
виконати розрахунок середніх добутків змінних (табл. 15.6), 
Таблиця 15.6 – Розрахунок середніх добутків змінних 
j yx1 yx2 x1x2 
1    
2    
…    
15    
Сума Σ yx1 Σ yx2 Σ x1x2 
Середній добуток 
1yx  2yx  1 2x x  
 






































.                        (15.15) 
  Коефіцієнти кореляції показують напрямок і силу впливу факторів на 
рентабельність ("+" – додатний, "–" – від'ємний). Слід мати на увазі, що 
1 1
іyх
r− ≤ ≤ +
. 
  Крок 11. Наявність і сила мультиколінеарності факторів, тобто 
взаємозв'язку між ними, оцінюється за повною матрицею коефіцієнтів кореляції 
за наступною шкалою оцінок (за модулями коефіцієнтів кореляції для 
загального випадку )X,X(fy 21= : 
1 2





           – слабка, 
min 1 2 maxi iyx x x yx
r r r< <





           – сильна, 
1 2
1x xr =                       – абсолютна, з двох факторів один є зайвим. 
 
У прикладі (змінні Р,Ф,К) матриця має вигляд: 





















  Крок 12. Розрахунок коефіцієнтів парціальної кореляції особливо 
важливий при сильній мультиколінеарності факторів. Ці коефіцієнти 
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визначають напрямок і силу впливу факторів за умови очищення цих оцінок від 




















 – визначник (детермінант) повної матриці коефіцієнтів кореляції з 
вилученням з неї стовпця iX  і рядка y; 0∆  – те саме з вилученням з неї стовпця і 
рядка y; 
iiхх
∆  – те саме з вилученням з неї стовпця і рядка iX ;  j,i  – номера 
вилучених стовпця і рядка матриці при розрахунку визначника
iyx
∆ . Наприклад 






















  Крок 13. β -коефіцієнти, які також визначають напрямок і силу впливу 
факторів на рентабельність з урахуванням мультиколінеарності, 
розраховуються за формулою 
0ii / ∆∆=β ,                                         (15.17) 
де i∆  – визначник (детермінант) матриці взаємної кореляції 
(мультиколінеарності)  із  заміною  в ній  і-го  стовпця стовпцем коефіцієнтів  
 
кореляції 









ф =β . 
  Крок 14. Розрахунок коефіцієнта множинної кореляції необхідний для 
визначення сили впливу на рентабельність (рівень витрат) обох факторів разом, 











∆ ,                              (15.18) 
де α  – порядок повної матриці коефіцієнтів кореляції; *∆  – визначник повної 
матриці коефіцієнтів кореляції із заміною нижнього правого елемента нулем. 

















 З метою контролю правильності розрахунків рекомендується цей коефіцієнт 
визначати також за такою формулою: 
1 2 1 1 2 2.y x x yx x yx x
R r rβ β= +
.                        (15.19) 
Значення коефіцієнта повинні співпадати, розбіжність можлива лише в 
кілька тисячних або десятитисячних за рахунок округлення в розрахунках. 
  Крок 15. Оцінка сили впливу факторів на рентабельність за допомогою 
U-критерія Фішера з імовірністю 0,95: 
≥iU 1,96, 













⋅= .                                 (15.20) 
Якщо ≥iU 1,96,сила впливу iX  на P  з імовірністю 0,95 визначається 
достатньою для подальшої участі iX  у процесі моделювання. 
  Крок 16. Оцінка незалежності (автономності) впливу факторів на 
рентабельність (витратність) визначається за допомогою γ -критерія 
10 i <γ< , 
де iγ  – рівень автономності, що розраховується за формулою 
/
ii i yx
rγ β= .                                       (15.21) 
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Якщо iγ >0, фактор iX  має певну автономність впливу на рентабельність; iγ =0 
– ніякої автономності він не має і його вплив на рентабельність через 
мультиколінеарність проявляється завдяки іншим факторам; iγ <0 – у такому 
випадку і-й фактор вилучається з подальшого процесу розробки рівняння 
регресії. 
  Крок 17. Значущість впливу факторів на рентабельність (витратність) 






xx.yі i21 rRn742,0 −=ρ   ( j,i =1,2; ji ≠ )        (15.22) 









фк.рк rRn742,0 −=ρ . 
  Якщо ≥ρі 1,96, то з імовірністю 0,95 можна стверджувати, що вплив 
фактора іХ  достатньо значущий, вагомий для включення його у рівняння 
регресії. 
  Крок 18. Для прийняття рішення щодо включення факторів у 
рівняння регресії складається зведення результатів, одержаних на кроках 15, 
16, 17 (табл. 15.7). 
 












х1     
х2     
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 Поради щодо прийняття рішень такі: 
• якщо 0i <γ , iX  вилучається з матриці (див. крок 16); 
• значення iU  та iρ  дуже залежать від об'єму вибірки (див. формули (15.20) і 
(15.22)), тому рішення приймається з огляду на порушення вимоги 
8)1m/(n ≥+ . Отже, якщо критерії iU  та iρ   виконуються не в повній мірі, 
обидва фактори треба включати до рівняння регресії. 
  Крок 19. Для обґрунтування математичної форми рівняння регресії 
необхідно скористатися раніше сформульованими щодо цього висновками з 
теоретичного обґрунтування (див. крок 1), а також з візуального аналізу полів 
кореляції (див. крок 4). Ці джерела вибору математичної форми рівняння 
регресії (пряма, гіпербола, парабола тощо) достатньо надійні і ними можна 
обмежитися. 
  Для аналітичного підтвердження правильності вибору форми регресії 
можна користуватися способом перших різниць з використанням результатів 
кроку 9. Нарешті, не буде великої помилки, якщо форма регресії буде прийнята 
лінійною і модель рівняння регресії матиме такий вигляд: 
0 1 1 2 2y а а x а x
∧
= + + ,                                  (15.23) 
 Для нашого прикладу:   КаФааР 210 ++=
∧
, 
де 210 а,а,а – коефіцієнти регресії. Коефіцієнт 0а  показує частину Р , що не 
залежить від факторів Ф  і К ; 1а  визначає, на скільки копійок змінюється Р  за 
рахунок зміни Ф на одну тисячу гривень; 2а  визначає зміну Р   в копійках при 
зміні К  на один відсоток. 
  Крок 20. Для розрахунку коефіцієнтів регресії 10 а,а  та 2а  методом 
найменших квадратів слід скласти систему нормальних рівнянь і вирішити її. У 
нашому прикладі в разі вибору лінійної форми регресії ця система така (ддля 





















.             (15.24) 
 
Числові значення параметрів цієї системи беруть за табл. 1.3 (крок 3 з 
урахуванням коригування на кроці 7), 1.6 (крок 10). 
  Для контролю правильності розрахунків коефіцієнтів регресії 








= ,    0 iia y a x= − ⋅∑ .                        (15.25) 
Ця перевірка можлива за умови, що обидва фактори включені до рівняння 
регресії. Отже, модель рівняння регресії (1.22) прийме конкретний вигляд. 
  Крок 21. Розрахунок оцінок рентабельності (витрат) за рівнянням 
регресії необхідний, по-перше, для контролю правильності розрахунку 
коефіцієнтів регресії і, по-друге, для визначення помилок апроксимації. 
Розрахунки доцільно навести у табл. 15.8. така (для прикладу, де змінні Р,Ф,К): 
Таблиця 15.8 – Розрахунок оцінок рентабельності 
 
Розрахунок оцінок № підприємства Рi 
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 Необхідною (хоча і не достатньою) умовою правильності розрахунку 
коефіцієнтів регресії є i iy y
∧
=∑ ∑  
 Для нашого прикладу i iР P
∧
=∑ ∑ . 
 Крок 22. Розрахунок кореляційного відношення проводиться за формулою 
y
y




D∧  – дисперсія оцінок рентабельності, визначених у табл. 15.8, яка  
розраховується так само, як і дисперсія фактичних значень, за формулою 






= − . 
  Слід пам'ятати, що, оскільки iiy y
∧
=∑ ∑ , то iiy y
∧
= . Для визначення 
середнього квадрату оцінок рентабельності слід скласти табл. 15.9. 
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 Величина дисперсії yD  береться за таблицею кроку 7. 
 Для контролю правильності визначення η  слід керуватися наступним: 
1) якщо обидва фактори залишилися у рівнянні регресії, то (див. крок 14) 
1 2.y x x
Rη = ; 




 Крок 23. Розрахунок помилки апроксимації включає: 
• визначення середньої помилки апроксимації за формулою 
21yε σ η= − ;                                          (15.27) 
• визначення граничної помилки апроксимації з певною імовірністю її 
неперевищення. Якщо прийнятна імовірність 0,95, то гранична помилка 
така: 
1,96y ε∆ = ⋅ .                                      (15.28) 
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Гранична помилка апроксимації є довірчою границею визначення Р  за 
рівнянням регресії  (Р=0,95) 
i y i i yy y y
∧ ∧
− ∆ ≤ ≤ + ∆
. 
Бажано перевірити виконання цієї умови для всіх досліджуваних 
підприємств за даними табл. 15.9. 
  Крок 24. Економічна інтерпретація рівняння регресії повинна 
включати: 
1) операційні характеристики змінних (у нашому прикладі Р, Ф і К – див. крок 
1); 
2) розкриття змісту та одиниці виміру коефіцієнтів регресії 0а , 1а  і 2а  - див. 
крок 19); 
3) те саме довірчої границі помилки апроксимації; 
4) оцінку якості отриманого рівняння регресії, у нашому прикладі (змінні 
Р,Ф,К): 
р210 КаФааР ∆±++=  (Р=0,95). 
 У висновках бажано вказати, для яких цілей можна використовувати 
отримане рівняння регресії рентабельності (витрат). 
 
 Джерела: 17, 18, 19, 20, 22, 28, 34, 35, 36, 44, 45, 46, 50, 59, 60, 80.  
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