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THEOREMS ABOUT DETERMINANTS AND THEIR APPLICATIONS 
§ I. Starting from the point e = (QI, (!2, ••• , em) with positive integral 
coordinates we consider the m points 
{2.1.I) 
where 
(2.1.2) li if i=j, fJu= o if i<j, 
0 or I (but fixed) if i>j. 
For a polynomial system of type I belonging to a given function system 
f= (/I, /2, ... , fm) and to the point e(JJ> we write 
(a,..l(e), a,..2(e), ••• , a,..m(e)) 
or simply 
instead of 
(al(!!<"'>), a2(Q1"'>), ••• , am(Q1"'>)), !-'=I, 2, .•. , m. 
Further we consider the ring R of m x m-matrices with elements from 
R(x) and the subring R' of those matrices whose elements belong to 
R[x]. The determinant of an element A E R is defined in the usual way; 
notation: det A. 
Obviously, if A E R then det A E R(x) and if A E R' then det A E R[x]. 
Finally we introduce the notation Bn for the element xn of R[x], 
n=I, 2, .... 
Theorem 2.1.1. Let e=(QI. Q2, ••• ,em) be a point with positive 
integral coordinates, a= ~-1 e,.., (/I, /2, ••• , fm) a system of m elements from 
R(x) with min o(/,..)=0, (a,..1(Q), a,..2(Q), .•. , a,..m(e)) a polynomial system 
,..-1,2, ...• m 
of type I for the system (/I, /2, ... , fm) belonging to the point e(JJ>, !-'=I, 2, ... , m 
and A (e) the element 
of R'. 
Then 
A(e) = {atJ(e)} 
i-l, ... ,m 
i-l •... ,m 
det A(e) =rea, y E R. 
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Proof. If we substitute for each element of A(e) the maximal 
possible degree we get the following diagram: 
(l1 '(l2-l ' ... , em-1 
(l1 +'1]21-l '(l2 ' ... , em-1 
From this diagram we see that 
m 
(2.1.3) d(det A(e))< .L e"'=a. 
p=l 
Let f-lo be an index, such that o(f"'.) = 0. Now multiply the wth column 
by/"', f-l= I, 2, ... , m, f-l=/=f-lo, and add these products to the f-lo-th column 
multiplied by f ""•" Since 
m m 
o( .L ah"'f"')>a+ _L 'IJh"'-1-;;;.a, h=l, 2, ... ,m, 
p=l p=l 
it follows that 
o (/"'• det A(e)) >a 
and therefore, because o(f "'') = 0: 
(2.1.4) o(det A(e)) >a. 
Now the theorem follows from (2.1.3), (2.1.4) and lemma l.l.l. 
Remark. If we have d(a"'"')=e"'' f-l=l, 2, ... , m, then y=/=0. This is 
for example the case if the system (/1, /2, ... , fm) is perfect. Conversely, 
y=!=O implies d(a"'"')=e"'' f-l= l, 2, ... , m. 
In order to give a similar theorem for polynomial systems of type II 
we must not, starting from a point e, consider the m points e<"'> as defined 
by (2.1.1), but the m points 
(2.1.5) 
e(p)=(e1-'Y/pl> (l2-'Y/p2> ... , em-'Y/pm), f-l=l, 2, ... , m 
with, as in (2.1.2): 
)
lifi=j 
'YJij= 0 if i<j 
0 or l if i>j. 
We shall write 
or simply 
instead of 
(a1(e<"'>), a2(e<"'>), ... , am(e<"'>)). 
Theorem 2.1.2. Let e=(e1,e2, ... ,em) be a point with positive 
integral coordinates, a=_L"/}= 1 e""; let further (/I,/2, ... ,fm) be a system of m 
15 Series A 
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elements from R(x) with min o(/,..)=0, and let (a,.1(e), a,.2(e), ... , a,...,.{e)) 
p~1,2, ... ,m 
be a polynomial system of type II for the system (/I, /2, ... , fm) belonging 
to the point !?{JI>• p,=1, 2, ... , m. Let the element m:(e) E R' be defined by 
m:(e) = {a,1(e)} 
i-1, ... ,m 
;=1 ..... m 
and finally, the number 'fJ by 'f}= Lr~ 1 !;"!..1 'f/'1 (where the 'f/'1 are taken from 
the definition (2.1.5) of the points !?<p>). Then 
det m:(e) =ys<m-1>a-1J+m• with y E R. 
Proof. If n,. is defined by n,.= !r~1 'fJ,.k, p,= 1, 2, ... , m, the following 
diagram gives the maximal possible degree for each corresponding element 
of the matrix ~{(e) : 
a-n1 -e1 + 1 , a-n1 -e2 , ... , a-n1 -em 
a-n2 -e1 +n21, a-n2 -e2+ 1 , ... , a-n2 -em 
a-nm-(?1 +'f}mt, f1-'fjm-QB+'f}m2, ... , f1-'fjm-em+ 1. 
From this diagram one immediately deduces that 
"' (2.1.6) d(m:(e)) < ! (a-'1'],.-e,.+ 1)=ma-n-a+m= (m-1}a-n+m. 
p-1 
Since min o(/,.)=0, there is at least one p,o with o(fPo)=O. Assume, 
p-1.2 •...• m 
for the sake of simplicity, that p,o= l. Now subtract from the p,-th column 
of m:(e) multiplied by /1, the first column multiplied by f ,., p, = 2, 3, ... , m. 
If in the matrix thus obtained we replace every element, except those 
of the first column which we leave unchanged, by its lowest possible 
order, we get the following diagram: 
au, a-n1 + 1, a-m + 1, ... , a-n1 + 1 
a21, a-n2 + 1, a-n2 + 1, ... , a-n2 + 1 
Um1, f1-'f}m+ 1, f1-'f}m+ 1, ... , f1-'f}m+ l. 
Thus 
o(f1m-1 det m:(e))>(m-1} a+(m-1}-'1']+ min n,.= 
p=1.2, ... ,m 
=(m-1) a-n+m 
and therefore, because o(fr-1 ) = 0: 
(2.1.7} o (det m:(e)) > (m-1} a-n +m. 
Now the theorem follows from (2.1.6), (2.1.7) and lemma l.l.l. 
Further we notice that 
(2.1.8} y#O if and only if d(a,.p)=a-n,.-el'+1,p,=1, 2, ... ,m. 
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The matrices A(e) and ~(e) which occur in the two preceding theorems 
depend on them points e<"'> or ec,.>• p= l, 2, ... , m. These, however, do not 
only depend on the pointe but also on the choice of the !(m-l)m numbers 
'YJti, i, j = l, 2, ... , m, i>j. In the following we shall have to deal with 
several different choices of these !(m-l)m numbers 'YJti· Therefore, our 
notation A(e) and ~(e) will no longer do. Instead of A(e) and ~(e) we shall 
write Ac11>(e) and ~c11>(e), where ('YJ) indicates the whole choice of the 'Y}tj, 
i, j=l, 2, ... , m, i>j 6). A special case, namely 'YJti=O, i>j, will be 
denoted by (~), with regard to Kronecker's symbol, since now 
{ I for i=j 
'YJti= 0 for i =?j. 
With these notations we have the following 
Theorem 2.1.3. Let (/1, fz, ... , fm) be a system of m elements from 
R(x) with min o(f,.)=O, e=(el, e2, ... ,em) a point with positive integral 
p-1.2 •...• m 
coordinates and ('YJ) an arbitrary choice of the numbers 'Y}tj, i, j = l, 2, ... , m, 
i>j in (2.1.2). Then the matrices Ac11>(e) ~~>(e) and Acd>(e) ~~>(e) have a 
special form, viz. : 
lXU 80 , 0 , 0 , ... , 0 
1X21 80 , 1X22 80 , 0 , ... , 0 
I. 1X31 8 0 , 1X32 80 , 1X33 80 , • • •, 0 
with ~Xfi ER, i, j=l, 2, ... , m, i;;;.j. (We remind the reader that 80 is the 
notation for the element XO of R[x].) 
with f3ti E R, i, j =I, 2, ... , m, i.;;;;j and 1],_.= IJ:=1 'YJ,.k, p= l, 2, ... , m. 
As an immediate consequence we have 
Theorem 2 .l. 4. (MAHLER) Let (fi,j2, ... ,fm) be a system of m elements 
from R(x) with min o(f,.)=O and e=(ei. e2, ... ,em) a point with positive 
p-1.2 ..... m 
integral coordinates. 
1) To a fixed point f! and a fixed choice (7]) belong several matrices Ac11>(f!), 
since the polynomial systems (a,_.1((!), a,_.2 (e), ... , a,_.m(!?)), p= 1, 2, •.. , m, which form 
the rows of the matrix A<'l>(q), are not nniquely determined. 
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Then the matrix A(6l(e) ~%l(e) takes the form 
(
/'1 Ba, 0 , ... , 0 ) 
0 , /'2 Ba, ••• , 0 
. . . . . . 
0 , 0 , ... , Ym Ba 
with y,_. E R, p,= 1, 2, ... , m. 
Proof of theorem 2.1.3. Consider a matrix O=A('ll(e) ~~'l(e). For 
the element CiJ of the i-th row and j-th column of 0 we have 
(2.1.9) 
m 
CiJ = 1 a,,_. a;,_.. 
p.~l 
An estimation for the degree of CiJ can be deduced from 
and 
d(a.,_.)<e,_.+'~li,_.-1, p,=1, 2, ... , m, 
m 
with ni = 1 ni,_., 
p.~l 
viz. 
(2.1.10) d(c.1)< max (a-ni-1+n.,_.+nj,_.). 
p.~l.2 • .... m 
To get an estimation of the order of CiJ we multiply both sides of (2.1.9) 
by an element/,_.. from the system (/1, /2, ... , fm) with o(/,_..)=0. We have 
(2.1.11) 
and in view of the estimations 
m m 
o ( 1 a.,_. f ,_.) >a+ 1'}i- 1, 1'}i = 1 17•,_. 
p.~l p.~l 
and 
the estimation 
o (/,_.. cu) > min {a+n•-1, a-n' 1+ 1} > a-n'1+ 1 
follows. Therefore, since o(f,_..) = 0, we have 
(2.1.12) 
Now compare (2.1.10) and (2.1.12). If max (n.,_.+n';,_.)<2, the 
p.~l,2, ... m 
element CiJ of the matrix A('ll(e) ~~'M) certainly vanishes. If, on the other 
hand max (1'Jip. +ni,_.) = 2, the element CiJ is of the form /'ii e"_'~';+I• 
p.~l.2, ... ,m 
/'ij ER. 
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I. Take (1J')=(b). Then the maximum 2 can only be assumed for fl=i, 
and since 1Jti = 0 for i < i we see that CtJ = 0 for i < i. Further 
1J'1= l~- 1 1];p= l~- 1 bip= 1, i = 1, 2, ... , m; hence part I of the theorem 
follows. 
II. Take (1J)=(b). Then the maximum 2 can only be assumed for fl=i, 
but for i <i we have 1J;i = 0. Therefore max (1Jip +1];p) = 1 for 
p-1.2 •...• m 
i <i, and part II of the theorem follows. 
§ 2. We saw that in the case of a perfect system f=(/1, /2, ... , fm) 
(i) two polynomial systems (a1, a2, ... ,am) and (bt, b2, ... , bm) of type I 
belonging to this system and to a certain point e = (et, e2, ... ' em) 
only differ by a multiplicative non-zero constant 7) (theorem 1.1.2), 
(ii) the polynomials aP of such a system assume their maximal possible 
degrees, i.e. d(ap)=eP-1, fl=1, 2, ... ,m, (theorem 1.1.4), 
(iii) the "rest function" r assumes actually its lowest possible order, i.e. 
o(r)=o(l~-lapfp)=a-1 (definition 1.1.1 and 1.1.2}. 
Now we shall prove, making use of the results of the preceding section, 
analogous results for polynomial systems of type II. 
Theorem 2.2.1. Let f=(/1, f2, ... , fm) be a perfect system of m 
elements from R(x) and let (a1, a2, ... ,am) be a polynomial system of type II 
for the system f and for the point e = (et, e2, ... ' em) with non-negative 
coordinates. Then 
A. 
m 
d(ap)=a-ew fl=1, 2, ... ,m, where a= l eP' 
p-1 
B. if (b1, b2, ... , bm) is another system of type II for the system f and the 
point e, there exists an element A E R, A =f:. 0, such that 
ap=Abp, fl= 1, 2, ... , m, 
C. for at least one pair of integers k, l, k, l= 1, 2, ... , m, k=f:.l one has 
o(tkz)=a+l. 
Proof. Assume first that e=(et, e2, ... ,em) has positive coordinates. 
By theorem 2.1.4, a matrix C=A<m(e) 2r%J(e) takes the diagonal form, viz. 
(
Ylea, 0 , ... , 0 ) 
C A QYT } 0 ' Y2Ba, . •.' 0 (2.2.1} = (6)(e) u<d)(e = . . . . . . 
0, 0 , ... ,ymea 
Let explicitly 
(
au a12, ... , a1m ) a~1: ~22, •••• ,. a2~ 
amt, am2, ... , amm 
7) a "constant" is an element from R. 
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and 
(
an, a12, ... , a1m ) 
az1 , a22, ... , a2m 
. . . . . 
am1, am2, ... ' amm 
Now consider the following set of linear equations (2.2.2) in the integral 
domain R[x]: 
(2.2.2) 
By theorem 2.1.1 we have det A<b>(e)=ysa with, in view of the remark 
at the end of the proof of this theorem, y#O. Hence the matrix A<b>(e) 
of (2.2.2) is regular. 
For every k in the sequence I, 2, ... , m we obtain from (2.2.I) a non-
trivial solution of (2.2.2), namely y"=akP' t-t= I, 2, ... , m. Therefore, 
( 2.2.3) Yk#O, k=I,2, ... ,m. 
Suppose we had a third matrix 
(
On, 012, ... , 01m ) 
021, 022, ... , 02m 
. . . . . 
Om!, Om2, ... , Omm 
of which each row (0"1 , 0"2 , ••• , Opm) forms a polynomial system of type II 
for the point (e1- bpl' (!2- bfl-2' ... ,em- bp,m), fl= I, 2, ... , m. Then yp=OkP' 
t-t= I, 2, ... , m, would be a non-trivial solution of (2.2.2) with a coefficient 
y; # 0 instead of Yk· Let A E R, A# 0 such that Yk- AyZ = 0. Then clearly 
(2.2.4) 
in view of the regularity of the matrix of (2.2.2). From (2.2.I) and (2.2.3) 
it follows that det 0 # 0, and hence that 
(2.2.5) 
The combination of (2.2.4) and (2.1.8) yields, since here 'Y]p= !r~l?Jpk= 
= !r~l bpk= I: 
(2.2.6) d(a"")=a-eP' t-t=I, 2, ... , m. 
From (2.2.4) and (2.2.6) the assertions of part A and B of the theorem 
follow for points with only positive coordinates. Now, let us take a point 
e with precisely one coordinate zero; without loss of generality we may 
assume that (!1 = 0, i.e. 
e=(O, (!2, ... , em), e">O, t-t=2, 3, ... , m. 
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Let (a1, a2, ... ,am) be a system of type II for this point e- From (2.2.4) 
it follows that this system is, apart from a multiplicative non-zero con-
stant, uniquely determined. From (2.2.6) follows further 
(2.2.7) 
But (a2, a3, ... ,am) is a polynomial system of type II for the perfect 
system (/2, fa, 0 0 ., fm) corresponding to the point e* = ((!2, (!3, 0 •• , em) 8). 
Since this point e* has positive coordinates, we have 
(2.2.8) 
and part A of the theorem for points with precisely one coordinate zero 
follows from (2.2. 7) and (2.2.8). 
Now repeated application of the above argument yields part A and B 
in general. 
To prove part 0 of the theorem let us suppose that for a polynomial 
system (a1, a2, ... , am) belonging to the point(!= ((!I, (!2, ... , (!m), (J= !r:.:-1 (!,_., 
we had: 
o(tkz)>a+2, k,l=1, 2, ... ,m. 
Then this system could also be regarded as belonging to the point 
e' = (ei + 1, (!2, 0 0 ., em) but this leads immediately to a contradiction of 
part A of the theorem. 
§ 3. In this section we prove two theorems. The first one (theorem 2.3.1) 
may be regarded as a refinement of the results for perfect systems from 
the preceding section. In outline the proof is the same but in detail it 
is more complicated. The second (theorem 2.3.2) is an application of the 
first theorem to the system (Lm-1, Lm-2, ... , 1). 
Theorem 2. 3 .1. Let f =(/I, /2, ... , fm) be a system of m elements from 
R(x), m;:;;,2, with min o(f"')=O; let 1'}iJ, i, j= 1, 2, ... , m, be m2 numbers, 
p.-1,2 ..... m l1ifi=j 1')ij = 0 if i<j 
0 or 1 if i>j 
and (!I, (!2, 00 ., em m positive integers. Let there exist for every fl from the 
sequence 1, 2, 00., m, a polynomial system (a"'1 , a"'2 , 00., ap.m) of type I 
belonging to the system fandtothepointe(p.)=(ei+1')p.v (!2+1J.u2• ooo' em+1'Jp.m), 
with 
d(ap.p.) = ew 
Then a polynomial system (a'"1 , a'"2 , 00 ., ap.m) of type II belonging to f and 
the point ((!1, (!2, oo•, (!p.-1> (!p.- 1, (!,u+V oo ., (!m) is Uniquely determined, 
8 ) In view of remark 5 at the end of theorem 1.1.1. we may assume that m~3. 
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except for a multiplicative non-zero constant, and 
m 
d(a,..,..>=a-e,... p,=I, 2, ... , m, where a= .L e,... 
fJ=l 
Proof. Let 
( =~~: ::: :::: =~= ) A<'l><e> = 
am1, am2, ... , amm 
be a matrix such that each row (a,_.1 , a,..2 , ••• , a,..m) is a polynomial system 
of type I for the point ((!1 +1'],..1, (!2+1'],..2, ..• , em+1J,..m) and the system j, 
with d(a,..,..)=e,.., p,=l, 2, ... , m. By theorem 2.1.1 we have det A<'l>(e)=y811 
and from the remark (2.1.8} at the end of the proof of that theorem we 
see that y#O, hence 
(2.3.1} 
Further we construct a matrix 
( 
au, a12, ... , a1m ) 
a21, a22, .•. , a2m 
. . . . . 
am1, am2, ... ' amm 
such that each row ( a,..1, a,..2 , ••• , a,.m) is a polynomial system of type II 
for the system f belonging to the point ((!1-c5,..1 ,(!2-b,..2, ••• ,(!m-c5,.m)= 
= ((!1, ... , e,..-1, ... ,em). We know from theorem 2.1.3 that the matrix 
O=A<'I>(e) 5l(~>(e) has the triangular form, viz. 
(2.3.2) ( 
IXU 8 11 , 0 , ... , 0 ) 
IX21 811 , IX22 8 11 , ••• , 0 
1Xm1 811, 1Xm2 8m · • •, IXmm 811 
Now we shall prove by induction for p,=m, m-1, ... ,I: 
I IX,..,_.#O, 
II d(a,.,..) =a- e,.., 
III a polynomial system (a,..1, a/.12, ... , a,..m) of type II belonging to the 
point ((!1, ... , e,.. -1, ... , em) and the system f is uniquely determined 
except for a non-zero multiplicative constant. 
From (2.3.2} we obtain 
0 ("~) (2.3.3} A,(e) ! 0 , p,=l, 2, ... , m. o:PfJ 8a 
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If p,=m, we have 
and from (2.3.1) it readily follows that 
(2.3.4) 
0 
0 
since (amlo am2, ... , amm) is a non-trivial polynomial system. 
Suppose (Om1, Om2, ... , bmm) is another polynomial system of type II 
for the point (e1, ... , em-lo em-1). Then 
0 
0 
0 
fJmm8<1 
, with fJmm#O. 
Let A E R, A# 0 be such that AIXmm- flmm = 0. Then we have for the poly-
nomial system (Cm1, Cm2, ... , Cmm) with C,.p=Aa.,.p-Dmp• p,= 1, 2, ... , m, 
Hence by (2.3.1) we find that 
Omp = Allm~'' p, = 1, 2, ... , m. 
Further we have by Cramer's rule 
an , ... , a1,m-1 , 0 
(2.3.5) ammdetA(tj)(e)= am-1,1, ... , am-1,m-1, 0 
am1 , ... , am,m-1 , IXmm 8<1 
Now 
an, ... , a1,m-1 
(2.3.6) =ana22 ... am-1,m-1 +terms of lower degree 
am-1,1, ... , am-l,m--1 
since d(app) =e~'' p,= 1, 2, ... , m and d(af.W) <e~-1, p,<v, p,, v= 1, 2, ... , m. 
Hence it follows from (2.3.4) and (2.3.6) that the degree of the right hand 
side of (2.3.5) is a+ 2.";:::} (!p=2a-em· Further we have d(det A<'ll(e))= 
=d(yet1)=a. Comparing the degrees of both sides of (2.3.5), we find 
(2.3.7) d(amm)=a-em· 
Hence the assertions I, II and III are shown for p, = m. 
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Now let k be one of the numbers 1, 2, ... , m-1 and suppose that the 
assertions I, II and III are already proved for f-l=m, m-1, ... , m-k+ l. 
We shall prove them for f-t=m-k. Suppose <Xm-k,m-k=O. Then since 
cx1414 ofo 0 for 11;:;. m- k + 1 we can find elements AI, A2, ... , Ak E R such that 
0 0 0 
0 
=AI 0 + ... +Ak 
<Xm-k,m-k <Xm-k+I,m-k+I 
0 
<Xm,m-k <Xm,m-k+I <Xm,m 
Hence from (2.3.1) and (2.3.3) 
(2.3.8) (
am-k,I ) (am-k+l,I )1 
a7-k,2 =AI a~-1c+1,2 + 
am-k,m am-k+I,m 
(ami) ... +Ak a~2 • 
amm 
Clearly we cannot have AI=A2= ... =A1c=O. Suppose 
AI= ... =Ai-I=O, Ai#O. 
From (2.3.8) it follows that 
Hence 
d(Atam-k+i,m-k+i) = 
= d(am-k,m-k+t-At+Iam-k+i+I,m-k+i- ... -Akam,m-k+i) <:;a-1-em-k+t 
smce we have 
{ a-1-em-k+i if f-l#m-k+i d(ap m-kH) <:; "f k · · 
· a-em-k+i 1 f-t=m- +~ 
But from the induction hypothesis we know that 
d( am-k+i,m-k+i) = (J- l!m-k+i, 
and since Ai # 0 we are thus led to the contradiction 
hence 
(2.3.9) <Xm-k,m-k # 0. 
From (2.3.3) it follows by Cramer's rule that 
... , al,m-k-1, 0, 
am-k-l,l, ... , am-k-l,m-k-1, 0, 
... , alm 
•.. , am-k-l,m 
am-k,I, ... , am-k,m-k-I, <Xm-k,m-kBa, ... , am-k,m 
.•. , am,m-k-1, <Xm, m-k e(J, ••• ' amm 
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and again it follows from d(ap.p)=e~-'' .u=1, 2, ... , m, and d(ap.v)<e.-1, 
.u<v, f.l, v= 1, 2, ... , m, together with (2.3.9), that 
d(am-k,m-k det A<'7l(e)) = 2a-em-k 
and hence, in view of d(det A<'1l(e))=a, that 
(2.3.10) d(am-k,m-k) =a-em-k· 
Suppose we have a second polynomial system of type II for the system 
f and the point (et, ... , em-k-1, ... , em), say 
Then 
(bm-k,1, bm-k,2, ... , Vm-k,m)· 
(
Vm-k,1 ) 
A ( ) 'bm-k,2 = 
(1]) e : 
Vm-k,m 
0 
0 
flm-k,m-k Sa 
with flm-k,m-k-:/= 0. Let A E R, A-:/= 0 be such that AO<.m-k,m-k- flm-k,m-k = 0. 
Then the polynomial system (Cm-k,b Cm-k,2, ... , Cm-k,m) with Cm-k,p= 
=Aam-k,p-Vm-k,p, .u= 1, 2, ... , m, cannot be a polynomial system of type II 
for the point (el, ... , em-k-1, ... , em) since 
(
Cm-k,1 ) 
A ( ) Cm-k,2 , = 
(1)) e : 
Cm-k,m 
with Ym-k,m-k=AO<.m-k,m-k-flm-k,m-k=O. But we have d(Cm-k,p.) < 
<a-1-eP-+bm-k,p., .u=1,2, ... ,m and also o (!3iJ)>a, i,j=1,2, ... ,m, 
where i:lij=Cm-k,J/i-Cm-k,i/J· Hence the system (Cm-k,l, Cm-k,2, ... ,Cm-k,m) 
must be a trivial system and we see that 
which together with (2.3.9) and (2.3.10) proves I, II and III for .u=m-k. 
Theorem 2.3.2. Let (a1, a2, ... , am), m;;,.2, be a polynomial system 
of type II for the system (Lm-1, Lm-2, ... , 1) belonging to the point 
e=(e1, e2, ... , em) with 0<e1<e2< ... <em· 
Then 
A if ('b1, 'b2, ... , 'bm) is another system of type II for the system (Lm-I,Lm-2, ... , 1) 
and this point e, there exists an element A E R, A-:/= 0 such that 
B 
ap.=Ab/1-, .u= 1, 2, ... , m, 
m 
d(am) =a-em, where a= L eP-' 
p=l 
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C for at least one pair of integers k, l, k =1= l, k, l = 1, 2, ... , m, we have 
o( t.~;z} =a+ 1, where t.~;z = az Lm-k- a.~; Lm-z. 
D If the point (! is such that (!1 < (!2 < . . . < (!m then 
d(ap)=a-e~'' p,=l, 2, ... , m. 
Proof. Instead of the system (Lm-1, Lm-2, ... , 1) we consider the 
system (1, L, £2, ... , Lm-1). 
Let e=((!1, (!2, ... , (!m) be a point with (!1>e2> ... >em>O and let 
1 if i>i 
'f}tj = { 0 if i<i 
Then by theorem 1.2.3, the system (1, L, £2, ... , Lm-1) is normal for the 
points 
and 
e<Pl = ((!1 +'f}p1, (!2+'f}p2, ••• , (!m+'YJ,..m), p,= 1, 2, ... , m 
e<l'l=((!1 +'fJ,..l• ... , (!p+'f}pp-1, ... , (!m+'f}pm), p,=l, 2, ... , m, 9) 
and hence it follows from theorem 1.1.3 that if (a~'1 , a~'2 , ••• , apm) is a 
polynomial system of type I for the pointe<~'> and the system (l,L,£2, ... 
... , Lm-1), p,= I, 2, ... , m, we have 
d(a~'~')=e~'' p,=l, 2, ... , m. 
Therefore we may apply theorem 2.3.1 if we take for f the system 
(l,L,L2, ... ,Lm-1), for (!=((!1,(!2, ... ,(!m) a point with (!1>(!2> ... >(!m>l 
and for 'fJti> i, i = 1, 2, ... , m, the special choice 
1 if i;;;.,j 
nu = { o ·f · · 1 ~<1 
We obtain the following result: 
Let (! = ((!1, (!2, ... , (!m) be a point such that 1 < (!1 < (!2 < ... < (!m· 
Then a polynomial system (a~'1 , a~'2 , ••• , apm) of type II belonging 
(2.3.11} to the system (Lm-1, Lm-2, ... , 1} and to the point ((!lt ... , er1, (!p-1, 
(!p+l, ... , (!m) is, except for a non-zero multiplicative constant, 
uniquely determined, with d(app)=a-e~'' p,= 1, 2, ... , m. 
From (2.3.11) follows: 
1) part A of theorem 2.3.2 for points (! with at most one (the first) 
coordinate zero, 
2) part B of this theorem for points (! with positive coordinates, 
3) part D of theorem 2.3.2. 
D) Notice that we could not use this argument if we considered the system 
(Lm-t, Lm-z, ... , 1) and a point e=(et. ez, ... , (!m) with et<es<···<11m· 
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Now part A and B follow for the general case if we keep the following 
in mind: 
I For m = 2, theorem 2.3.2 follows from remark 5 at the end of theorem 
l.l.l. 
II Let e=(et, ez, ... ,em) be a point with e1=ez= ... =e~c=O, k<,m-2, 
and let (a1, a2 , ••• ,am) be a polynomial system of type II belonging 
to this point e and the system (Lm-1, Lm-z, ... , 1). Then (a,., a,.+l, ... 
. . . , a~c, ... , am) is a polynomial system of type II for the point 
(e"' e"+1' ... , e~c, ... ,em) and the system (Lm-", Lm-><-1, ... , 1), 
x=1, 2, ... , k. 
Finally we prove part C of the theorem: Suppose that for every pair 
of integers k and l, k, l= 1, 2, ... , m, we have: o(r~cl)>a+2. Then a poly-
nomial system of type II for the point e = (e1, ez, ... , em) is also such a 
system for the point (e1, ez, ... , em-1, em+ 1). But then we would have 
d(am-1)<:.a-em-1· and at the same time d(am-1)=a+1-em-1, (2.3.11). 
From this contradiction we see that we have for at least one pair of 
integers k and l: o(tkz)=a+1, which proves part C of the theorem. 
(To be continued) 
