The increased use of models with limited-dependent variables has allowed researchers to test important relationships in political science. Often, however, researchers employing such models fail to acknowledge that the violation of some basic assumptions has in part difference consequences in nonlinear models than in linear ones. In this paper I demonstrate this for binary probit models in which the dependent variable is systematically miscoded. Contrary to the linear model, such misclassifications affect not only the estimate of the intercept, but also those of the other coefficients. In a Monte-Carlo simulation I demonstrate that a model proposed by Hausman, Abrevaya and Scott-Morton (1998) allows for correcting these biases in binary probit models. Empirical examples based on reanalyses of models explaining the occurrence of rebellions and civil wars demonstrate the problem that comes from neglecting these misclassifications * This paper draws in part on work carried out with Thomas Christin, whom I wish to express my gratitude for extremely helpful research assistance. Thanks are also due to James Fearon and Patrick Regan for making available data used in this paper and to the anonymous reviewers and Dominic Senn for helpful comments on an earlier version of this paper. Partial funding by the Swiss National Science Foundation through the NCCR project Challenges to democracy in the 21st century is gratefully acknowledged.
Introduction
Research in political science has seen a considerable increase in the use of models with limited-dependent variables. Probit and logit models, even of the multinomial variety, have become the mainstay in many subfields, as have duration models, etc. When using such nonlinear models many scholars seem to neglect, however, that some problems which are inconsequential in classical linear regression are much more serious in nonlinear models. For instance, while the omission of variables in a linear regression fails to affect the estimated effect for the included variables as long as the former are uncorrelated with the latter, this does generally not hold in nonlinear models (see for instance Lee, 1982; Yatchew and Griliches, 1985) .
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Similarly, while in a linear model measurement error in the dependent variable only affects the precision with which the effect of our independent variables can be determined and possibly the estimate of the intercept, the same problem may bias our estimated effects in a nonlinear model (see Hausman, Abrevaya and Scott-Morton, 1998; Abrevaya and Hausman, 1999; Hausman, 2001 ).
Neglect of these issues in much of the research in political science is problematic. Quite clearly theories in political science are hardly sufficiently developed to guide us to completely specified empirical models to avoid the problem of misspecification.
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Similarly, few are the situations in which we can be sure that our limited-dependent variable is measured without error. While the former problem is largely linked to the theoretical level and a series of specification tests exist for nonlinear models (see for instance Yatchew and Griliches, 1985) , the latter problem relates much more to problems of measurement at the empirical level. In many contexts throughout political science research these measurement problems are, however, quite explicit, and, in spite of this, scholars refrain from considering them in earnest. Hence, in the present paper I discuss one particular type of measurement problem, namely misclassification in limited-dependent models in general and binary probit models in particular.
In the next section I state more formally the problem of misclassification and provide a series of examples where such misclassification is to be expected. In section three I discuss an estimator proposed by Hausman, See also the more general and very instructive discussion of omitted variable biases provided by Clarke (2005) .
2 Achen (2005) and Clarke (2005) discuss these problems in a more general context. Morton (1998) to address the problem of misclassification in a binary probit setting. While these authors provide initial Monte Carlo simulations for their model, I extend their work to cover a broader range of situations to offer insights on when it is advisable to use their model to correct for misclassifications. In section four I provide an application of the empirical model demonstrating that taking into account misclassification may help avoid biases in our inferences in research on "minorities at risk" (Gurr, 1993 ) that engage in protest (Regan and Norton, 2005) and on civil wars. Section five concludes.
Misclassifications in political science
Considering the type of data that is often used in political science research in conjunction with models with limited-dependent variables, it is obvious that misclassifications and measurement error are endemic. For instance, Hausman, Abrevaya and Scott-Morton (1998) use as empirical example to illustrate their estimator for misclassification a model trying to explain job changes. As they show with panel survey data, recall questions on job tenure often provide biased information. Hence, models attempting to estimate the effect of various factors on job change will suffer from misclassification. If we compare such a rather central question in people's lives with responses to survey questions often employed in political science research we can be sure that the problem of misclassification is widespread and the effects consequential. Consider only recall questions on vote choices.
Also in research not relying on survey data, misclassifications are likely. For instance, research into wars in general and civil wars in particular rely on the number of battle-deaths per year to decide whether a violent conflict is a war (or civil war) or not. An often employed rule is to consider as war (or civil war) a conflict with at least 1000 battle-deaths per year.
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Hence, starting from a continuous indicator (number of battle-deaths) a dichotomous indicator is formed, which shows whether, for instance, two countries are at war (or a country is embroiled in a civil war). Under the hardly outlandish assumption that the underlying continuous indicator is measured with error, there is a strictly positive probability that a war is coded as a peaceful period or vice-versa.
Similarly and relatedly, if from a set of groups like the "minorities at risk" (MAR) information at the level of states is generated (e.g., presence or not of minorities), misclassifications are possible. More precisely, if the MAR data collection effort missed some groups (e.g. Hug, 2003; Fearon, 2006) and this data is aggregated to the level of states, misclassifications will be the result.
Hence, misclassifications are very likely in much political science research employing models with limited-dependent variables. Whether using survey data or data generated from continuous variables summarized in dichotomous indicators, misclassifications are likely to occur.
A model of misclassification and Monte Carlo simulations
To address the problem of misclassifications in a probit model, Hausman, Abrevaya and Scott-Morton (1998) propose an estimator that allows the direct correction of possible misclassifications. In both Monte Carlo simulations and empirical examples they demonstrate how even small amounts of misclassification affect the estimated coefficients, even if the misclassification is unrelated to any of the independent variables.
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Their estimator explicitly models the probability of misclassification in a probit setup. In a simple probit-model the log-likelihood function is simply
where y is the observed dichotomous outcome, x a vector of explanatory variables and β the vector of coefficients to be estimated. If α 0 corresponds to 4 Obviously, given that the binary dependent variable is underpinned by a continuous indicator, it might be advisable to consider this explicitly in the empirical model to be tested. Given that a large literature on wars and civil wars refrains from this and estimates simply binary logit or probit models, I do not pursue this avenue here. I wish, however, to thank an anonymous reviewer for alerting me to this alternative possibility.
5 The reason for this is easily understood, if we consider marginal effects of particular variables in nonlinear models. The marginal effect of a particular variable corresponds not to the estimated coefficient, as in a linear regression, but is a function of all estimated coefficients. Hence, a wrongly estimated constant term, for instance, affects all estimated effects. See Hausman (2001) for a more general discussion of mismeasured variables. the probability that the unobserved y i = 0 is classified as a 1 and α 1 corresponds to the probability that the unobserved y i = 1 is classified as a 0, Hausman, Abrevaya and Scott-Morton (1998) derive the following log-likelihood function:
For identification of this model α 0 , alpha 1 ∈ [0, 1) and α 0 + alpha 1 ≤ 1 has to hold (Hausman, Abrevaya and Scott-Morton, 1998 ).
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It is easy to see that equation 2 reduces to equation 1 if α 0 = α 1 = 0. Maximizing equation 2 yields estimates for the coefficients β but also for the amount of misclassification in the dataset through the values of α 0 and α 1 .
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While Hausman, Abrevaya and Scott-Morton (1998) report estimates for a model employing this setup, they also suggest that both α 0 and α 1 may depend on some exogenous variables (i.e., z 0 , z 1 ):
As for the estimates of α 0 and α 1 in Hausman, Abrevaya and Scott-Morton's (1998) original formulation (equation 1), constraints need to be set such that these values remain in the interval [0, 1). As with regression models with dichotomous variables, the most convenient specification is either the logit transformation or the cumulative density function of the normal curve.
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What is also readily transparent is that the identification of the parameters to be estimated is only secured through the assumed functional form. More 6 Lewbel (2000) derives some more general conditions under which this model, also including explanatory variables, is identified.
7 Given the rather simple structure of the likelihood function, the estimator is easy to implement. Code for Gauss and R are available from the author upon request.
8 This possibility for introducing explanatory variables for the amount of misclassification might even be used to bring to bear case specific information, as suggested by Gordon and Smith (2005) .
9 Below I also use the absolute value of the estimated parameter to ensure positive values. This, however, only works if no explanatory variables are used to explain the probability of misclassification. In that latter case I use the normal cumulative density function.
precisely, estimating the two additional parameters in equation 2 is only possible because they enter additively to then multiply the expression with the cumulative normal density. The same holds if as specified in equations 3 the misclassification probabilities are a function of exogenous variables z 0 , z 1 . These variables may easily be part of the vector of explanatory variables of the probit model x, but again the parameters associated with equations 3 can only be estimated because the functional form differs from the way in which these explanatory variables affect the likelihood.
Despite this limitation Hausman, Abrevaya and Scott-Morton (1998) report encouraging results from Monte-Carlo simulations demonstrating that the proposed estimator performs much better than simple probit estimations in the presence of misclassification. The equation they employ to generate the simulated dataset for the Monte-Carlo simulations is the following:
x 1 and are drawn from a normal distribution with mean 0 and variance 1, while x 2 and x 3 are random draws from a uniform distribution over the unit interval. A certain percentage, namely 2, 5, or 20 percent of the observed y o (both 0s and 1s) were then randomly recoded. The simulations performed by Hausman, Abrevaya and Scott-Morton (1998) with a sample of 5000 observations then clearly show that the estimated coefficients taking into account the problem of misclassification come much closer to the true values.
These Monte-Carlo simulations are limited in several ways, which make them only partly relevant for typical political science research. More specifically, datasets with 5000 observations or more are not the modal category in political science research using binary probit models. For this reason I extend these simulations in various ways by using exactly the same setup as shown in equation 4. First, I carried out the Monte-Carlo simulations for smaller datasets, namely for samples of 1000, 2000, 3000, 4000, and 5000 observations. Second, while Hausman, Abrevaya and Scott-Morton (1998) To assess the sensitivity of this estimator to other sets of probabilities of misclassifications I carried out Monte Carlo simulations for all possible combinations of the four values for α 0 and α 1 . In almost all cases, when at least one of the two probabilities is at least 0.05, the rmses, especially for larger sample sizes, are smaller for the constant term as estimated by the Hausman, Abrevaya and Scott-Morton (1998) estimator than the one estimated by probit.
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The advantage of this estimator becomes even more obvious if we look at cases where one 10 Estimating this model is not as straightforward as it seems, given that the parameters are only identified through the functional form. Convergence in the maximum likelihood estimations depends strongly on the starting values and is often difficult to achieve. While for all settings of the parameters 1000 datasets were drawn, the results presented here rely only on the set of estimations which converged. In the appendix I provide more details on the number of replications and the simulation results in general. The estimation employed the BFGS-algorithm in Gauss, which seemed to perform best. Below I discuss in more detail these problems of convergence in the context of the empirical applications.
11 The mean squared error is simply the variance of the estimated coefficient plus its bias squared.
12 Given that this result is of lesser significance I refrain from reporting it in more detail graphically, here. All results of the Monte-Carlo simulations appear, however, in the appendix. 
What is striking in the results depicted in figure 2 is that for two estimated coefficients, namely β 1 and β 3 , independent of the sample size the rmse for Hausman, Abrevaya and Scott-Morton's (1998) estimator is systematically smaller than the one for the probit estimator. On the other hand this is never the case for the rmses for the constant β 0 and for the remaining slope coefficient (β 2 ) this only occurs if the sample sizes are larger. This suggests that if at least one type of misclassification is rather important, then even estimating a model where it is assumed that both probabilities are equal can yield less biased estimates, and this seems to hold also in smaller samples.
Resorting to the exact same setup, namely letting the two probabilities of misclassification vary independently of each other across the four selected values, I estimated models where both probabilities were coefficients. If the two probabilities are identical, the rmses for all coefficients from the probit estimates are systematically lower for the sample sizes considered in the Monte Carlo simulations. If the two misclassification probabilities differ from each other, the rmses of Hausman, Abrevaya and Scott-Morton's (1998) estimator (mostly of the constant) is less biased than the one of the probit model for large sample sizes as long as at least one of the probabilities exceeds the value of 0.02.
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To assess the estimator's performance when the probability of misclassification depends on an explanatory variable I used the following setup for each of the two probabilities:
where α a varied across the four values above and θ was drawn from N (0, 1).
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13 Given that these results are substantially less interesting I refrain from reporting them in detail here.
14 Hence, here the z 0 and z 1 from equation 3 correspond to an included independent variable in the model, namely x 1 .
15 Strictly speaking, this setup does not guarantee that α . ∈ [0, 1]. The few values that failed to fall into this interval were recoded to the closest boundary value. Given that this equation is only used for the generation of the simulated data this fails to have any impact on the results reported below. The various panels in figure ? ? report the results for the cases where α 0 depends on x 1 as specified in equation ??, and α a takes on the three values used above, while α a for α 1 is equal to 0. The results depicted in figure ? ? are generated in the same fashion, but with α 0 and α 1 inversed. It is apparent in both figures that already with 5 percent misclassification the rmses of Hausman, Abrevaya and Scott-Morton's (1998) estimator for some coefficients yield less biased estimates than those of the simple probit model. If the amount of misclassification is rather large, the differences become quite large and appear even for smaller sample sizes. Hence, for many situations where we expect the probability of misclassification to depend on exogenous variables Hausman, Abrevaya and Scott-Morton's (1998) estimator provides improved estimates.
Empirical examples
To illustrate the performance of Hausman, Abrevaya and Scott-Morton's (1998) proposed estimator, I employ it on two studies dealing with protests of "minorities at risk" (Gurr, 1993) and civil wars. The first study by Regan and Norton (2005) proposes an empirical model to assess how various factors influence the outbreak of protest, rebellions and civil wars. To test this empirical model they employ the "minorities at risk" data (MAR) (Gurr, 1993) , aggregated, however, to the level of country-years. More precisely, they create a summary indicator for each minority based on variables measuring protest and rebellious behavior in the MAR data,
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and based on this code whether a minority is engaged in protests, rebellions or a civil war. Aggregating this to the country level allows the authors to have a dichotomous indicator for each county-year showing whether a protest, rebellion, or civil war occurred or not. As explanatory variables Regan and Norton (2005) use discrimination, political repression (lagged), extractable resources, per capita GDP, population size, regime type, and ethnolinguistic fractionalization. To account for possible time-dependencies, the authors follow Beck, Katz and Tucker (1998) and use cubic-splines as well as a counter for the number of years since the last event.
While Regan and Norton (2005) estimate their model as a logit, I report the results of a probit model in column 1 of table ?? for the onset of protest.
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Substantively the results obviously fail to differ from the logit results. Discrimination, per capita GDP, the log of the population size and ethnolinguistic fragmentation positively and statistically significantly (though only moderately for the first variable) affect the outbreak of protest. Repression decreases the probability of such an outbreak, though not statistically significantly, while the effect of democracy, as measured by the Polity IV scale, is curvilinear and statistically significant. When allowing for the possibility of misclassification but assuming that the two probabilities take the same value (column 5 table ??), I find a sizeable probability of misclassification of almost 1 percent.
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The other estimated coefficients of the model also undergo some changes. These fail, however, to affect the substantive conclusions reached by Regan and Norton (2005) , with the exception of the effect of discrimination on protest onset, which completely loses its statistical significance. This is due to a reduced size of the coefficient and an increased value for the standard error.
As seen in the Monte Carlo simulations, estimating an identical probability of misclassification, even if the probabilities differ, is often advisable. Here, however, I also wish to check what happens if individual probabilities are estimated separately (columns 2 and 3 in table ??) or jointly (column 4 in table ??). In the case where only the probability that a peaceful year is miscoded as a year with a protest onset, this estimated probability is again quite large, namely 0.008. The differences in the other estimated coefficients are, however, rather small. The probability that a year with a protest was miscoded as a peaceful year is considerably smaller (column 4 in table ??), approaching zero. Not surprisingly, here the estimated coefficients barely differ compared to those reported in column 2.
Finally, if both probabilities of misclassification are estimated separately in the same model (column 4 in table ??), I find stronger changes. First of all, the two probabilities of misclassification are quite sizeable with the first one again reaching 0.008. With regard to the coefficients for the substantive variables, quite a few notable changes appear. Discrimination appears to have a much weakened effect when misclassification is taken into account, as is the case for the effect of per capita GDP.
To substantially interpret these results, however, the nonlinear nature of the model suggests using additional information, for instance maximal effects for the variables in the models. I report these for models 1 (simple probit) and 4 in table ??. Over the board one notes that these maximal effects are in absolute values much smaller for the estimates of the Hausman, Abrevaya and Scott-Morton (1998) model than those of the probit model. When also considering the confidence bands for these marginal effects, the differences for the discrimination variable are especially notable. Hence, I also depict the densities of these simulated marginal effects in figure ? ?. While the density for the marginal effects from the probit model barely includes the value 0, the density from the Hausman, Abrevaya and Scott-Morton (1998) estimates is centered on zero. Hence substantively, once taking into account misclassification we would presume that discrimination has no effect on protest onset, while a simple binary probit would lead us to believe that the probability of protest can be increased by more than four percent through maximum discrimination. a For the calculation of the maximal effects 1000 simulations were carried out by holding all other variables at their means, except the dichotomous variable extractable resources and the peace-years related variables, which were all set to zero.
To illustrate the way in which explanatory variables for misclassification may affect results of empirical analyses I turn to the second example. Fearon and Laitin (2003) assess in a simple empirical model, how various explanatory factors contribute to explaining the onset of civil wars. For this they create a data-set where each observation corresponds to a country-year and the dependent variable takes the value of 1 if a civil war starts in a particular year.
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As civil war is coded a violent conflict inside a state in which at least 1000 battle-deaths are deplored in one year. In table ?? (column 1) I first report a replication of Fearon and Laitin's (2003) base-model, which they estimate as a logit model, estimated as a probit model. Estimating the various misclassification probabilities as in the previous example yielded predicted probabilities indistinguishable from zero.
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Despite these small probabilities it might be the case that some 20 Country-years in which a civil war is coded as ongoing are dropped from the analysis. 21 For this reason I refrain from reporting these results here. Density systematic features explain the probability of misclassification. To assess this I allow the probability of misclassification to depend on the GDP per capita. The argument for this is that reports on battle-deaths, which are used to determine whether a civil war occurs or not, are likely to be much more imprecise in poor countries than in rich ones. Ideally, a better measure for the quality of the sources employed for particular countries and years should be used, here, but the simple GDP per capita indicator seems to be a sufficiently good proxy for the quality of reporting. In column 2 of table ?? the results appear for a model where the probability of a peaceful year to be miscoded as a year of civil war onset is allowed to vary. The estimates suggest that the probability of misclassification decreases with higher GDPs per capita, and this effect reaches statistical significance. Substantively these estimated coefficients suggest that the amount of misclassification in the poorest countries in the sample is approximately one percent. The coefficients for the misclassification model and especially a likelihood ratio test comparing this model to the one estimated by Fearon and Laitin (2003) , suggest that the second type of misclassification is not affected by GDP per capita. Given that only the first type of misclassification seems to be affected by GDP per capita, I
report in table ?? again the maximal effects for all the independent variables. The results reported in table ?? suggest again that when considering misclassification, the substantive effects of the various variables are considerably smaller.
The most interesting concerns the effect of mountainous terrain, the coefficient of which is cut in half when considering possible misclassification (table ??). The same also happens with the maximal effect as the results in table ?? and figure ??
illustrate. The density of this effect from the simple probit model would lead us to believe that whether or not a country has a large amount of mountainous terrain significantly affects the likelihood of civil war. Considering the results from the model with misclassification would question, however, this inference. The density for this effect is heavily concentrated on zero, suggesting that mountainous terrain has no effect.
Conclusion
Too often researchers in political science employing models for limited-dependent variables fail to acknowledge that violations of assumptions that are rather innocuous in the classical linear regression model may have much more dramatic effects. It is (should be) well known that the effect of omitted variables is quite different in nonlinear models than in linear ones. Similarly, measurement error, or misclassification in limited-dependent variables affects in most cases all estimated coefficients, even in the most innocuous looking cases (Hausman, 2001 ). This even holds if the amount of misclassification is rather limited. Similarly, the Monte Carlo simulations suggest that even if the two possible probabilities of misclassification differ, a joint estimation under the assumption that they are equal is often an improvement over probit estimates. The same also holds for situations where we expect exogenous variables to affect the probability of misclassification. I illustrated the estimator discussed in two empirical examples related to protests and civil wars. In both cases addressing the issue of possible misclassifi-In addition, the corrections led to changes in some of the substantive results of the original analyses. Combined with the insights from the Monte Carlo study this implies that researchers should pay much more attention to this potential problem. As I noted in the paper, in many areas where political scientists employ models for limited-dependent variables, misclassifications are very likely.
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