In this paper we reply to a the comment made by Revil (2017) on our paper (2017, Geophys. J. Int., 208), where we describe seismoelectric phenomena in the vadose zone based on the theory of Pride empirically extended for unsaturated conditions. We analyse and answer each one of the enumerated critics, and reaffirm the conclusions of our work. In particular, we prove that using the conductivity model suggested by Revil (2017) does not change our predictions significantly, contrary to what was argued in the comment. Further, in the light of previous and new theoretical and experimental results existing in the literature, we confirm the reasonability of having tested a non-monotonic saturation dependent streaming potential coefficient model besides the monotonic one, and discuss the suitability of assuming a linear relation between the permeability and the excess charge.
We thank Dr Revil for his comments on our publication, which we answer below. We start by answering his introductory statements; we write in italics when we transcribe text from his Comment.
'... Like in Revil & Mahardika (2013) , they used the van Genuchten's constitutive model to describe the water saturation profile ... ' While it is true that we employed the mentioned constitutive model, we were not able to find it in Revil & Mahardika (2013) ; the model used by the authors in this work is the one from Brooks & Corey (1964) .
'... ZMJ17 also claim that they have extended Pride's formulation to deal with the modeling of seismoelectric phenomena in partially saturated media. This extension appears, however, to be ad hoc, i.e., not based on any upscaling techniques or fundamental physics. It furthermore contradicts the broad body of published experimental data. ' The sentence 'Correspondingly, we extend Pride's formulation to deal with partially saturated media.', which we wrote in the Summary of our article does not mean that we claim to have developed a new formulation for Pride's theory in unsaturated media, but, as we clearly write in the body of our paper, that we use extended models, previously developed by other authors (Warden et al. 2013) . Moreover, we comment below (Answer (3)) that (1) in a previous work Dr Revil considered the chosen approach to be valid, and (2) laboratory measurements obtained by other authors show good agreement with theoretical results obtained using Pride's seismoelectric theory extended by means of Warden's model.
We continue now by answering the eight reasons enumerated by which we, as Dr Revil poses it, cannot pretend to accurately describe seismoelectric phenomena in the vadose zone with our approach.
(1, 2) We think that using Pride's formulation for seismoelectrics is not a drawback at all. This theoretical framework is one of the two most well-known efforts to explain seismic-to-electromagnetic conversions (being the other one Dr Revil's and co-workers'), so we think it is not necessary here to enumerate the large number of works that have been (and continue to be) published using it. However, the interested reader can recourse to recent reviews (Jouniaux & Ishido 2012; to take a glance at most of them.
As we stated in our paper, we are aware that Pride's theory has certain hypotheses that have to be fulfilled for it to be applied; we chose the soil textures, water salinity and other parameters accordingly.
The discussion on the conductivity model is answered in the next point.
(3) Here Dr Revil affirms that we are presenting a new way to deal with the electric conductivity in unsaturated conditions, which
Reply to Comment on ... 1653 is poorly fundamented, and incorrect. As we clearly stated in our work, we are not presenting a new model, but using an already known one, introduced by Warden et al. (2013) and used by some of us in a previous work and other authors as well (Bordes et al. 2015) .
On the other hand, in a recent work, Jardani & Revil (2015) commented about Warden's work as follows: '... In parallel, Warden et al. (2013) extended empirically the equations developed by Pride (1994) So, Dr Revil not only already knew the model we are using in our work but also considered it valid, whenever the last mentioned conditions are fulfilled. (Note that they are indeed valid in our work.)
To complete our discussion about the electric conductivities, we compare now the conductivity model we used in our work (Zyserman et al. 2017, eq. 12 ) and Revil's model as given in Revil & Mahardika (2013) ; we use therefore for the latter
The real part σ is called the in-phase conductivity, containing contributions from Archie's law in the first term, and from the surface conductivity in the second term. The imaginary part σ is the quadrature conductivity, and accounts for polarization effects. The parameters not already defined in our work are a ionic mobility β ( + ) equal to the mobility of the cations in the bulk pore water, the total charge density of the diffuse and Stern layers Q V , the fraction of counterions in the Stern layer f and the weight fraction of clay in the soil ϕ W . The factor β S (+) in the imaginary part is the mobility of the counterions in the Stern layer.
To obtain Fig. 1 we used in eq. (1): (Revil 2012; Revil & Mahardika 2013) , Q V = 3.15 × 10 7 C m −3 , corresponding to a shaly sandstone (Waxman & Smits 1968) , and ϕ W = γ clay (Zyserman et al. 2017, table 1) . We can observe in Fig. 1 , where we depict the real part of the conductivity, that for all soil textures Revil's model yields higher effective conductivities, and that the difference between both predictions is higher for the more clayey soils. This happens because the surface conductivity contributes more significantly in Revil's conductivity model than in Warden's. Below the water table, the conductivity of the sandy clay is 2.1 times higher for Revil's conductivity model than for Warden's conductivity model; all other soil textures have smaller differences.
In order to check if employing Revil's model significantly affects our predictions, we modified our seismoelectric numerical code, considering now the mentioned model, and run our simulations for all soil textures. We display in Fig. 2 the interface response for the electric field, measured below the water table; this figure corresponds to (Zyserman et al. 2017, fig. 12(c) ). We choose this figure because it encompasses the most significative results of our paper. What we observe is that the only difference is an amplitude decay, which is almost negligible for the least clayey soils (loamy sand and sandy loam), and more appreciable for the soils with a higher clay content. But even for the latter, the new amplitudes are fairly close to the original ones.
Therefore, we reaffirm what we stated in our article; in the vadose zone we are working under the hypothesis that Warden et al. (2013) established for their model to be valid, so there is no loss of quality in our predictions because of the used conductivity model. Waxman & Thomas (1974) and Vinegar & Waxman (1984) .
(4) We do not agree with the suggested idea that the mere existence of an alternative theory makes it preferable to another one. On the other hand, as we mentioned above, we are aware of the numerous works of Dr Revil and co-workers; we have cited not a few of them in several of our previous papers. Moreover, one of us has already worked with this formulation of seismoelectrics ; in this work it is demonstrated that the presence of mesoscopic heterogeneities in fluid-saturated porous rocks can produce measurable seismoelectric signals due to wave-induced fluid flow (WIFF) between regions of differing compressibility.
(5) We thank Dr Revil for providing details on the differences between the volumetric charge densities. However we point out that our results do not depend at all on one or the other volumetric charge densities; within the theoretical frame we employed in our work there is no formula making use of any volumetric charge density, so any confusion we could have with them, did not affect the results in our paper.
We would like to express that even though we may have abruptly stated our questioning about the connection betweenQ V and k 0 as established in Revil & Mahardika (2013, Fig . 3 ) in the introduction of our paper, we still consider that the displayed result is a consequence of the chosen hypothesis, and not verified by independent measurements. In fact, the effective charge density of the diffuse layer that can be dragged by the flowQ V is calculated at low frequencies in Revil & Mahardika (2013) using the eq. (97)
and results are shown in their fig. 3 , showing a strong decrease of the effective charge density with increasing permeability k 0 with a slope of about 0.8. Jardani et al. (2007) also stated: 'The measurements of C can be used to determine the values of the charge density of the diffuse layer, and reported values of this charge density calculated for previous measurements published in literature, as the argillaceous samples from Revil et al. (2005) .' But they calculated the values of Q V from the eq. (2) instead of calculatingQ V . Moreover we point out here that Jardani et al. (2007) used values of the streaming coefficient measured on five samples by Revil et al. (2005) , with permeability values still from Revil et al. (2005) , but that were not measured on these samples but taken from the literature. Note also that Linde et al. (2007) used the eq. (2), but to calculate Q V , notQ V , neither Q V .
On the other hand, as we know that the streaming coefficient C 0 is inversely proportional to the fluid conductivity σ w
and that σ 0 is
it leads to the following equation:
assuming the surface conductivity σ s is neglected, with F the formation factor. So it is not surprising that thisQ V does not depend on the fluid conductivity as mentioned by Jardani et al. (2007) : 'We observe that for a variety of rocks and ionic strengths of the pore waterQ V depends mainly on the permeability of the porous rocks.' The values of the different parameters , ζ , η and F are not varying in a very large range compared to the permeability which can vary of about 12 orders of magnitude. Therefore using eq. (2) to calculatê Q V leads to the conclusion thatQ V is roughly inversely proportional to the permeability. This is a consequence of the hypothesis used for the calculation ofQ V , this is not a demonstration. Taking into account the surface conductivity in the value of σ 0 , leads to a relation that may slightly differ from the exact inverse proportionality to the permeability.
It would have been necessary to calculateQ V from CEC measurements to have independent measurements ofQ V and k 0 to be able to know if there is some relation betweenQ V and k 0 . The total charge density of the diffuse and Stern layer Q V can be deduced from CEC measurements as performed by Waxman & Smits (1968) , Waxman & Thomas (1974) and Vinegar & Waxman (1984) . Q V is usually determined from the ratio of the cation exchange capacity per unit pore volume of rock, expressed in meq ml −1 , with 1 meq ml −1 = 96.32 × 10 6 C m −3 (Greve et al. 2013 ). In Fig. 3 , we show the data tabulated in the just mentioned references of measured Q V , roughly between 6 × 10 6 and 10 8 C m −3 for a permeability range from 10 −16 to 10 −9 m 2 . When the pores are small we can expectQ V = Q V , as recalled by Dr Revil. In Revil et al. (2005) the excess charge density of the diffuse layer Q V is related to the total charge density of the diffuse and Stern layers per unit volume Q V as Q V = (1 − f )Q V , with f = 0.98, and f values from 0.98 to 0.85 in Revil & Mahardika (2013) .
From the independent measurements of Q V and k 0 in Fig. 3 it is not possible to deduce a linear relation between them with a slope near one, the values of Q V varying about one or two orders of magnitude while the permeability is varying about eight orders of magnitude. Therefore we suggest, when using a model including some values ofQ V and Q V to choose a value of Q V coherent with the measurements of Q V performed independently.
Note that Jougnot et al. (2012) proposed an alternative way to calculate the effective charge density, modelling a bundle of capillaries. The effective charge density is calculated as a function of the water saturation, using two approaches: the relative permeability function, and the capillary size distribution, to derive the size of the capillaries that drains the flow at a given saturation. This size is permeability dependent, and the results show that the predicted effective excess charge at saturation is decreasing with increasing permeability with a slope of about 0.8. It would be interesting to know if some parameters of the model show some sensibility to the value of the slope in this relationship.
(6) In our work we wanted to test different possible scenarios, therefore we chose two 'saturation functions' C(S w ) previously reported in the literature, namely a monotonic one and a nonmonotonic one. In this work we are not choosing between both models, but describing what we observe when employing them.
However, we would like to point out that Allègre et al. (2010) did not try to duplicate experiments from Linde et al. (2007) . Linde et al. (2007) measured the self-potential during a drainage experiment, but they did not measure the water content of the sand during the drainage, and could not show any streaming potential coefficient as a function of water saturation, as performed by Allègre et al. (2010) . Further analysis of their raw data shows that they investigated only a range of water-saturation between 0.85 to full saturation ). Moreover they calculated Q V from eq. (2). Note that both experiments in Allègre et al. (2010) , and modelled by Allègre et al. (2012) , showed a non-monotonous behaviour of the streaming potential coefficient (Fig. 4) , and are the only observation, to our knowledge, of continuous records of the streaming potential coefficient (SPC) during drainages, with also concomitant pressure and water content measurements.
The non-monotonous behaviour of the streaming potential coefficient, as we used, is in agreement with several observations, including some of Dr A. Revil, once the SPC value measured at saturation is properly included, as shown in Fig. 5 . The key point here is: when modelling the measurements, if we use the hypothesis that the maximum value of the streaming potential is encountered at full saturation, then the result is that the model is monotonous as a function of the water saturation. If we do not use this a-priori, then we can model a non-monotonous behaviour of the streaming potential coefficient. One physical reason is the existence of the water/air interface which is also charged, as the interface of rock/water, with a zeta potential of about −20 mV (Allègre et al. 2015) . And the evolution of this interface is non monotonous with the water saturation during a drainage (Culligan et al. 2004; Allègre et al. 2015) .
The underlying physics of a non-monotonous behaviour of the SPC is related to water/air interfaces as shown by the results of lattice Boltzmann numerical simulations (Fiorentino et al. 2017) . Whether the water/air interfaces progresses as an air flow parallel to the channel, or as a flow with entrapped bubbles, or as flowing bubbles, the results predict a non-monotonous behaviour of the SPC with the water saturation (Figs 6 and 7) . The main contribution to the SPC comes from the charged water/air interface, and not from the rock/water interface, assuming the same zeta potential for both interfaces. Two competing effects are involved: the decrease of the fluid velocity with decreasing water saturation, and the increase of the charge density and the surface area of the water/air interface with decreasing water saturation. A non-monotonous behaviour of the SPC also appears without any increase of the surface area of the water/air interface with decreasing water saturation.
We also want to mention that Bordes et al. (2015) used the nonmonotonic saturation function proposed by Jackson (2010) for the electrokinetic coefficient in unsaturated conditions, along with the two monotonic ones proposed by Guichet et al. (2003) and Revil et al. (2007) . They observed that 'The comparison of data with the theory led to the conclusion that the trend and the order of magnitude of the recorded experimental transfer functions is recovered by the theoretical prediction when using the Jackson (2010) model for the saturation dependence of electrokinetic coefficient. ' This shows that other authors found experimental evidence of a non-monotonic behaviour of the electrokinetic coefficient at partial saturation, and also that they were able to explain laboratory measurements with the same seismoelectric theory we used in Zyserman et al. (2017) , that is, Warden et al.'s (2013) extension of Pride's theory to partial saturation.
Finally, we point out that numerical simulations performed by Zhang et al. (2014) suggested that the SPC exhibits a hysteresis between drainage and imbibition and that it can vary nonmonotonically with saturation.
Turning now the reader's attention to the electrode drift, we would like to recall that Allègre et al. (2010) used non-polarizable electrodes and checked the stability of their electrodes over a period of 100 hr. The results are described in Allègre et al. (2010) : the electrodes showed remarkable stability. At the end of the drainage experiments the electric potential is not the same as the one at the beginning of the experiment: this is not a drift. This is because the sand is water saturated at the beginning of the drainage, and is Revil et al. (2007, fig. 7b ) including measurements at full saturation (=1) not reported by Revil et al. (2007) and shown in Revil & Cerepi (2004, fig. 3 ) on same samples with the same water conductivity 0.93 S m −1 . The model from Revil et al. (2007) (continuous line) with n = 2.7; S r w = 0.36; λ = 0.87, eq. 112 and 113 calculated with the value at saturation extrapolated from the values obtained at various saturations to 10 −2 mV Pa −1 , which is two orders of magnitude above the measured values. From Allègre et al. (2011) . Figure 6 . Streaming potential coefficient simulated in a capillary channel with an increasing air corridor in the middle of the channel when the water saturation S w decreases (after Fiorentino et al. (2017) ). The streaming potential coefficient is increasing with water saturation, linked to increasing fluid velocity, up to full water saturation where the SPC decreases, linked to the fact that the interface water/air does not exist anymore.
partially saturated at the end. This difference has a physical meaning. In any way these potentials have to be corrected to be the initial value because it is part of the useful signal. The initial value is recorded when water is filled again in the sand. This can be checked for the dipole 2,1 which remained in the fully saturated part. The raw SP data should not be corrected for a drift if the electrodes are stable in saturated medium. Modelling the raw data available in the literature without this a priori final potentials leads to different behaviours of the SPC as a function of water saturation . Allègre et al. (2014) proposed continuous self-potential measurements performed during drainage and imbibition cycles. After demonstrating that electrodes were extremely stable over time, especially at very low water saturation, they concluded that none of the existing SPC models could correctly describe their observations. A semi-empirical expression addressing the drainage/imbibition cycle dynamics was used to model the SP measurements. The flow dynamics and the behaviour of water/air interfaces were argued to be Figure 7 . Streaming potential coefficient simulated in a capillary channel with an increasing entrapped bubbles on the wall of the channel for a decreasing water saturation (after Fiorentino et al. (2017) ). The streaming potential coefficient shows non-monotonous behaviour with water saturation, linked to a decreasing of the fluid velocity with decreasing water saturation, and to an increasing charge density and surface area of the water/air interface with decreasing water saturation. of significant influence on the response of unsaturated SP (Allègre et al. 2015) . Moreover Zhang et al. (2014) showed with numerical simulations that non-zero SP could be observed in no flow conditions without the need for the electrodes to be responsible for it.
(7) Note that all our results were obtained for a constant value of the ζ potential, as Dr Revil suggests in his comments that it should be done.
Here we would like to point out that Pride & Morgan (1991) made a compilation of zeta potentials deduced on NaCl/quartz and KCl/quartz data published in the literature and proposed that the zeta potential depends on the logarithm of the salinity. This formula is often used in the literature. Well before, such observations have been made by Overbeek (1952) and Hunter & Wright (1971) . The decreasing potential zeta as a function of the salinity was explained as the contraction of the diffuse layer with increasing salinity. However, Luong & Sprik (2014) pointed out that the use of such logarithmic law in the Helmholtz Schmoluchowki equation hardly allows to match the SP coefficients of rocks, and that a constant ζ could be deduced. Jouniaux & Ishido (2012) proposed, using the compilation on sands and sandstones of Allègre et al. (2010) , that C = −1.2 × 10 −8 /σ w , leading to a constant zeta potential of −17 mV. Some authors also proposed that the potential zeta may depend on the grain size and pore throat size (Glover & Déry 2010) , or on the tortuosity (Lorne et al. 1999) . Note that the salinity dependence of permittivity and viscosity must be taken into account in the high salinity domain. A more detailed discussion can be read in Fiorentino et al. (2016) .
(8) Although it is usually accepted that Biot's theory does not account for squirt-flow, Quiroga-Goode (2002) demonstrated that by introducing heterogeneities of any geometry, Biot equations naturally reproduce viscous flows in any direction relative to the solid matrix and thus squirt-flows.
Notice however, that the latter are due to the presence of pressure gradients, which do not occur in our work, because we model 1-D SH waves; recall that we have u s ≡ u s, x (z, ω) and u f ≡ u f, x (z, ω), so the fluid pressure p f = −α K av ∇u s − K av ∇u f = −α K av
= 0 always. Because of the same reason, neither can be present WIFF effects due to the presence of mesoscopic heterogeneities, which have been thoroughly studied in last years by several authors; see among others, Picotti et al. (2007) , Müller et al. (2010) and Rubino et al. (2015) .
Therefore, there is no loss of accuracy in our results because of not considering squirt-flow, because in the studied context, it simply cannot occur.
On the other hand, modelling anelasticity with viscoelasticity is usual when modelling wave propagation in porous media, either with the nearly constant Q model we used, or with standard linear solids, or with Voigt solids, as described in, for example, Mavko et al. (2009) and Santos & Gazellino (2016) .
Finally, concerning the chosen value for the pressure in Walton's model, we doubt it is incorrect; the obtained shear moduli values yield seismic velocities in the range 300-390 m s −1 , which are usual for unconsolidated soils (Schön 1996) .
C O N C L U S I O N S
We reaffirm that the results presented in our work Zyserman et al. (2017) are correct within the limits imposed by using Pride's theory of seismoelectrics and its extension to partial saturation proposed by Warden et al. (2013) .
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