In this paper, we consider the iterative methods for the quasi complementar Lt problems of the orm
The complementarity problem bs also been extended by Habetler and Price [7, 8] , and Karamardian [9] Dolcetta [I0] has considered the implicit (quasi) complementarity problem, which is an another generalization of complementarity problem. The relationship between a variational inequality problem and a complementarity problem has been noted implicity by Lions [11] and Mancino and Stampacchia [12] . However, it was Karamardian [9, 13] , who showed that if the set involved in a variational inequality problem and complementarity problem is a convex cone, then both problems are equivalent. It has been shown by Pang [14, 15] , and Noor [16] that such a relationship is preserved in both the ,uasi variational inequality problem and the quasi complementarity problem.
This equivalence plays a fundamental and central part in suggesting new and unified terative algorithms for solving complementarity problem and its various generalizations.
Noor [17] [14, 15, 19] are carried over to this new proposed algorithm. For related work, see Pang [15] , where he has used the least element theory and contraction type arguments based on the splitting of the underlying matrix to prove the existence of the solution.
In this paper, we use the variational inequality technique to study the convergence properties of the suggested algorithm for both the linear and nonlinear cases. Our results are an extension and improvement of the results of Noor and
Zarae [20] , Pang [14] , Ahn [21, 22] and Mangasarian [19] .
In section 2, after reviewing some basic notations and facts, we introduce the quasi complementarity problem and discuss several special cases. Algorithms and convergence results are discussed and derived in Sections 3 and 4o
PRELIMINARIES AND BASIC RESULTS.
We denote the inner product and norm on R n by (.,.) and I1.11, respectively. n Let C be a closed convex set in R n Given a continuous mapping T from a convex set C in R n into R we consider the problem of finding ueC such that Lions and Stampacchia [27] , and Glowinski, Lions and Tremolieres [28] used the projection technique to prove the existence of a unique solution of the variational inequalitv (2.1).
In 1979, Noor and Noor [29, 30] proved that the solution of the variational inequality (2.1) can be obtained by an iterative scheme namely:
Pc[Un-pT(Un)], n=0,I,2
Un+ where p>0 is a constant and P is the projection of R n into C and studied the con-C vergence criteria.
In the formulation of the variational inequality, the underlying convex set C does not depend upon the solution. In many applications, the convex set also depends implicity on the solution u itself.
In this case, the variational inequality (2.1) is known as quasi variational inequality. To be more specific, a quasi variational inequality problem is indeed a problem of the type:
Given a point-to-set mapping C: u---> C(u), which associates a closed convex subset C(u) of R n with any element u of Rn, find ueC(u) such that
In many importan t applications, see Mosco
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Baiocchi and Capelo [5] , the set C(u) is of the following form:
n where m is a point-to-point mapping and C is a closed convex set in R Note that if the point-to-point mapping m is zero, then the quasi variational inequality problem is exactly the variational inequality problem (2.1).
Related to the quasi variational ineguality problem, there is a quasi complementarity problem. For a given continuous mapping T from R n into itself and a point-topoint mapping m, we consider the problem of finding ueC(u) such that [29, 30] .
If the point-to-point mapping m is zero, then problem (2.9) is equivalent to finding u such that u)0, [33] and Pang [14] by using the iterative methods. For the applications of these complementarity problems in general equalibrium theory, free boundary value problems, and operations research, see Cottle [34] , Ahn [22] and Crank [4] .
Let C be a convex cone with its polar C* defined by C*={ucRn,(u,v))0 for all veC}.
We now consider the generalized quasi complementarity problem of finding
where C*(u) is the polar cone of C(u). The generalized quasi complementarity problem was introduced and studied by Noor [16] along with the convergence criteria.
Frthermore, if the point-to-point mapping m is zero, then problems (2.8) and (2.11) are equivalent to finding u such that and
2.12 ueC, 
mhus it follows tJat if u solves the problem (2.6), u also satisfies the quasi variational inequality (2.8).
Conversely suppose that ueC(u) satisfies (2. 
This implies that T(u)eC*(u). Hence ueC(u) satisfying (2.8) is also a solution of (2.6), which is the required result. (I). If the point-to-point mapping m is zero, then lemma 3.1 is exactly the same as proved by Karamardian [9] and Cottle [34] Furthermore, lemma 3.2 reduces to a result of Noor and Noor [29] for a class of variational inequalities.
(2 For simplicitv, we consider the case E =E and L =L. We here consider the n n following version of algorithm 3.2 for linear quasi complementarity problem (2.9). where p>0 is a constant and 0<141 is a relaxation parameter used after the projection.
It is clear that each iteration of algorithms .I, 3 [21] , who proved that, if the matrix M is nonsymmetric, then the sequences generated by Algorithms 3.6 and 3.9 converges to the unique solution of (3.6). A square matrix with non-positive off-diagonal elements and with a non-negative inverse is called an M-matrix. It can be shown that a matrix which is n xn both a Z-matrix and P-matrix is a M-matrix, see [39] for full details. Given we obtain
In a similar way, we have
Again using lemma 4.1 and adding (4.4) and (4.5), we obtain 
G=(T-XPEIL I)-' [2x.+ IT--APE(S--L)I], (4.6)
with O denoting the spectral radius.
Then for any initial vector u, the sequence {Un+ generated by algorithm 3.3 converges to a solution of (2.9).
PROOF. The method proof is similar to that of Pang [14] and NoOr and Zarae Next, by inductive arguments, e_ deduce that
where the last inequality follows from the fact float the ,atrix G is non-negative and O*G)<I, see [40] . Hence we conclude that the sequence {u is bounded and has an n+1 accumulation point, say u*. Let [Uni/l} be subsequence convering to u*. Then from (4.7) we see that {Uni+1} converges to u* as well. Since the mappings are continuous, so by passing to the limit n i + , we obtain
which ks equivalent to quasi complementarity problek (2.g) by lemma 3.1 and lemma where G is as defined by (4.6).
Since O(G)<I, it follows t/at the entire sequence {u converges to u and this completes the proof of tile theorem 4...
n+1
We note that for A=I, these results reduce t) the earlier results obtained in
[20] iso it is clear from theorem 4.2, that the condition 0(G)<I provides existence and uniqueness result fo tJe linear quasi complementarity problem (2.9).
Note also that the matrix M is not assumed to be symmetric.
If the mapping m is zero, then the non-negative matrix N becomes the zero matrix.
Consequently our results reduce to the results of Ahn [22] Thus we conclude hat the algorithms of the Mangasarian types can be extended to study the linear quasi complementarity problem. The results proved here are an improvement as well as extension of te ones obtained by Ahn [21, 22] , Mangasarian []9], Pang [4, 15] and Noor and Zarae [20] for certain special cases.
In order to discuss the sefulness of theorem 4.2, we need the following concept.
-I Definition 4. Note that
is a Z-matrix. If the matrix A is a P-matrix, then it follows tllat A has nonnegative inverse.
From the above discussion, w obtain the following results, which appears to be new ones. converges to a solution of the linear quasi complementarity problem (2.9).
For I=I, C=R, and the point-to-point mapping m equal to zero, all our results reduce b) the resultg of Ahn [21] .
From now onward, we shall assume that M=K+D+U, where D is diagonal (not necessarily positive). K is strictly lower triangular and U is strictly upper triangular and the point-to-point mapping m is zero. We now give some specific cases of the fundamental and general algorithm 3.2.
By taking L=0, in algorithm 3.2, we obtain the following algorithms, which are agains new ones. If the point-to-point mapping m is zero, that is the Lipschitz constant y is zero, then for I=I, theorem 5.5 is exactly the same as proved by Fang [35] and Aganaqic [33] . For related wrk, see Pang and Chan [42] . 
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