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Thermal fluctuations for fine ferromagnetic particles are studied with the full micromagnetic analysis based on numerical integration
of the spatially discretized Langevin-Landau-Lifshitz equation. These results can be used as a basis for the formulation of a standard
problem to test the implementation of thermal fluctuations in numerical micromagnetic codes. To this end an example of micromagnetic
analysis of thermal fluctuations in an ellipsoidal magnetic nanoparticle is presented.
Index Terms—Micromagnetics, thermal fluctuations.
I. INTRODUCTION
T HE STUDY OF thermal fluctuations in the dynamics ofnanomagnetic systems is a fundamental issue for its appli-
cations in spintronics and design of modern magnetic recording
devices. In these devices, the bit-coded information is stored on
a continuous magnetic thin-film medium by setting the magne-
tization orientation ‘up’ or ‘down’ with respect to a given direc-
tion (typically perpendicular to the plane of the medium in hard
disk devices). On one hand, in order to increase the storage den-
sity, one possibility is to reduce the size of the recorded bit. On
the other hand, the main problem related to the increase in the
areal density is the thermal stability of the recorded bit. In fact,
as the magnetic medium volume associated with the recorded
bit becomes smaller and smaller, the more important the thermal
agitation becomes which tends to destabilize the magnetization
configuration. Of course, this process, referred to as superpara-
magnetic effect [1], affects the long-term stability of the infor-
mation and, therefore, the reliability of magnetic recording de-
vices [2], [3].
In order to study the influence of thermal fluctuations in
magnetization dynamics, theoretical models based on micro-
magnetic theory have been proposed. Magnetization dynamics
is described by the Landau-Lifshitz-Gilbert (LLG) equation
which rules the gyromagnetic precession of magnetization
vector field around the so-called micromagnetic effective field
[4]. The effective field takes phenomenologically into ac-
count the interactions occurring in magnetic materials such as
short-range (exchange, anisotropy) and long-range interactions
(magnetostatics, Zeeman).
The most used approach, which was presented by Brown in
the sixties, consists in the augmentation of the effective field
by an isotropic, spatially and temporally uncorrelated Gaussian
white noise random field [5]. In this context, the LLG equa-
tion becomes a stochastic differential equation (SDE) that can
be studied by using two approaches: the Fokker-Planck equa-
tion and the Langevin Dynamics. The former approach gives the
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transient evolution of the probability density function of mag-
netization, whereas the latter consists in the direct numerical in-
tegration of the stochastic LLG equation in order to find the re-
alizations of the magnetization stochastic process.
The analysis based on the Fokker-Planck equation gives syn-
thetic and insightful information on stochastic magnetization
dynamics [5], [6], but is practically limited to the case of single-
domain particles since, when spatial uniformity cannot be as-
sumed a-priori, the probability density function must be defined
on a space with a very high dimensionality. For this reason,
in this situation, the Langevin Dynamics approach is usually
adopted [7]–[9].
In this paper, a numerical scheme for the integration of
stochastic LLG equation for non uniformly magnetized bodies
is presented. In addition, micromagnetic analysis of thermal
fluctuations in small magnetic nanoparticles are presented
and compared with the analytical results obtained by the
Fokker-Planck equation approach for single-domain particles.
The relevance of these results to the formulation of a mean-
ingful standard problem to test micromagnetic numerical codes
is then discussed.
II. PROBLEM FORMULATION
Magnetization dynamics in a ferromagnetic body is described
by the following stochastic, Langevin-type, Landau-Lifshitz-
Gilbert (LLG) equation:
(1)
where is the magnetization vector field normal-
ized to the saturation magnetization , time is measured in
unit of ( is the absolute value of the gyromagnetic
ratio), is the dimensionless damping parameter, is
the random field that describes thermal agitation, is a constant
controlling the amplitude fluctuations, is the ef-
fective field operator which can be obtained by the variational
derivative of the free energy functional [4]
(2)
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where
(3)
is the anisotropy energy density and
is the exchange length ( is the
exchange constant and the vacuum permeability), and
are the demagnetizing and applied fields, respectively, and
is the body volume. In addition, the homogeneous Neumann
boundary condition is imposed at the body
surface. The normalized random field , introduced to
describe the effects of thermal fluctuations, is assumed to be
an isotropic, spatially and temporally uncorrelated, Gaussian
white noise random field
(4)
where denotes ensemble average, are indices labeling
cartesian components.
In order to obtain a spatially discretized version of (1) we con-
sider a partition of the region in cells , with volume
and assume that the cells are small enough that the vector fields
and can be considered spatially uniform
within each cell. We denote with and the vectors
associated with the generic -th cell. Beside the cell vectors, we
will consider also the mesh vectors
containing the whole collection of cell vectors.
According to the discretization procedure outlined above, the
discretized random field is the spatial average of the continuous
random field over each cell
(5)
being the -th component of a normalized white
random field satisfing the condition
(6)
In order to determine , let us take into account the following
identity:
(7)
By comparing the latter equation with (5) and (6), one easily
obtains that
(8)
The value of the constant in thermodynamic equilibrium, in-
dependently from the adopted spatial discretization scheme, can
be derived from the fluctuation-dissipation theorem [5], [10]
(9)
where is the Boltzmann constant, is the temperature, and
is the volume of the -th mesh element. We now assume the
following approximations:
(10)
(11)
(12)
If the cells are small enough that is spatially uniform
in each cell, we can reasonably assume that the magnetization
amplitude is
(13)
Now we can write down the discretized LLG equation in the
following form that consist of a system of ordinary stochastic
differential equations (SDE):
(14)
where is the average magnetization of the -th cell. It is
worth noting that the effective field in the -th cell depends on
the magnetization of the whole cell collection due to the mag-
netostatic interaction, namely .
Equation (14) can be rewritten in the standard SDE formalism
[11]
(15)
where ,
(16)
(17)
being the isotropic standard vector Wiener process.
Equation (15) is a SDE with multiplicative noise and, there-
fore, must be first complemented with the choice of the type
of stochastic calculus [11]. Then, in order to numerically inte-
grate the stochastic LLG equation, a numerical scheme consis-
tent with the chosen calculus must be used.
We interpret (15) in the sense of Stratonovich. This choice
implies that the ordinary rules of calculus apply. An important
consequence is that, by multiplying both sides of (15) by ,
one obtains
(18)
The latter equation, along with the constraint (13), means that
(15) generates in each computational cell a vector stochastic
process evolving on the unit-sphere.
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For the numerical solution of (15), we use the implicit mid-
point rule scheme [12]. This technique is consistent with the
Stratonovich interpretation of (15), namely, as the time step
, the numerical solution of (15) will converge to the
Stratonovich solution. In addition, consistently with the prop-
erty (18), the midpoint rule scheme has been shown to preserve
the magnetization magnitude in each cell and also the energy
balance property of the stochastic LLG dynamics [12].
The midpoint discretized version of (15) is
(19)
where the index refers to time instants, and the following mid-
point formulas have been used [13]:
(20)
(21)
In addition, according to the properties of the Wiener process
[11], each component of the increment
(22)
is an independent Gaussian stochastic variable with zero-mean
and variance , computed for each cell and at each time step
by using a pseudo-random number generator.
The solution of the time-stepping (19) requires solving a
system of nonlinear algebraic equations and provides, at
each time step, the unknowns at each mesh element
. To solve this nonlinear system we use a quasi-Newton
technique similar to one described in [13].
The discretized effective field in (14) is the gradient of a dis-
cretized free energy which approx-
imates the free energy functional
(23)
The effective field can be represented as
(24)
where is the exchange field, is the anisotropy field,
is the magnetostatic field, and is the applied field. In
our formulation we subdivide the magnetized domain into
tetrahedral elements. The magnetostatic field contribution to
the effective field is computed by means of an hybrid proce-
dure: inside the region occupied by the magnetic body, the
magnetostatic problem is formulated by using the Finite For-
mulation scheme [14] where the magnetic vector potential is as-
sumed as unknown. Conversely, in the exterior region extending
to infinity, the magnetic scalar potential at the boundary of the
magnetized domain is analitically computed through an inte-
gral formulation [15]. Using this method, the resulting stiffness
matrix is sparse and all coupling terms between the two for-
mulations are on the right-end-side (RHS) [16]. Starting from
a known magnetization distribution, the RHS is computed by a
matrix-vector product and the resulting linear system is solved
by using a direct method in which the stiffness matrix is LU fac-
torized once and for all at the beginning of the procedure. The
computational cost of the LU factorization of the stiffness ma-
trix is and the cost of each subsequent magnetostatic
computation is . This scheme could also be efficiently
sped-up by means of the use of Fast Multipole Method [17].
Regarding the calculation of exchange field, as vector is
approximated by a piecewise constant vector field (at each ele-
ment ), there is not a direct way of evaluating the term
in (3). The exchange field is then computed following a proce-
dure similar to that described by Fredkin in [18].
III. NUMERICAL RESULTS
In order to test the accuracy of full micromagnetic simu-
lations, we now define a problem concerning the analysis of
thermal fluctuations for a small magnetic nanoparticle. The
magnetic particle has ellipsoidal shape with , and axes
length equal to 3 nm, 3 nm, and 10 nm, respectively. The
material parameters are: A/m, negligible mag-
neto-crystalline anisotropy, damping constant . We
assume temperature K and no external field applied.
As the dimension of the particle is comparable with the ex-
change length nm, it is expected that the par-
ticle is almost uniformly magnetized. This allows one to com-
pare the obtained numerical results with the analysis of thermal
fluctuations for single-domain particles. In fact, by using the
Fokker-Planck equation [5], the following equilibrium proba-
bility distribution function for the magnetization can be derived:
(25)
where
(26)
is the partition function which gives the correct normal-
ization of are
the demagnetizing factors and is the Boltzmann constant. In
our case, the values of the parameters are such that the energy
barrier related to the shape anisotropy of the particle is about
, meaning that the role of thermal
fluctuations is quite significant.
As far as micromagnetic simulations are considered, the par-
ticle has been discretized into 466 tetrahedral elements with 176
nodes. The time integration step is (in normal-
ized units of ). We have performed two different set of
numerical simulations. In the first set, the equilibrium distribu-
tion of the magnetization, spatially averaged over the particle’s
body) is computed. To this end, (15) has been integrated for a
sufficiently long time (100000 in the normalized units) to have
enough statistics to compute a smooth empirical probability dis-
tribution of magnetization. For symmetry arguments, we expect
a symmetrical behavior of this distribution. The numerical re-
sults, reported in Fig. 1, are in good agreement with the equi-
librium distribution derived from the Fokker-Planck equation
approach.
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Fig. 1. Equilibrium probability distribution vs. magnetization for the chosen
spheroidal particle. The values of the parameters are:         A/m,
           m , temperature     K, negligible
magnetocristalline anisotropy, the demagnetizing factors are      
	, and    
	   . Solid line: Equation (25). Dots: micromag-
netic Langevin simulations. For the case of the single-domain particle  is in
unit of   . For Langevin simulations  is calculated by normalization to the
amplitude of the spatial average of  which is 
	   .
Moreover, it is found from the numerical simulations that the
amplitude of the spatial average of magnetization is almost in-
dependent on time and acts as an effective saturation magneti-
zation . We have found . It is expected that
as the particle volume becomes smaller and smaller.
In the second set of numerical simulations, we have derived
the empirical self-covariance function of the spatially
averaged (over the particle’s body) -component of the mag-
netization. To this end, we have computed realizations of
the stochastic LLG dynamics starting from (spatially uni-
form) different initial conditions randomly chosen according
to the equilibrium distribution (25). The time interval of each
simulation has been chosen to be 5 times greater than the esti-
mated time constant which governs the decay of . This
time constant has been estimated by numerically integrating the
Fokker-Planck equation and it is about 300 normalized time
units. By using all this data, we have evaluated the following
empirical estimate of the auto-covariance function:
(27)
where the index denotes the -th realization
of the magnetization stochastic process and the notation
means spatial average of over the particle’s body at time .
The numerical results have been compared with the results ob-
tained by the solution of the Fokker-Planck equation for single
domain particle. The comparison is shown in Fig. 2 and demon-
strates a reasonably good agreement between the two results.
Finally, we would like to emphasize that the above compar-
ison of the two independent approaches in the analysis of ther-
mally activated dynamics of small magnetic particles can be
used as a benchmark tool for testing micromagnetic codes. In
fact, even if the Langevin dynamics approach is frequently used,
Fig. 2. Comparison between self-covariance functions for magnetization com-
ponent  . The value of the parameters are the same as in Fig. 1. Solid line:
self covariance obtained from the numerical solution of Fokker-Planck equation
for the single-domain particle. Dots: computed empirical self-covariance func-
tion from full micromagnetic Langevin simulations. The number of stochastic
realizations is 90. The time is expressed in units of 	      			 ps.
the inclusion of thermal effects in micromagnetics using white
noise is still a relatively open theoretical problem. Neverthe-
less, from the physical point of view, it is reasonable that the
results of micromagnetic simulations coincide with the ones for
single-domain particles as far as the volume is reduced.
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