Summary: This report describes a strategy for measure ment of regional CBP that rigorously accounts for dif fering tracer partition coefficients and recirculation, and is convenient for use with positron emission tomography. Based on the Kety model, the measured tissue concen tration can be expressed in terms of the arterial concen tration, the rate constant K, and the blood flow f. The local partition coefficient may be computed as p = fiK. In our approach, maps of K andf are computed from two transverse section reconstructions. The reconstructions are based on weighted sums of projection data measured frequently during the observation period. Theoretical studies of noise propagation in the estimates of K and f were carried out as a function of tomographic count rate, total measurement time, and tracer half-life for varying
The measurement of regional cerebral blood flow (rCBF) using radioactive tracers and external de tection has recently been coupled with emission computed tomography (ECT) to provide more ac curate localization of flow in three dimensions. Two lines of methodological development have emerged: (i) equilibrium methods involving short-lived radio active tracers and (ii) dynamic measurements. The latter approach is the subject of this article.
Dynamic methods, using inert radiolabeled gases and external detection have been used for many years to measure rCBF. Yamamoto et al. (1977) and Address correspondence and reprint requests to Dr. Alpert at Physics Research Laboratory and Nuclear Medicine Depart ment, Massachusetts General Hospital, Boston, Massachusetts 02114, U.S.A.
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input functions. These calculations predict that statistical errors in f of between 5 and 10% at a resolution of 1 cm full width at half maximum can be obtained with existing tomographs following i. v. injection. To compare theory and experiment, a series of flow studies were carried out in phantoms using a positron tomograph. These mea surements demonstrate close agreement between com puted flow and noise estimates and those measured in a controlled situation. This close agreement between theory and experiment as well as the low statistical errors observed suggest that this approach may be a useful tool in clinical investigation. Key Words: Emission computed tomography-Positron emission tomography-Regional cerebral blood flow-Short-lived tracers. Kanno and Lassen (1979) were among the first to apply this method with ECT. More recently, Raichle et al. (1981) , Huang et al. (1982) , and Carson et al. (1983) have proposed refined strategies. The strategy proposed by Huang and modified by Carson is particularly suited to ECT, since it is based on the idea of weighted projection integrals introduced by Tsui and Budinger (1978) .
Several factors influence the choice of a CBF measurement strategy with ECT. Among these are the choice of a kinetic model, propagation of random and systematic error in the flow estimates, local variation in partition coefficient, and compu tational efficiency. All of the strategies cited above employ the Kety model (Kety, 1960) , assume that a resolution-sized volume may be treated as a single compartment, and are reasonably efficient compu tationally. With the exception of the recent report by Carson et al. (1983) , little attention has been given to the statistical optimization of CBF esti mators. Only the method of Huang et al. (1982) and its subsequent modification by Carson accounts for differences in local partition coefficient.
The purpose of this article is to describe a new strategy which can rigorously account for several of these factors, including recirculating tracer and differing tracer partition coefficients, but which is also computationally efficient in the production of flowmaps from transverse section data. A particu larly attractive feature of our method is that the estimation of local clearance rate (but not CBF) is independent of instrument calibration factors. We present the basic theoretical foundations of the method, describe the parameter estimation proce dure, describe the computational strategy, analyze the propagation of statistical noise, and present some experimental validation of the procedure and its analysis.
KINETIC MODELING
Consider a volume element of tissue, Vt, perfused with an inert, freely dilfusible tracer. We wish to express the blood flow j (in ml/min/g) in V I in terms of quantities subject to measurement by ECT and standard blood sampling techniques. The differen tial equation governing the tracer flow through Vt is dQ dt
where Q is the amount of radioactivity in Vt, Ca is the arterial concentration, C is the compartment concentration, X. is the radioactive decay constant of the isotope used, and F is the arterial blood flow in mllmin. The volume of tracer distribution, VD, and the tissue volume (Vt) under examination are not necessarily the same. Accordingly, the tomo graphic measurement provides a tissue concentra tion C = QIVt, whereas, actually, C = QIVD. Thus the tomographic measurements theoretically obey the equation:
where we have recognized FIVt (assuming a tissue density of one) as j, the tissue blood flow, and VDlVt as the partition coefficient p.
In this form, Eq. 2 is completely equivalent to the Kety theory (Kety, 1960) . With the initial condition, C(O) = 0, Eq. 2 has the solution:
where the rate constant k is defined as k = X. + jlp.
Equation 3 treats the measured quantities C and Ca as though they were strictly deterministic. In practice, however, both C and Ca are subject to statistical fluctuations. Solutions of Eq. 3 involving experimental data will produce estimates of k and j that are subject to statistical fluctuations. To avoid further complication of the mathematical notation, we will not distinguish between the noiseless quan tity and its estimator. One approach to estimating the rate constant k from the measurements is to use Eq. 3 to form the expression:
where T is the experimental observation period and WI and W2 are weighting functions. As discussed later, the weights WI and W2 may be chosen to min imize the variance of k. Equation 4 is particularly attractive because it yields an estimator of k that is independent of the absolute or relative quantifica tion units of the raw concentration data. In a similar way one can obtain an expression for the estimation ofj from (5) but, it should be noted that the magnitude of j de pends on the relative calibration of the tissue and arterial concentration measurements.
COMPUTATIONAL STRATEGY
Up to this stage our development has not referred explicitly to the measurement process or to tomo graphic imaging per se. Equations 1 through 5 im plicitly assume that the arterial concentration his tory does not depend on position and that instan taneous values of the tissue concentration are avail able which possess infinite spatial resolution. In practice, the tissue concentrations are measured using ECT for a finite temporal sampling interval (ts) and exhibit finite spatial resolution. Equations 1 through 5 may be applied with the understanding that kts � 1 and that the spatial resolution of k and f will be determined by the spatial resolution of the tissue concentration measured with ECT.
A brute force approach to the computation of blood flow parameters involves reconstruction of the tissue concentrations during the many time in tervals spanning the observation period and fitting the resulting concentration data to Eq. 3. This is a potentially time-consuming process. This problem can be minimized by exploiting the equivalence be tween time integrals of the reconstruction values and reconstruction of time integrals of the projec tion data, a technique especially suited to Eqs. 4 and 5. The mathematical basis for the commutation of these summation procedures is well established and has been verified by Tsui and Budinger (1978) . A practical application of this approach has been reported by Huang et al. (1982) .
The operational equations, Eqs. 4 and 5, involve the tissue concentrations only as integrals of the form feet) W(t)dt. Quantitative images of these in tegrals can be computed with a single reconstruc tion if the projection data are appropriately weighted by Wet) and summed before reconstruc tion. Equation 4 provides the basis for a rapid, com putationally efficient estimation of the rate con stant. A similar equation has been used previously for computation of functional images of rCBF with 133Xe using the scintillation camera (Alpert, 1977) . The computational procedure involves tabulating the ratio of integrals on the right side of Eq. 4 as a function of k for a measured arterial concentration history. We call this result the R-table. For an in dividual experimental run, this need be done only once. The ratio of integrals of the tissue concentra tions, on the left side of Eq. 4, is matched against the entries in the R-table, thereby estimating k at each picture element. For every value of k so de termined the corresponding value of the denomi nator of Eq. 5 can also be obtained as part of the same "look-up" procedure. The end result is two quantitative images, one depicting local clearance rate and the other local blood flow. As this whole estimation procedure requires summing of the pro jection data (with appropriate weighting factors), two reconstructions and a table look-up procedure, its implementation can be accomplished by modi fication of existing reconstruction programs.
EVALUATION OF THE METHOD
Because of the Poisson nature of the radioactive decay process, the measurements of arterial and tissue concen trations are subject to statistical fluctuations, and pos-
sibly systematic errors, which propagate through the computation of k and J. For example, the shape of the arterial input function, the physical half-life of the tracer, and the duration of the measurement period influence the magnitude of the fluctuations in k and f The properties of this method have been studied both theoretically and experimentally. The following sections describe the methods and results of these studies.
Theoretical evaluation
To study theoretically the effect of these experimental factors, we treated the tomographically determined con centrations as statistically independent (temporally), random variables. All calculations were made for a simple physical model consisting of spatially and temporally uni form fluid flow through a disk 15 cm in diameter. For purposes of computation, a single-slice tomograph was assumed with a spatial resolution of 1 cm full width at half maximum (FWHM), capable of recording a max imum useful count rate of 50,000 coincidence events per second. To simplify the calculations, we neglected dead time effects and the noise contribution due to fluctuations in the arterial concentration measurements. The weighting factors W I and W 2 were chosen to be 1 and t, respectively, yielding the maximum likelihood estimator of k in the limiting case with Poisson statistics, spike in jection, no recirculation, and no transverse section re construction. The variances, denoted by (J 2 , in k and J were approximated by a Ta ylor series expansion retaining first-order terms (Meyer, 1975) and given by the following expressions: and where ti = i· ts' ts = Tin, and Ci = C(t).
(6) (7)
Because we have assumed spatially uniform flow, the variance of the concentration in the disk with uniform flow can be shown to be separable into two factors: (i) a time-dependent part and (ii) a factor which varies spa tially. In our calculations the factor that varies spatially was computed analytically for the center of the disk and includes the effects of photon attenuation (Alpert et aI., 1982) . The time-dependent factors were computed for spike (delta function) and a simulated i. v. injection. For the spike injection calculations it was assumed that max imum instantaneous count rate of 50,000 events per second was achieved. Delta function injections were weighted by a factor lIj: so that the total activity injected was the same in all cases.
For the simulated i.v. injection, lower count rates would be expected for the same quantity of injected ra dioactive tracer; the concentration variances, therefore, were normalized according to the calculated concentra tion history.
Equation 8 shows the expression used to simulate an i. v. injection:
Equation 8 is not based on physiological measurement, but rather was constructed for the purpose of these cal culations. The first term in Eq. 8 was used to approximate the initial passage of a bolus through a volume element. Conservation of tracer mass was invoked to normalize the amount of tracer entering the disc on the first pass to 20% of that used in a spike injection. This normalization procedure was used to simulate the lower concentrates that would be observed with i. v. injection, assuming that the total activity was fixed in all cases. The factor off-I arises from this procedure because the total activity is given by FjCa(t)dt. The second term approximates the effect of tracer recirculation and dilution in the total body volume of distribution.
To obtain values of u2(k) and u2(f), Eqs. 6 and 7 were programmed in a digital computer. Equations 4 and 5 were recast as discrete sums and differentiated to obtain analytic expressions for aklaCi and aj/aci• Time sampling of the tissue and arterial concentrations was kept con stant in the calculations at 5 s. Numerical integrations of the form j t Ca( u )ek lu-t ldu o were performed using the IMSL subroutine DCADRE.
The results of simulation studies based on this ap proach are summarized in Figs. 1-6 . They show the cal culated effects of measurement time, decay constant, and shape of the input function on the noise in K and f It should be noted that K differs from k, where k = K + A and K = flp. These data are presented as fractional er rors, denoted by E. They represent one standard devia tion of the quantity divided by its expected value. Figure   1 shows the E(K) (fractional error in K) versus K for measurement periods of 1, 2, 4, and 10 min, assuming a spike injection with no recirculation and no radioactive decay (i.e., A = 0). Figure 4 shows E(f ) (fractional error in f) versus f, assuming A = 0.335 min -I , a spike injection and no recirculation. Figure 5 shows the same basic situation, but assumes a simulated i. v. injection with recirculation. Figure 6 again shows E(f ) versus f but assumes no ra dioactive decay (i.e., A = 0).
Experimental evaluation
Measurements in a phantom were undertaken to allow comparison of theory and experiment in a controlled sit uation. The phantom consisted of a spherical flask 7.8 cm in diameter and a motor-driven stirring system. During the experiments, water was pumped continuously through the phantom via a single inlet and a single outlet. Rapid mixing in the flask was facilitated by continuous stirring of the liquid with a motor-driven paddle at about 30 revolutions per minute. Radioactivity was introduced into the sphere via a rapid injection approximating a delta run 1 and 100 s for the others. The expected value of the fractional error in K calculated with the formalism dis cussed above was found to be in good agreement with the fractional errors computed from the flow maps. It was not possible to obtain flow estimates from these experi ments. Therefore, formal evaluation of Eq. 5 is a subject for future work.
DISCUSSION AND CONCLUSIONS
An underlying assumption in our work is that the tomographically defined tissue volume is homoge neous. With tomographic resolution on the order of I cm3, this assumption is, at best, only approxi mately satisfied. Further, the Kety model on which our work is based treats capillary and surrounding tissue as a unit. No attempt is made to model details such as transport limitations imposed by the per- meability of the cell membrane to specific tracers. Thus, the current approach and other work, which similarly lump tissue properties, will typically pro duce a locally averaged blood flow. In the future, when higher-quality tomographic data become available, they may support analyses with more than one compartment or possibly with more de tailed and realistic kinetic models. This article describes an analytic solution to the problem of estimating the rate constant and blood flow parameters from experimental data. Although the partition coefficient is not explicitly estimated, differences in local partition coefficient are auto matically accommodated by this approach. If de sired, the partition coefficient can be determined directly from the equations presented above. The ideal estimation procedure, in a statistical sense, would compute minimum variance estimators for these parameters. This ideal must be balanced against the need to analyze flow through many tissue elements, and perhaps to display the results as perfusion maps. To study the possibility of using minimum variance estimators, we approximated a 2 (K) by Eq. 6. Using Eq. 4 in the form of a discrete sum with m elements, to determine K one can treat (Alpert, 1977) , it is not possible to say how close to the theoretical optimum they may be. The noise propagation calculations presented above are for a physical rather than a physiological flow model. Nevertheless, if properly interpreted, we believe these results can be of help in designing experimental protocols. The 15-cm-diameter disk with uniform fluid flow was intended to provide a highly simplified representation of brain blood flow. As with static activity distributions (Budinger et aI., 1977) , the disk with uniform distribution of fluid flow may serve as a standard for comparing the level of statistical noise in local blood flow esti mates. In brain, regional blood flow is known to vary by at least a factor of two between white and gray matter structures. Because of the uniform flow, the disk model is likely to exaggerate the ef fect of statistical noise propagated by the recon struction procedure when compared to in vivo mea surements. It is recognized that the combination of tomographic resolution, count rate capability, and sensitivity assumed in our calculations may not be representative of any tomograph available today. In such cases, the results of our calculations can be modified using the equation shown below so that they more closely represent the experimental situ ation.
where E is the fractional error in K or f, R is the tomographic resolution, and (CR)max is the max imum count rate in the proposed experiment.
The results shown in Fig. 1 illustrate several gen eral points relative to the statistical precision of clearance rate measurements: (i) E(K) versus K tends to infinity at K = O. Additional calculations have shown that E(K) falls as K increases, eventu ally reaching a minimum and then rises monotoni cally. (ii) Increasing the measurement period re duces the fractional error more at low K than at high K. (iii) Without the confounding effects of bolus shape, recirculation and radioactive decay in creasing the measurement period is a useful stra tegy for reducing the variance in estimates of K.
The influence of the time course (shape) of the injection history for finite injections is illustrated in Fig. 3 . These data are directly comparable to Fig.  1 in that it was assumed that the same total activity was injected at time zero. The curve parameters in Eq. 8 were chosen such that 20% of the total ac tivity entered the phantom in the initial bolus; later, the concentration assumes a level governed by the dilution in the total volume of distribution. Overall, the shapes of the fractional error curves are similar to those computed for spike injection. Only a modest increase in the relative error in K is pre dicted for the i. v. relative to the nonrecirculating spike injection. Furthermore, as the measurement period is increased beyond about 4 min, a tendency toward noise amplification at high K values may be observed. This tendency results from the fact that the shape of the injection function at later times varies only due to radioactive decay. Figure 4 shows graphs of the E(f) as a function of f There is a progressive increase in the relative error in f as the observation period is reduced. For a given observation period, the relative error de creases (but does not go to zero) with decreasing flow. For the same injected activity at high flows, the relative error in f cannot be reduced by in creasing the measurement time. For comparison, Fig. 5 shows E(f) versus f assuming an i. v. injec tion. All the other parameters were the same as those used in the calculations shown in Fig. 4 . The i. v. error curves exhibit the same general behavior as those for the spike injection, and the overall noise level differs only slightly.
The most important observations from these cal culations are contained in Figs. 4 and 5, which per tain most directly to measurements with tracers such as [150]H 2 0. The calculations predict the mag nitude of the fractional error to be between 0. 05 and 0. 10 for the physiological range of flow values. It should be noted that for the shorter measurement periods of 1 and 2 min, E(f) varies only slightly with f For longer measurement periods there is a tendency to noise amplification at higher flow values. This noise amplification can be better ap preciated from the calculation of Fig. 6 . All the con ditions were the same as those for the previous cal culations, except that the decay constant was set to zero. Inspection shows that the differences are minor for the shorter measurement periods, but for T = 4 and T = 10, a tendency toward considerable noise amplification is seen. This noise amplification suggests that the data measured late in the experi ment, when the input function is changing slowly, are being weighted too heavily. For studies with i. v. injection, the weighting factors WI and W 2 should be reduced as time progresses. The optimum func-J Cereb Blood Flow Metabol. Vol. 4, No.1, 1984 tional form of these weights is a question for future study.
The experimental validation studies reported in this article provide a useful cross-check and touch stone between the theoretical developments and ex perimental measurement. The use of a physical phantom rather than a biological system allows for controlled comparisons in situations close to the theoretical ideal. Ta ble 1 shows that excellent agree ment was obtained between experiment and the ref erence values of the rate constants. This close agreement between theory and experiment provides an initial validation of this approach. Furthermore, the low statistical errors measured in the flow maps, even after extrapolating to head-sized objects, sug gests that this approach to measurement of rCBF may be useful in both animal and clinical investi gations. In addition, statistical analyses showed that the fractional errors in K were closely pre dicted with the formalism presented above.
