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Abstract: This paper is to investigate the spectral properties of sample covariance
matrices under a more general population. We consider a class of matrices of the form
Sn =
1
n
BnXnX
∗
nB
∗
n , where Bn is a p ×m non-random matrix and Xn is an m × n matrix
consisting of i.i.d standard complex entries. p/n → c ∈ (0,∞) as n → ∞ while m can
be arbitrary. We proved that under some mild assumptions, with probability 1, there
will be no eigenvalues in any closed interval contained in an open interval outside the
supports of the limiting distribution Fcn ,Hn , for all sufficiently large n. An extension of
Bai-Yin law is also obtained.
Keywords and phrases: Extreme Eigenvalues; Spectrum Separation; Largest Eigen-
value; Spectral Norm; Sample Covariance Matrices .
1. Introduction
1.1. Background and motivation
The analysis of the properties of sample covariance matrix, which plays an important
role in multivariate analysis as well as high-dimensional data, has been paid impressive
attentions. Suppose we observe y1, y2, · · · , yn, independently and identically distribute
(i.i.d.) p-dimensional complex random variables with mean vector 0p and covariance
matrix Σp and denote
yi =
(
y1,i, y2,i, · · · , yp,i
)′
, i = 1, 2, · · · , n,
where ‘′’ stands for the ordinary transpose of a vector. Many statistical problems such
as Principal Component Analysis (PCA), the estimates of population covariance ma-
trices and the tests that involve covariance matrices, require the investigation of the
spectrum of sample covariance matrices, which is defined as
Sn =
1
n
n∑
i=1
yiy
∗
i =
1
n
YnY
∗
n,
here ‘∗’ stands for conjugate transpose and Yn = (y1, y2, · · · , yn) is the observation
matrix. In classical multivariate analysis, the theory of sample covariance matrices
∗Yanqing, Yin was partially supported by NSFC 11701234 and the Priority Academic Program Devel-
opment of Jiangsu Higher Education Institutions.
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for normal variables has been well worked out, see for instance the famous book of
Anderson (1983). However, it became apparent that multivariate data in practice were
rarely Gaussian. What is more, even in Gaussian case, the exact expressions of results
were too cumbersome. The asymptotic analysis when the dimension p is fixed while
the sample size n tends to infinity was shown to be convenient and thus been applied
extensively for a long time. In this classical framework, the sample covariance matri-
ces Sn can be viewed as a good estimator of population covariance matrix Σp since the
spectrum of Sn are consistent estimators of the spectrum of Σp. In fact, by law of large
numbers, for any 1 ≤ j, k ≤ p, the element lies in the j-th row and k-th column of
Sn, denoted by s j,k,n is a consistent estimator of the corresponding element σ j,k of Σp.
Then, according to the theory of matrix perturbation, for any j, the distance between
the j-th largest eigenvalues of Sn and Σp is o(p), which tends to 0 as n → ∞ when p is
fixed.
However, statisticians are facing with datasets of increasingly larger size nowadays
and the practical relevance of classical framework that p is fixed and n goes to infinity
is often unreasonably erroneous. One of the solutions to this challenge is to develop a
framework of asymptotic theory that both p and n tend to infinity. Obviously, for all j,
the distance between the j-th largest eigenvalues of Sn and Σp may be constant order
or even diverge in this case. But what is the exact relationship between the spectrums
of Sn-the sample covariance matrix and Σp-the population covariance matrix? The pi-
oneer work of Marchenko and Pastur (1967), continued in Wachter (1978); Silverstein
(1995), give out some fundamental answers to this question. Let A be any n× n square
matrix having real eigenvalues and denote its eigenvalues by λ j, j = 1, 2, · · · , n. The
empirical spectral distribution (ESD) of A is defined by
FA (x) =
1
n
n∑
j=1
I
(
λ j ≤ x
)
,
where I (D) is the indicator function of an event D and the Stieltjes transform of FA (x)
is given by
mFA (z) =
∫
+∞
−∞
1
x − zdF
A (x) ,
where z = u + iv ∈ C+. The famous M-P law states that if Yn = Σ1/2p Xn, where Σ1/2p is
the p× p Hermitian square root of Σp and Xn = (x1, x2, · · · , xn) is a p×nmatrix whose
elements are i.i.d standard complex random variables, p/n → c ∈ (0,∞), FΣp d−→ H
and the sequence
(
Σp
)
p
is bounded in spectral norm, then almost surely, the ESD FSn
of the sample covariance matrix Sn =
1
n
Σ
1/2
p XnX
∗
nΣ
1/2
p , tends weakly to a nonrandom
p.d.f. F as n → ∞. And for each z ∈ C+, m(z) = mF (z) is a solution to the equation
m(z) =
∫
1
t(1 − c − czm(z)) − zdH(t), (1.1)
which is unique in the set {m(z) ∈ C+ : −(1 − c)/z + cm(z) ∈ C+}. When c ∈ (0, 1) and
Σ
1/2
p = Ip, the p dimensional identity matrix, it can be derived from M-P law that the
support of the limit of FSn is [(1 − √c)2, (1 + √c)2]. Note that all eigenvalues of Σp
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are equal to 1, apparently, the spectrum of Sn is no longer a good estimator of Σp. A
consequent question one may ask is: what if there is no exact structure on Yn ? That
is to say, whether the M-P law valid for more general observations y1, y2, · · · , yn with
mean vector 0p and population covariance matrix Σp. Bai and Zhou (2008) gives an
sufficient condition which ensure the valid of M-P law and an example where M-P
limit is failure was showed in Li and Yao (2017) recently.
The investigation of ESD is just the first step. By definition, finite outliers will not
change the asymptotic behavior of ESD. Thus the next important problem is about
the convergence of the extreme eigenvalues of Sn. That is to say, whether the extreme
eigenvalues of Sn tend to the edge of the limit spectral distribution (LSD). What is
more, we shall take one more step further and ask whether there are eigenvalues out-
side the support of the LSD of Sn. In Yin, Bai and Krishnaiah (1988); Bai et al. (1988)
the so-called Bai-Yin law was proved, which state that for Sn,0 =
1
n
Xn,0X
∗
n,0
, where
Xn,0 is a p × n matrix of the upper-left corner of a standard i.i.d double array {x j,k}, the
necessary and sufficient condition for almost surely (a.s.) convergence of the largest
eigenvalue to (1 +
√
c)2 is the existence of the fourth moment. The sufficient con-
dition for almost surely convergence of the smallest eigenvalue of Sn,0 to (1 −
√
c)2
when c ∈ (0, 1) was given in Bai and Yin (1993) while the necessary condition was
proved by Tikhomirov (2015) recently. As far as we know, the most recent paper con-
sider the convergence of the extreme eigenvalue of sample covariance matrices comes
from Chafaı¨ and Tikhomirov (2017). They showed the convergence in probability of
the extreme eigenvalues of Sn when the population covariance matrix Σp = Ip and
the distribution law of y1 is log-concave. For other related work, we refer the reader
to Pillai and Yin (2014); Feldheim and Sodin (2010); Jonsson (2008); Sandrine (2009)
and references therein. In many applications, the no-eigenvalue result turns out to be
useful. As it can be, for instance, used to deal with random quantities involving Sn or
its inverse. The study of exact separation of spectrum starting from the classical work
of Bai and Silverstein (1998, 1999) and continued in Paul and Silverstein (2009).
1.2. The model and main results
In this paper, we consider the following model. Suppose that the observation matrix
Yn = (y1, y2, · · · , yn) = BnXn. Then the sample covariance matrix
Sn =
1
n
n∑
i=1
yiy
∗
i =
1
n
YY∗ =
1
n
BnXnX
∗
nB
∗
n.
We assume:
(a) Xn = (x jk) is an m × n matrix whose entries are i.i.d. complex variables with
mean zero and variance 1, and m can be arbitrary (possibly infinite);
(b) Bn is a p×mmatrix such that BnB∗n = Σp, whose spectral norm ‖Σp‖ is uniformly
bounded;
(c) For each p, Hn = F
Σp
d−→ H, a probability distribution function (p.d.f.);
(d) cn = p/n → c ∈ (0,∞) as n → ∞;
(e) For some 0 < δ < 1, E|x11|6+δ = µ < ∞.
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Remark 1.1. In our model, Xn = (x jk) may be dependent on n, i.e., the data may not
comes from a double array.
Remark 1.2. Under assumption (a) and (b), Yn can be viewed as an observation matrix
that consists of n samples drawn from a p-dimensional population with mean vector
0 and covariance matrix Σn. One may find that when m = p, our model reduce to the
well studied model in the sense of spectrum due to the polar decomposition.
Remark 1.3. This model covers variety population from time series. Such as the re-
peated linear process arises in panel surveys or longitudinal studies where
y = Bx =

· · · b1−p b2−p · · · b0 b1 b2 · · ·
· · · b2−p b3−p · · · b1 b2 b3 · · ·
...
...
...
...
...
...
...
...
· · · b−1 b0 · · · bp−2 bp−1 bp · · ·
· · · b0 b1 · · · b−1 bp bp+1 · · ·


...
xp
...
x1
...

.
Our first result is as following
Theorem 1.4. Under assumption (a-e), then as n → ∞, the ESD FSn of the sample
covariance matrix Sn tends weakly to a nonrandom p.d.f. F whose Stieltjes transform
m(z) = mF (z) satisfies equation (1.1).
Let S
n
=
1
n
X∗nB
∗
nBnXn, then we know that the nonzero eigenvalues of Sn and Sn are
the same. It is easy to verify
FSn(x) = (1 − cn)I[0,∞) + cnFSn(x)
which implies that
mFSn (z) = −(1 − cn)/z + cnmFSn (z), z ∈ C+. (1.2)
Therefore we know that the limiting spectral distribution (LSD) F of FSn exists and
satisfies
F(x) = (1 − c)I[0,∞) + cF(x).
Thus
mF (z) = −(1 − c)/z + cmF(z).
Due to (1.1) and the above equality, we find
m(z) = −z−1
∫
1
tm(z) + 1
dH(t)
and
m(z) = −
(
z −
∫
t
tm(z) + 1
dH(t)
)−1
(1.3)
where m(z) = mF(z). If we let F
c,H denote F, then Fcn,Hn can be viewed as the limiting
nonrandom p.d.f. associated with ratio cn and Hn.
The most important theorem of this paper states
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Theorem 1.5. Under the above model and assuming (a-e) with one more assumptions
(f) The interval [a, b] with a > 0 lies outside the support of Fcn,Hn for all large n,
we have
P
(
no eigenvalues of Sn appears in [a, b] for all large n
)
= 1.
Remark 1.6. From the next section, one may find that also the strategy of the proof of
Theorem 1.5 is similar with Bai and Silverstein (1998), the results in the present paper
are definitely non-trivial extension of the existing results. In fact, the procedure used
in Bai and Silverstein (1998) strongly depends on the foundational results proved in
Yin, Bai and Krishnaiah (1988), which can not be applied in our model directly. Thus
we can not truncate the variables at a finite number. What is more, we need to find a
sufficient low bound for the largest eigenvalue of Sn, which has not been studied before.
This is achieved by combining the Non-asymptotic theory of random matrix, see for
instance Vershynin (2010), which is an elementary interplay between probability and
linear algebra, and an inequality for a kind of quadratic forms proved in this paper.
As a direct application of above theorems, we have
Theorem 1.7. Under assumptions (a-e) and Σp = Ip, the largest eigenvalue of Sn
convergences to (1 +
√
c)2 almost surely.
Remark 1.8. This theorem can be viewed as an extension of Bai-Yin law in a different
direction with Chafaı¨ and Tikhomirov (2017).
The rest of the paper is organised as follows. The next section is to give the proof of
the main theorems while the last section lists some necessary Lemmas. We also note
here that throughout this paper, C stands for a constant that may take different values
from one appearance to another.
2. Proofs of the main theorems
2.1. Proof of theorem 1.4
We firstly prove the theorem of LSD. Noticing the results of Theorem 1.1. in Bai and Zhou
(2008), it is sufficient to verify the moment condition, i.e, for all j and any non-random
p × p matrix A with bounded norm,
E|x∗jB∗nABnx j − trAΣp|2 = o(n2).
This is in fact proved by the arguments before (3.1) in the proof of Lemma 3.1.
2.2. Proof of theorem 1.5
The main tools used in the proof are bounds on the moments of martingale differ-
ence sequences and properties of Stieltjes transform as well as some results in non-
asymptotic analysis of random matrices.
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The first step of the proof aims at truncating the variable of Xn as we need to deal
with x
p
i j
for some p larger than 6. In Bai and Silverstein (1998), under the model as-
sumption m = p, the authors truncated the variables in Xn,0 at C, a sufficiently large
but finite number. This is due to Bai-Yin law states that the limit of the spectral norm
of 1
n
Xn,0Xn,0 is (1+
√
c)2. However, this is invalid under the model of the present paper
since m can be arbitrary.
2.2.1. Truncation, Centralization and Rescaling
Let Bn = (b jk) and bk =
√∑p
j=1
|b jk|2, it follows that
b j ≤ C1,
m∑
k=1
b2k ≤ p‖Σp‖ ≤ C2p.
At first, we shall truncate the variables x jk at n
1/2−η/b j, j = 1, · · · ,m, k = 1, · · · , n for
η = δ
6
/(6 + δ) ∈ (0, 1/42).
Define xˆ jk = x jkI(|x jk| ≤ n1/2−η/b j), X̂n = (xˆ jk) and Ŝn = 1nBnX̂nX̂∗nB∗n. Applying
assumption (e), we get
P(Xn , X̂n, i.o.) ≤ lim
N→∞
∞∑
n=N
P(Xn , X̂n) ≤ lim
N→∞
∞∑
n=N
m∑
j=1
n∑
k=1
P(x jk , x̂ jk)
≤ lim
N→∞
∞∑
n=N
m∑
j=1
n∑
k=1
P(|x jk| > n1/2−η/b j)
≤ lim
N→∞
∞∑
n=N
m∑
j=1
n∑
k=1
n−(1/2−η)(6+δ)b6+δj E|x jk|6+δ
≤ lim
N→∞
∞∑
n=N
m∑
j=1
n∑
k=1
n−3−δ/3b6+δj E|x jk|6+δ
≤C4+δ1 µ lim
N→∞
∞∑
n=N
n−2−δ/3
m∑
j=1
b2j ≤ C lim
N→∞
∞∑
n=N
n−1−δ/3 → 0.
Denote the eigenvalues of Ŝn and Ŝn − EŜn by λk and λˆk (in decreasing order), then
λ
1/2
k
and λˆk
1/2
are the kth largest singular values of 1√
n
BnX̂n and
1√
n
Bn
(
X̂n − EX̂n
)
respectively. By Lemma 3.3, one finds
max
k≤n
|λ1/2
k
− λˆ1/2
k
| ≤ 1√
n
∥∥∥∥BnX̂n − Bn (X̂n − EX̂n)∥∥∥∥ = 1√
n
∥∥∥∥BnEX̂n∥∥∥∥
=
√
1
n
∥∥∥∥BnEX̂nEX̂∗nB∗n∥∥∥∥ ≤
√
1
n
tr
(
BnEX̂nEX̂∗nB∗n
)
=
√√
1
n
p∑
l=1
n∑
k=1
m∑
j1, j2=1
bl j1bl j2Exˆ j1kExˆ j2k
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=
√√ p∑
l=1
m∑
j1, j2=1
bl j1bl j2Exˆ j11Exˆ j21
≤

m∑
j1, j2=1
∣∣∣Exˆ j11∣∣∣ ∣∣∣Exˆ j21∣∣∣
√
p∑
l=1
|bl j1 |2
√
p∑
l=1
|bl j2 |2

1/2
=

m∑
j1, j2=1
∣∣∣Exˆ j11∣∣∣ ∣∣∣Exˆ j21∣∣∣ b j1b j2

1/2
.
Note that
∣∣∣Exˆ j11∣∣∣ ≤E ∣∣∣x j11∣∣∣ I (|x j11| > n1/2−η/b j1) ≤ b5+δj1n5/2+δ/3E
∣∣∣x j11∣∣∣6+δ ≤ C4+δ1 µ b j1n5/2 .
Thus, we have
max
k≤n
|λ1/2
k
− λˆ1/2
k
| ≤ C
n5/2

m∑
j1, j2=1
b2j1b
2
j2

1/2
≤ Cn−3/2.
Write X˜n = (x˜ jk) and S˜n =
1
n
BnX˜nX˜
∗
nB
∗
n where x˜ jk =
(
xˆ jk − Exˆ jk
)
/σ j and σ
2
j
=
E
∣∣∣xˆ j1 − Exˆ j1∣∣∣2. Using assumption (e), one gets
1 − σ2j =E
∣∣∣x j1∣∣∣2 I (|x j1| ≥ n1/2−η/b j) + ∣∣∣∣Ex j1I (|x j1| ≥ n1/2−η/b j)∣∣∣∣2 (2.1)
≤2E
∣∣∣x j1∣∣∣2 I (|x j1| ≥ n1/2−η/b j)
≤
2b4+δ
j
n2+δ/3
E
∣∣∣x j1∣∣∣6+δ ≤ 2µb4+δj
n2
≤
Cb2
j
n2
.
Let λ˜k denote the kth largest eigenvalues of S˜n, then it follows that by Lemma 3.3 and
(2.1),
max
k≤n
|λˆ1/2
k
− λ˜1/2
k
| ≤ 1√
n
∥∥∥∥Bn (X̂n − EX̂n − X˜n)∥∥∥∥
≤
√
1
n
tr
[
Bn
(
X̂n − EX̂n − X˜n
) (
X̂n − EX̂n − X˜n
)∗
B∗n
]
=
√√
1
n
p∑
l=1
n∑
k=1
m∑
j1, j2=1
bl j1bl j2(1 − σ−1j1 )(1 − σ−1j2 )
(
xˆ j1k − Exˆ j1k
) (
xˆ j2k − Exˆ j2k
)
≤
√√ p∑
l=1
m∑
j1, j2=1
4n1−2η
b j1b j2
|bl j1bl j2 ||(1 − σ−1j1 )(1 − σ−1j2 )|
≤

m∑
j1, j2=1
4n1−2η
b j1b j2
|(1 − σ−1j1 )(1 − σ−1j2 )|
√
p∑
l=1
|bl j1 |2
√
p∑
l=1
|bl j2 |2

1/2
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≤

m∑
j1, j2=1
n(1 − σ2j1)(1 − σ2j2 )

1/2
≤ C
n3/2

m∑
j1, j2=1
b2j1b
2
j2

1/2
≤ C
n1/2
→ 0.
For simplicity, the truncated and recentralized variables are still denoted by x jk. We
assume in the following
(1) The variables {x jk, j = 1, 2, · · · ,m; k = 1, 2, · · · , n} are independent.
(2) E(x jk) = 0 and Var(x jk) = 1.
(3) |x jk | ≤ n1/2−η/b j.
(4) supn, j,k E|x jk|6+δ ≤ M.
2.2.2. A primary bound on the largest eigenvalue of Sn
This part is to give a primary bound on the largest eigenvalue of Sn. We need the
following Lemma
Lemma 2.1 (Theorem 5.44 in Vershynin (2010)). let A be an N ×M matrix whose row
Ai are independent random row vectors in C
M with the common second moment matrix
Σ = EA′
i
Ai. Let l be a number such that
√
AiA
′
i
≤
√
l almost surely for all i. Then for
every t > 0, the following inequality holds with probability at least 1 − n exp−Ct2 :
‖A‖ ≤ ‖Σ‖1/2
√
N + t
√
l, (2.2)
here C is a constant.
Remark 2.2. The original theorem in fact consider the real case, however, as indicated
in the corresponding paper, one can easily adjust it to the complex case.
Let A = 1√
n
X∗nB
∗
n, N = n, M = p. We have ‖Σ‖1/2 = ‖EAiA′i‖1/2 ≤ C. Then apply
Lemma 3.1, we have for any i
P(|x∗i B∗nBnxi − trBnB∗n| > n) ≤
E|x∗
i
B∗nBnxi − trBnB∗n|l
nl
≤ Cl
nηl
Choosing l = 2
η
+ 1, we have
P(sup
i
AiA
′
i > Cn) ≤
n
n2+η
,
which is summable.
Then letting t =
√
log n and l = n, by Lemma 2.1, we arrive at for any s,
P(‖Sn‖ > K log n) = o(n−s), (2.3)
here K is a constant only depend on s.
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2.2.3. Convergence of random part
Let mn(z) = mFSn (z), mn(z) = mFSn (z) and m
0
n
(z) = mFcn ,Hn (z), the goal of this part is to
show that for z = u + ivn = u + in
−3η/98
sup
u∈[a,b]
nvn|mn(z) − Emn(z)| a.s.−−→ 0, n → ∞. (2.4)
To begin with, we introduce some notations. For j = 1, 2, · · · , n, denote
x j = (x1 j, x2 j, · · · , xm j)′, r j = 1√
n
Bnx j, Sn j = Sn − r jr∗j,
Rn = Sn − zIp, Rn j = Rn − r jr∗j, Rn j j = Rn j − r jr∗j ,
φ j = r
∗
jR
−1
n j r j −
1
n
tr
(
R
−1
n jΣp
)
, φˆ j = r
∗
jR
−1
n j r j −
1
n
Etr
(
R
−1
n jΣp
)
,
ξ j = r
∗
jR
−2
n j r j −
1
n
tr
(
R
−2
n jΣp
)
, φˆ j j = r
∗
jR
−1
n j jr j −
1
n
Etr
(
R
−1
n j jΣp
)
.
Also let
ρ j =
1
1 + r∗
j
R
−1
n j
r j
, ρˆ j =
1
1 + n−1tr(R−1
n j
Σp)
, bn =
1
1 + n−1Etr(R−1
n1
Σp)
,
ρ j j =
1
1 + r∗
j
R
−1
n j j
r j
, b1n =
1
1 + n−1Etr(R−1
n,1,2
Σp)
.
Firstly, we want to find the bounds of Eρ1 and bn. For this purpose, we need the
bounds on moments of φ j and φˆ j for j = 1, · · · , n.
Using Lemma 3.1, we have for l ≥ 1,
E|φ j|2l = 1
n2l
E
∣∣∣∣x∗jB∗nR−1n j Bnx j − tr (R−1n j Σp)∣∣∣∣2l ≤ Cln−2ηlv−2ln .
Let E0(·) denote expectation and Ek(·) denote conditional expectation with respect to
the σ-field generated by r1, · · · , rk. Applying Lemma 3.5 and the identity
(A + rr∗)−1 = A−1 − A
−1rr∗A−1
1 + r∗Ar
, (2.5)
it follows that for l ≥ 1,
E
∣∣∣φˆ j − φ j∣∣∣2l = E ∣∣∣φˆ1 − φ1∣∣∣2l = n−2lE
∣∣∣∣∣∣∣∣
n∑
j=2
[
E jtr
(
ΣpR
−1
n1
)
− E j−1tr
(
ΣpR
−1
n1
)]∣∣∣∣∣∣∣∣
2l
(2.6)
=n−2lE
∣∣∣∣∣∣∣∣
n∑
j=2
(
E j − E j−1
)
tr
[
Σp
(
R
−1
n1 − R−1n1 j
)]∣∣∣∣∣∣∣∣
2l
= n−2lE
∣∣∣∣∣∣∣∣
n∑
j=2
(
E j − E j−1
) r∗
j
R
−1
n1 j
ΣpR
−1
n1 j
r j
1 + r∗
j
R
−1
n1 j
r j
∣∣∣∣∣∣∣∣
2l
≤Cln−2lE

n∑
j=2
∣∣∣∣∣∣∣
(
E j − E j−1
) r∗
j
R
−1
n1 j
ΣpR
−1
n1 j
r j
1 + r∗
j
R
−1
n1 j
r j
∣∣∣∣∣∣∣
2

l
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≤Cln−2lE

n∑
j=2

∣∣∣∣r∗j (R∗n1 j)−1 R−1n1 jr j∣∣∣∣
ℑ
(
r∗
j
R
−1
n1 j
r j
)

2
l
≤ Cln−lv−2ln .
From this we know, for l ≥ 1,
E
∣∣∣φˆ j∣∣∣2l ≤ Cln−2ηlv−2ln . (2.7)
Using (3.2) and (3.5) in Supplement A, we obtain that for large n
sup
u∈[a,b]
|Eρ1| = sup
u∈[a,b]
|zEm
n
(z)| ≤ sup
u∈[a,b]
|zEm
n
(z) − zm0
n
(z)| + sup
u∈[a,b]
|zm0
n
(z)|
=o(vn) +C ≤ C + 1.
It is known that ρ j, ρˆ j, and bn all bounded in absolute value by |z|/vn. Noticing bn =
ρ1 + ρ1bnφˆ1, one finds
sup
u∈[a,b]
|bn| = sup
u∈[a,b]
∣∣∣Eρ1 + Eρ1bnφˆ1∣∣∣
≤ sup
u∈[a,b]
|Eρ1| + sup
u∈[a,b]
|z|2
v2n
E1/2
∣∣∣φˆ1∣∣∣2
≤(C + 1) + sup
u∈[a,b]
|z|2
n1/2v3n
≤ C + 2 , C0.
Next, let S ′n be a set contains n
2 elements, equally spaced in [a, b]. Note that |mn(u1 + ivn) − mn(u2 + ivn)| ≤
|u1 − u2|v−2n , our goal follows if we can show
max
u∈S ′n
nvn |mn(z) − Emn(z)| a.s.−−→ 0.
Write
mn(z) − Emn(z) = 1
p
n∑
k=1
(
Ek−1trR−1n − EktrR−1n
)
= − 1
p
n∑
k=1
(Ek−1 − Ek) ρkr∗kR−2nk rk
= − 1
p
n∑
k=1
(Ek−1 − Ek) ρkξk − 1
pn
n∑
k=1
(Ek−1 − Ek) ρktrR−2nkΣp
= − 1
p
n∑
k=1
(Ek−1 − Ek) ρkξk − 1
pn
n∑
k=1
(Ek−1 − Ek) ρˆktrR−2nkΣp
+
1
pn
n∑
k=1
(Ek−1 − Ek) ρkρˆkφktrR−2nkΣp
= − 1
p
n∑
k=1
(Ek−1 − Ek) ρkξk + 1
pn
n∑
k=1
(Ek−1 − Ek) ρkρˆkφktrR−2nkΣp
,W1 +W2.
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From Assumption ( f ), an ε > 0 exists for which [a − 2ε, b + 2ε] also satisfies ( f ). Let
a′ = a−ε, b′ = b+ε, and Fnk be the ESD of the matrix Snk. From (3.6) in Supplement A
and Lemma 3.10, for any l > 0, we have almost surely
max
k≤n
Ek
(
Fnk[a
′, b′]
)l
= oa.s.(v
4l
n ). (2.8)
Now define
Gk =I
{[
Ek−1
(
(Fnk[a
′, b′]
) ≤ v4n]⋂[Ek−1 ((Fnk[a′, b′])2 ≤ v8n]}
=I
{[
Ek
(
(Fnk[a
′, b′]
) ≤ v4n]⋂[Ek ((Fnk[a′, b′])2 ≤ v8n]} .
It follows that from (2.8)
P
 n⋃
k=1
{Gk = 0}, i.o.
 = 0.
Therefore, we have, for any ε > 0,
P
(
max
u∈S ′n
|nvnW1| > ε, i.o.
)
(2.9)
=P

{
max
u∈S ′n
|nvnW1| > ε
}⋂
 n⋃
k=1
{Gk = 0}
⋃
 n⋂
k=1
{Gk = 1}

 , i.o.

≤P

{
max
u∈S ′n
|nvnW1| > ε
}⋂ n⋂
k=1
{Gk = 1}
 , i.o.

≤P
max
u∈S ′n
∣∣∣∣∣∣∣vn
n∑
k=1
(Ek−1 − Ek) ρkξkGk
∣∣∣∣∣∣∣ > cnε, i.o.

and
P
(
max
u∈S ′n
|nvnW2| > ε, i.o.
)
≤P

{
max
u∈S ′n
|nvnW2| > ε
}⋂ n⋂
k=1
{Gk = 1}
 , i.o.

≤P
max
u∈S ′n
∣∣∣∣∣∣∣vn 1p
n∑
k=1
(Ek−1 − Ek) ρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣∣∣ > ε, i.o.
 .
Note that for u ∈ S ′n
|ρkξkGk |2 = |ρkξkGk |2 I(|ρk < 2C0|) + |ρkξkGk|2 I(|ρk| ≥ 2C0)
≤4C20 |ξkGk |2 +
(∣∣∣ρkr∗kR−2nk rk∣∣∣2 +
∣∣∣∣∣1nρktr
(
R
−2
nkΣp
)∣∣∣∣∣2
)
I(|ρk |−1 ≤ 1
2C0
)
≤4C20 |ξkGk |2 +C
(
v−2n + c
2
n
|z|2
v2n
v−4n
)
I(|b−1n + φˆk| ≤
1
2C0
)
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≤4C20 |ξkGk |2 +Cv−6n I(|φˆk| ≥
1
2C0
).
By Lemma 3.1, Lemma 3.6, and the fact {(Ek−1 − Ek) ρkξkGk} forms a martingale dif-
ference sequence, we have for each u ∈ S ′n, l ≥ 1, and t > (9η + 49)l/(95η),
E
∣∣∣∣∣∣∣vn
n∑
k=1
(Ek−1 − Ek) ρkξkGk
∣∣∣∣∣∣∣
2l
≤Cl
E
 n∑
k=1
Ek−1 |vnρkξkGk |2

l
+
n∑
k=1
E |vnρkξkGk |2l

≤Cl
E
 n∑
k=1
(
v2nEk−1 |ξkGk |2 + v−4n P(|φˆk| ≥
1
2C0
)
)
l
+
n∑
k=1
|z|2lE |ξk |2l

≤Cl
E

n∑
k=1
v2nEk−1Gk tr
(
R
−2
nk
Σp(R
∗
nk
)−2Σp
)
n2
+ v−4n P(|φˆk| ≥
1
2C0
)


l
+
n∑
k=1
|z|2l n
2(1−η)l‖R−2
nk
‖2l
n2l

≤Cl
E

n∑
k=1
v2nEk−1Gk tr
(
R
−2
nk
(R∗
nk
)−2
)
n2
+ v−4n P(|φˆk| ≥
1
2C0
)


l
+
1
nηl−1v4ln

≤Cl
E

n∑
k=1
v2nEk−1Gk
tr
(
R
−2
nk
(R∗
nk
)−2
)
n2

l
+ nl−1
n∑
k=1
v−4ln P(|φˆk| ≥
1
2C0
) +
1
nηl−1v4ln

≤Cl
E

n∑
k=1
v2nEk−1Gk
tr
(
R
−2
nk
(R∗
nk
)−2
)
n2

l
+ nl−1
n∑
k=1
v−4ln E|φˆk|2t +
1
nηl−1v4ln

≤Cl
E

n∑
k=1
v2nEk−1Gk
tr
(
R
−2
nk
(R∗
nk
)−2
)
n2

l
+ nlv−4ln n
−2ηtv−2tn +
1
nηl−1v4ln

≤Cl
E

n∑
k=1
v2nEk−1Gk
tr
(
R
−2
nk
(R∗
nk
)−2
)
n2

l
+
v2ln
n95ηt/49−9ηl/49−l
+
v2ln
n40ηl/49

≤Cl
E

n∑
k=1
v2nEk−1Gk
tr
(
R
−2
nk
(R∗
nk
)−2
)
n2

l
+ v2ln
 .
Let λk j denote the j-th largest eigenvalue of Snk. By (2.8), we get
n∑
k=1
Ek−1Gktr
(
R
−2
nk (R
∗
nk)
−2)
=
n∑
k=1
Ek−1Gk
p∑
j=1
1(
(λk j − u)2 + v2n
)2
=
n∑
k=1
Ek−1Gk

∑
λk j<[a′ ,b′]
1(
(λk j − u)2 + v2n
)2 + ∑
λk j∈[a′ ,b′]
1(
(λk j − u)2 + v2n
)2

imsart-generic ver. 2014/10/16 file: nooutV1.tex date: June 28, 2018
/No eigenvalues outside the support 13
≤
n∑
k=1
Ek−1Gk
[
pε−4 + pv−4n Fnk([a
′, b′])
]
≤ Cn2
Combining the above two inequalities, it yields for each u ∈ S ′n, l ≥ 1,
E
∣∣∣∣∣∣∣vn
n∑
k=1
(Ek−1 − Ek) ρkξkGk
∣∣∣∣∣∣∣
2l
≤ Clv2ln . (2.10)
By (2.9) and (2.10), we conclude that
P
(
max
u∈S ′n
|nvnW1| > ε
)
≤ Cln2E
∣∣∣∣∣∣∣vn
n∑
k=1
(Ek−1 − Ek) ρkξkGk
∣∣∣∣∣∣∣
2l
≤ Cln2−3ηl/49
which is summable when l > 49/η. Therefore,
max
u∈S ′n
|W1| = oa.s.(1/(nvn)). (2.11)
It is obvious that for u ∈ S ′n∣∣∣∣∣ 1pρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2
≤
∣∣∣∣∣ 1pρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2 I (|ρk | ≤ 2C0 and |ρˆk| ≤ 3C0)
+
∣∣∣∣∣ 1pρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2 [I (|ρk| > 2C0) + I (|ρk| ≤ 2C0 and |ρˆk | > 3C0)]
≤36C40
∣∣∣∣∣ 1pφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2 + c−2n v−2n |z|2v2n |φk|2
[
I
(
|φˆk| > 1
2C0
)
+ I
(
|ρk | ≤ 2C0 and |ρ−1k + φk | ≤
1
3C0
) ]
≤36C40Gk
∣∣∣∣∣ 1p tr
(
R
−2
nkΣp
)∣∣∣∣∣2 |φk |2 +Cv−4n |φk|2 [I
(
|φˆk| ≥ 1
2C0
)
+ I
(
|φk | ≥ 1
6C0
) ]
.
By Lemma 3.6, we have for l ≥ 1 and t > (49 − 89η)l/(95η)
P
max
u∈S ′n
∣∣∣∣∣∣∣vn 1p
n∑
k=1
(Ek−1 − Ek) ρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣∣∣ > ε

≤n2E
∣∣∣∣∣∣∣
n∑
k=1
(Ek−1 − Ek) vn 1
p
ρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣∣∣
2l
≤Cln2
E
 n∑
k=1
Ek−1
∣∣∣∣∣vn 1pρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2

l
+
n∑
k=1
E
∣∣∣∣∣vn 1pρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣2l

≤Cln2
[
E
(
v2n
n∑
k=1
Ek−1Gk
∣∣∣∣∣ 1p tr
(
R
−2
nkΣp
)∣∣∣∣∣2 tr
(
R
−1
nk
Σp(R
−1
nk
)∗Σp
)
n2
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+ v−2n
n∑
k=1
Ek−1 |φk|2
[
I
(
|φˆk| ≥ 1
2C0
)
+ I
(
|φk | ≥ 1
6C0
) ])l
+ v−6ln
n∑
k=1
E |φk|2l
]
≤Cln2
[
E
v2n
n∑
k=1
Ek−1Gk
∣∣∣∣∣ 1p tr
(
R
−2
nkΣp
)∣∣∣∣∣2 tr
(
R
−1
nk
(R−1
nk
)∗
)
n2

l
+ v−2ln n
l−1
n∑
k=1
Ek−1 |φk|2l
[
I
(
|φˆk| ≥ 1
2C0
)
+ I
(
|φk| ≥ 1
6C0
) ]
+ v−6ln
n∑
k=1
E |φk |2l
]
≤Cln2
[
E
 1pv2n
n∑
k=1
Ek−1Gktr
(
R
−2
nkΣp(R
−2
nk )
∗
Σp
) tr (R−1
nk
(R−1
nk
)∗
)
n2

l
+ v−2ln n
l−1
n∑
k=1
Ek−1 |φk|2l
[
|φˆk|2t + |φk|2t
]
+ v−6ln nn
−2ηlv−2ln
]
≤Cln2
[
E
 1pv2n
n∑
k=1
Ek−1Gktr
(
R
−2
nk (R
−2
nk )
∗) tr (R−1nk (R−1nk )∗)
n2

l
+ v−2ln n
l−1nn−2ηl−2ηtv−2l−2tn
+ v2ln n
1−83ηl/49
]
≤Cln2
[
E
 1n2pv2n
n∑
k=1
Ek−1Gktr
(
R
−2
nk (R
−2
nk )
∗) tr (R−1nk (R−1nk )∗)

l
+ v2ln n
−89ηl/49−95ηt/49+l
+ v2ln n
1−83ηl/49
]
≤Cln2
E
 1n2pv2n
n∑
k=1
Ek−1Gktr
(
R
−2
nk (R
−2
nk )
∗) tr (R−1nk (R−1nk )∗)

l
+ v2ln
 .
Using (2.8), one gets
n∑
k=1
Ek−1Gktr
(
R
−2
nk (R
−2
nk )
∗) tr (R−1nk (R−1nk )∗)
≤
n∑
k=1
Ek−1Gk
p∑
j=1
1(
(λk j − u)2 + v2n
)2
p∑
l=1
1
(λkl − u)2 + v2n
≤
n∑
k=1
Ek−1Gk
[
pε−4 + pv−4n Fnk([a
′, b′])
] [
pε−2 + pv−2n Fnk([a
′, b′])
]
≤Cn−3.
Thus, for l ≥ 1
P
max
u∈S ′n
∣∣∣∣∣∣∣vn 1p
n∑
k=1
(Ek−1 − Ek) ρkρˆkφktr
(
R
−2
nkΣp
)
Gk
∣∣∣∣∣∣∣ > ε
 ≤ Cln2−3ηl/49
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which is summable when l > 49/η. Therefore,
max
u∈S ′n
|W2| = oa.s.(1/(nvn)). (2.12)
Consequently, (2.4) follows from (2.11) and (2.12).
2.2.4. Convergence of the Expected Value
In this step, we are going to show that for z = u + ivn = u + in
−3η/98,
sup
u∈[a,b]
|Em
n
(z) − m0
n
(z)| = O(n−1).
As in Supplement A, let
w′n = −
1
z
∫
1
1 + tEm
n
(z)
dHn(t) − Emn(z)
and
R′n = −z −
1
Em
n
(z)
+ cn
∫
1
1 + tEm
n
(z)
dHn(t).
Then R′n = w
′
nzcn/Emn(z) and
Em
n
(z) =
1
−z − R′n + cn
∫
1
1+tEm
n
(z)
dHn(t)
.
Together with (1.3), one finds
Em
n
(z)−m0
n
(z) =
1
cn
∫
t
Em
n
(z)t+1
dHn(t) − z − R′n
− 1
cn
∫
t
m0
n
(z)t+1
dHn(t) − z
=
cn
(
Em
n
(z) − m0
n
(z)
) ∫
t2
(Emn(z)t+1)(m0n(z)t+1)
dHn(t)(
cn
∫
t
Em
n
(z)t+1
dHn(t) − z − R′n
) (
cn
∫
t
m0
n
(z)t+1
dHn(t) − z
) + Em
n
(z)m0
n
(z)R′n.
Letm0
2
(z) = ℑm0
n
(z). In Bai and Silverstein (1998), it has been shown that supu∈[a,b] |m0n(z)|
is bounded in n and
sup
u∈[a,b]
m0
2
cn
∫
t2dHn(t)
|1+tm0n(z)|2
vn + m
0
2
cn
∫
t2dHn(t)
|1+tm0n(z)|2
is bounded away from 1 for all n. Therefore, if |R′n| ≤ Cn−1 is true, we shall get, for all
n sufficiently large,
sup
u∈[a,b]
|Em
n
(z)−m0
n
(z)| ≤ C|Em
n
(z)m0
n
(z)R′n| ≤ Cn−1
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where the last inequality is from (3.5) in Supplement A.
Now, we are in position to show |R′n| ≤ Cn−1. Write
Rn −
(
−zEm
n
(z)Σp − zIp
)
=
n∑
k=1
rkr
∗
k −
(
−zEm
n
(z)Σp
)
.
Taking first inverses and then the expected value, we get from (2.5) and (3.2) in Supplement A(
−zEm
n
(z)Σp − zIp
)−1 − ER−1n
=
(
−zEm
n
(z)Σp − zIp
)−1
E

 n∑
k=1
rkr
∗
k −
(
−zEm
n
(z)Σp
)R−1n

= − z−1
(
Em
n
(z)Σp + Ip
)−1
E
 n∑
k=1
ρkrkr
∗
kR
−1
nk − (Eρ1)ΣpR−1n

= − z−1
(
Em
n
(z)Σp + Ip
)−1 n∑
k=1
Eρk
(
rkr
∗
kR
−1
nk −
1
n
ΣpER
−1
n
)
= − nz−1Eρ1
[(
Em
n
(z)Σp + Ip
)−1
r1r
∗
1R
−1
n1 −
1
n
(
Em
n
(z)Σp + Ip
)−1
ΣpER
−1
n
]
.
Taking the trace on both sides and dividing by −n/z, we obtain
− cnzw′n = cnzEmn(z) + cn
∫
1
1 + tEm
n
(z)
dHn(t) (2.13)
=Eρ1
[
r∗1R
−1
n1
(
Em
n
(z)Σp + Ip
)−1
r1 − 1
n
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpER
−1
n
]
=Eρ1
[
r∗1R
−1
n1
(
Em
n
(z)Σp + Ip
)−1
r1 − 1
n
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
]
+
1
n
Eρ1
[
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1 − Etr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
]
+
1
n
Eρ1
[
Etr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1 − Etr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n
]
,T1 + T2 + T3.
The remaining task is showing the uniformly bound of cnzw
′
n for u ∈ [a, b]. In last
section, we have shown that supu∈[a,b] |Eρ1| and supu∈[a,b] |bn| are bounded. Similarly,
we shall show that supu∈[a,b] |Eρ1 j| and supu∈[a,b] |b1n| are also bounded. From (3.5) in
Supplement A and the fact −1/m0n(z) stays uniformly away from the eigenvalues of Σp
for all u ∈ [a, b], it follows that
sup
u∈[a,b]
∥∥∥∥(Emn(z)Σp + Ip)−1∥∥∥∥ ≤ C. (2.14)
By (2.14) and the relationship
ρ1 = bn − b2nφˆ1 + b2nρ1φˆ21, (2.15)
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we get
sup
u∈[a,b]
|T1| = sup
u∈[a,b]
|bn|2
∣∣∣∣∣∣E (φˆ1 − ρ1φˆ21)
[
r∗1R
−1
n1
(
Em
n
(z)Σp + Ip
)−1
r1
− 1
n
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
]∣∣∣∣∣∣
≤ sup
u∈[a,b]
(
E|φˆ1|2 + |z|
2
v2n
E|φˆ1|4
)1/2 [
E
∣∣∣∣∣∣r∗1R−1n1 (Emn(z)Σp + Ip)−1 r1
− 1
n
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
∣∣∣∣∣∣
2]1/2
≤C
n
sup
u∈[a,b]
(
E|φˆ1|2 + |z|
2
v2n
E|φˆ1|4
)1/2 [
EtrR−1n1
(
R
∗
n1
)−1 ]1/2
.
Using (2.8), we have for k ≥ 1 and l = 1, 2,
sup
u∈[a,b]
E
[
trR−ln1
(
R
∗
n1
)−l]k
= sup
u∈[a,b]
E

p∑
j=1
(
1
(λ1 j − u)2 + v2n
)l
k
(2.16)
= sup
u∈[a,b]
E
 ∑
j<[a′ ,b′]
(
1
(λ1 j − u)2 + v2n
)l
+
∑
j∈[a′ ,b′]
(
1
(λ1 j − u)2 + v2n
)l
k
≤ sup
u∈[a,b]
E
[
pε−2l + pv−2ln Fn1([a
′, b′])
]k ≤ Cnk.
Likewise, it can be verified that for k ≥ 1 and l = 1, 2,
sup
u∈[a,b]
E
[
trR−ln12
(
R
∗
n12
)−l]k ≤ Cnk. (2.17)
By (2.5), (2.7), (2.17), Corollary 3.2, and ρ1 j = b1n − ρ1 jb1nφˆ1 j, we have for any non-
random p × p matrix A with bounded norm,
sup
u∈[a,b]
E
∣∣∣trAR−1n1 − EtrAR−1n1 ∣∣∣2 = sup
u∈[a,b]
n∑
j=2
E
∣∣∣(E j − E j−1)trAR−1n1 ∣∣∣2 (2.18)
≤2 sup
u∈[a,b]
n∑
j=2
E
∣∣∣ρ1 jr∗jR−1n1 jAR−1n1 jr j∣∣∣2
=2(n − 1) sup
u∈[a,b]
E
∣∣∣∣(b1n − ρ12b1nφˆ12) r∗2R−1n12AR−1n12r2∣∣∣∣2
≤Cn sup
u∈[a,b]
[
E
∣∣∣r∗2R−1n12AR−1n12r2∣∣∣2 + v−2n (E ∣∣∣φˆ12∣∣∣4 E ∣∣∣r∗2R−1n12AR−1n12r2∣∣∣4)1/2
]
≤Cn sup
u∈[a,b]
[
E
∣∣∣r∗2R−1n12(R∗n12)−1r2∣∣∣2 + n−2ηv−4n (E ∣∣∣r∗2R−1n12(R∗n12)−1r2∣∣∣4)1/2
]
imsart-generic ver. 2014/10/16 file: nooutV1.tex date: June 28, 2018
/No eigenvalues outside the support 18
≤Cn sup
u∈[a,b]
[
n−2
(
trR−1n12(R
∗
n12)
−1)2
+ n−2n
∥∥∥R−1n12(R∗n12)−1∥∥∥2
+ n−2ηv−4n
(
n−4
(
trR−1n12(R
∗
n12)
−1)4
+ n−4n2
∥∥∥R−1n12(R∗n12)−1∥∥∥4)1/2
]
≤Cn sup
u∈[a,b]
[
1 + n−1v−4n + n
−2ηv−4n
(
1 + n−2v−8n
)1/2 ] ≤ Cn.
From the above inequality, one obtains
E
∣∣∣φˆ1 − φ1∣∣∣2 = n−2E ∣∣∣∣tr (ΣpR−1n1 ) − Etr (ΣpR−1n1 )∣∣∣∣2 ≤ Cn−1.
Together with
sup
u∈[a,b]
E|φ1|2 ≤ sup
u∈[a,b]
Cn−2EtrR−1n1 (R
∗
n1)
−1 ≤ Cn−1,
we get
sup
u∈[a,b]
E|φˆ1|2 ≤ 2 sup
u∈[a,b]
E|φˆ1 − φ1|2 + 2 sup
u∈[a,b]
E|φ1|2 ≤ Cn−1. (2.19)
Applying Corollary 3.2 and (2.16), it implies
sup
u∈[a,b]
E|φ1|4 ≤ Cn−4 sup
u∈[a,b]
n2E
∥∥∥R−1n1 ∥∥∥2 ≤ Cn−2v−2n .
Combining (2.6) and the above inequality, we get
sup
u∈[a,b]
E|φˆ1|4 ≤ 8 sup
u∈[a,b]
E|φˆ1 − φ1|4 + 8 sup
u∈[a,b]
E|φ1|4 ≤ Cn−2v−4n . (2.20)
From (2.16), (2.19), and (2.20), we conclude that
sup
u∈[a,b]
|T1| ≤C
n
sup
u∈[a,b]
(
n−1 +
|z|2
v2n
n−2v−4n
)1/2
n1/2 ≤ Cn−1.
By (2.15) and (2.18)-(2.20), it follows
sup
u∈[a,b]
|T2| = sup
u∈[a,b]
∣∣∣∣∣∣1nE(b2nφˆ1 − b2nρ1φˆ21)
[
tr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
− Etr
(
Em
n
(z)Σp + Ip
)−1
ΣpR
−1
n1
]∣∣∣∣∣∣
≤ sup
u∈[a,b]
C
n
(
E
∣∣∣∣tr (Emn(z)Σp + Ip)−1 ΣpR−1n1 − Etr (Emn(z)Σp + Ip)−1 ΣpR−1n1 ∣∣∣∣2
)1/2
×
(
E|φˆ1|2 + v−2n E|φˆ1|4
)1/2
≤C
n
√
n
(
n−1 + n−2v−6n
)1/2 ≤ Cn.
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Using (2.5), (2.16), (2.19), Corollary 3.2, and ρ1 = bn − ρ1bnφˆ1
sup
u∈[a,b]
|T3| ≤C
n
sup
u∈[a,b]
∣∣∣∣∣∣Etr (Emn(z)Σp + Ip)−1 ΣpR−1n1 − Etr (Emn(z)Σp + Ip)−1 ΣpR−1n
∣∣∣∣∣∣
=
C
n
sup
u∈[a,b]
∣∣∣∣∣∣Eρ1r∗1R−1n1 (Emn(z)Σp + Ip)−1 ΣpR−1n1 r1
∣∣∣∣∣∣
=
C
n
sup
u∈[a,b]
∣∣∣∣∣∣E(bn − ρ1bnφˆ1)r∗1R−1n1 (Emn(z)Σp + Ip)−1 ΣpR−1n1 r1
∣∣∣∣∣∣
≤C
n2
sup
u∈[a,b]
∣∣∣∣∣∣EtrR−1n1 (Emn(z)Σp + Ip)−1 ΣpR−1n1Σp
∣∣∣∣∣∣
+
C
n
sup
u∈[a,b]
v−1n E
1/2|φˆ1|2E1/2
∣∣∣∣r∗1R−1n1 (Emn(z)Σp + Ip)−1 ΣpR−1n1 r1∣∣∣∣2
≤C
n2
sup
u∈[a,b]
∣∣∣EtrR−1n1 (R∗n1)−1∣∣∣ + Cn3/2 supu∈[a,b] v−1n E1/2
∣∣∣r∗1R−1n1 (R∗n1)−1r1∣∣∣2
≤C
n
+
C
n3/2
sup
u∈[a,b]
v−1n
nE
∥∥∥R−1
n1
(R∗
n1
)−1
∥∥∥2
n2

1/2
≤C
n
+
C
n3/2
v−1n ≤ Cn−1.
From the above three inequalities and (2.13), we have
sup
u∈[a,b]
|w′n| ≤ Cn−1.
From (3.5), we see that Em
n
(z) must be uniformly bounded away from 0 for all u ∈
[a, b] and all n. Therefore,
sup
u∈[a,b]
|R′n| = sup
u∈[a,b]
∣∣∣w′nzcn/Emn(z)∣∣∣ ≤ Cn−1.
2.2.5. Completing the proof of theorem 1.5
The results presented in the last two subsections implies that for z = u + ivn = u +
in−3η/98,
sup
u∈[a,b]
|m
n
(z) − m0
n
(z)| = o((nvn)−1)a.s..
Following the same arguments as Bai and Silverstein (1998), one can easily prove that
sup
u∈[a,b]
|
∫
I[a,b]cd(F
Sn(λ) − Fcn,Hn(λ))((
u − λ j
)2
+ v2n
) ((
u − λ j
)2
+ 2v2n
)
· · ·
((
u − λ j
)2
+Cv2n
)+
∑
λ j∈[a′ ,b′]
v2Cn((
u − λ j
)2
+ v2n
) ((
u − λ j
)2
+ 2v2n
)
· · ·
((
u − λ j
)2
+Cv2n
) | = o(1), a.s.
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where λ′
j
s denotes the eigenvalues of Sn and C is a constant (even number) determined
by η. From this, combining with the fact that the integral converges a.s. to 0, one can
argue that, with probability one, no eigenvalue of Sn appears in [a, b] for all sufficiently
large n.
The proof of this theorem is complete by the argument above and subsection 2.2.1.
2.3. Proof of theorem 1.7
When Σp = Ip, by theorem 1.4, we have
z = − 1
m(z)
+
c
1 + m(z)
,
which implies
m(z) =
−(z + 1 − c) +
√
(z − 1 − y)2 − 4y
2z
.
Then the LSD of Sn is the standard M-P law, which is supported on [(1 −
√
c)2, (1 +√
c)2]. The proof of this theorem is complete by combining the result of theorem 1.5.
3. List of Auxiliary lemmas
3.1. A key lemma that need to prove
Lemma 3.1. Let A = (a jk) be a p × p nonrandom matrix and x = (x1, · · · , xm)′ be a
random vector of independent entries. Assume that Ex j = 0, E|x j|2 = 1, sup j E|x j|6+δ ≤
M, and |x j| ≤ n1/2−η/b j, p/n → c ∈ (0,∞). Here b j is defined in Section 2. Then for
any l ≥ 1, as n → ∞
E|x∗B∗nABnx − trAΣp|l ≤ Cln(1−η)l‖A‖l
where Cl is a constant depending on l only and Σp = BnB
∗
n.
Proof. Let H = (h jk) = B
∗
nABn, we have
x∗Hx − trH =
m∑
j=1
h j j
(
|x j|2 − 1
)
+
m∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)
.
At first, we deduce
|h jk| =
∣∣∣e′jB∗nABnek∣∣∣ ≤ ‖A‖√e′jB∗nBne j√e′kB∗nBnek = b jbk‖A‖
where e j is a vector with the j-th element 1 and the remaining elements zero.
Now, assume 1 < l ≤ 2. By Lemma 3.5 and Lemma 3.7, we have
E
∣∣∣∣∣∣∣∣
m∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤ CE

m∑
j=1
|h j j|2
(
|x j|2 − 1
)2
l/2
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≤C
m∑
j=1
|h j j|lE
∣∣∣|x j|2 − 1∣∣∣l ≤ C m∑
j=1
b2lj ‖A‖l ≤ C
m∑
j=1
b2j‖A‖l ≤ Cn‖A‖l.
Furthermore, by the Holder inequality,
E
∣∣∣∣∣∣∣∣
m∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)∣∣∣∣∣∣∣∣
l
≤ C
E
∣∣∣∣∣∣∣∣
m∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)∣∣∣∣∣∣∣∣
2
l/2
≤C

m∑
j=1
j−1∑
k=1
(
|hk j|2 + |h jk|2
)
l/2
≤ C [trHH∗]l/2 ≤ Cnl/2‖A‖l ≤ Cn‖A‖l.
Combining the two inequalities above, we obtain for 1 < l ≤ 2
E|x∗Hx − trHH∗|l ≤ Cn‖A‖l. (3.1)
which implies that
E|x∗Hx − trHH∗| ≤ E1/2|x∗Hx − trHH∗|2 ≤ C √n‖A‖.
We shall proceed with the proof of the lemma by induction on l. And consider the
case 2 < l ≤ 4. Using Lemma 3.6 and Lemma 3.7,
E
∣∣∣∣∣∣∣∣
m∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤C


m∑
j=1
|h j j|2E
(
|x j|2 − 1
)2
l/2
+
m∑
j=1
|h j j|lE
(
|x j|2 − 1
)l
≤C
(trHH∗)l/2 +
m∑
j=1
b2lj ‖A‖lE|x j|2l
 ≤ C
nl/2‖A‖l +
m∑
j=1
b2lj ‖A‖l
n2(1/2−η)
b2
j
E|x j|2l−2

≤C
nl/2‖A‖l +
m∑
j=1
b2j‖A‖ln1−2η
 ≤ C [nl/2‖A‖l + n2−2η‖A‖l] .
For the same reason, with notation E j(·) for the conditional expectation given {x1, · · · , x j},
we have
E
∣∣∣∣∣∣∣∣
m∑
j=1
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣∣
l
≤C
E

m∑
j=1
E j−1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
l

≤C
E

m∑
j=1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
l

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≤C
E

m∑
j=1
∣∣∣∣∣∣∣E j−1
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1

j−1∑
k=1
|hk j|2

l/2
+
m∑
j=1
j−1∑
k=1
E
∣∣∣hk j∣∣∣l

≤C
E

m∑
j=1
∣∣∣∣∣∣∣
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
(
(H∗H) j j
)l/2
+ tr (H∗H)l/2

≤C
[
E (X∗HH∗X)l/2 + tr (H∗H)l/2
]
≤ Cn‖A‖l
The last inequality is from (3.1) with H replaced by HH∗. Together with the two in-
equalities above, we conclude for 2 < l ≤ 4
E|X∗HX − trHH∗|l ≤ C
[
nl/2‖A‖l + n2−2η‖A‖l
]
≤ Cn(1−η)l‖A‖l.
In the following, consider the case 2θ < l ≤ 2θ+1 with θ ≥ 2. Likewise, using Lemma
3.6 and Lemma 3.7, we deduce
E
∣∣∣∣∣∣∣∣
m∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤Cl


m∑
j=1
|h j j|2E
(
|x j|2 − 1
)2
l/2
+
m∑
j=1
|h j j|lE
(
|x j|2 − 1
)l
≤Cl
(trHH∗)l/2 +
m∑
j=1
b2lj ‖A‖lE|x j|2l
 ≤ Cl
nl/2‖A‖l +
m∑
j=1
b2lj ‖A‖l
n(1/2−η)(2l−6)
b2l−6
j

≤Cl
nl/2‖A‖l +
m∑
j=1
b6j‖A‖lnl−3−2ηl
 ≤ C [nl/2‖A‖l + n‖A‖lnl−3−2ηl] ≤ Cln(1−η)l‖A‖l.
and
E
∣∣∣∣∣∣∣∣
m∑
j=1
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣∣
l
≤Cl
E

m∑
j=1
E j−1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
l

≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E|x j|lE
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
l

≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣E j−1
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E|x j|l

j−1∑
k=1
|hk j|2

l/2
+
m∑
j=1
E|x j|l
j−1∑
k=1
∣∣∣hk j∣∣∣l E|xk|l

≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m∑
j=1
E|x j|lblj
 m∑
k=1
b2k

l/2
‖A‖l +
m∑
j=1
E|x j|lblj
j−1∑
k=1
E|xk|lblk‖A‖l

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≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ nl/2
m∑
j=1
E|x j|lblj‖A‖l +

m∑
j=1
E|x j|lblj

2
‖A‖l

≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ nl/2
m∑
j=1
n(1/2−η)(l−4)
bl−4
j
blj‖A‖l +

m∑
j=1
n(1/2−η)(l−4)
bl−4
j
blj

2
‖A‖l

≤Cl
E

m∑
j=1
∣∣∣∣∣∣∣
n∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ nl/2
m∑
j=1
nl/2−2−ηl+4ηb4j‖A‖l +

m∑
j=1
nl/2−2−ηl+4ηb4j

2
‖A‖l

≤Cl
[
E (x∗HH∗x)l/2 + nl−ηl‖A‖l + nl−2ηl‖A‖l
]
≤ Cl
[
E (x∗HH∗x)l/2 + nl−ηl‖A‖l
]
.
Using the induction hypothesis with H replaced by HH∗, it follows that
E (x∗HH∗x)l/2 ≤Cl
[
E |x∗HH∗x − trHH∗|l/2 + (trHH∗)l/2
]
≤Cl
[
n(1−η)l/2‖A‖l + nl/2‖A‖l
]
≤ Cln(1−η)l/2‖A‖l.
Consequently, we get
E|x∗Hx − trHH∗|l ≤ Cnl/2‖A‖l ≤ Cn(1−η)l‖A‖l.

From the proof of the above lemma, it is straightforward to show
Corollary 3.2. Under the conditions of Lemma 3.1, we have
E|x∗B∗nABnx − trAΣp|2 ≤ Cn‖A‖2.
and
E|x∗B∗nABnx − trAΣp|4 ≤ Cn2‖A‖4.
3.2. Some Existing Lemmas
Lemma 3.3 (Corollary 7.3.8 of Horn and Johnson (1985)). For r × s matrices A and
B with respective singular values σ1 ≥ σ2 ≥ · · · ≥ σq, τ1 ≥ τ2 ≥ · · · ≥ τq, where
q = min(r, s), we have
|σk − τk | ≤ ‖B − A‖ for all k = 1, 2, · · · , q.
Lemma 3.4 (Lemma 2.6 of Silverstein and Bai (1995)). For z = u + iv ∈ C+, let
m1(z),m2(z) be Stieltjes transforms of any two p.d.f.’s, A and B n× n with A Hermitian
nonnegative definite and r ∈ Cn. Then
(a) ‖(m1(z)A + In)−1‖ ≤ max(4‖A‖/v, 2),
(b) |r∗B(m1(z)A + In)−1r − r∗B(m1(z)A + In)−1r|
≤ |m2(z) − m1(z)| ‖r‖22 ‖B‖ ‖A‖ max(4‖A‖/v, 2)2
where ‖r‖2 denotes the Euclidean norm on r.
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Lemma 3.5 (Burkholder (1973)). Let {Xk} be a complexmartingale difference sequence
with respect to the increasing σ-field {Fk}. Then, for l > 1,
E
∣∣∣∣∑ Xk∣∣∣∣l ≤ ClE (∑ |Xk|2)l/2 .
Lemma 3.6 ( Burkholder (1973)). Let {Xk} be a complex martingale difference se-
quence with respect to the increasing σ-field {Fk}. Then, for l ≥ 2,
E
∣∣∣∣∑ Xk∣∣∣∣l ≤ Cl [E (E (∑ |Xk|2|Fk−1)l/2) +∑E|Xk|l] .
Lemma 3.7 ((3.3.41) of Horn and Johnson (1991)). For n× nHermitian A = (a jk) with
eigenvalues λ1, · · · , λn, and convex function f (·), we have
n∑
j=1
f (a j j) ≤
n∑
j=1
f (λ j).
Lemma 3.8 (Corollary 2.1 of Hall and Heyde (1980)). If {X j,F j, 1 ≤ j ≤ n} is a mar-
tingale, then for each l ≥ 1 and α > 0,
αlP
(
max
j≤n
|X j| > α
)
≤ E|Xn|l.
Lemma 3.9 (Lemma 6.8 of Bai and Silverstein (2010)). If, for all t > 0, tlP(|X| > t) ≤ C
for some positive l, then for any positive q < l,
E|X|q ≤ Cq/l
(
l
l − q
)
.
Lemma 3.10 (Lemma 2.4 of Silverstein and Bai (1995)). For n× n Hermitian A and B,
‖FA − FB‖KS ≤ 1
n
rank(A − B),
here ‖ · ‖KS denoting the sup norm on functions.
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Supplementary Material
Supplement A: a convergence rate of m
n
(z)
(). Let E0(·) denote expectation and Ek(·) denote conditional expectation with respect
to the σ-field generated by r1, · · · , rk, we shall show that for z = u + ivn = u + in−6η/49
and r ≥ 1,
max
k≤n
Ek
(
v−rn sup
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣r) a.s.−−→ 0.
To begin with, we deduce three equalities in order to obtaining the expression ofm
n
(z)−
m0
n
(z). Write
Rn + zIp =
n∑
j=1
r jr
∗
j.
Taking the inverse of Rn on the both sides and using (2.5), we have
Ip + zR
−1
n =
n∑
j=1
r jr
∗
jR
−1
n =
n∑
j=1
ρ jr jr
∗
jR
−1
n j .
Then, we deduce by taking the trace on both sides and dividing by n,
cn + cnzmn(z) =
1
n
n∑
j=1
ρ jr
∗
jR
−1
n j r j = 1 −
1
n
n∑
j=1
ρ j.
Together with (1.2), one gets
m
n
(z) = − 1
zn
n∑
j=1
ρ j. (3.2)
Write
Rn −
(
−zm
n
(z)Σp − zIp
)
=
n∑
j=1
r jr
∗
j − (−zmn(z))Σp.
Taking inverses and using (2.5) and (3.2), we have
(
−zm
n
(z)Σp − zIp
)−1 − R−1n = −z−1 (mn(z)Σp + Ip)−1

n∑
j=1
r jr
∗
j − (−zmn(z))Σp
R−1n
= − z−1
(
m
n
(z)Σp + Ip
)−1 
n∑
j=1
ρ jr jr
∗
jR
−1
n j −
1
n
n∑
j=1
ρ jΣpR
−1
n

= − z−1
n∑
j=1
ρ j
(
m
n
(z)Σp + Ip
)−1 [
r jr
∗
jR
−1
n j −
1
n
ΣpR
−1
n
]
.
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Taking the trace and dividing by p, we see
wn =
1
p
tr
(
−zm
n
(z)Σp − zIp
)−1 − mn(z)
= − 1
pz
n∑
j=1
ρ j
{
r∗jR
−1
n j
(
m
n
(z)Σp + Ip
)−1
r j − 1
n
tr
[(
m
n
(z)Σp + Ip
)−1
ΣpR
−1
n
] }
, − 1
pz
n∑
j=1
ρ jd j.
Rewriting wn in terms of mn(z), it follows that by (1.2)
wn = − 1
z
∫
1
m
n
(z)t + 1
dHn(t) −
zm
n
(z) + 1 − cn
cnz
=
m
n
(z)
cnz
[
cn
∫
t
m
n
(z)t + 1
dHn(t) − z − 1
m
n
(z)
]
,
m
n
(z)
cnz
Rn
which yields Rn = cnzwn/mn(z) and
m
n
(z) =
1
cn
∫
t
m
n
(z)t+1
dHn(t) − z − Rn
. (3.3)
Consequently, we obtain from the above equality and (1.3),
m
n
(z)−m0
n
(z) =
1
cn
∫
t
mn(z)t+1
dHn(t) − z − Rn
− 1
cn
∫
t
m0
n
(z)t+1
dHn(t) − z
=
cn
(
m
n
(z) − m0
n
(z)
) ∫
t2
(mn(z)t+1)(m0n(z)t+1)
dHn(t)(
cn
∫
t
m
n
(z)t+1
dHn(t) − z − Rn
) (
cn
∫
t
m0n(z)t+1
dHn(t) − z
) + m
n
(z)m0
n
(z)Rn.
Let m
n2(z) = ℑmn(z), then from (1.3) and (3.3)
m02(z) =
vn + m
0
2
(z)cn
∫
t2
|1+tm0
n
(z)|2 dHn(t)∣∣∣∣−z + cn ∫ t1+tm0
n
(z)
dHn(t)
∣∣∣∣2
and
m
n2(z) =
vn + mn2(z)cn
∫
t2
|1+tm
n
(z)|2 dHn(t) + ℑRn∣∣∣∣−z + cn ∫ t1+tm
n
(z)
dHn(t) − Rn
∣∣∣∣2 .
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When |ℑRn| < vn, by the Cauchy-Schwarz inequality and the fact (see (3.17 in Bai and Silverstein
(1998)))  m
0
2
(z)cn
∫
t2
|1+tm0
n
(z)|2 dHn(t)
vn + m
0
2
(z)cn
∫
t2
|1+tm0
n
(z)|2 dHn(t)

1/2
< 1 − Cv2n,
we have∣∣∣∣∣∣∣∣∣∣
cn
∫
t2
(mn(z)t+1)(m0n(z)t+1)
dHn(t)(
cn
∫
t
mn(z)t+1
dHn(t) − z − Rn
) (
cn
∫
t
m0
n
(z)t+1
dHn(t) − z
)
∣∣∣∣∣∣∣∣∣∣
≤

cn
∫
t2
|mn(z)t+1|2 dHn(t)∣∣∣∣cn ∫ tm
n
(z)t+1
dHn(t) − z − Rn
∣∣∣∣2

1/2 
cn
∫
t2
|m0n(z)t+1|2 dHn(t)∣∣∣∣cn ∫ tm0n(z)t+1dHn(t) − z
∣∣∣∣2

1/2
≤

cnmn2(z)
∫
t2
|mn(z)t+1|2 dHn(t)
vn + cnmn2(z)
∫
t2
|mn(z)t+1|2 dHn(t) + ℑRn

1/2 
cnm
0
2
(z)
∫
t2
|m0n(z)t+1|2 dHn(t)
vn + cnm
0
2
(z)
∫
t2
|m0n(z)t+1|2 dHn(t)

1/2
≤

cnm
0
2
(z)
∫
t2
|m0n(z)t+1|2 dHn(t)
vn + cnm
0
2
(z)
∫
t2
|m0n(z)t+1|2 dHn(t)

1/2
≤ 1 −Cv2n.
Under the condition |ℑRn| < vn, one gets∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ ≤ C−1v−2n |mn(z)m0n(z)Rn| = C−1v−2n |cnzm0n(z)wn|.
Letting µn = n
6η/343, we can assert that when |u| ≤ µnv−1n , |wn| ≤ µ−1n v5n, and λmax ≤
K log n, we have for large n, |z| ≤ 2µnv−1n and
|Rn| < vn.
In fact, on the set {λmax ≤ K log n} and |u| ≤ µnv−1n , we give a lower bound of |mn(z)|.
When −µnv−1n ≤ u ≤ −vn ot λmax + vn ≤ u ≤ µnv−1n ,
|m
n
(z)| ≥ |ℜm
n
(z)| ≥ K log n + µnv
−1
n(
K log n + µnv−1n
)2
+ v2n
≥ 1
2µnv−1n
for large n. When −vn < u < λmax + vn,
|m
n
(z)| ≥ |ℑm
n
(z)| ≥ vn(
K log n + vn
)2
+ v2n
≥ vn
µn
for all large n. These yield |m
n
(z)| ≥ 1
2
µ−1n vn. Therefore, when |u| ≤ µnv−1n , |wn| ≤ µ−1n v5n,
and λmax ≤ K log n, we have for large n, |z| ≤ 2µnv−1n and
|Rn| = |cnzwn/mn(z)| ≤ 4cnµnv−1n µ−1n v5nµnv−1n ≤ 4cnv2n < vn.
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Under the condition |ℑRn| < vn, one gets∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ ≤ C−1v−2n |cnzm0n(z)wn| ≤ Cµ−1n v2n
where the last inequality if from |zm0
n
(z)| ≤ 1 +C/vn.
Thus, it follows that∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ = ∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ I (|u| ≤ µnv−1n , |wn| ≤ µ−1n v5n, λmax ≤ K log n)
+
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ I (|u| > µnv−1n , |wn| ≤ µ−1n v5n, λmax ≤ K log n)
+
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ I (|wn| > µ−1n v5n or λmax ≤ K log n)
≤Cµ−1n v2n +
2
µnv−1n − K log n
+
2
vn
I
(
|wn| > µ−1n v5n or λmax > K log n
)
≤Cµ−1n v1n +
2
vn
I
(
|wn| > µ−1n v5n or λmax > K log n
)
.
In Supplement B, we obtain that for any subsets S n ⊂ R containing at most n elements,
any l ≥ 1/2 and all ε > 0,
P
(
max
u∈S n
|wn|v−5n > ε
)
≤ Clε−2ln2−2ηl/49
which implies that
P
(
max
u∈S n
|wn|µnv−5n > ε
)
≤ Clε−2ln2−2ηl/343.
From (2.3) and the above inequality, we conclude for large n and any positive ε and
l > 0,
P
(
v−1n max
u∈S n
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ > ε)
≤Clε−l
µ−ln + vn−2l
∑
u∈S n
P
(
µnv
−5
n |wn| > 1
)
+ P
(
λmax > K log n
)

≤Clε−l
[
µ−ln + vn
−2l (n3−2ηt/343 + n−t)]
≤Clε−ln−6ηl/343
where t ≥ 45l + 1029/2η. It can be verified that for large n and any positive ε and l,
P
(
v−1n max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣ > ε) ≤ Clε−ln−6ηl/343. (3.4)
Since for any l > 0,
Ek
(
v−ln max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣l)
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for k = 0, · · · , n forms a martingale, it follows that for any t ≥ 1,[
Ek
(
v−ln max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣l)]t
for k = 0, · · · , n forms a submartingale. Therefore, for any ε > 0, t ≥ 1, and l > 0, from
Lemma 3.8, Lemma 3.9, and (3.4) with l replaced by 2tl, we have
P
(
max
k≤n
Ek
(
v−ln max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣l) > ε)
≤ε−tE
(
v−ltn max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣lt)
≤Cltε−tn−6ηlt/343.
From this and by taking t > 343/(6ηl), it follows that for l > 0
max
k≤n
Ek
(
v−ln max
u∈R
∣∣∣m
n
(z) − m0
n
(z)
∣∣∣l) a.s.−−→ 1. (3.5)
It can be verified from (3.5) for l > 0
max
k≤n
Ek
(
FSn[a, b]
)l
= oa.s.(v
l
n) = oa.s.(n
−6ηl/49)
and
max
k≤n
Ek
(
FSn[a′, b′]
)l
= oa.s.(v
l
n) = oa.s.(n
−6ηl/49) (3.6)
where the details can be seen in Bai and Silverstein (2010).
imsart-generic ver. 2014/10/16 file: nooutV1.tex date: June 28, 2018
/No eigenvalues outside the support 32
Supplement B: a convergence rate of wn
(). For z = u + ivn = u + in
−6η/49, we shall show the almost sure convergence of
max
u∈S n
|wn|
v5n
to 0. Let
m
n j
(z) = −(1 − cn)/z + cnmFSn j (z),
then one finds
max
j≤n
|m
n
(z) − m
n j
(z)| =1
n
max
j≤n
|tr(R−1n − R−1n j )| =
1
n
max
j≤n
|ρ jr∗jR−2n j r j| (3.7)
≤1
n
max
j≤n
r∗
j
R
−1
n j
(R∗
n j
)−1r j
ℑ(r∗
j
R
−1
n j
r j)
=
1
nvn
.
Rewrite
wn = − 1
pz
n∑
j=1
ρ j
{
r∗jR
−1
n j
(
m
n
(z)Σp + Ip
)−1
r j − 1
n
tr
[(
m
n
(z)Σp + Ip
)−1
ΣpR
−1
n
] }
= − 1
pz
n∑
j=1
ρ j
{
r∗jR
−1
n j
(
m
n
(z)Σp + Ip
)−1
r j − r∗jR−1n j
(
m
n j
(z)Σp + Ip
)−1
r j
}
− 1
pz
n∑
j=1
ρ j
{
r∗jR
−1
n j
(
m
n j
(z)Σp + Ip
)−1
r j − 1
n
tr
[(
m
n j
(z)Σp + Ip
)−1
ΣpR
−1
n j
] }
− 1
pz
n∑
j=1
ρ j
{
1
n
tr
[(
m
n j
(z)Σp + Ip
)−1
ΣpR
−1
n j
]
− 1
n
tr
[(
m
n j
(z)Σp + Ip
)−1
ΣpR
−1
n
] }
− 1
pz
n∑
j=1
ρ j
{
1
n
tr
[(
m
n j
(z)Σp + Ip
)−1
ΣpR
−1
n
]
− 1
n
tr
[(
m
n
(z)Σp + Ip
)−1
ΣpR
−1
n
] }
, − 1
pz
n∑
j=1
ρ j(d
1
j + d
2
j + d
3
j + d
4
j ).
It is easy to verify
ℑr∗j(z−1Sn j − Ip)−1r j ≥ 0.
Therefore, for each j,
|z−1ρ j| ≤ 1
vn
.
Hence, it is sufficient to show the a.s.convergence of
max
j≤n,u∈S n
|dk
j
|
v6n
(3.8)
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to 0 for k = 1, 2, 3, 4.
From Lemma 3.4 (b) and (3.7), we deduce
|d1j | ≤ 16v−2n |mn(z) − mn j(z)| ‖r j‖22 ‖R−1n j ‖ ‖Σp‖3 ≤
C
nv4n
‖r j‖22.
Using Lemma 3.1, it follows that, for any ε > 0, l ≥ 1/2, and all large n,
P
 max
j≤n,u∈S n
|d1
j
|
v6n
> ε
 ≤ P
(
max
j≤n
‖r j‖22 >
εnv10n
C
)
≤
n∑
j=1
P
(
‖r j‖22 >
εnv10n
C
)
≤
(
C
εnv10n
)2l n∑
j=1
E
(
‖r j‖22
)2l
≤
(
C
εnv10n
)2l
n
n(1−η)2l
n2l
≤ Cln
1−2ηl(
εnv10n
)2l ≤ Clε−2ln1−2ηl.
The last bound is summable when l > 1
η
, so we have (3.8)
a.s.−−→ 0 when k = 1.
Likewise, by Lemma 3.4 (a), one finds for any l ≥ 1/2,
E|v−6n d2j |2l ≤
Cl
v12ln n
2l
n(1−η)2l
∥∥∥∥R−1n j (mn j(z)Σp + Ip)−1∥∥∥∥2l ≤ Cl
v16ln n
2ηl
.
We have then, for any ε > 0 and l ≥ 1/2,
P
 max
j≤n,u∈S n
|d2
j
|
v6n
> ε
 ≤ Clε−2l n2
v16ln n
2ηl
≤ Clε−2ln2−2ηl/49
which implies that (3.8)
a.s.−−→ 0 for k = 2 by taking l > 147
2η
. Using Lemma 3.4 (a) and
(2.5), we find
|v−6n d3j | =
1
v6nn
∣∣∣∣∣tr [(mn j(z)Σp + Ip)−1 Σp (R−1n j − R−1n )]
∣∣∣∣∣
=
1
v6nn
∣∣∣∣ρ jr∗jR−1n j (mn j(z)Σp + Ip)−1 ΣpR−1n j r j∣∣∣∣
≤ 4C
v7nn
∣∣∣ρ jr∗jR−1n j ΣpR−1n j r j∣∣∣ ≤ 4C
v8nn
,
so that (3.8)
a.s.−−→ 0 for k = 3. By Lemma 3.4 (a) and (3.7), we get
|v−6n d4j | =
1
v6nn
|m
n j
(z) − m
j
(z)|
∣∣∣∣∣tr [(mn j(z)Σp + Ip)−1 Σp (mn(z)Σp + Ip)−1 ΣpR−1n ]
∣∣∣∣∣
≤ C
v6nn
× 1
nvn
× p
v3n
=
C
nv10n
so that (3.8)
a.s.−−→ 0 for k = 4.
Thus, we deduce, for any l ≥ 1/2 and all ε > 0,
P
(
max
u∈S n
|wn|v−5n > ε
)
≤ Clε−2ln2−2ηl/49.
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Therefore, maxu∈S n |wn|v−5n
a.s.−−→ 0 by taking l > 147
2η
.
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