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Reheating is an important part of the evolution of the early Universe: it
is needed to restore the radiation dominated conditions of the Big Bang
era after cosmic inflation has ended. In this thesis this reheating process
has been studied with perturbative and non-perturbative methods in the
curvaton scenario, a well motivated alternative to the standard inflation
paradigm. The aim of these studies has been to determine the level of the
produced non-Gaussianity which can be compared to the limits given by
cosmic microwave background radiation. In addition the physicality of the
curvaton scenario has been investigate in terms of the temperature limits
given by standard cosmology.
In the perturbative case different variants of a three fluid model were
studied where the curvaton is assumed to decay into both radiation and cold-
dark matter. Parts of the studied parameter space that lead to temperatures
within the limits given by standard cosmology were identified. The level of
non-Gaussianity was generally found to be small if the curvaton is also
responsible for the generation of the cold-dark matter component of the
Universe.
In the non-perturbative reheating scenario a self-interacting curvaton
model was studied with emphasis on the level of non-Gaussianity gener-
ated. To calculate this quantity, two groundbreaking computational pro-
grams were developed that use graphics processing units (GPUs) to accel-
erate the numerical computations significantly. In addition a symplectic
integrator was implemented in the latter of the codes to improve the ac-
curate considerably. As a result, the evolution during different preheating
scenarios can be now computed significantly faster using inexpensive com-
mon desktop computers without needing to sacrifice accuracy. The level
of non-Gaussianity in the self-interacting curvaton model was found to be
quite large and inconsistent with current observational limits, in line with
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Writing a symphony on the birth and development of the Universe might
seem like a daunting task. To describe the fiery furnace in which the Cosmos
was born, the first movement would have to be very fast and almost deafen-
ing loud. This intense period would, however, last only for a short period of
time after which the volume and pace would need to be turned down con-
siderably to illustrate the rather rapid cooling of the Universe. The second
movement would have to describe the next, much more peaceful and longer
epoch during which cosmic structures start to develop forming eventually
stars, galaxies and galaxy clusters. This part would ultimately end with the
present day Universe followed by a final movement expressing the murky
future of the Cosmos.
Historically there have been numerous religious or mythical compositions
of this cosmic symphony. In contrast to these, the one provided by modern
cosmology is written in the language of mathematics and is based firmly
on results from different astrophysical observations and particle physics ex-
periments. The history of modern cosmology can be said to start from
the publication of general relativity [7] that made it possible to formu-
late a mathematically consistent model for the evolution of the Universe.
Since then physical cosmology has evolved significantly with improved ob-
servational programs that include Edwin Hubble’s measurements of distant
galaxies [8] in 1929 to the more recent observations of the cosmic microwave
background (CMB) radiation [9–11].
Nowadays it is widely believed that the early Universe experienced a
period of cosmic inflation during which it expanded at a phenomenal rate.
The original motion for this was in solving various problems of the standard
cosmology [12–16] although it was soon noticed [17–19] that it can also
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explain the origin of the cosmic structures we see today, e.g. galaxies and
galaxy groups, by creating small density fluctuations in the Universe.
In the simplest inflationary paradigm these both functions are handled
by a single scalar field, called inflaton. A well motivated alternative to this
description is the curvaton scenario where the cosmological perturbations
are assumed to originate from a scalar field that is not responsible for the
expansion of space. As a consequence the inflation model is liberated from
the constraint to produce the observed CMB amplitude which makes the
construction of different inflaton models easier [20].
In this thesis we will concentrate on two vastly different models for the
curvaton scenario. In the first three research articles [1–3] we study vari-
ations of a curvaton model where the curvaton field decays into radiation
and cold dark matter. In these studies we seek regions of parameter space
where the solutions lead to evolution consistent with the thermal history of
the Universe. We then concentrate on a non-perturbative decay mechanism
in the curvaton scenario. To this end we develop two cutting-edge computa-
tional programs that use graphics processing units (GPUs) to accelerate the
numerical computations drastically. These codes are presented in research
articles [4, 5]. In the final research paper [6] we will apply the computational
methods to a model where a self-interacting curvaton field decays through
a violent and rapid preheating process.
The main objective is essentially the same in these two cases: the study
of how much the distribution of the cosmological perturbations deviates
from a Gaussian one. This study of non-Gaussianity has been a popular
subject in cosmology [21] in the last ten years due to new and improved
observational programs that have been able to measure the statistics of the
small perturbations from the CMB radiation [10, 11] with unprecedented
accuracy. The level of non-Gaussianity depends greatly on the used model
[21] and can therefore provide a valuable method to separate physically
viable models from those that are in conflict with the observations.
The introductory review part is organized as follows: in Chapter 2
we discuss the basics of the early universe, namely Friedmann-Robertson-
Walker solutions of the Einstein equations, the period of cosmic inflation
and the reheating of the Universe. In Chapter 3 we review the basics of
cosmological perturbation theory as is relevant to this thesis. Chapter 4
introduces the computational techniques and methods we have developed
and used in the thesis. In Chapter 5 different variants of non-Gaussianity
are presented in the perturbative and non-perturbative cases. We conclude





We use natural units in this thesis where we set ~ = c = kB = 1. In addition
we also set the reduced Planck mass mPl = 1/
√
8πG to unity in most of the
research articles.
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Chapter 2
The early Universe
Modern cosmology is build on the theoretical foundation of general relativity
[7] which determines the evolution of the Universe given its energy content.
In this chapter we present the main concepts of the general relativity and
the early Universe as is relevant to this thesis.
2.1 Friedmann-Robertson-Walker cosmology
The cosmological principle is a central premise of modern cosmology. It
states that on large scales the Universe ‘looks the same whoever and wher-
ever you are.’[22] More specifically it states that the Universe is spatially
homogeneous and isotropic meaning that observers at different locations
will see it similarly in all directions. This assumption is supported by cur-
rent cosmological observations, most significantly different mappings of the
cosmic microwave background radiation (CMB) [23–25] that show that the
temperature was very homogeneous and isotropic when the Universe was
roughly 380 000 years old.
In general relativity the central object of study is the metric tensor, gµν ,
which carries vital information on the structure of spacetime. In a spatially
isotropic and homogeneous universe it is given by the Friedmann-Robertson-
Walker metric [26]




+ r2dθ2 + r2 sin2 θ dφ2
)
, (2.1)
where t is the coordinate time, r, θ and φ are the polar coordinates, a(t)
is the scale factor and K ∈ {−1, 0, 1} is the curvature of the universe. In
17
18 Chapter 2. The early Universe
this thesis we will be interested mostly in flat universes with K = 0 which
is supported by CMB observations [25]. The metric (2.1) then simplifies to
ds2 = dt2 − a(t)2dxidxi (2.2)
where summation is done over the i index and dxi are the comoving spatial
coordinates.





Rgµν = −8πGTµν (2.3)
which tell how the curvature of the spacetime, on the left-hand side, and
its energy content, on the right-hand side, are intertwined. Here Rµν is the
Ricci tensor, R the Ricci scalar and G is Newton’s gravitational constant.
The stress-energy tensor, Tµν , that describes the matter content of the Uni-
verse has to have the same symmetries as the metric tensor gµν [28]. In
a Robertson-Walker universe this means that it is of the isotropic perfect
fluid type for which
T νµ = (ρ+ P )uµu
ν − Pδνµ, (2.4)
where ρ is the energy density in a local rest frame, P the pressure and uν
is the 4-velocity of the fluid. Contracting both sides of Eq. (2.3) with the
covariant derivative, Dµ, gives the continuity equation
DµT
µν = 0, (2.5)
which gives the evolution of the fluid energy density and pressure. In a







(ρ+ P ) = 0 (2.6)
whereas the spatial ν = i components are identically zero due to the form
of the stress-energy tensor [29, 30].
It is usually assumed that the equation of state ω = P/ρ of the fluid is






(1 + ω)ρ = 0 (2.7)
which can be easily solved to give
ρ ∝ a−3(1+ω). (2.8)
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There are three special cases that are often encountered in cosmology: non-
relativistic dust ω = 0 with ρ ∝ a−3, relativistic matter and radiation for
which ω = 1/3 and ρ ∝ a−4 and vacuum energy ω = −1 with a constant
solution ρΛ.
The dynamics of the Universe are now determined by the Einstein equa-
tions in combination with the continuity equation. In a Robertson-Walker
universe dominated by a perfect fluid the temporal 00-component of the







where H = ȧ/a is the Hubble parameter in physical time and K is the
curvature of the Universe. This is the first Friedmann equation and is often








= H2(Ω− 1), (2.11)





Equation (2.11) shows explicitly the relationship between the sign of the
curvature and the critical energy density. For Ω > 1 the curvature K
is positive, which corresponds to a closed universe whereas for Ω < 1 K is
negative and the universe is open. Currently the most interesting possibility,
however, is a flat cosmos with Ω = 1 which is in best agreement with the
recent cosmological observations [25]. The second Friedmann equation is






The evolution of the Universe can be solved rather easily for matter, ra-
diation and vacuum dominated universes by integrating the first Friedmann
equation. The scale factors read in terms of the physical time a(t) ∝ t2/3,
a(t) ∝ t1/2 and a ∝ expH0t, respectively, where H0 is the (constant) Hubble
parameter. The last of these solutions is called the de Sitter universe which
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will be very import when discussing cosmic inflation.
Note these equations have been derived in terms of the physical time t.
It is customary to define the conformal time η as dt = adη which simplifies
the line element (2.2) into the form
ds2 = a(η)2(dη2 − dxidxi). (2.14)








where H = a′/a is the Hubble parameter in conformal time. As an exam-
ple, for a flat de Sitter space with constant Hubble parameter H, the first




from which it follows that
a(η) = − 1
Hη
, (2.17)
where the conformal time goes from −∞ to 0.
2.2 Cosmic horizons
The Hubble parameter H = ȧ/a is an import quantity in cosmology. Besides
measuring the expansion rate of the Universe it also gives a characteristic
time scale of the expansion, the Hubble time, defined as H−1. In a de
Sitter model where the Hubble parameter is a constant and the scale factor
increases exponentially the Universe expands by one e-fold in a Hubble time.
A closely related concept is the Hubble distance, defined as cH−1, which
tells how far light travels in a Hubble time. It is customary to call this the
Hubble horizon or simply the horizon. The number of e-foldings between
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and hence measures the number of Hubble times. Note that in some of
the papers in this thesis we write the equations of motion in terms of the
number of e-folds, N .
Other interesting distance measures are the particle and event horizons.
The particle horizon is defined as the (comoving) distance light has traveled






= η(t)− η(t1) (2.19)
where η is the conformal time defined previously. As no information can
move faster than light, regions that are separated by a distance larger than
η(t)−η(t1) could not have been in causal contact since time t1. Usually η(t1)
is simply set to zero to simplify the expression. The closely related event







= η(t∞)− η(t) (2.20)
meaning that observers separated by more than the event horizon won’t be
able to communicate. One example of a universe with a finite event horizon
is the de Sitter one.
2.3 Hot Big Bang
Different cosmological observations, most notably the Hubble diagram of
distant galaxies [8], imply that the Universe is expanding. In terms of the
solution of the Friedmann equations this means that the scale factor should
also grow with time. Currently the simplest model in agreement with the
observations is the ΛCDM model [30] that is presently dominated by an
elusive dark energy ρΛ with a smaller contribution from a cold dark matter
component, ρCDM ∝ a−3. The energy density of radiation is quite small
today, but because ργ ∝ a−4 it was the dominating element of an earlier
Universe. This hot and dense period is typically called the Hot Big Bang.
Most direct evidence for the radiation dominated era comes from the
cosmic microwave background. The early plasma was made of frequently
interacting elementary particles and photons that kept the mean-free dis-
tance traveled by radiation very short. As the Universe expanded with
time, the plasma began to cool down, leading eventually to nucleosynthesis
at T ∼ 0.1 MeV. The majority of neutrons were then bound to helium-
4 although a small fraction was taken by helium-3, deuterium, lithium-7
nuclei and more heavy elements [30]. As the energy density of relativistic
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particles diluted more quickly than that of non-relativistic matter, the ra-
diation dominated era eventually ended. This occurred at T ∼ 10 eV when
the Universe was roughly 10 000 years old. After this the matter compo-
nent started to dominate and the scale factor began to grow more quickly,
a(t) ∝ t2/3. The Universe was, however, still opaque to photons that were
scattered frequently by the free electrons. This changed at T ∼ 0.1 eV
during recombination when the free electrons became bound to the nuclei
to form atoms. After this the space became transparent to the photons,
resulting in the production of cosmic background radiation that is observed
today.
The CMB radiation is currently the primary source of information on
the very early Universe. It is characterized to a very high degree by a
thermal black body spectrum with the current temperature close to a value
of T = 2.725 K [23]. It is also highly isotropic with small perturbations
in the temperature at δT/T ∼ 10−5 level. The study of these anisotropies
has been a hot topic in observational cosmology in the last decades and has
provided significant amount of information on the state of the primordial
Universe. Most notable observational programs are the COBE [9], WMAP
[10] and Planck [11] experiments.
2.4 Inflation
Standard cosmology and the Big Bang paradigm are highly successful in
explaining most of the history and the evolution of the Universe. These are,
however, plagued by certain problems that are very difficult to solve without
incorporating a period of cosmic inflation. The historical origin of the infla-
tion lies in the initial conditions needed in the Big Bang model that seem to
be very finely tuned to have the Universe we observe today. Nowadays its
primary function is, however, the generation of cosmic perturbations [30].
One of the fine tuning issues of the standard cosmology is the flatness
problem which relates to how close to the critical density the Universe was
initially. From equation (2.11) we can solve
|Ω− 1| = |K|
a2H2
, (2.21)
and by assuming that the curvature K is small and that matter or radiation
is dominating (i.e. a ∝ t2/3 or a ∝ t1/2, respectively), then |Ω − 1| ∝ t2/3
in the matter dominated case and |Ω − 1| ∝ t in the latter one. Since the
Universe is currently very close to the critical density with |Ω − 1| < 10−2
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[25] the fractional energy density, Ω, would have to be fine tuned to a very
high precision in the early Universe. For example, at nucleosynthesis it is
required that |Ω−1| < 10−16 [30] and at earlier times, the fractional energy
density must be even closer to one.
The horizon problem refers to the high level of isotropy seen in the CMB
radiation. Starting from the current comoving Hubble horizon, H−10 , and
by calculating it back in history, it will decrease as some power of the time
variable depending on the equation of state of the Universe, as seen in the
previous paragraph. The particle horizon at early times can be calculated
from Eq. (2.19) and it will be generally of the same order as the comoving
Hubble horizon. By going back all the way to the moment when the cos-
mic background radiation was produced, the comoving particle horizon was
much smaller than the scales that are observed today and only small regions
of it were causally connected. In essence the horizon problem then asks why
these different non-causally connected regions were very homogeneous and
isotropic back then.
Cosmic relics are also a cause of concern in the standard cosmology.
These are exotic long-lived massive particles or other artifacts, including
black holes, that are produced in the hot early cosmos in large quantities.
Because their mass is generally very high, they would naturally have a
significant effect on the energy density of the Universe and could make it a
closed one. Since this is not the case observationally, the fractional energy
density of these particles has to be somehow reduced.
Cosmic inflation is a rather elegant remedy to these problems that can
at the same time explain the origin of the small anisotropies in the CMB
radiation. It was first developed separately by Alan Guth, Katsuhiko Sato
and Alexei Starobinsky in the early 1980’s [12–14] to solve the problems of
the standard cosmology. These versions of inflation were, however, found
to be inadequate and improved versions were developed quickly [15, 16, 31].
Currently the so called slow-roll inflation is the most widely accepted one.
A simple definition for the period of inflation is that the expansion of
the early Universe should be accelerating, i.e. ä > 0 [30]. This is equivalent







implying that regions that were interacting at the start of inflation were
driven beyond the Hubble scale. Yet another form can be derived by calcu-
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meaning that the Hubble parameter should vary slowly during inflation. The
stronger version of this reads |Ḣ|  H2, i.e. H is practically a constant,
and the Universe is a de Sitter one.
Assuming that the Friedmann equations are valid, the definition of infla-
tion can be also written in terms of the energy and pressure densities from
Eq. (2.13) as
ρ+ 3p < 0 (2.24)
meaning that equation of state of the Universe should satisfy ω < −13 and
the pressure of the fluid should be negative (since the energy density, ρ, is
positive).
Inflation can solve the horizon and flatness problems by assuming that
the observable Universe was within the Hubble horizon and only during
inflation it was driven out of causal contact. The exponential increase in
the scale factor also drives the critical density of the Universe very close to
the critical limit. The relic problem can be partly solved since the rapid
expansion of space dilutes the number density of the massive particles rather
quickly. Relics produced after the inflation can, however, still pose problems
[30].
2.4.1 Slow-roll inflation
We will now present the main mechanism behind the slow-roll inflation
in which the inflaton field, φ, is assumed to slowly roll down the poten-













where g = −a6 is the determinant of the metric tensor components, gµν ,




+ V ′(φ) = 0, (2.26)
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where prime is now derivative with respect to the field. In the homogeneous
case the spatial derivative term will vanish. The stress-energy tensor for the
field is [30]
Tµν = ∂µφ∂νφ− gµνLφ (2.27)
from which it follows that























φ̇2 + V (φ), (2.29)
where mPl is the reduced Planck mass. By taking the time derivative and
using equation (2.26), we get
2m2PlḢ = −φ̇2. (2.30)
If we now assume that |Ḣ|  H2 it follows that the kinetic terms are
very small compared to the potential term which means that p ' −ρ from
equations (2.28) and the Universe is close to a de Sitter solution with the
Hubble parameter having almost a constant value
H2 ' V (φ)
3m2Pl
. (2.31)
By differentiating this with respect to time and using Eq. (2.30), the time
derivative of the field reads
−3Hφ̇ = V ′. (2.32)














which describe the slope and the curvature of the potential, respectively.










Figure 2.1: Illustration of the dynamics of the inflaton field in a quadratic
potential, V (φ) = 12m
2
φφ
2. During inflation the field slowly rolls down along
the potential function which leads to the expansion of the space. After it
reaches the minimum of the potential it begins to oscillate rapidly around
the origin leading to a period of reheating which will be discussed in Sec.
2.6.
The end of inflation is taken as the moment when the second condition is
no longer satisfied. An illustration of a simple quadratic potential function
is given in Fig. 2.1.
2.5 Origin of the perturbations
As was explained in Section 2.4 the historical motivation for the period of
inflation was in solving the problems plaguing standard cosmology. It was,
however, rather soon understood that it can also explain the origin of the
cosmic perturbations [17–19]. To see how these fluctuations are generated
in the early Universe we have to quantize a scalar field in a de Sitter space
and study its evolution with time.
To reach the quantum theory the field needs to be promoted to an opera-
tor and expanded in terms of the Fourier modes [32, 33]. The mode functions
will then satisfy the same equation of motion as the classical fields. We will
therefore solve the classical evolution of the field first and only then study
the quantum behavior.
The evolution of the scale factor in a de Sitter space was given in Eq.
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(2.17)
a(η) = − 1
Hη
, (2.35)
where the conformal time, η, goes from −∞ to 0 and the Hubble parameter,
H, is a constant. We will assume that the scalar field φ (not necessarily
the inflaton) is massive with potential V = 12m
2
φφ
2 and that it is effectively
light during inflation, i.e. mφ  H. By using a scaled field u = aφ in the







u = 0. (2.36)







we obtain the equations of motion for the modes uk(η)
u′′k + ω
2
k(η)uk = 0, (2.38)
where
ω2k(η) = k










By setting kη = −s and uk =
√
















f = 0 (2.40)








where Jn and Yn are Bessel functions of first and second kind, respectively,







. It is customary to write the solution in terms of the Hankel
functions [34] which in general leads to a shorter notation. We will, however,
follow Ref. [33] which uses Bessel functions of the first and the second kind.
The solution now essentially depends on the magnitude of |η|/(1/k), i.e.
the ratio of the comoving particle horizon to the comoving wavelength of
the perturbations. In de Sitter space this is initially very large (η → −∞)
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and asymptotically approaches value 0 at late times. To get the solutions of
these two cases, it is sufficient [33] to concentrate on the approximate forms
of the mode equation (2.38). At early times we can neglect η−2 terms,
ω2k → k2 and we select
uk(η) ∝ eikη (2.42)
as the solution. At late times η−2  k2 and we can neglect the momentum








uk = 0, (2.43)
where we have assumed that mφ  H during inflation. By a change of
variable −η = ex, we can transform Eq. (2.43) into a homogeneous second
order differential equation with constant coefficients. The solution then
reads













The dominant term is the latter with smaller exponent. For mφ  H we
can approximate λ2 ≈ −1 and
uk(η) ≈ A2|η|−1. (2.46)
Physically these different solutions tell that the original field φk = uk/a
evolves initially like 1/a during the inflation. However, once the modes are
driven larger than the Hubble horizon (k|η| = 1) they plateau to a constant
value. Note that for a heavy field, mφ  H, the square root term in Eq.
(2.45) leads to an oscillating part and the amplitude of the modes evolves
as uk(η) ∝ |η|−1/2. In terms of the original field this means that the modes
are diluted once they become larger than the Hubble horizon.
We will now promote the scaled field into an operator, û(η, ~x), and
define the canonical momentum as π̂(η, ~x) = dû(η, ~x)/dη. The equal-time
commutation relations are postulated as
[û(η, ~x), û(η, ~y)] = [π̂(η, ~x), π̂(η, ~y)] = 0,
[û(η, ~x), π̂(η, ~y)] = iδ(~x− ~y),
(2.47)
where [, ] is the commutator and δ(~x) the Dirac delta function. The mode
















where â~k and â
†
~k
are the annihilation and creation operators, respectively,
and k is the comoving momentum. From commutators (2.47) and the mode













= δ(~k − ~k′),
(2.49)
on the condition that the mode functions are normalized as
u∗k(η)u
′
k(η)− u∗k ′(η)uk(η) = i. (2.50)
The solution of the mode function Eq. (2.41), however, has two constants of
integration meaning that even after satisfying the normalization condition
there still remains some freedom. In terms of the quantum theory this means
the definition of the vacuum is not unique in a de Sitter space. This also
implies that by defining a vacuum at some time η0 it generally is no longer
empty at some later time η1, which can be interpreted as the production of
scalar particles during inflation [32, 33].
A solution to this ambiguity is to use a Bunch-Davies vacuum that at
early times matches the Minkoswki vacuum [33, 34]. This can be seen as
a rather natural choice since at early times the observationally interesting
modes are assumed to be inside the horizon and the influence of gravity can






















The variance of the original scalar field, φ̂ = û/a, can be now calculated
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from the asymptotic form of Yn for massless field with n = 3/2 [35]. The
variance of the scalar field then reads at late times





It is customary to define the power spectrum, Pg, of a generic field
g(η, x) as [36]



















and the spectrum hence measures the contribution to the variance per unit
logarithmic interval of k. From Eq. (2.55) we obtain the spectrum of the





which means that the spectrum of super-horizon fluctuations is scale invari-
ant in a de Sitter universe. Note that in this derivation we have assumed
that H is a constant. During slow-roll inflation it will, however, also vary
slightly which will make the spectrum (weakly) scale dependent [36].
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2.6 Reheating the Universe
Reheating is an important part of early Universe cosmology (for a review cf.
[30, 37]). After the inflation has terminated the Universe will be devoid of
matter and all the energy will be stored in the scalar field(s) responsible for
the inflaton. To restore the conditions of the Big Bang era, i.e. a Universe
filled with radiation, a period of reheating is needed. This is usually achieved
by coupling the scalar field directly to Standard Model matter sector into
which the inflaton particles are assumed to decay. After all the energy has
been drained from the scalar fields, the reheating process ends as soon as
the decay products have reached thermal equilibrium. The temperature of
the radiation at this point is called the reheat temperature.
2.6.1 Perturbative reheating
We will model the decay of scalar field first perturbatively. To this end, we
start with the scalar field that has rolled slowly down the potential function
and reached its minimum. It will then start to oscillate coherently around
the minimum while losing energy and producing particles through some
decay channel with decay width Γ. To take this into account we modify the
field equation (2.26) to include a dissipative term −Γφ̇ on the right hand
side. By multiplying this with φ̇ and by averaging over a single period of
an oscillation, it can be cast in the form of the continuity equation [30, 37]
ρ̇φ + 3Hρφ + Γρφ = 0. (2.59)
The decay products are often assumed to be light relativistic particles that
slowly start to dominate the Universe. We therefore add an opposite term
to the continuity equation of the decay products ψ,
ρ̇ψ + 3H(1 + ωψ)ρψ − Γρφ = 0, (2.60)
where we have not set the equation of state of the decay products. By
using the first Friedmann equation H2 = (ργ + ρφ)/(3mPl), we get a set
of differential equations for the evolution of the system that can be solved.
Initially ρψ = 0 and H > Γ in equation (2.59) and hence the decay process
starts very slowly. Only when H ∼ Γ does particle production become
effective and most of the energy is drained from the field. We can estimate
the reheat temperature by setting H ' Γ and the energy density equal to
ργ ∝ T 4 (i.e. that of relativistic particles) in the first Friedmann equation.
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which gives an estimate of the initial temperature of the hot Big Bang.
It is possible that the inflaton field might decay in addition into massive
non-relativistic particles. Depending on the mass of these particles and the
decay width, this might, however, cause the Universe to become matter
dominated before the moment of nucleosynthesis at T ∼ 1 MeV and spoil
the thermal history of standard cosmology.
2.6.2 Preheating
The reheating period might also occur non-perturbatively through a vio-
lent preheating process [37, 38]. We will here concentrate mainly on the
parametric resonance case as this is more relevant to this thesis than other
possibilities such as instant [39] and tachyonic [40] preheating scenarios.
We will start with the homogeneous scalar field that has started the co-
herent oscillations around the minimum. We will concentrate on the mas-





2 which we assume to be coupled to another
bosonic field, χ. A fairly common choice is to take this to be mediated by





We assume that χ is initially in a vacuum state. The inflaton will be treated
as a classical field which is valid assuming that the amplitudes of the Fourier
modes satisfy φkφ̇k  1 [41]. The evolution of χ needs to be then solved in
the classical background of the oscillating inflaton field. We will first write
the quantum field χ̂ in terms of the annihilation and creation operators âk














where k is the (comoving) momentum vector. The equation of motion of
the mode functions, χk(t), then reads from Eq. (2.26)






χk(t) = 0, (2.64)
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where we have written
φ(t) ≈ Φ(t) sin(mφt) (2.65)
for the oscillating inflaton field and assumed that mχ can be neglected. In
a matter dominated space (a(t) ∝ t2/3) we can write φ̃(t) = t φ(t) for which
we have
φ̈(t) + 3Hφ̇(t) = t−1
¨̃
φ(t), (2.66)
leading to an equation for a simple harmonic oscillator. The amplitude of
the oscillations of φ(t) will hence decrease with time as Φ(t) ∝ (mφt)−1.
To solve equation (2.64) it is customary to first understand the evolution
in the Minkowski space and then describe the differences caused by the
expansion. We can therefore set a = 1, neglect the Hubble term in Eq.
(2.64) and assume that the amplitude, Φ(t), is a constant. By defining






A− 2q cos 2τ
)
χk(t) = 0, (2.67)
where







According to the Floquet’s theorem [42] the solutions of the Matthieu equa-
tion exhibit instabilities at certain k values and lead to exponential growth
of the mode functions (and the production of χ particles). More formally
we write
χk ∝ exp(µkτ), (2.69)
where µk is the Floquet exponent. The stability of the solutions has been
presented in Figure (2.2) in terms of the Floquet exponent as a function
of A and q, where the exponentially unstable regions have been colored to
distinguish them from the stable white regions. Because of the form of A
in Eq. (2.68) the relevant values are now above A = 2q line in Figure (2.2).
The magnitude of q now determines how efficient the parametric reso-
nance is. For q  1 the resonance happens in very narrow bands at Ak ' l2,
l = 1, 2, ... of which the most import one is the first with k ' mφ (See Fig.
(2.2).) In the opposing case q  1 the resonance occurs in broad bands
which in general lead to much more efficient particle production [37, 43].
The values of momenta at which the particles are created can be deter-
mined with the Wentzel-Kramers-Brillouin (WKB) approximation [37, 43]
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Figure 2.2: Stability map of the Mathieu equation as a function of A and
q. In the white region the real part of the Floquet exponent is negative and
the solutions are stable whereas the colored regions leads to exponential
instability. The black line indicates the lower limit, A = 2q, of the physically
relevant values. Different contours give the value of the Floquet exponent
in the region. Note that the resonance bands extend all the way to q = 0
as very narrow stripes (not visible in the figure).








+ g2Φ(t)2 sin2(mφt). (2.71)
This approximation is valid as long as the effective frequency ωk changes




By solving where the effective mass of the χk modes changes non-adiabatical-
ly, we can determine the momenta values where particles are produced. For
small values of φ we can approximate φ̇ ' mφΦ and insert ωk from Eq.
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(2.71) into the equality. The momentum values that violate the adiabatic-
ity condition then satisfy
k2 . (g2φmφΦ)
2/3 − g2φ2. (2.73)
Taking the right hand side as a function of φ gives the maximum band width
when φ(t) = φ∗ = 3
−3/4√mΦ/g ≈ 1/2√mΦ/g. The particle production
can be then understood to happen as bursts as the inflaton field oscillates
around the origin.
The resonance in the expanding space can be understood similarly by
studying the non-adiabaticity condition, i.e. Eq. (2.72). In this case it is
however useful to instead take a scaled field Xk(t) = a
3/2χk(t) and apply
the WKB approximation (2.70) to it. The new field evolves adiabatically
most of the time (except for instances when it passes the origin) which
leads to the exponential production of particles [43]. More quantitatively
this process could be analyzed in terms of wave scatterings in a parabolic
potential. We, however, omit these calculations and only cite the relevant
results [37, 43].






The obvious implication is that as time progresses more comoving momenta
k will satisfy this condition and will hence lead to a more effective preheating
process. Another, less obvious, change is caused by the time evolution
of the inflaton amplitude Φ(t). In Minkowski space the phase of a mode
function χk is at a constant value when the inflaton passes the origin [37, 43].
In the expanding space the amplitude of the inflaton decreases with time
which breaks this correlation between the phases of the mode functions and
φ(t). This means the number density of χ particles can either increase or
decrease depending on the value of this phase. However, roughly 75% of
time the number density will still grow [37, 43]. Because of this behavior,
that reminds of a random walk, broad resonance in an expanding space is
frequently called stochastic resonance. The comoving number density of χ







where µ is an effective growth index of the resonance process and k∗ =
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√
gmφΦ.
The preheating period ends when the back-reaction of the χ field be-
comes relevant, meaning that the interaction term 12g
2χ2φ2 is of the same
order of magnitude as 12m
2
φφ
2. The effective mass of the inflaton then starts
to oscillate with the χ field leading eventually to the production of φ parti-
cles. The moment the preheating ends happens roughly when the number
density of χ particles equals nχ(tbr) ∼ m2φΦ/g [43] which results in an im-
plicit equation for the back-reaction time tbr. Up to logarithmic corrections
this can be estimated to be of order tbr ∼ (µmφ)−1. During preheating
H  mφ and the length of the preheating period is hence generally much
shorter than the Hubble time.
After the preheating comes to an end, different re-scattering processes
start to dominate the evolution and the interactions between the fields be-
come important. This part is difficult to describe analytically [37, 43] and
numerical methods have to be used. To this end the scalar fields will be
treated as classical waves, which is a valid assumption if the occupation
numbers are high. The evolution of the system will be then solved in a
discrete 3-dimensional lattice. These numerical methods will be discussed
more closely in Chapter 4.
During the re-scattering period, fields that were not excited in the pre-
heating stage also generate quanta at different k values. Through the in-
teraction term (2.62) inflaton particles are created in annihilation process
δχkδχk → δφkδφk. Re-scattering where quanta δχk interact with the ho-
mogeneous inflaton mode, φ0, also produces χ and φ particles. After this
non-linear stage is over, the system enters a regime of turbulent dynamics
during which the spectra of the field become smoother and start to evolve
towards the UV part. The system is still, however, far from thermal equi-
librium which is reached only after a time period much longer than the
duration of the preheating and resonances processes.
After the preheating and re-scattering periods are over, much of the
energy will be still stored in the inflaton field due the pairwise interactions
of the Lagrangian (2.62) although these quickly cease as the space expands.
These left-over inflaton particles could be considered to survive up to this
day and act as a dark-matter component, although this is challenging to
achieve without spoiling standard cosmology [44, 45]. It is usually assumed
that the inflaton has additional couplings to other fields (for instance a
Yukawa coupling to a fermion field) that complete the decay process [46].
Chapter 3
Cosmological perturbations
In the previous chapter we dealt with the unperturbed Universe and the
birth of quantum fluctuations during a period of cosmic inflation. Next we
will concentrate more closely on these small perturbations and their evolu-
tion. It is widely believed that these were the seeds from which the current
structures within the Universe, i.e. stars, galaxies and galaxy clusters, grew
over time through gravitational attraction. We will mostly concentrate on
the linear perturbation theory although we will also present the results at
the second order which we use in this thesis to calculate the level of non-
Gaussianity generated in one curvaton model.
3.1 Cosmological perturbation theory
Cosmological perturbation theory was developed initially by Lifshitz in the
1940’s [47]. It was, however, Bardeen [48] who first understood to con-
centrate on terms that are gauge independent and are easier to interpret
physically. A review of cosmological perturbation theory can be found for
example in Refs. [32, 36] which we follow closely.
3.1.1 Metric perturbations at first order
We will be working in conformal time to simplify the notation. The unper-
turbed line element in a flat FRW Universe was given in Eq. (2.14) and it
reads
ds2 = (0)gµνdx
µdxν = a(η)2(dη2 − dxidxi), (3.1)
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where (0)gµν denotes the homogeneous background part. We include per-
turbations to the metric by simply writing
gµν = g
(0)
µν + δgµν , (3.2)
where δgµν is the perturbation part.
To simplify the analysis it is useful to split δgµν into scalar, vector and
tensor terms, depending on how they change in spatial rotations at constant-
time hypersurfaces [32, 36]. A significant benefit from this decomposition
is that different types of perturbations evolve independently at the linear
order [32, 36] and hence can be studied separately.
Scalar perturbations are the most relevant for the generation of cosmic
instabilities and structures and we concentrate on them. We will therefore
construct the metric perturbations δgµν of only scalar terms. To this end we
will use Helmholtz decomposition [36] to write a generic vector as ui = v,i+vi
where v is a curl-free scalar term (v[i,j] = 0), ,i ≡ ∂i and vi is a divergence
free (∂ivi = 0) pure vector part. A similar decomposition can be done to a








where ΠSij = (∂i∂j − 13γij∇
2)Π, ΠVij = ∂iΠj + ∂jΠi and Π
T
ij are the scalar,
vector and pure tensor parts, respectively. Note that γij is the spatial metric
tensor and ∂iΠi = 0 and ∂iΠ
T
ij = 0 in the equations [36].
With these decompositions we can write the metric perturbation in
terms of scalar functions. The spatial component δgij can be formed from
a scalar by either multiplying with the spatial metric tensor γij or by using
the previous tensor decomposition. In a flat space γij = δij and covariant
derivatives simplify to ordinary spatial derivatives. δg0j and δgj0 trans-
form like vectors and are hence equal to the gradient of a scalar due to the
Helmholtz decomposition. Lastly, the time time component is already a





−B,i 2(ψδij − E,ij)
)
(3.4)
or in terms of the line element
ds2 = a(η)2
{
(1 + 2φ)dη2 − 2B,idηdxi











and we have embedded the Laplacian of the
scalar E term in the ψ function. Note that δgµν has 10 components since
it is a symmetric tensor. In the scalar-vector-tensor decomposition we are
using these are divided among the different terms as 4, 4 and 2, respectively.
In the scalar part these are given by the four independent functions φ, ψ,
B and E. Note that these depend explicitly on the spacetime coordinates
xµ e.g. φ = φ(η, xi). We use a shorter notation when this dependence is
omitted.
Vector perturbations are not generated by inflation and they can usually
be neglected [32, 36, 49]. Tensor perturbations are responsible for the pro-
duction of gravitational waves that can be useful when different models of
inflation are compared [32, 36, 49]. We will not, however, study them in this
thesis. Also note that the decomposition we have used is valid only for the
linear first order terms. At higher order different perturbations are coupled
to each other which means that for example vector and tensor perturbations
are seeded by first order scalar terms [50].
3.1.2 Gauge transformations
In general relativity a choice of coordinate system is called a gauge. A gauge
transformation then naturally means a change of the coordinate system. In
this thesis we will concentrate only on infinitesimal coordinate transforma-
tions which we write as
x̃µ = xµ + ξµ(xµ), (3.6)
where ξµ(xµ) = (ξ0(xµ), γijξ(xµ),i + ξ
i
V(x
µ)) are small gauge parameters
and we have decomposed the three vector ξi(xµ) into a scalar γijξ(xµ),i
and a pure vector part ξiV(x
µ) for which ∂iξ
i
V(x
µ) = 0. Since we are now
interested only in the scalar terms we will set ξiV = 0 and Eq. (3.6) then
reads
η → η + ξ0, xi → xi + γijξ,j . (3.7)
The metric tensor (component) gµν(x) now changes in a coordinate trans-







By applying this rule to the full perturbed metric tensor gµν , inserting in
Eq. (3.7), expanding gµν(x) as a series and by finally re-ordering the terms
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we get the transformation rules of the scalar perturbations




B̃ = B + ξ0 − ξ′




Ẽ = E − ξ.
(3.9)
As is evident from these equations the values of the scalar perturbations
depend on the choice of gauge. A simple remedy is to fix the coordinate
transformation parameters ξ0 and ξ i.e. the used gauge and to study if the
perturbations are physical in the sense that they are free of any residual
gauge freedoms. It is customary to instead define the gauge in terms of the
scalar perturbation variables of which two can be fixed. Historically the
synchronous gauge with conditions φ = 0 and B = 0 and the Newtonian (or
the longitudinal) gauge with E = 0 and B = 0 are frequently used. Note,
however, that even after fixing the gauge some coordinate transformations
are still allowed in the synchronous gauge leading to some physicality re-
lated difficulties [32]. Nowadays these problems are well understood and
the synchronous gauge is frequently used in computational cosmology, e.g.
in the CMBFAST code [51]. The longitudinal gauge does not suffer from
harmful spurious gauge modes, which makes its use appealing.
Another cure for the gauge dependence is to search for variables that
are independent of the gauge. From the linear scalar metric perturbations




[(B − E′)a]′, ΨL = ψ −
a′
a
(B − E′) (3.10)
that are independent under gauge transformations (3.9). These were first
presented by Bardeen [48] and are hence called the Bardeen potentials.
3.1.3 Perturbations of the stress-energy tensor
Up to this point we have been dealing with the metric perturbations. To
understand the generation of cosmic structures we also have to include per-
turbations in the stress-energy tensor on the right hand side of the Einstein
equation (2.3). We will assume that it is of the perfect-fluid type (Eq. (2.4))
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meaning that the unperturbed stress-energy tensor reads
(0)T νµ = (ρ+ p)uµu
ν − pδνµ. (3.11)
Scalar perturbations are described with four independent functions [32]: the
energy density and pressure perturbations δρ and δp, respectively, velocity
potential v and the anisotropic stress term σ. We will assume that the last
term can be neglected and hence the perturbed energy tensor tensor reads
[32]
δT 00 = δρ
δT 0i = (ρ+ p)a
−1v,i
δT ij = −δpδij .
(3.12)
To determine how the energy and pressure density change under gauge
transformations it is instructive to consider a generic time dependent func-
tion, f(η), under the time change η → η+ξ0. Now the value of the perturbed
function does not change and hence
f(η) + δf(η, ~x) = f(η̃) + δ̃f(η, ~x), (3.13)
from which it follows that to first order
δ̃f(η, ~x)− δf(η, ~x) = f(η)− f(η̃) ≈ −f ′ξ0. (3.14)
In the corresponding spatial transformations the perturbed function, δf ,
does not change since the background value is independent of the position.
We can now use Eq. (3.14) to deduce the transformation rules
δ̃ρ = δρ− ρ′ξ0,
δ̃p = δp− p′ξ0.
(3.15)
For the velocity term v the gauge transformation reads
ṽ = v − aξ0. (3.16)
It is now possible to define a coordinate transformation in terms of
these stress-energy tensor perturbations also. The so called uniform density
gauge [36] is often used gauge, for which δ̃ρ = 0 meaning that ξ0 = δρ/ρ′.
The curvature perturbation is defined as the ψ term of the metric tensor
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perturbations. Its value in the uniform density gauge reads
−ζ ≡ ψ + H
ρ′
δρ, (3.17)
which is an often studied quantity in cosmology. Notably it is gauge invari-
ant by construction. Note too that if the pressure perturbation is adiabatic,
i.e. δp = c2sδρ, where c
2
s = P
′/ρ′ is the adiabatic sound speed, ζ is a constant
on scales larger than the Hubble length [36].
Similarly the curvature perturbation can be defined [36] on the hyper-
surface of uniform density gauge of a single fluid component (i.e. with
δρα = 0) as















i. Note that if the continuity equations ρ
′
i include dis-
sipating terms Qi which is often the case during reheating the curvature
perturbation terms become ill-defined when ρ′i = 0. This does not mean
that the perturbation theory is invalid. It only signals that the gauge is
ill-defined and one remedy is to solve the evolution in another gauge where
these problems are avoided. In this case one choice is to use the uniform




Another possibility is to solve the evolution of the energy perturbation δρ
in the flat gauge in which case we use




as the variable. Note that we use this method in research articles [1–3]
where we solve the evolution of ζα by first evolving the density perturbations
in the flat gauge and then use formula (3.18) to calculate the curvature
perturbation.
The curvature perturbation can also be calculated using a comoving
slicing at which the velocity perturbation ṽ vanishes, meaning that ξ0 =
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a−1v. The comoving curvature perturbation then reads
R ≡ ψ +Hv
a
(3.22)
which is also gauge invariant by construction.
It can be shown [52] that the two different gauge invariant curvature
perturbation variables are related by equality






where ΨL is one of the Bardeen potentials. On large scales k → 0 and hence
the values of the two curvature perturbations coincide.
3.1.4 Evolution of the perturbations
Now that we have defined different scalar perturbations and presented how
they change in gauge transformations the equations of motion of the pertur-
bations need to be determined. We are interested mainly in the evolution
of the curvature perturbation ζ and will therefore only present the relevant
equations. We will also confine the evolution to length scales λ larger than





As a consequence the gradient terms can be neglected, making it much
easier to determine the evolution of the system.
In the multi-fluid formalism that we are using the evolution of the metric
perturbations is determined from the Einstein equations
Gµν = −8πGTµν (3.25)
whereas the evolution of the fluid perturbations is given by the covariant
continuity equation
DµT
µν = 0. (3.26)
The calculation of these is straightforward but tedious. We will therefore
only present the equations of motion. The full derivation of these equations
can be found for example in Refs. [32, 36, 49, 53, 54].
We will assume that there are multiple interacting fluids for which
ρ′i = −3H(1 + ωi)ρi +Qi, (3.27)
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where Qi is the interaction term with constraint
∑
iQi = 0. Perturbing
the covariant continuity equations, one finds the evolution equations of the
energy and pressure density perturbations, δρi and δPi, respectively, on
large scales [54]
δρ′i + 3H(δρi + δpi)− 3(ρi + pi)ψ′ = a(Qiφ+ δQi), (3.28)
where δQi is the perturbed interaction term.









i δρi. For perfect fluids φ = ψ in the Newtonian gauge [32]
and hence given the equations of state, ωi, and the interactions between the
fluids, Qi, one can evolve the individual fluid perturbations along with the
metric perturbation φ.
The evolution of the curvature perturbation ζi can be then derived from






δQint(i) − (H′ −H2)
Qi
ρ′i
(ζ − ζi), (3.30)
where δPint(i) ≡ δPi − p′iδρi/ρ′i and δQint(i) ≡ δQi − Q′iδρi/ρ′i. Note that
for non-interacting perfect fluids we have ζ ′i = 0 and hence the curvature
perturbations for each fluid remains constant in the long-wavelength limit.
3.1.5 Perturbations at second order
In some cases in cosmology, especially when calculating the non-Gaussianity
of the CMB, higher order perturbation terms are needed [21]. We will there-
fore present the perturbation theory also at the second order. Essentially
the description of the perturbations, gauge transformations and evolution
equations is very similar to the first order. The major differences are the
increase in the number of the needed perturbations and the coupling of the
scalar, vector and tensor perturbations. The results presented in the previ-
ous sections remain valid, meaning that the vector and tensor perturbations
can be neglected at first order.
We will follow closely to the notation of [21]. Note also that we will now
use physical time t instead of the conformal time. The background is again
assumed to be a spatially flat Friedmann-Robertson-Walker Universe. The
metric tensor can be in this case expanded up to second order in the form
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[21, 50, 56]
gµνdx
























functions defined in [21] at first (r = 1) and second order (r = 2). When
compared to the first order perturbed metric (3.5), B and E terms have




ij functions, respectively. It is custom-
ary to use a similar splitting to the first order theory to decompose the































the scalar, vector and pure tensor parts, respectively. The first order vec-
tor terms can be now neglected from these expressions as was also done
previously in the linear theory [21].
At second order the different gauges can be also given in terms of the
perturbation functions: for example the Poisson gauge is defined as ω(r) =
χ(r) = χ
(r)
i = 0 which is a generalized version of the longitudinal gauge
that includes also higher order terms. For the spatially flat gauge we have
ψ(r) = χ(r) = 0 [21].
One finds the evolution equations of the density perturbations again
from the covariant continuity equation. At first order the evolution equation
is naturally the same as before, i.e. Eq. (3.28). At second order the equation







i )− 3(ρi + Pi)ψ̇
(2)









We also need the Einstein equations for the metric perturbations. In
the Poisson gauge at first order we have ψ(1) = φ(1) and on large-scales
2φ(1) +2ψ̇(1)/H = −δρ/ρ0, whereas in the spatially flat gauge ψ(1) = χ(1) =
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0 and 2φ(1) = −δρ/ρ0 [21]. At second order the equations get more complex
and they are presented in detail in Ref. [21]. The equations which we will
need are the 0− 0 and i− j-components of the Einstein equations on large

























The gauge invariant curvature perturbation can be also generalized to


































The definition of this curvature perturbation fails similarly to the first
order case when ρ′i = 0. Therefore in the numerical calculations we have
used the spatially flat gauge which is not plagued by these issues. The
corresponding equations of motion can be easily read from Eqs. (3.28) and
(3.34) by going to the spatially flat gauge ψ(r) = χ(r) = 0.
3.2 Spectrum of the curvature perturbation
To validate a cosmological model it is imperative to compare it to observa-
tions. The comparison of different scalar field models to the CMB radiation
can be done with the curvature perturbation which is related to the observed
temperature anisotropies through the Sachs-Wolfe effect ∆T/T = ζ/5 on
large scales [30, 57]. Power spectrum of the CMB radiation anisotropies can
be then used to give limits on the cosmological model.
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3.2.1 Slow-roll inflation
The production of the curvature perturbation during slow-roll inflation is
often studied with the comoving curvature perturbation R. During inflation





where φ0 is the homogeneous inflaton field. The perturbed stress energy
tensor reads [32]
δT 0i = a
−2φ′0δφ,i, (3.39)
where δφ is the first order field perturbation. By comparing this to the
perfect fluid case, i.e. Eq. (3.12), and using Eq. (3.38), the velocity per-







From the definition of the comoving curvature perturbation, Eq. (3.22), it
then follows that



















where we have used the spectrum of light fields, i.e. Eq. (2.58), for the field
perturbations. During slow-roll inflation the time derivative of the field can
be solved in terms of the potential and the Hubble parameter from Eq.
(2.32) as 3Hφ̇0 = −V ′. By using the definition of the ε(φ) parameter from







The left hand side can be measured from the CMB radiation and used to
set limits on the used inflation model.
3.2.2 Curvaton scenario
Up to this point we have been mostly dealing with the evolution of the
inflaton field in the early Universe. The results of Sec. 2.5, however, hold for
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any light field during inflation, meaning that they also acquire fluctuations
with a scale free spectrum.
The curvaton mechanism [58–64] is a much studied alternative to the
standard inflationary paradigm for the origin of the observed primordial
perturbations. The curvaton field, σ, is assumed to be effectively light and
subdominant during the inflation process and unable to drive the expansion
of space. After this period is over the Universe will be radiation dominated
and the curvaton field will start to oscillate coherently, approximately when






2 the energy density of the curvaton will then evolve like
non-relativistic matter (∝ a−3) whereas the radiation evolves like ∝ a−4.
As a result, the contribution of the curvaton density will grow with time
and it can become the dominating element of the Universe.
The decay process is often modeled perturbatively similar to Sec. 2.6.1
by assuming that the curvaton is coupled to radiation or matter component.
If the curvaton starts to dominate the energy content before the decay
process becomes significant, i.e. when H ' Γσ, the moment of decay can
be understood as a second reheating of the Universe.
One of the main motivations for the curvaton paradigm is to liberate
the inflation model from the constraint to produce the observed amplitude
of the CMB anisotropy spectrum. This can resolve fine tuning issues in
different inflation models [20] while still leading to adiabatic perturbations
consistent with the current observational data [24, 25].
The development of curvature perturbations in the curvaton scenario







We will assume that the Universe consists of two components: the curvaton
field and the radiation (γ). The total curvature perturbation then reads






and we have assumed that the decay rate Γσ can be neglected. In the
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curvaton scenario we will assume that ζγ ≈ 0 and hence
ζ ≈ fζσ. (3.47)
















In this case the perturbation δσ and the field have the same equation of
motion and hence the ratio stays constant.
We will now assume that the curvaton field decays through the sudden
decay approximation which means that once H = Γσ the decay of the
curvaton is immediate. This is a pragmatic assumption which makes the
analytical calculations easy to perform. More accurate results could be









where fdec is the energy fraction calculated at the moment of decay and
the asterisk, ∗, means that the field values are calculated at the time of







Similar to the slow-roll inflation case, the left hand side can be determined
from the CMB radiation and used to limit the studied model.
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Chapter 4
Computational methods
In the previous chapter we presented the main features of the cosmological
perturbation theory. If there is, however, a period of preheating before
the usual reheating commences, we are compelled to use non-perturbative
methods to understand the evolution of the Universe and its energy content.
This is most often done by treating the scalar fields as classical objects which
are evolved numerically in a discrete lattice. Publicly available programs
that are designed to do this include LATTICEEASY [65], DEFROST [66],
PSpectRe [67] and HLATTICE [68].
In this thesis a lot of effort has been put to develop and to improve the
computational methods that are needed when studying the preheating of
the Universe. As a result we were able to produce two publicly available
programs called CUDAEASY and PyCOOL [4, 5] that were the first to use
graphics processing units (GPUs) to accelerate the numerical computations
in the realm of the very early Universe. The speed of the program is,
however, secondary to the accuracy of the results. In the PyCOOL program
we have in addition implemented a symplectic integrator that can preserve
the form of the first Friedmann equation to high accuracy and therefore lead
to very precise results. We will next present the salient features of these
codes with the emphasis being on the PyCOOL program.
4.1 GPGPU computing
General-purpose computing on graphics processing units (GPGPU) is a
rather new method where computationally difficult problems are acceler-
ated with GPUs to get significantly shorter program run-times [69–89]. In
general the problem is divided into small pieces that are then solved in
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a massively parallel fashion. Usually this means that the number of the
calculating threads is counted in the thousands.
The programs developed as a part of this thesis use NVIDIA’s CUDA
(an acronym for Compute Unified Device Architecture) to run codes on the
GPUs. This was introduced in November 2006 as a programming language
for NVIDIA GPUs [90, 91]. CUDA comes with C for CUDA application
programming interface that gives programmers familiar with C an easy way
to start writing programs that are executed on GPU. This is achieved by
extending C with different CUDA commands.
Within the CUDA framework GPUs are called devices whereas the
CPU is known as the host. The fundamental concept in GPGPU are the
lightweight threads which are executed in parallel on the device with kernel
functions. Threads within a kernel constitute a two dimensional grid that is
divided into different blocks that hold the threads. Blocks can be one, two
or three dimensional and threads within the same block can share informa-
tion through a shared memory. Threads and blocks have IDs (threadIdx
and blockIdx respectively) which can be used to calculate the global thread
indexes within the grid.
The device has a range of memories with different characteristics and
roles in computing. Global or device memory is the main memory of the
GPU but it is located off-chip and therefore has a considerable latency.
Reads from the global memory should be organized in certain way (coa-
lesced) to achieve maximum bandwidth although in newer devices there are
cache memories that can alleviate this limitation significantly. The GPU
also has a limited amount of fast shared memory which can be used to
hide the latency of the global memory and to share data between threads
within a block in order to save the memory bandwidth. The device also has
registers and read-only texture and constant memories. A more accurate
description of these can be found in the CUDA programming guide [90, 91].
We have used a range of these memories in order to optimize the execution
of the CUDA kernels.
4.2 Lattice simulations
In all of the aforementioned lattice codes the system is discretized and then
embedded in a periodic lattice environment. In the CUDAEASY program
we used a second-order accurate leap-frog method to evolve the system
that has been previously used, for example, in LATTICEEASY [65]. In
the following PyCOOL program [5] we resorted to a much more sophisti-
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cated symplectic implementation that generally is temporally more precise
by orders of magnitude. We will next introduce the main features of this
symplectic method of solving evolution of the system.
4.2.1 Symplectic dynamics
Symplectic integrators are frequently used to solve the dynamics of a system
when some physical quantity needs to be conserved during the evolution pro-
cess: for example in the case of celestial mechanics long-term integrations of
the solar system are often done with different symplectic integrators. In this
thesis symplectic integrators are used to conserve the form of the Friedmann
equations (2.9) and (2.13). The accuracy of the method is measured from
the amount of accumulated residual curvature which we calculate with Eq.
(2.11).
The symplectic method of solving the dynamics during preheating was
first developed by A. Frolov and Z. Huang [92]. Overall the scheme follows
closely the principles used in different variational integrators [93]. The start-
ing point is the action of the system, which is first discretized spatially to
derive the discrete Lagrangian function L. The Hamiltonian of the system
is then derived through a Legendre transformation. Lastly the equations of
motion are determined from Hamilton’s equations.









where R is the Ricci curvature scalar and Lm is the Lagrange function of
the matter content of the Universe. The preheating phase is modeled with
semi-classical scalar fields that are minimally coupled to gravity and the
matter action is hence given by Eq. (2.25).
The space-time is again assumed to be a flat Friedmann-Robertson-
Walker universe and we have used conformal time η to have simpler Hamil-
ton’s equations. It then follows that the determinant of the metric tensor
equals √
−g = a4 (4.2)





where prime again denotes differentiation with respect to the conformal
time.
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where the index i = 1, ..., N labels the different fields, ∇ is the gradient
operator with respect to comoving coordinates and VL = n
3 is the num-
ber of points in the periodic lattice in which the fields are embedded. In
order to optimize the GPU implementation, we have also done a spatial
partial integration to the gradient terms of the scalar fields to eliminate the
computationally difficult (∇φ)2 terms from the evolution equations.
The next step is the spatial discretization of the lattice, where the system
in transformed into i × n3 time dependent, coupled differential equations.
In the discretization, integrals transform to spatial summations and the
gradient terms are replaced with stencil operators that determine the spatial
resolution of the simulation. We have used the second order accurate stencils
for the Laplacian terms that were presented in detail in [94]. These were
also used in DEFROST [66], CUDAEASY [4] and in the symplectic method
of Frolov and Huang [92]. In this notation the Laplacian operator reads











where cd(α) are the discretization coefficients of the Laplacian [94]. We also
have







φ(α)− φ(x, y, z)
)2
(4.6)
for (∇φ)2 terms used in the energy density terms [66]. The discretized
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L[a, φ1, ...φN ]dη,
(4.7)
where we have labeled the different scalar fields with the index i and their
location in the lattice ~x.
In order to determine the Hamiltonian H, the canonical momentum











After a simple Legendre transformation of the Lagrangian, the Hamiltonian
function of the system is given by














+V (φ1,~x, ..., φN,~x)
)
. (4.10)



















− 4V (φ1,~x, ..., φN,~x)
) (4.11)
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These follow from equation (4.10) by differentiating under the summation
sign and by summing over the coefficients cd(α).
The initial values of the system are chosen in such a way that the first





is satisfied. Note that 〈〉 denotes averaging over the volume of the lattice.














+ V (φ1,~x, ..., φN,~x)
)
, (4.14)
where we have also used the definitions of the canonical momenta from Eqs.
(4.8) and (4.9). In terms of the Hamiltonian function (4.10), this means
that for a solution satisfying the first Friedmann equation, equality H = 0
is satisfied initially. This equality is conserved during time evolution by
the symplectic integrator and any deviation from zero is interpreted as a
residual curvature term.
The second Friedmann equation is related to dynamics through the equa-
tion of motion of pa. This can be seen by using the total energy density and




in the discretized version of the second Friedmann equation
a′′ = − a
3
6m2Pl
〈ρ− 3P 〉, (4.15)
which will lead to the equation of motion of pa.
In the curvaton scenario a homogeneous radiation component originating
from the inflaton field is often included in the system. In the Hamiltonian
formalism this can be accomplished by adding a term VL(ργ,0 + aρm,0) on
the right hand side of the Hamiltonian (4.10) which will lead to equations
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of motion consistent with the Friedmann equations [5].
4.2.2 Implementation on the GPU
The initial conditions of the scalar fields are set by assuming that the modes
that are relevant to the studied process, e.g. preheating, never leave the





where φ is a generic scalar field and ω2k = k
2 +m2 [41]. We will also assume
that the evolution can be solved classically at all times. This becomes a
valid assumption rather quickly after the start of the parametric resonance
as the occupation numbers of the fields start to grow rapidly [95].
This initialization procedure is implemented with a convolution based
method that was presented in DEFROST [66]. The fields are first written
as operators as in Eq. (2.48) and the different creation and annihilation
operators are treated as complex random variables that satisfy the commu-
tation relations (2.49). The mass term in the dispersion relation can be
replaced with an effective term m2eff = m
2 − 94H
2 where H is the Hubble
parameter although this term can be often neglected from the expression.
The fluctuations are then generated by convolving white noise with a kernel
function that produces the required spectrum given by Eq. (4.16) [96, 97].
The symplectic integration of the equations of motion derived from the
Hamiltonian (4.10) is done by splitting the Hamiltonian into parts that can
be integrated explicitly. A good introduction to the subject of different
splitting methods and geometric integrators can be found for example in
Ref. [98]. We have used a splitting where the scale factor is evolved first
(H1), scalar fields next by the second Hamiltonian (H2) and the canonical
momenta of the fields in the last part (H3). The explicit forms of the
equations are given in Ref. [5]. The evolution of the scale factor is handled
by the CPU whereas the scalar fields and their canonical momenta are
handled by the GPU.
We will now go briefly through the steps involved in the GPU evolu-
tion. CUDA implementation of the 3D stencils that are needed when the
canonical momenta of the fields are updated (see Eq. (4.12)) was presented
in detail in [99]. In the program we will use a similar scheme which uses
the shared memory to calculate the Laplacian operators. Because of the
limited amount of the shared memory on the GPU the 3 dimensional lat-








Figure 4.1: (a) Illustration of the CUDA grid with 16 thread blocks and
64 threads per block. The actual grid used in the program is much larger.
The computations are done by the inner threads (green) of a block whereas
the outer threads (light green) are used only to read data. Note that the
thread blocks intersect each other. (b) Illustration of how data in the shared
memory is updated. Thread blocks advance in the z-direction and load data
into the blue slice (shared up) from the global memory. The previous values
of the blue slice are stored into the purple one (shared middle) and the values
from the middle slice are stored into the red block (shared down). This way
only a fraction of the memory bandwidth is needed. Figures taken from
Ref. [4].
tice has been divided into more manageable smaller pieces. To accomplish
this we slice the lattice along the z-axis into smaller tiles and advance the
computation in z-direction. The calculations within these tiles are done by
CUDA thread blocks which means that a single thread of a thread block will
advance all the scalar fields of a column with constant x- and y-coordinates.
Since the outer threads of a thread block need the values of scalar fields
that are in a different block and since different blocks can only communi-
cate through global memory the role of the outer threads of a thread block
is only to load data into shared memory and the scalar field computations
are done by the inner threads. The computation starts from the bottom of
the lattice i.e. at z = 0 and proceeds to the top. We have illustrated this
in Fig. 4.1. Note that we have also implemented a slightly more advance
version of this method in PyCOOL where all the threads do the computa-
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tions with a more complex way of loading the data to the chip. This will
in general lead to some speed increase (∼ 10− 20%) when compared to the
method presented here. The newer version has been developed specifically
for a future multi-GPU implementation of the code.
The integration of φi,~x does not include any stencil operations (see Eq.
(4.12)) that makes this step computationally much easier. Summations over
the lattice that are needed when updating pa are performed also on the GPU
and are done simultaneously with the evolution steps of φi,~x and πi,~x. The
energy density and pressure of the scalar fields are also calculated on the
GPU. However since the symplectic evolution equations do not explicitly
depend on these variables they are not calculated at every step. This way
the number of times the computationally demanding G[φi,~x] terms given in
equation (4.6) need to be calculated can be reduced significantly.
4.2.3 Chaotic inflation
We will next present the main simulation results of the simple chaotic in-
flation model with a potential function







where φ is the inflaton field and ψ the decay product, to complete the discus-
sions of Sec. 2.6.2. Notably this model has become a standard test scenario
that has been solved previously with LATTICEEASY [46], DEFROST [66]
and PSpectRe [67] programs. We also verified the functionality of CUD-
AEASY [4] and PyCOOL [5] codes with this model and found that in both
cases the results are in line with the previous studies. As the symplec-
tic method is much more accurate, the computations we present here have
been done using the PyCOOL program. A more thorough examination of
the model can be found in Refs. [46, 66].
The initial values have been set to coincide with the values given in
[46, 66]. This means that the homogeneous value of the inflaton is set to
φ ' 1.009343 and the decay field ψ = 0, the mass of the inflaton equals
5 · 10−6mpl, the Hubble parameter H ' 0.50467m, and the value of the
coupling constant is g = 100m. With these values q = g
2Φ2
4m2
 1 and the
preheating process is hence very efficient. We have evolved the system with
conformal time step dη = 0.0001/m and lattice size 2563 until tphys = 250/m
with a fourth order accurate symplectic integrator. We scale the conformal
time step with the scale factor a during the simulation which corresponds
to an almost constant physical time step. Note that the evolution could be
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also solved directly using physical time. This feature has not been, however,
yet implemented in the PyCOOL program.
The numerical results are shown in Figs. 4.2(a) -4.2(d). The oscillating
inflaton field dominates the energy content at early times meaning that the
Universe is on average matter-dominated. This can be seen in Fig. 4.2(a)
where we have plotted the evolution of a−3/2H−1 as a function of the scale
parameter. In a non-relativistic matter dominated universe, H2 ∝ a−3, in
which case this quantity is a constant. At a ∼ 20 the system can be seen to
become radiation dominated (H2 ∝ a−4) as the contribution of the ψ field
starts to grow during the re-scattering period [46, 66].
The accuracy of the PyCOOL program is presented in Fig. (4.2(b))








which quantifies the conservation of the Hamiltonian. When compared to
the accuracies of the Defrost and PSpectRe programs [67] PyCOOL is more
than 5 orders of magnitude more precise.
The essential features of the resonance process can be seen in Figs. 4.2(c)
and 4.2(d) where we plot the evolution of the energy density spectra, ρk,
of the scalar fields, as defined in Ref. [6]. This is calculated as ρk = ωknk,
where nk is the number density spectra of the field and ω
2
k = k
2 + a2m2eff is
the comoving dispersion relation. Note that in these figures the color evolves
with time and the red curves are calculated close to the end of the simulation
(tphys = 250/m) whereas the blue ones (at the bottom) are evaluated at
tphysm = 0. From these spectra it can be seen that the preheating process
first excites modes of the ψ field with k/m < 20. These will then back-react
with the inflaton field leading to the re-scattering phase of the system [46].
As time progresses also the ultra-violet modes will become excited. The
final state of the inflaton field could be characterized as a pre-thermalized
one [46]. Eventually the simulation will reach the spatial resolution limit
of the lattice as the Universe expands sufficiently. Note also that we have
included a visualization of the preheating process on the cover of this thesis
where we plot the canonical momentum of the φ field at the start of re-
scattering phase in shades of blue. Further plots of the resonance process
in the current model can be found e.g. in Refs. [4, 5, 46, 66].
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Figure 4.2: (a) The evolution 1/(a3/2H) as a function of the scale parameter
in the chaotic potential model. (b) The absolute value of the relative residual
curvature (4.18) as a function of physical time in units of 1/m. Note that
we use tm, a dimensionless quantity, as the time variable. The energy
density spectrum of (c) φ field and (d) ψ field in terms of the comoving
momenta. These are calculated from ρk = ωknk, where nk is the number
density spectra of the field and ωk is the comoving dispersion relation, as
defined in Ref. [6]. Note that in the last two figures the color evolves with
time and the red curves are calculated close to the end of the simulation
(tphys = 250/m) whereas the blue curves (at the bottom) are evaluated
at tphysm = 0. Note also that the results have been calculated with the
PyCOOL program.
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Chapter 5
Non-Gaussianity
Cosmological observations are consistent with the hypothesis that the pri-
mordial perturbations are Gaussian to a high degree. To quantify this the
non-Gaussianity parameter fNL is usually defined as an ansatz [21]
Φ = ΦL + fNL ? Φ
2
L (5.1)
where Φ is the non-linear Bardeen potential and ΦL is the linear, Gaus-
sian part defined in Eq. (3.10). Here the star, ?, denotes that the non-
Gaussianity is calculated actually as convolution that makes it also scale de-
pendent. This quantity can be connected to temperature fluctuations of the
CMB radiation through a variant of the Sachs-Wolfe effect ∆T/T = −Φ/3
and then compared to the values given by a cosmological model. The ob-
servational limits are, however, typically given as scale independent pure
numbers and in this thesis we will mostly concentrate on this simpler case
by using the ansatz
Φ = ΦL + fNLΦ
2
L. (5.2)
Due to new observations [21, 25, 100, 101], that have made it possible to
study the statistics of the perturbations, non-Gaussianity has been a popular
topic in cosmology in the last ten years. A review of the subject can be found
for example in Ref. [21].
In this thesis the generation of non-Gaussianity has been studied in
the curvaton model from two complementary angles: perturbatively and
through lattice simulations. The methods used in these cases differ quite
significantly and we will next present the main features. The basic definition
of non-Gaussianity is, however, essentially given by Eq. (5.1) in these both
cases.
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5.1 Perturbative decay
To calculate the level of non-Gaussianity in the perturbative case, it is
necessary to consider the temperature perturbations of the CMB radiation
from which the large scale non-Gaussianity can be determined. We have
done this with the second order perturbation theory that was presented in
section 3.1.5. We follow the notation of Ref. [102] and use the Poisson
gauge in the calculations. We are now interested only in the large-scale
non-Gaussianities meaning that some terms from the full expression can be
safely ignored [102]. We are also interested only in the primordial values of
the variables and hence the integrated Sachs-Wolfe effect can be neglected.




















where φ(r) are the metric lapse functions, τ = τ (1) + 12τ
(2) is the intrinsic
fractional temperature fluctutation τ = ∆T/T |Em and all the terms are
evaluated at the time of emission of the CMB radiation.
It is instructive to define variables that relate the final values of pertur-

































where we have assumed that the system consists of three fluids as in the
three fluid curvaton model. We denote the curvaton component by sub-
script (σ), radiation by (γ) and cold dark matter by (m) and the different
numerators are evaluated at the time of decoupling, when the Universe is
matter dominated and hence ζ(i) ' ζ(i)m . The system is adiabatic if q1 = r1
and q2 = r2. In essence these variables tell how efficiently the system can
convert the initial curvature perturbations into the matter and radiation
components.
To calculate the non-Gaussianity parameter, fNL, Eq. (5.3) needs to
be written in terms of the lapse functions, φ(r). By calculating curvature
perturbations in a matter dominated universe, using the perturbed Einstein
equations i.e. Eq. (3.35) and Eq. (5.4), we can write [2] φ(2) in a matter
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where the inverse Laplacians are implicit integral expressions that have not
been written open. In this thesis we are mainly interested in the local
form of the non-gaussianity in which these position dependent operators
can be neglected. The intrinsic fractional temperature fluctuations τ (r) can
be calculated from ργ ∝ T 4 by expanding this to second order and using
equality φ(1) = −3ζ(1)/5, which is valid in a matter-dominated universe
[103].
Combining all of the above expressions for perturbations and substitut-
































where we have ignored the momentum dependent terms because we are
interested in the large scale non-Gaussianity [21]. From Eq. (5.6) we can
read that in the adiabatic limit, i.e. r1 = q1 and r2 = q2, we recover at
second order an extension of the first order Sachs-Wolfe effect ∆T/T =

















In the opposite case of pure isocurvature perturbation, equation (5.6) is not










We can now define the non-Gaussianity parameter fNL in the general
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where the factor gT depends on the state of the system e.g. for a completely
adiabatic one gT = 1/3 and in our calculations gT = (6r1 − 5q1)/(3r1). We
have ignored the gradient terms from our definition of non-Gaussianity but
when calculating the bispectrum they need to be included. Note that this
definition leads to a sign difference when compared to the usual approach
using the Bardeen potential [21]. Now from equation (5.6) we can easily
read off the non-Gaussianity parameter
fNL =
25(q2 − q21)− 60q1r1 + 96r21 − 30r2
6r1(6r1 − 5q1)
, (5.9)
which is well defined since r1 6= 0 and q1 ≤ r1.
5.2 Non-Gaussianity from preheating
The generation of non-Gaussianity during the preheating and resonance
process has been analyzed previously in Refs. [105–111]. As was shown in
Ref. [108], to calculate the non-Gaussianity parameter accurately in the
non-perturbative case, the evolution of the scalar fields needs to be solved
also inside the Hubble horizon. This is done with the ∆N formalism in con-
junction with a separate universe approach [112] that have been previously
applied successfully to different parametric resonance scenarios [108–111].
In the separate universe approach different patches of the universe that are
separated by more than a Hubble distance are presumed to evolve indepen-
dently of each other. Assuming also that each Hubble volume is isotropic
and homogeneous they can be approximated to be separate Friedmann-
Robertson-Walker ‘universes’. The evolution of these patches is solved with
the lattice simulation method presented in Chapter 4.
5.2.1 ∆N formalism
The curvature perturbation on scales larger than the Hubble horizon is
defined as [113]
ζ = δ ln a|H , (5.10)
where the difference in the scale factor is calculated at a hypersurface of
constant Hubble parameter H. The scale factor is set to one at the start
of thermalization process. The homogeneous values of the field σ are varied
with superhorizon fluctuations from one patch to another. This will cause
slight variations in the value of the curvature perturbation ζ. For small field
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perturbations δσ equation (5.10) is expanded as









δσ2 + . . . , (5.11)
where the primes are derivatives calculated with respect to the field value at
the end of inflation on hypersurfaces of constant Hubble parameter H. The






where Pσ is the spectrum of the scalar field σ.
To define the local non-Gaussianity parameter we write Eq. (5.2) in
terms of the curvature perturbation ζ as






where we have used the equality φ(1) = −3ζ(1)/5, which is valid in a matter
dominated universe [103] and changed the sign of fNL compared to Eq.
(5.2). Note that here ζL is the linear part of curvature perturbation. The
local non-Gaussianity parameter then reads in terms of the coefficients of










To calculate the non-Gaussianity in the curvaton scenario we will resort to
approximative methods. Following Ref. [111] we will treat the curvaton
component as a subdominant non-relativistic matter fluid after the reso-
nance process is over and assume that it decays perturbatively into radia-
tion when H ∼ Γ, where Γ is an unknown decay width of the curvaton. We
employ the sudden decay approximation identically to Sec. 3.2.2 to make
the analytical calculations simpler.
To proceed we write the energy density as a combination of the rela-
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where the fractional energy density of curvaton rref = Ωσ,ref, scale factor aref
and the energy density ρref are calculated at some reference point well after
the resonance process is over. By now taking the logarithm of both sides of
equation (5.15), expanding the right hand side in series with respect to rref
and rearranging the terms we obtain







+ r − rref
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and C ≡ r/rref − 1. The curvature perturbation can then be written as
ζ(σ̂0) = ln a(σ̂0)− ln a(σ0) = δ ln aref + Cδrref (5.18)
where we have written explicitly the dependence on the curvaton value at
the end of inflation. We have also neglected the energy density terms from
equation (5.16) since the calculations are done on a constant H hypersurface
(on which the energy density is also constant by the Friedmann equations).
To calculate the level of non-Gaussianity we differentiate Eq. (5.16) with





















where rdecay is the curvaton fractional energy density at the moment of
decay. In the derivation we have assumed that the total energy densities
ρref and ρdecay are fixed and hence independent of the curvaton fluctuation
value. With these equations we can solve rdecay in terms of field spectra by
using Eq. (5.12)
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where Pζ ' 2.4× 10−9 is the amplitude of the curvature perturbation spec-
trum (5.12) given by WMAP observations [24]. The non-Gaussianity pa-



















To calculate these variables from the simulation data we will assume
that the logarithm of the scale factor and the fractional energy density can
be expanded in terms of the superhorizon fluctuations of the homogeneous
curvaton values, similarly to equation (5.11):















where σ̂0 = σ0 + δσ0 and δσ0 is a superhorizon fluctuation of the initial
curvaton value. Equations (5.22) are then fitted to the simulation data
(calculated with different values of σ̂0) to get numerical values for the poly-
nomial coefficients (ln aref)
′, (ln aref)
′′, r′ref and r
′′
ref which are then used in
Eqs. (5.20) and (5.21) to compute the non-Gaussianity parameter.
The range of homogeneous curvaton values over which the simulations
need to be run is determined by the variance of the curvaton values at the








where a0 and H0 are the current values of the scale factor and the Hubble
parameter respectively, whereas the upper limit is calculated at the start
of the simulation. Assuming that the inflation potential is V = 14λφ
4 the









which is valid for massless fields during inflation. Nk(≈ 60) here measures
the number of e-foldings before the k = aHk mode left the Hubble horizon
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where N0 ≈ 60 is the number of e-foldings after the largest currently ob-











〈δσ2〉. The homogeneous curvaton field value, σ̂0, is drawn
from a Gaussian distribution which variance [111] depends on the total num-
ber of e-foldings of inflation, meaning that its value can be chosen almost
freely. In the simulations that were done in Ref. [6] the value was chosen
based on two criteria: a quartic self-interaction term was assumed to dom-
inate the curvaton potential and the resonance band of particle creation
needed to be inside the lattice.
To calculate the non-Gaussianity we take a number of equidistant points
from the given range and use as the initial homogeneous curvaton values in
the simulations. At each point the evolution is solved multiple times with




In this thesis we have approached the curvaton scenario from a number
of different perspectives with perturbative and non-perturbative methods.
In this chapter we will summarize these results after which we end this
introductory part with an outlook for the topics we have discussed.
6.1 Summary of the research articles
We have divided the results in chronological order and further separated
them into perturbative and non-perturbative decay cases.
6.1.1 Perturbative decay
In research papers [1–3] the emphasis is on different variations of a three
fluid curvaton model in which the curvaton decays into both radiation and
cold dark matter (CDM). The main focus is on the physicality of the model
in terms of the temperatures that are achieved at the moment of Big Bang
Nucleosynthesis (BBN), radiation-matter equality and decoupling. In the
latter papers we also used the level of non-Gaussianity as an additional
constraint on the model.
In the first research paper [1] we focused for the most part on the phys-
icality of the solutions in terms of the temperatures at the different epochs
of the early Universe. We scanned systematically the parameter space and
identified those regions where the physicality criteria are met. The main
conclusion was that if the decay rates are comparable to the Hubble rate, a
small initial curvaton density is required. Otherwise one needs to fine-tune
the decay rates to be much smaller than H at the onset of the decay. If the
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isocurvature Smγ = 3(ζm − ζγ) is also included in the analysis this reduces
the physically sound parameter regions even further.
In the second paper [2] we studied the generation of non-Gaussianity in
the curvaton model of the first study. The main result was the derivation
of the non-Gaussianity formula (5.9) which we then applied to the curvaton
model. The most interesting observation was that in the three fluid curvaton
model the level of non-Gaussianity produced was found to be small (|fNL| ∼
O(1)). This should be compared to the two fluid curvaton model, where
much larger non-Gaussianities are easily produced (i.e. |fNL| ∼ O(10)
or even ∼ O(100)) [21, 100]. This result can be understood in terms of
how efficiently the system can generate matter perturbations [21]: in the
two fluid system we can easily have r1 = ζ
(1)
m |m/ζ(1)σ,in < 1 and since the
observed level of perturbations has to stay constant, the lower efficiency
generally means greater non-Gaussianity. However in the three fluid model
the system is always perfectly efficient (r1 = 1) due to a conserved quantity




A universe with low observed non-Gaussianity is most often associated with
a simple single field inflaton model [21]. We hence showed even in this case
that the curvaton scenario is a viable alternative interpretation.
In the last of the perturbative papers [3] we altered the premise of the
curvaton scenario by assuming that the equation of state of the dark matter
(DM) component evolves with time. This was done by evolving explicitly
the temperature of the dark matter in the numerical computations. Initially
DM was presumed to be relativistic and only after the expansion of the
Universe had reduced its temperature it became non-relativistic. Notably
this means that the system is no longer always perfectly efficient (r1 = 1)
as ρcomp is not conserved. In this case we focused on the physicality of the
system and the generation of non-Gaussianities. We found that the non-
Gaussianity generated in the system can be considerable but these large
values are reached with initial values that do not lead to physically sound
temperatures for the system during nucleosynthesis and radiation-matter
equality. The non-Gaussianity is therefore expected to be of the same order
of magnitude as in the simple inflaton models [21]. The curvaton model
was found to lead to evolution in agreement with the temperature limits of
standard cosmology with different values of the dark matter particle mass,
mm. Lower initial temperatures and mass mm generally permitted greater
decay rates.
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6.1.2 Non-perturbative decay
The fourth and fifth research papers [4, 5] were devoted almost completely
to the development of CUDAEASY and PyCOOL programs, the main fea-
tures of which were discussed in Chapter 4. In essence I was able to herald
the computational methods that are needed in different preheating and res-
onance scenarios to a new era in terms of speed, accuracy, ease of usage and
computing platform.
In the last research paper [6] these advances were put to use and ap-
plied to the parametric resonance of a self-interacting curvaton field. I first
verified that the results are in line with previous studies of self-interacting
scalar fields [95, 114]. More specifically during the resonance period curva-
ton particles were found to be created at a predicted resonance band and
in the ensuing rescattering phase the spectrum was found to develop peaks
at harmonic frequencies related to the momentum values of the band.
I then focused on the generation of non-Gaussianity during the resonance
process by employing and adapting the methods presented in Sec. 5.2 to the
self-interacting curvaton scenario. When compared to the broad resonance
of the curvaton [111] the simulation data were found to be a better fit to the
quadratic approximation of the curvature perturbation given in Eq. (5.11).
The level of non-Gaussianity was found to be very high, fNL ∼ O(1000),
and in conflict with current observational limits [25] −9 < fNL < 111 at
95% confidence level. It should be noted that the simulations were run
only with a single set of parameters in the paper. More comprehensive
study of the parameter space could lead to the discovery of areas where
the level of non-Gaussianity could be substantially lower and in agreement
with observations. The process could also lead to a spikey pattern that was
observed in Ref. [110]. The study of these aspects would, however, demand
substantial computational resources.
6.2 Conclusions and outlook
During the last few decades our picture of the Universe and its history
has changed quite drastically, in large part due to different groundbreaking
observational programs. Despite the many advancements numerous aspects
of the early Universe remain unclear. These include questions about the
correctness of the inflation theory, the origin of the baryon asymmetry and
the nature of the dark energy.
The curvaton hypothesis that has been explored in this thesis is one
explanation for the origin of the structure of the Universe we see today.
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During the last ten years it has been been studied extensively and today it
is seen as a well motivated alternative to the standard inflation scenario. In
this thesis we have presented our contribution to its analysis and compre-
hension by approaching it via different physicality constraints and through
the level of non-Gaussianity it can generate.
The results for the amount of produced non-Gaussianity were found to be
quite different in the perturbative reheating and non-linear preheating sce-
narios studied. On one hand, in the perturbative case the non-Gaussianity
parameter, fNL, was found to be very small on the condition that the curva-
ton is responsible for the cold dark matter component of the Universe. On
the other hand, in the studied preheating scenario of the curvaton model
the level of non-Gaussianity was found to be quite large and ruled out by
current observational limits. Direct comparison of these results might, how-
ever, be troublesome because in the linear case the evolution of the system
was solved using a large number of different initial and parameter values
whereas in the non-linear case the non-Gaussianity parameter was com-
puted using only a single set of initial values. In the preheating study the
curvaton field was, in addition, assumed to decay only into radiation and
no dark matter component was included in the analysis. Notably a similar
premise in the perturbative decay scenario can also produce large levels of
non-Gaussianity. Previous studies of different preheating scenarios [105–
111] have, however, also found similarly large values of non-Gaussianity,
indicating that the non-linear resonance period can rather easily lead to
very large values of fNL.
This naturally raises the question of whether the large levels of non-
Gaussianity are a general property of the preheating process and is fine-
tuning needed to be within the limits given by the CMB radiation. As was
shown in Ref. [108] the study of this needs to be performed with the meth-
ods presented in Sec. 5.2, i.e. with the separate universe approach and
lattice simulations. The computations could be done, for example, with the
fast and accurate PyCOOL program that I developed in this thesis. The
number of simulations that needs to be performed is, however, substantial
(& 102) even for a single choice of the parameters. To scan systematically
the parameter space would therefore either need significant computational
resources or some simplifications to the premise of the numerical calcula-
tions. One choice would be to use two dimensional simulations and study
how close the results are to those given by the full 3D computations. The
timeliness of this sort of non-Gaussianity study is highlighted by the Planck
mission [11] which is expected give much more strict limits on the non-
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Gaussianity parameter fNL in the near future.
Even if the curvaton hypothesis, which has been the central theme of
this thesis, proves to be an inaccurate description for Nature, the methods
and programs that have been developed can still be used to understand
various aspects of the primordial Universe, especially in different models of
the non-linear resonance process. Traditionally the evolution in this case
has been solved numerically using expensive cluster computers. With the
programs developed in this thesis it is now possible to do these computations
in many instances using much cheaper common desktop computers without
needing to sacrifice the accuracy or the speed of the simulations. Hopefully
the work done in this thesis will play a part in the quest to gain a clearer
understanding of the dawn of the Universe and, more importantly, in the
pursuit to find a better answer to the age-old question: “Mommy, Daddy,
how come somethings are and somethings are not and where did everything
come from?”
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