Motivation: Accurate and economic methods to predict change in protein binding free energy upon mutation are imperative to accelerate the design of proteins for a wide range of applications. Free energy is defined by enthalpic and entropic contributions. Following the recent progresses of Artificial Intelligence-based algorithms for guaranteed NP-hard energy optimization and partition function computation, it becomes possible to quickly compute minimum energy conformations and to reliably estimate the entropic contribution of side-chains in the change of free energy of large protein interfaces. Results: Using guaranteed Cost Function Network algorithms, Rosetta energy functions and Dunbrack's rotamer library, we developed and assessed EasyE and JayZ, two methods for binding affinity estimation that ignore or include conformational entropic contributions on a large benchmark of binding affinity experimental measures. If both approaches outperform most established tools, we observe that side-chain conformational entropy brings little or no improvement on most systems but becomes crucial in some rare cases. Availability and implementation: as open-source Python/Cþþ code at sourcesup.renater.fr/projects
Introduction
Protein-Protein Interactions (PPI) play an essential role in all life processes. The ability to rationally design protein-protein interfaces with tight or otherwise modified binding affinity is a stringent test of our understanding of molecular recognition and of great interest for a wide range of industrial, technological and biomedical applications (Haidar et al., 2009; Pierce et al., 2014; Tinberg et al., 2013) . Experimental evaluation of the effect of mutations on protein binding is an expensive and time-consuming process. There is thus a high demand for fast and accurate in silico methods to predict protein binding affinity changes upon amino acid mutations.
The binding affinity of two proteins is governed by the change in free energy upon binding. At temperature T, free energy (G) has two components coding enthalpy (H) and entropy (S) as G ¼ H À TS. Standard computational methods based on physics-based energy functions estimate enthalpic binding contributions and may sometimes include implicit solvation free energy terms in the definition of the energy function in order to take into account solvent entropy contributions. The estimation of the missing protein conformational entropy is a challenging computational problem, of extreme complexity.
In theory, computational methods such as free energy perturbation, thermodynamic integration, umbrella sampling or potential of mean force approaches (Å qvist et al., 2002; Beveridge and DiCapua, 1989; Chipot, 2014; Dixit and Chipot, 2001) can be used to approximate the conformational entropy contribution to the binding energy. Though in principle rigorous, these methods require extensive sampling of protein conformations (e.g. via molecular dynamics simulations) which is associated with a high computational cost. They are thus not suitable to study large complexes or a substantial number of mutants which is needed for the design of protein-protein interfaces.
Therefore, for the design of PPI, the most commonly used approaches neglect changes in conformational entropy. These methods predict enthalpic changes by approximating the internal energy E of the system. They mainly rely on pairwise physics-based or/and statistical energy functions, a discrete set of low-energy side-chain conformations (called rotamers) and energy optimization algorithms (Kortemme and Baker, 2002) . Amino-acid side-chains in the binding interface are replaced according to the new sequence and the surrounding (or all) amino-acid side-chains are repacked while the protein backbone is kept fixed. This process relies on optimization algorithms that try to identify the combination of side-chain rotamers of global minimum energy or GMEC. The binding energy is then estimated by the difference in energy of the bound and unbound proteins in their optimal conformation and the effect of a mutation is evaluated as the change in binding energies between the wild type and the mutant. The effect of a mutation on binding is therefore reduced to changes in intermolecular energies, each computed on a single conformation. These GMEC-based approaches omit the conformational entropy contribution to the binding free energy. Some alternate approaches use empirically-derived or statistical potentials in the energy function to account for the crude change in conformational entropy (Dehouck et al., 2013; Guerois et al., 2002; Li et al., 2016; Schymkowitz et al., 2005) . Statistical approaches consider changes in coarse structural features such as the change in overall volume. Though computationally advantageous, these implicit entropy terms neglect details of interactions between atoms and are highly dependent on the availability of casedependent experimental training and independent testing data. Additionally, most of these methods optimize energy using stochastic local search procedures that offer no guarantee that the lowest energy conformation will be identified in finite time. These routines may instead end up trapped in local minima. Our previous work has showed that the accuracy of an optimized and popular implementation of Monte Carlo simulated annealing in the well-known Rosetta software degrades as problem size increases and that the probability of finding the GMEC drops quickly close to 0 as problems get harder (Simoncini et al., 2015) . In contrast to these approaches based on a single low-energy conformation, some recent methods explicitly account for conformational entropy by exploiting the connection between the partition function Z and the free energy G ¼ Àk B T log Z ð Þ (Georgiev et al., 2008; Kamisetty et al., 2011; Ojewole et al., 2017; Sciretti et al., 2009; Silver et al., 2013; Viricel et al., 2015) . Since it is not currently possible to compute the exact partition functions for a protein complex, they are computed over rotamer-based conformational ensembles using pairwise decomposed energy functions. Computing the partition function of a system at constant temperature requires to sum up exponential functions of the energy over all conformational states. With discrete rotamers, this continuous integral is replaced by a discrete sum with an exponential number of terms. Computing Z under these simplifying assumptions is still a P-complete problem, a class of problems with extreme computational complexity (Valiant, 1979; Toda, 1989) . Despite the hardness of computing partition function, some algorithms can compute the partition function with guaranteed approximations on the input model. The K Ã algorithm (Georgiev et al., 2008 ) uses a combination of Dead-End Elimination (DEE) pruning (Goldstein, 1994) and A* tree-search based gap free conformation enumeration (Leach and Lemon, 1998) to provably approximate the partition function. However, it suffers of the worst-case exponential time and space complexity of A*, exacerbated by a loose admissible heuristics (Viricel et al., 2015) and does not enable the enumeration of many low energy conformations for large protein design problems (Traoré et al., 2013) , thus decreasing the accuracy of the predicted partition function. Following their amazing progress on NP-complete solving, propositional SAT(isfiability) solvers and knowledge compilation approaches have also been used to exactly compute the partition function (Chavira and Darwiche, 2008; Sang et al., 2005) but are still limited to small problems. Forgetting about guarantees, the GOBLIN method uses Loopy Belief Propagation (LBP) to estimate the partition function formulated as an inference problem over a probabilistic graphical model (Kamisetty et al., 2011) . Though computationally cheap, LBP algorithms do not provide any guarantee, asymptotic or not on the accuracy of their estimations.
Recently, we showed that Cost Function Network (CFN) techniques can be exploited to speed-up partition function computation with deterministic guarantees of quality and thus open new routes for provably-accurate approximations of partition functions for estimating binding free energy of large set of protein mutants (Viricel et al., 2015 (Viricel et al., , 2016 . In this paper, we present EasyE and JayZ, two novel GMEC-based and partition function-based computational approaches to estimate binding energy changes upon amino-acid mutations and investigate the role of entropy on PPI. Built upon our previous CFN-based computational protein design methods (Allouche et al., 2014; Traoré et al., 2016) , these PPI design approaches use the state-of-the-art Rosetta energy functions (Alford et al., 2017; Park et al., 2016 ) and Dunbrack's rotamer library (Shapovalov and Dunbrack, 2011) to predict the effect of mutations on protein-protein binding. Being based on provable optimization and counting methods, their estimation error is known to come only from the assumptions in the protein model. We applied these methods to study the role of conformational entropy in PPI on a benchmark set extracted from the PROXiMATE database (Jemimah et al., 2017) which includes SKEMPI (Moal and Ferná ndez-Recio, 2012 ) and contains experimentally measured binding affinity of PPI mutants. We also compared these two methods to the GOBLIN, BindProfX and mCSM programs and to the empirical force field-based FoldX approach, widely used to calculate protein-protein binding energy (Guerois et al., 2002; Kiel and Serrano, 2014; Pires et al., 2014; Schymkowitz et al., 2005; Xiong et al., 2017) . We showed that EasyE and JayZ achieve good accuracy for predicting binding energy change upon mutations. Compared to previous computational methods our approaches often show better correlation coefficients between predicted and experimental values. At the same time, EasyE can efficiently handle large number of mutants.
Materials and methods
The Cost Function Network-based PPI design strategies developed in this work are described in Figure 1 . They rely on a target proteinprotein complex structure defining a fixed protein backbone, a discrete set of rotamers and a pairwise decomposable energy function. As is common in such approaches, only the side-chain conformational variability of flexible or mutable amino-acid residues is considered. From this input biophysical model, an optimization algorithm providing guaranteed minimum-energy conformations and a counting algorithm providing a guaranteed approximation of the partition function have been used to estimate the change in binding energy upon mutation on a benchmark set of 1098 PPI systems.
PPI design using Cost Function Networks
In our settings (fixed backbone, discrete rotamer library and a pairwise decomposable energy), the energy of a given sequenceconformation of a protein in bound or unbound state can be written as:
where E c is a constant energy contribution capturing interactions between fixed parts of the model, E i i r ð Þ captures internal side-chain energies and rotamer-backbone interactions for rotamer r at position i, and E ij i r ; j s ð Þcaptures pairwise interactions between rotamers r and s at position i and j respectively. These single and pair energy terms can be precomputed and stored in energy matrices. This global energy function can be represented as a Markov Random Field (Kamisetty et al., 2011) , a specific type of stochastic graphical model (Koller and Friedman, 2009) .
Cost Function Networks (CFNs) are deterministic graphical models that generalize Constraint Satisfaction problems (Schiex et al., 1995) . A CFN allows to concisely define a complex global cost distribution over many variables as a sum of local cost functions each involving some variables (Cooper et al., 2010) . CFNs have been used to solve various combinatorial optimization problems in bioinformatics and resource allocation (Cabon et al., 1999; Thébault et al., 2006; Zytnicki et al., 2008) .
Formally, a CFN P ¼ X; D; C ð Þis defined by a set of variables X ¼ fX 1 ; . . . ; X n g each with a discrete domain of possible values D i 2 D and a set C of local cost functions. Each cost function c S 2 C is defined over a subset of variables S & X (called its scope), has domain Q xi2S D i and takes its values in N [ 1. It is usually assumed that C contains one constant cost function, with an empty scope, denoted as c 1 .
Cost functions can be arbitrary and are often described by cost tables. The infinite cost identifies infeasible combinations of values.
Þ is a mapping from variables to values from their domains. The global cost C x ð Þ of a labeling is the sum of the costs c S x ð Þ over all local cost functions. It defines a joint cost distribution over X. Notice that since all cost functions in a CFN are non-negative, the constant function c 1 defines a lower bound of the joint global cost C x ð Þ. Modeling the energy of a protein defined with a rigid backbone, discrete rotamers and decomposable energy as a CFN is straightforward. Each flexible amino acid residue AA i is represented by a variable X i . The set of possible rotamers for the residue AA i defines the domain D i of the variable X i . Each energy term in E total is represented as a cost function: the constant term E c is captured as the constant cost function with empty scope c 1 and E i and E ij terms are respectively represented by unary c i and binary c ij cost functions, involving the variables of the corresponding residues. These cost functions are integer cost matrices defined from precomputed energy matrices. Floating point energy terms can be mapped to non-negative integers through shifting, scaling and rounding according to desired precision. The joint cost distribution defined by the corresponding CFN is then equal to the energy, up to a known shift and scale. In the rest of the paper, we therefore confound energy and cost.
EasyE, a GMEC-based approach
CFN are mostly known for their exact cost minimization algorithms (Cooper et al., 2010; Hurley et al., 2016) . These algorithms solve the NP-hard problem of computing a labeling x Ã that minimizes the joint cost distribution C x ð Þ. In the case of protein modeling, such an optimal labeling defines a Global Minimum Energy Conformation (GMEC) which is also NP-hard to find (Pierce and Winfree, 2002) . The most usual exact minimization algorithms for CFN are based on tree-search. These algorithms explore a binary tree where each node is associated with a CFN with possibly restricted domains. The root of the tree corresponds to the original CFN problem and the sons of a node are obtained by either restricting the domain of a variable X i to a single value x i or by removing x i from D i . The leaves of the tree therefore define complete labelings, describing all possible side-chain conformations. Because this tree has exponential size and bounded depth, Depth First Search Branch and Bound (DFS-BB) is used to avoid a complete exploration. Compared to A*, DFS is polynomial space and allows to immediately dive in the tree which quickly and continuously provides a 'currently best known labeling'. The energy of this labeling defines an increasingly tight upper bound on the energy of the GMEC. The specificity of CFN algorithms lies in the use of a family of lower bounds computed by polynomial time/space filtering algorithms, each associated with a specific 'local consistency' property (Cooper et al., 2010; Schiex, 2000) . Each filtering algorithm transforms a CFN P into an equivalent CFN P 0 (defining the same joint cost distribution) with a possibly increased global lower bound c 1 . At a given node, if c 1 is equal to or larger than the best known energy, then the node can be pruned. Compared to our previous work (Traoré et al., 2013) , and because we are not dealing with full redesign problems, we used the fast Existential Directional Arc Consistency bound (Larrosa et al., 2005) for preprocessing and during search. We exchanged DFS-BB for the more recent Hybrid Best First Search (HBFS) algorithm (Allouche et al., 2015) . HBFS combines the advantage of Depth First and Best First Search (used in A*) to provide a space-bounded search algorithm (A* has exponential space complexity) that supplies a sequence of quickly decreasing energy conformations (usually faster than DFS while A* outputs a labeling only when it finishes). HBFS also has the advantage of providing progress feedback during search through an increasingly tight energy gap to optimality. For a given protein-protein complex (C ¼ AB) and a given sequence, we used HBFS to identify the GMEC of the bound and unbound states. All residues were considered as flexible in all states. This means the number of variables in the network is exactly the number of residues of the protein(s). The energy values of the three GMECs were then used to compute the binding energy,
The binding energies were computed for both the wild-type DE WT and mutant DE MUT protein complexes. The changes in binding energy upon mutations, DDE, were then calculated as DDE ¼ DE WT À DE MUT . This approach follows the same principle as the ddG Rosetta protocol (Kortemme and Baker, 2002 ) but relies on a provable method instead of stochastic search, removing all uncertainty except those that come from modeling.
JayZ, a partition function-based approach
In contrast to GMEC computation, partition function computation requires weighted counting instead of optimization. Assuming w.l.o.g. that no symmetry or state degeneracy exists in the considered system, the partition function of a protein at temperature T with a set of micro-states l 2 K each with energy E l is equal to (k B is Boltzmann's constant):
In our context, computing Z therefore requires to sum exp
over an exponential number of possible side-chain conformations [To account for the fact that this number increases with the rotamer library density, a log-probability distribution over rotamers must be included in the energy (as the fa_dun term in Rosetta energies)]. To achieve this, we developed JayZ, a partition function-based PPI design method, built up on our recently introduced Z Ã weighted counting algorithm that offers a guaranteed maximum error (Viricel et al., 2015 (Viricel et al., , 2016 . Z Ã explores the same tree as for minimization. Each time it visits a leaf with an associated complete conformation, it adds the corresponding contribution exp
To avoid exploring the tree in its entirety, Z Ã exploits proofs that the sum Z(n) of all contributions below the current node n will be negligible compared to the true (yet unknown) value of Z. To achieve this, it uses the lower bound c 1 provided by filtering to compute an upper bound U(n) of Z(n). If this upper bound is sufficiently small, it prunes the branch and adds U(n) to a running sum of errors U. By pruning only if the invariant U e b Z is not broken, Z Ã eventually provides a guaranteed e-approximation of Z using polynomial space, where K Ã uses exponential space (Lilien et al., 2005) . To further accelerate counting, Z Ã performs on-the-fly sumproduct variable elimination (Larrosa, 2000; Koller and Friedman, 2009 ) each time a variable X i of small degree or s.t. jD i j ¼ 1 appears. The Z Ã algorithm has already shown good performances on various protein partition function computations, a domain where it outperforms K Ã as well as SAT solver-based or knowledge compilation-based exact counters (Viricel et al., 2015 (Viricel et al., , 2016 EasyE optimization and JayZ counting algorithms are implemented in our open source solver toulbar2 (version 0.9.8). Beyond the sources of our solver, we give access to Python scripts to extract energy matrices through PyRosetta, and compute DE and DG.
Comparison to experimental data
To evaluate the quality of the estimations of a method that predicts binding free energy, we considered three different measures: the quality of a linear regression between experimental and predicted value estimated through the Pearson correlation coefficient R, a Root Mean Square Error (RMSE) between experimental values and predicted values and the Area Under the Curve (AUC) of a sensibility/specificity ROC curve using predicted values to decide if mutations improve (or not) the binding free energy over the Wild Type (WT) sequence.
To determine if the predictions bring real added value, we also compute a P-value where H 0 assumes an optimal random prediction. For a given benchmark set, we consider a predictor that randomly samples from a Bernoulli distribution of parameter l to predict a DG S which is lower (or higher) than DG WT . For a given system, if r is the ratio of sequences S with experimental DG S DG WT , then a random predictor with optimal accuracy is obtained with l ¼ r. The P-value associated with H 0 is the probability that such an optimal random predictor performs at least as good as our predictor. If we have n mutants, this means that n repetitions of Bernoulli sampling will lead to a count of positive #T larger than or equal to the observed number of correct predictions (#CP). The P-value associated with H 0 is therefore:
Finally, since the measurement of association constants has a typical precision of 20% (Lu et al., 1997) , each experimentally determined binding affinity K a was represented by a random variable following a normal distribution with mean K a and a standard deviation of 20% of K a , truncated to values between 620% of K a . For each evaluation measure, we took the empirical average of the measure over a thousand samples. E.g. the correlation coefficient R was computed 1, 000 times, each with a sampled experimental value and we report the average of all R over these thousand samples.
Benchmark set
Protein-protein complexes were selected from the PROXiMATE database (Jemimah et al., 2017) , the union of the SKEMPI database (Moal and Ferná ndez-Recio, 2012 ) and other experimentally measured effects of mutations on protein complexes for which a crystal structure of the WT is available. This database is not limited to the results of alanine scanning mutagenesis and includes single-point or multiple simultaneous mutations to any type of amino acid. A subset of the database excluding redundant measures was used (see Supplementary Table S1 ).
We removed non-peer-reviewed data and mutants in which substituted residues were not resolved in the wild-type protein crystal structure. To be able to evaluate prediction quality on each system independently and reliably, we selected protein-protein complexes for which experimental binding affinities measured with the same technique were available for at least 10 mutants and redundant mutant entries were avoided. Because experimental measures of association constants have limited precision and may include non-negligible lab or technical biases, we did not pool all measures together as this may lead to fits (or misfits) that would result more from experimental biases than actual variation in the association constant.
For comparability, we removed few systems that could not be handled by the GOBLIN software because of out of memory issues. Eventually, our main dataset consists of 1098 experimental DG measures (including wild-type and mutants with up to 8 substitutions/mutant) on 21 different protein-protein complexes. It comprises a range of experimental protein-protein binding free energies from À17.35 to À3.09 kcal mol À1 and includes well-studied proteins such as the Bovine a-chymotrypsin (PDB ID 1cho), Human leukocyte elastase (1ppf), Subtilisin Carlsberg (1r0r) and Streptomyces griseus proteinase B (3sgb). Our dataset includes 163 mutants for each of these 4 systems, that together represent almost 60% of the overall dataset. Because of the additional limitations of BindProfX (location of the mutations) and mCSM (only single-point mutation), two additional subsets compatible with each of these limitations were defined.
Preparing complexes and energy matrices
To compute binding energies, the three-dimensional structure of the protein-protein complex and the unbound proteins is needed. The structure of the wild-type protein-protein complexes were extracted from the Protein Data Bank (Berman et al., 2000) (see Supplementary Table S1 ) and water molecules were removed. As usual in high-throughput approaches, we considered that the native backbone in the wild-type complex is a good approximation for the wild-type unbound states as well as the bound and unbound states of mutants. The two chains of wild-type protein-protein complex X-ray structures were separated and missing hydrogens were added using PyRosetta version 144 (Chaudhury et al., 2010) . Energy matrices were computed for the wild-type proteins and the mutants in bound and unbound states using PyRosetta, Rosetta energy functions and Dunbrack backbone dependent rotamer library (Alford et al., 2017; Park et al., 2016; Shapovalov and Dunbrack, 2011 ). These energy matrices storing single and two bodies energy terms were then used as input to the CFN solver toulbar2 (Cooper et al., 2010; Hurley et al., 2016) . We experimented with the hard and soft-rep versions of beta_ nov15 and beta_nov16 Rosetta energy functions (Alford et al., 2017; Park et al., 2016) . In the hard-rep variant, the Lennard-Jones repulsive terms are not damped and atomic clashes incur huge energetic penalties. The soft-rep energy function has the repulsive interactions at short atomic separations damped and thus, small atomic overlaps are not penalized.
Besides the systematic inclusion of the side-chain conformations in the wild type (Through the use_input_sc flag in rosetta initialization.), we investigated the inclusion of additional rotamers using the ex1/ex2 flags available within (Py)Rosetta. ex1/ex2 specify that for each conformation in the rotamer library, extra samples at 61 stddev for respectively v 1 =v 2 angles should be included. We denote by EX0 the default rotamer library, EX1 the library with extra v 1 samples and EX2 the library with oversampled v 1 and v 2 .
Because Z Ã remains exponential time, we had to restrict the set of residues that are considered as flexible during partition function computations. We decided to consider all positions that may have a side-chain atom within 3 Å of any atom of any mutable side chain. All other side-chains were frozen to their GMEC conformation. The number of variables in the network reduces significantly but the remaining networks remain very dense (see Supplementary Table S8 ).
The temperature for partition function computation was set to the experimental temperature when known, otherwise it was set to 298 K.
Comparison to other methods
On our full dataset, we compared our methods with two other methods: FoldX (version 4) and GOBLIN. These methods were also compared to BindProfX and mCSM on specific subsets defined by their respective limitations. FoldX uses an empirical energy function which is parametrized on experimental changes of unfolding free energy and includes an implicit entropy term. It estimates the effect of mutations on the stability of a protein or a protein complex (Guerois et al., 2002; Kiel and Serrano, 2014; Schymkowitz et al., 2005) . Although it is not parameterized to predict changes in protein binding, it is widely used in PPI design. We used the RepairPDB function within FoldX to perform a quick optimization in X-ray structures of native protein complexes. The BuildModel function was then used to generate protein mutants. Finally, the AnalyseComplex function was used to estimate the binding energy for a given protein-protein complex (C ¼ AB), as
À Á . GOBLIN uses Loopy Belief Propagation and a simple energy function without electrostatics to approximate, with no guarantee, the partition functions for the protein bound and unbound states. The changes in free binding energy are derived from the partition functions (Kamisetty et al., 2011) . The temperature for FoldX and GOBLIN was set to the experimental temperature when known, otherwise it was set to 298 K.
BindProfX predicts change in binding affinity by computing a structural score using an ensemble of structurally similar complexes (Xiong et al., 2017) . The score reflects the probability of finding an amino acid in a specific position and is computed from the frequencies of each amino acid in a multiple sequence alignment (Brender and Zhang, 2015) . mCSM is a machine learning predictor exploiting atomicdistance patterns around residues captured by cumulative distributions over distance of various atom-types capturing essential physico-chemical properties. A Gaussian process regression model trained on Skempi is used for DDG prediction (Pires et al., 2014) .
Results and discussion
As described in detail in Section 2, we experimented with different methods and protocols for computing binding energy changes upon mutations. We exploited 1098 experimental DG measures on the wild-type and mutants of 21 protein-protein complexes. The mutations (if any) and experimental binding free energies DG e were extracted from the PROXiMATE/SKEMPI databases and 1077 experimental DDG e values computed and compared to predicted values. Energy functions are defined by weights that govern the relative contribution of the different energy terms in the calculation of the protein energy. In most studies of assessment of binding energy prediction methods, an initial training database of mutants is used to obtain a set of optimal weights that best fits the experimental DDG e (Kamisetty et al., 2011) . If cross-validation on random subsets may be useful to prevent weights over-fitting, it remains extremely difficult to build truly independent subsets for estimation and testing when many samples typically share related or even identical backbones. Moreover, when such methods are applied for a given PPI design problem, experimental binding affinity data on related protein complexes are generally unavailable. We thus decided to assess the performance of the methods in the same conditions than their standard usage: we did not fit the weights to avoid bias towards the training mutant database. Blind tests were thus carried out on all mutants.
The EasyE approach
We tested EasyE using the four energy functions beta_nov16 (hard and soft) and three levels of rotamer sampling (EX0, EX1 and EX2). Despite the fact that it relies on an exact algorithm for an NP-hard problem, optimization with EX0 was always efficient (Supplementary  Table S7 ): on the largest complex with 628 flexible residues and the EX0 library, the GMEC was found and proved optimal in 8.18 cputime seconds of one Xeon core. No system took more than 20.96 s. Higher rotamer densities are computationally more demanding but remain solvable despite the huge search space they define (%10 927 conformations for 1ahw using EX2).
EasyE performances were assessed by comparing computed DDE to DDG e for all mutants ( Fig. 2 and Supplementary Fig. S5 , Tables   S2 and S3) . DDE values were computed by performing in silico mutations, repeating the binding energy calculation and computing the difference DE WT À DE MUT . As already shown in (Kellogg et al., 2011) for monomer DDG fold estimation, we observed that the soft version is better suited for predicting free binding energy change upon mutations (Fig. 2, Supplementary Tables S2-S4 ). Using the hard version, the best correlation coefficient and RMSE obtained are respectively 0.19 and 32 kcal mol À1 against 0.41 and 2.18 kcal mol À1 using the soft version. The inclusion of additional rotamers (using EX1 and EX2) only slightly improves the predictions made using the hard version. We assume that the damped Lennard-Jones repulsive interaction in the soft version compensates for rotamer discretization and rigid backbone: it makes room for rotamers that could avoid a clash with a small conformational change but which are otherwise eliminated by the hard version. Moreover, the beta_nov16_soft energy function always gives better results than beta_nov_15_soft (RMSE of 2.18 versus 2.28 and correlation of 0.41 versus 0.37, respectively). All the results presented later were obtained using the default rotamer library (EX0) and the soft version of beta_nov15 or beta_nov16 energy function.
EasyE compared to other methods
On our full dataset, we compared the prediction performance of EasyE to predict binding energy change upon mutations with two approaches, FoldX and GOBLIN (Table 1 and Supplementary Table  S4 ). FoldX uses an implicit entropy term in its energy function while GOBLIN explicitly accounts for rotamer conformational entropy through unguaranteed approximate partition function estimation by LBP. Notice that the results of FoldX and GOBLIN presented here cannot be compared with results in Flores, 2014, 2016; Guerois et al., 2002; Kamisetty et al., 2011; Li et al., 2016; Xiong et al., 2017) which included training on dataset of changes in protein stability or protein-protein interaction and excluded outliers (which cannot be identified a priori in usual conditions, see Supplementary Tables S9 and S12 -S14 for results with 10% outliers removed). Table 1 presents the average over all systems of the averaged AUC, correlation and RMSE computed for each system. EasyE using either the beta_nov15_soft or beta_nov16_soft energy function performs better than FoldX and GOBLIN in predicting quantitative values of binding energy change upon mutation in terms of correlation coefficient and AUC. We detail below the performances of EasyE using the beta_nov16_soft energy function compared to those of FoldX and GOBLIN.
The correlation obtained with EasyE over all systems is 0.41. It decreases to 0.24 for FoldX and drops to 0.18 for GOBLIN. EasyE shows a better correlation with DDG e than FoldX and GOBLIN on respectively 16 and 18 of the overall set of 21 systems (Supplementary Table S4 ). With EasyE, the correlation is ! 0:50 for 10 over 21 systems while FoldX and GOBLIN reach the same level of performance for only 5 and 3 systems respectively. Among the systems with correlation < 0.50 with EasyE, 2 have correlation close to 0.50 and only two are negative against 4 for GOBLIN and FoldX. The AUC for EasyE over all systems is 70% (corresponding per system ROC curves are available in Supplementary Fig. S1 ). It decreases to 58% with FoldX and to 65% with GOBLIN. EasyE shows a higher AUC than FoldX and GOBLIN on respectively 14 and 12 of the 21 systems (Supplementary Table S4 ). The AUC is > 50% for 19 of the 21 systems with EasyE and for 13 systems with FoldX and 17 systems with GOBLIN. With EasyE, the worst AUC (31%) was obtained for the largest complex (1ahw). The AUC of FoldX and GOBLIN on this system is also low, 31 and 42% respectively. Moreover, for the 13 systems with more than 20 mutants, the P-value remains below 0.1% in 12, 11 and 9 cases for EasyE, FoldX and GOBLIN respectively (Supplementary Table S9 ).
EasyE shows an average RMSE (over all systems) of the experimental versus predicted values of 2.18 kcal mol
À1
, slightly larger than FoldX (1.94 kcal mol À1 ) and marginally better than GOBLIN (2.20 kcal mol À1 ).
Additionally, BindProfX and mCSM were evaluated each on the specific subset adapted to their intrinsic limitations (Supplementary  Tables S5, S6 , S10 and S11, Supplementary Fig. S1 ). While BindProfX provides worse results than EasyE on all measures, mCSM shows a better correlation (R ¼ 0.51 versus 0.48) and RMSE (1.03 versus 2.10) than EasyE and the same AUC of 74% over this subset. It is important to remember that mCSM is a machinelearning based prediction system which has been trained on Skempi (%80% of our dataset). An inflated performance on the training set is expected. We therefore evaluated mCSM on a subset excluding Skempi systems (leaving 7 systems). On this subset, the two prediction tools have incomparable performances with a better RMSE for mCSM (1.18 versus 1.60) but a better correlation coefficient (0.31 versus 0.13) and AUC (0.70 versus 0.65) for EasyE (see Supplementary Table S6 for details). Besides the fact that it avoids training altogether, EasyE also has the advantage that it can handle multiple simultaneous mutations.
Eventually, we analyzed the influence of the change in side-chain size upon mutation (Supplementary Figs S2-S4, Table S15 ) for all methods on the four systems with the largest number of mutations (all from Skempi, other systems do not contain a sufficient variety of mutations to be informative). It is clear that the lack of backbone flexibility makes mutations to large side-chain more challenging to analyze with a fixed backbone approach such as in EasyE. An ensemble approach using a set of perturbed backbones could possibly alleviate this weakness, with an increased complexity scaling linearly with the size of the ensemble. This does not affect mCSM performance to the same extent, but given that the four systems were all present in the training set of mCSM, it's hard to conclude that such performance would generalize to other systems.
The JayZ approach
We evaluated the performances of JayZ using the four energy functions beta_nov15 and beta_nov16 in their hard and soft variants and EX0 rotamer sampling, for predicting free binding energy change upon mutations on our benchmark set. Out of the 21 systems, JayZ using the soft version of the energy functions failed to complete within the 48 h time-out per partition function computation for 9 systems for beta_nov15 and 11 systems for beta_nov16 (Supplementary Table S8 ). The size of search space here can reach 10 103 , with systems including up to 80 tightly interacting variables (with a median degree of 16 for the denser problem, see Supplementary Table S8 ). The hard version of these energy functions defines problems which are computationally much easier to solve.
We compared the DDG c predicted by JayZ with the DDE computed by EasyE. Surprisingly, the two scores behave very similarly in most cases. Figure 3 shows this on the 3sgb system: the DDG c score looks essentially like a slightly perturbed version of the DDE score. Side-chain conformational entropic effects remain extremely small. A linear regression of the two scores leads to a correlation coefficient of 0.99. The only exception is observed for the largest system (1ahw) for which JayZ estimation gives a positive correlation coefficient, clearly better than the negative coefficient of EasyE estimation (from À0.18 to 0.65 for beta_nov15_soft and from À0.08 to 0.32 beta_nov16_soft). By combining the ability of CFN algorithms to enumerate all conformations within a threshold of the optimum (Traoré et al., 2013) and the knowledge of the partition function provided by Z Ã , it becomes possible to estimate the marginal probability distribution over rotamers at each residue. Using HBFS, we enumerated enough conformations to cover between 80 and 90% of the partition functions of the Y574A mutant of 1ahw, a worst case for DE prediction. Although Z Ã took only 5 min to compute the partition functions, enumerations took a bit more than 5 days on the same machine, showing the importance of on-the-fly sum-product variable elimination in Z Ã . Figure 4 shows these marginal probabilities for the bound and unbound states. Optimal rotamers predicted by EasyE are indicated with a white star. For most residues, the optimal rotamer represents the largest similar probability mass in both states, bound and unbound. This is not true however for few residues, more notably for K539, D595 or Y316. For these residues, the optimal rotamer represents a smaller fraction in the unbound form than in the bound state. Additionally, for K539 and D595 residues, in the unbound state, the largest probability of mass is not represented by the optimal rotamer predicted by EasyE. In our benchmark set, such examples are however rare.
Conclusion
By relying on recently introduced guaranteed computational methods for NP-hard optimization and #P-complete discrete integration on graphical models, we have shown that it is now possible to design structure-based affinity estimation methods that remove all the uncertainty that algorithms with no guarantee may introduce, while preserving the capability of dealing with large systems. In numerous cases, it also becomes possible to explicitly account for side-chain conformational entropy. Our evaluation on a large benchmark shows that, even in highly realistic conditions, with no outlier exclusion of extra parameter fitting, a pure guaranteed energetic approach, with no explicit sidechain conformational entropy computation, performs better than existing established methods. Amazingly, the use of guaranteed optimization techniques on NP-hard energy optimization problems can be performed on problems with several hundreds of flexible residues at very small computational cost.
In rare cases, accounting for side-chain conformational entropy allows to improve predictions, at non-negligible computational costs. All the computational methods used in this paper being guaranteed, it is important to combine their capabilities while accounting for continuous flexibility in their side-chains and their backbone. While progress in this direction has recently been made (Hallen et al., 2013 (Hallen et al., , 2015 , the size of problems that can be handled guaranteedly still needs to be improved.
