Abstract
Each specific case has to be analyzed with numerical modeling to obtain a precise 119 interpretation.
120
A recent development is the discovery of the imaging power of seismic ambient noise.
121
The works of Shapiro and Campillo (2004) and Shapiro et al. (2005) The purpose of this work is to explore a full-wave modeling approach to study, by 140 way of numerical experiments, the performance of the SH and HV spectral responses on 141 the basis of the location of the resonance frequencies. We discard any analysis based on 142 amplitudes. We compute the wavefield, based on a modeling method developed by Car-cione (1992 Car-cione ( , 2014 and verified with the method of generalized reflection/transmission 144 coe cients by Coutel and Mora (1998) , who compute HV ratios for several angles of where the quality factors are related to the wave velocities by an empirical relation.
154

SH-wave transfer function and HV ratio
155
Let us consider the model shown in Figure 1a , where h is the thickness of the sediment layer, and define by (vx, vz) the in-plane horizontal and vertical particle-velocity components, and by vy the cross-plane component. In plane layered media, these components are decoupled and describe P-S and SH waves, respectively. Let us denote the sediment layer with i = 1 and the bedrock (half space) with i = 2, and define the corresponding complex (Zener) shear-wave velocities as v Si , where
where ! is the angular frequency, c S is the high (unrelaxed)-frequency limit velocity,
156
Q S is the minimum quality factor at the frequency f , which is the centre frequency of the relaxation peak, ⌧ = 1/(2⇡f ) and i = p 1. The quantities f , c S and Q S define 158 the media (e.g., Carcione, 2014). When Q S = 1, a S =1 and v S = c S , i.e., the lossless case. The P-wave properties are based on the same equations, replacing S by P . The 160 equations of motion are given in the next section.
161
In the frequency domain, the HV ratio is
In practice, this calculation is rather complex. For real data, it is necessary to perform a 162 statistical analysis of the recorded wavefield in the frequency domain, by computing the 163 amplitude spectra of the three components in a number of selectable time windows.
164
The procedure is clearly summarized in Fäh et al. (2001) and Picotti et al. (2017, 165 section 2.2).
166
On the other hand, the body SH-wave transfer function, F , for a viscoelastic sediment layer (sand) of thickness h over a viscoelastic bedrock describes the ratio of the horizontal cross-plane displacements between the top and bottom of the layer due to horizontal harmonic motions of the bedrock. In the literature, it is assumed that
A justification of this approximation is given in Lermo and Chávez García (1993) . The SH-wave transfer function is (Takahashi and Hirano, 1941; Kramer, 1996) , where ⇢ i denotes the mass density. The site transfer function is merely |F |. A rigid bedrock is obtained for ⇢ 2 v S2 ! 1. In this case and in the absence of loss, we have the following resonance frequencies when the cosine vanishes, 
where denotes stress, e is memory variable, µ = ⇢c 2 S is the shear modulus, fy is a body force, mxy and myz are moment-tensor components,
and a dot above a variable denotes time di↵erentiation (Carcione, 2014) .
177
To model surface (Love) waves, free-surface boundary conditions are implemented 178 with the non-periodic Chebyshev operator by using a boundary treatment based on 179 characteristics variables (e.g., Carcione, 1992 Carcione, , 2014 . At every time step, the field vari-180 able in the free surface are modified as: v 
where xx, zz and xz are the stress components, and fx and fy are external body
192
forces.
193
ii) Constitutive equations:
where e 1 , e 2 and e 3 are memory variables, mxx, mzz and mxz are moment tensor components defining the radiation patterns of the source mechanism:
(e.g., Carcione et al., 2015) , where M 0 is the moment magnitude, is the dip angle, 199 iii) Memory variable equations:
where
✏ are material relaxation times, corresponding to dilatational (l = 1)
201
and shear (l = 2) deformations.
202
In nD-space numerical modeling, the dilatational and shear quality factors are functions of the complex bulk and shear moduli, K and µ, respectively. These are
, where the subindices denote real and imaginary parts. The quality factor of the P waves is
. A low-loss relation between these quality factors can be obtained. It is
since
In 2D space we have
and ⌧
(1) (7) holds. Then, we define the unrelaxed velocities, Q P and Q S and 204 obtain the relaxation times with the previous formulae.
205
The numerical algorithm is based on the Fourier-Chebyshev pseudospectral method 206 for computing the spatial derivatives and a 4th-order Runge-Kutta technique for cal-
207
culating the wavefield recursively in time.
208
The Chebyshev method is used along the vertical direction and because it is non-209 periodic, it allows us the implementation of the free-surface boundary conditions, to 210 model surface waves (Love and Rayleigh waves). At every time step, the field variable in 211 the free surface are modified as: v
zz
= 0, and
213
At the bottom of the mesh, the implementation of non-reflecting boundary conditions
Since the wave equation is linear, we implement time spikes as sources, since seis- The example considers a sediment layer overlying a sti↵ formation (see Figure 1a) , 222 whose shear-wave velocities are c S1 = 1155 m/s and c S2 = 2500 m/s, respectively.
223
The other properties are obtained as c
For h = 100 m, equation (5) The SH-wave transfer function, |F |, is shown in Figure 2 , where h = 100 m and the
228
Zener S-wave relaxation peak is located at a frequency of f = 5 Hz. 
266
Before we proceed to attack these problems, we further study the characteristics of peaks, because the shape of the curve depends on the source-receiver o↵set as it is 273 illustrated in Figure 9 , where the HV spectrum for 100, 300, 700 and 1000 m o↵set is represented. The oscillations increase with o↵set. This e↵ect of averaging has to be 275 tested for each specific geological model. with the delta function will be valid till fmax. This is shown in Figure 10 , where we 287 compare the HV spectrum obtained from the delta function with that of the band-288 limited Ricker function. Then, it is enough to use delta functions as sources, since the 289 spectrum does not depend on the time history, as already found in the literature (e.g.,
290
Lachet and Bard, 1994). 
301
To model the ambient noise, we consider 100 source locations (at single grid points)
302
randomly distributed below the interface (see Figure 1a) . Each source location triggers 303 40 sources (spikes) randomly distributed between 0 and 16.4 s, and each spike has a 304 random amplitude between 0 and 1. Moreover, SH waves are generated with the body 305 force fy, while in the P-S case, the moment tensor (10) represent an earthquake event far away from the surface layers or basin.
309
The required time step of the Runge-Kutta algorithm is dt = 1 ms and the solution is weaker in Figure 15 , since the line-source response shows some agreement for the 344 second and third peaks, whereas the random-noise spectrum has a more defined trend, 345 compared to the SH-wave transfer function, mainly regarding the fundamental peak.
The results confirmed those of Oubaiche et al. (2016) that the HV peak frequency is 347 explained by the SH transfer function. (2017), for SH and P-S waves, respectively. According to Bard and Bouchon (1985) , the SH-body-wave resonance frequencies corresponding to a 2D basin of half-width w and thickness h are
where m and n are associated with lateral and vertical interferences. The half-width is defined as the length over which the local sediment thickness is greater than half the maximum thickness. In the case of an infinite horizontal extent of the basin and m=n=0, w ! 1 and f SH = f 0 . For a square basin (h = 2w) and m = 0, the fundamental resonance frequency is
giving the peak locations 6.5 Hz, 10.4 Hz, 15.5 Hz, 21 Hz, etc., for f 0 = 2.9 Hz. Zhu
350
and Thambiratnam (2016) find that for high velocity contrasts between the basin and 351 the bedrock, the fundamental frequency is predicted by equation (16) 
354
We assume a basin with h = 2w = 100 m, where the basin has the properties of at the bottom). It can be seen that the fundamental peak is not predicted by equation
361
(17) (compare the symbols with the first vertical red line). The di↵erences could be due 362 to the fact that Bard and Bouchon (1985) consider a rigid bedrock, so that equation
363
(17) cannot be applied to predict resonance frequencies of a basin unless the bedrock 364 is rigid.
365
In the case of P-S waves, we consider ambient noise below the bedrock, determined
366
by the moment tensor. The results, as those of Figure 16 , are shown in Figure 17 .
367
Although there seems to be some apparent agreement with the analytical |F | function 368 regarding the higher modes, the simulation cannot reproduce the fundamental mode, so 369 that nothing can be obtained from this spectrum, unlike that of Figure 14 6 Normalized spectra of the particle velocity components (a) and HV spectrum (b) for Lamb's problem (elastic, lossless case), where the solid lines correspond to the analytical solution and the dots to the numerical solution. Fig. 7 Normalized spectra of the particle velocity components (a) and HV spectrum (b) for Lamb's problem, where the black and red curves correspond to the anelastic and elastic cases, respectively. 
