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This thesis examines whether native, heritage, and L2 speakers of Spanish engage a 
morphological layer of representation in the processing of inflected words, and whether they do 
so with both regularly- and irregularly-inflected words. Also examined is whether this tendency 
towards compositional (i.e. morphological rule-based) processing is influenced by kind of 
language use, in particular productive or receptive response and task implicitness. Experiment 1, 
a written nonce verb production and acceptability judgment task, indicated that speakers are 
more likely to use and give higher acceptability ratings to regularly-inflected patterns, though 
irregular patterns do show some degree of productivity depending on those patterns’ type 
frequency. Experiment 2 was a time-pressured task in which participants were prompted to 
produce inflected forms of infinitive verbs. Heritage and L2 speakers’ accuracy was significantly 
greater with regular verbs, and their accuracy with irregular verbs was influenced by indicators 
of lexical knowledge; this indicates that regular verbs may be processed compositionally, 
whereas irregular verbs are more often stored as wholes. However, native speakers did not show 
this contrast. Experiment 3 was a primed lexical decision task, indicating that both regular and 
irregular forms cause morphological priming that is not reducible to formal or semantic priming. 
The results from all three experiments are largely seen as supportive of a dual mechanism model 
of morphological processing such as Gor and Cook’s (2010) Rules and Probabilities Model in 
which compositional processing can occur with both regular and irregular forms depending on 
those forms’ type frequency and predictability in the input to which a speaker is exposed. Thus, 
native, heritage, and L2 speakers are seen as largely similar in this domain of language 
representation and processing. However, comparison of the three experiments indicates that 
speakers may be more uniform in tendency towards compositional processing in language 
comprehension than in language production, particularly in oral production, in which native 
speakers may possibly engage in more compositional processing. Furthermore, implicit tasks 
may engage more compositional processing in all speaker groups and native speakers may use 
more compositional processing overall in oral production responses compared to heritage and L2 
speakers. Given the availability of compositional processing to both early and late learners, late 
learners may benefit from some exposure to explicit morphological rules in the classroom. At the 
same time, early learners may benefit from more focused exposure to inflectional patterns that 
are rarer in naturalistic input. 
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CHAPTER ONE: INTRODUCTION 
 
Even after many years and the generation of a large body of behavioral and 
neurolinguistics research, researchers continue to question whether there is a distinct level of 
morphological representation, and whether this layer of representation is uniquely responsible for 
the representation and processing of regular and irregular inflectional morphology. As Yang 
(2016) points out, this question is an instantiation of the larger theoretical debate about what 
principled distinctions can be made between the core (rules) and the periphery (idiosyncratic 
exceptions) of linguistic knowledge: to what extent are regular forms rule-based, and to what 
extent are irregular forms processed without the use of rules?  
While this fundamental debate continues with respect to monolingually-raised native 
speakers, another important question has arisen: are there maturational constraints on the 
acquisition of inflectional morphology? Some researchers (most recently Clahsen & Felser, 
2006; Clahsen, Felser, Sato, & Silva, 2010; Ullman 2001, 2005) have proposed these constraints 
as a way to explain differences between second language (L2) and native speakers that seem to 
persist well into advanced levels of proficiency in the L2 with regards to the production and 
comprehension of inflectional morphology. However, these maturational constraints would not 
explain similar phenomena in early bilingual heritage speakers. Despite their early childhood 
exposure to the heritage language, heritage speakers frequently evidence what is arguably 
incomplete or divergent acquisition of the morphosyntax of the heritage language (Montrul, 
2008, 2016). However, to date heritage speakers have been included in but few studies to 
contrast their processing of regular and irregular morphology (De Diego Balaguer, Sebastián-
Gallés, Díaz, & Rodríguez-Fornells, 2005; Gor & Cook, 2010; Gor & Vdovina, 2010; Jacob & 
Kırkıcı, 2016). 
The present thesis thus contributes to current understanding of the representation and 
processing of inflectional morphology by reporting experimental results from heritage speakers, 
alongside results from monolingually-raised and L2 speakers. Participants are also speakers of 
Spanish, and to date relatively few researchers have examined this topic in speakers of Romance 
languages. Furthermore, the present thesis compares behavioral indicators of morphological 
processing across different experimental tasks, a variable that has been shown to distinguish L2 
and heritage speakers in terms of accuracy.  Heritage speakers excel in naturalistic, implicit tasks 
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using the auditory modalities whereas L2 speakers favor written, explicit tasks (Bowles, 2011; 
Montrul, 2008, 2016). The experiments presented here vary these factors to help present a more 
complete picture of participants’ linguistic knowledge and processing: Experiment 1 is a nonce 
verb acceptability judgment and production task (cf. Prasada & Pinker, 1993). This experiment 
involves use of written language and is considered more explicit. Experiment 2 is a timed oral 
production task of real verbs (cf. Bowden, Gelfland, Sanz, & Ullman, 2010). This experiment 
involves use of spoken language and is considered more implicit than Experiment 1. 
Experiment 3 is a primed lexical decision task (cf. Foote, 2017). This experiment involves use 
of written language and is considered the most implicit of the three. These task factors are 
summarized in Table 1. In the following introduction, the relevant theoretical and experimental 
background is briefly presented before laying out the direction for the present thesis. 
 
Table 1 Comparison of task factors in Experiments 1-3 
 Explicitness Response Type and Modality 
Experiment 1, Task 1 
Nonce verb production 
More explicit Productive written response 
Experiment 1, Task 2 
Nonce verb acceptability judgment 
More explicit Receptive written response (rating) 
Experiment 2 




Productive oral response 
Experiment 3 




Receptive response (button push) 
 
1.1 MODELS OF MORPHOLOGICAL PROCESSING 
The following section opens with an outline of theoretical accounts of morphological 
processing, which may include phonological, morphological, and semantic layers of 
representation. Then, this section reviews accounts of how morphological processing develops in 
different speaker groups depending on their age and type of exposure to a language.  
 
1.1.1 Compositional and non-compositional accounts  
Theoretical accounts of morphological processing that do not include a distinct layer of 
morphological representation with the morpheme as a representational unit are considered non-
compositional; they are also known as single mechanism accounts since they propose that 
morphological processing is accounted for in only one way. One such single mechanism, non-
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compositional account comes from Bybee (1988, 1998), who argues that inflected and 
uninflected forms are stored in memory as individual lexical items which build up to form 
overlapping layers of interconnected semantic and phonological representations, such as the use 
of -ed to indicate pastness on verbs. Abstract ‘schemas’ emerge from these connections and 
operate based on phonological resemblance between groups of stored forms, and vary in degree 
of generizability to new forms (Bybee & Slobin, 1982). This same structure is thought to apply 
to larger units of speech, including multi-word constructions; thus there is no distinct 
morphological layer of representation, and no discrete point that separates the lexicon from the 
grammar.1 Connectionist or Parallel Distributed Processing (PDP) neural networks are a kind of 
implementation of a non-compositional framework in which a fact, proposition or behavior is 
distributed across many units that are connected to each other via excitatory or inhibitory 
pathways, without the need for modelers to pre-program traditional linguistic symbolic 
categories like ‘verb’, or computational rules for manipulating those symbols (Broeder & 
Plunkett, 1994; Rumelhart & McClelland, 1986; but see discussion of these claims in Gor, Long, 
Ritchie, & Bhatia, 2009). These networks are thus said to lack a morphological layer of 
representation; however, in theory there is nothing stopping neural network modelers from 
implementing a morphological layer of representation (cf. Pinker & Ullman, 2002). 
Compositional accounts, in contrast, provide for a separate layer of representation for 
computational rules that operate on morphemes that are representationally separate from lexical 
entries. Yang (2016) discusses that generativism has long supported rule-based generation of 
nearly all forms by specifying that irregular forms simply require different rules than the ones 
that generate regular forms. Single-mechanism, compositional models posit rule-based processes 
to (dis)assemble stems and affixes, which are stored separately in the lexicon (cf. Stockall & 
Marantz, 2006; Taft, 2005). ‘Sub-rules’ that vary in productivity account for production or 
comprehension of irregular allomorphs (cf. Stockall & Marantz, 2006; Yang, 2016). 
In addition to purely compositional and non-compositional accounts of morphological 
representation and processing, others known as dual mechanism accounts combine a semantic-
phonological association network with rule-based morphological computation. One such model 
is Words and Rules (Pinker, 1999), which proposes that morphologically complex forms are 
either stored/accessed as ‘words’— i.e. as stored wholes in the lexicon unanalyzed below the 
 
1 More recent discussion is offered by Baayen et al. (2007), Bybee (2007), and Hay and Baayen (2005). 
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word-level— or by way of ‘rules,’ i.e. the application of a morphological rule. All irregular 
forms must be stored, and some regular forms may be as well if they reach a high enough 
frequency level (cf. Alegre & Gordon, 1999; Pinker & Ullman, 2002)2. In this and similar 
models, accessing a stored ‘word’ generates a blocking mechanism to prevent applying a rule 
that would generate a regularization, i.e. accessing brought in the lexicon blocks generation of 
*bringed. 
 
1.1.2 Variation between speakers  
The models discussed above were developed with monolingually-raised native speakers 
in mind, and it is debated to what extent they can be applied to speakers from other backgrounds. 
At one extreme, some researchers posit that there are maturational constraints on the acquisition 
of morphological representations and processing routines. The Shallow Structure Hypothesis 
(Clahsen & Felser, 2006; Clahsen et al., 2010) and the Declarative Procedural Model (Ullman 
2001, 2005) propose that non-native speakers are less capable of forming detailed 
morphosyntactic representations than native speakers. Ullman (2001, 2005) relates this deficit in 
the grammar to changes in brain function: similarly to Paradis (1994), he posits that the 
procedural memory system, which is primarily responsible for the implicit acquisition of 
morphosyntactic computation, becomes less available in adulthood, leaving late learners 
dependent on the declarative memory system for the use of whole item storage of all inflected 
and uninflected words in the lexicon. These accounts both propose that late learners have a 
greater dependence on full-form representations of inflected words and a less robust ability to 
engage implicit morphological computation, making L2 morphological processing more similar 
to above-described non-compositional accounts. The gradience in these predictions can be seen 
as a problem for falsifying these researchers’ proposals. Ullman (2001, 2005) recognizes, for 
instance, that increasing proficiency may enable a speaker to engage in more rule-based 
processing, and that the declarative memory system can attain a certain level of productivity. 
Thus, a late learner shown to engage in compositional processing could have already passed 
through an earlier, pre-compositional stage. However, these accounts do not make predictions for 
 




the amount of input necessary to transition to greater proceduralization in processing, nor the 
exact age at which procedural memory ceases to be available (cf. Gor et al., 2009). 
A promising way to address the question of maturational constraints on morphological 
processing is to expand existing research to include a greater variety of speakers in general, and 
early bilingual heritage speakers in particular. For the purposes of this thesis, heritage speakers 
are defined as individuals who are raised to speak a minority language at home with their family 
and are to some degree proficient in both that language and the majority language of society (cf. 
Montrul, 2016; Valdés, 1995). It stands to reason that if early childhood exposure alone can 
account for supposed differences between L2 and monolingually-raised native speakers, then 
heritage speakers should pattern identically to monolingually-raised native speakers.  
However, there is already reason to suspect that this might not be the case. Like late 
learners, heritage speakers’ performance with the morphosyntax of the heritage language has 
been shown to be more variable than monolingually-raised native speakers (Montrul, 2008, 
2016). There is also evidence that early and late bilingual speakers’ accuracy in morphosyntax 
may be modulated by task type. Heritage speakers have been shown to excel in experimental 
tasks that are naturalistic and implicit, with little or no metalinguistic component, especially in 
oral production. In contrast, L2 speakers favor the written modalities and tasks with a strong 
metalinguistic component. These patterns are easily relatable to the context in which each 
speaker group typically acquires the language (Bowles, 2011; Montrul, 2008, 2016). Research on 
grammatical gender illustrates this conclusion. Montrul, Foote, and Perpiñán (2008) found that 
L2 speakers were more accurate with grammatical gender in written tasks than in an oral 
production task, whereas heritage speakers displayed the opposite pattern. Alarcón’s (2011) 
partial replication of this study confirmed that heritage speakers were more accurate with 
grammatical gender than L2 speakers in an oral production task. These results were confirmed 
and expanded on by Montrul, Davidson, De La Fuente, and Foote (2014), who showed that 
heritage speakers were significantly more accurate, overall and in comparison to L2 speakers, 
with gender agreement in more implicit tasks regardless of modality. 
Thus, ultimate attainment in morphosyntax may depend not just on age of acquisition, but 
also on aspects of learning experience. This idea has been captured by other dual mechanism 
accounts that allow for the development and application of rules in response to statistical 
analyses of the input. Yang (2016) presents one such account in which children acquiring an L1 
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analyze statistical distributions of rules and their exceptions, arriving at rules in cases where rule-
based processing is more efficient than lexical listing. Efficiency is determined by the number of 
exceptions to the rule: exceptions to productive rules are stored in a frequency-ranked list that 
must be checked before the rule can be applied, thus a rule tolerates few exceptions before losing 
productivity. This analysis of productivity is applied to real time language processing. In a model 
such as this one, characteristics of each language will doubtless influence overall tendency 
towards compositional or non-compositional processing. For instance, Lehtonen and Laine’s 
(2003) Stem Allomorph/Inflectional Decomposition (SAID) model posits that in a highly 
inflected language such as Finnish (Lehtonen & Laine, 2003), far fewer forms are likely to be 
stored compared to an inflectionally poorer language such as Swedish (Lehtonen, Niska, Wande, 
& Laine, 2006) or English (Alegre & Gordon, 1999).  
Aside from sheer number of inflected forms, languages also differ with respect to the 
frequency of use of different inflectional patterns, which is captured as an important determinant 
of morphological processing both by Yang (2016) as well as in the Rules and Probabilities 
Model (Gor, 2010; Gor & Cook, 2010). Both models predict that high frequency patterns will be 
learned more easily. The Rules and Probabilities Model makes the further prediction that rhe 
predictability and simplicity of the allomorphy in question also increase the probability that a 
speaker engages in compositional processing. The Rules and Probabilities Model thus states that 
rules are applied probabilistically, and unlike in a dual mechanism model such as Words and 
Rules, there is not just a single regular rule applied in cases where a stored form is not accessed 
in time to block it. 
These approaches share the presumption that differences between speakers, including 
early and late learners, are in large part a function of differences in the learning experience of 
each group. Lehtonen and Laine (2003) propose that since a bilingual uses two languages, their 
exposure to either language will be lower than that of a monolingual speaker, an idea which is 
supported by evidence that many ‘bilingual slowdowns’ in experimental tasks are attributable to 
what is essentially a frequency effect resulting from reduced language use, at least in some kinds 
of tasks (Gollan, Montoya, Cera, & Sandoval, 2008; Gollan et al., 2011). For this reason, a 
bilingual speaker may not accumulate sufficient exposures to inflected words to develop full-
form representations of them, and should have to rely on compositional processing more often 
than on stored forms, except at high levels of lifetime experience, proficiency and use. Similarly, 
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Gor (2014) affirms that obligatory listing of all lexical items occupies a very brief stage of L2 
acquisition, and that inflectional patterns in productive paradigms occurs very early afterward. 
However, morphological processing in the L2 will be slower, and speakers whose L1 lacks 
morphological richness may find a morphologically rich L2 harder to learn (see also results from 
Dana M. Basnight-Brown, Chen, Hua, Kostić, & Feldman, 2007).  
Gor and Cook (2010) also emphasize that different learning environments tend to bring 
about differences in input, differing not only in overall quantity of exposure to the language, but 
also in regard to amounts of exposure to written and auditory input, and amount of exposure to 
different inflectional patterns. In particular, instructed L2 speakers often receive intense exposure 
to patterns that are comparatively rare in naturalistic environments, thereby leveling size 
differences between inflectional classes (cf. Gor et al., 2009). Thus, while all speakers learn the 
most frequent patterns first and apply them as rules more frequently, Gor’s model predicts that 
instructed late learners’ morphological processing will be characterized by the development of 
rules with more similar associated probabilities.  
 
1.2 PREVIOUS RESEARCH 
Taking into account this theoretical background, the following section provides an 
overview of previous research on morphological representation and processing in speakers of 
different backgrounds, separating studies by experimental paradigm. 
  
1.2.1 Lexical frequency effects  
All models of morphological processing provide for an important role for lexical 
frequency. Although the precise source of its effects are the subject of continued debate, it is 
generally not controversial that more frequently encountered forms are processed more quickly 
in a logarithmic fashion, such that small differences at the low end of the frequency range have a 
bigger effect on reaction time; this effect gradually dissipates and reaches a ceiling at higher ends 
of the frequency range (Gollan et al., 2008, 2011). However, it is necessary to distinguish 
between the frequency of a particular form in speech or writing from the frequency of a 
particular inflectional pattern. The former can be called token frequency and is typically 
approximated by a count per million words in a corpus of speech or writing. Token frequency 
can in turn be of two kinds: (a) inflected form, whole word or surface frequency is the count of 
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a particular inflected form but not any of the other inflected forms of the same lemma; (b) base, 
stem-cluster or lemma frequency is the count of any form of a given lemma (Gor, 2007). The 
lemma may be defined in different ways, for instance as a packet of syntactic information to be 
paired with a lexical concept during speech production (cf. Levelt, Roelofs, & Meyer, 1992), and 
for the purposes of the following discussion includes all of the inflected forms that share the 
same citation form. Thus, the surface frequency of the token walked includes only counts of 
walked, as is, whereas its lemma frequency also includes counts of walk, walks, and walking. 
However, the calculation of lemma frequency is more complicated in more inflectionally rich 
languages, and individual studies differ in whether stem allormophs are included in lemma 
frequency counts (cf. Alegre & Gordon, 1999; Gor, 2010). Frequency may also be categorized in 
a categorical or continuous way (Yang, 2016). These factors complicate comparisons across 
frequency effects studies.  
These difficulties can only be seen as unfortunate given that a relationship between token 
frequency and reaction time is a classic diagnostic of compositional/non-compositional 
morphological processing (cf. Baayen, Wurm, & Aycock, 2007; Gor, 2010; Gor et al., 2009).  It 
is commonly interpreted that a surface frequency effect, i.e. a decrease in reaction time to 
perform a task associated with increasing surface frequency of the word/s to be processed, 
indicates non-compositional processing of an inflected form. For example, if access time for the 
word walks is strongly associated with its surface frequency, independently of its lemma 
frequency (i.e. the frequency of other inflected forms from the same lemma, such as walk and 
walking), it can be said that there is a surface frequency effect on the access to this word, and it is 
not being processed compositionally (i.e. by accessing the lemma walk directly, independently of 
the affix). However, in compositional processing, the lemma (i.e. walk) must still be accessed, 
there for lemma frequency will still influence compositional processing. Thus, lemma frequency 
effects, or no frequency effect at all, are taken to indicate compositional processing (see 
discussion in Gor, 2010). Notably, regular verbs may be stored depending on the speaker, task 
and verbal form in question (Pinker & Ullman, 2002). Thus, support for dual mechanism models 
depends on a dissociation between some regular forms and some irregular ones. In contrast, non-
compositional models place a heavy burden on frequency or ‘lexical strength’ (Bybee, 1998): 
ideal support for these models would be to show that most or all words show these effects, and 
that the division between those words that do and don’t is not a categorical one between regular 
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and irregular forms. Along similar lines, researchers sometimes focus on the relationship 
between token frequency and error rate (e.g. Clahsen, Aveledo, & Roca, 2002, among others). 
However, the above interpretations are not without controversy, particularly from proponents of 
non-compositional accounts.3  
1.2.1.1 Monolingual speakers 
Some studies with native speakers of Germanic languages have found dissociations in 
frequency effects, which are taken to indicate that only some kinds of inflection are processed 
compositionally, a finding that supports dual-mechanism accounts. This includes two studies 
with L1 German speakers on verbal and nominal forms (Clahsen, Eisenbeiss, & Sonnenstuhl, 
1997) and noun plurals (Penke & Krause, 2002), and three studies on the English past tense 
(Babcock, Stowe, Maloof, Brovetto, & Ullman, 2012; Beck, 1997; Prado & Ullman, 2009). 
Bowden, Gelfland, Sanz, and Ullman (2010) found a similar contrast with L1 Spanish speakers: 
surface frequency effects on oral production RTs emerged with all non-default class verbs, but 
not on any regular default class verbs. However, Brovetto (2002), cited in Bowden et al. (2010), 
did not find any frequency effects with regular or irregular Spanish verbs in native speakers. 
Also seen as compatible with dual mechanism accounts is the finding that regular verbs 
sometimes show frequency effects, indicating storage. Babcock et al. (2012) and Prado and 
Ullman (2009) found frequency effects on both regular and irregular forms, but concluded that 
there was a greater magnitude of frequency effects on irregular forms, thus indicating a 
dissociation. However, the author of the present thesis knows of no empirical evidence indicating 
how magnitudes of frequency effect should be interpreted. Other studies have established 
particular contexts that trigger storage (L1 Finnish partitive plurals: Bertram, Hyönä, & Laine, 
2000; L1 Finnish affixal homonyms: Bertram, Laine, Baayen, & Hyönä, 2000), or a frequency 
threshold beyond which regular forms can be stored. A comparison of studies on the 
morphologically poorer English (Alegre & Gordon, 1999) and Swedish (Lehtonen et al., 2006) 
indicates a lower threshold compared to the morphologically richer Finnish (Lehtonen & Laine, 
2003; Soveri, Lehtonen, & Laine, 2007). 
 
3 For instance, some researchers claim that an irregular pattern like ring-rang applies to too few verbs compared to 
the regular one to generate frequency effects (Stemberger & MacWhinney, 1988 as cited in Alegre & Gordon, 
1999). Baayen et al. (2007) have also proposed that lemma frequency effects are best understood as the probability 
of seeing the stem as an unbound form, and that surface frequency effects are best understood as the probability of 
seeing a stem and affix together. 
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Other studies on lexical frequency effects have found support for non-compositional 
approaches. Baayen, Schreuder, de Jong, and Krott (2002) and Baayen, Wurm and Aycock 
(2007) found surface frequency effects in a series of experiments with fully regular words and 
L1 speakers of Dutch and English, respectively; however, the effect of lemma frequency was 
variable. Baayen et al. (2007) point out that compositional accounts always predict strong lemma 
frequency effects because inflection must be stripped and the base form accessed during 
comprehension (cf. Taft, 1979, 1994, 2005; Taft & Forster, 1975); at the same time, the 
researchers found evidence of the influence of morphological structure on reaction times. The 
researchers thus conclude that the function of the morpheme is similar to that of a schema in 
other non-compositional approaches (cf. Bybee, 1988): it defines morphological families, the 
size of which can facilitate whole word access.  
1.2.1.2 Bilingual speakers 
Contrary to predictions based on maturational constraints, frequency effects studies with 
L2 speakers have sometimes shown a dissociation between lexical frequency effects in regular 
and irregular words. One such study is Birdsong and Flege (2001), who found that high lemma 
frequency was associated with increased accuracy, but only for irregularly-inflected items, in a 
multiple choice questionnaire completed by L2 speakers of English (L1 Korean or Spanish). 
Finnish-Swedish bilinguals have shown frequency effects for regular Swedish words at a high 
enough frequency range in one study (Lehtonen et al., 2006), but no frequency effects at any 
range in Finnish in another study (Lehtonen & Laine, 2003). The researchers interpret this to 
mean that Swedish has a lower frequency ‘storage threshold’ than Finnish. At the same time, L1 
Finnish speakers have sufficient exposure to high frequency nouns to form whole item 
representations, but L2 speakers do not, and thus must engage in compositional processing of 
inflected forms. Working with L2 speakers of English (various L1s), Beck (1997) also failed to 
find evidence of whole item storage of all inflected forms.  
Different conclusions were reached by Babcock et al. (2012), who found surface 
frequency effects for regular and irregular forms with both native and L2 English speakers. 
However, frequency effects were of a greater magnitude for all stimuli in L2 speakers, which the 
authors claim indicates a greater tendency towards non-compositional processing; as previously 
mentioned, the author of the present thesis is aware of no empirical evidence indicating how to 
interpret magnitudes of frequency effect. In a similar study with native and L2 speakers of 
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Spanish, Bowden et al. (2010) found surface frequency effects on all stimuli, regardless of 
regularity or defaultness, for L2 speakers; L1 speakers only showed frequency effects on non-
default verb class and irregular forms. Brovetto (2002) and Neubauer and Clahsen (2009), cited 
in Bowden et al. (2010), found frequency effects on all stimuli in L2 speakers, whereas native 
speakers showed frequency effects on only irregular stimuli. These researchers all concluded that 
L2 speakers do not engage in compositional processing at all, or to the same degree as 
monolingually-raised native speakers. 
1.2.1.3 Summary 
As previously discussed, comparison across frequency effects studies is difficult because 
of differences in use of lemma or surface frequency, and how these are calculated and 
operationalized. However, as it stands, proponents of any particular theoretical account are at a 
loss to explain conflicting results from other researchers. On the one hand, the majority of 
studies reviewed focus on Germanic languages, especially English, and indicate that 
monolingually-raised speakers engage two morphological processing mechanisms; studies 
reviewed on L1 Finnish and L1 Spanish also support this conclusion. Other researchers have 
rightly questioned why, given the availability of compositional processing, lemma frequency 
effects are not reliably found (Baayen et al., 2002; Baayen et al. 2007; Luke & Christianson, 
2011). The literature on bilingual speakers, in which L2 learners of English are more heavily 
represented, is also controversial. In particular, the two studies on Spanish speakers reviewed 
here have concluded that late learners of Spanish do not engage in compositional processing 
(Bowden et al., 2010; Brovetto, 2002). At the same time, it is left to proponents of non-
compositional approaches to explain why either early or late learners sometimes do not show 
frequency effects, or show frequency effects dissociated by morphological characteristics of the 
stimuli.  
 
1.2.2 Developmental and nonce verb studies 
In speakers still acquiring a language, the emergence of inflectional patterns can be 
studied with a focus on morphological factors such as regularity and complexity, as well as 
lexical frequencies. Type frequency, that is the frequency of a morphological class (e.g. a verb 
class, masculine nouns) in the input, becomes more important in studies of this kind (Gor, 2007). 
Type frequency may be operationalized numerically, such as in Gor and Chernigovskaya’s 
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(2003, 2005) use of instructional materials from L2 Russian classrooms to calculate type 
frequencies. In other cases, the variable is more binary: for example, the AR verb class in 
Spanish can be considered high type frequency and the ER/IR classes low type frequency. Some 
dual mechanism models make predictions regarding the influence of type frequency for patterns 
of acquisition: high type frequency contributes not only to speed of learning, with high frequency 
patterns being learned first, but also to the likelihood of a pattern being applied via a 
compositional approach (Gor & Cook, 2010; Yang, 2016).  
When nonce words are used, researchers can focus on these factors independently of real 
lexical entries (Gor, 2007), however, it becomes necessary to measure the stimuli’s degree of 
phonological similarity to real words. Non-compositional processing should rely heavily on 
phonological analogy between forms stored in the lexicon; in contrast, compositional processing 
should occur independently of how phonologically similar the test item is to a real regular or 
irregular word that has that same inflection (cf. Pinker & Ullman, 2002). Phonological similarity 
is operationalized differently in different studies, from the number of verbs that rhyme with the 
nonce verb, as in Orsolini and Marslen-Wilson (1997), or as a measure of properties of the 
phonological neighborhood (cf. Brovetto & Ullman, 2005; Ullman, 1999). 
1.2.2.1 Monolingual speakers 
Early literature on L1 English children has documented the emergence of what some 
researchers describe as grammatical rules, especially when those rules are high type frequency 
and regular. Berko (1958) tested L1 English children ages four to seven and found that they 
productively used the most common allomorphs, especially regular ones that were determined by 
phonological rules. Unlike adults, they largely failed to extend irregularized responses with test 
items gling and bing, which adult controls commonly inflected to  glang/glung and bang/bung; 
they also performed poorly on the real test item ring, indicating that productive use of irregular 
morphology is dependent on acquisition of real irregular words.  
Subsequent studies with L1 English children refined and supported these earlier 
conclusions. Bybee and Slobin (1982) collected production data of mostly irregular English past 
tense forms from pre-school aged children, third grade children and adults, finding evidence that 
irregular forms are stored whole in memory and that both order of acquisition and error rates and 
types are explained through the development of different schemas. Marcus et al. (1992) analyzed 
L1 English-speaking children’s spontaneous speech samples, finding that there is a U-shaped 
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developmental curve in which children correctly produce verbs before entering into a period of 
producing some ‘overregularization errors’ on mostly irregular verbs. These errors initiate when 
tense marking appears reliably on verbs, but are not explained by increased exposure 
to/knowledge of regular verbs as measured by the children’s speech, their vocabulary or their 
parents’ speech. The researchers interpret these and other findings as evidence that regular 
inflection is rule-based, but knowledge of irregular morphology is driven by gains in vocabulary 
and is processed through phonological analogies. 
Two other developmental studies of L1 German and Spanish children echo these results. 
Clahsen, Rothweiler, Woest, and Marcus (1992) studied the development of German noun 
plurals using longitudinal data and an elicitation test modeled after Berko (1958), finding 
frequent over-extensions of regular forms at a similar rate to that found by Marcus et al. (1992) 
for the English past tense. Clahsen, Aveledo and Roca (2002) studied the development of verbal 
morphology in longitudinal and cross-sectional speech samples  of L1 Spanish children ages one 
through seven, finding that over-regularization errors were by far the most common, especially 
in lower-frequency irregular words, indicating that accuracy with irregular forms is not rule-
based but dependent on lexical knowledge. Suffixation, which is much less variable than stem 
allomorphy in Spanish, had a lower error rate than stem formation, and represented over-
extensions of the default verb class nearly always. While only part of the data were analyzed to 
examine the time course of over-regularization errors, results generally conform to those of 
Marcus et al. (1992). 
Two other studies with L1 children do not demonstrate such a binary opposition between 
regular and irregular morphology. Orsolini, Fanari and Bowles (1998) analyzed elicited 
production of real inflected forms with L1 Italian children, finding over-generalizations of a non-
productive but regular verb class, as well as of a high token frequency but semi-productive 
pattern (but see Clahsen et al.’s (2002) assertion that these results may not constitute over-
generalizations of truly irregular (i.e. not rule-based) patterns). In another case, Ragnarsdóttir, 
Simonsen, and Plunkett (1999) also elicited productions from L1 Icelandic and Norwegian 
children. Results suggest that high type frequency patterns were acquired first and most 
accurately, but all verb types were over-generalized. While the authors support a non-
compositional account, some compositional accounts may account for these results, particularly 
the influence of type frequency, token frequency and complexity (cf. Gor & Cook, 2010). 
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Results with adult native speakers have also varied. Among those studies that present a 
more binary regular/irregular opposition is Prasada and Pinker (1993), who collected nonce verb 
production and acceptability judgments of nonce English words. The researchers found that 
participants hesitate to productively use (or give high acceptability ratings to) irregular inflection 
on nonce verbs that do not have global phonological similarity to a real irregular verb. In 
contrast, participants productively use (and approve of) regular inflection on all nonce verbs 
regardless of their phonological characteristics (but see discussion in Murphy (2004), Section 
1.2.2.2). Similar conclusions were reached by Clahsen, Eisenbeiss, and Sonnenstuhl (1997), who 
found that L1 German speakers performed more quickly in a sentence-matching task using 
German nonce words modeled after real irregular verbs if they were given a chance to study 
them before participating in the experiment; this indicates that irregularities must be stored 
lexically, but regular inflection is not dependent on lexical knowledge. In their study with native 
speakers of Spanish, Bybee and Pardo (1981), also found that adult native speakers of Spanish 
were reluctant to inflect nonce forms with stem changes, which are a low-complexity and high 
type frequency irregularity. 
Other studies with L1 speakers of non-Germanic languages have been less categorical in 
their results, and are compatible with probabilistic rule application and the existence of multiple 
rules. Brovetto and Ullman (2005) analyzed L1 Spanish speakers’ productions of nonce forms, 
examining the influence of rhyme (which represents a phonological pattern) and verb class 
(which represents a morphological rule). Both factors were significant predictors in two tasks, 
indicating that perhaps both factors influence morphological processing. Another study on a 
Romance language is Orsolini and Marslen-Wilson’s (1997) analysis of nonce verb production 
data from L1 Italian speakers. Both regular and irregular inflection showed phonological 
similarity restrictions, although these were much stronger on irregular verbs; irregularizations 
also seemed more frequent than in Prasada and Pinker (1993). Multiple nonce verb studies with 
native speakers of Russian (Gor & Chernigovskaya, 2001, 2003, 2005; Gor & Cook, 2010; Gor 
& Vdovina, 2010), a highly inflected language, also indicate that an inflection’s type frequency, 
productivity and complexity all interact to influence speakers’ tendency towards productive use. 
Native speakers strongly tend to over-generalize more frequent and default patterns to cases 
where less frequent ones may be possible. However, highly complex patterns may not be 
generalized even if they are both high frequency and productive.  
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1.2.2.2 Bilingual speakers 
On the whole, existing literature of this kind in bilingual speakers is largely unsupportive 
of accounts based in maturational constraints. Murphy (2004) supported a non-compositional 
approach in her partial replication and extension of Prasada and Pinker (1993), which included 
L1 children and L2 adults (varied L1s). Performing separate ANOVAs on each, Murphy found 
phonological similarity effects for both regular and irregular verbs which the researcher takes to 
be incompatible with a dual mechanism model.4 However, Murphy found no evidence of a 
qualitative dissimilarity between the three speaker groups. In other cases, studies with bilingual 
speakers have supported a dual mechanism account. Gor and colleagues have extensively studied 
nonce verb production with monolingually-raised native, heritage and L2 speakers of Russian at 
different proficiency levels (Gor & Chernigovskaya, 2001, 2003, 2005; Gor & Cook, 2010; Gor 
& Vdovina, 2010). Results largely indicate that speakers can productively use many patterns, 
with the degree of productivity depending on that pattern’s type frequency, productivity and 
complexity. Rather than supporting maturational constraints on morphological processing, these 
studies emphasize the influence of learning environment. Instructed L2 speakers receive heavy, 
explicit exposure to morphological patterns that are, relative to the size of the whole vocabulary, 
comparatively rare for naturalistic learners, creating a ‘leveling’ of the size of inflectional 
paradigms (Gor & Chernigovskaya, 2005). As a consequence, they may over-generalize different 
patterns than both child and adult L1 speakers of Russian, and are less prone to over-generalize 
default patterns. They are also better able to recognize obvious morphological cues to 
inflectional patterns. In contrast, monolingually-raised native, heritage (Gor & Cook, 2010; Gor 
& Vdovina, 2010) and naturalistic L2 speakers (Gor & Vdovina, 2010) tend to know more words 
overall and perform more accurately, but rely more heavily on default patterns. Consonant with 
these results are those of Presson, Sagarra, MacWhinney and Kowalski (2013), who performed a 
large-scale cross-sectional developmental study with beginning and intermediate speakers of 
Spanish. Participants completed a web-based training session on regular and irregular verbs, 
leading to substantial gains in accuracy maintained up to a final post-test administered 18 weeks 
 
4 This conclusion is reached on the basis of separate ANOVAs for regularly-sourced and irregularly-sourced items, 
so there is no inferential analysis to conclude that phonological similarity affects each group of verbs to the same 
degree. Furthermore, the degree of effect on irregular verbs is visibly much larger (see Figures 3 and 4, pp. 444-
445). Even given that the effect is really there in both regularly- and irregularly-sourced nonce forms, since dual 
mechanism models do allow for some storage of regularly-inflected forms, this can account for the very small 
similarity effects present in this data. 
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post-training. Accuracy was predicted most significantly by the morphological factors of tense, 
verb conjugation, and regularity, and type frequency of the inflection. Since beginning learners 
are not influenced by token frequency, researchers conclude that these learners engaged in 
decompositional analysis of the test stimuli from the very beginning of the acquisition process. 
A less clear result was found by Agathopoulou and Papadopoulou (2009), who performed 
a nonce verb production study with speakers of Greek and found that only intermediate-level L2 
speakers of Greek— but not beginning or advanced speakers— showed phonological similarity 
effects. According to accounts positing maturational constraints on compositional analysis, 
beginning learners (if not all L2 learners) should show phonological similarity effects (cf. 
Clahsen et al., 2010; Ullman 2001, 2005). It is possible that as these L2 learners gain lexical 
knowledge, they are more able to generalize from stored forms, but it is not entirely clear why 
that effect should disappear. For their part, the researchers conclude that there could be two 
different rules, one more general and one more specific to generate the less productive and lower 
type frequency irregularity included in the study. 
1.2.2.3 Summary 
Compared to previously reviewed frequency effects studies, developmental and nonce 
verb literature presents a more consistent picture: morphological factors such as regularity, 
defaultness, complexity, and type frequency of the inflection are influential in both early and late 
learners, whether bilingual or monolingual. This is most consistent with compositional accounts, 
and in particular, dual mechanism accounts that posit a wider variety of rules with associated 
probabilities of application (cf. Gor & Cook, 2010). 
 
1.2.3 Behavioral and neurological priming 
This research topic has also generated a large body of behavioral and neurological 
priming literature. While processing a visually- or auditorily-presented inflected word, 
compositional accounts predict that regular (and sometimes irregular) words will be 
automatically decomposed, enabling access to the base form; the base form (and perhaps its 
other inflected forms) are thus activated. This is thought to facilitate lexical access to subsequent 
presentations of morphologically-related forms, reducing reaction time in a number of 
experimental tasks and giving rise to different neurological indicators. However, given that 
morphologically-related forms are also usually semantically- and formally- (i.e. phonologically 
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and orthographically) related, it is necessary to confirm that morphological priming occurs 
independently of these two influences. Behaviorally, morphological priming is measured in 
milliseconds of facilitation in reaction time vis-à-vis the appropriate comparison conditions. 
These can be formal (i.e. prime and target overlap in shared letters or phonemes, but not 
meaning), semantic (i.e. prime and target overlap in meaning, but not in formal properties), 
identity (i.e. prime and target are the same word, a condition thought to establish an upper 
threshold) and unrelated (i.e. prime and target do not overlap in form, meaning or morphology, a 
condition thought to establish a lower threshold). Behavioral studies have varied not just use of 
these priming conditions but also the length of presentation of the prime, the modality of 
presentation of both prime and target, and the behavioral response (word naming, lexical 
decision, etc.) (see Foote (2017) for further discussion). 
Neurologically, priming can be measured with the event-related potential (ERP) and 
magnetoencephalography (MEG) priming paradigms. MEG priming studies focus on the M350, 
an MEG component thought to reflect speed and accuracy of very early lexical access (Stockall 
& Marantz, 2006). Some ERP priming studies focus on a component known as the N400, a 
negativity at 400 milliseconds after stimulus onset thought to index facility of lexical/semantic 
integration: with greater difficulty of integration comes a more negative N400. The N400 can be 
measured during presentation of target words to see if the N400 is attenuated (i.e. primed) by 
previous presentation of regularly- or irregularly-inflected primes. Another ERP component, the 
P600, a positivity at 600 milliseconds after stimulus presentation, is thought to index 
morphosyntactic violations; these can be studied in addition to the N400 to see if these indicators 
of morphosyntactic and lexical/semantic violations appear following misapplications of regular 
versus irregular morphology (see and Allen, Badecker, and Osterhout (2003) and Rodriguez-
Fornells, Münte, and Clahsen (2002) for further discussion).  
Dual mechanism accounts rely on finding some dissociation between the priming effects 
of regular and irregular morphology. In particular, at least some sub-groups of irregular forms 
should not show priming effects (or, depending on the researcher, there should just be ‘partial 
priming’, i.e. a reduction of degree in these (cf. Silva & Clahsen, 2008)). Tyler and Marslen-
Wilson (1997) have suggested that speakers may ‘reanalyze’ irregularly-inflected forms as part 
of the base form, to which they are linked at the semantic but not phonological levels (cf. 
Marslen-Wilson & Tyler, 1998); this may explain occasional priming for irregular forms. At the 
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same time, some non-compositional accounts postulate that related forms are clustered together 
in the lexicon, which could give rise to priming effects (Alegre & Gordon, 1999). 
1.2.3.1 Monolingual speakers 
Several studies have shown that morphological priming exists independently of semantic 
and formal priming in native speakers in a way that is consistent with compositional accounts. 
Two studies with L1 Spanish speakers have shown that morphological priming has a distinct 
time course from that caused by semantic or formal overlap (Domínguez, Segui, & Cuetos, 2002; 
Sánchez-Casas, Igoa, & García-Albea, 2003). Morphological priming has also been shown to 
occur independently of semantic and formal overlap in Arabic (Boudelaa & Marslen-Wilson, 
2015), and of formal overlap in Swahili (Foote, Spinner, & Upor, 2014). In addition, 
morphological priming has also been found in masked priming paradigms which present the 
prime too quickly for conscious recognition of the prime; this is thought to involve an early stage 
of lexical access that is not sensitive to formal similarities (cf. Jacob & Kırkıcı, 2016). Masked 
priming studies showing priming for regularly-inflected words in L1 speakers include Silva and 
Clahsen (2008) (English), Kırkıcı and Clahsen (2013) (Turkish), Coughlin and Tremblay (2015) 
(French) and Foote (2017) (Spanish). Different neurological priming studies have also found that 
only regular forms cause the ERP priming effect in L1 speakers (Münte, Say, Clahsen, Schiltz, & 
Kutas, 1999 (English); Rodriguez-Fornells et al., 2002 (Spanish)). In another ERP study, Allen, 
Badecker, and Osterhout (2003) asked L1 English speakers to read sentences in which the main 
verb was either regular or irregular, and either had a tense error or not. The P600 component 
appeared earlier with ungrammatical irregular items, which is taken as evidence that these items 
are processed as wholes; whole-item processing being faster, it therefore allows for faster 
detection than the (sometimes) compositional processing of regular forms.  
Priming has also been found for both regular and irregular forms, but to different degrees, 
for instance with Sonnenstuhl, Eisenbeiss, and Clahsen (1999) (L1 German) and Veríssimo and 
Clahsen (2009) (L1 Portuguese), which found that priming for irregular or non-default forms was 
‘partial’, i.e. reduced in degree vis-à-vis the identity priming condition but greater than the 
unrelated priming condition. Proponents of dual mechanism models have proposed different 
ways in which this result may emerge from dissociated representation and processing 
mechanisms for regular and irregular morphology, including that speakers may create separate 
lexical entries in which irregular allormophs are linked to the base form (Marslen-Wilson & 
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Tyler, 1998; Veríssimo & Clahsen, 2009). Another possibility is that partial priming reflects a 
greater tendency towards non-compositional processing with a particular structure: some 
speakers use compositional processing and experience morphological priming, whereas others do 
not (cf. Silva & Clahsen, 2008). This possibility seems especially promising for morphologically 
rich languages in which there may be multiple ‘regular’ rules and irregular forms are more easily 
decomposed into stem and affix than in English. In fact, robust priming has been observed in 
morphologically rich languages with verbs that vary from regular to highly irregular (L1 
Russian, auditory design: Gor & Cook, 2010; L1 Russian, cross-modal design: Gor & Jackson, 
2013; L1 French, cross-modal design: Meunier & Marslen-Wilson, 2004; L1 Italian, cross-modal 
design: Orsolini & Marslen Wilson, 1997). Other researchers have proposed that behavioral 
priming with English irregular verbs is merely obscured by inhibition from intralexical 
competition between orthographically similar forms which does not occur during parsing of 
regular forms into stem and affix, particularly in a cross-modal paradigm (cf. Allen & Badecker, 
2002; Feldman, Kostić, Basnight-Brown, Fillopivić Durdević, & Pastizzo, 2010; Stockall & 
Marantz, 2006). At the same time, priming for regular and irregular forms may be interpreted as 
support for a non-compositional account. One such study is Basnight-Brown et al. (2007), who 
found equal facilitation for cross-modal morphological priming by regular and irregular forms in 
L1 English speakers when controlling for semantic richness. In an auditory ERP priming task, 
Justus et al. (2008) found no behavioral morphological priming with L1 English speakers, 
however, the ERP priming effect was present for both regular and irregular morphological 
primes, and this occurred on a different time course than an orthophonological control condition. 
1.2.3.2 Bilingual speakers 
 Two masked priming studies with L2 speakers of French (Coughlin & Tremblay, 2015) 
and Spanish (Foote, 2017) have shown morphological priming with regular forms, indicating 
sensitivity to morphological structure and the availability of compositional processing. Coughlin 
and Tremblay also found that degree of priming increased with proficiency in the L2. 
Proficiency in the L2, as well as the L1, have also been found to influence L2 morphological 
priming patterns in other studies. Basnight-Brown, Chen, Hua, Kostić, and Feldman (2007) 
found cross-modal priming for regular English verbs with L1 and L2 speakers, however, priming 
for irregular  verbs was differentiated by language background: L1 English and L1 Serbian 
speakers showed priming with at least some irregular verbs, but L1 Chinese speakers showed 
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priming with only regular forms. De Diego Balaguer, Sebastián-Gallés, Díaz and Rodríguez-
Fornells (2005) also observed different ERP priming patterns in Spanish in proficient Spanish-
Catalan bilinguals exposed to only one of the two languages in childhood: all speakers 
experienced ERP priming with regular primes, the early Catalan group showed ERP priming for 
semi-regular and irregular verbs, and the early Spanish group only showed ERP priming for 
semi-regular verbs. 
Two studies with speakers of Russian illustrate the importance of proficiency level in late 
learners. Gor and Jackson (2013) performed an auditory priming study with L1 and L2 Russian 
speakers at three proficiency levels (advanced, high advanced and superior). Gor and Cook’s 
(2010) cross-modal priming study compared L1 Russian speakers to low-proficiency and 
advanced L2 speakers, and early bilingual heritage speakers. Early learners were found to have 
robust priming for regular, semi-regular and irregular verbs. However, L2 speakers showed 
different patterns by proficiency level. Gor and Jackson found that the lowest-proficiency 
speakers did not show priming for semi-regular and low lemma-frequency verbs, and the two 
lowest proficiency levels showed no priming for irregular forms. Gor and Cook found that L2 
speakers had less priming for the more irregular stimuli compared to primes that were regular, 
high frequency and transparent. Priming also increased in degree with proficiency. This may 
indicate that more exposure to the language is necessary for L2 speakers to experience 
morphological priming with inflectional patterns that are not regular, morphologically 
transparent and high type frequency. 
In some studies, however, bilingual speakers have not shown the same level of sensitivity 
to morphological structure as native speakers. Feldman et al. (2010) found masked 
morphological priming for regular and irregular forms in L1 and L2 English speakers (L1 
Serbian), but attributed this to formal priming in L2 speakers (there was no semantic priming 
condition for comparison). However, both L1 and L2 speakers showed morphological priming 
with regular forms in a cross-modal priming task; this was much greater in L1 speakers, and only 
‘fully reliable’ in L2 speakers, compared to irregular forms. Two other studies, Silva and 
Clahsen (2008) and Kırkıcı and Clahsen (2013), tested L1 and L2 speakers of English and 
Turkish, respectively, and both found that while native English speakers showed masked 
morphological priming equivalent to identity priming, L2 speakers showed partial priming for 
derived words and none for inflected words. Jacob and Kırkıcı (2016) extended Kırkıcı and 
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Clahsen to heritage speakers of Turkish. They found significant morphological and orthographic 
priming, which they interpret to mean that morphological priming results from extra focus on 
decoding the mapping between Turkish and German orthography; this is thought to interfere 
with morphological decomposition in a time-compressed task. This interpretation would stand at 
odds with Gor and Cook’s (2010) findings of cross-modal priming with heritage speakers of 
Russian.  
1.2.3.3 Summary 
Comparing across behavioral priming studies is a challenge given differences in stimuli, 
priming conditions, priming presentation, behavioral response, and other aspects of study design. 
However, in summary it can be seen that many behavioral and priming studies have found 
morphological priming in both monolingual and bilingual speakers that cannot be reduced to 
semantic or formal priming effects. However, there is variation in whether morphological 
priming occurs with irregularly-inflected forms, and what the criteria should be for declaring that 
regularly- and irregularly-inflected forms are dissociated in their priming effects. At the same 
time, compared to L1 speakers, L2 speakers have less often shown sensitivity to morphological 
structure. Studies have demonstrated that the L1 and language proficiency may influence the 
degree to which L2 speakers can experience morphological priming, and with what inflectional 
patterns. Regarding heritage speakers, the two existing studies known to the author reached 
seemingly opposite conclusions: Jacob and Kırkıcı (2016) find that morphological processing in 
heritage speakers of Turkish is not independent of formal priming, whereas Gor and Cook (2010) 
find that early learners of Russian experience robust morphological priming (though the authors 
did not report on a semantic or orthographic control condition).  
It has been observed that the likelihood of finding morphological priming in L2 speakers 
seems to depend on characteristics of the priming task, in particular whether it is a masked 
priming task or not. Masked priming may tap a modality-specific ‘access representation’ 
whereas unmasked or auditory priming may tap a ‘central lexical entry’ (cf. Clahsen et al., 2010; 
Foote, 2017; Kırkıcı & Clahsen, 2013). If this accounts for some of the variation between 
studies, it may be the case that access representations differ between speakers, possibly even 
between speakers that all have early or late exposure to a language. It is also possible that late 
learners’ morphological processing is, while not fundamentally different from native speakers, 
sometimes too slow to take advantage of masked morphological priming (cf. Gor, 2010).  
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 1.2.4 Summary and directions for the present thesis 
Given the above review of existing literature on this topic, Table 2 presents an overview 
of the research questions to be addressed in the present thesis regarding the morphological 
processing of monolingually-raised native, early bilingual heritage and L2 speakers of Spanish.  
 
Table 2 Research questions for the present thesis 
Experiment 1: Nonce verb production and acceptability judgment 
R1: What inflectional patterns do Spanish speakers productively use on nonce verbal forms? 
R2: What inflectional patterns do Spanish speakers give high acceptability ratings to on nonce 
verbal forms? 
R3: How is the answer to R1 and R2 influenced by morphological factors (regularity, type 
frequency) and lexical/phonological factors (degree of similarity to the real regular and 
irregular verbs, lexical frequency)?   
Experiment 2: Speeded oral production of real inflected verbs 
R4: How is accuracy on this task influenced by morphological factors (regularity, type 
frequency) and lexical knowledge of the target form? 
R5: When participants produce errors, what inflectional patterns do they productively extend 
in their errors?  
Experiment 3: Primed lexical decision task 
R6: Is there significant behavioral morphological priming with both a masked and unmasked 
presentation? If so, is this priming distinct from/independent of semantic or formal priming, 
and does it occur with both regular and irregular forms? 
Overall 
R7: Are results from Experiments 1-3 most compatible with a compositional or non-
compositional account for all three speaker groups? 
R8: Is morphological processing uniform across task type (receptive vs. productive, 
written/visual vs. oral/auditory, implicit vs. explicit) in all three speaker groups?  
R9: Is there any evidence of qualitative differences in morphological processing between L2 
speakers on the one hand, and native and heritage speakers on the other?  
R10: Given the availability of both compositional and non-compositional processing (i.e. a 
dual mechanism approach), do Spanish speakers show different tendencies towards one or the 
other based on key aspects of Spanish verbal morphology (type frequency, and regularity)? 
 
The following chapter briefly reviews aspects of Spanish verbal morphology relevant to 
the research questions before beginning the presentation of Experiments 1-3.  
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CHAPTER TWO: SPANISH VERBAL MORPHOLOGY 
 
2.1 OVERVIEW OF SPANISH VERBAL MORPHOLOGY 
This chapter reviews relevant aspects of Spanish verbal morphology and explains how 
these aspects make Spanish an attractive object of study for the present thesis.5 One such aspect 
is that Spanish forms are easily parsed into stem and affix, even when irregular. English presents 
a binary opposition between regular forms that maintain the stem and add a regular suffix (walk-
walked), and highly irregular forms that are not composable into stem and suffix (bring-
brought). Table 3 contrasts the fully regular Spanish verb caminan (they walk) with the irregular 
one piensan (they think), which are equally decomposable.  
 
Table 3 Morphological structure of caminan (they walk) and piensan (they think) 
 caminan (they walk) piensan (they think) 
Lexical stem: camin- piens- 
Thematic vowel: -a- -a- 
Tense, aspect and mood: -Ø- -Ø- 
Person and number:  -n -n 
 
Shown in white in Table 3 is the lexical stem of each verb; changes to this morpheme vis-
à-vis the citation form or infinitive are what determine ir/regularity in Spanish. While caminan 
maintains the stem of the citation form (caminar, to walk), piensan has a diphthongizing stem-
change from the infinitive pensar (to think). Following the lexical stem are up to three different 
inflectional suffixes shown in gray in Table 3. The thematic vowel designates the verb’s verb or 
conjugational class, often referred to as the AR, ER and IR classes as a reference to the infinitive 
ending of each class (as in caminar, to walk; correr, to run; and vivir, to live). The thematic 
vowel can be seen as part of ‘morphology on its own’ since it relates to the inflectional class of 
the verb but not to any other aspect of the grammar or lexicon (cf. Veríssimo & Clahsen, 2009). 
Following the thematic vowel, a finite verb may contain a tense, aspect and mood morpheme, 
and then a person and number morpheme, although as is evident in Table 3, in some inflected 
forms a given morpheme may be absent (but see recent analysis by Piñeros (2017)).  
 
5 For more information about Spanish verbal morphology, the reader is encouraged to consult Hualde, Olarrea, 
Escobar, and Travis (2009). 
24 
 
In addition to its transparent morphological decomposability, Spanish verbal morphology 
presents regularity that is more graded than the binary oppositions of English. The high type 
frequency diphthongizing stem change exemplified by piensan applies to some (but not all) 
verbs that have -e- or -o- as the stem-final vowel; when it does apply, it occurs in all 
conjugations where the stem-final vowel is stressed, as shown in the first two columns of Table 4 
alongside the o > ue stem-changing verb volver (to return) (the stressed syllable in each 
conjugation is in bold). A different vocalic stem change is presented in the third column of Table 
4 in seguir (to follow), a verb with a vowel-raising stem change from -e- to -i-. This applies most 
commonly only to IR class verbs with stem-final -e- when that conjugation’s inflectional suffixes 
(Table 4 shows these underlined) do not include i.  IR verbs with stem-final -e- and -o- also 
experience an obligatory vowel raising stem-change in third person forms of the preterite tense 
(dormir-durmió/durmieron, to sleep-s/he slept/they slept). Vowel raising also occurs in the first 
person plural form of the present subjunctive (morir-muramos, to die/we die). The stem changes 
shown in Table 4 are therefore conditioned by predictable aspects of the tense, verb class and 
phonological environment. However, whether or not a particular verb stem-changes can be a 
random property. For instance, inventar (to invent) and flotar (to float), in addition to most other 
AR and ER verbs with stem-final o or e, do not stem change (*invienta, *flueta). This is not true 
for IR verbs, virtually all of which stem-change if they have stem-final -o- or -e-, but whether the 
-e- diphthongizes or raises is less predictable in the present tense.6 
 
Table 4 Diphthongizing stem changes in pensar (to think) and volver (to return), and vowel-
raising stem changes in seguir (to follow) 













































6 In the verb database to be described in the following sub-section, only 13 IR verbs were found to have stem-final -
o- or -e- that did not stem-change.  
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Spanish also includes other more idiosyncratic irregularities, some of which are presented 
in Table 5 alongside a regular verb from the same person, verb class and tense for comparison. 
Many of these irregularities are instantiated in extremely high token frequency lexical items, but 
their type frequency is low— in some cases as low as a single lexical item—and they are not 
determined by predictable or common phonological environments. Strong preterite verbs also 
present the only cases of irregular suffixation known to the author: they receive stress on the 
lexical root instead of the inflectional suffixes like regular preterite forms, also shown in Table 5. 
It can also be seen in that the inflectional endings of the strong preterite forms are themselves 
irregular; this is true with some grammatical persons in strong preterite verbs from all three verb 
classes. 
 
Table 5 Other low type frequency irregular Spanish inflectional patterns 
Irregularity Example Regular verb for 
comparison 
Irregular first person singular forms in the 
present indicative 
dar-doy  
(to give-I give) 
caminar-camino  
(to walk-I walk) 
 







(to walk-I walk) 




Strong (i.e. vowel-changing) irregular 
preterite forms 
poner-puse  




(to walk-I walked) 
 
caminé [cami-né] 
Other sporadic irregularities affecting a 
single lexical item 
jugar-juego  
(to play-I play) 
caminar-camino  
(to walk-I walk) 
 
It is worth noting that as degree of irregularity increases in Spanish verbs, degree of 
de/composability generally does not: while highly irregular in both stem formation and 
suffixation, puse is just as easily parsed into stem and affix as caminé. Thus, research on Spanish 
can separate questions of composability from irregularity. At the same time, irregular Spanish 
forms can be distinguished in degree of irregularity and type frequency. These factors are all 
confounded in the English past tense, which has one only high type frequency regular pattern, 
and a handful of extremely low type frequency irregular patterns (cf. Gor, 2007).  
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Verb class is another variable that distinguishes English and Romance verbal 
morphology. Busquets and Bonzi (1993) state that over 90% of Spanish verbs belong to the 
default AR class, with remaining verbs split more or less evenly between the non-default ER and 
IR classes (4.6% and 4.75%, respectively). As the default class, the AR class is the only 
productive class, so this discrepancy stands to become more exaggerated over time. Nearly all 
regular verbs are AR verbs; most irregular verbs are ER verbs (4%), followed by AR verbs (3%) 
and IR verbs (2.75%). Different kinds of irregularities are also unequally distributed across the 
three conjugational classes and different tenses (cf. Bowden et al., 2010). Diphthongization of 
stem-final -o- and -e- can occur in all three verb classes, but most AR and ER verbs that could 
(in theory) experience these stem changes do not. In contrast, these stem changes are close to 
obligatory in the IR class, and vowel-raising only occurs in the IR class. Irregular past participles 
and strong preterite forms are also almost entirely ER and IR verbs. Regarding tense, the 
preterite tense is nearly entirely regular with a few very high token frequency strong lexical 
items; the present tense has a comparatively larger number of irregular items and a greater 
variety of irregularities; other tenses, such as the imperfect indicative, are nearly all regular. 
Factors such as verb class and tense that are independent of regularity may therefore still 
influence speakers’ tendency towards compositional or non-compositional processing.  
 
2.2 ANALYSIS OF SPANISH VERB DATABASE 
In preparation for this thesis, it became apparent that a verb’s conjugational class and 
regularity may interact with part of the phonological content of the verb, the rhyme of its stem 
(henceforth, rhyme). Defining the rhyme as the accented vowel of the stem and any other sounds 
in between the accented vowel and the infinitive ending, Brovetto and Ullman (2005) state that 
“there are certain rhymes that are more present in [AR] verbs, and others that typically appear in 
[ER and IR] verbs” (p. 99) and that some rhymes occur more frequently with stem-changing 
verbs or regular verbs (p. 102). However, it is not clear how this was confirmed, although 
Brovetto and Ullman did find that the rhyme was influential in native speakers’ use of different 
inflectional patterns. 
In order to examine this potential confounding factor before preparing experimental 
stimuli for the present thesis, the author prepared and analyzed a database of Spanish verbs for 
an association between rhyme and ir/regularity. The database originates from a list of 13,457 
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regular verbs and 1,532 irregular verbs from the Wiktionary or Wikcionario, a free content 
multilingual dictionary created as a companion to Wikipedia (Lista de verbos irregulares del 
español contenidos en Wikcionario, 2015; Lista de verbos regulares del español contenidos en 
Wikcionario, 2015). Lemma frequency counts were taken from the EsPAL database (Duchon, 
Perea, Sebastián-Gallés, Martí, & Carreiras, 2013) adding together counts from both the written 
and subtitle corpora, and eliminating those verbs that had a total lemma frequency count of 0. 
EsPAL codes reflexive and nonreflexive forms separately, and reflexive forms were only 
included if they were listed in the Wikcionario. Ten other items were also eliminated.7 The 
remaining 710 irregular and 7,451 regular verbs were then hand coded for verb class, stem-final 
vowel and rhyme, following Brovetto and Ullman (2005). For example, the rhyme of combinar 
(to combine) was labeled as in.  
The distribution of lemma frequency for regular and irregular verbs in the three verb 
classes in the Wikcionario database are shown in Figure 1. It is clear that the these verbs 
represent a large (although doubtless not an exhaustive) sample of Spanish verbs spanning a 
wide range of lexical frequency. The Wikcionario also seems to conform to the generalizations 
of Busquets and Bonzi (1993): 88.9% of AR verbs are regular (7255 out of 8161 tokens), and 
only 4.17% (303 out of 7255 tokens) of AR verbs are irregular. In contrast, there are far fewer 
regular ER and IR forms compared to AR verbs, and irregular ER and IR forms are much closer 
in number to their regular counterparts.  From this dataset, all verbs that had a stem-final -e- or -
o- and could therefore potentially experience a diphthongizing stem change were selected for 
further analysis, excluding the following: AR verbs ending in -ear (such as parquear, to park) 
and verbs whose stems end with o directly before thematic vowel (such as corroer, to rust), 
because these are never stem-changing; and idiosyncratically stem-changing verbs, such as jugar 
(jugar-juego, to play-I play). Among these, a total of 183 different rhymes were found; a total of 
123 rhymes were used in exclusively non-stem-changing tokens, and only three were exclusively 
 
7 Also removed from consideration were colorir (to color) and manir (to hang for seasoning, i.e. meat), two 
extremely low-frequency regular verbs that are not commonly used in all persons. Five regular verbs, alfar(se), 
apurrir(se), condesar(se), espalar(se), and incusar(se), each with a total lemma frequency of less than one count per 
million, were deleted from the regular list in error. Five irregular verbs were deleted from the irregular list in error: 
aferrar (15.95 counts per million), aferrarse (9574.34 counts per million), anegar (2.65 counts per million), 
anegarse (2.42 counts per million), aterrarse (9571.07 counts per million). Unfortunately, these had a considerably 
higher frequency than the erroneously deleted regular verbs. 
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stem- changing. Of the 57 remaining rhymes, 40 were associated with fewer than 50% stem-
changing tokens; the remaining 17 were associated with 50% or greater stem-changing tokens.  
A logistic regression was fit to predict the probability of a stem change based on the 
verb’s rhyme, class, and lemma frequency, with no interactions. To promote convergence, 
rhymes were removed whose tokens were invariably stem-changing or invariably non-stem 
changing, in addition to all IR class verbs since this class is nearly categorically stem-changing: 
out of the 165 IR class verbs with stem-final -o- or -e-, only 13 are non-stem changing. This 
reduced the dataset by 33.09% (from 2780 tokens down to 1860). The regression was fit using 
glm function from the base package in R (Version 3.5.0, R Foundation for Statistical Computing, 
2018) and had the structure indicated in (1):  
 
(1) Logistic regression on stem change probability:  
Log-odds of probability that STEM CHANGE==“YES” ~  RHYME + VERB CLASS + LEMMA 
FREQUENCY 
Link function = logit 
 
Significant effects are displayed in Table 6. There were no significant effects for lemma 
frequency (p<0.99) or any of the rhymes compared to the reference level, e (p<0.99). However, 
pairwise comparisons using the emmeans function from the emmeans package in R (Lenth, 
Singmann, Love, Buerkner, & Herve, 2018) were generated to compare all the rhymes, and these 
indicated that 29 of them were significantly different from at least one other rhyme in a total of 
78 pairwise comparisons (p<0.05). Predicted probabilities generated for the rhymes defy a 
straightforward interpretation, however: predicted probabilities of the rhymes involved in a 
significant pairwise comparison ranged from p=0.022 to p=0.093. However, the range of 
predicted probabilities for all the rhymes is much greater, from p=0.0001 to p=0.093, and 
sometimes the difference in predicted probabilities between rhymes in a significant pairwise 
comparison was as small as 0.05. Thus, while none of the rhymes are significantly different from 
the reference level rhyme, it is possible that a small number of the rhymes are significantly more 
associated with a stem change than some of the other rhymes. Finally, predicted probabilities 
were also generated to compare the ER and AR class, which indicate that the predicted 
probability of experiencing a stem change is roughly four times as great in the ER class (ER: 
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Mean lemma frequency: 2904.69 (sd=4856.79, range: 0-43644.90)
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Table 6 Summary of mixed logistic regression on probability of stem change by verb class, 
lemma frequency and rhyme (Experiment 2) 
 
Predictor B SE B z p Predicted 
probability 
Intercept -19.07 1249.46 -0.02 0.99 - 
Verb class 
AR 
















Lemma frequency 0.1 0.07 1.56 0.12 - 
Rhyme 
e 
eñ vs. e 
eb vs. e 
ebr vs. e 
ed vs. e 
edr vs. e 
eg vs. e 
ej vs. e 
el vs. e 
eld vs. e 
em vs. e 
embl vs. e 
embr vs. e 
empl vs. e 
en vs. e 
end vs. e 
ens vs. e 
ent vs. e 
enz vs. e 
er vs. e 
erb vs. e 
ern vs. e 
err vs. e 
ert vs. e 
erv vs. e 
es vs. e 
est vs. e 
et vs. e 

























































































































































Table 6 (cont.) 
ez vs. e 
oñ vs. e 
ob vs. e 
obl vs. e 
oc vs. e 
od vs. e 
og vs. e 
ol vs. e 
olc vs. e 
old vs. e 
olg vs. e 
oll vs. e 
olt vs. e 
olv vs. e 
on vs. e 
ont vs. e 
onz vs. e 
or vs. e 
orc vs. e 
ord vs. e 
orm vs. e 
orn vs. e 
ort vs. e 
orz vs. e 
os vs. e 
ost vs. e 
ostr vs. e 













































































































































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Model evaluation 
AIC: 1492.7                                         BIC: 1818.85   
Log likelihood:  -687.34 (df=59) 
Null deviance:   1899.7  (df=1859)      Residual deviance: 1374.7 (df=1801) 
Model structure 
Probability of log-odds that STEM CHANGE==“Yes” ~  RHYME + VERB CLASS + LEMMA 
FREQUENCYǂ 
Link function = logit 




Given the shortcomings of this dataset, it is not possible to reach definitive conclusions 
about all Spanish verbs based on this analysis. However, some support is found for Brovetto and 
Ullman’s (2005) assertion that rhymes are a significant predictor variable of stem change status. 
On the one hand, it is descriptively true that some rhymes instantiated in verbs from the 
Wikcionario appear exclusively with stem-changing or non-stem-changing (regular) verbs. In 
addition, for the rhymes whose verbs are variably stem-changing, the above-reported regression 
found that a handful of rhymes are significantly more associated with probability of a stem 
change than a handful of other rhymes. There is an indication that verb class is an important 
predictor of a stem change: not only are IR class verbs almost categorically changing, the 
regression did find that ER class verbs are significantly more likely to be stem-changing than AR 
class verbs. It is also possible that the smaller number of rhymes that are used only/mostly with 
stem-changing verbs are more salient cues to stem-change status compared to the dozens of 
rhymes used with only/mostly regular forms. This seems especially plausible for classroom 
learners who, already having smaller vocabularies, are trained extensively on irregularities that 
may be as rare as a single token (cf. Gor & Chernigovskaya, 2003, 2005). For this reason, in 
spite of the non-significant result for rhyme in the above-reported regression, in designing 
experimental materials for the present thesis, careful consideration was made as to whether a 
rhyme is used exclusively or variably with stem-changing tokens in the Wikcionario database. 




CHAPTER THREE: NONCE VERB PRODUCTION AND ACCEPTABILITY 
JUDGMENT (EXPERIMENT ONE) 
 
Experiment 1 of the present thesis examines Spanish speakers’ productions and 
acceptability judgment of inflected nonce verbal forms that they were asked to treat as real 
Spanish words. The theoretical accounts presented in Chapter 1 make different predictions about 
participants’ performance in such a task. Non-compositional accounts largely predict that 
regularizations and irregularizations should be roughly similar in frequency/acceptability rating, 
given similar phonological environments and similar lexical frequency in the items instantiating 
those environments. As will be shown, phonological environment in Experiment 1 is represented 
by the regularity of the rhyme used to make the nonce verbs; non-compositional accounts would 
predict that ir/regularizations would be more frequent/have higher acceptability ratings on verbs 
with rhymes that match in ir/regularity. Nonce verbs also vary in similarity to (any) real Spanish 
verb, and in the lexical frequency of the real verb used to make the nonce verbs. In a non-
compositional account, these should interact with the rhyme: ir/regularizations should increase in 
frequency/acceptability on nonce verbs with rhymes that match in ir/regularity as their similarity 
to a real verb increases, and as the lexical frequency of the real source verbs increases.  
In contrast, compositional accounts predict that the above would apply only or primarily 
to irregularizations; irregularizations may also increase in frequency as level of similarity to 
(any) real verb increases, regardless of the regularity of the rhyme. In contrast, regularizations 
will be more frequent overall, and show greater independence of stored lexical entries and their 
phonological patterns. In a compositional account that permits multiple probabilistic rules, type 
frequency will also be influential. In the present experiment, type frequency varies across the 
nonce verbal forms’ tense and verb  class. Stimuli include both present tense and past participle 
forms. The present tense has an irregularity that is higher type frequency than irregular past 
participle, so there should be more present tense stem changes than irregular past participles. The 
ER and IR classes also have more irregular verbs, so irregularities may be more likely in these 
classes. Also, per Gor and Cook (2010), L2 learners may produce more irregularizations and be 
more adept at interpreting morphological cues to ir/regularity than naturalistic learners. This is a 
different prediction than accounts based in maturational constraints (Clahsen & Felser, 2006; 
Clahsen et al., 2010; Ullman, 2001, 2005), which would predict a greater frequency of 
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irregularizations in late learners that tapers off with increasing proficiency, and occurs without 




3.1.1 Language background 
All participants were students, faculty or staff of the University of Illinois at Urbana-
Champaign, or members of the local community.8 A total of 89 participants9 were tested, 
including 19 native speakers of Spanish raised in primarily Spanish-speaking countries (10 
males), all but one of whom reported being born and raised in a primarily Spanish-speaking 
country or territory.10 All used Spanish in childhood as a home language11 and reported an age of 
initial exposure to Spanish of 0. Some reported early childhood exposure to English, but based 
on reported home languages and family members’ knowledge of English, this is assumed to have 
occurred outside the home, most likely in school; all had studied English as adults and were to 
some extent bilingual. Native speakers of Spanish reported that at time of testing that they had 
spent an average of 5.2 years in an English-speaking country (sd=4.89, range: 0.17-17). 
Nearly all other participants, which included 23 heritage speakers of Spanish (3 males) 
and 44 L2 speakers of Spanish (9 males), reported being born and raised in a primarily English-
speaking country, with the exception of three heritage speakers who arrived at age 5 or earlier 
from a primarily Spanish-speaking country. Nearly all heritage speakers’ parents were born in a 
primarily Spanish-speaking country, whereas nearly all L2 speakers’ parents were born in the 
 
8 Some participants in the three experiments reported in the present thesis participated in more than one experiment; 
this was true of slightly less than one third (n=51, 30.72%) of all participants whose data was included in at least one 
of the three experiments. Four of these participated in more than one experiment within the same month, with a time 
lapse ranging between 5-17 days. In the remaining cases, the time lapse was between 35 and 295 days, with an 
average of 132.51 days overall. 
9 One L2 speaker participant’s data was lost in error and later replaced. Four other participants were re-classified 
across language background groups, or discarded, due to unexpected variations in reported experience with Spanish 
and English. As a result, Participant 325 (heritage) filled out the native speaker background questionnaire which 
lacked many of the questions given to L2/heritage speakers, and participants are slightly unbalanced across the 
questionnaire types (see Table 19, Section 3.2.3). 
10 One native speaker participant reported being born in the U.S. Their reported age of time of testing at 26 and they 
said they had spent 4 years in the U.S., indicating that they were not raised and educated there. 
11 One native speaker participant who immigrated to the U.S. at age 12, also reported using both Spanish and 
English at home. Another who immigrated to the U.S. at age 17 reported use of Spanish and English at home, but 




U.S. or another primarily English-speaking country. All heritage speakers reported childhood use 
of Spanish as the home language; a majority (69.57%, n=16) reported use of English in the home 
as well. Some L2 speakers reported early childhood exposure to Spanish, but based on reported 
home languages and family members’ knowledge of Spanish, this is assumed to have occurred 
outside the home, most likely in school.12 Some L2 and heritage speaker participants were also 
heritage speakers of languages other than Spanish.13 Nearly all participants had completed at 
least some college coursework at the time of testing, including high reported rates of experience 
with formal instruction in Spanish in both L2 and heritage speakers. Compared to L2 speakers, 
heritage and native speakers reported greater use of Spanish in their day-to-day lives and more 
lifetime experience traveling to majority Spanish-speaking countries. L2 speakers in turn 
reported greater daily use of English than the other two groups. 
After making a few corrections based on other information reported in the biographical 
questionnaire, a one-way ANOVA was performed on the three participant groups’ reported age 
of initial exposure to English and to Spanish. The ANOVA was significant for both Spanish 
(F(2,83)= 212.9, p<0.0001) and English (F(2,83)=95.59, p<0.0001). Tukey’s HSD-corrected 
post-hoc comparisons indicate that age of initial exposure to Spanish was not significantly 
different in native (mean age: 0) and heritage speakers (mean age: 0.67 years, sd=1.55, range: 0-
6) (p<0.64), but was significantly later in L2 speakers (mean age: 11.02, sd=3.14, range: 5-18) 
than in the other two groups (p<0.0001). L2 speakers in turn have the earliest age of initial 
exposure to English (mean age: 0.11, sd=0.75, range: 0-5), followed by heritage speakers (mean 
age: 2.22, sd=2.52, range: 0-6) and native speakers (i.e. of Spanish) (mean age: 8.26, sd=3.49, 
range: 3.5-16) (p<0.001).  
 
3.1.2 Age and proficiency at time of testing 
All participants reported age at time of testing and gave self-ratings in Spanish, in 
addition to completing a written multiple choice Spanish proficiency test consisting of 20 
 
12 One L2 participant reported speaking Spanish since age 5 in their home with their parents, who are non-fluent L2 
speakers of Spanish attempting to learn the language themselves; this was not considered grounds to reclassify them 
as a heritage speaker. 
13 There was one heritage speaker of Polish in both the L2 and heritage speaker participant groups, and other L2 
speakers reported home exposure to Italian, Greek, Tagalog, Hindi and Turkmen. One other participant indicated 
that their father knew French, but gave no indication of being exposed to French in the home. All English speakers 
aside from one heritage speaker of a non-Spanish language reported an age of initial exposure to English of 0; the 
one exception was first exposed to English at age 5 when they started school. 
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vocabulary questions and 30 cloze items. Participant groups were compared on these measures in 
a series of one-way ANOVAs with Tukey’s HSD-corrected post-hoc comparisons when 
appropriate. Age at time of testing was not matched across participant groups (F(2,83)=4.56, p< 
0.01); heritage speakers (mean age: 22, sd=4.76, range: 18-41) were significantly younger than 
native speakers (mean age: 27.26, sd=5.24, range: 20-43) (p<0.02), and close to significantly 
younger than L2 speakers (mean age: 25.16, sd=6.38, range:19-48) (p<0.09) at time of testing.  
Regarding Spanish proficiency, all measures converged to indicate that L2 speakers were 
less proficient on the whole than native and heritage speakers, but with variable differences in 
skill level by type of language use. Mean score on the written proficiency test was significantly 
different between the three groups (F(2,83)=17.55, p<0.0001) such that L2 speakers had the 
lowest mean score (33.16, sd=11.5, range: 15-49), followed by heritage speakers (39.56, 
sd=6.91, range: 23-47) and native speakers (47.68, sd=1.49, range: 45-50) (p<0.02). Participants 
also gave self-ratings for overall skill level in Spanish, as well as skill level for reading, writing 
listening comprehension and speaking, choosing between native, advanced, good, okay or poor. 
These descriptors were assigned a numeric value from 1-5 and normalized. Results displayed in 
detail in Table 7 indicate that overall and in listening comprehension, native and heritage 
speakers gave themselves equivalent self-ratings and significantly higher self-ratings than L2 
speakers. In contrast, L2 and heritage speakers give themselves equivalent self-ratings, and 
significantly lower ratings than native speakers, in reading and writing. For speaking, self-ratings 
were significantly different in all three groups. 
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Table 7 Descriptive statistics of self-ratings in Spanish (Experiment 3) 
Overall  
Native speakers Heritage speakers L2 speakers 
Average 4.84 (sd=0.69, range: 2-5) 4.52 (sd=0.79, range: 2-5) 3.5 (sd=0.63, range: 2-4) 
One-way ANOVA: F(2,83)=32.04, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
                         L2-Heritage, p<0.0001 ***        Native-Heritage, p<0.3             Native-L2, p<0.0001 *** 
Reading 
 Native speakers Heritage speakers L2 speakers 
Average 5.00 (sd=0, range: 0) 4.04 (sd=0.88, range: 2-5) 3.68 (sd=0.67, range: 2-4) 
One-way ANOVA: F(2,83)=26.24, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
                        L2-Heritage, p<0.093                 Native-Heritage, p<0.0001 ***   Native-L2, p<0.0001 *** 
Writing 
 Native speakers Heritage speakers L2 speakers 
Average 4.95 (sd=0.23, range: 4-5) 3.83 (sd=0.98, range: 2-5) 3.53 (sd=0.55, range: 3-5) 
One-way ANOVA: F(2,83)=32.38, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.15                   Native-Heritage, p<0.0001 ***   Native-L2, p<0.0001 *** 
Listening Comprehension 
Average 5.00 (sd=0, range: 0) 4.7 (sd=0.63, range: 3-5) 3.5 (sd=0.76, range: 2-5) 
One-way ANOVA: F(2,84)=47.98, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.0001 ***           Native-Heritage, p<0.28           Native-L2,  p<0.0001 *** 
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Table 7 (cont.) 
Speaking 
Average 5.00 (sd=0, range: 0) 4.3 (sd=0.96, range: 2-5) 3.18 (sd=0.87, range: 2-4) 
One-way ANOVA: F(2,83)=38.4, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 







3.2 STIMULI, INSTRUMENTS AND METHOD 
Stimuli for this experiment were created by adapting Prasada and Pinker’s (1993) 
methods for creating English nonce verbs. They took real monosyllabic regular and irregular 
verbs and changed the initial or final consonant cluster (such as ning and plip) (p. 11), in addition 
to creating phonotactically strange nonce forms such as smeerg and ploamph (p. 12) that could 
not be closely similar to any real English verb.  Thus, participants’ behavior can be measured as 
a function of the nonce forms’ degree of phonological similarity to real regular and irregular 
verbs. The researchers’ reasoning for including phonotactically unusual or impossible nonce 
forms was as follows: if certain kinds of inflection are only generalizable to nonce forms that are 
phonologically similar to real words in which that inflection appears, it is strong evidence that 
the inflection is generalized via phonological analogy from existing lexical entries. In contrast, if 
an inflection is acceptable on nonce forms that are not similar to real words in which that 
inflection appears— including if the inflection is acceptable on nonce forms that are entirely 
unlike real English words—  that is strong evidence that the inflection is generalized 
compositionally, via a morphological rule that is independent of real lexical entries.  The present 
experiment adapted these methods to Spanish, creating two groups of nonce stimuli: one that 
could plausibly experience a diphthongizing stem change in the present indicative, and another 
that could plausibly be an irregular past participle form. Using these two tenses allows for a 
comparison of results with irregular inflection that differs in type frequency, complexity, and 
degree of predictability. 
 
3.2.1 Present Tense Stimuli 
To create ‘Spanish’ nonce infinitive verbs that could plausibly experience a 
diphthongizing stem change in the present indicative, the researcher selected rhymes from real 
verbs that: (a) contain o or e, and (b) were only used with regular (i.e. stem-maintaining) or 
irregular (i.e. stem-changing) verbs in the Wikcionario database as described in Chapter 2; these 
rhymes are henceforth referred to as ‘regular’ and ‘irregular’ on the basis of the real verbs from 
which they were taken. In a few cases, additional rhymes were added as will be explained. The 
rhymes were then adjusted to make them more or less similar to not only the real verbs that the 
rhymes were taken from, but any plausible Spanish verb. Table 8 shows the irregular rhymes, as 
well as an example of a real stem-changing verb instantiating that rhyme. The first three were 
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used only with irregular verbs of a particular verb class, and are the only exclusively stem-
changing rhymes in the Wikcionario database. The last two are used with a mix of regular and 
irregular verbs: (1) obl is used with slightly more stem-changing than non-stem-changing tokens 
(53.33%), although the non-stem-changing tokens have a higher mean lemma frequency: 4,109 
counts per million words compared to only 2,393 for stem-changing tokens; (2) ebr is used with 
only 30.8% stem-changing tokens, but the mean lemma frequency of these is much higher: 2,405 
counts per million words, compared to only 1,108 for non-stem-changing tokens. Table 9 shows 
the same information for regular rhymes, which were all used with only regular tokens of a 
particular verb class, with the exception of erg (er[h]). This rhyme is instantiated in eight tokens. 
Only three are from the IR class, but these rhymes have a much higher lemma frequency than the 
other forms, making this rhyme the closest possible one that might provide a regular rhyme from 
the IR class and allow a comparison with the irregular rhyme ench. The Wikcionario database 
did not provide a case of a regular rhyme from the ER class.  
 
Table 8 Irregular rhymes used to create stimuli (Experiment 1) 
Rhyme Examples with real Spanish verbs 
ontr encontrar (to find)  encuentra (s/he or it finds) 
erd perder (to lose)             pierde (s/he or it loses) 
ench henchir (to swell)             hinche (s/he or it swells) 
obl poblar (to populate)             puebla (s/he or it populates) 
ebr quebrar (to break)                   quiebra (s/he or it breaks) 
 
Table 9 Regular rhymes used to create stimuli (Experiment 1) 
Rhyme Examples with real Spanish verbs 
ell sellar (to seal)                      sella (s/he or it seals) 
etr penetrar (to penetrate)         penetra (s/he or it seals) 
ezcl mezclar (to mix)                   mezcla (s/he or it mixes) 
ogr lograr (to achieve)               logra (s/he or it achieves) 
op topar (to touch)                    topa (s/he or it touches) 
ompr comprar (to buy)                  compra (s/he or it buys) 
osc emboscar (to ambush)          embosca (s/he or it ambushes) 
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Table 9 (cont.) 
erg (er[h]) convergir (to converge)        converge (s/he or it converges) 
 
These rhymes were used as a base to construct nonce infinitives by adding to the 
beginning of the rhyme either a single randomly-chosen consonant, a randomly-generated CVC 
sequence,14 or an orthographically and phonotactically unacceptable letter sequence, creating 
one- and two-syllable stems. The nonce infinitives were completed by adding the infinitive 
ending that the rhymes were associated with in the real verbs from the Wikcionario database, as 
shown in Table 10. Each rhyme was used to create six total nonce stems, three with a one-
syllable stem and three with a two-syllable stem. Six more randomly chosen rhymes, three 
regular and three irregular, were used to create one more phonotactically unacceptable nonce 
form each. This allowed production and acceptability judgment responses to nonce forms that 
were entirely dissimilar to any real Spanish word, testing the acceptability and productivity of 
inflection with maximum independence from real lexical entries. The examples given in Table 
10 highlight that these nonce infinitives represent a continuum of phonological acceptability and 
similarity to real Spanish lexical items, with the one-syllable stems most representing these 
qualities and the phonotactically unacceptable items least representing them. Despite the 
weirdness of many of these nonce forms, additional measures were taken to prevent 
identification between the nonce forms and real Spanish words. Nonce infinitives, as well as 
their possible inflected forms, were verified not to be identical in writing or Latin American 
pronunciation to any existing entries in two online dictionaries: the Real Academia Española’s 
online Diccionario de Lengua Española (Diccionario de la lengua española - Edición del 
Tricentenario, 2015), and Wordreference.com (“English to French, Italian, German & Spanish 
 
14 A random list generator was used to create the pre-rhyme material for the nonce infinitives. Initial consonants for 
one-syllable stems were chosen from the following list: b, c, ch, d, f, g, j, l, m, n, p, r, s, t, v, z. Other possibilities 
were excluded for the following reasons: w, q(u) and k are rare letters whose sounds are approximated by other 
orthographic conventions; the phoneme represented by rr is spelled with a single r at the beginning of Spanish 
words; ñ, ll and y were excluded because in combination with e they would make it hard to detect the presence of a 
diphthong (i.e. “lle” versus “llie”) should the stimuli be adapted for use in an oral production experiment.  
 
For two-syllable stems, ll was permitted as a possible initial consonant, along with the other options from before. 
The final consonant of the CVC sequence was the same as the list given above, with the addition of rr as it is a 
possible grapheme in syllable-final position. Ll, y and ñ were still excluded for the reasons given above, however, 
one two-syllable stem had to be created with ñ at the onset of the second syllable in the nonce stem buñop, used to 
create buñopar. Any other sound would either duplicate the sounds already used in other items, or duplicate all or 
part of a real word. 
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Dictionary - WordReference.com,” 2015). For instance, in the consideration of the nonce 
infinitive mopar, mopar, mopa and muepa were all searched in the dictionaries. Mopa was found 
to be a real Spanish word, so mopar, mopa and muepa were all discarded. Additionally, nonce 
infinitives with two-syllable stems did not end in the same two syllables as any other nonce or 
real verb. For instance, the nonce verbs joblar and majoblar were both generated by the list 
randomizer, and majoblar was discarded so that it did not have the possibility of appearing to be 
a derived or otherwise related form of joblar.15 The full list of stimuli is available in Appendix 
A. 
 
Table 10 Structure of ‘present tense’ nonce infinitives (Experiment 1) 








puc osc ar 
mrefellar 
One- or two-syllable stem 
Phonotactically unacceptable 
mref ell ar 
 
3.2.2 Past participle stimuli 
The distinct morphological and lexical characteristics of irregular past participles was the 
motivation for using them to create a separate group of nonce stimuli: unlike diphthongizing 
stem changes, which are purported to be possible in any verb with a stem-final e or o, irregular 
past participles can be seen as restricted more closely to particular lexical items or small groups 
of related lexical items, such as the many verbs derived from (or that rhyme with) escribir (to 
write), or that end in –(s)olver (e.g. absolver, to absolve; absuelto, absolved), which is not 
transparently meaningful on its own. Table 11 shows the verbs or verb groups identified as a 
starting point for developing nonce stimuli that were phonologically similar to real verbs with 
irregular past participles. These verbs’ rhymes plus infinitive endings, when considered together, 
 
15 An exception was made for the one-syllable stem zell, used to create zellar. It was not possible to create a nonce 
verb that did not rhyme with sellar (to seal) in Latin American pronunciation. Another pair of rhyming items was 
created in error: tenchir, an acceptable one-syllable stem with an irregular rhyme, and stenchir, a phonotactically 
unacceptable stem with the same irregular rhyme. These items were not removed from analysis given the small 
number of items affected and their great distance from one another in the instruments. 
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are primarily associated with that particular lexical item and its irregular past participle form, 
regardless of the presence of other derivational suffixes or other lexemes with similar surface 
form. Consider the infinitives ending in -ecir listed in Table 12; while these are not all irregular 
along the lines of decir-dicho, decir is overwhelmingly more frequent. This makes decir an 
attractive option for use as a basis for creating nonce verbs because it plausibly represents a 
phonological pattern strongly associated with this irregular inflection. 
 




Example/s with real Spanish verbs 
decir decir (to say)   dicho (said) 
morir morir (to die)   muerto (died) 
pudrir pudrir (to rot)   podrido (rotten) 
romper romper (to break)  roto (broken) 
poner/ver poner (to put)   puesto (to put) 
ver (to see)   visto (to see) 
-brir16 cubrir (to cover)  cubierto (covered) 
abrir (to open)  abierto (opened) 
-olver17 volver (to turn)  vuelto (turned) 
resolver (to resolve)  resuelto (resolved) 
 
Table 12 Verbs ending in -ecir 
Infinitive Past participle  Lemma frequency  
(counts per million) 
decir (to say)   dicho (said) 1,786.24 
bendecir (to bless)  bendecido (blessed) 
bendito (blessed) 
6.54  
infecir (to infect)   infecho (infected) 0 
 
16 Abrir (to open) and cubrir (to cover), as well as their derived forms (e.g. reabrir, to reopen), were considered as a 
single group because of the high degree of phonological similarity in their past participle forms. 
17 Volver (to turn) is a verb on its own and is used in in many derived forms that also have the same irregular past 
participle (such as devolver, to give back), and this is the same pattern that is followed by many common verbs 
ending in -solver, such as resolver (to resolve).  
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Table 12 (cont.) 
arrecirse (to freeze)   arrecido (infected) 0 
 
Similarly to the present tense nonce verb stimuli, these verbs were used to create nonce 
infinitives with either one- or two-syllable stems in the same way as described in Section 2.2.1. 
A total of six nonce infinitives were thus created from each rhyme, in addition to six more 
phonotactically unacceptable infinitives. Because of the phonological criteria used to define 
infinitives that can potentially experience a stem change in the present indicative, it was possible 
to create nonce verbal forms that varied in similarity to real regular and stem-changing present 
tense forms. However, it is not possible to find rhymes or endings that are primarily associated 
with regular past participles: this inflection is too predominant, occurring in all the possible kinds 
of Spanish verbs. For this reason, as a “regular” comparison group, nonce forms were developed 
that were not readily identifiable with any real verb, regular or irregular, yet were still 
phonotactically acceptable: these are one-syllable nonce stems created by using a list randomizer 
to make a CVC sequence, and then randomly assigning that sequence to a verb class; their 
irregular version was randomly chosen to end in -echo, -ito, or -isto (following hacer, to do, 
escribir, to write, or ver/poner, to see/to put). Examples of nonce ‘past participle’ infinitives are 
shown in Table 13. The same steps were taken as described in Section 2.2.1 to make sure that 
these nonce infinitives, as well as their potential past participle forms, were not real Spanish 
words, and that nonce infinitives with one-syllable stems did not rhyme with nonce infinitives 
with two-syllable stems.18 The full list of stimuli is available in Appendix A. 
 
Table 13 Structure of ‘past participle’ nonce infinitives (Experiment 1) 
 Pre-rhyme material Rhyme Infinitive ending 
colver 
One-syllable stem 
c olv er 
 
18 The one exception to the procedures described above occurred in the development of nonce infinitives from the 
romper group. Most combinations of -oto, the ending of the irregular past tense form, created forms that were real 
(or homophonous with real) lexical items, aside from: goto, lloto and zoto, which is not a real word but is 
homophonous with the real word soto (thicket) in Latin American Spanish. For this reason, the following nonce 
infinitives were created: gomper, llomper and tomper, with one-syllable stems, and chezomper, toñomper and 
pugomper with two-syllable stems. Because of advice from a native speaker of Spanish that the “irregular” past 
participle form of tomper would be a vulgarity in some dialects, tomper was only presented in its “regular” form, 
tompido. It is also worth noting that the regular past participle of stems ending in -olver must rhyme with the real 
word olvido (forgetfulness; I forget). 
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Table 13 (cont.) 
Phonotactically acceptable 




jell ec ir 
sroflubrir 
One- or two-syllable stem 
Phonotactically unacceptable 
srofl ubr ir 
vasir 
One-syllable “regular’ stem 
Phonotactically acceptable 
v as ir 
 
3.2.3 Data collection instruments and procedure 
Nonce verb stimuli were used to create two questionnaires, one designed to elicit 
productions of inflected nonce forms, and the other to elicit acceptability judgments of inflected 
nonce forms. In both questionnaires, the nonce forms were presented in matrix sentences 
developed in consultation with six advanced speakers of Spanish representing all three language 
backgrounds of interest to the present thesis; these are presented in Table 14.  
 
Table 14 Matrix sentences used in nonce verb questionnaires (Experiment 1) 
Present tense matrix sentences 
Juan apenas puede [infinitive verb]. Por eso, no ______ nunca. 
Juan can barely [infinitive verb]. Because of that, he doesn’t ever _____. 
Juan sabe [infinitive verb]. De hecho, _____ casi todos los días. 
Juan knows how to [infinitive verb]. In fact, he _____ nearly every day.  
A Juan le gusta mucho [infinitive verb]. Por eso, todos los días Juan _____. 
Juan really likes to [infinitive verb]. Because of that, every day he _____. 
Past participle matrix sentences 
Juan no puede [infinitive verb] bien. Por eso, no ha _____ casi nunca.  
Juan can’t [infinitive verb] well. Because of that, he has hardly ever _____. 
Juan apenas sabe [infinitive verb], aunque ha _____ mucho. 
Juan barely knows how to [infinitive verb], even though he has _____ a lot. 
Juan sabe [infinitive verb] bien. Ha _____ toda la vida.  




As explained in the previous sections, multiple nonce infinitives were created from the 
same real rhyme/base verb. These were sorted into three lists (A, B and C) such that the same 
rhyme appears only twice per list, once in a nonce infinitive with a one-syllable stem, and once 
in a nonce infinitive with a two-syllable stem. Two rhymes appear a third time in a 
phonotactically illegal nonce infinitive; in present tense items, one of the rhymes is regular and 
one is irregular, but in the past participle items, both are irregular. The production questionnaire 
contains 55 experimental nonce verb items taken from List A (see sample items in Figures 2 and 
3), and an additional 38 filler items featuring nonce adjectives and nonce nouns normed for a 
separate experiment. Items were randomized by rhyme into four blocks. Within each block, no 
more than three consecutive items have regular or irregular rhymes, and rhymes are roughly 
evenly-distributed throughout the final version of the questionnaire. Adjacent items of the same 
tense were separated by at least one other kind of item (noun, filler, verb of the other tense), and 
there were no adjacent items with the same rhyme. Table 15 presents the composition of the 
production questionnaires, two versions of which were created with different filler items and 
presentation orders.  
 
Table 15 Composition of the Production Questionnaire (Experiment 1) 
Present tense  (28 total items) 
Regular rhymes  Irregular rhymes 
8 rhymes used: -ellar, -ergir, -etrar,  
-ezclar, -ograr, -omprar, -opar, -oscar 
 
5 rhymes used: -ebrar, -enchir,  
-erder, -oblar, -ontrar 
 
One-syllable stems 8 One-syllable stems 5 
Two-syllable stems 8 Two-syllable stems 5 
Phonotactically illegal stems 1 Phonotactically illegal stems 1 
Total items 17 Total items 11     
Past participle  (27 total items) 
"Regular" one-syllable nonce stems Irregular rhymes   
7 rhymes used: -ecir, -olver, -omper, -oner, -orir, -ubrir, -udrir   
One-syllable stems 7   
Two-syllable stems 7   
Phonotactically illegal stems 2 




In both questionnaires, each item was presented with two model sentences exemplified in 
Figures 2 and 3; one of model sentence contained a regular verb and the other of which 
contained an irregular verb, alternating which appeared first. Model sentences and the 
corresponding experimental sentence were identical except for the verbs used.19 After reading 
the two model sentences (“Modelos”), participants were instructed to use the boldfaced word to 
complete the underlined portion of the sentence along the same lines, typing in the response that 
sounded best to them. 
 
 
Figure 2 Sample present tense production item (Experiment 1) 
 
 
Figure 3 Sample past participle production item (Experiment 1) 
 
19 For the present tense items, model sentences used either the real irregular verbs dormir (to sleep) and pensar (to 
think), both of which have a diphthongizing stem change in the target form, or the real regular verbs caminar (to 
walk) and escribir (to write). For past participle items, the real verbs used in the model sentences were either: 
escribir (to write), which has an irregular past participle not used to create experimental stimuli; leer (to read), 
which has a minor orthographic irregularity in the past participle form (leído, read); or the fully regular verbs cocer 




Lists B and C were used to make two acceptability judgment questionnaires, using 
regularized responses from one list and irregularized responses from the other, so that no one 
participant had to judge both forms of the same nonce verb. A total of 106 verb items appeared 
in each list, along with an additional 76 filler items featuring nonce adjectives and nonce nouns 
normed for a separate experiment. Items were block randomized using the same criteria as for 
the production questionnaires. The composition of the acceptability judgment questionnaires is 
presented in Table 16, and sample items for each tense are presented in Figures 4 and 5. 
Acceptability judgment items were nearly identical to production items with the exception that 
the inflected verbal form was provided, underlined, in the second sentence. Participants were 
instructed to judge the underlined form of the inflected nonce verb in the second sentence as a 
form of the boldfaced nonce infinitive verb from the first sentence.  
 
Table 16 Composition of the Acceptability Judgment Questionnaires (Experiment 1) 
Present tense  (56 total items) 
Regular rhymes* Irregular rhymes* 
8 rhymes used: -ellar, -ergir, -etrar, -ezclar,  
-ograr,  -omprar, -opar, -oscar 
 
5 rhymes used: -ebrar, -enchir,  
-erder, -oblar, -ontrar 
 
One-syllable stems 16 One-syllable stems 10 
Two-syllable stems 16 Two-syllable stems 10 
Rule-breaker stems 2 Rule-breaker stems 2 
Total items 34 Total items 22     
Past participle  (50 total items) 
"Regular" one-syllable nonce stems Irregular rhymes* 
Regularly-inflected 11 7 rhymes used: -ecir, -olver, -omper, -oner, -
orir, -ubrir, -udrir 
Irregularly-inflected 7 One-syllable stems 14   
Two-syllable stems 14   
Rule-breaker stems 4 
Total items 18 Total items 32 





Figure 4 Sample present tense acceptability judgment item (Experiment 1) 
 
 
Figure 5 Sample past participle acceptability judgment item (Experiment 1) 
 
As mentioned in Section 3.1, a small number of participants were removed or reclassified 
due to unexpected variance in language background. This caused the number of participants who 
completed each questionnaire to be slightly unbalanced, as indicated in Table 17. 
 
Table 17 Number of participants who completed each questionnaire type (Experiment 1) 
 
Native speakers Heritage speakers L2 speakers 
AJT Questionnaire #1 12 11 22 
AJT Questionnaire #2 8 12 22 
Production Questionnaire #1 11 11 22 
Production Questionnaire #2 9 12 22 
 
Participants completed the questionnaires in a quiet room at a desktop computer after pre-
screening activities which included: giving informed consent, general screening for language 
background, and the electronically-administered written proficiency test. Participants then 
completed the production questionnaire, followed by the acceptability judgment questionnaire. 
Before each questionnaire, they viewed a brief PowerPoint presentation that included 
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instructions and examples of experimental items, and were given a chance to discuss any 
questions with the researcher. In between the two questionnaires, participants either completed a 
short language background questionnaire, or, if this questionnaire had already been completed in 
a previous experiment instructed the researcher, they took a five-to-ten minute break instead. 
Participants were requested not to go back and change answers. They were also prompted to take 
breaks and were allowed to ask any questions they wanted throughout the experiment, but the 
majority worked uninterrupted, usually taking between 45 minutes and an hour and a half.   
 
3.3 PRODUCTION DATA ANALYSIS 
The following section describes the analysis of the nonce verb production items. 
 
3.3.1 Production data coding 
As is illustrated in Table 18, responses were separated into the lexical stem and the 
inflectional suffixes according to criteria presented in Section 2.1; when this division was not 
possible, the response was discarded. Responses were coded for regularity as indicated in Table 
19: regular responses maintained the stem and used default inflectional suffixes, whereas 
irregular responses evidenced the use of a non-default inflectional pattern in the stem and/or 
suffix, including phonological analogy from an irregular past participle; if regularity could not be 
determined, the response was discarded. Irregular responses were also coded for type of stem 
change and/or phonological analogy, and unexpected variance in the thematic vowel vis-à-vis the 
form presented to the participants. The presence of any morphological irregularity was sufficient 
grounds for coding an item as irregular. Some items evidenced multiple irregularities (e.g. 
nraltulvuelto from Table 19), or irregularities not attested in Spanish (e.g. buenche and buederde 
from Table 19); such items were not discarded. Responses were discarded if they showed a tense 
or PN error or an unclear tense, recopied the infinitive, or consisted of an apparent real Spanish 
word. The overall rate of discarded responses was low (only 197 out of 4727 responses, 4.17% 
of all responses). Heritage speakers produced the most discarded responses (95 responses, 7.52% 
of their total responses), followed by native speakers (63 responses, 5.08% of their total 





Table 18 Division of production responses into stem and suffixes (Experiment 1) 
Infinitive Inflected response Stem Suffix 
chezomper chezoto chez oto 
chezomper chezompido chezomp ido  
ferder fierde fierd e 
ferder ferde ferd e 
 
Table 19 Coding of production responses for regularity (Experiment 1) 
 Infinitive Inflected response 
Regular responses: chezomper chezompido 
ferder ferde 
Irregular responses: 
Vocalic stem changes 
chomergir chomirge  
e > i stem change 
ferder fierde 
e > ie stem change 
nraltolver nraltulvuelto 
o > u stem change 
benchir buenche 
e > ue stem change 
boderder buederde 
o > ue stem change  
Irregular responses: 
Phonological analogies from 
irregular words 
jecir jicho 
Analogy from decir 
llomper lloto 
Analogy from romper 
nraltolver nraltulvuelto 
Analogy from -olver verbs 
Discarded responses datezclar   datzcla 
Has no stem-final vowel 
tichir tichitdo 
Does not clearly indicate 
regular suffixes (ido) or 
irregular ones (ito) 
betrar betrara 
Ambiguous: infinitive used as 





Ambiguous: switch in 





3.3.2 Logistic regression analyses 
Research questions for this experiment presented in Section 1.2.4 asked which 
inflectional patterns would be productively used on the nonce verbal forms. No real analysis is 
necessary to answer this question, as Figure 6 clearly indicates that in all three participant 
groups, regularized responses were overwhelmingly more frequent.  
 
 
Figure 6 Count and proportion of regularized and irregularized responses by group (Experiment 
1)20 
 
Other research questions asked how this would be influenced by morphological (verb 
class, type frequency, and regularity) and lexical/phonological variables (degree of similarity to 
the real regular and irregular verbs, and lexical frequency). Research questions also asked 
whether there was evidence of a qualitative difference between early and late learners. For this 
reason, in addition to counting the sheer number of regularized and irregularized responses, 
separate regression analyses indicated in (1) through (4) were fit to predict probability of an 
irregularization based on different predictor variables of interest. 
 
 











































Response Type Irregularized Regularized
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(1) Participant group model: 
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP + 
PROFICIENCY SCORE 
Link function: logit 
 
(2) Phonological model:  
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP + 
REGULARITY OF THE RHYME + LEVEL OF SIMILARITY TO A REAL VERB + PARTICIPANT 
GROUP * REGULARITY OF THE RHYME + PARTICIPANT GROUP * LEVEL OF SIMILARITY TO A 
REAL VERB + REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB + 
PARTICIPANT GROUP * REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL 
VERB 
Link function: logit 
 
(3) Tense model:  
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP * 
TENSE OF THE NONCE FORM 
Link function: logit 
 
(4) Verb class model:  
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP * VERB 
CLASS OF THE NONCE FORM 
Link function: logit 
 
Each of these models predicts the log odds of the probability of an irregularized response 
based on the independent variables of participant group in interaction with one or more other 
independent variables. They were fit via generalized linear mixed effects regressions fit by 
maximum likelihood (Laplace approximation) with a logit link using glmr() from the lme4 
package in R (Bates, Maechler, Bolker, & Walker, 2015) with the bobyqa optimizer (Powell, 
n.d.) as part of the glmer() function call. Continuous variables were normalized before fitting the 
models, and all models contained a random intercept for participant and item (i.e. nonce verb). 
For each predictor, degrees of freedom, Chi-squared values, and p-values were obtained via the 
mixed() function from the afex package in R (Singmann, Bolker, Westfall, & Aust, 2016). 
Pairwise comparisons and predicted probabilities were obtained using the emmeans() function 
from the emmeans package in R (Lenth et al., 2018). 
The use of multiple regression analyses is motivated by the extreme difficulty posed by 
including all important independent variables in a single regression analysis. As detailed in 
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Section 3.2, this study’s design was inspired by a previous study on only native speakers of 
English (Prasada & Pinker, 1993) that is analyzed similarly to Model (2) in order to address the 
question of the influence of degree of phonological similarity on the productivity/acceptability 
judgment of regular and irregular English past tense morphology. At the outset, the decision was 
made to operationalize phonological similarity via two variables (the regularity of the real rhyme 
used as a base to make the nonce form, and the level of similarity to any real Spanish word) to be 
included in an interaction. Along with the variable of participant group, this means that Model 
(2) must minimally contain a three-way interaction. It may be possible, in future studies, to 
simplify the analysis by operationalizing phonological similarity such that it is represented by a 
single variable (for instance, percentage of phonemes in common with a Spanish word, or a 
variable that is a hybrid of both such as in Prasada and Pinker), but that was not the path chosen 
to design the stimuli of the present study. 
In addition to the variables included in Model (2), the research questions of the present 
thesis motivate looking at yet other variables of interest. Starting with proficiency score, it is 
possible, in theory, to find groups of participants matched on a measure of proficiency in the 
language being tested, obviating the need to include this as a predictor variable in the analysis. 
This has the advantage of simplifying the analysis, but it has the disadvantage of making it 
impossible to compare the influence of increasing/decreasing proficiency in different participant 
groups. Claims have been made that proficiency score may influence morphological processing 
in specifically L2 speakers (Lehtonen & Laine, 2003; Ullman, 2001, 2005), so this is not a 
simple choice. While this difficult choice may be possible for future studies, it is a great practical 
challenge to find a large group of monolingually-raised, college-educated native speakers of 
Spanish whose distribution of scores on any measure of Spanish proficiency would not be both 
much higher and have a much smaller variance compared to L2 or heritage speakers. This 
motivated the addition of Model (1). 
It would have been possible, in the present study, to collect and analyze data from using 
only the present tense stimuli (detailed in Section 3.2.1) or the past participle stimuli (detailed in 
Section 3.2.2). However, this would leave out the important question of how morphological 
processing is influenced by the type frequency of the irregularities represented by each tense. 
Along with verb class, another morphological variable that differs in its type frequency, tense has 
already been found to influence morphological processing in Spanish in Bowden et al. (2010). 
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The desire to include these variables in addition to the phonological analysis motivated the 
addition of Models (3) and (4), which are separated because there are no irregularly-inflected 
past participle forms in the AR class— no such real Spanish verbs are known to the author, so 
nonce verbs with this characteristics were not created (reference Section 3.2.2)— therefore these 
variables cannot be included in an interaction. A design worth pursuing in future studies on this 
topic is to vary type frequency within a single tense. The present tense does contain both a high 
type frequency, predictable irregularity (the diphthongizing stem change) and a small number of 
low type frequency, idiosyncratic patterns (such as dar, to give: dar > doy, I give). However, this 
would essentially mean replacing one morphological variable (tense as a stand-in for type 
frequency) for another (type frequency within a tense), and would not address the confound 
between tense and verb class or the downside of looking at only one of the two variables.  
In summary, while simpler designs are possible, they likely involve over-simplifying 
distinctions that have the potential to be important with regards to the research questions of the 
present thesis. This motivates the use of multiple analyses in the present experiment. 
3.3.2.1 Model (1): Logistic regression on tendency towards irregularization in the three 
participant groups 
Table 20 displays output for Model 1, which addresses the research question of whether 
there was evidence of a qualitative difference between early and late learners. The purpose of 
this model is to verify whether there are significant differences in overall tendency towards an 
irregularized response between the three participant groups. Accounts based in maturational 
constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) would predict 
that while native and heritage speakers should show a strong preference for regularized 
responses, L2 speakers may irregularize more overall since they do not have access to 
compositional rules like early learners. However, given Ullman’s (2001, 2005) 
acknowledgement that increasing proficiency may lead to increased ability to access rule-based 
processing, it is possible that L2 speakers may regularize more (and therefore irregularize less) 
with increasing proficiency. In contrast, accounts that do not propose a fundamental difference 
between early and late learners such as Gor and Cook (2010) and Lehtonen and Laine (2003) 
would predict that early and late learners alike will show a preference for regular patterns. 
However, L2 learners may irregularize more for different reasons than those proposed by Ullman 
and colleagues. Gor and Cook (2010) emphasize that classroom-educated L2 learners have 
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greater exposure to irregular patterns that are relatively rare in naturalistic input, thereby 
increasing the probability that these patterns will be used compositionally. Both Gor and Cook 
(2010) and Lehtonen and Laine (2003) also emphasize that with increasing proficiency, L2 
speakers will have increasing vocabularies with more stored irregular forms from which to make 
phonological analogies. These accounts therefore share the prediction that late learners may 
irregularize more overall, however they differ with regards to the relationship they predict 
between proficiency score and tendency towards irregularization. They also differ with regards 
to the predictions of the models to be presented in the following sections.  
As indicated in Table 20, there is a main effect of participant group. Pairwise 
comparisons indicate that L2 speakers approach a significantly greater probability of an 
irregularization than heritage speakers (p<0.07), despite L2 speakers’ far greater predicted 
probability of irregularization than either of other groups, whereas native speakers are not 
significantly different from either group (p<0.18). Owing to the very small range of proficiency 
test scores for native speakers (45-50 out of 50 points), proficiency score was not included in the 
interaction with participant group. However, it is possible that proficiency score affected each 
group differently. This can be visualized in Figure 7, which shows the relationship between 
proficiency score and proportion of irregularized responses by participant. Heritage speakers 
show a strong negative correlation between the two (r=-0.48, p<0.0001), whereas L2 speakers 
show a moderate positive correlation (r=-0.29, p<0.0001).  Native speakers do show a weak 
negative correlation (r=-0.16, p<0.001), however, this must be interpreted with caution given the 
very small range of proficiency scores for native speakers. In summary, this model offers no 
evidence of a qualitative difference between early and late learners in the overall probability of 
producing an irregularized response. Descriptively, L2 speakers produce more irregularized 
responses, but this only approaches a significant difference from heritage speakers. There is also 
a descriptive contrast between L2 speakers and the other two groups in the relationship between 
proficiency score and probability of producing an irregularized response. Accounts based in 
maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) 
would predict that rule-based processing, leading to regularized responses, would increase with 
increasing proficiency in the language. The overall rate of irregularizations, as well as the 
relationship between irregularization and proficiency test score, are therefore more compatible 
with as Gor and Cook’s (2010) prediction that L2 learners may produce more irregularizations 
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Table 20 Logistic regression on probability of irregularized response depending on participant group and proficiency score 
(Experiment 1) 
Predictor B SE B Chi-squared df p Predicted probability 
Intercept -4.47 0.49 - - - - 
Proficiency Test Score 0.21 0.20 2.19 1 p<0.14 - 
Participant Group: 
Native 
Heritage vs. Native 
























Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            2.03                    1.42 
Subject (Intercept)       1.88                    1.37 
Model evaluation 
AIC: 2369.9                          BIC: 2408.4   
Log likelihood:  -1178.9       Deviance: 2357.9                     Df Residual: 4524 
Model structure 
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP + PROFICIENCY SCOREǂ + Random intercept 
for SUBJECT + Random intercept for ITEM 
Link function: logit 




Figure 7 Relationship between proficiency test score and proportion of irregularizations 
(Experiment 1) 
 
3.3.2.2 Model (2): Logistic regression on influence of  phonological variables over tendency 
towards irregularization 
Table 21 displays output for Model 2, which addresses the research question of how the 
probability of producing an irregularized response was influenced by the phonological factors of 
the nonce form’s level of similarity to a real verb, and the regularity of the real rhyme used to 
create the nonce form. Non-compositional accounts would largely predict that these factors will 
apply to all inflected forms. Therefore, they will apply equally to the production of both regular 
and irregular inflection. This would mean that participants will be more likely to use inflection 
(regular or irregular) that matches the rhyme (regular or irregular) taken from a real verb to make 
nonce form. At the same time, regularity of the rhyme should interact with the nonce form’s 
level of similarity to a real verb: participants should be even more likely to use inflection (regular 
or irregular) that matches the rhyme (regular or irregular) as the level of similarity to a real verb 
increases. For example, participants should be more likely to irregularize a nonce verb with an 
irregular rhyme, and this likelihood should increase at high levels of similarity (or decrease at 





























Participant Group Native Heritage L2
60 
 
contrast, dual mechanism compositional accounts would predict these results either only or 
primarily for irregularizations; regularizations should be more likely overall, and show 
independence from these phonological variables (Gor & Cook, 2010; Prasada & Pinker, 1993). 
However, to the extent that a dual mechanism accounts allow for irregular inflection to be rule-
based, irregularizations may also show independence from phonological restrictions in a similar 
way to regular inflection (cf. Gor & Cook, 2010). Single mechanism compositional accounts, 
however, would predict independence of phonological variables for both regular and irregular 
inflection (Stockall & Marantz, 2006). 
At the same time, this analysis complements the previously-presented model’s results by 
way of the interaction between these phonological variables and the variable of participant 
group. Accounts based in maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 
2010; Ullman, 2001, 2005) largely predict the results of a non-compositional account as 
described above for L2 speakers, but not the early learners. In contrast, accounts that do not 
support maturational constraints would predict that phonological variables would influence the 
tendency towards irregularization similarly in all three speaker groups.  
As shown in Table 21, this model largely repeats Model 1’s result for participant group, 
indicating that L2 speakers’ probability of producing an irregularized response approaches a 
significant difference from heritage speakers (p<0.07). The main effect for regularity of the 
rhyme only approaches significance, but indicates that there is roughly six times the predicted 
probability of producing an irregularized response when the rhyme is irregular (predicted 
probability: p=0.06) than when it is regular (predicted probability: p=0.01; pairwise comparison: 
p<0.02). The proportion of regularized and irregularized responses for regular and irregular 
rhymes, shown in Figure 8, descriptively matches this result: irregularizations more than double 
in proportion with irregular rhymes. This result indicates that phonological similarity to a real 
verb with an irregular rhyme increases the probability of an irregularized response. The 
magnitude of this effect is clearly much greater on irregularizations, however, it is also possible 
that the same effect occurs with regularized responses.  
The other results, unfortunately, do not provide conclusive direction on how to interpret 
this. Figure 9 shows the rates of irregularizations in each participant group on nonce forms with 
regular and irregular rhymes. On nonce forms with regular rhymes, L2 speakers clearly showed 
an increased proportion of irregularizations as level of similarity increased. It is arguable that 
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heritage and native speakers showed an attenuated version of this same trend: there was an 
increase from the low similarity level to the medium similarity level. This indicates that 
increasing similarity to a real verb increases the probability of an irregularized response, and 
decreases the probability of a regularized response. This shows independence from phonological 
factors for regular inflection, consistent with compositional accounts. Heritage speakers show 
very similar low levels of irregularizations for verbs with regular rhymes at all three similarity 
levels. However, for nonce forms with irregular rhymes, something different occurs: all three 
groups show the highest proportion of irregularized responses in the low similarity level. This 
indicates that increasing similarity to a real verb decreases the probability of an irregularized 
response, and leads to the interpretation that irregular inflection is also independent of 
phonological factors. These results must be interpreted with caution because no pairwise 
comparisons are significant from this three-way interaction between participant group, regularity 
of the rhyme and level of similarity to a real verb, nor are there any significant pairwise 
comparisons for the interaction between participant group and level of similarity. However, on 
the whole, results indicate independence from phonological factors for both regular and irregular 
inflection, with the caveat that heritage speakers’ preference for regularizing nonce form with 
regular rhymes seems not to vary by level of similarity to a real verb. This result can be 
compatible with a dual mechanism, compositional account in which either kind of inflection has 
some productivity and can be generated from a rule (cf. Gor & Cook, 2010). However, it can 
also be compatible with a single mechanism compositional account in which all forms are rule-
generated (cf. Stockall & Marantz, 2006). 
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Table 21 Logistic regression on probability of irregularized response depending on phonological variables (Experiment 1) 
Predictor B SE B Chi-squared df p Predicted 
probability 
Intercept -5.46 0.83 - - - - 
Participant Group: 
Native  
Heritage vs. Native 

























Regularity of the Rhyme:  
Regular 



















Level of Similarity to a Real Verb: 
High  
Medium vs. High 

























Participant Group * 
Regularity of the Rhyme:  
Native (Regular) 
Native (Irregular) 
Heritage (Regular)  
Heritage (Irregular) vs. Native (Regular) 
L2 (Regular) 
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Table 21 (cont.) 
Heritage (High) 
Heritage (Medium) vs. Native (High) 
Heritage (Low) vs. Native (High) 
L2 (High) 
L2 (Medium) vs. Native (High) 





































Regularity of the Rhyme * 





Irregular (Medium) vs. Regular (High) 

















































Participant Group * 
Regularity of the Rhyme * 
Level of Similarity to a Real Verb: 
Native (Regular, High)  
Native (Regular, Medium) 
Native (Regular, Low) 
Native (Irregular, High) 
Native (Irregular, Medium) 
Native (Irregular, Low) 
Heritage (Regular, High) 
Heritage (Regular, Medium) 
Heritage (Regular, Low) 

















































































Table 21 (cont.) 
Heritage (Irregular, Medium) vs. Native (Regular, 
High) 
Heritage (Irregular, Low) vs. Native (Regular, 
High) 
L2 (Regular, High) 
L2 (Regular, Medium) 
L2 (Regular, Low) 
L2 (Irregular, High) 
L2 (Irregular, Medium) vs. Native (Regular, High) 





























































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            2.08                    1.44 
Subject (Intercept)       1.11                    1.06 
Model evaluation 
AIC: 2354.1                          BIC: 2482.4                              
Log likelihood:  -1157          Deviance: 2314.1                 Df Residual: 4510 
Model structure 
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP + REGULARITY OF THE RHYME + LEVEL OF 
SIMILARITY TO A REAL VERB + PARTICIPANT GROUP * REGULARITY OF THE RHYME + PARTICIPANT GROUP * LEVEL OF SIMILARITY 
TO A REAL VERB + REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB + PARTICIPANT GROUP * REGULARITY OF 
THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB + Random intercept for SUBJECT + Random intercept for ITEM 
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3.3.2.3 Model (3): Logistic regression on tendency towards irregularization in tenses with 
high- and low- type frequency irregularities 
Table 22 displays output for Model 3, which addresses the research question of how the 
probability of producing an irregularized response was influenced by the morphological factor of 
the tense of the inflected response, the irregular forms of which are intended to represent the 
difference between a high and low type frequency inflectional pattern. Non-compositional 
accounts may not predict significant results for the variable of tense. However, dual mechanism 
models with probabilistic rules (Gor & Cook, 2010) would predict that the type frequency 
associated with these two morphological categories will influence speakers’ tendency towards 
producing regularly- or irregularly-inflected forms. In particular, because the irregularities of the 
present tense are much higher in type frequency than irregular past participles, participants will 
be more likely to irregularize the present tense. At the same time, this analysis complements the 
first model’s results by way of the interaction between the variables of tense and participant 
group. Accounts based in maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 
2010; Ullman, 2001, 2005) would largely predict that L2 speakers should not show sensitivity to 
the morphological variable of tense since they lack a detailed morphological representation. 
However, if all participants show sensitivity to the morphological variable of tense, this 
reinforces the theory that both early and late learners are able to develop morphological 
representations, and furthermore that they are sensitive to the type frequency of inflection 
associated with different morphological categories. 
As shown in Table 22, the significant main effect for participant group indicates a similar 
result to the previously-presented model: L2 speakers’ probability of producing an irregularized 
response approaches a significant difference from both heritage (p<0.054) and native speakers 
(p<0.078). The main effect for tense indicates that the past participle has roughly double the 
predicted probability (predicted probability: p=0.0254) of an irregularized response compared to 
the present tense (predicted probability: p=0.0162; pairwise comparison: p<0.015). While there 
is a significant interaction between tense and participant group, there are no significant pairwise 
comparisons from this interaction, even though there are clear descriptive differences between 
participant groups as is shown in Figure 10. Descriptively, native and heritage speakers’ results 
mirror the main effect for tense that past participles were irregularized more often than the 
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present tense, and the effect is clearly much larger in native speakers. L2 speakers, in contrast, 
irregularized the present tense more often.  
These results may be interpreted, with caution given the lack of significant pairwise 
comparisons, in the light of differences between the irregularities of each tense. Irregularities in 
the present tense are high type frequency, semi-predictable, and instantiated in a large number of 
moderately frequent lexical items. In the past participle, they are low type frequency, 
unpredictable, complex, and instantiated in a small number of extremely high frequency lexical 
items. Gor and Cook (2010) would predict that all speakers, but L2 speakers in particular, may 
be more likely to productively use the irregularities of the present tense. In addition to 
confirming Gor and Cook’s prediction for L2 speakers, this demonstrate these speakers’ 
sensitivity to the type frequency of an irregularization within a particular morphological 
environment, contrary to predictions based in maturational constraints on morphological 
processing (Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005). Gor and Cook 
also predict that early learners are more likely to rely on default inflection, so it is not surprising 
that heritage speakers would not show a big difference between the two tenses. Thus, the result 
for native speakers is surprising. Since native speakers showed greater productivity for irregular 
past participles, in spite of complexity and low type frequency, it is possible that native speakers 
are less affected by complexity and unpredictability than L2 speakers, or that L2 speakers are 
relatively less affected by the high surface frequency of irregular past participles. 
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Table 22 Logistic regression on probability of irregularized response depending on tense (Experiment 1) 
Predictor B SE B Chi-squared df p Predicted 
probability 
Intercept -3.72 0.49 - - - - 
Participant Group: 
Native  
Heritage vs. Native 














































Participant group * Tense: 
Native (Past participle) 
Native (Present) 
Heritage (Past participle) 
Heritage (Present) vs. Native (Past participle) 
L2 (Preterite) 











































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            2.1                      1.45 
Subject (Intercept)       1.91                    1.38 
Model evaluation 
AIC: 2342,1                            BIC: 2393.5         





Table 22 (cont.) 
Model structure 
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP * TENSE OF THE NONCE FORM + Random intercept 
for SUBJECT + Random intercept for ITEM 







Figure 10 Proportion of irregularized responses within each tense by group  (Experiment 1) 
 
3.3.2.4 Model (4): Logistic regression on tendency towards irregularization in high- and 
low- type frequency verb classes 
Table 23 displays output for Model 4, which addresses the research question of how the 
probability of producing an irregularized response was influenced by the morphological factor of 
verb class, which varies in type frequency between the very high type frequency default AR class 
and the very low type frequency non-default ER and IR classes. At the same time, the verb 
classes also differ in proportion of regular and irregular forms: the AR class is overwhelmingly 
regular, whereas the non-default classes have a comparatively higher proportion of irregularities.  
Non-compositional accounts would not generally predict significant results for the variable of 
verb class. However, dual mechanism models with probabilistic rules (Gor & Cook, 2010) might 
predict that participants would be more likely to productively use irregularizations in the non-
default classes in which they are so much more frequent. A related prediction is that participants 
might show even stronger preference for regular inflection in the AR class, which is so much 
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results by way of the interaction between the variables of tense and participant group. Accounts 
based in maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 
2001, 2005) would largely predict that L2 speakers should not show sensitivity to the 
morphological variable of verb class since they lack a detailed morphological representation. 
However, if all participants show sensitivity to this morphological variable, this reinforces the 
theory that both early and late learners are able to develop morphological representations, and 
furthermore that they are sensitive to the type frequency of inflection associated with different 
morphological categories. 
The main effect for participant group is similar to results from other models: L2 speakers’ 
probability of producing an irregularized response approaches a significant difference from 
heritage speakers (p<0.07). Results for verb class, both in the main effect and interaction with 
participant group, are less clear. Figure 11 shows the proportion of irregularized responses in 
each verb class by group. The AR class had the lowest proportion of irregularized responses in 
each group, and also had the lowest predicted probability of being irregularized (predicted 
probability: p=0.005). The ER class had the highest predicted probability of being irregularized 
(p=0.049), with the IR class in the middle (p=0.037). However, pairwise comparisons between 
the verb classes are not significantly different (AR vs. ER: p<0.14; AR vs. IR: p<0.1; ER vs. IR: 
p<0.1). No pairwise comparisons from the interaction between verb class and participant group 
are significant. Descriptively, it is clear that the three participant groups treated the non-default 
classes differently from each other. L2 speakers show the greatest descriptive difference between 
the two classes, irregularizing ER verbs far more often than either of the other two classes, and 
perhaps driving the main effect for verb class. 
In summary, these results may tentatively support the influence of verb class on all 
speakers’ tendency to produce an irregularized response such that there are fewest 
irregularizations in the default verb class. This matches the type frequency of irregularizations in 
the verb classes in Spanish, consistent with the predictions of compositional counts with 
probabilistic rule application (cf. Gor & Cook, 2010). It also indicates all speakers’ sensitivity to 
type frequency within a morphological environment, contrary to predictions based in 
maturational constraints on morphological processing (cf. Clahsen & Felser, 2006; Clahsen et al., 
2010; Ullman, 2001, 2005). However, it is unclear why the AR and ER classes are not 
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significantly different from each other. Also, the lack of significant pairwise comparisons makes 
it impossible to conclude if this difference holds up within each participant group. 
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Table 23 Logistic regression on probability of irregularized response depending on verb class (Experiment 1) 
Predictor B SE B Chi-squared df p Predicted probability 
Intercept -7.38 0.88 - - - - 
Participant Group: 
Native  
Heritage vs. Native 
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Heritage (ER) vs. Native (AR) 
Heritage (IR) vs. Native (AR) 
L2 (AR) 
L2 (ER) vs. Native (AR) 





























































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            2.14                   1.46 




Table 23 (cont.) 
Model evaluation 
AIC: 2324.7                          BIC: 2395.3                              
Log likelihood: -1151.3        Deviance: 2302.7                  Df Residual: 4519 
Model structure 
Log-odds of probability that RESPONSE==IRREGULARIZED ~ PARTICIPANT GROUP * VERB CLASS OF THE NONCE FORM + Random 
intercept for SUBJECT + Random intercept for ITEM 







Figure 11 Proportion of irregularized responses within each verb class by group (Experiment 1) 
 
3.3.3 Frequency analyses 
Previously presented research questions asked how participants’ tendency to produce a 
regularized or irregularized response is influenced by both the type frequency of an inflectional 
pattern, and the lexical frequency of the real verbs used to make the nonce forms. This final 
section presents additional descriptive analyses to answer these questions. One source of 
evidence for the influence of type frequency is the type of stem changes used by participants.21 A 
non-compositional account might generally predict that a stem change would be as likely as a 
regular conjugation in a suitable phonological environment, such as the ones provided in all of 
this experiment’s present tense stimuli, or at the very least those made from rhymes that come 
from real irregular verbs. In contrast, a dual mechanism account with probabilistic rules such as 
Gor and Cook (2010) would predict that participants will use these stem changes in relative 
proportion to their type frequency in real Spanish words, but not as frequently as the far more 
 
21 The reader is reminded that while stem changes were by far more frequent on the present tense items, they did 
sporadically occur on past participle items (reference examples from Table 20) and the type of stem change was 
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prominent regular inflection. Finally, a more traditional dual mechanism account such as Words 
and Rules (Pinker, 1999) might predict that these irregularities would almost never be produced 
by participants, or at the very least would only occur on items with great phonological similarity 
to real irregular verbs. Table 24 presents counts of vocalic stem changes in nonce verb 
production items, and demonstrates that while these did not occur frequently compared to regular 
inflection, they did occur in some responses and did so in relative frequency to the type 
frequency of each kind of stem change in Spanish, most consistent with the predictions Gor and 
Cook (2010). Least frequent of the vocalic stem changes were those that do not actually exist. 
Second most frequent were those that involve vowel-raising, which occurs obligatorily in a 
smaller number of morphological environments (i.e. virtually all IR-class verbs with stem-final -
e, and some forms of the preterite and present subjunctive tenses). Note also the greater 
frequency of e > i stem changes compared to o > u stem changes, which matches the greater type 
frequency of the former. This means that on the one hand, vowel raising is very predictable in a 
given environment; on the other hand, it has a much lower type frequency overall than 
diphthongizing stem changes. Diphthongizing stem changes, in turn, were most frequent overall 
in production items. These stem changes have the highest type frequency in Spanish, occurring 
in many verbs of all three classes in the present indicative and subjunctive. It is also interesting 
to note the distribution of these stem changes across the three participant groups: while the small 
number of changes that are not instantiated in Spanish come exclusively from heritage and L2 
speakers, vowel-raising stem changes are more equally split throughout the three groups. L2 
speakers in turn produced many more diphthongizing stem changes than heritage speakers, who 
in turn produced many more than native speakers. This echoes previously presented results 
indicating that L2 speakers show similar qualitative patterns to early learners, but display a 
quantitatively greater preference for productive use of high type frequency irregularities.  
 
Table 24 Frequency of vocalic stem changes in nonce verb production responses (Experiment 1) 
Changes that do not exist in Spanish, N=11 
Native speakers:      0 
Heritage speakers:   2 
L2 speakers:            9 
a > ue, N= 1              i > e, N=1                   u > ue*, N=2              e > ue, N=7 
*While this stem change is attested in one real Spanish word (jugar), the stem 
change appeared outside the stem-final syllable in this experiment.                
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Table 24 (cont.) 
Vowel-raising stem changes, N=39 
Native speakers:      12 
Heritage speakers:   9 
L2 speakers:            18 
o > u, N=2                 e > i, N=37 
Diphthongizing stem changes, N=211 
Native speakers:      4 
Heritage speakers:   20 
L2 speakers:            187 
e > ie, N=102            o > ue, N=109 
 
The influence of type frequency can also be examined in responses in which participants 
changed the thematic vowel vis-à-vis the nonce infinitive, which are summarized in Table 25. 
While a non-compositional account might not predict any significance for this morphological 
variable, compositional accounts with probabilistic rules might predict that speakers would 
prefer to use higher type frequency morphological forms, therefore preferring the default AR 
verb class. Shifts to the default class were indeed the most frequent; it is also worth noting that 
early learners did this far more often than L2 speakers. This is consonant with Gor and Cook’s 
(2010) prediction that early learners would be more reliant on the use of default morphological 
patterns. 
 
Table 25 Frequency of thematic vowel changes in production responses (Experiment 1) 
Non-default to default class, N=219 
Native speakers:     114                      Heritage speakers:  102                    L2 speakers:            3 
ER > AR, N=62                   IR > AR, N=157 
Default to non-default class, N=48 
Native speakers:      18                       Heritage speakers:   23                     L2 speakers:            7 
AR > ER, N=29                 AR > IR, N=19 
Non-default to non-default class, N=23 
Native speakers:      7                         Heritage speakers:   14                     L2 speakers:            2 
ER > IR, N=6                     IR > ER, N=17 
 
Owing to issues of convergence, token frequency of the real verbs used to create the 
nonce verbs was not included in the previously-presented regression analyses. The importance of 
this variable will be examined descriptively because of its importance in verifying the 
predictions of the different theoretical accounts of morphological processing. Token frequency 
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plays an important role in non-compositional processing: since inflection is generalized on the 
basis of phonological analogies from stored representations of inflected forms, phonological 
analogy from a particular stored form will be more likely the more frequent that form is. 
Therefore, participants will be more likely to use irregular inflection on nonce verbs with an 
irregular rhyme, and that likelihood would increase with increasing frequency of the real verb 
that the irregular rhyme comes from; in a non-compositional account, the very same will be true 
of regular inflection as well. According to the predictions of a dual mechanism account, 
however, this will only (or primarily) be true of irregular inflection. To the extent that the dual 
mechanism account allows for some compositional processing of irregular forms, however, the 
contrast between regular and irregular forms may be smaller. 
Descriptively, the influence of token frequency can be examined in two ways. The first 
way is shown in Table 26, which presents the number of times that a real verb with an irregular 
past participle was used analogically to inflect a nonce verbal form. ‘Total surface frequency’ is 
the sum of the lexical items known to the researcher that have the same irregular past participle 
form. The correlation between these two measures is extremely strong: r=0.87 (p<0.005). While 
this cannot be compared with comparable data from regular past participles, this provides 
evidence that high surface frequency increases the likelihood that an irregular past participle will 
be used analogically on a nonce verb. This is consistent with the explanation that participants 
process this inflection non-compositionally: the more frequent an irregular past participle is, the 
more likely participants are to use it create a phonological analogy with the nonce stimuli. 
 
Table 26 Uses of irregular past participle morphology in nonce verb production responses and 
surface frequency of real irregular past participles (Experiment 1) 
Model verb(s) Uses Total surface frequency 
podrido 1 1.65 
muerto 6 97.14 
dicho 14 303.11 
puesto/visto 17 676 
roto 20 15.72 
abierto/cubierto 27 132.16 
-suelto/vuelto 44 92.48 
escrito22 92 2870.65 
 
22 Escribir (to write) was often used analogically by participants despite the fact that no nonce verbs were explicitly 




The second surface frequency analysis is expanded to the rest of the dataset. For each 
nonce verb, a surface frequency value was calculated representing the surface frequency of 
associated real verbs by summing the nonzero frequency values from the EsPal written corpus 
(Latin American phonology) (Duchon et al., 2013). For past participle items, this included 
infinitive verbs with the same ending and a similarly irregular past participle form. For example, 
for decir (to say) this included both decir, many derived forms (like predecir, to predict) and 
their respective past participles. For the present tense nonce verb stimuli, the frequency value 
includes the sum of the surface frequencies of the third person singular present indicative form of 
all verbs from the Wikcionario database that had the same rhyme, as long as they could be found 
in two online dictionaries in the citation form. Figure 12 shows the distribution of surface 
frequency for the two tenses. While both distributions lack coverage, they are fairly different, 
and there are no real regular verbs used to make the ‘regular’ past participles, as explained in 
Section 3.2.2. Therefore, the two tenses were analyzed separately.  
In one sense, the influence of surface frequency on the productivity of regular and 
irregular inflection is already clear. The irregular verbs used to create nonce stimuli have over 
three times the mean surface frequency (131.74, sd=183.06, range: 0.15-676) of the regular verbs 
(41.86, sd=39.96, range: 2.09-127.53), but regular responses were overwhelmingly more 
common. This is a much larger discrepancy between regular and irregular inflection than should 
be predicted by a non-compositional account if surface frequency mediates the likelihood that all 
inflection is generated via phonological analogy. This is particularly true for the present tense 
stimuli, all of which have a suitable phonological environment for one or more vocalic stem 
changes. A more fine-grained analysis begins with Figure 13, which shows the proportion of 
irregularizations on past participle items at each of the four quartiles of surface frequency. There 
is a clear increase in the proportion of irregularized past participles in the upper two quartiles of 
surface frequency compared to the first two. This again reinforces the conclusion that high 
surface frequency increases the likelihood that an irregular past participle will be used 





Figure 12 Distribution of surface frequency for present tense and past participle source verbs 
(Experiment 1) 
  
Figure 14 shows comparable data for the present tense. Shown on the top is the 
proportion of regularized responses on nonce verbs made with real regular rhymes at each of the 
four quartiles of surface frequency. Shown on the bottom is the proportion of irregularized 
responses on nonce verbs made from real irregular rhymes. Compared to data shown for past 
participles in Figure 13, there is less of an obvious trend. Regularized responses to nonce verbs 
formed from real regular rhymes seem to decrease slightly in the upper quartiles of surface 
frequency, which may be compatible with the interpretation that the productivity of regular 
inflection is independent of real lexical entries. While there were no irregularized responses on 
nonce forms made from real irregular verbs in the second quartile of surface frequency, 
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incidence of irregularization is at its highest in the bottom quartile of surface frequency, which 
may also indicate some independence from existing lexical entries in irregular inflection as well.  
While this descriptive analysis must be interpreted with caution, results may be most compatible 
with a compositional account that allows for some rule-based generation of both regular and 
irregular forms, depending on those forms’ type frequency and complexity (cf. Gor & Cook, 
2010). In particular, these results are compatible with the interpretation that the simpler, higher 
type frequency irregular present tense items are more likely to be rule-generated, and thus less 
dependent on phonological analogy, than irregular past participles. 
To summarize the results of the production task analysis, production responses were 
overwhelmingly regular, and participants’ tendency to produce irregularized responses was 
influenced by both morphological and lexical/phonological factors. This was true in all speaker 
groups, with no evidence to support a qualitative difference between early and late learners. 
While a lack of significant pairwise comparisons prevents reaching firm conclusions in many 
cases, results were most compatible with a dual mechanism, compositional account, particularly 
one with probabilistic rule application (cf. Gor & Cook, 2010). 
 
 
Figure 13 Proportion of irregularizations in past participle items with real rhymes across the 
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Figure 14 Proportion of regularizations and irregularizations in present tense items across the 
quartiles of surface frequency (Experiment 1) 
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3.4 ACCEPTABILITY JUDGMENT DATA ANALYSIS 
The following section presents the analysis of responses to the acceptability judgment 
questionnaire. 
 
3.4.1 Linear regression analyses 
Research questions for this experiment presented in Section 1.2.4 asked which 
inflectional patterns would receive high acceptability ratings on inflected nonce forms. No real 
analysis is necessary to answer this question, as Figure 15 clearly indicates that in all three 
participant groups, regularly-inflected forms were given higher acceptability ratings. 
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Other research questions asked how participants’ acceptability ratings would be 
influenced by morphological (verb class, type frequency, and regularity) and 
lexical/phonological variables (degree of similarity to the real regular and irregular verbs, and 
lexical frequency). Research questions also asked whether there was evidence of a qualitative 
difference between early and late learners. For this reason, separate regression analyses indicated 
in (1) through (4) were fit to predict normalized acceptability rating based on independent 
variables of interest.  
 
(1) Participant group model: 
AJT RATING ~ PARTICIPANT GROUP +  REGULARITY OF THE INFLECTED NONCE FORM + 
PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM + PROFICIENCY 
SCORE 
 
(2) Phonological model:  
AJT RATING ~ REGULARITY OF THE INFLECTED NONCE FORM + REGULARITY OF THE 
RHYME + LEVEL OF SIMILARITY TO A REAL VERB + REGULARITY OF THE INFLECTED 
NONCE FORM * REGULARITY OF THE RHYME + REGULARITY OF THE INFLECTED NONCE 
FORM * LEVEL OF SIMILARITY TO A REAL VERB + REGULARITY OF THE RHYME * LEVEL OF 
SIMILARITY TO A REAL VERB + REGULARITY OF THE INFLECTED NONCE FORM * 
REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB 
 
(3) Tense model: 
AJT RATING ~ PARTICIPANT GROUP + REGULARITY OF THE INFLECTED NONCE FORM + 
TENSE + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM + 
PARTICIPANT GROUP * TENSE + REGULARITY OF THE INFLECTED NONCE FORM *  TENSE 
+ PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM *  TENSE 
 
(4) Verb class model:  
AJT RATING ~ PARTICIPANT GROUP + REGULARITY OF THE INFLECTED NONCE FORM + 
VERB CLASS + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM + 
PARTICIPANT GROUP * VERB CLASS + REGULARITY OF THE INFLECTED NONCE FORM *  
VERB CLASS + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM *  
VERB CLASS 
 
Participants’ acceptability judgments were assigned a numeric value of one to four: 
totalmente inaceptable (totally unacceptable) was assigned a value one, followed by suena raro 
(sounds odd), bastante aceptable (rather acceptable) and totalmente aceptable (totally 
acceptable). Ratings and other continuous predictor variables were normalized before performing 
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any inferential analyses. No datapoints were discarded. Models 1, 3 and 4 were fit to all data, and 
Model 2 was fit to the datasets from each participant group separately. All models contained a 
random intercept for subject and item (i.e. nonce verb). All models were fit using the lmer() 
function from the lme4 package in R (Bates et al., 2015, p. 4) with the bobyqa optimizer (Powell, 
n.d.) as a part of the lmer() function call. For each predictor, degrees of freedom, F values, and p-
values were obtained via with the mixed() function from the afex package in R (Singmann et al., 
2016). Pairwise comparisons and predicted probabilities were obtained using the emmeans() 
function from the emmeans package in R (Lenth et al., 2018). Section 3.3.1 offers an explanation 
of why multiple regression analyses were performed. 
3.4.1.1 Model (1):  Linear regression on the influence of regularity, participant group, and 
proficiency score over the acceptability rating of inflected nonce forms 
Table 27 displays output for Model 1, which addresses the research question of whether 
there was evidence of a qualitative difference between early and late learners. Accounts based in 
maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) 
would predict a significant interaction between participant group and regularity of the inflection. 
On the one hand, native and heritage speakers should show a strong preference for regularized 
responses, giving them a significantly higher acceptability rating than L2 speakers. L2 speakers, 
in turn, may not show this preference for regular inflection since they do not have access to 
compositional rules like early learners, so they are processing both kinds of inflection via the 
same non-compositional mechanism. However, given Ullman’s (2001, 2005) acknowledgement 
that increasing proficiency may lead to increased ability to access rule-based processing, it is 
possible that L2 speakers may show an increasing preference for regular inflection with 
increasing proficiency. Accounts that do not propose a fundamental difference between early and 
late learners such as Gor and Cook (2010) and Lehtonen and Laine (2003) would also predict a 
significant interaction between participant group and regularity of the inflection. However, this 
interaction would indicate that early and late learners alike will rate regularly-inflected form 
significantly more acceptable than irregularly-inflected ones. However, L2 learners may still 
give somewhat higher acceptability ratings to irregularly-inflected forms for different reasons.  
Gor and Cook (2010) emphasize that classroom-educated L2 learners have greater exposure to 
irregular patterns that are relatively rare in naturalistic input, thereby increasing the probability 
that these patterns will be used compositionally. Both Gor and Cook (2010) and Lehtonen and 
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Laine (2003) also emphasize that with increasing proficiency, L2 speakers will have increasing 
vocabularies with more stored irregular forms from which to make phonological analogies. Thus, 
more proficient L2 speakers may show a tendency to process irregular inflection compositionally 
more often than early learners, showing greater acceptance of irregular forms with greater 
proficiency. These accounts therefore share the prediction that late learners may irregularize 
more overall, however they differ with regards to the relationship they predict between 
proficiency score and acceptance of irregularization. They also differ with regards to the 
predictions of the models to be presented in the following sections.  
As indicated in Table 27, there is a significant interaction between participant group and 
regularity of the inflected form such that, within each group, regular inflection is rated 
significantly more positively than irregular inflection (p<0.0001). This is clearly visible in Figure 
15. At the same time, while there are no significant differences between the three groups in mean 
rating of regularly-inflected forms (p<1.0), L2 speakers give significantly more positive ratings 
to irregularly-inflected forms than both native and heritage speakers (p<0.03). 
There was also a main effect for proficiency test score such that an increase in 
proficiency score was associated with a small increase in acceptability rating. While proficiency 
score was not included in the interaction owing to the very small range of proficiency test scores 
for native speakers (45-50 out of 50 points), descriptive results indicate the possibility that the 
effects of regularity and participant group are moderated by proficiency score. This can be 
visualized in Figure 16. In L2 speakers, there is almost no relationship between proficiency test 
score and mean rating of regularly-inflected forms, but they show a moderately positive 
relationship between proficiency test score and mean rating of irregularly-inflected forms. 
Heritage speakers, however, show a slightly positive relationship between proficiency score and 
mean acceptability rating of regularly-inflected forms, but a slightly negative relationship 
between proficiency score and mean acceptability rating of irregularly-inflected forms. Native 
speakers show a similar pattern to heritage speakers, however, given the very small range of 
proficiency scores for this participant group, this result must be interpreted with caution.  
In summary, this model offers no evidence of a qualitative difference between early and 
late learners in the acceptability rating of regularly- and irregularly-inflected responses. There is 
a contrast between L2 speakers and the other two groups in the relationship between proficiency 
score and acceptability rating of each kind of response. Accounts based in maturational 
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constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) would predict 
that rule-based processing, leading to higher acceptability of regularly-inflected forms, would 
increase with increasing proficiency in the language. For this reason, L2 speakers’ results are 
more compatible with Gor and Cook’s (2010) prediction that L2 learners may show greater 
tendency to accept productive use of irregular patterns. 
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Table 27 P-values for linear regression on overall acceptability of regular and irregular inflection (Experiment 1) 
Predictor B SE B F df p 
Intercept 0.27 0.09 - - - 
Proficiency Test Score 0.1 0.05 4.49 1, 83.00 0.04* 
Participant Group: 
Heritage vs. Native 
















Regularity of the Inflected Nonce Form: 
Regular 
















Regularity of the Inflected Nonce Form * 
Participant Group: 
Heritage (Irregular) vs. Native (Regular) 





















Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)           0.04                   0.19 
Subject  (Intercept)     0.12                   0.35 
Residual                      0.72                   0.85  
Model evaluation 
AIC: 23614.88                                    BIC: 23686.17                             Log Likelihood: -11797.44 (df=10) 
Model structure 
AJT RATINGǂ ~ PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM + PROFICIENCY SCOREǂ + 
Random intercept for SUBJECT + Random intercept for ITEM 































































Participant Group Native Heritage L2
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3.4.1.2 Model (2): Linear regression on the influence of phonological variables over the 
acceptability rating of regular and irregular inflection 
Table 28 displays output for Model 2, which addresses the research question of how 
acceptability ratings of regularly- and irregularly-inflected forms were influenced by the 
phonological factors of the nonce form’s level of similarity to a real verb, and the regularity of 
the real rhyme used to create the nonce form. Non-compositional accounts would largely predict 
that these factors will apply to all inflected forms. Therefore, they will apply equally to the 
acceptability of both regular and irregular inflection. This would mean that participants will give 
higher acceptability ratings to forms whose inflection (regular or irregular) matches the rhyme 
(regular or irregular) taken from a real verb to make the nonce form. At the same time, regularity 
of the rhyme should interact with the nonce form’s level of similarity to a real verb: participants 
should give even higher acceptability ratings to nonce forms whose inflection (regular or 
irregular) matches the rhyme (regular or irregular) as the level of similarity to a real verb 
increases. For example, participants should give higher acceptability ratings to an irregular nonce 
form with an irregular rhyme, and acceptability ratings should increase at higher levels of 
similarity (or decrease at lower levels of similarity). The same should be true for participants’ 
evaluations of regularizations in a non-compositional account. In contrast, dual mechanism 
compositional accounts would predict these results either only or primarily for the evaluation of 
irregularly-inflected nonce forms. Regularly-inflected nonce forms should get higher 
acceptability ratings overall, regardless of the regularity of the rhyme, the level of similarity, or 
any interaction between the two (Gor & Cook, 2010; Prasada & Pinker, 1993). However, to the 
extent that a dual mechanism account allow for irregular inflection to be rule-based, evaluations 
of irregularly-inflected forms may also show independence from phonological variables in a 
similar way to regular inflection (cf. Gor & Cook, 2010). Single mechanism compositional 
accounts, however, would predict independence of phonological variables for acceptability 
ratings of both regular and irregular inflection (cf. Stockall & Marantz, 2006). 
At the same time, a comparison of the three models’ results across participant groups 
complements the results of the previously-presented model. Accounts based in maturational 
constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) would largely 
predict the results of a non-compositional account as described above for L2 speakers but not the 
early learners. In contrast, accounts that do not support maturational constraints would predict 
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that phonological variables would influence the tendency towards irregularization similarly in all 
three speaker groups.  
Owing to the desire to avoid a four-way interaction, Model 2 was fit to data from each 
participant group separately, producing very similar results, starting with a significant main 
effect for regularity of the inflected nonce form such that regular inflection received more 
positive acceptability ratings than irregular inflection, as previously shown in Figure 15. At the 
same time, there were significant interactions between regularity of the inflected nonce form and 
the other independent variables. These interactions will be explored through a discussion first of 
regularly-inflected nonce forms, then of irregularly-inflected nonce forms, with the goal of 
demonstrating that the acceptability of irregular inflection is more influenced by phonological 
similarity to real irregular verbs, as per the predictions of compositional accounts of 
morphological processing (cf. Gor & Cook, 2010; Prasada & Pinker, 1993). 
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Table 28 P-values from linear regression on phonological variables, Native speakers (Experiment 1) 
 Predictor B SE B F df p 
Intercept 
Native speaker model 0.51 0.08 - - - 
Heritage speaker model 0.44 0.11 - - - 
L2 speaker model 0.32 0.08 - - - 
Regularity of the Inflected Nonce Form 
Native speaker model: Irregular vs. Regular -1.03 0.09 466.07 1, 2046.71 p<0.0001*** 
Heritage speaker model: Irregular vs. Regular -0.83 0.09 419.73 1, 2352.95 p<0.0001*** 
L2 speaker model: Irregular vs. Regular -0.42 0.06 392.11 1, 4586.48 p<0.0001*** 
Regularity of the rhyme 
Native speaker model: Irregular vs. Regular -0.21 0.1 0.17 1, 101.83 p<0.68 
Heritage speaker model: Irregular vs. Regular -0.18 0.1 0.01 1, 107.22 p<0.93 
L2 speaker model: Irregular vs. Regular -0.11 0.07 0.58 1, 103.75 p<0.45 
Level of Similarity to a Real Verb 
Native speaker model: 
Low vs. High  
















Heritage speaker model: 
Low vs. High  
















L2 speaker model: 
Low vs. High  
















Regularity of the Inflected Form * Regularity of the Rhyme 
Native speaker model: Irregular Inflection (Irregular Rhyme) vs. Regular 
Inflection (Regular Rhyme) 
0.55 0.12 45.78 1, 2046.72 p<0.0001*** 
Heritage speaker model: Irregular Inflection (Irregular Rhyme) vs. 
Regular Inflection (Regular Rhyme) 
0.31 0.11 9.06 1, 2352.94 p<0.003** 
L2 speaker model: Irregular Inflection (Irregular Rhyme) vs. Regular 
Inflection (Regular Rhyme) 
0.21 0.08 53 1, 4586.48 p<0.001*** 
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Table 28 (cont.) 
Regularity of the Inflected Nonce Form * Level of Similarity to a Real Verb 
Native speaker model: 
Low (Irregular)  vs. High (Regular) 
















Heritage speaker model: 
Low (Irregular)  vs. High (Regular) 
















L2 speaker model: 
Low (Irregular)  vs. High (Regular) 
















Regularity of the Rhyme * Level of Similarity to a Real Verb 
Native speaker model: 
Low (Irregular)  vs. High (Regular) 
















Heritage speaker model: 
Low (Irregular)  vs. High (Regular) 
















L2 speaker model: 
Low (Irregular)  vs. High (Regular) 
















Regularity of the Inflected Nonce Form * Regularity of the Rhyme * Level of Similarity to a Real Verb 
Native speaker model 
Low (Irregular inflection, Irregular Rhyme)  vs. High (Regular Inflection, 
Regular Rhyme ) 
Medium (Irregular inflection, Irregular Rhyme)  vs. High (Regular 





























Table 28 (cont.) 
Heritage speaker model 
Low (Irregular inflection, Irregular Rhyme)  vs. High (Regular Inflection, 
Regular Rhyme ) 
Medium (Irregular inflection, Irregular Rhyme)  vs. High (Regular 



























L2 speaker model 
Low (Irregular inflection, Irregular Rhyme)  vs. High (Regular Inflection, 
Regular Rhyme ) 
Medium (Irregular inflection, Irregular Rhyme)  vs. High (Regular 
























Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
Native speaker model 
                                     Variance            Standard Deviation 
Item (Intercept)            0.03                    0.16 
Subject (Intercept)       0.17                    0.41 
Residual                       0.63                    0.79 
 
Heritage speaker model 
                                     Variance            Standard Deviation 
Item (Intercept)            0.04                    0.2 
Subject (Intercept)       0.12                    0.34 
Residual                       0.69                    0.83 
 
L2 speaker model 
                                     Variance            Standard Deviation 
Item (Intercept)            0.02                    0.14 
Subject (Intercept)       0.12                    0.34 
96 
 
Table 28 (cont.) 
Residual                       0.73                    0.85 
Model evaluation 
Native speaker model 
AIC: 5212.04                        BIC: 5296.93                             Log likelihood: -2591.02     
Heritage speaker model 
AIC: 6219.96                        BIC: 6306.98                             Log likelihood: -3094.98 
L2 speaker model 
AIC: 12016.86                      BIC: 12113.58                           Log likelihood: -5993.43 
Model structure 
(Three models were fit to data from each speaker group.) 
AJT RATINGǂ ~ REGULARITY OF THE INFLECTED NONCE FORM + REGULARITY OF THE RHYME + LEVEL OF SIMILARITY TO A REAL 
VERB + REGULARITY OF THE INFLECTED NONCE FORM * REGULARITY OF THE RHYME + REGULARITY OF THE INFLECTED NONCE 
FORM * LEVEL OF SIMILARITY TO A REAL VERB + REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB +  
REGULARITY OF THE INFLECTED NONCE FORM * REGULARITY OF THE RHYME * LEVEL OF SIMILARITY TO A REAL VERB +  
Random intercept for SUBJECT + Random intercept for ITEM 









In all three models, there is a significant two-way interaction between regularity of the 
inflected nonce form and regularity of the rhyme. For heritage speakers, Tukey’s HSD-corrected 
pairwise comparisons only reiterate the main effect for regularity of the inflected nonce form: 
both regularly-inflected subsets ([regular inflection/regular rhyme] and [regular 
inflection/irregular rhyme]) are significantly higher rated than both irregularly-inflected subsets 
([irregular inflection/irregular rhyme] and [irregular inflection/irregular rhyme]) (p<0.001). 
However, the native and L2 speaker models show that both regular and irregular inflection is 
significantly higher-rated when it matches the regularity of the rhyme: [regular inflection/regular 
rhyme] is significantly higher-rated than [regular inflection/irregular rhyme] (p<0.003), and 
[irregular inflection/irregular rhyme] is significantly higher-rated than [irregular 
inflection/regular rhyme] (p<0.0001). Mean ratings for regularly-inflected nouns with regular 
and irregular rhymes are shown in Figure 17, indicating a larger difference by rhyme for 
regularly-inflected forms in native and L2 speakers than in heritage speakers. On its own, for L2 
and native speakers, this indicates that acceptability of both regular and irregular inflection is 
influenced by phonological similarity to real verbs with that same kind of inflection. This can be 
seen to support a non-compositional account in which acceptability of both regular and irregular 
inflection are influenced by phonological analogy. 
Pairwise comparisons from the three-way interaction between regularity of the inflection, 
regularity of the rhyme and level of similarity, however, may moderate against this 
interpretation. Descriptive results for the acceptability ratings of regularly-inflected forms with 
regular and irregular rhymes are shown within each level of similarity in Figure 18. Within each 
level of similarity, there is no significant difference in rating of regularly-inflected nonce forms 
with regular versus irregular rhymes except for the medium similarity level in native (average 
rating with a regular rhyme: 3.57, average rating with an irregular rhyme: 3.46; p<0.0001) and 
L2 speakers (average rating with a regular rhyme: 3.7, average rating with an irregular rhyme: 
3.41; p<0.05). It is possible that this difference is too small to show up in a pairwise comparison. 
However, this indicates that the acceptability of regular inflection is not always influenced by 





Figure 17 Average acceptability rating for regularly-inflected forms with regular and irregular 
rhymes (Experiment 1) 
 
 
Figure 18 Acceptability ratings of regularly-inflected forms with regular and irregular rhymes 






















































































































High similarity to a real verb
Regularity of the Rhyme Regular Irregular
99 
 
Other results support the interpretation that the acceptability of regular inflection is not 
influenced by another phonological variable, the level of similarity to a real verb. Pairwise 
comparisons for the significant interaction between level of similarity and regularity of the 
inflected nonce form indicate that level of similarity does not affect the acceptability of 
regularly-inflected forms in any of the three speaker groups. The three-way interaction between 
regularity of the inflection, regularity of the rhyme, and level of similarity also reflects this. L2 
speakers show one pairwise comparison that approaches significance such that the [regular 
inflection/regular rhyme/low similarity] subset (average rating: 3.75) is better-rated than the 
[regular inflection/regular rhyme/high similarity] subset (average rating: 3.54; pairwise 
comparison: p<0.08). Other than that, there are no differences that even approach significance to 
indicate that the acceptability of regular inflection increases with increasing similarity to a real 
word. On the whole, this supports the conclusion that level of similarity to a real verb does not 
influence the acceptability of regular inflection.  
In fact, with a handful of exceptions, pairwise comparisons between regularly-inflected 
subsets are generally not significant, which is a hallmark of compositional approaches in which 
regular inflection is entirely (or largely) uninfluenced by phonological analogies from real 
regular verbs. There are no such significant pairwise comparisons for heritage speakers, 
reinforcing the conclusion that default rules drive their morphological processing as early 
learners (cf. Gor & Cook, 2010). For native and L2 speakers, two such comparisons are 
significant, once again pointing to the possibility that congruence between a regular rhyme and 
regular inflection may make regular inflection more acceptable, at least under some conditions of 
phonological similarity. For native speakers, the [regular inflection/irregular rhyme/medium 
similarity] subset (average rating: 3.41) is significantly or approaching significantly lower-rated 
than nonce forms with regular inflection and regular rhymes at all three levels of similarity 
(average rating, low: 3.65, p<0.097; average rating, medium: 3.7, p<0.045; average rating, high: 
3.71, p<0.03). For L2 speakers, the [regular inflection/regular rhyme/low similarity] subset is 
significantly higher-rated than the [regular inflection/irregular rhyme/high similarity] subset 
(average rating: 3.43) and the [regular inflection/irregular rhyme/medium similarity] subsets. 
This result is less compatible with a non-compositional account in which regular inflection 
should show strong influence from phonological factors (cf. Hay & Baayen, 2005). 
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To turn the discussion towards irregularly-inflected forms, Figure 19 shows mean 
acceptability ratings for irregularly-inflected forms with regular and irregular rhymes at the three 
levels of similarity. There are some pairwise comparisons from the three-way interaction 
indicating that some regularly-inflected subsets are not better-rated than some irregularly-
inflected subsets. In all three models, the [regular inflection/irregular rhyme/low similarity] 
(average rating, native: 3.47; heritage: 3.43; L2: 3.48) is not significantly different, or only 
approaches being significantly different, from the [irregular inflection/irregular rhyme/high 
similarity] subset (average rating, native: 3.08, p<0.094; heritage: 3.00, p<0.067; L2: 3.24, 
p<0.37). Additionally, in the L2 model, the [regular inflection/irregular rhyme/low similarity] 
subset only approaches significant difference from the [irregular inflection/regular rhyme/high 
similarity] subset (average rating: 3.15, p<0.051). 
 
 
Figure 19 Acceptability ratings of irregularly-inflected forms with regular and irregular rhymes 
are shown within each level of similarity (Experiment 1) 
 
It is possible to see this as evidence that an irregular rhyme and low similarity level 
combine to make regular inflection significantly less acceptable in all three groups. This would 
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factors, strongly promoting a non-compositional account of regular inflection. However, if this is 
the case, it is not clear why this does not show up in other pairwise comparisons between 
regularly-inflected subsets. Another possibility, and one that is supported by other results from 
Model 2, is that an irregular rhyme and a high level of similarity to a real verb do the most to 
attenuate the general unacceptability of irregular inflection. This is strong evidence that the 
acceptability of irregular inflection is influenced by these phonological factors. For instance, in 
irregularly-inflected nonce forms with regular rhymes, the lowest similarity level is significantly 
lower-rated than the medium- and high-similarity levels in all three participant groups 
(p<0.0003). This effect is not shown in irregularly-inflected forms with irregular rhymes.  
At the same time, within each similarity level, there are some significant comparisons 
between irregularly-inflected forms depending on the regularity of the rhyme. Native and L2 
speakers show that irregularly-inflected forms are rated worse with regular rhymes than with 
irregular rhymes at the low similarity level (average rating, native speakers, regular rhyme: 2.29; 
irregular rhyme: 2.83; average rating, L2 speakers, regular rhyme: 2.45; irregular rhyme: 3.08; 
p<0.005). Native speakers also show this at the high similarity level (average rating, regular 
rhyme: 2.76; average rating, irregular rhyme: 3.08, p<0.03). Heritage speakers do not show any 
significant differences by rhyme for irregularly-inflected forms within each similarity levels. 
However, in all three models, the [irregular inflection/regular rhyme/low similarity] subset 
(average rating, native: 2.29; heritage: 2.35; L2: 2.45) is significantly worse-rated than both the 
[irregular inflection/irregular rhyme/high similarity] subset (average rating, native: 3.08; 
heritage: 3; L2: 3.24) and the [irregular inflection/irregular rhyme/medium similarity] subset 
(average rating, native: 2.89; heritage: 2.78; L2: 3.46, p<0.0003). It is worth noting that for 
heritage speakers, the [irregular inflection/regular rhyme/low similarity] subset is not 
significantly different from the [irregular inflection/irregular rhyme/low similarity] subset. With 
that exception, these results indicate that low similarity level and a regular rhyme may combine 
to further lower the acceptability of irregular inflection. This is qualitatively different from the 
effects of these variables on the acceptability of regular inflection. These results indicate that 
phonological factors have a stronger influence on the acceptability of irregular inflection, 
consistent with dual mechanism compositional accounts in which regular inflection is primarily 
rule-based, therefore showing independence from phonological factors, whereas irregular 
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inflection is generated via phonological analogy (cf. Gor & Cook, 2010; Prasada & Pinker, 
1993). 
3.4.1.3 Model (3): Linear regression on the acceptability rating of regular and irregular 
inflection in tenses with high- and low-type frequency irregularities 
Table 29 displays output for Model 3, which addresses the research question of how the 
acceptability ratings of regularly- and irregularly-inflected responses were influenced by the 
morphological factor of the tense of the inflected response, which represents a contrast between a 
high and low type frequency inflectional pattern. Non-compositional accounts would not 
generally predict significant results for the variable of tense. However, dual mechanism models 
with probabilistic rules (Gor & Cook, 2010) would predict that the type frequency associated 
with these two morphological categories will influence speakers’ acceptance of regularly- or 
irregularly-inflected forms in each. In particular, because the irregularities of the present tense 
are much higher in type frequency than irregular past participles, participants will be more 
accepting of these irregularities used on the nonce forms. At the same time, this analysis 
complements the first model’s results by way of the interaction between the variables of tense 
and participant group. Accounts based in maturational constraints (cf. Clahsen & Felser, 2006; 
Clahsen et al., 2010; Ullman, 2001, 2005) would largely predict that L2 speakers should not 
show sensitivity to the morphological variable of tense since they lack a detailed morphological 
representation. However, if all participants show sensitivity to the morphological variable of 
tense, this reinforces the theory that both early and late learners are able to develop 
morphological representations, and furthermore that they are sensitive to the type frequency of 
inflection associated with different morphological categories. 
As shown in Table 29, this model largely repeats the previously presented result that 
overall and within each participant group, regular inflection received more positive acceptability 
ratings than irregular inflection, as previously shown in Figure 15. The average rating of regular 
and irregular responses with present tense and past participle nonce forms are shown in Figure 
20. The significant interaction between participant group, regularity of the inflected form and 
tense indicates that all three groups rate irregularly-inflected present tense forms significantly 
better than irregularly-inflected past participle forms (p<0.0001). Native speakers also rate 
regularly-inflected present tense forms significantly better than regularly-inflected past participle 
forms (p<0.0007), but heritage and L2 speakers do not rate regularly-inflected present tense 
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forms significantly better than regularly-inflected past participle forms. As was previously 
discussed in Section 3.3.2.3, these results may be interpreted in the light of differences between 
the irregularities of each tense. Irregularities in the present tense are high type frequency, semi-
predictable, and instantiated in a large number of moderately frequent lexical items. It is thus 
compatible with the predictions of Gor and Cook (2010) that heritage and L2 speakers assigned 
these forms higher ratings than irregular past participles, which are low type frequency, 
unpredictable, complex, and instantiated in a small number of extremely high frequency lexical 
items. This result also illustrates these speakers’ sensitivity to type frequency of a pattern within 
a morphological environment, contrary to predictions based in maturational constraints on 
morphological processing (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 
2005). However, as with the results presented in Section 3.3.2.3, the result for native speakers is 
surprising. It is possible that native speakers are less affected by complexity and unpredictability 
than the other two groups, and thus did not rate irregular past participles more negatively because 
of it. It is also possible that the other two speaker groups are less affected by the high surface 
frequency of irregular past participles, and thus did not improve their rating of these irregularities 
because of that. 
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Table 29 P-values from linear regression on tense (Experiment 1) 
Predictor B SE B F df p 
Intercept 0.24 0.09 - - - 
Participant Group: 
Heritage vs. Native 
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Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 




Table 29 (cont.) 
Subject (Intercept)        0.13                   0.36 
Residual                        0.71                  0.84 
Model evaluation 
AIC: 23417.51                          BIC: 23524.45                            Log likelihood: -1693.76 
Model Structure 
AJT RATINGǂ  ~ PARTICIPANT GROUP + REGULARITY OF THE INFLECTED NONCE FORM + TENSE + PARTICIPANT GROUP * 
REGULARITY OF THE INFLECTED NONCE FORM + PARTICIPANT GROUP * TENSE + REGULARITY OF THE INFLECTED NONCE 
FORM *  TENSE + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM *  TENSE + Random intercept for 
SUBJECT + Random intercept for ITEM 







Figure 20 Average rating of nonce forms of different tenses (Experiment 1) 
 
3.4.1.4 Model (4): Linear regression on the acceptability ratings of regular and irregular 
inflection in high- and low-type frequency verb classes  
Table 30 displays output for Model 4, which addresses the research question of how the 
acceptability ratings of regularly- and irregularly-inflected nonce forms were influenced by the 
morphological factor of verb class, which varies in type frequency between the very high type 
frequency default AR class and the very low type frequency non-default ER and IR classes. At 
the same time, the verb classes also differ in proportion of regular and irregular forms: the AR 
class is overwhelmingly regular, whereas the non-default classes have a comparatively higher 
proportion of irregularities. Non-compositional accounts would not generally predict significant 
results for the variable of verb class. However, dual mechanism models with probabilistic 
rules(Gor & Cook, 2010) would predict that participants may give higher acceptability ratings to 
irregularizations in the non-default classes in which they are so much more frequent. At the same 
time, this analysis complements the first model’s results by way of the interaction between the 
variables of verb class and participant group. Accounts based in maturational constraints (cf. 
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speakers should not show sensitivity to the morphological variable of verb class since they lack a 
detailed morphological representation. However, if all participants show sensitivity to this 
morphological variable, this reinforces the idea that both early and late learners are able to 
develop morphological representations, and furthermore that they are sensitive to the type 
frequency of inflection associated with different morphological categories. 
As shown in Table 30, this model largely repeats the previously presented result that 
overall and within each participant group, regular inflection received more positive acceptability 
ratings than irregular inflection, as previously shown in Figure 15.Figure 21 presents mean 
ratings for regularly- and irregularly-inflected nonce verbs in each verb class. The AR class was 
the highest rated overall. However, pairwise comparisons from the significant three-way 
interaction between participant group, regularity of the inflected nonce form and verb class 
indicate that speakers give different mean ratings to the verb classes depending on whether the 
nonce forms are regularly- or irregularly-inflected. Heritage and native speakers rate regularly-
inflected AR class significantly better than only one of the two non-default classes (the IR class 
for heritage speakers, p<0.03; the ER class for native speakers, p<0.0001). L2 speakers, 
however, show no significant differences between mean ratings of the verb classes for regularly-
inflected forms. However, heritage and L2 speakers show different tendencies in their ratings of 
irregularly-inflected forms. Unlike with regularly-inflected items, L2 speakers rate irregularly-
inflected verbs in the AR class significantly better than both each of the non-default classes 
(p<0.004), which are not significantly different from each other. Heritage speakers still rate 
irregularly-inflected AR forms the highest, but rate IR verbs higher than ER verbs (p<0.03). This 
contrasts with their ratings of regularly-inflected forms in which regularly-inflected IR verbs 
were significantly worse than regularly-inflected ER verbs; a possible interpretation is that 
heritage speakers are less tolerant of irregularities in the ER class and/or more tolerant of them in 
the IR class. Native speakers, as with regularly-inflected forms, rate the AR class significantly 
better than the ER class (p<0.02). 
On the whole, native and heritage speakers showed a stronger influence of the AR class 
with both regular and irregular forms, which is compatible with Gor and Cook’s (2010) 
predictions that early learners would be more strongly influenced by default inflectional patterns. 
However, Gor and Cook’s account might have predicted that irregularities were more acceptable 
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in the non-default classes since so many more of them are irregular in real Spanish words; this 
did not occur, possibly because of the general low level of acceptability of irregular inflection.  
It is worth mentioning that irregularities in present tense IR class verbs are much more 
easily predictable on the basis of stem-final vowel than in the other two classes. Heritage 
speakers rate irregular IR class verbs better than irregular ER class verbs, but they rate regular IR 
class verbs worse than regular ER class verbs. This may indicate a positive influence of the 
predictability of this stem change. For native and L2 speakers, however, for whom the AR class 
is simply superior to at least one non-default class (for all verbs in native speakers, and for 
irregular verbs in L2 speakers), they show a greater sensitivity to defaultness. However, all 
results point to sensitivity to the morphological variable of verb class in at least some contexts, 
contrary to predictions based in maturational constraints on morphological processing for L2 
speakers (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005). The following 
section further expands upon other ways in which type frequency, as well as lexical frequency, 
influenced the acceptability of regular inflection.
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Table 30 P-values from linear regression on verb class (Experiment 1) 
Predictor B SE B F df p 
Intercept 0.51 0.09 - - - 
Participant Group: 
Heritage vs. Native 
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11.8 2, 9095.42 p<0.0001*** 
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Table 30 (cont.) 
L2 (Irregular, IR) vs. Native (Regular, AR) -0.23 0.1 - - - 
Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            0.02                   0.15   
Subject (Intercept)       0.13                   0.36   
Residual                       0.72                   0.85  
Model evaluation 
AIC: 23579.91                        BIC: 23729.62                         Log likelihood: -11768.95 
Model structure 
AJT RATINGǂ ~ PARTICIPANT GROUP + REGULARITY OF THE INFLECTED NONCE FORM + VERB CLASS + PARTICIPANT GROUP * 
REGULARITY OF THE INFLECTED NONCE FORM + PARTICIPANT GROUP * VERB CLASS + REGULARITY OF THE INFLECTED 
NONCE FORM *  VERB CLASS + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED NONCE FORM *  VERB CLASS + 
Random intercept for SUBJECT + Random intercept for ITEM 






Figure 21 Average rating of nonce forms of different verb classes (Experiment 1) 
 
3.4.2 Frequency analyses 
Previously presented research questions asked how participants’ acceptability ratings of 
regularly- and irregularly-inflected forms are influenced by both the type frequency of an 
inflectional pattern, and the lexical frequency of the real verbs used to make the nonce forms. 
This final section presents additional descriptive analyses to answer these questions. Similarly to 
Section 3.3.3, the influence of type frequency can be examined by looking at acceptability rating 
for each of the stem changes, which is visualized in Figure 22. A non-compositional account 
might generally predict that a stem change would be as acceptable as a regular conjugation in a 
suitable phonological environment, such as the ones provided in all of this experiment’s present 
tense stimuli, or at the very least those made from rhymes that come from real irregular verbs. In 
contrast, a dual mechanism account with probabilistic rules such as Gor and Cook (2010) would 
predict that participants’ acceptability of these stem changes will increase with increasing type 
frequency of the stem changes in real Spanish words; however, they will never be as acceptable 
as the far more prominent regular inflection. Finally, a more traditional dual mechanism account 

























































g Irregularly-inflected nonce forms
Verb Class AR ER IR
112 
 
never be acceptable to the participants, or at the very least would only achieve marginal 
acceptability on items with great phonological similarity to real irregular verbs. Descriptively, 
acceptability ratings for stem changes are in fact high on average. The e>i stem changes received 
higher ratings (mean rating: 3.33) than the diphthongizing stem changes (mean rating, e>ie: 3.09; 
mean rating, o>ue: 3.11).  Since this stem change is exclusive to the IR class in which it is very 
predictable, this reinforces the conclusion that predictability within a given morphological 
context may improve the acceptability of irregularizations. Even though this result does not 
reinforce the influence of type frequency, it is compatible with the predictions of Gor and Cook 
(2010). Furthermore, the general acceptability of stem changes is compatible with accounts in 





Figure 22 Distribution of acceptability judgment ratings for different stem changes (Experiment 
1) 
 
As in Section 3.3.3, the influence of token frequency on the acceptability rating of 
























importance in verifying the predictions of the different theoretical accounts of morphological 
processing. Token frequency plays an important role in non-compositional processing: since 
inflection is generalized on the basis of phonological analogies from stored representations of 
inflected forms, phonological analogy from a particular stored form will be more acceptable the 
more frequent that form is. Therefore, participants will be more accepting of irregular inflection 
on nonce verbs with an irregular rhyme, and that acceptance would increase with increasing 
frequency of the real verb that the irregular rhyme comes from; in a non-compositional account, 
the very same will be true of regular inflection as well. According to the predictions of a dual 
mechanism account, however, this will (or primarily) be true of irregular inflection. To the extent 
that the dual mechanism account allows for some compositional processing of irregular forms, 
however, the contrast between regular and irregular forms may be smaller. 
For the descriptive analysis, mean acceptability ratings of nonce forms within each 
quartile of the distribution of surface frequency was calculated, using a surface frequency value 
for the real verbs used to create the nonce verb stimuli as described in Section 3.3.3. As 
described in Section 3.3.3, the two tenses are analyzed separately. Figure 23 shows the 
distribution of surface frequency for the two tenses. In addition to having different distributions 
for this variable, the two tenses differ in that there are no real regular verbs used to make the 
‘regular’ past participles, which are based on nonce stems. However, these ‘regular’ past 
participles were still rated by participants in a regularly- and irregularly-inflected form, as was 
explained in Section 3.2.2.  
Figure 24 shows mean ratings across the quartiles of surface frequency for irregularly-
inflected past participle forms based on real irregular rhymes on the top, and on ‘regular’ (nonce) 
rhymes on the bottom. For irregularly-inflected past participles based on real irregular rhymes, 
acceptability ratings for the lowest quartile of surface frequency are lower than for the upper 
three quartiles. This may indicate that high surface frequency increases the likelihood that an 
irregular past participle will be acceptable on a nonce form. For nonce past participles with a 
regular (nonce) stem, however, there is a small decrease in acceptability rating with increasing 
surface frequency. This does not provide strong support that high surface frequency increases the 
likelihood that inflection from an irregular past participle will be acceptable on a nonce form. 
Differences in acceptability rating between quartiles are much smaller in all present tense 
items. However, for both regularly-inflected forms with regular rhymes, and irregularly-inflected 
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forms with irregular rhymes, the first quartile of surface frequency has the lowest average 
acceptability rating, as is shown in Figure 25. This can be seen as providing evidence that high 
surface frequency increases the likelihood that inflection from either a regular or an irregular 
verb will be acceptable on a nonce form. This can be seen as consistent with the predictions of 
non-compositional accounts in which both regular and irregular inflection are processed through 
phonological analogy (cf. Hay & Baayen, 2005), or with dual mechanism accounts that allow for 
both kinds of inflection to be processed either compositionally or non-compositionally (cf. Gor 
& Cook, 2010; Pinker & Ullman, 2002). 
 
 
Figure 23 Distribution of surface frequency by tense for real verbs used to make acceptability 
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Figure 24 Mean ratings of irregularly-inflected nonce verbs with irregular and regular rhymes 




Figure 25 Mean ratings of regularly-inflected nonce verbs with regular and irregular rhymes 
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3.5 DISCUSSION AND CONCLUSIONS 
The research questions for this experiment presented in Section 1.2.4 asked first what 
inflectional patterns Spanish speakers would productively use on nonce verbal forms, and what 
inflectional patterns Spanish speakers would give high acceptability ratings to on nonce verbal 
forms. Results from this experiment indicate that all participants, regardless of language 
background, are far more likely to productively use and give high acceptability judgment ratings 
to regular inflection on nonce verbs. Regular inflection was used in 89.18% of production items 
overall, and regularly-inflected items had an average rating of 3.54 out of 5.0 overall, compared 
to 2.93 for irregularly-inflected items. This result is most consistent with the predictions of dual 
mechanism compositional accounts of morphological processing (cf. Gor & Cook, 2010; Prasada 
& Pinker, 1993): regular verbal inflection is acceptable on anything that can be identified as a 
verb, whereas irregular inflection is largely unacceptable outside the context of the specific 
lexical entries in which it is used in real words. 
Research questions also addressed whether lexical and phonological factors would 
significantly influence participants’ behavior in both experimental tasks. Analysis of the 
production data indicated that nonce forms with irregular rhymes had roughly six times the 
predicted probability of being irregularized in the production task. Other interactions for this 
model did not show significant pairwise comparisons, so results must be interpreted with cation. 
However, results indicated that increasing similarity to a real verb with a regular rhyme 
increased the proportion of regularized responses, and increasing similarity to a real verb with an 
irregular rhyme increased the proportion of irregularized response. This is consistent with the 
interpretation that both regular and irregular inflection are independent of phonological 
influence. However, analysis of the acceptability judgment ratings indicated that the influence of 
phonological factors was much stronger on the acceptability of irregular inflection than on 
regular inflection: regularity of the rhyme and level of similarity combine to make irregular 
inflection more or less acceptable in a way that is qualitatively different from regular inflection. 
Descriptive results from the analysis of surface frequency in the production task also support the 
influence of real lexical entries particularly on irregular inflection, at least for the highly complex 
irregularities of the past participle. This result is most consistent with the predictions of dual 
mechanism compositional accounts of morphological processing, showing greater phonological 
influence on irregular inflection. It also moderates any single mechanism model, whether 
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compositional (cf. Stockall & Marantz, 2006) or non-compositional (cf. Hay & Baayen, 2005), 
because it indicates that there are two distinct processing mechanisms that are largely associated 
with regular and irregular inflection. 
Research questions also addressed whether morphological factors would significantly 
influence participants’ behavior in both experimental tasks. The morphological factors of tense 
and verb class were significant as main effects, and in interaction with participant group, in 
analyses performed on both production and acceptability judgment data. Verb class and tense of 
the nonce forms clearly influenced participants’ behavior in a way that confirms their sensitivity 
to the type frequency of regular and irregular inflection within different morphological 
structures. For example, while pairwise comparisons from the model were not significant, L2 
speakers more frequently used the high type frequency, semi-predictable irregularity of the 
present tense than the past participle. Within present tense production items, it was also shown 
that the frequency of productively used stem changes corresponds to their respective type 
frequency in spoken Spanish. With regards to verb class, the default AR class, which is 
overwhelmingly regular, had a lower overall probability of irregularization than the non-default 
classes. Production items that changed the thematic vowel vis-à-vis the infinitive form in the 
prompt also largely included shifts from the nondefault class to the default class, a phenomenon 
which was especially common in native speakers. These and other aspects of the results are more 
consistent with a compositional account that permits multiple probabilistic rules which are 
applied on the basis of their type frequency, such as the Rules and Probabilities Model (Gor & 
Cook, 2010).  
Research questions also addressed whether there would be any evidence for maturational 
constraints on morphological processing. The above-presented results highlight a sensitivity to 
morphological structure in all three participant groups, contrary to the predictions of accounts 
based on maturational constraints on the acquisition of inflectional morphology in late learners 
(cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005). Analyses of the 
production and acceptability judgment data also indicate that L2 speakers irregularize more 
frequently, and give higher acceptability ratings to irregular forms, with increasing proficiency 
score, which runs counter to these accounts’ predictions that rule-based processing (i.e. 
increasing use and approval of regular responses) will increase with proficiency in the L2. The 
fact that L2 speakers irregularized more and rate irregularizations more highly with increasing 
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proficiency is consistent with predictions of compositional models that posit that with increasing 
vocabulary, L2 speakers will have a greater number of stored lexical forms from which to make 
phonological analogies (cf. Lehtonen & Laine, 2003). One result that can be plausibly said to 
indicate a qualitative difference between speaker groups is that heritage and L2 speakers 
produced the only instances of stem changes that are not instantiated in Spanish (4 and 9 tokens, 
respectively). If these were not simply typos, this result is consistent with previous results 
indicating that L2 and heritage speakers are significantly less accurate with inflectional 
morphology than monolingually-raised native speakers (Montrul, 2008, 2016). However, this 
result cannot emerge from a maturational constraint on morphological processing since it 
appeared in both early and late learners who share only intense exposure to a language other than 
Spanish early in life. 
Gor and Cook’s (2010) Rules and Probabilities Model also provides the best explanation 
for the other minor, quantitative differences that were seen between the three speaker groups, for 
instance, that classroom-instructed learners will apply higher probabilities to less regular, lower 
type frequency patterns than naturalistic learners, who will rely more on default rules. Indeed, L2 
speakers have the highest rate of irregularization and give irregularly-inflected forms higher 
ratings, although this difference is only significant compared to heritage speakers. L2 speakers 
also produced the largest number of diphthongizing stem changes, the highest type-frequency 
irregularity included in this experiment, and gave forms with these irregularities such high 
acceptability ratings that they were rated equivalently to how native and heritage speakers rated 
some regularly-inflected forms. In addition, changes in the citation form from the non-default to 
the default class were much more common in native speakers than in the other two groups. 
Finally, research questions also asked whether the results of this experiment would be 
most compatible with a compositional or non-compositional account of morphological 
processing, and if this would hold across task type. It is clear that, in balance, the results of the 
analyses presented in this chapter are most consistent with a dual mechanism, compositional 
account in both the receptive acceptability judgment task and the productive nonce verb 
production task. It is notable, however, that the discrepancy between regular and irregular 
inflection was more exaggerated in receptive than in productive responses, leading to clearer 
descriptive results and more significant pairwise comparisons in the regression analyses. 
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However, the following two experiments will allow a more complete comparison of the 




CHAPTER FOUR: SPEEDED ORAL PRODUCTION OF INFLECTED VERBS 
 
Experiment 2 of the present thesis examines Spanish speakers’ accuracy in the time-
pressured oral production of real inflected Spanish verbs, as well as the errors they make when 
accuracy falters. The relationship between accuracy and lexical knowledge, which is represented 
by participants’ familiarity ratings in the present experiment, is key for verifying the predictions 
of compositional versus non-compositional accounts. Non-compositional accounts such as those 
presented in Chapter 1 largely predict that since all inflected forms must be stored whole in the 
lexicon, participants’ lexical knowledge will be the main determinant of accuracy in this task: 
participants will generally not be accurate with forms that they do not know. Furthermore, the 
effect of lexical knowledge will be equally strong  across all morphological categories, including 
regularity of inflection, tense, and verb class.  
In contrast, compositional accounts predict that irregularly-inflected forms will rely 
(primarily or exclusively) on lexical knowledge in this way; therefore irregularly-inflected forms 
will show a much larger influence of surface frequency. Since regularly-inflected forms can be 
generated by morphological rules that can apply freely to any verb, even very low frequency or 
unfamiliar regular verbs may still be produced very accurately. Therefore, compositional 
accounts predict that regularly-inflected verbs will be produced more accurately overall, and will 
show a weaker relationship between accuracy and lexical knowledge. A further prediction of 
compositional accounts that allow for multiple rules with probabilistic application is that high 
type frequency and less complex rules will be applied more accurately than low type frequency 
and high complexity ones. In the present experiment, type frequency varies within the verb 
classes and the tense of the inflected nonce forms, which includes the present and preterite 
tenses. Thus, there may be differences in accuracy between the high type frequency, predictable 
stem changes of the present tense and the low type frequency, idiosyncratic irregularities of the 
strong preterite forms. Furthermore, the AR class may be produced more accurately than the ER 
and IR classes. 
Compositional and non-compositional accounts also make different predictions with 
regard to what error types will be made when accuracy falters on this task. The former predict 
that non-target-like responses will be primarily be ones in which a regular rule is applied to an 
irregular form. However, compositional accounts that allow for multiple, probabilistic rules also 
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provide for the influence of type frequency: high type frequency but irregular rules may be used 
productively, and morphological environments that intersect with type frequency, such as verb 
class, may also influence participants’ tendency towards use of a particular pattern. Non-
compositional accounts, in contrast, predict that participants would have a tendency towards 




4.1.1 Language background 
All participants were students, faculty or staff of the University of Illinois at Urbana-
Champaign, or members of the local community.23 As indicated in Table 31, a total of 85 
participants were tested, including 2424 native speakers of Spanish (8 males), all of whom 
reported being born and raised in a primarily Spanish-speaking country or territory.25 Home use 
of Spanish was ubiquitous amongst native speakers, all of whom reported an initial age of 
exposure to Spanish of 0; some were also heritage speakers of languages other than English 
(Basque and Catalan). Some reported early childhood exposure to English, but based on reported 
home languages and family members’ knowledge of English, this is assumed to have occurred 
outside the home, most likely in school; all had studied English as adults and were to some 
extent bilingual. Native speakers of Spanish reported that at time of testing that they had spent an 
average of 4.38 years in an English-speaking country (sd=6.17, range: 0.17-28). 
 
Table 31 Participants tested in Experiment 2 
 Native speakers Heritage speakers L2 speakers 
Included 23 (8 male) 18 (2 male) 20 (4 male) 
Excluded 1 (0 male) 11 (3 male) 12 (2 male) 
Total 24 29 32 
 
23 Some participants in the three experiments reported in the present thesis participated in more than one experiment; 
this was true of slightly less than one third (n=51, 30.72%) of all participants whose data was included in at least one 
of the three experiments. Four of these participated in more than one experiment within the same month, with a time 
lapse ranging between 5-17 days. In the remaining cases, the time lapse was between 35 and 295 days, with an 
average of 132.51 days overall. 
24 After careful examination of the language background questionnaire, one native speaker was determined to be a 
heritage speaker of English and was removed from analysis. 
25 The one exception is an individual who reported spending a short time in the U.S. in early childhood, but 
subsequently left in early childhood and did not return, ceasing all early exposure to, and forgetting, English. 
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Nearly all other participants, which included 29 heritage speakers of Spanish (5 males) 
and 3226 L2 speakers of Spanish (6 males), reported being born and raised in a primarily English-
speaking country, with the exception of one heritage speakers who arrived to the US at age 5 
from a primarily Spanish-speaking country. All L2 speakers reported an age of initial exposure 
to English of 0, except for one who is a heritage speaker of Polish born in the US and the only L2 
participant who reported having one or more foreign-born parents; some L2 speakers were 
heritage speakers of a language other than Spanish. 27 All heritage speakers reported having at 
least one foreign-born parent and reported using Spanish in the home; half reported use of 
English as well. Some L2 speakers reported early childhood exposure to Spanish, but based on 
reported home languages and family members’ knowledge of Spanish, this is assumed to have 
occurred outside the home, most likely in school.28  
Nearly all participants had completed at least some college coursework at the time of 
testing, including high reported rates of experience with formal instruction in Spanish in both L2 
and heritage speakers. A majority of L2 and heritage speaker participants reported travel to 
majority Spanish-speaking countries. Reported typical day-to-day use of English was high 
overall, however L2 speakers of Spanish generally reported higher typical day-to-day use of 
English than the other two groups. In turn, native speakers of Spanish reported higher typical 
day-to-day use of Spanish than heritage speakers, who in turn reported higher use than L2 
speakers of Spanish.  
After making a few corrections based on other information reported in the biographical 
questionnaire, a one-way ANOVA was performed on the three participant groups’ reported age 
of initial exposure to English and to Spanish. The ANOVA was significant for both Spanish 
(F(2,58)= 273.7, p<0.0001) and English (F(2,58)=31.39, p<0.001) (please note that inferential 
analyses were performed including only those participants whose data was not discarded). 
Tukey’s HSD-corrected post-hoc comparisons indicated that age of initial exposure to Spanish 
 
26 A total of 11 heritage speaker and 10 L2 speaker participants were excluded from analysis because they 
experienced unexpected difficulty with the experimental task and/or error rates at or above 30% of the experimental 
items in at least one of the two tenses tested. Additionally, one L2 speaker was discarded because their lab session 
recording was deleted in error; another was discarded because they were suspected of looking up verb conjugations 
during a break in the lab session. As a consequence of these deletions, participants are slightly unbalanced across the 
experiment presentation orders to be presented in Section 4.2.2. 
27 Two were heritage speakers of Polish, and one was a heritage speaker of Italian. 
28 One L2 participant reported speaking Spanish since age 5 in their home with their parents, who are non-fluent L2 
speakers of Spanish attempting to learn the language themselves; this was not considered grounds to reclassify them 
as a heritage speaker. 
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was not significantly different in native (mean age: 0) and heritage speakers (mean age: 0.25 
years, sd=0.65, range: 0-2.5) (p<0.9), but was significantly later in L2 speakers (mean age: 
11.15, sd=2.96, range: 5-16) than in the other two groups (p<0.0001). L2 speakers in turn have 
the earliest age of initial exposure to English (mean age: 0.15, sd=0.67, range: 0-3), followed by 
heritage speakers (mean age: 373, sd=2.5, range: 0-8) and native speakers (i.e. of Spanish) (mean 
age: 8.13, sd=4.86, range: 0-21) (p<0.005).  
 
4.1.2 Age and proficiency at time of testing 
All participants reported age at time of testing and gave self-ratings in Spanish, in 
addition to completing a written Spanish proficiency test consisting of 50 multiple choice 
questions consisting of 20 vocabulary questions and 30 cloze items. Participant groups were 
compared on these measures in a series of one-way ANOVAs with Tukey’s HSD-corrected post-
hoc comparisons when appropriate. Age at time of testing was not matched across participant 
groups according to a one-way ANOVA predicting age from participant group (F(2,58)=12.85, 
p<0.001). According to Tukey’s HSD-matched post hoc comparisons, heritage speakers (mean 
age: 21.22, sd=2.1, range: 19-27) were significantly younger than both L2 (mean age: 27.05, 
sd=5.2, range: 19-24) and native speakers (mean age: 29.3, sd=6.57, range: 20-49) (p<0.003), 
who are not significantly different from each other (p<0.34). 
Regarding proficiency, written proficiency test score and self-ratings were analyzed as 
described in Section 3.1.2. Written proficiency test score was not matched across groups 
according to a one-way ANOVA (F(2,58)=20.8, p<0.0001). Tukey’s HSD-corrected post hoc 
comparisons indicated that native speakers (mean score: 48.39, sd=1.08, range: 45-50) had a 
significantly higher score than either heritage (mean score: 42, sd=3.94, range: 34-47) or L2 
speakers (mean score: 43.6, sd=4.49, range: 31-49; p<0.0001), who did not significantly differ 
from each other (p<0.33). Self-ratings, which are summarized in Table 32, indicated that all 
native speakers assigned themselves the highest self-rating in all four skills, whereas the other 
two participant groups rated themselves lower than native speakers. L2 and heritage speaker 
participants were not significantly different in their average self-rating of reading and writing in 
Spanish, however, in self-rating of listening and speaking, heritage speakers gave themselves 
significantly higher self-ratings than L2 speakers. 
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Table 32 Self-ratings for Spanish proficiency (Experiment 2) 
Overall  
Native speakers Heritage speakers L2 speakers 
Average 4.87 (sd=0.63, range: 229-5) 4.39 (sd=0.7, range: 3-5) 3.9 (sd=0.31, range: 3-5) 
One-way ANOVA: F(2,58)=15.62, p<0.001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.028 *        Native-Heritage, p<0.025 *             Native-L2, p<0.0001 *** 
Reading 
 Native speakers Heritage speakers L2 speakers 
Average 5.00 (sd=0, range: 0) 4.11 (sd=0.68, range: 3-5) 4.05 (sd=0.39, range: 3-5) 
One-way ANOVA: F(2,58)=32.95, p<0.001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.91               Native-Heritage, p<0.001 **             Native-L2, p<0.001 ** 
Writing 
 Native speakers Heritage speakers L2 speakers 
Average 5.00 (sd=0, range: 0) 3.67 (sd=0.91, range: 2-5) 3.75 (sd=0.64, range: 2-5) 
One-way ANOVA: F(2,58)=3185, p<0.001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.94               Native-Heritage, p<0.001 **             Native-L2, p<0.001 ** 
Listening Comprehension 
Average 5.00 (sd=0, range: 0) 4.67 (sd=0.49, range: 4-5) 3.95 (sd=0.39, range: 3-5) 
One-way ANOVA: F(2,58)=50.49, p<0.001*** 
 
 
29 One native speaker gave an overall self-rating of “Okay” (numerically, 2). This is considered a likely error. 
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Table 32 (cont.) 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.001 **             Native-Heritage, p<0.01 *             Native-L2, p<0.001 ** 
Speaking 
4.34 (sd=0.84 range: 2-5) 
One-way ANOVA: F(2,58)=28.64, p<0.001*** 
 
Tukey’s HSD-corrected post hoc comparisons: 





4.2 STIMULI, INSTRUMENTS AND METHOD 
 
4.2.1 Stimuli 
The stimuli for Experiment 2 included a total of 315 Spanish verbs representing all three 
verb classes. Slightly more than half of these (n=177) were regular in the first person singular 
form of either the present indicative, or the third person singular form of the preterite, indicating 
that the inflected form maintains the stem and uses default accentuation and inflectional suffixes, 
e.g. cenar (to eat dinner: cenar > ceno), vender (to sell: vender > vendió). The remaining 138 
verbs were irregular in one of these tenses in one of the following ways: 
• Diphthongizing stem change in the first person singular form of the present 
indicative, e.g. confesar (to confess: confesar > confieso), doler (to hurt: doler > 
duelo) (n=61) 
• Vowel-raising stem change in the first person singular form of the present 
indicative, e.g. seguir (to follow: seguir > sigo) (n=10) 
• Irregular first person singular form of the present indicative e.g. conocer (to 
know: conocer > conozco) and dar (to give: dar > doy) (n=19) 
• Strong preterites, e.g. poner (to know: poner > puso) (n=15) 
• Vowel-raising preterites, e.g. seguir (to follow: seguir > siguió) (n=24) 
• Preterites with a glide, e.g. influir (to influence: influir > influyó) (n=9) 
Vowel-raising stem changes and preterites are only represented in the IR class, and 
preterites with a glide have no members in the AR class; other than that, the other categories of 
irregular stimuli had at least one member from all three classes. All stimuli have 
monomorphemic stems or stems with opaque morphemes, eliminating the many highly frequent 
derived forms of some of the verbs with strong irregular preterite forms (e.g. retener, derived 
from tener). The infinitive verbs to be used with regular target forms, or those with 
diphthongizing stem changes, had rhymes that were used with a mixture of regular and irregular 
verbs in the Wikcionario database. The full list of stimuli is available in Appendix B. 
A wide range of lemma and surface frequency counts are reflected, however, selecting 
stimuli according to the desired morphological criteria did not allow for stimuli to be matched in 
mean surface or lemma frequency across all morphological comparisons of interest. For instance, 
irregular verbs are significantly more frequent than regular verbs. The distribution of surface 
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frequency is also different depending on the tense of the target form, as shown in Figure 26. 
Overall, there is close coverage throughout the range of surface frequency up to a count of about 
500 per million words, and beyond that coverage becomes much more inconsistent. This makes 
surface frequency difficult to include as a continuous variable in a regression analysis. 
 
 
Figure 26 Distribution of surface frequencies (Experiment 2) 
 
For this reason, after completing the experimental tasks as described in the following 
section, participants also rated their subjective familiarity with the stimuli, choosing between No 
conozco esta palabra del todo (I am not at all familiar with this word’), Conozco esta palabra un 
poco (I am a little familiar with this word), and Conozco esta palabra muy bien (I know this 
word very well). These ratings were assigned a numeric value of one, two, and three. There were 
63 items included in the experiment that were omitted from the familiarity questionnaire in error; 
they had a range of surface frequencies and fell into the categories of regular present tense verbs, 
stem-changing present tense verbs, or irregular first person singular forms. Responses to these 
verbs were discarded before performing any analysis. 
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 The mean familiarity rating on the whole was high (mean rating: 2.85, sd=0.49, range: 1-
3). Given the very low frequency of some of the stimuli, it is thus not surprising that the 
correlation between participants’ familiarity rating and both surface frequency of the inflected 
form (r=0.06, df=15012, p<0.0001) and lemma frequency r=0.07, df=15012, p<0.0001) are quite 
low. A series of one-way ANOVAs with Tukey’s HSD-corrected post hoc comparisons also 
indicated that familiarity rating was significantly different in a number of important 
comparisons: 
• Participant group (F(2, 15011)=51.12, p<0.0001); native speakers had the highest mean 
familiarity rating (mean rating: 2.89, sd=0.44, range: 1-3), followed by heritage (mean 
rating: 2.83, sd=0.5, range: 1-3), and then L2 speakers (mean rating: 2.8, sd=0.52, range: 
1-3); all three groups are significantly different from each other (p<0.001).  
• Regularity (F(2, 15012)=16.67, p<0.0001): irregular verbs (mean rating: 2.86, sd=0.45, 
range: 1-3) were higher-rated than regular verbs (mean rating: 2.83, sd=0.51, range: 1-3). 
• Verb class (F(2,15011)=60.1, p<0.0001): AR verbs (mean rating: 2.9, sd=0.41, range: 1-
3) were higher-rated than both ER (mean rating: 2.82, sd=0.52, range: 1-3) and IR (mean 
rating: 2.8, sd=0.54, range: 1-3) verbs (p<0.0001), which only approach significant 
difference from each other (p<0.093). 
• Tense (F(1,15012)=237, p<0.0001): preterite verbs (mean rating: 2.92, sd=0.36, range: 1-
3) were higher-rated than present tense verbs (mean rating: 2.8, sd=0.55, range: 1-3). 
The familiarity ratings, while not perfect, do provide some assurance that participants felt 
reasonably familiar with most of the experimental stimuli. Furthermore, the fact that all ratings 
on the scale were used by participants gives it more coverage throughout its range than surface 
frequency, making it easier to use in the regression analyses described in Section 4.3. However, 
it must be kept in mind that the relatively higher familiarity ratings given to irregular verbs, AR 
verbs, and preterite tense verbs is an important confound: according to non-compositional 
models of morphological processing, inflections associated with these morphological contexts 
may be used productively more often and more accurately. Native speakers may have also had an 






4.2.2 Data collection instruments and method 
Participants were tested in a quiet, private office. Upon arriving to the testing site, they 
gave informed consent, their language background was informally assessed, and they took the 
written Spanish proficiency test, unless their test score had been previously obtained during 
another experiment. Participants then completed both of the oral production tasks as described 
below with a brief break in between to fill out a language background questionnaire; if a 
language background questionnaire had been completed in a previous lab session for another 
experiment, they took a roughly ten minute break. After completion of both oral production 
tasks, participants completed a questionnaire to rate their familiarity with the infinitive verbs 
used in the production tasks as described in Section 4.2.1. 
Stimuli were presented with E-Prime, and responses were recorded with a voice recorder. 
The order of the oral production tasks (present, preterite) was counter-balanced across 
participants within each group. Each task began with five practice trials using (1) as the prompt 
for the present tense task and (2) for the preterite tense task: 
 
(1)  A mí me gusta mucho VENDER. Todos los días, yo… 
            I really like TO SELL.                     Every day, I… 
 
(2)  Un día, Juan tuvo que VENDER. Ese día, Juan… 
            One day, Juan had TO SELL.      That day, Juan… 
 
Instructions directed participants to answer the second sentence with the appropriate  
form of the infinitive in all caps. Following these practice trials, there were five more using bare 
infinitives presented in the center of the screen, as shown in (3); instructions directed participants 
to use the same form of the verb as they had from the earlier set of practice trials.  
 
(3)     VENDER 
                                     TO SELL 
 
The experimental items were then presented in the same way as the second set of practice items, 
prompting the inflected form of the verb with only an infinitive. Participants were given up to 
five seconds to answer before each item timed out, and the following trial began automatically 
after a two-second pause. Barring cases of microphone error, the participant’s response 
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automatically triggered the start of the subsequent trial if they answered within the five second 
time limit.  
Both oral production tasks were block-randomized via list randomizer by morphological 
sub-group and verb class, with hand corrections made as needed to move superficially similar 
verbs (e.g. pedir and despedir) to separate blocks. No more than three consecutive items were 
regular or irregular. There were four breaks during each of the two oral production asks in which 
participants were instructed to rest as long as they wanted. Participants completed two blocks of 
stimuli between each break. There were four versions of each experimental task such that 
Version A started with Block 1, Version B with Block 3, Version C with Block 5, and Version D 
with Block 7. Half of all participants started with the preterite tense task, and the other half 
started with the present tense task. However, as mentioned in section 4.1.1, unexpected deletion 
of select participants means that an unequal number of participants completed each task version, 
as shown in Table 33. Furthermore, in the native speaker group, one more participant started 
with the present tense task than the preterite task. 
 
Table 33 Number of participants per task version (Experiment 2) 
 
Version A Version B Version C Version D Total 
Native speakers 6 5 6 6 23 
Heritage speakers 5 6 4 3 18 
L2 speakers 5 4 5 6 20 
 
The maximum amount of time participants could spend responding to experimental items 
was just under 37 minutes, assuming that they took a full 5 seconds to respond to all items. 
However, the four breaks were not timed, and participants were allowed additional time to 
complete the proficiency exam and the background questionnaire. Therefore, most participants 
completed the entire lab session in between 50 and 75 minutes. 
 
4.3 DATA ANALYSIS 
 
4.3.1 Data transcription and coding 
Participant responses were transcribed from the recording and investigator notes and 
coded first for accuracy. Only complete first responses were coded and analyzed for accuracy; 
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subsequent self-corrections were not coded or analyzed. Inaccurate responses were sometimes 
coded further for other variables, except in cases of false starts, incomplete responses, or no 
response. Items were not coded or analyzed in the case of a technical error that prevented the 
participant from seeing the word before responding (e.g. coughing, microphone error), or any of 
the following: (a) apparent productions of a lexical item other than the one elicited by the 
experiment; (b) apparent productions of a conjugational paradigm other than the one elicited by 
the experimental task; (c) apparent productions of a grammatical person other than the one 
elicited by the experimental task; (d) bare infinitives; (e) other responses not clearly analyzable 
for their morphological properties due to inaudibility, or audible responses that were otherwise 
morphologically ambiguous. Examples of these are presented in (a) through (e). Discarding these 
items removed 2.32% (n=357) of the whole dataset. 
 
(a)   bailo (I dance)   target form:  balo (I bah) 
(b) pensé (I thought)   target form:  pienso (I think) 
(c) llevo (I bring, s/he brought)  target form: llevó30 (s/he brought) 
(d) vender (to sell)   target form:  vendió (s/he sold) 
(e) *surgirio31 (?)    target form:  surgió (s/he emerged) 
 *mego32  (?)   target form:  mujo (I moo) 
 
While accentuation was not generally taken into account for determining accuracy, some 
productions were coded as non-target-like because of pronunciation, as shown in (f). Non-target-
like productions were also coded for the accuracy of their stem and their inflectional suffix. This 
could include (g) inaccuracies in the thematic vowel (i.e. a switch from the AR class to the ER 
class or vice-versa; because of the verbal forms elicited in this experiment, this kind of error only 
appeared in the preterite task); (h) reformatting to “-ear”, as all neologisms do in Spanish (e.g. 
tuitear, to tweet); (i) inflectional suffixes were replaced with ‘io’ instead of the expected ‘o’ 
(because of the verbal forms elicited in this experiment, this kind of error only appeared in the 
 
30 While accentuation on its own was not usually enough to determine inaccuracy of the response, one exception was 
made for responses in which a response with non-target-like accentuation (llevo) was immediately followed by a 
response with target-like accentuation (llevó, i.e. “llevo— llevó”), implying that the participant was correcting an 
error. 
31 This may have been an attempt to add inflectional suffixes to the infinitive, in which case regularity of the stem 
cannot be determined. 
32 May be a pronunciation error (substitution of [g] for [h]) as well as some kind of stem-change, but u to e is not a 
stem-change attested in Spanish; if anything, [u] can be the result of a vowel-raising stem change (so it can be 
interpreted in some contexts as an irregular allomorph) but [e] is not. 
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present tense task; nearly always, the accentuation of the verb was consistent with the target-like 
present tense response, and the rest of the participant’s performance gave no indication that they 
were attempting to produce a preterite form. However, it is possible that these were tense errors); 
(j) regularizations (the inflectional suffix was regularized in form and/or accentuation for the 
tense of the target-like response, with or without a regularization of the stem). Examples of these 
are presented in (g) through (j). Productions of hay (there is/are) for the target form he (I have) 
were not coded for inflectional suffixes. 
 
(f)  *mugo  /mugo/   target form:  mujo /muho/ (I moo) 
(g) *temó     target form:  temió (s/he feared) 
(h) *tolereó     target form:  toleró (s/he tolerated) 
(i)  *fruncio  /frúncio/    target form:  frunzo (I gather) 
(j)  *querió     target form:  quiso (s/he wanted) 
*trayó     target form: trajo (s/he brought) 
*habo     target form:  he (I have) 
*sepo     target form:  sé (I know) 
*quepó     target form:  cupo (s/he fit) 
 
Independently of the accuracy of the suffixes, non-target-like stems were coded as either 
(k) an incorrect regularization, or (l) an incorrect irregularization, as shown below. Incorrect 
regularizations maintained the stem from the infinitive and followed default conjugational 
patterns, unlike the target form, whereas incorrect irregularizations did not maintain the stem 
from the infinitive, following non-default conjugational patterns, unlike the target form. 
 
(k)  *penso    target form:  pienso (I think) 
(l) *viendo   target form:  vendo (I sell) 
 
4.3.2 Logistic regression analyses on accuracy 
The first step in analyzing data from the present experiment is to address the previously 
presented research question of how accuracy on this task was influenced by morphological 
factors (type frequency and regularity), and the lexical variable of the familiarity rating of the 
target form. Research questions also asked whether there would be evidence of a qualitative 
difference between early and late learners of Spanish. Before performing any analysis, items 
were deleted if they were coded as non-target-like only because of errors in pronunciation (as in 
(f) from Section 4.3.1). This removed 0.26% of the dataset (39 items). The remaining dataset 
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indicated high accuracy in all three participant groups, ranging from 98.65% (n=5646) target-like 
responses from native speakers, 91.87% (n=4496) from L2-speakers, and 91.56% (n=3990) from 
heritage speakers. However, there were several items with low accuracy rates: a total of 22 
infinitives had an accuracy rate of less than 30% within one or more participant groups. This was 
most common among heritage speakers, L2 speakers, or both; only one of these infinitives had a 
less than 30% accuracy rate within native speakers. It is also worth pointing out that all of these 
infinitives were irregular in the target form. This high inaccuracy rate with certain items is likely 
reflected in that the between items variance is very high vis-à-vis the between subjects variance 
in the regression results presented in this and the following sections. 
A series of logistic regressions was fit to the remaining dataset to predict the probability 
of producing an accurate response based on different predictor variables of interest as indicated 
in (1) through (3). These models feature one morphological variable of interest in an interaction 
with familiarity score and the participant group. Proficiency test score was left outside the 
interaction owing to the very small amount of variation in native speakers. 
 
 (1) Logistic regression on regularity:  
Log-odds of probability that ACCURACY==Accurate ~  PARTICIPANT GROUP + 
FAMILIARITY RATING + REGULARITY OF THE INFLECTED FORM + PARTICIPANT GROUP * 
FAMILIARITY RATING + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED FORM + 
FAMILIARITY RATING * REGULARITY OF THE INFLECTED FORM + PARTICIPANT GROUP * 
FAMILIARITY RATING * REGULARITY OF THE INFLECTED FORM + PROFICIENCY TEST SCORE 
Link function: Logit 
 
(2) Logistic regression on tense: 
Log-odds of probability that ACCURACY ==Accurate ~  PARTICIPANT GROUP + 
FAMILIARITY RATING + TENSE + PARTICIPANT GROUP * FAMILIARITY RATING + 
PARTICIPANT GROUP * TENSE + FAMILIARITY RATING * TENSE + PARTICIPANT GROUP * 
FAMILIARITY RATING * TENSE + PROFICIENCY TEST SCORE 
Link function: Logit 
 
(3) Logistic regression on verb class: 
Log-odds of probability that ACCURACY ==Accurate ~  PARTICIPANT GROUP + 
FAMILIARITY RATING + VERB CLASS + PARTICIPANT GROUP * FAMILIARITY RATING + 
PARTICIPANT GROUP * VERB CLASS + FAMILIARITY RATING * VERB CLASS + PARTICIPANT 
GROUP * FAMILIARITY RATING * VERB CLASS + PROFICIENCY TEST SCORE 




These models were generalized linear mixed effects regressions fit by maximum 
likelihood (Laplace approximation) with a logit link using glmr() from the lme4 package in R 
(Bates et al., 2015) with the addition of the bobyqa optimizer (Powell, n.d.) as part of the glmer() 
function call. They contained a random intercept for participant and item (i.e. infinitive used to 
prompt participants). Continuous predictor variables (familiarity rating, proficiency test score) 
were normalized before fitting the models. Significance of the fixed effects was assessed by 
generating p-values with the mixed() function from the afex package in R (Singmann et al., 
2016), and when applicable, pairwise comparisons and predicted probabilities were obtained 
using the emmeans() function from the emmeans package in R (Lenth et al., 2018). 
The primary motivator in this study’s design was to examine if, in each participant group, 
accuracy is significantly influenced by regularity of the inflected verb, along with indicators of 
lexical learning that will affect accuracy with regular and irregular forms differently if they are 
processed (sometimes or primarily) via different mechanisms. However, as discussed in Section 
3.3.2, the research questions of the present thesis also motivate looking at these additional 
morphological variables, as well as proficiency score. As with the study discussed in the 
previous chapter, it would have been possible to collect and analyze data using only the present 
tense or preterite tense stimuli, as detailed in Section 4.2.1, but this would leave out the 
important question of how morphological processing is influenced by the type frequency of the 
irregularities represented by each tense. Failing to include variation in verb class likewise 
disregards an important influence on the outcome variable. In summary, while simpler designs 
are possible, they likely involve over-simplifying distinctions that have the potential to be 
important with regards to the research questions of the present thesis. This motivates the use of 
multiple analyses in the present experiment. 
4.3.2.1 Model (1): Logistic regression on the influence of  participant group, lexical 
knowledge, and regularity over accuracy in the production of regular and irregular target 
items 
Table 34 displays output for Model 1, which addresses the research question of whether 
accuracy in the present experiment was significantly influenced by the morphological factor of 
regularity. Non-compositional accounts would largely predict that this model would show a 
significant main effect for familiarity rating such that increasing familiarity rating of the target 
form, indicating increasing lexical knowledge, is associated with greater probability of an 
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accurate response. Since increasing proficiency also indicates greater lexical knowledge, 
increasing proficiency score should also be associated with increasing accuracy on the target 
forms. Furthermore, this should apply equally to regularly- and irregularly-inflected forms since 
they are both processed by the same mechanism: accessing an inflected form stored in the 
lexicon.  
Dual mechanism compositional accounts, in contrast, would predict a significant 
interaction between familiarity rating and regularity such that accuracy with irregularly-inflected 
forms is significantly more dependent on high familiarity rating. Similarly, accuracy with 
irregularly-inflected forms should show a strong relationship with proficiency score such that 
more proficient speakers are more accurate with irregular target items. Accuracy with regularly-
inflected forms, in contrast, should be high regardless of participants’ lexical knowledge or 
proficiency score, since regular compositional rules can be applied even to forms that are 
completely unknown to participants. Single mechanism non-compositional accounts, however, 
would predict that both regular and irregular target forms are applied via rule-based processing, 
therefore accuracy with both kinds of target forms should not depend strongly on lexical 
knowledge as represented by either familiarity rating or proficiency score. Thus, these accounts 
do not predict a significant main effect or interaction for either of these variables. 
At the same time, the results of this model respond to previously-presented research 
question regarding the presence of qualitative differences between early and late learners. 
Accounts that propose maturational constraints on morphological processing would generally 
predict a significant three-way interaction between regularity, familiarity rating, and participant 
group. This interaction would indicate that the predictions of non-compositional accounts as 
described above are accurate for L2 speakers, who must process both regularly- and irregularly-
inflected forms non-compositionally. Native and heritage speakers, however, should perform as 
predicted by compositional accounts.  
As shown in Table 34, the main effect for participant group indicates that all three groups 
are significantly different (p<0.008), with native speakers having the highest predicted 
probability of a correct response (predicted probability: p<0.997), followed by heritage speakers 
(predicted probability: p<0.992) and then L2 speakers (predicted probability: p<0.991). 
Increasing proficiency score also significantly increased the probability of an accurate response. 
At the same time, these two effects interact significantly with familiarity rating. Figure 27 begins 
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to explore this interaction, showing the proportion of accurate responses for regularly- and 
irregularly-inflected target items at each familiarity rating within each group. Immediately 
apparent is a sharp contrast between native speakers on the one hand, and L2 and heritage 
speakers on the other. L2 and heritage speakers are shown to be more accurate with regular 
forms overall, whereas native speakers are at ceiling in both regular and irregular forms. 
Furthermore, while familiarity rating clearly improves accuracy in a linear fashion for L2 and 
heritage speakers, it does not appear to do so for native speakers. L2 and heritage speakers also 
show a relatively greater effect of familiarity rating on accuracy with irregularly-inflected forms, 
and this effect is more apparent in heritage than in L2 speakers. This is illustrated in Tables 35 
and 36, which show the discrepancy in proportion of accurate responses to regular and irregular 
target items for each familiarity rating for heritage and L2 speakers. Comparing the two speaker 
groups, the proportion of accurate responses to regular and irregular target items is very similar 
for target items given a familiarity rating of 3. However, heritage speakers show a much larger 
initial discrepancy between regular and irregular verbs that closes more gradually than L2 
speakers. Thus, lack of familiarity with a verb had a stronger negative impact on heritage 
speakers’ accuracy with irregular items than it did on L2 speakers. In contrast, native speakers do 
not show a clear increase in accuracy with increasing familiarity rating, or a marked increase in 
accuracy for regularly-inflected target items (please note that there was only one irregularly-
inflected target item given a familiarity rating of 2 by any native speaker; the response was 
target-like, giving an accuracy proportion of 100%). 
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Table 34 Summary of mixed logistic regression on accuracy and regularity (Experiment 2) 
Predictor B SE B Chi-squared df p Predicted 
probability 
Intercept 7.3 0.49 - - - - 
Proficiency Test Score 0.71 0.11 45.62 1 0.0001*** - 
Participant group: 
Native 
Heritage vs. Native 

























Regularity of inflected form: 
Regular 



















Familiarity Rating 0.41 0.2 0.41 1 0.52 - 
Participant group *  





Heritage (Irregular) vs. Native (Regular) 

















































Participant group * Familiarity Rating: 
Heritage vs. Native 



















Regularity of the inflected form * 
Familiarity rating: 





















Table 34 (cont.) 
Participant group * Regularity of the 
inflected form * Familiarity rating: 
Heritage (Regular) vs. Native (Irregular) 

























Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            4.02                    2.00 
Subject (Intercept)       0.36                    0.60 
Model evaluation 
AIC: 4178.917                      BIC: 4293.1                                 
Log likelihood: -2074.45      Deviance: 4148.9                 Df Residual: 14960 
Model structure 
Log-odds of probability that ACCURACY==Accurate ~  PARTICIPANT GROUP + FAMILIARITY RATING  + REGULARITY OF THE 
INFLECTED FORM + PARTICIPANT GROUP * FAMILIARITY RATING  + PARTICIPANT GROUP * REGULARITY OF THE INFLECTED FORM + 
FAMILIARITY RATING  * REGULARITY OF THE INFLECTED FORM + PARTICIPANT GROUP * FAMILIARITY RATING  * REGULARITY OF THE 
INFLECTED FORM + PROFICIENCY TEST SCOREǂ + Random effect for SUBJECT + Random effect for ITEM 
Link function: Logit 





Figure 27 Proportion of accurate responses across levels of familiarity (Experiment 2)33 
 
 





















































































































Table 35 Discrepancy in accuracy between regularly- and irregularly-inflected target items, 
Heritage speakers (Experiment 2) 
Familiarity 
Rating 
Proportion of correct responses  












(n=2119 out of 2153 total responses) 
(n=1527 out of 1747 total 
responses) 
 
Table 36 Discrepancy in accuracy between regularly- and irregularly-inflected target items, L2 
speakers (Experiment 2) 
Familiarity 
Rating 
Proportion of correct responses  








(n=206 out of 222 total responses) 





(n=2285 out of 2321 total responses) 
(n=1662 out of 1836 total 
responses) 
 
Figure 28, in turn, presents the relationship between proportion of accurate responses and 
proficiency score in each group, indicating a clear descriptive difference between how 
proficiency affected accuracy in the production of regular and irregular target items. The range 
of proficiency scores for native speakers is very small and lacks coverage, so this result must be 
interpreted with caution. However, in all three groups but particularly L2 and heritage speakers, 
there is clearly a much stronger  positive relationship between proficiency score and accuracy 





Figure 28 Relationship between proficiency test score and accuracy with regular and irregular 
verbs (Experiment 2) 
 
In summary, results from this model indicated that accuracy in the present experiment for 
L2 and heritage speakers was significantly influenced by both the regularity of the target item 
and familiarity with the target item: descriptively, these groups were more accurate with regular 
items, and it was shown that increasing familiarity significantly improved accuracy overall, but 
especially on irregular items, and especially in heritage speakers. These results are consistent 
with the predictions of dual mechanism compositional accounts (cf. Prasada & Pinker, 1993) in 
which primarily irregular inflection is dependent on lexical learning, so speakers must know an 
irregular form in order to produce it accurately. This interpretation is bolstered by the descriptive 
difference in how proficiency score, a marker of lexical knowledge, affected irregular versus 
regular verbs. While this was seen in all three speaker groups, native speakers did not show a 
clear increase in accuracy with increasing familiarity rating or proficiency score, a result that is 
perhaps more consistent with compositional accounts in which all forms are rule-generated (cf. 
Stockall & Marantz, 2006). Results from this model also addressed differences between the 
participant groups. This model did not show a clear divide between early and late learners as per 
































































































































Clahsen et al., 2010; Ullman, 2001, 2005). Rather, native speakers stood apart from heritage and 
L2 speakers, who were more similar, both in the effect of familiarity rating on accuracy and in 
that native speakers were more accurate than the other two groups in the production of irregular 
target items.  
4.3.2.2 Model (2): Logistic regression on the influence of participant group, lexical 
knowledge, and tenses with high- and low-type frequency irregularities on accuracy in the 
production of regular and irregular target items 
Table 37 displays output for Model 2, which addresses the research question of whether 
accuracy in the present experiment was significantly influenced by the morphological factor of 
the tense of the target item. Non-compositional accounts would generally not predict a 
significant effect for the variable of tense. However, dual mechanism models with probabilistic 
rules (Gor & Cook, 2010) would predict a significant effect for tense owing to the type 
frequency difference between the regular and irregular forms in each. In particular, because the 
irregularities of the present tense are much higher in type frequency than irregularities in the 
preterite, participants may be more likely to process present tense irregularities compositionally. 
Therefore, compared to the preterite tense, participants may be more accurate with the present 
tense overall. Furthermore, accuracy in the present tense may be more independent of lexical 
knowledge as represented by either proficiency score or familiarity rating. 
At the same time, this analysis complements the previously-presented model’s results by 
way of the interaction between the variables of tense and participant group. Accounts based in 
maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) 
would largely predict that L2 speakers should not show sensitivity to the morphological variable 
of tense since they lack a detailed morphological representation. However, if all participants 
show sensitivity to the morphological variable of tense, this reinforces the theory that both early 
and late learners are able to develop morphological representations, and furthermore that they are 
sensitive to the type frequency of inflection associated with different morphological categories. 
As shown in Table 37, several similarities vis-à-vis the previously presented regression 
are apparent, such as the significant main effect for proficiency test score. Figure 29 plots the 
relationship between proficiency test score and proportion of correct responses with items from 
each tense. While results for native speakers must be interpreted with caution given the small 
range and lack of coverage for this variable, native and L2 speakers show similar results for each 
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tense, but heritage speakers show that proficiency test score may have a stronger effect on 
accuracy in the preterite tense. Similarly to the results presented in the previous section, this may 




Table 37 Summary of mixed logistic regression on accuracy and tense (Experiment 2) 
Predictor B SE B Chi-squared df p Predicted 
probability 
Intercept 6.68 0.38 - - - - 
Proficiency Test Score 0.73 0.12 45.40 1 0.0001*** - 
Participant group: 
Native 
Heritage vs. Native 














































Familiarity Rating 0.29 0.16 1 3.48 0.06° - 





Heritage (Preterite) vs. Native (Present) 











































Participant group * Familiarity Rating: 
Heritage vs. Native 



















Tense * Familiarity rating: 





























Table 37 (cont.) 
Heritage (Preterite) vs. Native (Present) 













Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            7.11                    2.67 
Subject (Intercept)       0.37                    0.61 
Model evaluation 
AIC: 4165.6                           BIC: 4279.8                            
Log likelihood: -2067.8         Deviance: 4135.6                Df Residual: 14960 
Model structure 
Log-odds of probability that ACCURACY ==Accurate ~  PARTICIPANT GROUP + FAMILIARITY RATINGǂ  + TENSE + PARTICIPANT GROUP 
* FAMILIARITY RATINGǂ  + PARTICIPANT GROUP * TENSE + FAMILIARITY RATINGǂ * TENSE + PARTICIPANT GROUP * FAMILIARITY 
RATING
ǂ
 * TENSE + PROFICIENCY TEST SCOREǂ + Random effect for SUBJECT + Random effect for ITEM 
Link function: Logit 






Figure 29 Relationship between proficiency test score and accuracy with present tense and 
preterite verbs (Experiment 2) 
 
The main effect for tense indicates that there was a superior probability of an accurate 
response in the present tense compared to the preterite tense; this is shown to be true for each 
participant group in pairwise comparisons from the two-way interaction between participant 
group and tense (p<0.003). Pairwise comparisons from this interaction also show that within 
either tense, native speakers have a significantly higher probability of an accurate response than 
either of the other two groups (p<0.037). However, while heritage speakers have a significantly 
higher probability of an accurate response compared to L2 speakers in present tense target items 
(p<0.0009), L2 speakers have a significantly higher probability of an accurate response for 
preterite tense items (p<0.0007).   
These trends are also modulated by familiarity rating. Similarly to the previously 
presented model, L2 and heritage speakers stand apart from  native speakers. This can be 
visualized in Figure 30, which plots the proportion of accurate responses within each tense as 
familiarity rating increases, indicating that increasing familiarity rating increases accuracy in L2 
and heritage speakers. This is true for both tenses, but especially for the preterite tense, as can be 




























































































































responses in each tense at different familiarity ratings for heritage and L2 speakers, respectively. 
Heritage speakers show the biggest improvement between the middle and highest familiarity 
rating, whereas L2 speakers show the biggest improvement between the lowest and middle 
familiarity rating. Similarly to the previously presented model, native speakers show no clear 
improvement in accuracy overall or in either tense with familiarity rating. 
In summary, results from this model indicated that accuracy in the present experiment 
was significantly influenced by the tense of the target item. All three participant groups were 
significantly more accurate with the present tense. For L2 and heritage speakers, tense also 
interacted with participants’ familiarity ratings of the target item: increasing familiarity 
significantly improved accuracy overall, but especially on preterite tense items, albeit at different 
rates for each speaker group. These results may be interpreted in the light of differences between 
the irregularities of each tense. Irregularities in the present tense are high type frequency, semi-
predictable, and instantiated in a large number of moderately frequent lexical items. In the 
preterite, they are low type frequency, unpredictable, complex, and instantiated in a small 
number of extremely high frequency lexical items. According to the predictions of Gor and Cook 
(2010), these characteristics may cause knowledge of irregularities in the preterite tense to be 
more dependent on non-compositional processing. This interpretation is bolstered by the 
descriptive difference in how proficiency score, a marker of lexical knowledge, affected 
accuracy with the preterite versus the present tense in heritage speakers, although the other two 
groups did not show this tendency. 
Results from this model also addressed differences between the participant groups. This 
model did not show a clear divide between early and late learners as per the predictions of 
accounts based in maturational constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; 
Ullman, 2001, 2005). Rather, native speakers stood apart from heritage and L2 speakers, who 
were more similar, both in the effect of familiarity rating on accuracy and in that native speakers 
were significantly more accurate than the other two groups in the production of regular target 
items. Also contrary to predictions based on maturational constraints was all speakers’ sensitivity 
to the morphological variable of tense, indicating a sensitivity to morphological structure and for 
L2 and heritage speakers, type frequency of the irregularities in each tense, in accordance with 




Table 38 Accuracy with present and preterite tense forms, Heritage speakers (Experiment 2) 
Familiarity 
Rating 
Proportion of correct responses 
 
Present Tense Preterite 













(n=2086 out of 2189 total responses) (n=1560 out of 1711 total responses) 
 
Table 39 Accuracy with present and preterite tense forms, L2 speakers (Experiment 2) 
Familiarity 
Rating 
Proportion of correct responses 
 
Present Tense Preterite 






































































































































4.3.2.3 Model (3): Logistic regression on verb class Logistic regression on the influence of 
participant group, lexical knowledge, and high- and low-type frequency verb class on 
accuracy in the production of regular and irregular target items 
Table 40 displays output for Model 3, which addresses the research question of whether 
accuracy in the present experiment was significantly influenced by the morphological factor of 
verb class, which varies in type frequency between the very high type frequency default AR class 
and the very low type frequency non-default ER and IR classes. At the same time, the verb 
classes also differ in proportion of regular and irregular forms: the AR class is overwhelmingly 
regular, whereas the non-default classes have a comparatively higher proportion of irregularities. 
Non-compositional accounts would not generally predict significant results for the variable of 
verb class. However, dual mechanism models with probabilistic rules (Gor & Cook, 2010) would 
predict that participants may be more accurate, and more independent of lexical knowledge as 
indicated by either proficiency score or familiarity rating, in the production of the default verb 
class since its high type frequency and low proportion of irregularizations will lead it to be 
processed compositionally more often. Along the same lines of reasoning, accuracy in the non-
default ER and IR classes may be significantly more dependent on lexical knowledge as 
represented by proficiency score and familiarity rating. 
At the same time, this analysis complements the first model’s results by way of the 
interaction between the variables of tense and participant group. Accounts based in maturational 
constraints (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005) would largely 
predict that L2 speakers should not show sensitivity to the morphological variable of verb class 
since they lack a detailed morphological representation. However, if all participants show 
sensitivity to this morphological variable, this reinforces the theory that both early and late 
learners are able to develop morphological representations, and furthermore that they are 
sensitive to the type frequency of inflection associated with different morphological categories. 
As shown in Table 40, the significant main effect for proficiency score from the previous 
two models is repeated, and Figure 31 visualizes the relationship between proficiency score and 
the proportion of correct responses within each verb class. For L2 and heritage speakers, there 
may be a stronger effect of proficiency on accuracy with the non-default classes, but the non-





Figure 31 Relationship between proficiency test score and accuracy with the three verb classes 
(Experiment 2)) 
 
Figure 32 shows the overall proportion of accurate responses within each verb class by 
group. Visible in both Figure 31 and Figure 32 is that the highest proportion of accurate 
responses within each group occurred in the AR class. Also visible in these figures, as well as in 
previously presented results, was that native speakers were more accurate than the other speaker 
groups. These tendencies are, surprisingly, not reflected in Model 3’s results for the interaction 
between participant group and verb class. Pairwise comparisons from the significant interaction 
between participant group and verb class indicate that within each group, there are no significant 
differences in probability of an accurate response between the three verb classes (p<1.0). Within 
each verb class, however, there are some significant differences between the participant groups. 
Native speakers approached a significant difference from one or both of the other groups in the 
non-default classes: they approached a significant difference from L2 speakers in the ER class 
(p<0.086), and from both heritage and L2 speakers in the IR class (p<0.087). L2 and heritage 
speakers, however, are significantly different from each other in all three classes (AR: p<0.035; 
ER: p<0.008; IR: p<0.0009). While heritage speakers are significantly more likely to have an 





























































































































Verb Class AR ER IR
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difficult to interpret, these results may indicate significant differences in accuracy between the 
three groups depending on the verb class. 
Turning now to the results for familiarity rating, the model’s results offer partial overlap 
with previously presented results. There is a significant two-way interaction between participant 
group and familiarity rating, reflecting that familiarity rating improves accuracy in L2 and 
heritage speakers, but not in native speakers. The three-way interaction between participant 
group, familiarity rating and verb class approaches significance. As can be seen in Figure 33, 
there seems to be a clear contrast between native speakers and the other two participant groups, 
similarly to the two previously-presented models: native speakers do not show a clear increase in 
accuracy with increasing familiarity rating, while L2 and heritage speakers do overall. In both 
groups, the ER class benefits the most from increasing familiarity score, with an increase of 20-




Table 40 Summary of mixed logistic regression on accuracy and verb class (Experiment 2) 
Predictor B SE B Chi-squared df p Predicted 
probability 
Intercept 9.75 1.79 - - - - 
Proficiency Test Score 0.71 0.11 45.52 1 0.0001*** - 
Participant group: 
Native 
Heritage vs. Native 



























ER vs. AR 

























Familiarity Rating -5.66 5.48 1.35 1 0.25 - 





Heritage (ER) vs. Native (AR) 
L2 (ER) vs. Native (AR) 
Native (IR) 
Heritage (IR) vs. Native (AR) 














































































Table 40 (cont.) 
Heritage vs. Native 













Verb Class * Familiarity rating: 
AR 
ER vs. AR 

























Participant group * Verb Class * 
Familiarity Rating: 
Heritage (ER) vs. Native (AR) 
L2 (ER) vs. Native (AR) 
Heritage (IR) vs. Native (AR) 





































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            6.24                   2.50                  
Subject (Intercept)       0.35                   0.60      
Model evaluation 
AIC: 4204.2                          BIC: 4364.1                                          
Log likelihood: -2081.2        Deviance: 4162.2                 Df Residual: 14954 
Model structure 
Log-odds of probability that ACCURACY ==Accurate ~  PARTICIPANT GROUP + FAMILIARITY RATINGǂ + VERB CLASS + PARTICIPANT 
GROUP * FAMILIARITY RATINGǂ + PARTICIPANT GROUP * VERB CLASS + FAMILIARITY RATINGǂ * VERB CLASS + PARTICIPANT GROUP * 
FAMILIARITY RATINGǂ * VERB CLASS + PROFICIENCY TEST SCOREǂ + Random effect for SUBJECT + Random effect for ITEM 
Link function: Logit 
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In summary, this model indicated that the three participant groups displayed different 
accuracy rates within the three verb classes. Heritage and L2 speakers also showed different rates 
of improvement depending on familiarity rating within each verb class: while all three classes 
increased in accuracy with increasing familiarity rating, the ER class improved the most overall, 
followed by the AR class. This model can thus be seen to give partial confirmation of one 
prediction of compositional accounts with multiple, probabilistically applied rules: the default 
AR class has the highest descriptive proportion of accurate responses of the three classes in all 
three participant groups. In L2 and heritage speakers, the non-default ER class also shows a 
stronger relationship with familiarity rating, possibly indicating reliance on lexical learning, than 
the AR class does. This interpretation is bolstered by the possibility that heritage and L2 speakers 
also show a descriptively stronger relationship between proficiency test score and accuracy in the 
non-default classes than in the default class. This model also addressed the question of whether 
accuracy in the present experiment was significantly influenced by participant group. Native 
speakers were more accurate overall, however L2 and heritage speakers patterned more similarly 
in other aspects of the results. Thus, this model does not offer evidence of a divide between early 
and late learners of Spanish. 
In the following section, non-target-like responses will be analyzed descriptively for 
frequency of error types. 
 
4.3.3 Descriptive analysis of error types 
4.3.3.1 Stem errors 
In addition to looking at accuracy in the present experiment, previously-presented 
research questions also addressed the kinds of inflectional patterns that would be productively 
extended by participants in non-target-like responses. Non-compositional accounts might predict 
that both regular and irregular inflection could be used in non-target-like responses, to the extent 
that the phonological environment is appropriate for either. Dual mechanism compositional 
accounts, in contrast, would predict a strong preference for regular inflection. Compositional 
accounts with probabilistic rules would predict that while participants should show a strong 
preference for regular inflection, they may over-extend irregular inflection, particularly when the 
irregular inflection has a high type frequency, as in the vocal stem changes of the present tense.  
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Participants produced only 843 non-target-like responses, representing only 5.63% of the 
previously analyzed dataset; only 77 of these items were produced by native speakers. Despite 
this large discrepancy between the participant groups, Figure 34 shows that the proportion of 
error types between the three participant groups is very similar: the most frequent errors affect 
only the stem. Figure 35 presents an overview of stem error types, and confirms that in all three 
groups, the most common error to the stem was an over-extension of a regular pattern. In fact, 
among speakers who produced any stem errors, 13 speakers (ten native, three heritage) produced 
only regularizations. The native speakers who produced only regularizations did so in one to ten 
items each (mean 2.57), whereas the three heritage speakers did so in four, 37 and 41 cases each. 
The first had a very high proficiency score of 44 out of 50 points, whereas the other two had 
slightly lower proficiency scores (37 and 41). There was one native speaker who produced no 
regularizations or irregularizations, and a group of five that produced only irregularizations (1-3 
items each, mean 1.4 items). However, only seven native speakers produced some mix of both 
regularizations and irregularizations. These results alone lead to the general conclusion that in 
this experiment, in contrast to heritage and L2 speakers, native speakers produced almost 
exclusively accurate inflected forms and when stem accuracy faltered, the most common pattern 
was to over-extend regular patterns to irregularly-inflected forms. Other kinds of errors were 
essentially outliers for native speakers.  
Regularizations occurred in a total of 56 unique lexical items, which were regularized an 











































Figure 35 Proportion of stem types in the three participant groups (Experiment 2) 
 
Table 41 Lexical items with regularized stems (Experiment 2) 
Target form Error Target form Error 
advierto adverto (1 case) anduvo andó (27 cases) 
arrepiento arrepento (2 cases) caigo cayo (3 cases) 
cierro cerro (6 cases) compitió competió (16 cases) 
competó (1 case) 
confieso confeso (11 cases) corrigió corregió (13 cases) 
corrijo correjo (3 cases) cupo cabió (12 cases) 
cabó (3 cases) 
defiendo defendo (6 cases) derritió derretió (10 cases) 
derrito derreto (6 cases) despidió despedió (2 cases) 
despedó (1 case) 
divierto diverto (1 case) divirtió divertió (25 cases) 
durmió dormió (3 cases) eligió elegió (5 cases) 
elijo elego (1 case) enciendo encendio (1 case) 
encendo (4 cases) 
he habo (12 cases) hiero hero (4 cases) 
hiervo hervo (3 cases) hirió herió (11 cases) 
hirvió hervió (11 cases) hubo habo (1 case) 
































Stem Type Regularized Irregularized Accurate
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Table 41 (cont.) 
infirió inferió (24 cases) ingiero ingerio (1 case) 
ingero (8 cases) 
ingirió ingerió (22 cases) invierto inverto (3 cases) 
invirtió invertió (21 cases) merezco merezo (1 case) 
midió medió (5 cases) mido medio (1 case) 
medo (4 cases) 
miento mention (1 case) mintió mentió (6 cases) 
muelo molo (8 cases) muerdo mordo (5 cases) 
murió morió (4 cases) niego nego (12 cases) 
obedezco obedezo (1 case) oigo oyo (2 cases) 
parezco parezco (1 case) pidió pedió (1 case) 
pudo podió (1 cases) quepo cabo (26 cases) 
quiso querió (8 cases) 
queró (3 cases) 
recomiendo recomendo (5 cases) 
refirió referió (11 cases) repitió repetió (4 cases) 
riego rego (24 cases) rindió rendió (16 cases) 
rindo rendo (8 cases) rió reío (1 case) 
reyó (21 cases) 
ruedo rodo (18 cases) ruego rogo (6 cases) 
sintió sentió (3 cases) sirvió servió (1 case) 
sueño soño (2 cases) sugiero sugero (1 case) 
sugirió sugerió (18 cases) supo sabió (4 cases) 
sabó (1 case) 
tiendo tendo (8 cases) tento tento (22 cases) 
trajo trayó (12 cases) vengo veno (1 cases) 
vierto verto (15 cases) vistió vestió (3 cases) 
visto vesto (2 cases)  
 
This descriptive analysis indicates that stem errors were the most common kind of error, 
and amongst stem errors, an over-extension of the regular pattern was by far the most common. 
However, some irregularizations to the stem did occur, and Figure 36 indicates that the relative 
proportion of irregularized stems does differ between participant groups: native speakers have 
the highest proportion, followed by L2 speakers and heritage speakers, for whom irregularized 
stems were roughly as frequent as accurate ones (i.e. errors to only the suffixes). Theoretical 
accounts of morphological processing make different predictions about what kinds of 
irregularizations speakers will over-extend in their non-target-like responses. Non-compositional 
accounts would predict that any kind of irregularizations could be used productively to the extent 
that the phonological environment is appropriate. In contrast, compositional accounts with 
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probabilistic rules would predict the greatest productivity for those irregularizations that have the 
highest type frequency in real Spanish words.  
Irregularizations are grouped by type in Figure 36, which includes the following types in 
rough order of overall frequency: over-extension of a diphthongizing stem change or a vowel 
raise (i.e. to a regular lexical item or to a lexical item that has a different kind of irregularity); 
highly irregular morphology (i.e. from either the strong preterite form or the first person singular 
form of the present indicative); an extra velar consonant before the inflectional suffixes; and hay 
or *haigo as the inflected form of haber. This confirms that irregular patterns were over-
extended in proportion of their type frequency in Spanish. Diphthongizing stem changes, which 
have the highest type frequency of the kinds of irregularizations pictured in Figure 36, were the 
most frequent kind of irregularization, followed by the slightly lower type frequency vowel-
raising stem changes. These only occurred with any noticeable frequency in L2 speakers, 
supporting Gor and Cook’s (2010) affirmations that late learners may show greater productivity 
for lower type frequency patterns than early learners. Least frequent were over-extensions of the 
highly irregular patterns (irregular first person singular forms, strong preterites) that have the 






























































Table 42 presents further details about irregularized lexical items: there were 41 of these, 
which were irregularized an average 3.98 times each (sd=4.54, range: 1-21). Compared to the 
results presented in Table 40, it is clear that regularized lexical items occurred in a greater 
number of lexical items, each of which was regularized more than twice as often on average 
compared to irregularized lexical items. This reinforces participants’ strong tendency towards 
over-extending regular inflection in non-target-like responses, consistent with the predictions of 
compositional accounts. Table 41 makes clear that in addition to affecting the greatest number of 
sheer tokens, dipthongizing stem changes also affected the greatest number of lexical items and 
contexts, reinforcing conclusions that this high type frequency irregularity has the highest 
productivity of the irregular patterns. They appeared in place of the target-like present tense 
vowel-raising stem-change (as in *corriego), as well as on regular verbs that maintain the stems 
and in a small number of novel contexts. These are indicated in blue cells in Table 41 and 
included substitution of diphthongizing stem change for a vowel raise in the preterite, as in 
*quieró, and in verbs with stem-final u, as in *puelo. Vowel-raising stem changes also appeared 
in a large number of lexical items and contexts, including on regular verbs that maintain the stem  
(as in *pindo), and in place of diphthongizing stem changes (as in *advirto). They also appeared 
on regular ER verbs with stem-final e (as in *mijo), a novel contet. The remaining four 
irregularities are much scarcer in terms of both tokens and lexical items affected; three appear 
confined to individual lexical items, and only the over-extension of stem-final /k/ seems 
productive in a the context of infinitives with stem-final /s/. This appears to represent use of this 
inflection in a novel context since the only uses of stem-final /k/ in Spanish occur in verbs with 
infinitives ending in -ecer (e.g. conocer, to know; obedecer, to obey, etc.). Overall, there were 33 
cases of an irregularization used in a novel context, only five of which were attributed to native 
speakers: three were an over-extension of stem-final /k/, and two were a u to ue stem-change 
(both were *suerto instead of surto). The remaining tokens were divided more or less evenly 
between heritage and L2 speakers, although L2 speakers were the only group to use vowel raises 
in a novel context. There is arguably no morphophonological context for the use of strong 
preterite and irregular first person singular morphology outside of the particular lexical forms 
instantiating it, thus making any use of this kind of inflection novel, and it is worth noting that all 
three speaker groups produced at least two tokens of this kind of irregularization error. 
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Table 42 Lexical items with irregularized stems 
Over-extension of stem-final /k/ (10 tokens) Highly irregular morphology (First person 
singular, Strong preterites) (7 tokens) 
Target form Form produced Target form Form produced 
cruzo cruzco (3 tokens) 
 
cupo capó (1 token) 
quepó (1 token) 
toso tosco (2 token) 
 
quepo cubo (1 token) 
cupo (2 tokens) 
venzo venzco (5 tokens) sé sepo (2 token) 
Haber (12 tokens) 
Target form Form produced  
he haigo (2 tokens) 
hay (10 tokens) 
Over-extension of diphthongizing stem change (115 tokens) 
Target form Form produced Target form Form produced 
accedo acciedo (2 tokens) ahogo ahuego (1 token) 
aprendo apriendo (4 tokens) arresto arriesto (5 tokens) 
cedo ciedo (3 tokens) corrijo corriejo (1 token) 
derrito derrierto (1 token) despido despiedo (2 tokens) 
divirtió diviertó (1 token) drogo druego (1 token) 
hirvió huervo (1 token) hirvió hiervó (1 token) 
importo impuerto (1 token) infirió infieró (1 token) 
ingirió ingieró (1 token) mido miedo (3 token) 
mejo miejo (2 tokens) pendo piendo (20 tokens) 
prendo priendo (6 tokens) pulo puelo (3 tokens) 
quiso quieró (1 token) rindo riendo (18 tokens) 
sirvo siervo (7 tokens) surto suerto (5 tokens) 
torno tuerno (15 tokens) toso tueso (2 tokens) 
vendo34 viendo (6 tokens)  
Over-extension of vowel raise (20 tokens) 
advierto advirto (1 token) divierto divirto (1 token) 
hiero hiro (1 token) hiervo35 hirvo (3 tokens) 
 
34 The infinitive can be vendar (to bandage) or vender (to sell). 
35 Note that variants representing minor phonological variations from the target-like response are not counted as 
separate tokens (e.g. /hirvo/ and /irvo/, both of which occurred and were coded as an irregularized stem variant of 
the target form /iervo/, are not counted as separate responses). 
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Table 42 (cont.) 
infiero infiro (1 token) ingiero engiro (1 token) 
mejer mijo (2 token) miento mintio (1 token) 
metió mitió (3 tokens) pendo pindo (1 token) 
refiero refiro (1 token) siento sinto (1 token) 
sugiero sugiro (1 token) vierto virto (1 token) 
 
4.3.3.2 Description of suffix errors 
Suffix errors were much less common than stem errors. While there may be no reason to 
predict that this would be the case based on a non-compositional account, Clahsen, Aveledo, and 
Roca (2002) note that the predominance of stem errors vis-à-vis suffix errors is itself evidence of 
regularity’s influence on accuracy: irregular stems are far more common than irregular suffixes, 
so a compositional account predicts that suffixes should be learned more accurately than stems. 
With regards to what kind of suffix errors should be most common, compositional accounts 
would predict a preference for replacing irregular suffixes with regular ones. Furthermore, a 
compositional account with probabilistic rules would predict that speakers may replace suffixes 
from the non-default classes with those from the default class.  
Suffix errors could be grouped into different categories that differed in frequency 
between the three participant groups, as is shown in Table 43. The classifications include 
regularizations of accentuation (e.g. *queró instead of quiso), or of the suffixes themselves (e.g. 
*pudió instead of pudo); changing the verb class, including reformatting the verb to end in -ear 
as is common in Spanish neologisms (e.g. twitear, to tweet); and replacement of o with io (e.g. 
*mentio instead of miento). Table 44 shows an overview of the 52 unique lexical items that were 
produced with a suffix error; nine of these are strong preterites, a group of irregular verbs with 
irregular and irregularly accentuated suffixes, and an additional 23 are irregular in the target 
form in some other way. Regularization was the only kind of error shared by all three groups, 
and was the most common kind of error overall, reaffirming that when participants made errors, 
over-extension of regular or default patterns was by far the most common. In the second most 
common kind of error, errors of verb class, the over-extension of default patterns was also 
apparent: only two cases represent a switch from the AR class to a non-default class, and a third 
case was a reformatting of an AR verb such that it ended in -ear (tolereo* instead of tolero*). 
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Heritage and L2 speakers were also the only two groups to substitute o for io, and overall 
produced roughly four times as many suffix errors as native speakers.  
 
Table 43 Count of suffix error types (Experiment 2) 
 









Verb class error 
and/or conversion to  
-ear; with/without 
regularization error 
 28 (35%) 32 (36.36%) 60 (32.09%) 
Regularized suffixes, 
accentuation or both; 
with/without verb 
class error 
19 (100%) 38 (47.5%) 52 (59.09% 109 (52.28%) 
-io used instead of -o  14 (17.5%) 4 (4.55%) 18 (9.63%) 
 
Table 44 Lexical items with suffix errors (Experiment 2) 
Verb class errors and/or conversions to -ear (60 cases) 
Cases of conversion from the AR to a non-default class are marked in green 
Conversions to -ear are marked in blue 
Target form Error Target form Error 
abrió abró* (1 case) acudió acudó* (2 cases) 
añadió añadó* (2 cases) atribuyó atribuó* (1 case) 
batió bateo* (1 case) bebió  bebó* (3 cases) 
comió comó* (2 cases) corrió corró* (2 cases) 
debió debó* (4 cases) despidió despedó* (1 case) 
despidó* (3 cases) 
divirtió diviertó* (1 case) durmió durmó* (1 case) 
infirió infiró* (1 case) ingirió ingieró* (1 case) 
intentó intentió* (1 case) metió metó* (3 cases) 
meteó* (1 case) 
midió midó* (3 cases) partió partó (1 case) 
pidió pidó* (1 case) preocupó preocupió* (1 case) 
repitió repitó* (1 case) rindió rindó* (1 case) 
rompió rompó* (1 case) sirvió sirvó* (2 cases) 
subió subó* (1 case) temer temió* (16 cases) 
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Table 44 (cont.) 
tolero tolereo* (1 case)   
Regularization, with or without verb class error (109 cases) 
anduvo andó* (27 cases) 
 
cupo cabió* (12 cases) 
cabó* (6 cases) 
capó* (1 case) 
cupió* (4 cases) 
quepó* (1 case) 
he haigo* (2 cases) 
habo* (13 cases) 
pudo podió* (1 case) 
pudió* (1 case) 
quiso querió* (8 cases) 
queró* (2 cases) 
querró* (1 case) 
quieró* (1 case) 
supo sabió* (4 cases) 
sabó* (1 case) 
sé sepo* (2 cases) trajo trayó* (12 cases) 
tuvo tenió* (1 case) vino vinió* (9 cases) 
Substitution of io for o (18 cases) 
Target form Error Target form Error 
corrijo corrigio* (1 case) enciendo encendio* (1 case) 
finjo fíngio* (1 case) ingiero ingerio* (1 case) 
mido midio* (1 case) miento mentio* (1 case) 
mintio* (1 case) 
hubo hubio* (1 case) huelo olio* (1 case) 
pulo pulio* (1 case) río reío* (1 case) 
sirvo sírvio* (1 case) surjo surgio* (3 cases) 
surto surtio* (1 case) venzo vencio 
visto vístio* (1 case)   
 
4.4 DISCUSSION AND CONCLUSIONS 
Previously-presented research questions asked how accuracy on this task would be 
influenced by the morphological factors of regularity and type frequency, as well as by 
participants’ lexical knowledge of the target form. It was demonstrated that that L2 and heritage 
speakers’ accuracy was influenced by the regularity of the target item, type frequency, and 
familiarity rating of the target item. These two groups were descriptively more accurate with 
regular items, and it was shown that increasing familiarity significantly improved accuracy 
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overall, but especially on irregular items, and especially in heritage speakers. These results are 
consistent with the predictions of dual mechanism compositional accounts (cf. Prasada & Pinker, 
1993) in which primarily irregular inflection is dependent on lexical learning, so speakers must 
know an irregular form in order to produce it accurately. 
In the present study, type frequency was represented by tense and verb class. For L2 and 
heritage speakers, accuracy was influenced by tense and familiarity rating: increasing familiarity 
significantly improved accuracy overall, but especially on preterite tense items, albeit at different 
rates for each speaker group. This is compatible with the predictions of a dual mechanism 
compositional account, such as Gor and Cook (2010), which would predict that knowledge of the 
preterite tense might be more dependent on non-compositional processing because of its low 
type frequency, unpredictable, complex, and highly lexically-restricted irregularities. The 
influence of type frequency on accuracy was also seen in regards to verb class: the default AR 
class has the highest descriptive proportion of accurate responses of the three classes in all three 
participant groups, and for heritage and L2 speakers, accuracy in the non-default ER class had a 
stronger relationship with proficiency score than the default AR class. Descriptive results of the 
influence of proficiency score bolster these interpretations. Overall, these results are consistent 
with an interpretation that regular and high type frequency morphological patterns tend to be 
processed compositionally, whereas irregular, non-default, unpredictable and low type frequency 
ones tend not to be.   
Previously-presented research questions also addressed what kind of errors participants 
would make, and whether these errors would also be influenced by regularity and type 
frequency. It was shown that the overwhelming majority of errors were errors to the stem in 
which regular inflection was used instead of irregular inflection. This predominance of stem 
errors vis-à-vis suffix errors reinforces the importance of regularity to speaker accuracy, since 
stems are more irregular than suffixes in Spanish (cf. Clahsen, Aveledo & Roca, 2002). Over-
extension of regular or default patterns was also the most common kind of error to the suffix, and 
the only kind of error shared by all three participant groups. At the same time, when 
irregularization errors to the stem did occur, these also demonstrated the influence of type 
frequency. Diphthongizing stem changes, which are the highest type frequency and most 
predictable irregularity of the experimental stimuli, occurred in the greatest number of lexical 
items and morphophonological contexts. Vowel-raising stem changes were second most 
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common overall, but only occurred with any noticeable frequency in L2 speakers, supporting 
Gor and Cook’s (2010) affirmations that late learners may show greater productivity for lower 
type frequency patterns than early learners.  
Aside from this difference, L2 speakers generally did not stand apart from the other two 
participant groups. Previously-presented research questions also asked if there would be any 
evidence of qualitative differences in morphological processing between L2 speakers on the one 
hand, and native and heritage speakers on the other. In fact, native speakers generally stood apart 
from L2 and heritage speakers. Native speakers did not show a clear increase in accuracy with 
increasing familiarity rating, and they did not show the same previously-described contrast in 
which regular, high type frequency forms are processed compositionally and irregular, low type 
frequency forms are processed non-compositionally. This at times seemed more compatible with 
the predictions of a compositional account in which all forms are rule-generated (cf. Stockall & 
Marantz, 2006). However, it is possible that their accuracy in this experiment was simply too 
high to see an effect for the independent variables. Native speakers were, overall, more accurate 
than the other two speaker groups, and they did not produce a kind of suffix error that was 
produced by heritage and L2 speakers (substitution of o for io). However, these results did not 
show a clear divide between early and late learners, and reinforced L2 speakers’ sensitivity to 
morphological structure, contrary to the predictions of accounts based in maturational constraints 
(cf. Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005).  
It is clear that all speaker groups engaged in compositional processing in this experiment. 
However, in response to the previously-presented research question about whether 
morphological processing would be uniform across task type, it is possible that for native 
speakers, this task encouraged a greater degree of purely compositional processing compared to 
L2 and heritage speakers. The final experiment of the present thesis will enhance the comparison 





CHAPTER FIVE: MASKED AND UNMASKED MORPHOLOGICAL PRIMING 
 
The final experiment of the present thesis presents results from masked and unmasked 
priming tasks, comparing priming in conditions of semantic, orthographic, and morphological 
relatedness. According to compositional accounts of morphological processing such as those 
presented in Chapter 1, morphological priming occurs because regular (and sometimes irregular) 
inflected prime words are automatically decomposed, enabling access to the base form. The base 
form (and perhaps its other inflected forms) are thus activated, and facilitate access to a 
morphologically-related target word, enabling a faster response to the target word in a behavioral 
task. However, because morphological relationships between prime and target also involve both 
semantic and orthographic relationships, it is necessary to prove that the degree of morphological 
priming is significantly greater than that provided by orthographically- and semantically- related 
primes (Foote, 2017). In order to support a dual mechanism account, many researchers posit that 
priming must be differentiated in some way along lines of regularity: at least some sub-groups of 
irregular forms should show no priming, or significantly reduced priming vis-à-vis regular forms 
(cf. Clahsen et al., 2010). However, some researchers have proposed ways in which a dual 
mechanism account may account for priming for irregular forms (cf. Marslen-Wilson & Tyler, 
1998; Tyler & Marslen-Wilson, 1997). If both regular and irregular forms show morphological 
priming in the absence of orthographic and semantic priming, this is compatible with a single or 
dual mechanism compositional account. Morphological priming for regular and irregular forms 
along with orthographic and semantic priming, however, is most compatible with a non-
compositional account (cf. Hay & Baayen, 2005).  
Masked priming with a very short stimulus onset asynchrony (SOA), i.e. presentation of 
the prime before the target, is generally thought to be insensitive to formal priming effects (cf. 
Jacob & Kırkıcı, 2016), however, it has been observed that morphological priming in L2 
speakers is often harder to detect in these kinds of experiments. For this reason, Experiment 3 
included a masked priming task with a short SOA and an unmasked priming task with a longer 
SOA. This final experiment, which involves only a receptive response and  is the most implicit 
of the three included in the present thesis, completes the task type comparison to allow for 






5.1.1 Language background 
All participants were students, faculty or staff of the University of Illinois at Urbana-
Champaign, or members of the local community.36 A total of 8737 participants were tested, 
including 23 native speakers of Spanish (8 males), all of whom reported being born and raised in 
a primarily Spanish-speaking country or territory. Home and early childhood use of Spanish was 
ubiquitous amongst native speakers, with two possible exceptions: these were heritage speakers 
of primarily Basque in the childhood home and reported an age of initial exposure to Spanish of 
3 and 5 years. Some reported early childhood exposure to English, but based on reported home 
languages and family members’ knowledge of English, this is assumed to have occurred outside 
the home, most likely in school; all had studied English as adults and were to some extent 
bilingual. Native speaking participants reported that at time of testing they had spent an average 
of 4.07 years in an English-speaking country (sd=4.05, range: 0.92-16).  
All other participants, which included 26 heritage speakers of Spanish (5 males) and 34 
L2 speakers of Spanish (9 males), reported being born and raised in a primarily English-speaking 
country. Only three L2 speakers reported having one or more foreign-born parents, whereas all 
but one heritage speaker reported having one or more foreign born parents. All L2 speaker 
participants reported early childhood exposure to English most reported speaking only English 
with parents and grandparents. However, some were heritage speakers of a language other than 
Spanish, and three of those reported an age of initial exposure to English of 2, 3, and 4 years.38 
Some L2 speakers reported early childhood exposure to Spanish, but based on reported home 
 
36 Some participants in the three experiments reported in the present thesis participated in more than one experiment; 
this was true of slightly less than one third (n=51, 30.72%) of all participants whose data was included in at least one 
of the three experiments. Four of these participated in more than one experiment within the same month, with a time 
lapse ranging between 5-17 days. In the remaining cases, the time lapse was between 35 and 295 days, with an 
average of 132.51 days overall. 
37 Because of unexpected variations in reported experience with Spanish and English, two participants originally 
classified as L2 speakers were reclassified as heritage speakers. In addition, one native speaker was discarded for 
being a heritage speaker of English; an attempt was made to replace this speaker, but the replacement participant did 
not complete the same task versions as the original speaker. In addition, one heritage speaker was discarded and not 
replaced because they were suspected of being an L2 speaker, and two heritage speakers were discarded and 
replaced because their proficiency test scores were deleted in error. As a consequence of these changes and 
deletions, participants are slightly unbalanced across the experiment file types presented in Section 5.2.1. 




languages and family members’ knowledge of Spanish, this is assumed to have occurred outside 
the home, most likely in school.39 All heritage speakers reported using Spanish in the home, and 
the majority reported use of English as well. One was also a heritage speaker of Polish. Nearly 
all participants had completed at least some college coursework at the time of testing, including 
high reported rates of experience with formal instruction in Spanish in both L2 and heritage 
speakers. A majority of both L2 and heritage speaker participants reported having traveled to 
majority Spanish-speaking countries. L2 speakers reported greater typical daily use of English 
than the other two groups, however reported typical daily use of English was still high overall. 
Native speakers in turn reported greater typical daily use of Spanish than the other two groups, in 
particular L2 speakers. 
After making a few corrections based on other information reported in the biographical 
questionnaire, a one-way ANOVA was performed on the three participant groups’ reported age 
of initial exposure to English and to Spanish. The ANOVA was significant for both Spanish 
(F(2,80)= 296.7, p<0.00001) and English (F(2,80)=66.61, p<0.0001). Tukey’s HSD-corrected 
post-hoc comparisons indicated that age of initial exposure to Spanish was not significantly 
different in native (mean age: 0.35, sd: 1.19, range: 0-5) and heritage speakers (mean age: 0.6 
years, sd=1.48, range: 0-6) (p<0.91), but was significantly later in L2 speakers (mean age: 11.69, 
sd=2.77, range: 5-18) than in the other two groups (p<0.0001). L2 speakers in turn have the 
earliest age of initial exposure to English (mean age: 0.26, sd=0.9, range: 0-4), followed by 
heritage speakers (mean age: 2.04, sd=2.29, range: 0-6) and native speakers (i.e. of Spanish) 
(mean age: 7.3, sd=3.45, range: 0-13); all three are significantly different from each other 
(p<0.01).  
 
5.1.2 Age and proficiency at time of testing 
All participants reported age at time of testing and gave self-ratings in Spanish, in 
addition to completing a written Spanish proficiency test consisting of 50 multiple choice 
questions, including 20 vocabulary questions and 30 cloze items. Participant groups were 
compared on these measures in a series of one-way ANOVAs with Tukey’s HSD-corrected post-
 
39 One L2 participant reported speaking Spanish since age 5 in their home with their parents, who are non-fluent L2 
speakers of Spanish attempting to learn the language themselves; this was not considered grounds to reclassify them 
as a heritage speaker. 
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hoc comparisons when appropriate. Age at time of testing was not matched across participant 
groups according to a one-way ANOVA predicting age from participant group (F(2,80)=6.68, 
p=0.002). According to Tukey’s HSD-matched post hoc comparisons, heritage speakers (mean 
age: 22.15; sd=4.75, range: 18-43), the youngest group, were significantly younger than native 
speakers (mean age: 27.61; sd=5.4, range: 20-43), the oldest group (p<0.0016), and they 
approach a significant difference from L2 speakers (mean age: 25.38; sd=5.71, range: 20-40).  
(p<0.06). Native and L2 speaker participants were not significantly different (p<0.27). 
Regarding proficiency, written proficiency test score and self-ratings were analyzed as 
described in Section 3.1.2. Written proficiency test score was not matched across groups 
according to a one-way ANOVA (F(2,80)=14.63, p<0.0001). Tukey’s HSD-corrected post hoc 
comparisons indicated that native speakers (mean score: 48.26, sd=1.10, range: 45-50) had a 
significantly higher score than either heritage (mean score: 40.19, sd=7.14, range: 23-50) or L2 
speakers (mean score: 38.62, sd=8.61, range: 19-49; p<0.0001), who did not significantly differ 
from each other (p<0.66). Numeric self-ratings are presented in Table 45. Self-ratings for reading 
and writing in Spanish are not significantly different between L2 and heritage speaker 
participants, while native speaker participants rate themselves significantly higher in reading 
proficiency the other two groups. However, for listening and speaking there is a significant 
difference between all three groups, with L2 speaker participants giving themselves the lowest 
self-ratings, followed by heritage speakers and then native speakers.
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Table 45 Self-ratings for Spanish proficiency (Experiment 3) 
Overall  
Native speakers Heritage speakers L2 speakers 
Average 4.91  (sd=0.42, range: 340-5) 4.38 (sd=0.75, range: 2-5) 3.65 (sd=0.6, range: 2-5) 
One-way ANOVA: F(2,80)=30.8, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.0001***       Native-Heritage, p<0.0001 ***             Native-L2, p<0.009 ** 
Reading 
 Native speakers Heritage speakers L2 speakers 
Average 5.00 (sd=0, range: 0) 3.81 (sd=0.94, range: 2-5) 3.82 (sd=0.67, range: 2-5) 
One-way ANOVA: F(2,80)=25.19, p<0.0001 *** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<1.0        Native-Heritage, p<0.0001 ***             Native-L2, p<0.0001 *** 
Writing 
 Native speakers Heritage speakers L2 speakers 
Average 5.00 (sd=0, range: 0) 3.73 (sd=1.04, range: 2-5) 3.47 (sd=0.71, range: 2-5) 
One-way ANOVA: F(2,80)=31.54, p<0.0001*** 
 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.38              Native-Heritage, p<0.001 **             Native-L2, p<0.001 ** 
Listening Comprehension 
Average 5.00 (sd=0, range: 0) 4.54 (sd=0.65, range: 3-5) 3.74 (sd=0.62, range: 2-5) 
One-way ANOVA: F(2,80)=40.69, p<0.0001*** 
 
40 One native speaker gave an overall self-rating of “Good” (numerically, 3). This is considered a probable error. 
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Table 45 (cont.) 
Tukey’s HSD-corrected post hoc comparisons: 
L2-Heritage, p<0.0001 **             Native-Heritage, p<0.01 *             Native-L2, p<0.0001 *** 
Speaking 
4.31(sd=0.93 range: 2-5) 
One-way ANOVA: (2,80)=34.68, p<0.0001*** 
 
Tukey’s HSD-corrected post hoc comparisons: 






5.2 STIMULI, INSTRUMENT AND METHOD 
 
5.2.1 Stimuli 
Experimental stimuli consisted of prime and target words. There were a total of 43 real 
Spanish infinitive verbs used as target words belonging to the AR (n=16), ER (n=16) and IR 
(n=11) classes. These infinitives were selected because of the morphological characteristics of at 
least one inflected form as indicated in Table 46, which led to unequal numbers of infinitives 
from each verb class. This inflected form served as the morphological prime word for its 
respective infinitive target word. 
 
Table 46 Inflection types used in morphological primes (Experiment 3) 
Regularity Inflected Form Example prime and target 
Regular Regular in the third person singular form, 
present indicative (n=15) 
Prime: añora (s/he misses) 
Target añorar (to miss) 
Irregular 
Diphthongizing stem change, third person 
singular form, present indicative (n=13) 
Prime: cuelga (s/he hangs) 
Target colgar (to hang) 
Vowel-raising stem change, third person  
singular, present indicative (n=5) 
Prime: sirve (s/he serves) 
Target: servir (to serves) 
Highly irregular form, first person singular,  
present indicative (n=6) 
Prime: sé (I know) 
Target: saber (to know) 
Strong preterite form, third person singular, 
preterite (n=4) 
Prime: estuvo (s/he was) 
Target: estar (to be) 
 
Target words were also primed by the following prime types. Examples are given  in 
Table 47. 
• Identity prime: The target is primed with itself. This provides a baseline for 
maximum priming. 
• Unrelated prime: The target is primed with a word that has no formal or 
semantic relationship to the target. This provides a baseline for minimum priming. 
• Semantically-related prime: The target is primed with a semantically related 
infinitive verb. This provides a comparison for the degree of priming that occurs 
in a semantic relationship between prime and target, independent of a 
morphological or formal relationship. 
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• Orthographically-related prime: The target is primed with a real word that has 
all but one letter in common with the infinitive prime.41 This provides a 
comparison for the degree of priming that occurs in an orthographic relationship 
between prime and target, independent of a morphological or semantic 
relationship. 
• Orthographically-related nonword prime: The target is primed with a 
phonotactically acceptable nonword that has the same number of letters in 
common with the base form as the morphologically-related prime does. This 
provides a comparison for the degree of priming that occurs in an orthographic 
relationship between prime and target, independent of a morphological or 
semantic relationship, or an orthographic relationship between the target and a 
real lexical entry. 
 
Table 47 Example of target word and its six corresponding primes (Experiment 3) 
Target word: fregar (to clean) 
Identity prime 
fregar (to clean) 
Morphological prime 
friega (s/he cleans) 
Semantic prime 
limpiar (to clean) 
Unrelated prime 
bailar (to dance) 
Orthographically-related 
prime  





Target words were randomly assigned to two lists (A and B), giving each list a respective 
total of 22 and 21 target words and 132 and 126 prime-target pairs; each target word was primed 
in all six conditions in the experiment created with that list. Each list contained an equal number 
of filler trials, which all paired a noun or verb with a phonotactically-acceptable nonwords, as 
well as 12 additional trials normed for a separate experiment that served as fillers in the context 
of this experiment. Unintended semantic priming and strategic processing (such as the conscious 
or subconscious generation of possible target words) was minimized by keeping the relatedness 
proportion (that is, the number of semantically related prime-target pairs relative to all prime-
target pairs) well below 0.5, and by keeping the proportion of word-nonword prime-target pairs 
 
41 One exception was made for the sake of finding a real word: the orthographic real word prime for morder (to bite) 
was borden (they embroider, subjunctive), which differs in two letters. 
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at 0.5 (cf. Altarriba & Basnight-Brown, 2007). Each list was divided into six blocks which were 
manipulated in order to create six different presentation orders of each list (i.e. one presentation 
order starting with Block 1, another starting with Block 2, etc.), and six different versions were 
created to counterbalance stimulus presentation order across participants.42 The full list of stimuli 
is available in Appendix C. 
 
5.2.2 Instrument and data collection method 
Participants were tested in a quiet, private office. Upon arriving to the testing site, they 
gave informed consent, their language background was informally assessed, and they took the 
written Spanish proficiency test (unless their test score had been previously obtained during 
another experiment). Participants then completed both priming tasks as described below with a 
brief break in between to fill out a language background questionnaire; if a language background 
questionnaire had been completed in a previous laboratory session for another experiment, they 
took a roughly ten minute break. After completion of both priming tasks, participants completed 
a semantic relatedness questionnaire to be detailed in Section 5.3.  
The priming tasks were constructed using the methods illustrated in Figures 37 and 38. In 
the masked priming task, at the onset of each trial, a fixation cross was presented for 250 ms, 
followed by a blank screen from 150 ms. A forward mask of # symbols, one per character of the 
prime word, was then presented for 100 ms, followed by the prime word for 50 ms. The target 
was then presented for 5000 ms, or until the participant pressed one of two keys to indicate 
whether the target was a real word in Spanish. A blank screen then appeared for 200 ms  before 
the next trial was initiated. The method for the unmasked priming task was nearly identical 
except that no forward mask was presented, and the prime word was presented for 200 ms. Each 
priming task began with 10 practice items, and participants were allowed to take a brief untimed 
rest between each of the four blocks of the priming tasks. The maximum amount of time 
 
42 Footnote 32 in Section 5.1.1 referenced unexpected changes to the participants. This created imbalances within 
each participant group as to whether an equal number of participants (1) completed the masked or unmasked tasks 
first, (2) used stimuli List A or List B first, and (3) completed file version 1-6. With regards to file versions 1-6, 
between three to give native speakers completed each file version; between four and six heritage speakers completed 
each file version; and either five or six L2 speakers completed each file version. With regards to List A and B, 
participants either responded to List A for the first task, and then List B for the second, and vice versa. Amongst 
heritage speakers, one more participant saw List A first than saw List B first; amongst native speakers, two more 
participants saw List A first than saw B first. Regarding task type, participants either completed the masked task first 
and then the unmasked task, or vice versa; one more heritage speaker completed the unmasked task first than 
completed the unmasked task first.  
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participants could spend responding to experimental items was just under 52 minutes, assuming 
that they took a full 5 seconds to respond to all items. However, the four breaks were not timed, 
and participants were allowed additional time to complete the proficiency exam and the 
background questionnaire. Therefore, most participants completed the entire lab session in 
between 50 and 75 minutes. 
 




Figure 38 Unmasked priming method used in Experiment 3 
 
5.3 ANALYSIS AND RESULTS 
This section first presents two preliminary analyses that validate the stimuli: the first 
confirms that participants found semantic prime-target pairs to be significantly more 
semantically related than unrelated prime-target pairs, and the second confirms that accuracy on 
the lexical decision task did not differ significantly according to prime type. Then, analysis and 
results from the masked and unmasked priming tasks are presented.  
 
5.3.1 Preliminary analyses 
5.3.1.1 Semantic relatedness 
This first preliminary analysis confirms that participants found the semantic prime-target 
pairs significantly more semantically related than the unrelated prime-target pairs. As described 
in the previous section, participants completed a semantic relatedness questionnaire in which 
they assigned a rating to prime-target pairs that had been included in the priming tasks as either 
(a) semantically related prime-target pairs, or (b) unrelated prime-target pairs. Participants rated 
pairs of stimuli on the following scale: “They are not at all related in meaning/No están del todo 
relacionadas en cuanto a su significado”, “They are a little related in meaning/Están un poco 
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relacionadas en cuanto a su significado”, “They are very related in meaning/Están muy 
relacionadas en cuanto a su significado”, “I don’t know/No lo sé.” Native speakers produced 
only 58 responses of “I don't know/No lo sé” (5.52%), whereas heritage and L2 speakers 
produced considerably more: 250 (22.05%) and 463 (33.41%) responses, respectively. For the 
present analysis, these responses were discarded and the remaining responses were assigned a 
numeric value of  one to three, with increasing rating indicating increasing relatedness. 
Distribution for relatedness ratings are presented in Figure 37, which illustrates that 
semantically-related prime-target pairs had a higher relatedness rating than unrelated prime-
target pairs in all three participant groups. 
 
 
Figure 39 Relatedness ratings of semantic prime-target pairs and unrelated prime-target pairs 
(Experiment 3) 
 
An analysis was performed to confirm that all three participant groups gave a 
significantly higher rating to semantically related prime-target pairs. This analysis predicted 
normalized relatedness rating of each pair of words as a function of the type of pair (semantic 
prime-target, unrelated prime-target) and participant group, with an interaction between the two, 



















































(1) RELATEDNESS RATING ~ PARTICIPANT GROUP + PAIR TYPE + PARTICIPANT GROUP * 
PAIR TYPE 
 
This analysis was performed by fitting a mixed effects linear regression model using the 
lmer() function from the lme4 package in R (Bates et al., 2015, p. 4); there was a random 
intercept for subject and item (i.e. pair). For each predictor, degrees of freedom, F values, and p-
values were obtained via the mixed() function from the afex package in R (Singmann et al., 
2016), using the Satterthwaite method for calculating degrees of freedom. Pairwise comparisons 
and predicted probabilities were obtained using the emmeans() function from the emmeans 
package in R (Lenth et al., 2018). Model output is displayed in Table 48. Pairwise comparisons 
for the interaction between pair type and participant group confirmed that within each participant 
group, semantic prime-target pairs had a significantly higher rating than unrelated prime-target 
pairs (p<0.0001). The three groups were not different in their mean rating of unrelated prime-
target pairs (p<1.0). However, the three groups were significantly different in their rating of 
semantic prime-target pairs (p<0.01) such that native speakers (mean rating: 2.49, sd=0.67, 
range: 1-3) gave higher relatedness ratings to semantic prime-target pairs than either heritage 
(mean rating: 2.27, sd=0.79, range: 1-3) or L2 speakers (mean rating: 2.24, sd=0.78, range: 1-3; 
pairwise comparison: p<0.001). This opens up the possibility that native speakers may 
experience more semantic priming than the other two groups.
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Table 48 Mixed effects linear regression on semantic relatedness ratings (Experiment 3) 
Predictor B SE B F df p 
Intercept 0.60 0.06 - - - 
Participant group: 
Heritage vs. Native 
L2 vs. Native 
- 


























Participant group * Pair Type: 
Heritage (Unrelated) vs. Native (Related) 
















Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            0.10                   0.32 
Subject (Intercept)       0.03                   0.18 
Residual                       0.42                   0.65  
Model evaluation 
AIC: 5838.82                          BIC: 5892.26                          Log likelihood: -2910.41 (df=9)       
Model structure: 
RELATEDNESS RATINGǂ ~ PARTICIPANT GROUP + PAIR TYPE + PARTICIPANT GROUP * PAIR TYPE + 
Random effect for SUBJECT + Random effect for ITEM 




5.3.1.2 Lexical decision accuracy by prime category 
A second preliminary analysis was performed to confirm that accuracy in the lexical 
decision task did not significantly differ depending on the type of prime word. Figure 40 shows 
accuracy in the two priming tasks by trial type and participant group. Overall, accuracy rates on 
experimental items were high and similar in each task: 83.93% (n=9200) in the masked task, and 
82.08% (n=9003) in the unmasked task. However, as can be seen in Figure 40, heritage and L2 
speakers showed much lower accuracy rates in the experimental trials than in the filler trials. In 
order to assess whether accuracy on test trials varied significantly as a function of prime 
category, high error targets were identified and removed from all further analyses presented in 
this chapter. For each target item, the global error rate (i.e. across both the masked and unmasked 
priming tasks) was calculated in each participant group, and a total of ten items were removed 
that had a greater than 50% error rate in any one participant group. This resulted in the removal 
of 23.25% of the unmasked data, and 23.26% of the masked data. This brought the overall 
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After removing these low accuracy target items, the remaining masked and unmasked 
datasets were analyzed to confirm whether accuracy was significantly different by prime 
category. The analysis took the form of a logistic regression predicting the log odds of the 
probability of an accurate response based on an interaction between participant group and prime 
type, with the structure indicated in (1): 
 
(1) Log odds of probability that ACCURACY==Accurate  ~ PARTICIPANT GROUP + PRIME 
TYPE + PARTICIPANT GROUP * PRIME TYPE 
 
These models were generalized linear mixed effects regressions fit by maximum 
likelihood (Laplace approximation) with a logit link using glmr() from the lme4 package in R 
(Bates et al., 2015) with the addition of the bobyqa optimizer (Powell, n.d.) as part of the glmer() 
function call. They contained a random intercept for participant and item (i.e. target item). 
Significance of the fixed effects was assessed by generating p-values with the mixed() function 
from the afex package in R (Singmann et al., 2016) using the likelihood ratio test method, and 
when applicable, pairwise comparisons and predicted probabilities were obtained using the 
emmeans() function from the emmeans package in R (Lenth et al., 2018).  
Model output for the masked and unmasked priming data is displayed in Tables 49 and 
50. Neither model showed a main effect for prime type, or a significant interaction between 
prime type and participant group. However, the main effect for participant group in both models 
indicated significant differences in probability of an accurate response by group. In the masked 
task, L2 speakers (predicted probability: p=0.964) were significantly different than both heritage 
(predicted probability: p=0.963; pairwise comparison: p<0.048) and native speakers (predicted 
probability: p=0.997; pairwise comparison: p<0.02). Native speakers also approached a 
significant difference from heritage speakers (p<0.062). In the masked task, L2 (predicted 
probability: p=0.955) and heritage speakers (predicted probability: p=0.972) were significantly 
different (pairwise comparison: p=0.046). However, native speakers (predicted probability: 
p=0.996) only approached a significant difference from L2 (pairwise comparison: p<0.08) and 
heritage (p<0.1) speakers.  
The following section begins the presentation of a series of priming analyses that first 
compared morphological priming to formal and semantic priming, and then compared 
morphological priming from different inflectional patterns.  
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Table 49 Logistic regression on accuracy by prime category, masked priming task (Experiment 3) 
Predictor B SE B Chi-
square
d 
df p Predicted 
probability 
Intercept 5.88 0.59 - - - - 
Participant Group 
Native 
Heritage vs. Native 



























Morphological vs. Identity 
Orthographic vs. Identity 
Orthographic nonword vs. Identity 
Semantic vs. Identity 



















































Heritage (Morphological) vs. Native (Identity) 
Heritage (Orthographic) vs. Native (Identity) 
Heritage (Orthographic nonword) vs. Native (Identity) 











































































Table 49 (cont.) 
Heritage (Unrelated) vs. Native (Identity) 
L2 (Identity) 
L2 (Morphological) vs. Native (Identity) 
L2 (Orthographic) vs. Native (Identity) 
L2 (Orthographic nonword) vs. Native (Identity) 
L2 (Semantic) vs. Native (Identity) 











































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            1.78                   1.34 
Subject (Intercept)       2.87                   1.69 
Model evaluation 
AIC: 3666.80                          BIC: 3807.60                         
Log likelihood: -1813.40        Deviance: 3626.80       Df Residual: 8392.00          
Model structure 
Log odds of probability that ACCURACY==Accurate  ~ PARTICIPANT GROUP + PRIME TYPE + PARTICIPANT GROUP * PRIME TYPE 
Random effect for SUBJECT + Random effect for ITEM 
 
Table 50 Logistic regression on accuracy by prime category, unmasked priming task (Experiment 3) 
Predictor B SE B Chi-
squared 
df p Predicted 
probability 
Intercept 6.25 0.67 - - - - 
Participant Group 
Native 





















Table 50 (cont.) 
L2 vs. Native -2.97 0.66 - - - 0.955 
Prime Type: 
Identity 
Morphological vs. Identity 
Orthographic vs. Identity 
Orthographic nonword vs. Identity 
Semantic vs. Identity 



















































Heritage (Morphological) vs. Native (Identity) 
Heritage (Orthographic) vs. Native (Identity) 
Heritage (Orthographic nonword) vs. Native (Identity) 
Heritage (Semantic) vs. Native (Identity) 
Heritage (Unrelated) vs. Native (Identity) 
L2 (Identity) 
L2 (Morphological) vs. Native (Identity) 
L2 (Orthographic) vs. Native (Identity) 
L2 (Orthographic nonword) vs. Native (Identity) 
L2 (Semantic) vs. Native (Identity) 






















































































































Table 50 (cont.) 
Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects 
                                     Variance            Standard Deviation 
Item (Intercept)            2.39                   1.54 
Subject (Intercept)       3.09                   1.76 
Model evaluation 
AIC: 3880.20                          BIC: 4021.00                         
Log likelihood: -1920.10        Deviance: 3840.20          Df Residual=8398.00         
Model structure 
Log odds of probability that ACCURACY==Accurate  ~ PARTICIPANT GROUP + PRIME TYPE + PARTICIPANT GROUP * PRIME TYPE 





5.3.2 Analysis of morphological, semantic, and orthographic priming 
Before performing any analyses to confirm the presence/absence of priming, inaccurate 
responses were removed. This reduced the masked dataset from 8412 trials down to 7634 trials, a 
decrease of 9.25%; the unmasked dataset was reduced from 8418 trials down to 7548 trials, a 
decrease of 10.34%. Upper and lower RT outliers were also removed. Lower outliers were 
defined as RTs lower than 200 ms. Upper outliers were removed after the distribution of RTs 
was centered and scaled, and items were removed with a normalized RT of greater than 3. This 
reduced the unmasked dataset from 7634 trials down to 7461, a reduction of 2.27%; the masked 
dataset was reduced from 7548 trials down to 7375 trials, a reduction of 2.31%. Subjects were 
also removed who did not show any descriptive identity priming.  For each subject, the mean RT 
for unrelated primed trials was subtracted from the mean RT for identity primed trials, and 
subjects were eliminated if the remainder was not greater than 0. The effects of these removals 
are shown in Table 51 and indicate that many more subjects were removed from the masked 
dataset than from the unmasked dataset.  
 
Table 51 Changes to masked and unmasked dataset following removal of subjects who did not 
show identity priming (Experiment 3) 
 Subjects removed Subjects included Data removed 
Masked dataset 
13 native speakers 
11 heritage speakers 
11 L2 speakers 
11 native speakers 
16 heritage speakers 
23 L2 speakers 
42.17% 
(3146 items removed) 
Unmasked dataset 
7 native speakers 
3 heritage speakers 
5 L2 speakers 
17 native speakers 
24 heritage speakers 
29 L2 speakers 
17.08% 
(1259 items removed) 
 
Table 52 presents more details on subjects removed from one or both priming tasks and 
indicates that it is hard to make generalizations about these subjects based on either language 
background or proficiency score (the reader is reminded that the proficiency score was out of 50 
total possible points). Most participants in all three groups were removed from only the masked 
priming datasets, whereas a smaller group was removed from only the unmasked dataset, and an 
even smaller group was removed from both. Participants removed from only one of the two 
datasets did include some lower proficiency L2 and heritage speakers, but also some with very 
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high proficiency scores. All native speakers had very high proficiency scores. The one L2 
speaker removed from both priming tasks did have a very low proficiency score.  
 
Table 52 Overview of participants removed from one or both priming tasks (Experiment 3) 




Removed from both 
datasets 
Native speakers 
No. subjects removed 8 2 5 
Proficiency score 48, sd=1.33, range: 
45-49 
49, sd=0, range=0 48.4, sd=0.8, range: 
47-49 
Heritage speakers 
No. subjects removed 11 3 0 
Proficiency score 42.45, sd=4.42, 
range: 35-49 




No. subjects removed 10 4 1 
Proficiency score 38.2, sd=7.22, range: 
27-47 
30.75, sd=5.4, range: 
24-39 
19, sd=0, range=0 
 
5.3.2.1 Norms of stimuli 
Descriptive statistics for length in letters and surface frequency are presented for the six 
priming categories in Tables 53. (The reader should note that surface and not lemma frequency 
was used in this norming; there is a high correlation between the two measures in the stimuli: 
r=0.77, df=163, p<0.0001). According to two one-way ANOVAs, there are significant 
differences in these measures between the prime types (length in letters: F(5,192) = 11.86, 
p<0.0001; surface frequency: F(4,160)=4.58, p<0.002). According to Tukey’s HSD-corrected 
pairwise comparisons, semantic and unrelated primes were significantly longer than one or more 
of the other priming categories (semantic vs. identity: p<0.00004; semantic vs. morphological: 
p<0.000001; semantic vs. orthographic real or nonword: p<0.00004; unrelated vs. 
morphological: p<0.0002). Regarding surface frequency, identity primes have a significantly 
higher surface frequency than the other four categories (vs. morphological: p<0.04; vs. 
orthographic: p<0.004; vs. semantic: p<0.01; vs. unrelated: p<0.006). No other comparisons 
between prime categories by surface frequency or length were significant.  
As a safeguard against the possibility that surface frequency and length in letters of the 
prime had an undue effect on reaction time, correlations were calculated between these two 
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variables and normalized reaction time overall and within each prime category. These 
correlations are presented in Tables 54 and 55, with insignificant correlations indicated in gray. 
Length in letters always had an either insignificant or very slightly positive correlation with 
reaction time, and the correlation was not significant in either task for the semantic prime 
category. This indicates that it is possible that semantic primes’ longer length did not necessarily 
make them less effective primes. The correlation was however significant albeit small for 
unrelated primes in the unmasked task only. As for surface frequency of the prime, Table 54 
indicates that it was associated most often with an either insignificant or very slightly positive 
correlation with reaction time, contrary to reasonable expectations. The one exception was within 
identity primes in the masked task, in which the correlation was significant and slightly negative 
(-0.09 (df=713, p<0.01)). When significant, the effect was still small, but these correlations 
indicate that in the masked task, shorter identity primes may have been more effective at 
reducing RT, at least vis-à-vis other identity primes. However, overall, the correlation between 
surface frequency of the prime and normalized RT was still not significant, indicating that it is 
possible that identity primes’ higher surface frequency did not necessarily make them unduly 
effective primes on top of their identity relationship with the target.  
 
Table 53 Norms for stimuli in first analysis (Experiment 3) 
Prime Type Mean Length in Letters Mean Surface Frequency 
Identity 5.36 (sd=0.74, range: 3-7) 81.42 (sd=150.34, range: 
0.59-620.78) 
Morphological 4.91 (sd=1.04, range: 2-7) 27.34 (sd=53.68, range: 0.17-
265.29) 
Orthographic 5.36 (sd=0.74, range:3-7) 13.51( sd=45.62, range: 
0.0006-256.56) 
Orthographic nonword 5.36 (sd=0.74, range: 3-7) NA 
Semantic 6.42 (sd=1.09, range: 4-8) 19.76 (sd=29.48, range: 0.04-
120.42) 





Table 54 Correlation between length in letters of the prime and normalized reaction time 
(Experiment 3) 
Prime Type Masked Task Unmasked Task 
Overall  r=0.08 (df=4313, p<0.0001) r=0.05 (df=6113, p<0.0001) 
Identity r=0.09 (df=713, p<0.02) r= 0.03 (df=1047, p<0.32) 
Morphological r=0.08 (df=719, p<0.02) r=0.05 (df=1041, p<0.14) 
Orthographic r=0.13 (df=711, p<0.0006) r=0.04 (df=991, p<0.23) 
Orthographic nonword r=0.09 (df=717, p<0.02) r=0.06 (df=1003, p<0.05) 
Semantic r=-0.002 (df=717, p<0.96) r=0.006 (df=1017, p<0.85) 
Unrelated r=0.09 (df=726, p<0.01) r=0.02 (df=1004, p<0.53) 
 
Table 55 Correlation between surface frequency of the prime and normalized reaction time 
(Experiment 3) 
Prime Type Masked Task Unmasked Task 
Overall  r=0.008 (df=3573, p<0.64) r=0.002 (df=5075, p<0.89) 
Identity r=-0.09 (df=713, p<0.01) r=-0.04 (df=1047, p<0.22) 
Morphological r=-0.03 (df=719, p<0.38) r=-0.05 (df=1041, p<0.08) 
Orthographic r=0.07 (df=690, p<0.06) r=0.07 (df=958, p<0.04) 
Semantic r=0.00004 (df=717, p<0.99) r=-0.04 (df=1017, p<0.24) 
Unrelated r=0.08 (df=726, p<0.03) r=0.05 (df=1004, p<0.09) 
 
5.3.2.2 Linear regression analysis to detect morphological priming 
Previously-presented research questions asked if there would be significant behavioral 
morphological priming with both a masked an unmasked presentation, and in the absence of 
semantic or formal priming. This question is addressed in the analysis presented in this section. 
Compositional accounts of morphological processing would predict that morphological priming 
will occur independently of semantic and orthographic priming. Thus, morphological priming 
may lead to RTs that are not significantly different from identity priming, RTs that are 
significantly faster than unrelated priming, or both. In contrast, orthographic and semantic 
priming will be significantly slower than identity priming, and may be either not be significantly 
faster than unrelated priming, or actually slower than unrelated priming. Some proponents of 
dual mechanism compositional accounts further predict that only (or primarily) regularly-
inflected morphological primes will be processed compositionally, thus the priming effect will 
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be diluted in this analysis that includes regular and irregular primes in the same category; this 
prediction is addressed in Section 5.3.3. Single mechanism compositional accounts would not 
predict a priming difference between regularly- and irregularly-inflected morphological primes, 
nor would non-compositional accounts. However, non-compositional accounts explain 
morphological priming by attributing it to the combined influence of semantic and formal 
priming. Thus, proponents of non-compositional accounts would predict that morphological 
priming should only occur in the presence of semantic and orthographic priming. Therefore, all 
three may lead to RTs that are significantly faster than unrelated priming, and may not be 
significantly different from identity priming. 
This analysis also addresses previously presented research questions regarding qualitative 
differences between early and late learners of Spanish. Accounts that propose maturational 
constraints on the acquisition of compositional processing would not predict that L2 speakers 
will show morphological priming in either experiment, unlike native and heritage speakers. Also 
of interest is the question of whether L2 speakers will show morphological priming in both the 
masked and unmasked priming task, since they have less often shown masked morphological 
priming in previous studies. 
Table 56 shows priming magnitude across priming categories for the two tasks. Mean RT 
in ms for each priming condition is presented in italics. The first row shows the difference 
between the mean RT in the identity prime condition minus the mean RT of the condition of 
interest; the second row makes this comparison for the unrelated category. In both tasks, mean 
RT in the morphological, orthographic and semantic conditions were all slower than in the 
identity condition, but faster than in the unrelated condition. The difference in RT between these 
four priming conditions and the identity and unrelated conditions can be visualized in Figure 41; 
the red line represents the mean RT in the identity priming condition, and the blue line represents 
the mean RT in the unrelated priming condition. 
Significant differences in RT by priming condition were assessed via the linear regression 
analysis structured as indicated in (1) which predicted normalized RT based on an interaction 
between the participant group and prime type.  
 
(1) RT ~ PARTICIPANT GROUP +  PRIME TYPE + PARTICIPANT GROUP *  PRIME TYPE + 




This model was fit to data from the masked and unmasked priming tasks separately. The 
model included a random intercept for subject and item (i.e. target word). The model was fit 
using the lmer() function from the lme4 package in R (Bates et al., 2015, p. 4). For each 
predictor, degrees of freedom, F values, and p-values were obtained via the mixed() function 
from the afex package in R (Singmann et al., 2016). Pairwise comparisons and predicted 
probabilities were obtained using the emmeans() function from the emmeans package in R 
(Lenth et al., 2018). Model output for each task is presented in Tables 57 and 58 respectively.  
 
Table 56 Magnitude of RT differences across priming categories (Experiment 3) 











-33.35 -58.71 -42.35 -38.23 
714.29 
Unrelated 
39.03 13.67 30.03 34.15 786.67 
  
 Unmasked Priming Task 












-48.52 -88.47 -85.88 -105.42 
704.15 





Figure 41 RT across priming categories compared to identity and unrelated priming (Experiment 
3) 











































Red: Mean RT following identity prime
 Blue: Mean RT following unrelated prime
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Table 57 Model output from linear regression on priming, masked priming task (Experiment 3) 
Predictor B SE B F df p 
Intercept -0.32 0.15 - - - 
Participant Group: 
Heritage vs. Native 

















Unrelated vs. Identity 
Morphological vs. Identity 
Orthographic vs. Identity 
Orthographic vs. Identity 































Participant Group * Prime Type 
Heritage (Unrelated) vs. Native (Identity) 
Heritage (Morphological) vs. Native (Identity) 
Heritage (Orthographic) vs. Native (Identity) 
Heritage (Orthographic nonword) vs. Native (Identity) 
Heritage (Semantic) vs. Native (Identity) 
L2 (Unrelated) vs. Native (Identity) 
L2 (Morphological) vs. Native (Identity) 
L2 (Orthographic) vs. Native (Identity) 
L2 (Orthographic nonword) vs. Native (Identity) 
























































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects: 
               Variance     Standard Deviation 
Subject   0.19            0.44 
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Table 57 (cont.) 
Item        0.06            0.24 
Residual  0.72           0.85 
Model evaluation: 
AIC: 11187.83          BIC: 111307.60          Log likelihood: -5565.92 (df=21) 
Model structure: 
RTǂ ~ PARTICIPANT GROUP +  PRIME TYPE + PARTICIPANT GROUP *  PRIME TYPE + Random effect for SUBJECT + 
Random effect for ITEM 
ǂContinuous variables were normalized 
 
Table 58 Model output from linear regression on priming, unmasked priming task (Experiment 3) 
Predictor B SE B F df p 
Intercept -0.49 0.15 - - - 
Participant Group: 
Heritage vs. Native 

















Unrelated vs. Identity 
Morphological vs. Identity 
Orthographic vs. Identity 
Orthographic vs. Identity 































Participant Group * Prime Type 
Heritage (Unrelated) vs. Native (Identity) 
Heritage (Morphological) vs. Native (Identity) 
Heritage (Orthographic) vs. Native (Identity) 




























Table 58 (cont.) 
Heritage (Semantic) vs. Native (Identity) 
L2 (Unrelated) vs. Native (Identity) 
L2 (Morphological) vs. Native (Identity) 
L2 (Orthographic) vs. Native (Identity) 
L2 (Orthographic nonword) vs. Native (Identity) 































Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects:                
               Variance     Standard Deviation 
Subject    0.16            0.4 
Item         0.04            0.86 
Residual  0.75             0.86 
Model evaluation: 
AIC: 15947.82          BIC: 16088.91          Log likelihood: -7952.912 (df=21) 
Model structure: 
RTǂ ~ PARTICIPANT GROUP +  PRIME TYPE + PARTICIPANT GROUP *  PRIME TYPE + Random effect for SUBJECT + 
Random effect for ITEM 





Both models returned a significant main effect for participant group and for prime type, 
but no significant interaction between the two. In the masked priming task, heritage speakers had 
the slowest RT overall (mean RT: 822.55 ms, sd=279, range: 449-2006). Native speakers had the 
fastest RT (mean RT: 683.67 ms, sd=249.47, range: 371-2005). Native and heritage speakers 
were significantly different from each other (p<0.02), but neither group was significantly 
different from L2 speakers (mean RT: 747.98, sd=281.3, range: 303-2010; pairwise comparison: 
p<0.3). In the unmasked task, heritage speakers (mean RT: 865.95, sd=301.24, range: 323-2085) 
had significantly longer reaction times than both native (mean RT: 703.37, sd=235.48, range: 
362-2059) and L2 (mean RT: 750.13, sd=277.17, range: 342-2091; pairwise comparison: 
p<0.002) speakers. Native and L2 speakers, however, were not significantly different from each 
other (p<0.26). 
Regarding prime category, morphological priming in the masked task was shown not to 
be significantly different from identity priming (p<0.29). In contrast, all other priming conditions 
were significantly slower than identity priming (p<0.02), except for semantic priming which only 
approached a significant difference (p<0.08). Morphological priming also led to significantly 
faster RTs than the unrelated priming condition (p<0.05), whereas the priming conditions other 
than identity priming did not (p<0.5). However, morphological priming did not lead to 
significantly different RTs than orthographic, orthographic nonword, or semantic priming 
conditions. In the unmasked task, all priming conditions lead to significantly slower RTs than 
identity priming (p<0.0002). However, the morphological priming condition was significantly 
faster than all other non-identity priming conditions (p<0.003), which were not significantly 
different from each other (p<0.99).  
In summary, in the masked task, morphological priming led to significantly faster RTs 
than unrelated priming, and was not distinguishable from identity priming. The orthographic and 
semantic priming conditions did not lead to significantly different RTs than morphological 
priming, but they were not significantly different from unrelated priming RTs. In the unmasked 
task, there was significant morphological priming only compared to the unrelated priming 
condition, whereas the orthographic and semantic priming conditions were not significantly 
different from unrelated priming. However, all priming conditions led to significantly slower 
RTs than identity priming. 
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5.3.3 Linear regression analysis to compare degree of of regular and irregular morphological 
priming  
In response to previously-presented research questions, the previous analysis confirmed 
the presence of some facilitation in RT following the presentation of a morphologically-related 
prime vis-à-vis the unrelated priming condition. This occurred in the masked and unmasked 
tasks, and did not differ significantly between participant groups. Furthermore, since there was 
not significant semantic or orthographic priming, these results are most compatible with a 
compositional account. Previously-presented research questions also asked if the presence of 
morphological priming would differ between regular and irregular primes. The previously-
presented analysis did not separate the two, indicating that both  may be potential sources of 
facilitation. This question is important for addressing the predictions of some proponents of dual 
mechanism accounts (cf. Pinker, 1999), which propose that only (or primarily) regularly-
inflected morphological primes should be processed compositionally, leading to facilitation; 
irregularly-inflected ones should not. In a single-mechanism compositional account (cf. Stockall 
& Marantz, 2006), or in a dual-mechanism compositional account that allows for irregular forms 
to also be processed compositionally (cf. Gor & Cook, 2010), both regularly- and irregularly-
inflected morphological primes may be processed compositionally, and therefore cause priming.  
A second analysis focusing on only morphological primes was thus performed to 
determine whether regular and irregular verbs were similar in their degree of facilitation. Figure 
42 shows RTs for target words following the presentation of regular and irregular morphological 
primes compared to the identity and unrelated priming conditions. Whereas there is almost no 
difference in the unmasked priming task, the difference between the two is much larger in the 
masked priming task, and clearly indicates greater facilitation for the presentation of an irregular 
prime. Figure 43 breaks the irregular verbs up into sub-groups and indicates that amongst 
irregular verbs, the lowest RTs were found in the highly irregular verbs (strong preterite, 





Figure 42 RTs following regular and irregular primes compared to identity and unrelated 
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Figure 43 RTs following regular and irregular primes separated by type of irregularity compared 
to identity and unrelated priming (Experiment 3) 
 
In order to assess whether these differences were significant, a second pair of linear 
regressions was fit to compare only regular to irregular morphological primes. Before doing so, it 
is relevant to look at how primes are normed for length in letters and surface frequency by 
regularity. According to a one-way ANOVA, regular and irregular morphological primes are not 
significantly different in length in letters (F(1,31)=1.445, p<0.24) or surface frequency 
(F(1,31)=1.843, p<0.19). These models were fit according to (1):  
 
(1) RT ~ PARTICIPANT GROUP +  PRIME REGULARITY + PARTICIPANT GROUP *  PRIME 
REGULARITY + RANDOM EFFECT FOR SUBJECT + RANDOM EFFECT FOR ITEM 
 
These analyses were fit to only the morphological primes from the masked and unmasked 
tasks separately, and predicted RT based on an interaction between regularity of the prime and 
the participant group. All other aspects of these models were identical to the models described in 
the previous section. Model output is displayed in Table 59 for the masked task and Table 60 for 










































Red: Mean RT following identity prime
 Blue: Mean RT following unrelated prime
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the unmasked task. Results for participant group are largely similar to those presented in the 
previous section. In the masked task, native speakers (mean RT in ms: 662.93, sd=234.2, range: 
371-1681) have significantly faster RTs than heritage speakers (mean RT in ms: 814.52, 
sd=278.72, range: 465-1886; p<0.007) and approach a significant difference from L2 speakers as 
well (mean RT in ms: 748.42 sd=290.41, range: 398-1959; p<0.07). Heritage and L2 speakers, 
however, are not different from each other (p<0.46). In the unmasked task, heritage speakers 
(mean RT: 850.27, sd-312.74, range: 415-2078) have significantly longer RTs than both native 
(mean RT: 668.51, sd=226.56, range: 367-1656; p<0.0005) and L2 (mean RT: 727.77, 
sd=273.86, range: 377-2006; p<0.02) speakers. Once again, neither model shows a significant 
interaction between regularity and group. Regarding regularity, only the model fit to the masked 
data shows a significant effect for regularity such that irregular primes produced significantly 
more priming than regular ones. While significant differences between the sub-types of irregular 
verbs cannot be confirmed by this descriptive analysis, the descriptive data presented in Figure 
43 indicate that the strongest priming may have been caused by the strong preterites and irregular 
first person singular forms. Furthermore, a one-way ANOVA predicting normalized RT by 
morphological prime type was significant (F(4,716)=5.12, p<0.0005). Tukey’s HSD-corrected 
pairwise comparisons confirm that regularly-inflected present tense primes led to a significantly 
longer RT than both the highly irregular present tense primes (p<0.0005) and the strong preterite 
primes (p<0.02). The highly irregular present forms were also significantly different from the 
stem-changing present tense forms (p<0.03). No other pairwise comparisons were significant. 
Given the surprising result that irregular forms may provide stronger masked priming 
than regular forms, the target words were analyzed to see if their surface frequency was 
significantly different depending on the regularity of their morphological prime. The reader is 
reminded that according to a one-way ANOVA, regular and irregular morphological primes are 
not significantly different in surface frequency (F(1,31)=1.843, p<0.19). However, descriptively, 
irregular primes have a much higher surface frequency (mean frequency: 35; sd=61.04; range: 
0.17-265.29) than regular ones (mean frequency: 6.89; sd=13.02; range: 0.41-41.17). While 
target words were not normed, it is also the case that there is a descriptive difference in the 
surface frequency of target words primed by irregular prime words: target words with an 
irregular prime have a much higher surface frequency (mean frequency: 584.75; sd=982.88; 
range: 2.4-2821.42) than regular ones (mean frequency: 30.67; sd=40.61; range: 3.75-109.34). 
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This difference approaches significance according to a one-way ANOVA (F(1,31)=3.25, 
p<0.082). Table 61 displays descriptive statistics of surface frequency for targets with regular 
and irregular morphological primes separated by type of irregularity; there are also significant 
differences in mean surface frequency comparing across these categories (F(4, 28)=6.94, 
p<0.001). Tukey’s HSD-corrected pairwise comparisons indicate that there are significant 
differences in mean surface frequency between the target words with strong preterite primes 
compared to three other categories (those with regular present tense primes: p<0.004; those with 
stem-changing present tense primes: p<0.006; those with vowel-raising present tense primes: 
p<0.05). In addition, those with highly irregular first person primes were significantly different 
from targets in two other categories (those with regular present tense primes: p<0.02; those with 
stem-changing present tense primes: p<0.03). Thus, it cannot be ruled out that reaction times to 
the target words were inadvertently influenced by these differences in surface frequency in 




Table 59 Model output from linear regression on regular and irregular primes, masked priming task (Experiment 3) 
Predictor B SE B F df p 
Intercept -0.25 0.18 - - - 
Participant Group: 
Heritage vs. Native 




























Participant Group * Regularity: 
Heritage (Irregular) vs. Native (Regular) 
















Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects: 
               Variance     Standard Deviation 
Subject   0.17             0.41  
Item        0.03             0.18 
Residual  0.76            0.87 
Model evaluation: 
AIC: 1961.11          BIC: 2002.33          Log likelihood: -971.55 (df=9) 
Model structure: 
RTǂ ~ PARTICIPANT GROUP +  PRIME REGULARITY + PARTICIPANT GROUP *  PRIME REGULARITY + 
Random effect for SUBJECT + Random effect for ITEM 






Table 60 Model output from linear regression on regular and irregular primes, unmasked priming task (Experiment 3) 
Predictor B SE B F df p 
Intercept -0.35 0.15 - - - 
Participant Group: 
Heritage vs. Native 




























Participant Group * Regularity: 
Heritage (Irregular) vs. Native (Regular) 
















Significance codes: < 0.1 = º   0.05 = *   0.01 = **   0.001 = *** 
Random effects: 
               Variance     Standard Deviation 
Subject   0.2              0.45 
Item        0.01            0.11 
Residual 0.74            0.86 
Model evaluation: 
AIC: 2797.69          BIC: 2842.24          Log likelihood: -1389.85 (df=9)\ 
Model structure: 
RTǂ ~ PARTICIPANT GROUP +  PRIME REGULARITY + PARTICIPANT GROUP *  PRIME REGULARITY + 
Random effect for SUBJECT + Random effect for ITEM 





Table 61 Descriptive statistics of surface frequency for targets with regular and irregular 
morphological primes (Experiment 3) 
Sub-group Descriptive statistics of surface frequency 
Targets with regular present tense primes Mean: 34.81 (sd=40.47; range: 3.75-109.34) 
Targets with stem-changing present tense 
primes 
Mean: 72.11 (sd=134.8; range: 4.98-443) 
Targets with vowel-raising present tense 
primes 
Mean: 76.84 (sd=96.41; range: 2.39-185.75) 
Targets with strong preterite primes Mean: 2105.43 (sd=1350.3; range: 80.48-
2821.42) 
Targets with highly irregular first person 
present tense primes 
Mean: 764.75 (sd=831.64; range: 64.55-
2245.83) 
 
5.4 DISCUSSION AND CONCLUSIONS  
Previously-presented research questions asked whether there would be behavioral 
morphological priming in the masked and unmasked priming tasks in a way that was distinct 
from semantic or formal priming. In the masked task, morphological priming was not 
significantly different from identity priming and provided significant priming vis-à-vis the 
unrelated priming baseline. The orthographic and semantic priming conditions did not lead to 
significantly different RTs than morphological priming, but they were not significantly different 
from unrelated priming RTs. Thus, morphological priming in the masked task can be said to be 
similar to identity priming and significantly greater than unrelated priming, unlike the 
orthographic and semantic priming conditions. However, in the unmasked task, there was 
significant morphological priming only compared to the unrelated priming condition, and the 
orthographic and semantic priming conditions were not significantly different from unrelated 
priming. Because of the greater distinction between the effect of morphological versus 
orthographic and semantic priming in the unmasked task, it can be said that morphological 
priming had a greater magnitude in the unmasked presentation. 
These results should be confirmed, if possible, with a set of semantic prime words that is 
not significantly longer than the morphological prime words. However, this analysis does 
confirm previous studies showing morphological priming in regularly-inflected prime words (cf. 
Coughlin & Tremblay, 2015; Foote, 2017) as well as irregularly-inflected ones (cf. Gor & Cook, 
2010), regardless of language background. Thus, what the results of the priming analysis cannot 
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confirm is the prediction of some dual mechanism accounts that irregularly-inflected verbs 
should show no, or partial, priming (cf. Silva & Clahsen, 2008). The second analysis, performed 
to distinguish the facilitative effects of regular versus irregular primes, actually indicated that 
irregular primes had significantly greater facilitation than regular ones in the masked 
presentation. As previously discussed, it cannot be ruled out that the surface frequency of the 
target items themselves inadvertently contributed to this result; this is an important confound that 
must be kept in mind when attempting to replicate this result. Regardless, priming for irregular 
forms has been explained in different ways by some proponents of dual mechanism models (cf. 
Marslen-Wilson & Tyler, 1998; Tyler & Marslen-Wilson, 1997; Veríssimo & Clahsen, 2009), 
including accounts that allow for multiple ‘regular’ rules that can apply to even ‘irregular’ forms 
that are more easily decomposed into stem and affix than in English (Gor & Cook, 2010; Gor & 
Jackson, 2013; Meunier & Marslen-Wilson, 2004; Orsolini & Marslen-Wilson 1997). However, 
owing to the lack of formal and semantic priming in the present study, it is much harder to 
reconcile these results with the predictions of non-compositional accounts in which there should 
be no effect for morphological priming outside of formal and semantic overlap (cf. Bybee, 
1988), or compositional accounts with a sharp binary contrast between regular and irregular 
forms. 
Previously-presented research questions also asked if there would be any differences 
between speaker groups indicating unavailability of morphological processing mechanisms in 
late learners of Spanish. The only effect of speaker group was a main one for RT: native speakers 
were fastest to respond in both tasks, and heritage speakers the slowest, a difference that at times 
was significant. The effect of prime type did not interact significantly with participant group, 
indicating that all three experienced significant morphological priming. This contradicts previous 
findings that early and late bilingual speakers may not experience priming in the L2/heritage 
language at all, or in a way that is distinct form semantic/formal priming (cf. Jacob & Kırkıcı, 
2016; Kırkıcı & Clahsen, 2013; Silva & Clahsen, 2008). Thus, a compositional account of 
morphological processing in Spanish is supported for all three speaker groups. In the final 
chapter, results from the three experiments will be compared in order to answer global research 
questions about the characteristics of morphological processing across task type (receptive vs. 
productive, written/visual vs. oral/auditory, implicit vs. explicit) in the three speaker groups. 
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CHAPTER SIX: CONCLUSIONS AND DIRECTIONS FOR FUTURE RESEARCH 
 
After summarizing the major findings of Experiments 1-3, this conclusion compares the 
three experiments to answer global research questions and points out directions for future 
research. Experiment 1 of the present thesis focused on nonce verb production and acceptability 
judgment, confirming that in these highly explicit tasks, participants showed a strong preference 
for regular inflection. There was also evidence that lexical and phonological factors affected the 
productivity of both regular and irregular inflection in the production task, and even stronger 
evidence that these factors affected primarily irregular inflection in the acceptability judgment 
task. Participants’ behavior in both tasks was also influenced by the verb class and the tense of 
the nonce forms in a way that confirms their sensitivity to the type frequency of regular and 
irregular inflection within different morphological structures. These results were most consistent 
with the predictions of dual mechanism compositional accounts of morphological processing, 
particularly one in which there are multiple probabilistic rules which are applied on the basis of 
their type frequency, such as the Rules and Probabilities Model (Gor & Cook, 2010).  
 
6.1 EXPERIMENT 1: SUMMARY AND COMPARISON WITH PREVIOUS STUDIES 
Contrary to predictions based on maturational constraints on the acquisition of 
inflectional morphology in late learners (cf. Clahsen & Felser, 2006; Clahsen et al., 2010; 
Ullman, 2001, 2005), all participants in Experiment 1 showed a sensitivity to morphological 
structure and a strong preference for regular patterns that are consistent with the use of 
compositional processing. L2 speakers did show a quantitative difference vis-à-vis the other two 
participant groups: they had the highest rate of irregularization and gave irregularly-inflected 
forms higher ratings— particularly with diphthongizing stem changes, the irregularity with the 
highest type frequency of those included in the experiment— consistent with Gor and Cook’s 
(2010) prediction that classroom-instructed learners will more readily apply patterns that are less 
regular and lower type frequency compared to naturalistic learners, who will rely more on 
default rules. L2 speakers irregularize more frequently, and give higher acceptability ratings to 
irregular forms, with increasing proficiency score; this is consistent with predictions of 
compositional models that posit that with increasing vocabulary, L2 speakers will have a greater 
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number of stored lexical forms from which to make phonological analogies (cf. Lehtonen & 
Laine, 2003).  
To date, nonce verb studies such as those reviewed in Section 1.2.2 have not included a 
comparison of native, heritage, and L2 speakers of Spanish. Thus, Experiment 1 makes an 
appreciable contribution to existing nonce verb literature. While Experiment 1 is supportive of a 
dual mechanism model of morphological processing in Spanish speakers of all language 
backgrounds, consonant with other nonce verb and developmental studies, its results do a present 
a contrast with findings from previous nonce verb studies on Germanic languages (L1 German: 
Clahsen et al., 1997; L1 English: Prasada & Pinker, 1993) in which irregular inflection is 
primarily or exclusively processed non-compositionally. Rather, the results of Experiment 1 
indicate a larger degree of productivity for ‘irregular’ patterns, and that multiple compositional 
rules exist for Spanish. While one previous study found that adult native speakers of Spanish 
were reticent to productively generalize stem changes on nonce verbs (Bybee & Pardo, 1981), 
Experiment 1 found that all speakers were indeed willing to productively use this irregularity, 
although L2 speakers were much more willing to do so than native and heritage speakers. 
Experiment 1 also echoes the findings of Brovetto and Ullman (2005) that Spanish speakers are 
influenced by both morphological and lexical/phonological factors in the production of inflected 
verbal nonce forms. This is consonant with other nonce verb and developmental studies of non-
Germanic and inflectionally complex languages, including Italian (Orsolini et al., 1998; Orsolini 
& Marslen-Wilson, 1997), Greek (Agathopoulou & Papadopoulou, 2009), Icelandic 
(Ragnarsdóttir et al., 1999), and Russian (Gor & Chernigovskaya, 2001, 2003, 2005; Gor & 
Cook, 2010; Gor & Vdovina, 2010). Also verified in a new language were findings from Gor and 
colleagues that classroom-instructed L2 learners are even more willing to productively use 
irregular inflection than early, naturalistic learners.  
 
6.2 EXPERIMENT 2: SUMMARY AND COMPARISON WITH PREVIOUS STUDIES  
Experiment 2 involved the time-pressured oral production of real inflected Spanish verbs, 
indicating that heritage and L2 speakers were significantly more accurate with regular and high-
type-frequency irregular target items. It was also shown for L2 and heritage speakers that 
increasing familiarity significantly improved accuracy overall, but especially on irregular items.  
Errors in non-target-like productions were also studied, which demonstrated that the 
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overwhelming majority of errors evidenced the replacement of irregular patterns by default, 
regular ones, particularly in the stem rather than the suffix. However, over-extension of irregular 
patterns did sometimes occur at a frequency consistent with those patterns’ relative type 
frequency. As in Experiment 1, L2 and heritage speakers’ results were shown to be most 
compatible with the predictions of an account such as the one offered by Gor and Cook (2010) in 
which regular and high type frequency morphological patterns tend to be processed 
compositionally, whereas irregular, non-default, unpredictable and low type frequency ones tend 
not to be. Native speakers, in contrast, did not show a clear increase in accuracy with increasing 
familiarity rating, and they did not show the same previously-described contrast in which 
regular, high type frequency forms are processed compositionally and irregular, low type 
frequency forms are processed non-compositionally. It is possible that this task was too easy for 
them to show this contrast. However, it is also possible that this task encouraged more purely 
compositional processing in native speakers.  
This summary and discussion of previous studies is best finished by a discussion of 
previous findings from lexical frequency literature, as well as the use of lexical frequency in 
research on this topic. Lexical frequency effects studies such as those reviewed in Section 1.2.1 
measure how frequency of exposure to an inflected form, or lemma, facilitates speed of lexical 
access, and therefore reaction time, in a behavioral experiment. Studies such as these have often 
used a correlation between surface and lemma frequency and reaction time in behavioral 
experiments as a diagnostic of compositional/non-compositional processing. The present thesis 
did not include a true lexical frequency effects experiment along the lines of previous studies 
focused on measuring changes in reaction time. The potential influence of lexical frequency was 
examined at a descriptive level in Experiments 1 (Sections 3.3.3 and 3.4.2) and 3 (Sections 
5.3.2.1 and 5.3.3). However, the relationship between frequency and accuracy can also be 
examined in frequency effects studies (cf. Birdsong & Flege, 2001), thus lexical frequency was a 
strong candidate for use as an independent variable in Experiment 2, and would likely have been 
included were it not for the large gaps in distribution of surface frequency of the stimuli, as 
explained in Section 4.2.1.  
For this reason, it is instructive to compare the conclusions of Experiment 2 to previous 
conclusions reached in the frequency effects literature. Heritage speakers have, to date, not been 
included in any study of this type; thus, Experiment 2 makes a valuable contribution to existing 
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literature by providing behavioral data from heritage speakers alongside comparable data from 
native and L2 speakers. At the same time, studies on native and L2 speakers have reached 
opposite conclusions about both speaker groups. Of particular interest to the present thesis are 
previous findings that support compositional accounts for native, but not L2 speakers, of 
Spanish. Studying native speakers of Spanish, Brovetto (2002), cited in Bowden et al. (2010), 
found no frequency effects, and Bowden et al. (2010) found frequency effects in only some 
inflected forms; taken together, these studies indicate that native speakers process some forms 
compositionally, and others non-compositionally. In contrast, Bowden et al. (2010) found 
frequency effects on all stimuli in L2 speakers of Spanish, indicating use of only non-
compositional processing. The results of Experiment 2 stand in contrast to these by supporting a 
dual mechanism account for all three participant groups. 
However, accounting for the great variability in the results of frequency effects studies 
remains a challenge. It is known that these studies differ in their design to a large degree, for 
instance in whether stem allomorphs are included in lemma frequency counts (cf. Alegre & 
Gordon, 1999; Gor, 2010), or whether frequency is categorized categorically or continuously 
(Yang, 2016). Perhaps worse, it is an unfounded assumption that frequency accounts from a 
single database will be valid representations of the frequencies with which real speakers actually 
encounter words, particularly in a study with such a diverse group of speakers as this one. 
Studies such as Gor and Chernigovskaya (2001, 2003, 2005), in which the researchers took 
lexical frequency counts from L2 Russian students’ instructional materials, are not the norm, and 
it is not clear how this method would be successfully adapted to naturalistic learners who are 
exposed to input that is so much greater in quantity and perhaps much more challenging to 
characterize empirically without recourse to prepared databases.  
However, Experiment 2 was able to address its research questions as well as the 
predictions of relevant theoretical accounts through the use of two different measures of lexical 
knowledge, direct (familiarity rating) and one indirect (proficiency score). These measures are 
not without their drawbacks. In particular, it is likely that the familiarity rating score over-
estimated participants’ familiarity with the stimuli, and contributed to the large between items 
variance in the regression analyses presented in Chapter 4. Furthermore, such measures of lexical 
knowledge may not always lend themselves to the same statistical analyses as in lexical 
frequency effects studies. However, using these indicators of lexical knowledge, Experiment 2 
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was able to demonstrate that in all speakers, lexical knowledge did not have the same effect on 
accuracy in the production of both regularly- and irregularly-inflected forms, indicating that the 
former can far more often be produced compositionally, by applying a rule instead of accessing a 
stored form in the lexicon. Furthermore, these measures have the potential to be measured 
consistently across a diverse group of speakers, whereas lexical frequency counts almost 
certainly do not. Therefore, a measure of speakers’ affirmed familiarity with experimental 
stimuli, along with indirect measures of lexical knowledge such as proficiency score, present 
possibilities to complement or replace lexical frequency counts taken from databases that may be 
more suited to working with a homogenous speaker group. 
 
6.3 EXPERIMENT 3: SUMMARY AND COMPARISON WITH PREVIOUS STUDIES 
The final experiment consisted of two primed lexical decision tasks, one masked and one 
unmasked. Both of these tasks showed significant morphological priming vis-à-vis the unrelated 
priming condition. In the masked task, the degree of morphological priming was not significantly 
different from identity priming, but reaction time (RT) was not significantly different from 
semantic or orthographic priming. In the unmasked task, morphological priming was not 
equivalent to identity priming. However, morphological priming was significantly different from 
unrelated, orthographic, and semantic priming, which were not significantly different from each 
other. All in all, it can be reasonably concluded that morphological priming vis-à-vis unrelated 
priming did occur with both masked and unmasked priming, and this was not attributable to 
semantic or formal priming. The morphological priming condition combined regular and 
irregular forms; these were shown to give equivalent priming in the unmasked task. More 
surprising, however, was the result that in the unmasked, irregular primes caused significantly 
greater facilitation than regular ones, particularly the more highly irregular forms. As previously 
discussed, it is a possibility that this difference is an artifact of the surface frequency of the target 
words primed by regular and irregular morphological primes. Nonetheless, dual mechanism 
compositional accounts have explained priming for irregular forms (cf. Marslen-Wilson & Tyler, 
1998; Tyler & Marslen-Wilson, 1997; Veríssimo & Clahsen, 2009). However, the lack of formal 
or semantic priming makes these results much harder to reconcile with the predictions of non-
compositional accounts in which there should be no effect for morphological priming outside of 
formal and semantic overlap (cf. Bybee, 1988).  
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Analyses also indicated that the effect of prime type did not interact significantly with 
participant group in either of the two priming tasks, indicating that all participant groups 
experienced significant morphological priming, contrary to predictions based on maturational 
constraints on the acquisition of inflectional morphology in late learners (cf. Clahsen & Felser, 
2006; Clahsen et al., 2010; Ullman, 2001, 2005), as well as previous results indicating that 
heritage speakers do not experience morphological priming (cf. Jacob & Kırkıcı, 2016). Thus, a 
compositional account of morphological processing in Spanish is supported for all three speaker 
groups, in particular one like Gor and Cook’s (2010) Rules and Probabilities Model which 
allows for compositional processing of both regular and irregular forms. 
Compared to studies using other methods, existing morphological priming literature has 
examined native speakers of a much more diverse group of languages, including Germanic 
languages (Allen et al., 2003; D. M. Basnight-Brown, Chen, Hua, Kostić, & Feldman, 2007; 
Dana M. Basnight-Brown et al., 2007; Justus et al., 2008; Münte et al., 1999; Silva & Clahsen, 
2008) but also Portuguese (Veríssimo & Clahsen, 2009), Russian (Gor & Cook, 2010; Gor & 
Jackson, 2013), French (Coughlin & Tremblay, 2015; Meunier & Marslen-Wilson, 2004), Italian 
(M. Orsolini & Marslen-Wilson, 1997), Arabic (Boudelaa & Marslen-Wilson, 2015), Swahili 
(Foote et al., 2014), Turkish (Kırkıcı & Clahsen, 2013), and Spanish (Domínguez et al., 2002; 
Foote, 2017; Rodriguez-Fornells et al., 2002; Sánchez-Casas et al., 2003). Nonetheless, 
behavioral morphological priming studies such as those reviewed in Section 1.2.3 have not 
included a comparison of native, heritage, and L2 speakers of Spanish in any kind of priming 
task. Furthermore, to date only two studies on morphological priming known to the author have 
included heritage speakers (one on Russian: Gor & Cook (2010); one on Turkish: Jacob and 
Kırkıcı (2016)), reaching opposite conclusions. Thus, Experiment 3 makes an appreciable 
contribution to existing morphological priming literature. It joins the small but growing body of 
research indicating that both early and late bilingual speakers can indeed show morphological 
priming in both masked and unmasked priming tasks (Coughlin & Tremblay, 2015; De Diego 
Balaguer et al., 2005; Feldman et al., 2010; Foote, 2017; Gor & Cook, 2010; Gor & Jackson, 
2013). 
While L2 speakers have less often shown sensitivity to morphological structure in 
priming tasks, particularly in masked priming tasks, this sensitivity did occur in some speakers in 
Experiment 3. However, Experiment 3 did not address previous findings that L2 speakers’ 
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degree of priming may increase or change with increasing proficiency (L2 French: Coughlin & 
Tremblay, 2015; L2 Russian: Gor & Jackson, 2013), or depend on characteristics of the L1 and 
other languages spoken (L2 English: D. M. Basnight-Brown et al., 2007; L2 Spanish/Catalan: De 
Diego Balaguer et al., 2005). These questions remain open for exploration in further analyses of 
Experiment 3’s data and in other experiments.  
 
6.4 COMPARISON OF EXPERIMENTS 1-3 TO ANSWER FINAL RESEARCH QUESTIONS 
A major goal of the present thesis was to address the question of whether or not the 
results of these three experiments, taken together, would be most compatible with a 
compositional or non-compositional account of morphological processing in the native, heritage, 
and L2 speakers of Spanish who participated in these experiments. It is clear that the account 
most robustly supported by the results of the three experiments is a dual mechanism account in 
which speakers may process inflected forms compositionally or non-compositionally. In the 
production task of Experiment 1, participants much more frequently used regular morphology to 
inflect nonce Spanish verbs. In the second acceptability judgment task, it was shown that 
phonological characteristics of the nonce verb influenced the acceptability of irregular inflection 
in a way that was qualitatively different from regular inflection; this is stronger evidence of non-
compositional processing in the use of irregular morphology compared to the production task, 
and a greater distinction between regular and irregular morphology overall. In Experiment 2, it 
was shown that heritage and L2 speakers’ accuracy in the speeded oral production of inflected 
Spanish verbs was significantly more accurate with regular verbs, whereas accuracy with 
irregular verbs was both lower and more influenced by speakers’ lexical knowledge of those 
verbs; this is indicative of dual processing mechanisms. Native speakers did not show the same 
regular/irregular contrast, but this is also compatible with an account in which irregular verbs 
may also be processed compositionally. Finally, in Experiment 3, results of masked and 
unmasked lexical decision tasks indicated that morphological priming occurred for all three 
speaker groups in a way that was not reducible to the effects of orthographic or semantic 
priming. These contrasts between regular and irregular inflection, combined with reliable 
indicators of compositional processing, would seem to be incompatible with a single mechanism 
account, whether compositional (cf. Stockall & Marantz, 2006) or non-compositional (cf. Bybee, 
1988; Hay & Baayen, 2005). 
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However, it is important to highlight that the results of Experiments 2 and 3 indicate that 
even irregular forms may be processed compositionally by all speakers. Furthermore, all three 
experiments indicated sensitivity to type frequency of inflectional patterns within the 
morphological environments of tense and verb class. Taken together, these results are less 
supportive of very binary dual mechanism accounts in which all irregularities must be learned 
lexically and processed non-compositionally (cf. Pinker, 1999; Pinker & Ullman, 2002; Prasada 
& Pinker, 1993). Rather, more support is found for a dual mechanism compositional account 
such as Gor and Cook (2010). This model allows for a variety of rules to be created that could 
apply to both regular and irregular forms. Furthermore, it proposes that speakers are sensitive to 
the frequency, complexity, and predictability of rules in the environment, influencing the 
likelihood that speakers apply a certain rule during language processing.  
 These proposals were all supported by the results of Experiments 1 and 2: high type 
frequency, predictability, and defaultness were associated with higher accuracy, higher 
acceptability ratings, and greater productivity. However, if morphological priming does indeed 
always indicate that the prime has been processed compositionally, results of Experiment 3’s 
masked priming task indicate that even highly irregular, low type frequency forms may be 
processed compositionally. While the present thesis did not specifically test Yang’s (2016) 
proposals regarding rank-frequency listing, these results are also compatible with many of his 
proposals. It is also worth noting that in Spanish, irregular verbs confound type frequency and 
predictability: stem changes in the present tense are much higher in type frequency and 
predictability, whereas other forms (strong preterite forms and past participles) are both low type 
frequency and idiosyncratic. The present thesis also did not focus specifically on stem frequency, 
i.e. the frequency of particular allomorphs, which may influence processing tendencies if stem 
allomorphs are listed separately from both the base stem and whole word inflected forms, 
perhaps in a structured lexical entry (cf. Veríssimo & Clahsen, 2009). This indicates that future 
studies, perhaps focusing on languages other than Spanish, will have the opportunity to clarify 
the influence of type frequency versus predictability, stem frequency, and rank-frequency. 
However, researchers will do well to continue to do research on this topic with Spanish speakers. 
As discussed in Chapter 2, many properties of Spanish verbal morphology make it an excellent 
language for testing the predictions of Gor and Cook (2010). For instance, Spanish verbs are 
nearly always parsable into stem and suffix, unlike English irregular verbs. Spanish has multiple 
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verbal morphemes (including a verb class which relates only to morphology but not to any other 
part of the grammar, as observed by Veríssimo and Clahsen (2009)). It also has stem allomorphy 
that varies in type frequency and complexity, as well as a small number of irregular suffixes. 
These properties give researchers greater flexibility in separating type frequency, regularity, and 
parsability in the design of experimental stimuli. 
Because there was no experiment in which compositional processing was absent in any 
speaker group, or any indication of a divide between early and late learners indicating that late 
learners use qualitatively different processing mechanisms than early learners, the results of the 
present thesis are seen as globally incompatible with any proposal of maturational constraints on 
compositional processing in acquisition of the L2 (cf. Clahsen & Felser, 2006; Clahsen et al., 
2010; Ullman, 2001, 2005). However, a major goal of this thesis was to address the potential 
influence of task factors on tendency towards compositional and non-compositional processing. 
It is now a well known finding that heritage and L2 speaker’s accuracy with  morphosyntax 
varies in a way that is easily relatable to the context in which each speaker group typically 
acquires the language (Bowles, 2011; Montrul, 2008, 2016). In recent years, this has been most 
comprehensively demonstrated in L2 and Spanish speakers’ accuracy with grammatical gender 
(cf. Alarcón, 2011; Montrul et al., 2014, 2008). However, the influence of task factors on 
compositionality of morphological processing has not to date been studied in speakers of Spanish 
or any other language. And indeed, it can be said that different tasks seemed to promote a greater 
or smaller distinction between regular and irregular morphology. That is to say, there were tasks 
in which regular and irregular morphology were more differentiated in some/all speakers, and 
tasks in which regular and irregular morphology were less differentiated. This can be crudely 
visualized in Figure 44 which presents a continuum between less and more distinction between 





Figure 44 Continuum of distinction between regular and irregular forms in Experiments 1-3 
 
To summarize the main contrasts captured in Figure 44, it was seen in Experiment 1’s 
nonce verb production task that regular and irregular inflection were differentiated primarily in 
overall frequency of productive use. The evidence that phonological factors influenced the 
productivity of irregular inflection in a qualitatively different way from that of regular inflection 
was not as strong as in the acceptability judgment task, in which speakers gave indication of 
using non-compositional processing mechanisms in their acceptability judgments of irregular 
morphology. This distinction between regular and irregular inflection was similarly strong for L2 
and heritage speakers— but not for native speakers— in accuracy on the speeded oral production 
task of Experiment 2: accuracy with only irregular inflection was associated with indicators of 
lexical knowledge, indicating increased tendency towards storage of these verbs. Finally, results 
of Experiment 3 indicated that in the unmasked priming task, morphological priming occurred 
after both regularly- and irregularly-inflected prime words, whereas irregular primes seemed to 
cause more masked priming.  
It is instructive to examine these differences in the discussion of another previously-
presented research question: whether morphological processing would be uniform across speaker 
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groups as well as factors of task type (i.e. productive/receptive response and task implicitness). 
Figures 45 and 46 show the previously-presented continuum segmented into tasks that involved a 
productive (written or oral) or receptive response, and those that were more or less implicit, 
respectively. Tasks occupy a range on the continuum regardless of task factors. However, one 
apparent pattern is that tasks with receptive responses showed large similarities for all three 
speaker groups, at least insofar as the research questions are considered. In the priming tasks, 
speaker groups were differentiated by response times, but not priming patterns. In the 
acceptability judgment task, L2 speakers showed significantly higher acceptability ratings of 
irregularly-inflected nonce forms, but all speaker groups seemed to be similarly influenced by 
phonological factors in their acceptability judgments of irregularly-inflected nonce forms. These 
tasks both involve the processing of written stimuli, thus this finding deserves confirmation with 
auditory stimuli, especially given classroom-instructed L2 speakers’ known processing 
advantages in the written modality (Montrul, 2008). However, it is worth highlighting all the 
ways in which these tasks differed. One used nonce stimuli in a written task with no time limit, 
giving participants ample opportunity to use explicit linguistic knowledge. The other used real 
stimuli in a time-pressured task, limiting participants’ ability for explicit metalinguistic 
reflection. Thus, these results open up the possibility that morphological processing, at least with 
regards to degree of compositionality, may be largely uniform across speaker groups in language 
comprehension. This possibility requires confirmation, especially using modalities with greater 
temporal resolution than in the tasks used in the present thesis, such as eye-tracking and 
neurolinguistic methodologies. However, should this possibility be confirmed in future studies, it 
would reach beyond the domain of processing to imply that L2 and heritage speakers may not 
have representational deficits or differences with regards to this aspect of the grammar (cf. 
Clahsen & Felser, 2006; Clahsen et al., 2010; Ullman, 2001, 2005). 
This claim of uniformity in processing, however, is harder to make for language 
production. For one, L2 and heritage speakers— but not native speakers— produced inflectional 
errors (in Experiment 2) and used inflectional morphology (in Experiment 1) in ways that are not 
instantiated in real Spanish words. In Experiment 1, L2 and heritage speakers’ nonce verb 
production items contained a small number of tokens representing stem changes that do not 
occur in real Spanish words (either at all, or in a particular morphological environment). Given 
the fact that these responses were collected via online survey, it is not possible to rule out that 
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they were just typos. However, a similar phenomenon occurred in Experiment 2: when 
responding orally to only real word stimuli, heritage and L2 speakers produced a small number 
of suffix errors (substitution of io for o, as in *fíngio, target form: finjo). These results cannot 
emerge from a maturational constraint on morphological processing since it appeared in both 
early and late learners who share only intense exposure to a language other than Spanish early in 
life. However, they are consistent with previous results indicating that L2 and heritage speakers 
are significantly less accurate with inflectional morphology than monolingually-raised native 
speakers (Montrul, 2008, 2016).  
Interestingly, L2 and heritage speakers produced these errors in two tasks that are 
different in many respects: one had only nonce stimuli, used a written response and was untimed, 
ideal for the use of explicit metalinguistic knowledge; the other used only real stimuli, had an 
oral response and was time-pressured, making explicit metalinguistic reflection more difficult. 
Thus, in terms of task factors, what they seem to share is a productive response. However, it is a 
limitation of the present thesis that there was no comparable ‘error’ that could have come from 
the tasks requiring a receptive response. One possibility for future studies would be to collect 
acceptability judgment data from L2 and heritage speakers processing similar errors to these. 
However, within the limits of the present thesis, this can be seen as a qualitative difference in 
production between native speakers on the one hand, and L2 and heritage speakers on the other.  
Variation in processing tendencies was also seen across participant groups in Experiment 
2: L2 and heritage speakers showed evidence of lexical (non-compositional) storage of more 
irregular forms, thus engaging both processing mechanisms to a larger degree in this task than 
native speakers, whose accuracy rates were very high regardless of the regularity of the inflected 
form, which may be taken to indicate that they processed all inflected forms compositionally. In 
contrast, use of compositional processing seemed more uniform across speaker groups in the 
written production tasks of Experiment 1. Thus, it is possible that native speakers engage more 
compositional processing than heritage and L2 speakers in oral production, whereas the three 
groups behave more similarly in written production responses. However, this finding also 
requires confirmation in future studies. For one, Experiments 1 and 2 differ not only in response 
modality, but also in time pressure and the use of real versus nonce stimuli. Future experiments 
will need to collect comparable written response data with real verbs, and oral production data 
with nonce verbs, in  order to make this determination. In addition, native speakers’ high 
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accuracy in Experiment 2 may indicate that the stimuli were simply too easy for them to show 
the same regular/irregular contrast that appeared in the other two speaker groups. Thus, future 
studies would do well to include more challenging stimuli, perhaps even going so far as using 
stimuli that are very low frequency or that native speakers assign low familiarity ratings to.  
 It is also possible, though it seems less likely, that L2 speakers engaged more non-
compositional processing than both native and heritage speakers in Experiment 1’s nonce verb 
production task because they produced so many more irregularizations. On one hand, some dual 
mechanism accounts would consider that this is evidence of greater use of non-compositional 
processing, placing L2 speakers further to the right on this continuum than native and heritage 
speakers in the same task. This would indeed place L2 speakers on a different position in the 
continuum in both productive tasks, whether written or oral, vis-à-vis native speakers. On the 
other hand, the results of the present thesis are globally compatible with a perspective in which 
irregular inflection can be processed compositionally. This interpretation is also compatible with 
Gor and Cook (2010), which the results of the thesis globally support, and would predict exactly 
that for classroom-instructed L2 speakers. Thus, while it is possible that irregularizations indicate 
only or primarily non-compositional processing, this interpretation seems unlikely. 
The additional task factor of implicitness, illustrated in Figure 45, indicates another 
seeming contrast between the more explicit tasks of Experiment 1 and the more implicit tasks of 
the other two experiments. In Experiment 1, the production and acceptability judgment responses 
seem to group more closely together on the continuum for all speakers. Thus, it seems possible 
that in an explicit task, speakers show greater distinction between regular and irregular 
morphology. In Experiments 2 and 3, the results were more binary. For one, there was an 
irregular/regular contrast in the masked priming task, and none in the unmasked task. In 
Experiment 2, one speaker group showed no such contrast, and the others did. Thus, it seems 
largely more possible that more speakers shift towards more compositional processing, and less 
distinction between regular and irregular morphology, in implicit tasks. This is easy to reconcile 
with the supposed nature of compositional processing using abstract rules that, when used, apply 
automatically and with immunity to the lexical and phonological attributes of whatever they 
apply to (cf. Pinker & Ullman, 2002). Future studies varying modality of stimuli presentation, as 






Figure 45 Continuum of compositional processing: Receptive and productive (oral and written) 
written response types 
 
 




To summarize, this discussion has identified many ways in which future studies can 
confirm and refine the abovementioned conclusions. There is a possibility that native, heritage, 
and L2 speakers are more uniform in tendency towards compositional or non-compositional 
processing in tasks requiring a receptive, rather than productive, response. Since the experiments 
of the present thesis used only visually-presented stimuli, this must be confirmed with auditory 
stimuli, as well as with neurolinguistic and eye-tracking methodologies that have a greater 
temporal resolution than the tasks used in the present thesis. It is also encouraged that future 
researchers explore heritage and L2 speakers ‘strange’ production errors, using them to collect 
acceptability judgment data, to see if it is in fact the case that these errors are only representative 
of production responses. Another possibility raised in the previous discussion is that native 
speakers use relatively more compositional processing than L2 or heritage speakers in oral 
production responses. It is encouraged that this, as well as the other findings of Experiments 1 
and 2, be confirmed with comparable written response data with real verbs, and oral production 
data with nonce verbs. In addition, future studies designed along similar lines as Experiment 2 
are encouraged to use stimuli that will be more challenging for native speakers, including stimuli 
that are less familiar and less frequent to them. As with the other conclusions discussed above, 
the possibility that more implicit tasks encourage more compositional processing in all speakers 
also deserves confirmation with future studies that vary modality of stimulus presentation, as 
well as use of real or nonce stimuli. And generally, any future study on this topic will do well to 
attempt to clarify the influence of type frequency versus predictability, stem frequency, and rank-
frequency, which were largely left out of the present thesis. 
In closing, the conclusions of this thesis can also be evaluated for their potential impact 
on language instruction. Given the availability of compositional processing to both early and late 
learners, there seems to be no reason to avoid teaching morphological rules in the language 
classroom. In fact, there is existing evidence that this kind of focused instruction aids late 
learners in the acquisition of morphological rules and increases accuracy with inflectional 
morphology (cf. Presson, Sagarra, MacWhinney and Kowalski 2013). The results of the present 
thesis along with those of other studies (e.g. Gor & Chernigovskaya, 2005) go so far as to 
indicate that classroom-instructed L2 speakers may process more kinds of inflection 
compositionally: their relatively greater exposure to more rare irregular patterns, relative to the 
size of their whole vocabulary, means that irregular rules are more productive for them than for 
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naturalistic learners. This is not intended to promote explicit study of morphological rules in lieu 
of other kinds of language activities, but simply a recognition that late learners may benefit from 
some amount of studying them explicitly.  
The results of the present thesis are also compatible with Gor and colleagues’ conclusions 
that heritage speakers (Gor & Cook, 2010; Gor & Vdovina, 2010) benefit from a larger 
vocabulary and perform more accurately with verbal morphology overall, but rely more heavily 
on default patterns than classroom-instructed speakers. Thus, it is possible that heritage speakers 
in the language classroom may benefit from more focused exposure to less frequent lexical items 
that instantiate less frequent irregular inflectional patterns. They may store these lexical items as 
uninflected wholes or, with time, begin to analyze them compositionally, acquiring new rules. 
This possibility must be confirmed by future studies, preferably with heritage speakers with 
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APPENDIX A: EXPERIMENT ONE STIMULI, INSTRUMENTS, AND TASK 
INSTRUCTIONS 
 
Table 62 Nonce verb stimuli used in the production questionnaires (Experiment 1) 









cedar chezomper chellar febrar 
dojar chubrir llefellar gupebrar 
sarar cilolver mrefellar benchir 
tolar colver lergir podenchir 
chobrir dudrir chomergir ferder 
coder foner betrar boderder 
jater fuchudrir gegetrar rberder 
lemir getecir bezclar toblar 
revir gorir datezclar baloblar 
ticher jecir nograr pontrar 



















Table 63 Production Questionnaire 1 (Experiment 1) 
Model Sentence 1 Model Sentence 2 Test Sentence 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
febrar. Por eso, todos los 
días Juan _____ 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede benchir. 
Por eso, no _____ nunca. 
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe dudrir, 
aunque ha _____ mucho. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
chomergir. Por eso,  todos 
los días Juan _____ 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe gorir bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
camina. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
bezclar. Por eso,  todos los 




Table 63 (cont.) 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe toblar. De hecho, 
_____ casi  todos los días.  
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede lemir bien. 
Por eso, no ha _____ casi 
nunca. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede 
pedomprar. Por eso, no 
_____ nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede revir bien. 
Por eso, no ha _____ casi 
nunca. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe dupobar. De 
hecho, _____ casi  todos los 
días.  
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe chubrir bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
rberder. Por eso,  todos los 
días Juan_____ 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
goscar. Por eso,  todos los 
días Juan_____ 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede colver bien. 
Por eso, no ha _____ casi 
nunca. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
ferder. Por eso,  todos los 
días Juan_____ 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe chobir bien. Ha 
_____ toda la vida. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe gegetrar. De 
hecho, _____ casi  todos los 
días.  
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe jecir, 
aunque ha _____ mucho. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe chejograr. De 
hecho, _____ casi  todos los 
días.  
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe nraltolver bien. 
Ha _____ toda la vida. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe sajoner, 






Table 63 (cont.) 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pontrar. De 
hecho, _____ casi  todos los 
días.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede camina. 
Por eso, no camina nunca.  
Juan apenas puede betrar. 
Por eso, no _____ nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede llomper bien. 
Por eso, no ha _____ casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede tolar bien. 
Por eso, no ha _____ casi 
nunca. 
A Juan le gusta mucho 
camina. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
llefellar. Por eso, todos los 
días Juan_____ 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir 
aunque ha escrito mucho. 
Juan apenas sabe cedar, 
aunque ha _____ mucho. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe camina. De hecho, 
camina casi todos los días. 
Juan sabe chellar. De hecho, 
_____ casi  todos los días.  
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe podenchir. De 
hecho, _____ casi  todos los 
días.  
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede foner bien. 
Por eso, no ha _____ casi 
nunca. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe lergir. De hecho, 
_____ casi  todos los días.  
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe vasir, 
aunque ha _____ mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cilolver, 
aunque ha _____o mucho. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
baloblar. Por eso,  todos los 
días Juan_____ 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede nograr. 
Por eso, no _____ nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe sarar bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
fotontrar. Por eso,  todos 
los días Juan_____ 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe getecir bien. Ha 





Table 63 (cont.) 
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede 
pudoscar. Por eso, no 
_____ nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede vamubrir 
bien. Por eso, no ha _____ 
casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede midorir bien. 
Por eso, no ha _____ casi 
nunca. 
Juan apenas puede camina. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 
datezclar. Por eso, no 
_____ nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe fuchudrir bien. 
Ha _____ toda la vida. 
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe coder, 
aunque ha _____ mucho. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede gopar. 
Por eso, no _____ nunca. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe 
chezomper, aunque ha 
_____ mucho. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe jater bien. Ha 
_____ toda la vida. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe mrefellar. De 
hecho, _____ casi  todos los 
días.  
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe ticher, 
aunque ha _____ mucho. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 
gupebrar. Por eso, no 
_____ nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede sroflubrir 
bien. Por eso, no ha _____ 
casi nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
gomprar. Por eso,  todos los 
días Juan_____ 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe dojar bien. Ha 
_____ toda la vida. 
Juan apenas puede camina. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 







Table 64 Production Questionnaire 2 (Experiment 1) 
Model Sentence 1 Model Sentence 2 Test Sentence 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe sajoner, 
aunque ha _____ mucho. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
febrar. Por eso, todos los 
días Juan_____ 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca. 
Juan apenas puede benchir. 
Por eso, no _____ nunca. 
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe dudrir, 
aunque ha _____ mucho. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
chomergir. Por eso,  todos 
los días Juan_____ 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe gegetrar. De 
hecho, _____ casi  todos los 
días.  
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe gorir bien. Ha 
_____ toda la vida. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe toblar. De hecho, 
_____ casi  todos los días.  
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe chejograr. De 
hecho, _____ casi  todos los 
días.  
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe nraltolver bien. 
Ha _____ toda la vida. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pontrar. De 
hecho, _____ casi  todos los 
días.  
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe vasir, 
aunque ha _____ mucho. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe chubrir bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
rberder. Por eso,  todos los 
días Juan_____ 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
goscar. Por eso,  todos los 
días Juan_____ 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede colver bien. 
Por eso, no ha _____ casi 
nunca. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 




Table 64 (cont.) 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe chobir bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
bezclar. Por eso,  todos los 
días Juan_____ 
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe jecir, 
aunque ha _____ mucho. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede lemir bien. 
Por eso, no ha _____ casi 
nunca. 
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede 
pedomprar. Por eso, no 
_____ nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede revir bien. 
Por eso, no ha _____ casi 
nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
gomprar. Por eso,  todos los 
días Juan_____ 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede llomper bien. 
Por eso, no ha _____ casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede tolar bien. 
Por eso, no ha _____ casi 
nunca. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
llefellar. Por eso, todos los 
días Juan_____ 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir 
aunque ha escrito mucho. 
Juan apenas sabe cedar, 
aunque ha _____ mucho. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe chellar. De hecho, 
_____ casi  todos los días.  
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe podenchir. De 
hecho, _____ casi  todos los 
días.  
Juan apenas sabe leer, aunque 
ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe coder, 
aunque ha _____ mucho. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe lergir. De hecho, 
_____ casi  todos los días.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede camina. 
Por eso, no camina nunca.  
Juan apenas puede betrar. 
Por eso, no _____ nunca. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cilolver, 
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A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
baloblar. Por eso,  todos los 
días Juan_____ 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. Por 
eso, no ha cocido casi nunca. 
Juan no puede foner bien. 
Por eso, no ha _____ casi 
nunca. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe jater bien. Ha 
_____ toda la vida. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
fotontrar. Por eso,  todos 
los días Juan_____ 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede sroflubrir 
bien. Por eso, no ha _____ 
casi nunca. 
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede 
pudoscar. Por eso, no 
_____ nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede vamubrir 
bien. Por eso, no ha _____ 
casi nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 
datezclar. Por eso, no 
_____ nunca. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De hecho, 
camina casi todos los días. 
Juan sabe mrefellar. De 
hecho, _____ casi  todos los 
días.  
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe ticher, 
aunque ha _____ mucho. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede nograr. 
Por eso, no _____ nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 
boderder. Por eso, no 
_____ nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe getecir bien. Ha 
_____ toda la vida. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe 
chezomper, aunque ha 
_____ mucho. 
Juan sabe escribir. De hecho, 
escribe casi todos los días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe dupobar. De 
hecho, _____ casi  todos los 
días.  
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede midorir bien. 
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Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe fuchudrir bien. 
Ha _____ toda la vida. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe  nunca.  
Juan apenas puede gopar. 
Por eso, no _____ nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe sarar bien. Ha 
_____ toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe dojar bien. Ha 
_____ toda la vida. 
Juan apenas puede caminar. 
Por eso, no camina nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede 






Table 65 Present tense nonce verb stimuli used in the acceptability judgment questionnaires (Experiment 1; Q. = Questionnaire) 
Regular Rhymes 
Regularized Forms Irregularized Forms 
Q. Infinitive Inflected Form Q. Infinitive Inflected Form 
1 gellar gella 1 zellar ziella 
1 chelellar chelella 1 rinellar riniella 
1 pergir perge 1 cergir cierge 
1 rachergir racherge 1 tefergir tefierge 
1 detrar detra 1 chetrar chietra 
1 meretrar meretra 1 zanetrar zanietra 
1 chezclar chezcla 1 rbetrar rbietra 
1 vufezclar vufezcla 1 dezclar diezcla 
1 pograr pogra 1 zonezclar zoniezcla 
1 lirograr lirogra 1 dograr duegra 
1 romprar rompra 1 sochograr sochuegra 
1 muchomprar muchompra 1 vomprar vuempra 
1 nopar nopa 1 fipomprar fipuempra 
1 llilopar llilopa 1 fopar fuepa 
1 nropar nropa 1 buñopar buñuepa 
1 loscar losca 1 voscar vuesca 
1 tesoscar tesosca 1 jiboscar jibuesca 
2 zellar zella 2 gellar giella 
2 rinellar rinella 2 chelellar cheliella 
2 cergir cerge 2 pergir pierge 
2 tefergir teferge 2 rachergir rachierge 
2 chetrar chetra 2 detrar dietra 
2 zanetrar zanetra 2 meretrar merietra 
2 rbetrar rbetra 2 chezclar chiezcla 




Table 65 (cont.) 
2 zonezclar zonezcla 2 pograr puegra 
2 dograr dogra 2 lirograr liruegra 
2 sochograr sochogra 2 romprar ruempra 
2 vomprar vompra 2 muchomprar muchuempra 
2 fipomprar fipompra 2 nopar nuepa 
2 fopar fopa 2 llilopar lliluepa 
2 buñopar buñopa 2 nropar nruepa 
2 voscar vosca 2 loscar luesca 
2 jiboscar jibosca 2 tesoscar tesuesca 
2 zonezclar zonezcla 2 pograr puegra 
2 dograr dogra 2 lirograr liruegra 
2 sochograr sochogra 2 romprar ruempra 
2 vomprar vompra 2 muchomprar muchuempra 
2 fipomprar fipompra 2 nopar nuepa 
2 fopar fopa 2 llilopar lliluepa 
2 buñopar buñopa 2 nropar nruepa 
2 voscar vosca 2 loscar luesca 
2 jiboscar jibosca 2 tesoscar tesuesca 
Irregular Rhymes 
Regularized Forms Regularized Forms 
Q. Infinitive Inflected Form Q. Infinitive Inflected Form 
1 jebrar jebra 1 mebrar miebra 
1 lolebrar lolebra 1 rudebrar rudiebra 
1 tenchir tenche 1 nenchir ninche 
1 pumenchir pumenche 1 cirrenchir cirrinche 
1 stenchir stenche 1 serder sierde 
1 rerder rerde 1 tegerder tegierde 
1 taterder taterde 1 voblar vuebla 
1 joblar jobla 1 carroblar carruebla 
1 sachoblar sachobla 1 stoblar stuebla 
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Table 65 (cont.) 
1 dontrar dontra 1 zontrar zuentra 
1 llumontrar llumontra 1 sigontrar siguentra 
2 mebrar mebra 2 jebrar jiebra 
2 rudebrar rudebra 2 lolebrar loliebra 
2 nenchir nenche 2 tenchir tinche 
2 cirrenchir cirrenche 2 pumenchir puminche 
2 serder serde 2 stenchir stinche 
2 tegerder tegerde 2 rerder rierde 
2 voblar vobla 2 taterder tatierde 
2 carroblar carrobla 2 joblar juebla 
2 stoblar stobla 2 sachoblar sachuebla 
2 zontrar zontra 2 dontrar duentra 
2 sigontrar sigontra 2 llumontrar llumuentra 
 
Table 66 Past participle nonce verb stimuli used in the acceptability judgment questionnaires (Experiment 1; Qu. = Questionnaire) 
"Regular" (nonce) rhymes Irregular Rhymes 













1 chifar chifado 1 chaser checho 1 lecir licho 1 secir secido 
1 futar futado 1 cofir cofisto 1 vinecir vinicho 1 jellecir jellecido 
1 llefar llefado 1 mirir mirito 1 mrazlecir mrazlicho 1 molver molvido 
1 zigar zigado 1 pumer pumisto 1 dolver duelto 1 billolver billolvido 
1 buger bugido 1 reler recho 1 chatolver chatuelto 1 gomper gompido 
1 daler dalido 1 sollir sollito 1 gomper goto 1 toñomper toñompido 
1 fater fatido 1 tizir tizisto 1 pugomper pugoto 1 noner nonido 
1 gizir gizido 2 buger becho 1 loner luesto 1 pogoner pogonido 
1 lleper llepido 2 daler dalito 1 jijoner jijuesto 1 stratoner stratonido 
1 nuner nunido 2 fater fatito 1 jorir juerto 1 rorir rorido 
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1 zicir zicido 2 gizir gizito 1 zocorir zocuerto 1 ravorir ravorido 
2 gunar gunado 2 lleper llepisto 1 stelgorir stelguerto 1 tubrir tubrido 
2 jollar jollado 2 nuner necho 1 lubrir lubierto 1 dabrubrir dabrubrido 
2 ramar ramado 2 zicir zicito 1 mellubrir mellubierto 1 sudrir sudrido 
2 vazar vazado   
 
  1 vudrir vodrido 1 nufudrir nufudrido 
2 chaser chasido   
 
  1 llochudrir llochudrido 1 mrudrir mrudrido 
2 cofir cofido   
 
  2 secir sicho 2 lecir lecido 
2 mirir mirido   
 
  2 jellecir jellicho 2 vinecir vinecido 
2 pumer pumido   
 
  2 molver muelto 2 mrazlecir mrazlecir 
2 reler relido   
 
  2 billolver billuelto 2 dolver dolvido 
2 sollir sollido   
 
  2 gomper goto 2 chatolver chatolvido 
2 tizir tizido       2 toñomper toñoto 2 tomper tompido       
2 noner nuesto 2 pugomper pugompido       
2 pogoner poguesto 2 loner lonido       
2 stratoner stratuesto 2 jijoner jijonido       
2 rorir ruerto 2 jorir jorido       
2 ravorir ravuerto 2 zocorir zocorido       
2 tubrir tubierto 2 stelgorir stelgorido       
2 dabrubrir dabrubierto 2 lubrir lubrido       
2 sudrir sodrido 2 mellubrir mellubrido       
2 nufudrir nufodrido 2 vudrir vudrido       





























Table 67 Acceptability Judgment Questionnaire 1 (Experiment 1) 
Model Sentence 1 Model Sentence 2 Test Sentence 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe rudebrar. De hecho, 
rudiebra casi todos los días. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
sachoblar. Por eso, todos los 
días Juan sachobla. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe pogoner, 
aunque ha pogonido mucho. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe chetrar. De hecho, 
chietra casi todos los días. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho loscar. 
Por eso, todos los días Juan 
losca. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe dontrar. De hecho, 
dontra casi todos los días. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe chifar bien. Ha 
chifado toda la vida.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede vomprar. 
Por eso, no vuempra nunca. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe rorir bien. Ha rorido 
toda la vida.  
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede mirir bien. Por 
eso, no ha mirito casi nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede vufezclar. 
Por eso, no vufezcla nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede dabubrir bien. 
Por eso, no ha dabubrido casi 
nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
rbetrar. Por eso, todos los días 
Juan rbietra. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho rerder. 
Por eso, todos los días Juan 
rerde. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho cergir. 
Por eso, todos los días Juan 
cierge. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe dolver, 




Table 67 (cont.) 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe lirograr. De hecho, 
lirogra casi todos los días. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede llochudrir bien. 
Por eso, no ha llochodrido casi 
nunca. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe sudrir, 
aunque ha sudrido mucho. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe stenchir. De hecho, 
stenche casi todos los días. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe pumer, 
aunque ha pumisto mucho. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
chelellar. Por eso, todos los 
días Juan chelella. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe gomper, 
aunque ha goto mucho. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede nopar. Por 
eso, no nopa nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede vinecir bien. 
Por eso, no ha vinicho casi 
nunca. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe daler, aunque 
ha dalido mucho. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe gizir bien. Ha gizido 
toda la vida.  
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe tubrir bien. Ha 
tubrido toda la vida.  
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
romprar. Por eso, todos los 
días Juan rompra. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede lolebrar. 
Por eso, no lolebra nunca. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe meretrar. De hecho, 
meretra casi todos los días. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe cofir bien. Ha cofisto 
toda la vida.  
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe pergir. De hecho, 
perge casi todos los días. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe jijoner bien. Ha 
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Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe tizir bien. Ha tizisto 
toda la vida.  
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho voblar. 
Por eso, todos los días Juan 
vuebla. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede nuner bien. Por 
eso, no ha nunido casi nunca. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede pograr. Por 
eso, no pogra nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede jorir bien. Por 
eso, no ha juerto casi nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede tenchir. Por 
eso, no tenche nunca. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe vudrir bien. Ha 
vodrido toda la vida.  
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede stratoner bien. 
Por eso, no ha stratonido casi 
nunca. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe fopar. De hecho, 
fuepa casi todos los días. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe pugomper bien. Ha 
pugoto toda la vida.  
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe gellar. De hecho, 
gella casi todos los días. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede stoblar. Por 
eso, no stuebla nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede serder. Por 
eso, no sierde nunca. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede tesoscar. 
Por eso, no tesosca nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe lecir bien. Ha licho 
toda la vida.  
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede molver bien. 
Por eso, no ha molvido casi 
nunca. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
llumontrar. Por eso, todos los 
días Juan llumontra. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede dezclar. Por 
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Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe toñomper, 
aunque ha toñompido mucho. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede voscar. Por 
eso, no vuesca nunca. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe lleper, 
aunque ha llepido mucho. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe nufudrir bien. Ha 
nufudrido toda la vida.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede tefergir. 
Por eso, no tefierge nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede taterder. 
Por eso, no taterde nunca. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe chatolver bien. Ha 
chatuelto toda la vida.  
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe fater bien. Ha fatido 
toda la vida.  
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
sochograr. Por eso, todos los 
días Juan sochuegra. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
zontrar. Por eso, todos los días 
Juan zuentra. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede ravorir bien. 
Por eso, no ha ravorido casi 
nunca. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe zonezclar. De hecho, 
zoniezcla casi todos los días. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede detrar. Por 
eso, no detra nunca. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe sollir bien. Ha sollito 
toda la vida.  
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho jebrar. 
Por eso, todos los días Juan 
jebra. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe mrazlecir, 
aunque ha mrazlicho mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe zicir, aunque 
ha zicido mucho. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe pumenchir. De 
hecho, pumenche casi todos los 
días. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
buñopar. Por eso, todos los 
días Juan buñuepa. 
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Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe secir, aunque 
ha secido mucho. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede chaser bien. Por 
eso, no ha checho casi nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede noner bien. Por 
eso, no ha nonido casi nunca. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe mellubrir, 
aunque ha mellubierto mucho. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe llilopar. De hecho, 
llilopa casi todos los días. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho zellar. 
Por eso, todos los días Juan 
ziella. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe joblar. De hecho, 
jobla casi todos los días. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede 
muchomprar. Por eso, no 
muchompra nunca. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe loner, aunque 
ha luesto mucho. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede mebrar. 
Por eso, no miebra nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede lubrir bien. Por 
eso, no ha lubierto casi nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede gomper bien. 
Por eso, no ha gompido casi 
nunca. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe jiboscar. De hecho, 
jibuesca casi todos los días. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe reler, aunque 
ha recho mucho. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe zigar bien. Ha 
zigado toda la vida.  
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe tegerder. De hecho, 
tegierde casi todos los días. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede stelgorir bien. 
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Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe zocorir, 
aunque ha zocuerto mucho. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede sigontrar. 
Por eso, no siguentra nunca. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe mrudrir bien. Ha 
mrudrido toda la vida.  
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
chezclar. Por eso, todos los 
días Juan chezcla. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
rachergir. Por eso, todos los 
días Juan racherge. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede buger bien. Por 
eso, no ha bugido casi nunca. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe jellecir bien. Ha 
jellecido toda la vida.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede rinellar. 
Por eso, no riniella nunca. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho nropar. 
Por eso, todos los días Juan 
nropa. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede carroblar. 
Por eso, no carruebla nunca. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De hecho, 
duerme casi todos los días. 
Juan sabe nenchir. De hecho, 
ninche casi todos los días. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe billolver, 
aunque ha billolvido mucho. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
zanetrar. Por eso, todos los 
días Juan zanietra. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe dograr. De hecho, 
duegra casi todos los días. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe llefar, 
aunque ha llefado mucho. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe fipomprar. De 
hecho, fipompra casi todos los 
días. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede futar bien. Por 
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A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan  . 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
cirrenchir. Por eso, todos los 
días Juan cirrinche. 
 
Table 68 Acceptability Judgment Questionnaire 2 (Experiment 1) 
Model Sentence 1 Model Sentence 2 Test Sentence 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
rachergir. Por eso, todos los 
días Juan rachierge. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede vinecir bien. Por 
eso, no ha vinecido casi nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede vufezclar. 
Por eso, no vufiezcla nunca. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe zocorir, 
aunque ha zocorido mucho. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede mebrar. Por 
eso, no mebra nunca. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir 
aunque ha escrito mucho. 
Juan apenas sabe toñomper, 
aunque ha toñoto mucho. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede stratoner bien. 
Por eso, no ha stratuesto casi 
nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede rinellar. Por 
eso, no rinella nunca. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho nropar. 
Por eso, todos los días Juan 
nruepa. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede voscar. Por 
eso, no vosca nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede chaser bien. Por 
eso, no ha chasido casi nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
romprar. Por eso, todos los 
días Juan ruempra. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
sachoblar. Por eso, todos los 
días Juan sachuebla. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar 
aunque ha cocinado mucho. 
Juan apenas sabe sudrir, 
aunque ha sodrido mucho. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe tizir bien. Ha tizido 
toda la vida.  
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Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede serder. Por 
eso, no serde nunca. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
cirrenchir. Por eso, todos los 
días Juan cirrenche. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir 
aunque ha escrito mucho. 
Juan apenas sabe billolver, 
aunque ha billuelto mucho. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede detrar. Por 
eso, no dietra nunca. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe gizir bien. Ha gizito 
toda la vida.  
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede mirir bien. Por 
eso, no ha mirido casi nunca. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe dontrar. De hecho, 
duentra casi todos los días. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede stelgorir bien. 
Por eso, no ha stelgorido casi 
nunca. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
sochograr. Por eso, todos los 
días Juan sochogra. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe tubrir bien. Ha 
tubierto toda la vida.  
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe stenchir. De hecho, 
stinche casi todos los días. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede vomprar. 
Por eso, no vompra nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede molver bien. Por 
eso, no ha muelto casi nunca. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe pumenchir. De 
hecho, puminche casi todos los 
días. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
zanetrar. Por eso, todos los 
días Juan zanetra. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe ramar, 
aunque ha ramado mucho. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho rerder. 
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Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe pergir. De hecho, 
pierge casi todos los días. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas puede secir, 
aunque ha sicho mucho. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe vudrir bien. Ha 
vudrido toda la vida.  
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
llumontrar. Por eso, todos los 
días Juan llumuentra. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho zellar. 
Por eso, todos los días Juan 
zella. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede buger bien. Por 
eso, no ha becho casi nunca. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe loner, aunque 
ha lonido mucho. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe rudebrar. De hecho, 
rudebra casi todos los días. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede ravorir bien. 
Por eso, no ha ravuerto casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede gunar bien. Por 
eso, no ha gunado casi nunca. 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede nopar. Por 
eso, no nuepa nunca. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe pumer, 
aunque ha pumido mucho. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho rbetrar. 
Por eso, todos los días Juan 
rbetra. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe lirograr. De hecho, 
liruegra casi todos los días. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe pugomper bien. Ha 
pugompido toda la vida.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede tesoscar. 
Por eso, no tesuesca nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede dabubrir bien. 
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Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede llochudrir bien. 
Por eso, no ha llochudrido casi 
nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho voblar. 
Por eso, todos los días Juan 
vobla. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
chezclar. Por eso, todos los 
días Juan chiezcla. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe gellar. De hecho, 
giella casi todos los días. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe lecir bien. Ha lecido 
toda la vida.  
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho jebrar. 
Por eso, todos los días Juan 
jiebra. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe nufudrir bien. Ha 
nufodrido toda la vida.  
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede noner bien. Por 
eso, no ha nuesto casi nunca. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede taterder. 
Por eso, no tatierde nunca. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho cergir. 
Por eso, todos los días Juan 
cerge. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede sigontrar. 
Por eso, no sigontra nunca. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho loscar. 
Por eso, todos los días Juan 
luesca. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe mellubrir, 
aunque ha mellubrido mucho. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede nuner bien. Por 
eso, no ha necho casi nunca. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede carroblar. 
Por eso, no carrobla nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede gomper bien. 
Por eso, no ha goto casi nunca. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede stoblar. Por 




Table 68 (cont.) 
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede pograr. Por 
eso, no puegra nunca. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe vazar bien. Ha 
vazado toda la vida.  
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe fater bien. Ha fatito 
toda la vida.  
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe zonezclar. De hecho, 
zonezcla casi todos los días. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe rorir bien. Ha ruerto 
toda la vida.  
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe jijoner bien. Ha 
jijonido toda la vida.  
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe llilopar. De hecho, 
lliluepa casi todos los días. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe chatolver bien. Ha 
chatolvido toda la vida.  
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe fipomprar. De 
hecho, fipompra casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe chetrar. De hecho, 
chetra casi todos los días. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar 
aunque ha cocinado mucho. 
Juan apenas sabe daler, aunque 
ha dalito mucho. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe sollir bien. Ha sollido 
toda la vida.  
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe nenchir. De hecho, 
nenche casi todos los días. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe zicir, aunque 
ha zicito mucho. 
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede dezclar. Por 
eso, no dezcla nunca. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe fopar. De hecho, 
fopa casi todos los días. 
Juan sabe leer bien. Ha leído 
toda la vida. 
Juan sabe cocinar bien. Ha 
cocinado toda la vida. 
Juan sabe jellecir bien. Ha 
jellicho toda la vida.  
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho zontrar. 






Table 68 (cont.) 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede lubrir bien. Por 
eso, no ha lubrido casi nunca. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe pogoner, 
aunque ha poguesto mucho. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe tegerder. De hecho, 
tegerde casi todos los días. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe cofir bien. Ha cofido 
toda la vida.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede lolebrar. 
Por eso, no loliebra nunca. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede tefergir. Por 
eso, no teferge nunca. 
Juan sabe cocer bien. Ha 
cocido toda la vida. 
Juan sabe escribir bien. Ha 
escrito toda la vida. 
Juan sabe mrudrir bien. Ha 
mrodrido toda la vida.  
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe dograr. De hecho, 
dogra casi todos los días. 
Juan sabe caminar. De 
hecho, camina casi todos los 
días. 
Juan sabe dormir. De 
hecho, duerme casi todos los 
días. 
Juan sabe meretrar. De hecho, 
merietra casi todos los días. 
Juan apenas sabe escribir 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe lleper, 
aunque ha llepisto mucho. 
Juan no puede cocer bien. 
Por eso, no ha cocido casi 
nunca. 
Juan no puede escribir bien. 
Por eso, no ha escrito casi 
nunca. 
Juan no puede jorir bien. Por 
eso, no ha jorido casi nunca. 
A Juan le gusta mucho 
escribir. Por eso, todos los 
días Juan escribe. 
A Juan le gusta mucho 
pensar. Por eso, todos los 
días Juan piensa. 
A Juan le gusta mucho 
buñopar. Por eso, todos los 
días Juan buñopa. 
A Juan le gusta mucho 
caminar. Por eso, todos los 
días Juan camina. 
A Juan le gusta mucho 
dormir. Por eso, todos los 
días Juan duerme. 
A Juan le gusta mucho 
chelellar. Por eso, todos los 
días Juan cheliella. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe mrazlecir, 
aunque ha mrazlecido mucho. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe tomper, 
aunque ha tompido mucho. 
Juan apenas puede dormir. 
Por eso, no duerme nunca.  
Juan apenas puede caminar. 
Por eso, no camina nunca.  
Juan apenas puede tenchir. Por 
eso, no tinche nunca. 
Juan no puede leer bien. Por 
eso, no ha leído casi nunca. 
Juan no puede cocinar bien. 
Por eso, no ha cocinado casi 
nunca. 
Juan no puede jollar bien. Por 
eso, no ha jollado casi nunca. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe jiboscar. De hecho, 
jibosca casi todos los días. 
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Table 68 (cont.) 
Juan apenas sabe leer, 
aunque ha leído mucho. 
Juan apenas sabe cocinar, 
aunque ha cocinado mucho. 
Juan apenas sabe reler, aunque 
ha relido mucho. 
Juan sabe pensar. De hecho, 
piensa casi todos los días. 
Juan sabe escribir. De 
hecho, escribe casi todos los 
días. 
Juan sabe joblar. De hecho, 
juebla casi todos los días. 
Juan apenas sabe escribir, 
aunque ha escrito mucho. 
Juan apenas sabe cocer, 
aunque ha cocido mucho. 
Juan apenas sabe dolver, 
aunque ha dolvido mucho. 
Juan apenas puede pensar. 
Por eso, no piensa nunca.  
Juan apenas puede escribir. 
Por eso, no escribe nunca.  
Juan apenas puede 




















Figure 52   Acceptability judgment questionnaire instructions, slides 5-6 (Experiment 1)
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APPENDIX B: EXPERIMENT TWO STIMULI 
 
Table 69 Irregular Present Tense Stimuli (Experiment 2) 
Infinitive Target Infinitive Target Infinitive Target Infinitive Target 
advertir advierto dormir duermo mover muevo salir salgo 
arrendar arriendo elegir elijo negar niego sentar siento 
arrepentir arrepiento empezar empiezo obedecer obedezco sentir siento 
atender atiendo encender enciendo ofrecer ofrezco ser soy 
caber quepo entender entiendo oír oigo servir sirvo 
caer caigo estar estoy oler huelo soltar suelto 
carecer carezco haber he parecer parezco sonar sueno 
cegar ciego heder hiedo pedir pido soñar sueño 
cerner cierno hender hiendo pensar pienso sugerir sugiero 
cernir cierno hendir hiendo permanecer permanezco tender tiendo 
cerrar cierro herir hiero plegar pliego tentar tiento 
colgar cuelgo hervir hiervo poder puedo traer traigo 
confesar confieso inferir infiero probar pruebo travesar travieso 
corregir corrijo ingerir ingiero querer quiero tropezar tropiezo 
dar doy invertir invierto recomendar recomiendo  valer valgo 
defender defiendo ir voy referir refiero venir vengo 
derretir derrito medir mido regar riego verter vierto 
despedir despido mentir miento rendir rindo vestir visto 
despertar despierto merecer merezco repetir repito volar vuelo 
devolver devuelvo moler muelo reventar reviento volcar vuelco 
disolver disuelvo morder muerdo rodar ruedo volver vuelvo 
divertir divierto morir muero rogar ruego 
  
doler duelo mostrar muestro saber sé 
  
 
Table 70  Regular Present Tense Stimuli (Experiment 2) 
Infinitive Target Infinitive Target Infinitive Target Infinitive Target 
abrir abro cuidar cuido llamar llamo quitar quito 
acceder accedo culpar culpo llegar llego rezar rezo 
adorar adoro cumplir cumplo llenar lleno robar robo 
ahogar ahogo curar curo llevar llevo rugir rujo 
alcanzar alcanzo deber debo llorar lloro sacudir sacudo 
analizar analizo decorar decoro luchar lucho silbar silbo 
aprender aprendo dejar dejo marchar marcho subir subo 
armar armo diseñar diseño matar mato sufrir sufro 
arrestar arresto dominar domino mecer mezo sumar sumo 
atrever atrevo drogar drogo mejer mejo suplir suplo 
bailar bailo duchar ducho meter meto surgir surjo 
balar balo dudar dudo mirar miro surtir surto 
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Table 70 (cont.) 
batir bato enseñar ense~o mugir mujo tejar tejo 
beber bebo escribir escribo parar paro tejer tejo 
brincar brinco fingir finjo parir paro temer temo 
buscar busco firmar firmo partir parto terminar termino 
calmar calmo formar formo patinar patino tocar toco 
cazar cazo fruncir frunzo pegar pego tolerar tolero 
ceder cedo ganar gano pender pendo tornar torno 
cenar ceno generar genero permitir permito toser toso 
chocar choco grabar grabo persistir persisto ubicar ubico 
cocinar cocino guiñar guiño pesar peso ungir unjo 
comprender comprendo hundir hundo prender prendo vacunar vacuno 
contestar contesto importar importo prestar presto validar valido 
controlar controlo jubilar jubilo pretender pretendo valorar valoro 
cortar corto jurar juro proceder procedo vencer venzo 
coser coso lanzar lanzo pulir pulo vendar vendo 
creer creo latir lato punir puno vender vendo 
crujir crujo lavar lavo quebrantar quebranto vivir vivo 
cruzar cruzo leer leo quedar quedo 
  
cubrir cubro liberar libero quejar quejo 
  
 
Table 71  Irregular Preterite Stimuli (Experiment 2) 
Infinitive Target Infinitive Target Infinitive Target Infinitive Target 
andar anduvo destruir destruyó invertir invirtió rendir rindió 
atribuir atribuyó divertir divirtió ir fue repetir repitió 
caber cupo dormir durmió leer leyó saber supo 
caer cayó elegir eligió medir midió sentir sintió 
competir compitió estar estuvo mentir mintió ser fue 
concluir concluyó haber hubo morir murió servir sirvió 
construir construyó herir hirió pedir pidió sugerir sugirió 
corregir corrigió hervir hirvió poder pudo tener tuvo 
creer creyó huir huyó poner puso traer trajo 
dar dio incluir incluyó querer quiso venir vino 
derretir derritió inferir infirió referir refirió ver vio 
despedir despidió ingerir ingirió reír rió vestir vistió 
 
Table 72  Regular Preterite Stimuli (Experiment 2) 
Infinitive Target Infinitive Target Infinitive Target Infinitive Target 
abrir abrió correr corrió llevar llevó regresar regresó 
acabar acabó crear creó lograr logró romper rompió 
acudir acudió deber debió matar mató sacar sacó 




Table 72 (cont.) 
añadir añadió entrar entró mirar miró subir subió 
aprender aprendió escuchar escuchó necesitar necesitó temer temió 
ayudar ayudó esperar esperó pagar pagó terminar terminó 
beber bebió ganar ganó partir partió tocar tocó 
buscar buscó gustar gustó pasar pasó tomar tomó 
cambiar cambió hablar habló permitir permitió trabajar trabajó 
casar casó importar importó preguntar preguntó tratar trató 
comer comió intentar intentó preocupar preocupó usar usó 
comprar compró llamar llamó presentar presentó vivir vivió 






APPENDIX C: EXPERIMENT THREE STIMULI 
 
Table 73 Practice Items (Experiment 3) 
List A List B 
Prime Target Prime Target 
ampliar INIR acar ANOCHECER 
colar YER ampliar ESFUMAR 
eler MAULLAR animar ANHELAR 
elogiar FELIR besucar INER 
hinchar PATINAR calmar CANIER 
inyectar PARIR derruir YORER 
seducer UMAR eler VELAR 
velar MEJAR felir COLAR 
yacer ACOGER patinar INFLUIR 
yorer DERRUIR traducir PULAR 
 
Table 74 List A Filler Items (Experiment 3) 
Prime Target Prime Target Prime Target Prime Target 
acabar AYDAR dirige PENETAR jeser SONTAR petar OALAR 
acompañar COATAR dispone MIASAR jiepa JEPAR planea ERBLAR 
afirman FANTER divaga HAR jugar GALENCIAR proponer RELAR 
aguar RANCIR emite CANAR lacar SOSTAR prospera RAETAR 
ajar INFORPER empezar MIRER lanza OPAJAR querer ERVIAR 
albergar ITAR encajó POCER leer PESTIR realizó ONLEAR 
alfar PIRTAR encer RULSAR lenpa LENPAR redar PAMER 
ama CONTER encontró RUDER llevo JADAR referir RODIR 
aparece SITER enviar COTRIR loar JEDAR relata INTETIR 
aplaude AUDAR erigir RUZAR locer PEVAR reunir JAVIR 
aplica DECETAR esiar MAPAR lole TANTER rompe JAMIR 
apoya SEMIAR esperan ULDAR lome LOMER ruene RONER 
aran SATIR evitar INTEAR lorda LORDAR rula PARER 
arrancan TADIR fanir BRISIR losar PEBRAR saradar AUTAR 
asir COLMIER fene FENER masar MEDAR secie RIDAR 
auxilia AGNITAR fiena JENIR mesar ASTAR seguir PUEDAR 
bajar BAMAR filar BADAR mezcla JUDAR siente INTEIR 
becar CHELAR finen ENTIAR mira FIMAR significa CARSAR 
biena BENAR fone FONER misar PEIAR sobar DERRAR 
bitar BASEAR forma EGAR momer IJER sucede CISAR 
bloquea EMAR fova FOVAR mostrar LUPTAR suponen PEBEAR 
brider IBEAR freír CALBAR moviliza PUGAR surge PREAR 
bullir ECEAR gifar TECER navegar JINAR taler ENCAR 
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Table 74 (cont.) 
cambia ENCIR graba FIR negar GURAR tañer AOLDAR 
cansar AITER haber AELDAR noto ESFER tanir SERNAR 
cejar MUNTER heder BRINIR nutrir JALBAR teba TEBAR 
comir BREIR hiñe JANGER oír SESIAR terir IMEAR 
comprende FILTIR huefa HOFAR osean NIDAR trabajar OACAR 
constituir MIRTAR inclinar GUICAR otea SENIAR tuebe TOBER 
contener IGLAR indica ESELLAR pagan MITER tulle FLAVIR 
crecar ECAR inscribe ILER panque DADAR utiliza RELIR 
cumplió FORVER ir CAEDAR parece HEER varar ABAR 
deber TANTLER izar FASAR parte FRISIR venir DETIAR 
derrocar MALVER jalar RENUER pasar PENTER visar GASIAR 
destaca GACAR jarder INFOCER pensar DECEBAR zafar SEGRAR 
diluye UPADAR jauno COPIMAR pesar INCIR zuvir RECIER 
 
Table 75 List B Filler Items 
Prime Target Prime Target Prime Target Prime Target 
abrir SECIAR detener ONDIR luce JAUSAR rifar SANTER 
acepta ITACAR diltir FLAZAR lueme LOMER rinde MADIR 
actuar FICTAR dopar INFRER luerda LORDAR risgir MUTRAR 
acude SANDER dormir LICAR majan ERIR rizar AIUDAR 
adopta ASOAR educar MANER manda RANIR rolar PECODAR 
aducen JARNIR enco AMESAR mantener EDEAR roncar EANAR 
afluir SENCAR enfrentar OBICAR mejer ACESER rone RONER 
aludir ALEDAR entender BETAR mensir MABIAR sacar CETER 
añade ENERAR erar COIMAR milita DEFAR señala ESBAR 
anse FRAIR escar GENAR morir MALSER subir TAFER 
arde IVER existe PANER muclar TIR tajar LIRER 
asear TORER faja INIAR muge ESENAR tarer CALER 
asigna JORBAR fiar DERAR muir METAR tasa BACER 
aspar POTER fiene FENAR murar ALER tejar ARCUAR 
ata RITIAR fluir ENDIR musita DETAR tieba TEBAR 
aumentar JUPIAR fone FONER najer FASTIR tobe TOBER 
basan SODAR fueva FOVAR nosir SARIR toma FITER 
bena BENAR gañe VOGIR obtener URTAR trae INERIR 
besar ALDUAR gustar ACTIR oler VOVIAR triar CHEIR 
botar PAMIAR habla DEMAR osa LETAR tupe RINER 
brunar FISAR hervir CIZAR pactir ACEAR unce SOIR 
bufar SEORAR hofa HOFAR pare REER unen URAR 
busca SADAR humar GORSAR pasir COFIR usa DESAR 
cientar LARAR incluir FAIDAR permitir TANEAR vedar ENVEAR 
comenzar JORNIR jepa JEPAR piar JECAR vejar ADEAR 
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Table 75 (cont.) 
conocer COMAR lalar SASER pone SOCEAR ver SANGER 
contar DALDAR lazar DUERAR producir ECERAR vielar ANSAER 
contestar GILER lienpa LENPAR pujar LELTAR vira TADER 
creer ADESAR lijar ILAR quedar FALAAR visita SENIR 
cubre SONTER liner ANSIR ranser DEIR vive ICEAR 
decer RASIAR litan JARVIR rasa RALIR vota NER 
decide RUENAR llamó BRENAR rausgar COBIR vurnir NORNAR 
decir CUSCIR llegar SENJER recibe DARIR yace CISTAR 
dejar DESGAR llora VOACAR reduce BETIR 
  
descubrir ANDIR logar BACRAR rever GIZAR 
  
 


































añorar añora desear adorar alorar cazar 
bordar borda adornar borrar bormar brillar 
gestar gesta nacer gastar gistar ligar 
mecer mece acunar meter meper asustar 
penar pena sufrir cenar tenar lamer 
pender pende pingar perder nender hilar 
remar rema bogar rimar recar gemir 
tejer teje hilar temer teler soler 
toser tose respirar coser boser fallar 
vencer vence ganar vender venter empujar 
fingir finge engañar fungir fangir aliar 
hundir hunde enterrar cundir mundir abusar 
pulir pule limar punir pufir terminar 
batir bate luchar latir datir tratar 






















cegar ciega tapar legar tegar barrer 
colgar cuelga ahorcar holgar polgar liar 
fregar friega limpiar frenar frelar bailar 
moler muele picar doler roler resumir 
poblar puebla ocupar doblar toblar gritar 
regar riega mojar pegar fegar escribir 
temblar tiembla vibrar templar temdlar brindar 
tender tiende estirar hender jender comer 
tostar tuesta asar costar rostar alzar 
volcar vuelca echar volear volbar crujir 




Table 76 (cont.) 
 
morder muerde machacar borden norder criar 
volver vuelve girar solver polver hallar 
regir rige reinar rugir rogir mimar 
servir sirve ayudar servar servur girar 
medir mide valorar pedir tedir calar 
teñir tiñe colorar heñir peñir cortar 
ceñir ciñe restringir reñir deñir tornar 
caer caigo tumbar laer jaer atrever 
salir salgo quitar salar salor brincar 
valer valgo sumar valar valur cantar 
saber sé intuir caber baber inflar 
dar doy ofrecer mar sar fijar 
hacer hago crear nacer pacer lavar 
andar anduvo caminar anear antar llenar 
estar estuvo ubicar estay estal matar 
poder pudo alcanzar podar podor culpar 
tener tuvo guardar tenor tenir entrar 
 
 
 
 
