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1 Introduction
This is a handout made for the mini-course on stochastic calculus and its applications to mathe-
matics of finance at the University of Tahar Moulay Saida, organized by Professor Abdeldjebbar
Kandouci.
1.1 The motivation
The enlargement of filtration theory is a study of the semimartingales when the basic filtration
changes. This theory provides particular techniques in the stochastic calculus. Such techniques
have found numerous recent applications in the mathematics of finance, and these applications
in its turn have been the motivation of recent efforts to put forward the known results of the
theory and to develop new ones (see [2, 6, 12, 13, 18, 19, 25, 26, 28, 29, 32, 34, 41, 42, 46, 44, 45]).
To attend in this movements, we present here a methodology, that we will call the local solution
method, introduced in [39].
We will show that the local solution method is an effective and flexible method. The method
has been checked in various examples that we find in the classical references. Three of them will
be presented below, namely firstly the initial enlargement with the whole running supremum of
a brownian motion, secondly the progressive enlargement with Emery’s last passage time, and
finally the filtration expanded by the future infimums of a linear diffusion. Beside of these, using
the local solution method, we will give new proofs of three of the classical formulas, namely
Jacod’s formula, the progressive enlargement formula and the enlargement formula with honest
time.
1.2 Problem of enlargement of filtration
We now describe formally what we do below.
We consider a probability space (Ω,B,P) equipped with two filtrations F = (Ft)t≥0 and G =
(Gt)t≥0 of sub-σ-algebras of B, such that Ft ⊂ Gt for t ≥ 0. We assume that F and G satisfy
the usual condition.
Let S be a F local martingale. The problem of enlargement of filtration for S is the question
whether S is aG semimartingale. If it is the case, S will be aG special semimartingale. Then, the
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drift part of S in G will be called the formula of enlargement of filtration, while the association
of S with its drift is called the drift operator.
If all F local martingales are G local martingales, we say that F is immersed in G and we say
that the hypothesis(H) is satisfied. If all F local martingales are G semimartingales, we say
that the hypothesis(H ′) is satisfied. See [5, 17, 22, 4]
1.3 Solving the problem
A usual standard to solve problems of enlargement of filtration is to classify the problems into
two categories, namely the initial enlargement or the progressive enlargement, and to apply
one of the following methods, i.e., Jacod’s criterion, Yor’s kernel method in the first case ; the
formula for progressive enlargement of filtration, the formula for honest times in the second
case (see [17, 22, 20, 49, 29]).
The local solution method add into the above table the consideration of two other points : on
the one hand, the notion of local solutions besides the classifications of initial or progressive
enlargements, and on the other hand, the local search of solutions and their integration to form
a global one.
The local solution method is issued from the following observation. When one has tried with
problems of enlargement of filtration, one has all the experience that something goes through
easily somewhere, but usually not always and not everywhere. One notice also that the formula
of enlargement of filtration is such a property that its validity can be defined at each particular
point and can be checked within a neighbourhood of the point, and in the same time, its validity
has to be checked for every point. There exist distinctly a local aspect and a global aspect of
the problem of enlargement of filtration.
2 Basic vocabulary on semimartingale calculus
2.1 Stopping times and spaces of semimartingales
This paper is based on semimartingale calculus. We give some precision on the terminology
used below. For a complete guide of semimartingale calculus we refer to [7, 9, 15, 16, 34].
We work with the semimartingale space H1 as defined in [11, 22, 31]. We define H1loc as in
[16, 15]. A sequence of semimartingales (Xn)n≥1 is said to converge in H1loc, if there exists a
sequence (Tm)m≥1 of stopping times tending to the infinity, such that, for every fixed Tm, the
sequence of stopped processes (XTm)n≥1 converges in H1.
When X is a special semimartingale, X can be decomposed into X = M + A, where M is a
local martingale and A is a predictable process with finite variation. We will call A the drift of
X.
A process X = (Xt)t≥0 (in some probability space with a filtration) is said integrable, if each
Xt is integrable. It is said càdlàg, if for almost all ω, the function t→ Xt(ω) is right continuous
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and has left limit at every point. It is said of class(D), if the family of XT , where T runs over
the family of all finite stopping times, is a uniformly integrable family (cf. [34, p.106] and also
[10, 15]).
The semimartingale calculus depend on the reference probability measure and on the reference
filtration. In this paper, where different probability measures or filtrations may be involved in
a same computation, exponent such as ·P·F will be used to indicate the reference probability or
filtration. This indication may however be ignored, if no confusion exists.
The optional (resp. predictable) projection of a process X is denoted by oX or P·F−oX (resp. pX
or P·F−pX). The optional (resp. predictable) dual projection of a process A with finite variation
is denoted by Xo or XP·F−o (resp. Xp or XP·F−p).
The word "positive" means "non negative", and "increasing" means "non decreasing".
For a function f and a σ-algebra T , the expression f ∈ T will mean that f is T measurable.
LetX, Y be random variables taking values respectively in measurable spaces (E, E) and (F,F).
We use the notion of regular conditional distribution of Y given X in the sense of [14, 37]. We
notice that, if π is a regular conditional distribution, if H(x, y) is E ⊗ F measurable and
integrable, we have (by monotone class theorem)∫
H(X, y)π(X, dy) = E[H(X, Y )|X−1(E)]
almost surely.
Equalities between random variables are almost sure equalities.
2.2 Elementary integral
We present here the notion of the integrals of elementary functions (which is applicable to
elementary processes in an evident way).
Let f be a real càdlàg function defined on an interval (a, b] with −∞ ≤ a < b ≤ ∞ (where we
make the convention that (a,∞] = (a,∞)). For any real number c, denote by f c the function
t ∈ (a, b]→ f(t∧ c). A function h on (a, b] is called left elementary function, if h can be written
in such a form as : h =
∑n
i=0 di1 (xi,xi+1], where a = x0 < x1 < . . . < xn < xn+1 = b (n ∈ N)
denotes an interval partition of [a, b] and {d0, d1, . . . , dn} are real numbers. We define h1 (a,b]  f
the elementary integral of h with respect to f on (a, b] to be the following function :
t ∈ (a, b]→ (h1 (a,b]  f)(t) =
n∑
i=0
di(f
xi+1 − fxi)(t).
Then,
Lemma 2.1 1. If h has another representation h =
∑m
i=0 ei1 (yi,yi+1], we have
(h1 (a,b]  f) =
m∑
i=0
ei(f
yi+1 − f yi)
3
2. The elementary integral is bi-linear on the product set of the family all left elementary
functions and of the family of all real càdlàg functions on (a, b].
3. If g is another left elementary function on (a, b], we have
(g1 (a,b]  (h1 (a,b]  f)) = (gh1 (a,b]  f)
4. For any real number c, (h1 (a,b]  f)
c = h1 (a,b]  f
c = h1 (a,c∧b]  f
5. ∆t(h1 (a,b]  f) = h(t)1 a<t≤b∆tf for t ∈ R.
Proof.
1. Let a = z1 < . . . < zk < zk+1 = b be a refinement of a = x0 < x1 < . . . < xn < xn+1 = b
and of a = y0 < y1 < . . . < ym < ym+1 = b. We note that∑n
i=0 di(f
xi+1 − fxi) = ∑ni=0 h(xi+1)(fxi+1 − fxi)∑m
i=0 ei(f
yi+1 − f yi) = ∑mi=0 h(yi+1)(f yi+1 − f yi)
Denote by respectively G and F the above two expressions (as functions on (a, b]). Then,
for any points s < t in some (zi, zi+1], we have
G(t)−G(s) = F (t)− F (s) = h(zi+1)(f(t)− f(s))
Since F (s) = G(s) = 0 for s ≤ a, F and G coincides.
2. The bi-linearity is the consequence of the first property.
3. By the bi-linearity, we need only to check the third property for h = 1 (x,x′] and g = 1 (y,y′],
where x < x′, y < y′ are points in (a, b]. We have
(g1 (a,b]  (h1 (a,b]  f)) = (g1 (a,b]  (f
x′ − fx))
= (fx
′ − fx)y′ − (fx′ − fx)y
= (fx
′ − fx)y′∧x′ − (fx′ − fx)y∧x′
= (fx
′ − fx)(y′∧x′)∨x − (fx′ − fx)(y∧x′)∨x
= f (y
′∧x′)∨x − fx − f (y∧x′)∨x + fx
= f (y
′∧x′)∨x − f (y∧x′)∨x
If y > x′ or x > y′, the above function is identically null just as gh and gh1 (a,b]  f do.
Otherwise, it is equal to
f y
′∧x′ − f y∨x = gh1 (a,b]  f
4. This fourth property is clear for h = 1 (s,t] for a ≤ s < t ≤ b. By the bi-linearity, it is valid
in general.
5. It is clear for h = 1 (s,t]. By the bi-linearity, it is true in general.
The lemma is proved.
Let Bi = (ai, bi], i ≥ 0, be a sequence of non empty left intervals. Look at the union set ∪i≥0Bi.
One of the following situations hold for a x ∈ R+ :
- x is in the interior of one of Bi for i ≥ 0.
- x is in the interior of ∪i≥0Bi, but it is in the interior of no of the Bi for i ≥ 0. In this case,
x is the right end of one of Bi. There exists a ǫ > 0 such that (x, x+ ǫ) ⊂ ∪i≥0Bi, and for
any i ≥ 0, either Bi ⊂ (0, x], or Bi ⊂ (x,∞).
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- x is in ∪i≥0Bi, but it is not in its interior. Then, x is the right end of one of Bi and there
exists a sequence of points in (∪i≥0Bi)c decreasing to x.
- x is in (∪i≥0Bi)c.
Consider the right end points bi. A point bi will be said of first type if aj < bi < bj for some j.
It is of second type if it is not of first type, but bi = aj for some j. It is of third type if it is not
of first neither of second type.
Lemma 2.2 Let f be a càdlàg function on R. Let a < b. Suppose that (a, b] ⊂ ∪i≥0Bi. Suppose
that the family of right end points of third type has only a finite number of accumulation points
in (a, b). Suppose that the limit of 1 (a,b]1 ∪0≤i≤nBi  f exists when n ↑ ∞ with respect to the
uniform norm on compact intervals. Then, the limit is simply equal to 1 (a,b]  f .
Proof. We denoted by 1 (a,b]1 ∪0≤i<∞Bi  f the limit of 1 (a,b]1 ∪0≤i≤nBi  f .
1. Suppose firstly that there exists no right end point of third type in (a, b). Let a < s < t < b.
Then, [s, t] is contained in (∪i≥0Bi)◦, where the exponent ◦ denotes the interior of a set.
Note that in the case we consider here, the right end points are interior points of some
(∪0≤i≤nBi)◦, n ≥ 0. So, [s, t] ⊂ ∪n≥0(∪0≤i≤nBi)◦. There exists therefore a N > 0 such that
[s, t] ⊂ ∪n≥0(∪0≤i≤nBi)◦. We have
ft − fs = (1 (s,t]  f)t
= (1 (s,t]1 ∪0≤i≤NBi  f)t = limn↑∞(1 (s,t]1 ∪0≤i≤nBi  f)t
= limn↑∞(1 (s,t]1 (a,b]1 ∪0≤i≤nBi  f)t
= limn↑∞(1 (s,t]  (1 (a,b]1 ∪0≤i≤nBi  f))t
= (1 (s,b]  (1 (a,b]1 ∪0≤i<∞Bi  f))t
= (1 (s,b]1 ∪0≤i<∞Bi  f)t − (1 (s,b]1 ∪0≤i<∞Bi  f)s
As (1 (s,b]1 ∪0≤i<∞Bi  f)s → 0 when s ↓ a, we obtain
ft − fa = (1 (s,b]1 ∪0≤i<∞Bi  f)t, ∀a < t < b.
Now to obtain the result stated in the lemma, we need only to check that∆b(1 (s,b]1 ∪0≤i<∞Bi 
f) = ∆bf . Notice that there exists a N > 0 such that b ∈ ∪0≤i<nBi for all n ≥ N . We
have
∆b(1 (s,b]1 ∪0≤i<∞Bi  f) = limn↑∞∆b(1 (s,b]1 ∪0≤i<nBi  f)
= limn↑∞ 1 b∈∪0≤i<nBi∆bf
= ∆bf
The lemma is proved when no right end point of third type exists.
2. There exist a finite number of right end points of third type in (a, b). Let v1 < v2 < . . . < vk
are the right end points of third type in (a, b). Applying the preceding result,
limn↑∞ 1 (a,b]1 ∪0≤i≤nBi  f =
∑k
j=0 limn↑∞ 1 (vj ,vj+1]1 ∪0≤i≤nBi  f (v0 = a, vk+1 = b)
=
∑k
j=0 1 (vj ,vj+1]  f = 1 (a,b]  f
The lemma is true in this second case.
3. There exist an infinite number of right end points of third type in (a, b), but b is the only
accumulation point of these right end points of third type. We have, for a < t < b,
(1 (a,b]1 ∪0≤i≤∞Bi  f)t = (limn↑∞ 1 (a,b]1 ∪0≤i≤nBi  f)t
= (limn↑∞ 1 (a,t]1 ∪0≤i≤nBi  f)t
= (1 (a,t]  f)t = (1 (a,b]  f)t
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As before, the two functions has the same jumps at b. The lemma is true in this third
case.
4. There exist an infinite number of right end points of third type in (a, b), but a is the only
accumulation point of these right end points of third type. Let a < s.
(1 (a,b]1 ∪0≤i≤∞Bi  f)− (1 (a,b]1 ∪0≤i≤∞Bi  f)s
= 1 (s,b]  (1 (a,b]1 ∪0≤i≤∞Bi  f)
= limn↑∞ 1 (s,b]  (1 (a,b]1 ∪0≤i≤nBi  f)
= limn↑∞ 1 (s,b]1 (a,b]1 ∪0≤i≤nBi  f
= limn↑∞ 1 (s,b]1 ∪0≤i≤nBi  f
= 1 (s,b]  f
Since (1 (a,b]1 ∪0≤i≤∞Bi  f)
s tends to zero when s ↓ a, the lemma is true in this fourth case.
5. There exist an infinite number of right end points of third type in (a, b), but a, b are the
only accumulation points of these right end points of third type. We have
limn↑∞ 1 (a,b]1 ∪0≤i≤nBi  f = limn↑∞ 1 (a,a+ b−a
2
]1 ∪0≤i≤nBi  f + limn↑∞ 1 (a+ b−a
2
,b]1 ∪0≤i≤nBi  f
= 1 (a,a+ b−a
2
]  f + 1 (a+ b−a
2
,b]  f = 1 (a,b]  f
6. There exist an infinite number of right end points of third type in (a, b), but there exist
only a finite number of accumulation point of these right end points of third type in (a, b).
Let v1 < v2 < . . . < vk be the accumulation points in (a, b). Applying the preceding result,
limn↑∞ 1 (a,b]1 ∪0≤i≤nBi  f =
∑k
j=0 limn↑∞ 1 (vj ,vj+1]1 ∪0≤i≤nBi  f (v0 = a, vk+1 = b)
=
∑k
j=0 1 (vj ,vj+1]  f = 1 (a,b]  f
The lemma is proved.
3 Pieces of semimartingales and their integration to form
a global semimartingale
We study the question of integrating a collection of pieces of semimartingales into a global
semimartingale. The result is initiated in [39] and achieved in [40].
3.1 Assumptions
Let S be a real càdlàg G adapted process. Let B be a G random left interval (i.e. B = (T, U ]
with T, U being two G stopping times). We say that S is a G (special) semimartingale on B, if
1 B  S is a G (special) semimartingale. We consider the following assumption.
Assumption 3.1 We suppose
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i. S is a special semimartingale in its natural filtration.
ii. There exists a sequence of random left intervals (Bi)i∈N on each of which S is a special
semimartingale. In any bounded open interval ⊂ ∪i≥0Bi, there exist only a finite number
of accumulation points of the right end points of third type in the sense of Lemma 2.2.
iii. There is a special semimartingale Sˇ such that {S 6= Sˇ} ⊂ ∪i≥0Bi.
Remark that, under the above assumption, denoting by Sc the continuous martingale part of
S in its natural filtration, the bracket process
[S, S]t = 〈Sc, Sc〉t +
∑
s≤t
(∆sS)
2, t ≥ 0,
is well-defined locally integrable increasing process in the natural filtration of S.
For any G stopping time R, let dR = inf{s ≥ R : s /∈ ∪i≥0Bi}. Either dR belongs or not to
∪i≥0Bi. But always SdR = SˇdR . Let
A = ∪s∈Q+(s, ds], C = A \ ∪i≥0Bi
A and C are G predictable set. C is in addition a thin set contained in ∪s∈Q+ [ds]. Let C be the
thin process
Ct = 1 {t∈C}∆t(S − Sˇ), t ≥ 0
We introduce the process gt = sup{0 ≤ s < t; s /∈ ∪n≥0Bn}, t > 0 (when the set is empty,
gt = 0). It is an increasing left continuous G adapted process, i.e. a predictable process. For
any ǫ > 0, set Aǫ = {s ≥ 0 : s− gs > ǫ}. We can check that Aǫ ⊆ Aδ for δ < ǫ and A = ∪ǫ>0Aǫ.
Note that 0 /∈ ∪i≥0Bi. Define successively for every n ≥ 0 the G stopping times : (dR−1 = 0)
Rn = inf{s ≥ dRn−1 : s ∈ Aǫ} n ≥ 0.
For any s ∈ Aǫ, there exists a s′ < s such that [s′, s] ⊂ Aǫ. Therefore, Rn /∈ Aǫ and Rn < dRn if
Rn <∞. Moreover, Rn ∈ ∪i≥0Bi and dRn − gdRn > ǫ and (dRn, dRn + ǫ) ∩ Aǫ = ∅. Consequently
dRn + ǫ ≤ Rn+1 and limk→∞Rk = ∞. We can write Aǫ = ∪n≥1(Rn, dRn] and hence 1 Aǫ is a left
elementary process on any finite interval.
For a càdlàg process X, set j(X) = {t > 0 : Xt− > 0 > Xt or Xt− ≤ 0 < Xt}. We introduce
the process (eventually taking infinite values)
At =
∑
0<s≤t 1 {s∈A}
[
1 (S−Sˇ)s−>0(S − Sˇ)−s + 1 (S−Sˇ)s−≤0(S − Sˇ)+s
]
=
∑
0<s≤t 1 {s∈A}1 j(S−Sˇ)(s) |S − Sˇ|s t ≥ 0.
Under Assumption 3.1, 1 Bi  S is a special semimartingale for any i ≥ 0. We denote by χBi the
drift of 1 Bi  S. It is clear that the two random measures dχ
Bi and dχBj coincides on Bi ∩ Bj for
i, j ≥ 0. We can therefore define with no ambiguity a σ-finite (signed) random measure dχ∪ on
∪i≥0Bi such that 1 Bidχ∪ = dχBi .
We will say that a signed random measure λ on R+ has a distribution function, if
∫ t
0
|dλ|s <∞
for any t ≥ 0. In this case, the process t ≥ 0→ λ([0, t]) is called the distribution function of λ.
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3.2 The results
Theorem 3.2 Suppose Assumption 3.1. For S to be a semimartingale on the whole R+, it is
necessary and it is sufficient that the random measures dχ∪ has a distribution function χ∪ and
the process C is the jump process of a special semimartingale.
The necessity of this theorem is clear (recalling that S is locally in class(D)). The sufficiency
will be the consequence of the following lemmas.
Lemma 3.3 (We assume only the two first conditions in Assumption 3.1.) Suppose that the
random measure dχ∪ has a distribution function χ∪. Then, 1 ∪0≤i≤nBi  S, n ≥ 0, converges in
H1
loc
to a semimartingale that we denote by 1 ∪i≥0Bi  S. This semimartingale is special whose
drift is χ∪.
Proof. We use [22, Corollaire(1.8)] to control the martingale part of 1 ∪0≤i≤nBi  S by 1 ∪0≤i≤nBi 
[S, S], and the drift part of 1 ∪0≤i≤nBi  S by χ
∪. We notice that 1 ∪0≤i≤nBi is a left elementary
process and hence the computation of 1 ∪0≤i≤nBi  [S, S] is made by the quadratic variation which
is independent of the filtration G.
Lemma 3.4 Suppose that the distribution function χ∪ exists and the process C is the jump
process of a special semimartingale. Then, the process A is finite valued, and the three G se-
mimartingales 1 Aǫ  (S − Sˇ), 1 Aǫ  (S − Sˇ)+ and 1 Aǫ  (S − Sˇ)−, n ≥ 0, converge in H1loc to
semimartingales that we denote respectively by 1 A  (S − Sˇ), 1 A  (S − Sˇ)+ and 1 A  (S − Sˇ)−.
They are special semimartingales. We have
1 A  (S − Sˇ)+ = 1 {(S−Sˇ)−>0}1 A  (S − Sˇ) + 1 A  A+ 121 A  l∪
1 A  (S − Sˇ)− = −1 {(S−Sˇ)−≤0}1 A  (S − Sˇ) + 1 A  A + 121 A  l∪
for some continuous increasing process l∪ null at the origin which increases only on the set
{t ∈ A : (S − Sˇ)t− = 0}
Proof. Let the process C be the jump process of M + V , where M is a G local martingale
and V is a G predictable process with finite variation. By stopping S, Sˇ,M, V if necessary, we
assume that (S − Sˇ)∗∞ and M∗ are integrable, (S − Sˇ)∞ exists, and the total variations of χ∪
and of V are integrable.
As the random measure dχ∪ has a distribution function χ∪, the random measure 1 (R,dR]  dχ
∪
also has a distribution function. The following limit computation is valid in H1 :
1 (R,dR]  (1 ∪i≥0Bi  (S − Sˇ))
= limn↑∞ 1 (R,dR]  (1 ∪0≤i≤nBi  (S − Sˇ))
= limn↑∞(1 (R,dR]1 ∪0≤i≤nBi)  (S − Sˇ)
Notice that the limit inH1 implies the limit with respect to the uniform convergence in compact
intervals in probability. Lemma 2.2 is applicable. For any R < t < dR,
(1 (R,dR]  (1 ∪i≥0Bi  (S − Sˇ)))t = (1 (R,dR]  (S − Sˇ))t
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With Lemma 2.1, we compute the jumps at dR :
∆dR(1 (R,dR]  (1 ∪i≥0Bi  (S − Sˇ))) = 1 {R<dR}1 {dR∈∪i≥0Bi}∆dR(S − Sˇ)
These facts implies
1 (R,dR]  (S − Sˇ) = 1 (R,dR]  (1 ∪i≥0Bi  (S − Sˇ)) + 1 {R<dR}1 {dR /∈∪i≥0Bi}∆dR(S − Sˇ)1 [dR,∞)
Note that [(dR){R<dR,dR /∈∪i≥0Bi}] = (R, dR] \ ∪i≥0Bi is a G predictable set. This means that
the G stopping time (dR){R<dR,dR /∈∪i≥0Bi} is a predictable stopping time. Let dˆR to denote this
predictable stopping time. Consider the following jump process :
1 {R<dR}1 {dR /∈∪i≥0Bi}∆dR(S − Sˇ)1 [dR,∞)
= 1 {R<dR}1 {dR /∈∪i≥0Bi}CdR1 [dR,∞)
= 1 {R<dR}1 {dR /∈∪i≥0Bi}∆dR(M + V )1 [dR,∞)
= ∆dˆR(M + V )1 [dˆR,∞)
= 1 [dˆR]  (M + V )
Combining this equation with Lemma 3.3, we see that 1 (R,dR]  (S − Sˇ) is a G special semimar-
tingale whose drift is given by 1 (R,dR]  χ
∪ + 1 [dˆR]  V .
Applying now the argument of the proof of Lemma 3.3, we see that 1 Aǫ  (S − Sˇ) converges in
H1 to a special semimartingale 1 A  (S − Sˇ).
Recall, for t > 0,
1 (R,dR] At =
∑
R<s≤dR∧t
[1{(S−Sˇ)s−>0}(S− Sˇ)−s +1{(S−Sˇ)s−≤0}(S− Sˇ)+s ] =
∑
R<s≤dR∧t,s∈j(S−Sˇ)
|S− Sˇ|s.
According to [15, Chapter 9 §6] applied to the semimartingale (S − Sˇ)dR1 [R,∞) = 1 (R,dR]  (S −
Sˇ) + (SR − SˇR)1 [R,∞), we know that the process
l
(R,dR ]
t (X) = 2[1 (R,dR]  (S − Sˇ)+t − 1 {(S−Sˇ)−>0}1 (R,dR]  (S − Sˇ)t − 1 (R,dR]  At], t > 0,
is not decreasing, continuous and null at the origin, which increases only on the set {t ∈ (R, dR] :
(S− Sˇ)t− = 0}. Note that, if we take another G stopping time R′, the random measure dl(R′,dR′ ]
coincide with the random measure dl(R,dR] on (R, dR]∩(R′, dR′ ]. Therefore, there exists a random
measure dl∪ on A such that 1 (R,dR] dl
∪ = dl(R,dR ]. (Note that dl∪ is diffuse which does not charge
C.)
We have the following computation for any ǫ > 0 :
E[
∫
1 Aǫ(s)(dl
∪
s + 2dAs)]
= E[
∫
1 ∪n≥0(Rn,dRn ](s)(dl
∪
s + 2dAs)]
= limk↑∞
∑
0≤n≤k E[l
(Rn,dRn ]
dRn
+ 21 (Rn,dRn ] AdRn ]
= limk↑∞
∑
0≤n≤k 2E[(S − Sˇ)+dRn − (S − Sˇ)
+
Rn
− 1 {(S−Sˇ)−>0}1 (Rn,dRn ]  (S − Sˇ)dRn ]
≤ limk↑∞
∑
0≤n≤k 2E[(S − Sˇ)+dRn1 {Rn<∞,dRn=∞} + 1 {(S−Sˇ)−>0}(1 (Rn,dRn ]  |dχ∪|∞ + 1 [dˆR]  |dV |∞)]
≤ 2E[∑n≥0(S − Sˇ)+dRn1 {Rn<∞,dRn=∞}] + 2E[∫∞0 (|dχ∪s |+ |dVs|)]
≤ 2E[(S − Sˇ)∗∞] + 2E[
∫∞
0
(|dχ∪s |+ |dVs|)] <∞
Here the last inequality is because there exist only one n such that Rn < ∞, dRn = ∞. Let
ǫ→ 0. 1 Aǫ(s) tends to 1 A(s). We conclude that E[
∫∞
0
1 A(s)(dl
∪
s + dAs)] <∞. That means that
A is finite valued and dl∪ have a distribution functions l∪.
9
It is now straightforward to see that 1 Aǫ  (S− Sˇ)+ converge in H1 to a limit that we denote by
1 A  (S − Sˇ)+, which is equal to
1 A  (S − Sˇ)+ = 1 {(S−Sˇ)−>0}1 A  (S − Sˇ) + 1 A  A+
1
2
1 A  l
∪
The first part of the lemma is proved.
The other part of the lemma can be proved similarly. Notice that we obtain the same random
measure dl∪ in the decomposition of (S − Sˇ)−
Lemma 3.5 Suppose that the distribution function χ∪ exists and the process C is the jumps
process of a G special semimartingale. Then, S is a special semimartingale. More precisely, let
V + = (S − Sˇ)+ − (S − Sˇ)+0 − 1 A  (S − Sˇ)+
V − = (S − Sˇ)− − (S − Sˇ)−0 − 1 A  (S − Sˇ)−
V +, V − are non decreasing locally integrable processes. They increase only outside of A. We
have :
S = S0 + 1 A  (S − Sˇ) + V + − V − + Sˇ.
Proof. Let X = (S − Sˇ)+ and X ′ = (S − Sˇ)−. For a ǫ > 0, we compute the difference :
X −X0 − 1 Aǫ X = X −X0 −
∑
n≥0
(XdRn −XRn)
=
∑
n≥0
(XdRn −XRn) +
∑
n≥0
(XRn −XdRn−1 )−
∑
n≥1
(XdRn −XRn)
=
∑
n≥0
(XRn −XdRn−1 )
According to Lemma 3.4 1 A  X exists as the limit in H1loc of 1 Aǫ  X. Let ǫ tend to zero. The
first term of the above identity tends to a process V + = X −X0 − 1 A X, uniformly on every
compact interval in probability (in particular V + is càdlàg).
Consider the last term of the above identity. For t > 0, let N(t) = sup{k ≥ 1; dRk ≤ t}
(N(t) = 0 if the set is empty). Recall that, on the set {dRj <∞}, XdRj = 0. We have∑
n≥0(X
Rn −XdRn−1 )t
=
∑N(t)+1
n=0 X
Rn
t
= XR0t +X
R1
t +X
R2
t +X
R3
t + . . .+X
RN(t)
t +X
RN(t)+1
t
recall that dRN(t) ≤ t so that RN(t) ≤ t
= XR0 +XR1 +XR2 +XR3 + . . .+XRN(t) +X
RN(t)+1
t
=
∑N(t)
n=0 XRn +Xt1{dRN(t)≤t<RN(t)+1} +XRN(t)+11{RN(t)+1≤t}
Notice that Xt1{dRN(t)≤t<RN(t)+1} = Xt1{dRN(t)<t<RN(t)+1} because XdRN(t) = 0. If t ∈ A, for ǫ small
enough, t will belongs to Aǫ. As the interval (dRN(t), RN(t)+1) is contained in the complementary
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of Aǫ, we must have 1 {dRN(t)<t≤RN(t)+1} = 0. If t /∈ A, by the Assumption 3.1, Xt = 0. In sum,
for every t > 0, there is a ǫ(t) such that, for ǫ < ǫ(t),
∑
n≥0
(XRn −XdRn−1 )t =
N(t)∑
n=0
XRn +XRN(t)+11 {RN(t)+1≤t} =
∑
n≥0
XRn1 {Rn≤t}
From this expression, we can write, for 0 < s < t,
V +t − V +s = lim
ǫ↓0
(
∑
n≥0
XRn1 {Rn≤t} −
∑
n≥0
XRn1 {Rn≤s}) = lim
ǫ↓0
∑
n≥0
XRn1 {s<Rn≤t} ≥ 0,
i.e. V + is an increasing process. Moreover, for a fixed a > 0, since Aa ⊂ Aǫ for any ǫ < a, since
Rn /∈ Aǫ, 1 Aa  V + = 0. This argument shows that the random measure dV + does not charge A.
Finally, as X is locally in class(D), V + is locally integrable.
According to Lemma 3.4
1 A X = 1 {(S−Sˇ)−>0}1 A  (S − Sˇ) + 1 A  A+
1
2
1 A  l
∪
and, therefore,
X = X0 + 1 {(S−Sˇ)−>0}1 A  (S − Sˇ) + 1 A  A+
1
2
1 A  l
∪ + V +
In the same way we prove
X ′ = X ′0 − 1 {(S−Sˇ)−≤0}1 A  (S − Sˇ) + 1 A  A+
1
2
1 A  l
∪ + V −
Writing finally S = X −X ′ + Sˇ, we prove the theorem.
4 A method to find local solutions
We now consider the problem of enlargement of filtration for a F semimartingale X. By a local
solution, we mean the fact that, for a couple T ≤ U of G stopping times, 1 (T,U ]  X is a G
semimartingale. According to Theorem 3.2, if we success to collect enough local solutions, we
will be able to solve the problem for X.
In this section we give a method to find local solutions. The result is taken from [39].
4.1 The functions hu, u ≥ 0
We need some topological properties behind the filtrations. We assume that Ω is a Polish
space and B is its borel σ-algebra. We assume that there exists a filtration F◦ = (F◦t )t≥0 of
sub-σ-algebras of B such that
Ft = F◦t+ ∨ N , t ≥ 0,
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where N is the family of (P,B)-negligible sets. We assume that there exists a measurable
map I from Ω into another polish space E equipped with its borel σ-algebra and a filtration
I = (It)t≥0 of countably generated sub-borel-σ-algebras, such that Gt = G◦t+ ∨N , t ≥ 0, where
G◦t = F◦t ∨ I−1(It), t ≥ 0. We recall the following result (see [15, Theorem 4.36])
Lemma 4.1 For any F stopping time T , there exists a F◦+ stopping time T
◦ such that T = T ◦
almost surely. For any A ∈ FT , there exists a A◦ ∈ F◦T ◦+ such that A∆A◦ is negligible. For any
F optional (resp. predictable) process X, there exists a F◦+ optional (resp. predictable) process
X◦ such that X and X◦ are indistinguishable.
A similar result holds between the couple G and G◦+ = (G◦t+)t≥0.
Remark 4.2 As a consequence of Lemma 4.1, we can speak about, for example, the predictable
dual projection of an integrable increasing process with respect to the filtration G◦+ = (G◦t+)t≥0 :
this will mean that we compute the predictable dual projection in G, then we take a version in
G◦+.
Consider the product space Ω×E equipped with its product σ-algebra and its product filtration
J composed of
Jt = σ{A× B : A ∈ F◦t , B ∈ It}, t ≥ 0.
We introduce the map φ on Ω such that φ(ω) = (ω, I(ω)) ∈ Ω × E. Notice that, for t ≥ 0,
G◦t = φ−1(Jt). Therefore, for C ∈ G◦t+, there exist a sequence (Dn)n≥1 of sets in respectively Jt+ 1
n
such that C = φ−1(Dn), which means C = φ−1(∩n≥1 ∪k≥n Dk) ∈ φ−1(Jt+). This observation
yields the equality G◦t+ = φ−1(Jt+), t ≥ 0.
We equip the product space Ω× E with the the image probability µ of P by φ. We introduce
the identity map i on Ω, the map ζ(ω, x) = x and the map ι(ω, x) = ω for (ω, x) ∈ Ω× E. For
t ≥ 0, let
πt,F/F (ω, dω
′) = regular conditional distribution of the map i under P
given the map i (itself) as a map valued in (Ω,F◦t )
πt,I/F (ω, dx
′) = regular conditional distribution of I under P
given the map i as a map valued in (Ω,F◦t )
πt,I/I(x, dx
′) = regular conditional distribution of I under P
given I (itself) as a map valued in (E, It)
Remark 4.3 There exist situations where F◦ is generated by a borel map Y from Ω into
a polish space F equipped with a filtration K = (Kt)t≥0 of sub-borel-σ-algebras on F , such
that F◦t = Y −1(Kt), t ≥ 0. Let πˇt(y, dω′) be the regular conditional distribution of i under P
given the map Y considered as a map in the space (F,Kt). Then, πˇt(Y (ω), dω′) is a version of
πt,F/F (ω, dω
′), and its image measure by the map I on E is a version of πt,I/F (ω, dx′).
For a fixed u ≥ 0, for any t ≥ u, let hut (ω, x) to be a function on Ω×E which is Jt-measurable,
such that, for P-almost all ω,
hut (ω, x) =
2πt,I/F (ω, dx)
πt,I/F (ω, dx) +
∫
πu,I/F (ω, dx′′)πu,I/I(x′′, dx)
∣∣∣∣
It
,
12
We introduce a family of probabilities νu on J∞ indexed by u ≥ 0 determined by the equations :
∫
f(ω, x)νu(dωdx) = Eµ
[∫
πu,F/F (ι, dω)
∫
πu,I/I(ζ, dx)f(ω, x)
]
where f(ω, x) is a positive J∞ measurable function. We notice that νu coincides with µ on Ju,
on ι−1(F◦∞), and on ζ−1(I∞). The kernel
∫
πu,F/F (ι, dω)
∫
πu,I/I(ζ, dx) is a regular conditional
distribution of the identity map on Ω× E, under the probability νu given Ju.
Lemma 4.4 Let M to be a F◦+-adapted càdlàg P integrable process. Then, M is a (P,F)-
martingale on [u,∞), if and only if M(ι) is a (νu, J+) martingale on [u,∞).
Proof. Note that, because of the càdlàg path property, M is a (νu, J+) martingale, if and only
if
Eνu [Mt(ι)1 A(ι)1 B(ζ)] = Eνu [Ms(ι)1 A(ι)1 B(ζ)]
for any t ≥ s ≥ u and for any A ∈ F◦s , B ∈ Is. This is equivalent to
Eµ
[∫
πu,F/F (ι, dω)Mt(ω)1 A(ω)
∫
πu,I/I(ζ, dx)1 B(x)
]
= Eµ
[∫
πu,F/F (ι, dω)Ms(ω)1 A(ω)
∫
πu,I/I(ζ, dx)1 B(x)
]
or to
EP
[
Mt1 AE[
∫
πu,I/I(I, dx)1 B(x)|F◦u ]
]
= EP
[
Ms1 AE[
∫
πu,I/I(I, dx)1 B(x)|F◦u ]
]
The last relation is true if and only if M is a (P,F)-martingale on [u,∞).
Lemma 4.5 For t ≥ u, the function hut exists and it is a version of 2µµ+νu
∣∣∣
Jt
(respectively,
2− hut = 2ν
u
µ+νu
∣∣∣
Jt
). Consequently, the right limit version
hut+ = lim
ǫ>0,ǫ→0
sup
s∈Q+,u≤s≤u+ǫ
h(ω, x), t ≥ u,
is well-defined and the process hu+ = (h
u
t+)t≥u is a càdlàg (µ + ν
u, J+) uniformly integrable
martingale on [u,∞). We have 0 ≤ hu+ ≤ 2 and, if
τu(ω, x) = inf{t ≥ u : hut+ = 2}
υu(ω, x) = inf{t ≥ u : hut+ = 0}
hut+ = 2 for t ∈ [τu,∞) and hut+ = 0 for t ∈ [υu,∞), (µ+ νu) almost surely. We have also
µ[υu <∞] = 0, νu[τu <∞] = 0.
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Proof. We prove first of all two identities : Let t ≥ u. Let H ≥ 0 be Jt measurable,
Eµ[H ] = EP[
∫
H(i, x)πt,I/F (i, dx)],
Eνu [H ] = EP[
∫
πu,I/F (i, dx
′′)
∫
H(i, x)πu,I/I(x
′′, dx)].
By monotone class theorem, it is enough to check them for H = 1 A(ι)1 B(ζ) where A ∈ F◦t and
B ∈ It. But then, because
1 A(ι)
∫
1 B(x)πt,I/F (ι, dx) =
∫
1 A(ι)1 B(x)πt,I/F (ι, dx),
we have
Eµ[1 A(ι)1 B(ζ)] = EP[1 A1 B(I)]
= EP[1 AEP[1 B(I)|Ft]]
= EP[1 A
∫
1 B(x)πt,I/F (·, dx)]
= EP[
∫
1 A(·)1 B(x)πt,I/F (·, dx)]
and
Eνu [1 A(ι)1 B(ζ)] = Eµ
[∫
πu,F/F (ι, dω)
∫
πu,I/I(ζ, dx)1 A(ω)1 B(x)
]
= EP
[∫
πu,F/F (i, dω)1 A(ω)
∫
πu,I/I(I, dx)1 B(x)
]
= EP
[∫
πu,F/F (i, dω)1 A(ω)EP[
∫
πu,I/I(I, dx)1 B(x)|Fu]
]
= EP
[
1 AEP[
∫
πu,I/I(I, dx)1 B(x)|Fu]
]
= EP[1 A
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)1 B(x)]
= EP[
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)1 A(i)1 B(x)]
which concludes the identities.
Let hut be the density function
2µ
µ+νu
∣∣∣
Jt
. For A ∈ F◦t , B ∈ It, we have
2Eµ[1 A1 B] = Eµ[1 A1 Bh
u
t ] + Eνu [1 A1 Bh
u
t ]
Applying the two identities for Eµ and for Eνu , the above relation becomes
2EP[
∫
πt,I/F (i, dx)1 A(i)1 B(x)]
= EP[
∫
πt,I/F (i, dx)1 A(i)1 B(x)h
u
t (i, x)] + EP[
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)1 A(i)1 B(x)hut (i, x)]
or
2EP[1 A(i)
∫
πt,I/F (i, dx)1 B(x)]
= EP[1 A(i)
(∫
πt,I/F (i, dx) +
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)
)
1 B(x)h
u
t (i, x)]
When A runs over all F◦t , the above equation becomes
2
∫
πt,I/F (i, dx)1 B(x) =
(∫
πt,I/F (i, dx) +
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)
)
1 B(x)h
u
t (i, x)
P-almost surely. Since It is countably generated, we conclude
2
∫
πt,I/F (i, dx)
∣∣∣∣
It
=
(∫
πt,I/F (i, dx) +
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)
)
hut (i, x)
∣∣∣∣
It
P-almost surely. This is the first part of the lemma.
The second statements on hu+ are valid, because h
u
+ and 2 − hu+ are positive (µ + νu, J+)
supermartingales. For the last assertion, we have
µ[υu <∞] = E 1
2
(µ+νu)[1 {υu≤t}h
u
t+] = 0
νu[τu <∞] = E 1
2
(µ+νu)[1 {τu≤t}(2− hut+)] = 0.
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Along with the function hu, we introduce two processes on [u,∞) :
αut (ω, x) =
hut+(ω, x)
2− hut+(ω, x)
1 {t<τu(ω,x)}
βut (ω, x) =
2− hut+(ω, x)
hut+(ω, x)
1 {t<υu(ω,x)}
4.2 Results based on the process αu
In this subsection we study the process αu.
Lemma 4.6 Fix u ≥ 0. Let ρ to be a J+-stopping time such that u ≤ ρ ≤ τu. We have, for
any J+-stopping time κ with u ≤ κ, for any A ∈ Jκ+,
Eµ[1 A1 {κ<ρ}] = Eνu [1 A1 {κ<ρ}α
u
κ]
Consequently, 1 [0,u) + α
u1 [u,ρ) is a (ν
u, J+) supermartingale. Moreover, α
u > 0 on [u, ρ) under
the probability µ. For any positive J+ predictable process H,
Eµ[Hκ1 {κ<ρ}] = Eνu [Hκ1 {κ<ρ}α
u
κ]
Suppose in addition that (αu1 [u,ρ))
κ is of class (D) under νu. Let V be the increasing J+ predic-
table process associated with the supermartingale 1 [0,u) + α
u1 [u,ρ) (see [34, p.115 Theorem 13]
and Lemma 4.1). For any positive J+ predictable process H, we have
Eµ[Hρ1 {u<ρ≤κ}] = Eνu [
∫ κ
u
HsdVs]
Let B be a J+ predictable process with bounded total variation. We have
Eµ[Bκ∧ρ −Bu] = Eνu [
∫ κ
u
αus−dBs]
Consequently, Eµ[
∫ κ
u
1 {u<s≤ρ}1 {αus−=0}dBs] = 0. Let C be a J+ optional process. Suppose that
the random measure dC on the open random interval (u, κ∧ρ) has bounded total variation. For
any bounded J+ predictable process H, We have
Eµ[
∫ ∞
0
Hs1 (u,κ∧ρ)(s)dCs] = Eνu [
∫ ∞
0
Hs1 (u,κ∧ρ)(s)αusdCs]
In particular,
(1 (u,κ∧ρ)  C)µ·J+−p =
1
αu−
 (1 (u,κ∧ρ)αu  C)ν
u·J+−p
Proof. Note that huκ+ is a version of
2µ
µ+νu
∣∣∣
Jκ+
. From this relation, it results that, for any
positive Jκ+ measurable function f ,
2Eµ[f1 {κ<ρ}] = Eµ[f1 {κ<ρ}h
u
κ+] + Eνu [f1 {κ<ρ}h
u
κ+]
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or equivalently
Eµ[f(2− huκ+)1 {κ<ρ}] = Eνu [f(2− huκ+)ακ1 {κ<ρ}]
This last identity is an equivalent form of the first formula of the lemma. To see the super-
martingale property of 1 [0,u) + α
u1 [u,ρ), it is enough to notice that µ = ν
u on Ju and, for
A ∈ Js+,
Eνu [1 Aα
u
t 1 {t<ρ}] = Eµ[1 A1 {t<ρ}] ≤ Eµ[1 A1 {s<ρ}] = Eνu [1 Aαus1 {s<ρ}], for u ≤ s ≤ t
Eνu [1 Aα
u
t 1 {t<ρ}] = Eµ[1 A1 {t<ρ}] ≤ Eµ[1 A1 {s<ρ}] = Eµ[1 A] = Eνu [1 A], for 0 ≤ s < u ≤ t
Eνu [1 A] = Eνu [1 A], for 0 ≤ s < t < u
The positivity of αu on [u, ρ) is the consequence of µ[υu <∞] = 0 by Lemma 4.5.
The second formula of the lemma is a direct consequence of the first one. To prove the third
formula of the lemma, we need only to check it on the processes H of the form 1 A1 (a,∞) with
0 ≤ a <∞ and A ∈ Ja, and κ ≥ u. We have
Eµ[Hρ1 {u<ρ≤κ}] = Eµ[1 A1 {a<ρ}1 {u<ρ≤κ}]
= Eµ[1 A1 {a<ρ}1 {u<ρ}]− Eµ[1 A1 {a<ρ}1 {κ<ρ}]
= Eνu [1 Aα
u
a∨u1 {a<ρ}1 {u<ρ}]− Eνu [1 Aαua∨κ1 {a<ρ}1 {κ<ρ}]
= Eνu [1 A
(
αua∨u1 {a∨u<ρ} − αua∨κ1 {a∨κ<ρ}
)
]
= Eνu [1 A (Va∨κ − Va∨u)]
= Eνu [1 A
∫ κ
u
1 (a,∞)(s)dVs]
= Eνu [
∫ κ
u
HsdVs]
For the fourth formula, we write
Eµ[Bκ∧ρ − Bu] = Eµ[(Bκ − Bu)1 {κ<ρ}] + Eµ[(Bρ − Bu)1 {κ≥ρ}]
= Eνu [(Bκ − Bu)αuκ1 {κ<ρ}] + Eµ[(Bρ − Bu)1 {u<ρ≤κ}]
= Eνu [(Bκ − Bu)αuκ1 {κ<ρ}] + Eνu [
∫ κ
u
(Bs −Bu)dVs]
= Eνu [
∫ κ
u
αus−dBs]
Finally, for the last formulas, let K = H1 (u,κ∧ρ)  C. We note that Kκ = Kκ∧ρ− and Ks =
0, ∀s ≤ u. Applying the preceding formulas, we can write
Eµ[
∫∞
0
Hs1 (u,κ∧ρ)(s)dCs] = Eµ[Kκ∧ρ−]
= Eνu [Kκ−1 {κ<ρ}αuκ +
∫ κ
u
Ks−dVs]
= Eνu [Kκ1 {κ<ρ}αuκ +
∫ κ
u
Ks−dVs]
= Eνu [
∫ κ
u
Ks−d(αu1 [u,ρ))s +
∫ κ
u
(αu1 [u,ρ))sdKs +
∫ κ
u
Ks−dVs]
= Eνu [
∫ κ
u
(αu1 [u,ρ))sdKs]
because (αu1 [u,ρ))
κ is of class(D)
= Eνu [
∫∞
0
αus1 (u,κ∧ρ)(s)HsdCs]
We can write again
Eµ[
∫∞
0
Hsd(1 (u,κ∧ρ)  C)µ·J+−ps ] = Eµ[
∫∞
0
Hs1 {αus−>0}d(1 (u,κ∧ρ)  C)
µ·J+−p
s ]
= Eµ[
∫∞
0
Hs1 {αus−>0}1 (u,κ∧ρ)(s)dCs]
= Eνu [
∫∞
0
Hs1 {αus−>0}α
u
s1 (u,κ∧ρ)(s)dCs]
= Eνu [
∫∞
0
Hs1 {αus−>0}d(α
u1 (u,κ∧ρ)  C)ν
u·J+−p
s ]
= Eνu [
∫∞
0
αus−
1
αus−
Hs1 {αus−>0}d(α
u1 (u,κ∧ρ)  C)ν
u·J+−p
s ]
= Eµ[
∫∞
0
Hs
1
αus−
d(αu1 (u,κ∧ρ)  C)ν
u·J+−p
s ]
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Theorem 4.7 Let M be a bounded (P,F) martingale (assumed to be F◦+ adapted). Let u ≥ 0.
Let ρ to be a J+-stopping time such that u ≤ ρ ≤ τu. Let 〈M(ι), αu1 [u,ρ)〉νu·J+ denote the J+-
predictable bracket of the couple of M(ι) and 1 [0,u)+α
u1 [u,ρ), computed under the probability ν
u
in the filtration J+. Then, there exists an increasing sequence (ηn)n≥1 of J+ stopping times such
that supn≥1 ηn(φ) ≥ ρ(φ) P-almost surely, and for every n ≥ 1, M is a special G-semimartingale
on the random left interval (u, ηn ◦ φ] such that the process
(Mηn(φ) −Mu)− 1 (u,ηn(φ)]
1
αu(φ)−
 〈M(ι), αu1 [u,ρ)〉νu·J+ ◦ φ− 1 {u<ρ(φ)≤ηn(φ)}∆ρ(φ)M1 [ρ(φ),∞)
is a (P,G) local martingale.
If 1 (u,ρ(φ)]
1
αu(φ)−
 〈M(ι), αu1 [u,ρ)〉νu·J+ ◦φ has a distribution function under P, the above decom-
position formula remains valid if we replace ηn by ρ.
Remark 4.8 Notice that, according to [39, Proposition II.2.4], different version of 〈M(ι), αu1 [u,ρ)〉νu·J+
under νu give rise of indistinguishable versions of 〈M(ι), αu1 [u,ρ)〉νu·J+ ◦ φ on (u, τu(φ)] under
P.
Proof. In this proof, instead of νu (resp. τu, υu, αu, 〈M(ι), αu1 [u,ρ)〉νu·J+), we shall write ν (resp.
τ, υ, α, 〈M(ι), α1 [u,ρ)〉). For each integer n ≥ 1, set
γ+n = inf{t ≥ u : αt > n} and γ−n = inf{t ≥ u : αt < 1/n}, n ≥ 1.
Let (γ◦n)n≥1 be a sequence of J+-stopping times tending to ∞ under ν such that γ◦n ≥ u for
every n ≥ 1, and 〈M(ι), α1 [u,ρ)〉γ◦n has bounded total variation. Let ηn = γ+n ∧γ−n ∧γ◦n ∧ρ. Note
that γ+∞ = τ on {γ+∞ <∞}, γ−∞ = τ ∧ υ under µ+ ν. We have
P[η∞(φ) < ρ(φ)] = µ[η∞ < ρ] = Eν [1 {η∞<ρ}αη∞ ] = Eν [1 {τ∧υ<ρ}ατ∧υ] = 0.
Fix an n ≥ 1. Let κ be a J+-stopping time such that u ≤ κ ≤ ηn. The stopping time κ satisfies
therefore the condition of Lemma 4.6. Recall also Lemma 4.4 according to which M(ι) is a
(νu, J+) martingale on [u,∞).
Set M ♭ = M −∆ρ(φ)M1 [ρ(φ),∞). Applying Lemma 4.6, we can write
EP[(M
♭
κ(φ) −M ♭u)]
= Eµ[(M
♭(ι)κ −M ♭(ι)u)]
= Eµ[(M(ι)κ −M(ι)u)1 {κ<ρ}] + Eµ[(M ♭(ι)κ −M ♭(ι)u)1{κ=ρ}]
= Eν [(M(ι)κ −M(ι)u)ακ1 {κ<ρ}] + Eµ[(M(ι)ρ− −M(ι)u)1 {u<κ=ρ}]
= Eν [(M(ι)κ −M(ι)u)ακ1 {κ<ρ}] + Eν [
∫ κ
u
(M(ι)− −M(ι)u)dV ]
= Eν [
∫ κ
u
d〈M(ι), α1 [u,ρ)〉s]
= Eµ[
∫ κ
u
1
αs−
d〈M(ι), α1 [u,ρ)〉s]
The above process is well-defined
and it has bounded total variation, because 1
α−
≤ n on (u, κ]
= EP[(
∫ κ(φ)
u
1
α(φ)s−
d(〈M(ι), α1 [u,ρ)〉 ◦ φ)s]
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This identity on EP[(M
♭
κ(φ) −M ♭u)] implies that (cf. [15, Theorem 4.40])
(Mηn(φ) −Mu)− 1 (u,ηn(φ)]
1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ− 1 {u<ρ(φ)≤ηn(φ)}∆ρ(φ)M1 [ρ(φ),∞)
is a (P,G) local martingale. The first part of the theorem is proved.
Suppose now that 1 (u,ρ(φ)]
1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ has a distribution function C = (Ct)t≥0
under P. It is clear that 1 (u,ηn(φ)] M
♭ converges in H1(P,G). Note that η∞ = ρ under µ. Look
at limn↑∞(M ♭ηn −M ♭u). If ηn < ρ for all n ≥ 1, this limit is equal to (M ♭ρ− −M ♭u) = (M ♭ρ −M ♭u).
If ηn = ρ for some n ≥ 1, this limit is equal to (M ♭ρ −M ♭u) also. Look at the limit
lim
n↑∞
1 (u,ηn(φ)]
1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ = 1 ∪n≥1(u,ηn(φ)]
1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ
We note that (u, ρ] \ ∪n≥1(u, ηn] = [ρ{∀n≥1,ηn<ρ}]. The time ρ{∀n≥1,ηn<ρ} is a J+ predictable
stopping time. So, on the set {ρ{∀n≥1,ηn<ρ} <∞},
1 (u,ρ]\∪n≥1(u,ηn]  〈M(ι), α1 [u,ρ)〉
= ∆ρ{∀n≥1,ηn<ρ}〈M(ι), α1 [u,ρ)〉
= Eν [∆ρ{∀n≥1,ηn<ρ}M(ι)∆ρ{∀n≥1,ηn<ρ}(α1 [u,ρ))|Jρ{∀n≥1,ηn<ρ}−]
= Eν [1 {∀n≥1,ηn<ρ<∞}∆ρM(ι)∆ρ(α1 [u,ρ))|Jρ{∀n≥1,ηn<ρ}−]
= Eν [1 {∀n≥1,ηn<ρ<∞}∆ρM(ι)(−αρ−)|Jρ{∀n≥1,ηn<ρ}−]
= Eν [∆ρ{∀n≥1,ηn<ρ}M(ι)(−αρ{∀n≥1,ηn<ρ}−)|Jρ{∀n≥1,ηn<ρ}−]1 {ρ{∀n≥1,ηn<ρ}<∞}
= Eν [∆ρ{∀n≥1,ηn<ρ}M(ι)|Jρ{∀n≥1,ηn<ρ}−](−αρ{∀n≥1,ηn<ρ}−)1 {ρ{∀n≥1,ηn<ρ}<∞}
= 0 because ρ{∀n≥1,ηn<ρ} is predictable and M is a bounded martingale
We have actually
lim
n↑∞
1 (u,ηn(φ)]
1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ = 1 (u,ρ(φ)] 1
α(φ)−
 〈M(ι), α1 [u,ρ)〉 ◦ φ
The theorem is proved.
The following lemma will also be useful.
Lemma 4.9 Let u ≥ 0. Let λ be a J+-stopping time ≥ u. Let B be a Ju-measurable set. If for
any t ≥ u, there is a Jt-measurable non negative function lt such that, P-almost surely on ω
∫
πt,I/F (ω, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}
=
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}lt(ω, x),
for all bounded It-measurable function f . Then,
τu1 B ≥ λ1 B, αut 1 B1 {t<λ} = lim sup
t′∈Q+,t′↓t
lt′1 B1 {t<λ}, t ≥ u.
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Note that, if λ is a J stopping time, we can replace 1 {t≤λ} par 1 {t<λ} in the assumption.
Proof. We have(∫
πt,I/F (ω, dx) +
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)
)
f(x)1 B(ω, x)1 {t≤λ(ω,x)}
=
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}(lt(ω, x) + 1)
It follows that (noting that {t ≤ λ} ∈ Jt)(∫
πt,I/F (ω, dx) +
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)
)
f(x)1 B(ω, x)1 {t≤λ(ω,x)}hut (ω, x)
= 2
∫
πt,I/F (ω, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}
=
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}2lt(ω, x)
=
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)1 B(ω, x)1 {t≤λ(ω,x)}
2lt(ω,x)
lt(ω,x)+1
(lt(ω, x) + 1)
=
(∫
πt,I/F (ω, dx) +
∫
πu,I/F (ω, dx
′′)
∫
πu,I/I(x
′′, dx)
)
f(x)1 B(ω, x)1 {t≤λ(ω,x)}
2lt(ω,x)
lt(ω,x)+1
The above identity means
hut (ω, x)1 B(ω, x)1 {t≤λ(ω,x)} =
2lt(ω, x)
lt(ω, x) + 1
1 B(ω, x)1 {t≤λ(ω,x)} < 2.
This is enough to conclude the lemma.
4.3 Results based on the process βu
In this subsection we study the process βu. First of all, as µ[υu <∞] = 0, βu = 1
αu
1 [u,τu) under
µ.
Lemma 4.10 Fix u ≥ 0. Let ρ to be a J+-stopping time such that u ≤ ρ ≤ υu. We have, for
any J+-stopping time κ with u ≤ κ ≤ ρ, for any A ∈ Jκ+,
Eνu [1 A1 {κ<ρ}] = Eµ[1 A1 {κ<ρ}βuκ ]
Consequently, 1 [0,u) + β
u1 [u,ρ) is a (µ, J+) supermartingale.
This lemma can be proved in the same way we have proved Lemma 4.6.
Theorem 4.11 Let u ≥ 0. Let M be a positive (P,F) local martingale (assumed to be F◦+ adap-
ted). Then, Mβu(φ) is a (P,G) supermartingale on [u,∞). In particular, if, for a G stopping
time T ≥ u, βuT (φ) > 0 P-almost surely, M is a (P,G) semimartingale on (u, T ].
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Proof. By stopping M with F◦+ stopping time, we can assume that M is in class(D). We have,
for t > s > u, for A ∈ J ◦s+,
EP[1 A(φ)Mtβ
u(φ)t]
= EP[1 A(φ)Mtβ
u(φ)t1 {t<υu(φ)}] (see Lemma 4.5)
= Eµ[1 AM(ι)tβ
u
t 1 {t<υu}]
= Eνu [1 AM(ι)t1 {t<υu}]
≤ Eνu [1 AM(ι)t1 {s<υu}]
= Eνu [1 AM(ι)s1 {s<υu}] according to Lemma 4.4
= Eµ[1 AMs(ι)β
u
s 1 {s<υu}]
= EP[1 A(φ)Msβ
u(φ)s1 {s<υu(φ)}]
= EP[1 A(φ)Msβ
u(φ)s]
This means
EP[Mtβ
u(φ)t|G◦s+] ≤Msβu(φ)s
Notice that the above computation shows also that Mtβ
u(φ)t is P integrable. Applying Lemma
4.1, we prove the first part of the theorem.
To see the second part of the theorem, we need only to note that 1
βu(φ)
is a (P,G) semimartingale
on (u, T ] according to [8, Proposition 2.9].
5 The classical results
In this section, we work on a probability space (Ω,B,P) satisfying the topological assumption
(i.e. the existence of F◦ behind the filtration F) as it is described in the subsection 4.1.
One of the motivation to introduce the local solution method was to provide a unified inter-
pretation of the classical formulas. That is what is done in this section. We employ the same
notations as in the preceding section.
5.1 Jacod’s criterion
We consider a random variable ξ taking values in a polish space E. We consider the enlargement
of filtration given by
Gt = ∩s>t(Fs ∨ σ(ξ)), t ≥ 0
It is the so-called initial enlargement of filtration. In [17], the following assumption is introduced
Assumption 5.1 (A′) For any t ≥ 0, the conditional law of ξ given the σ-algebra Ft is abso-
lutely continuous with respect to the (unconditional) law λ of ξ
It is proved then (cf. [17, Lemme(1.8)]) that, if q = qt(x) = qt(ω, x) denotes the density
function of the conditional law of ξ given the σ-algebra Ft with respect to λ(dx), there exists
a jointly measurable version of q such that t → qt(ω, x) is càdlàg, and for every x, the map
(ω, t)→ qt(ω, x) is a (P,F) martingale.
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Theorem 5.2 ([17, Théorème(2.1)]) For every bounded F martingale M , it is a G special
semimartingale whose drift is given by the formula :
1
q−(ξ)
 (〈q(x),M〉P·F)∣∣
x=ξ
Let us see how the above formula can be obtained by the local solution method. We have
assumed the existence of F◦ behind the filtration F. Note that, if Assumption(A′) holds, since
F◦t ⊂ Ft, t ≥ 0, the same assumption holds with respect to the filtration F◦. Let p = pt(x) =
pt(ω, x) denote the density function of the conditional law of ξ given the F◦t with respect to
λ(dx). We also assume that qt(ω, x) is J+ adapted by Lemma 4.1.
Define the process I by It = ξ, ∀t ≥ 0 (I is a constant process taking values in the space
C(R+, E) of all continuous function on R+ taking value in E, equipped with the natural filtra-
tion). Define the filtration G◦ as in subsection 4.1. Then, the filtrations G and G◦ are related
in the way : Gt = G◦t+ ∨N , t ≥ 0, as in subsection 4.1.
Let u ≥ 0. We have clearly πu,I/I(y′′, dy) = δy′′(dy). For x ∈ E, denote by cx the constant
function at value x. The process I is written as I = cξ. For t ≥ u, for any bounded borel
function F on I, we have∫
πt,I/F (i, dy)F (y) = E[F (I)|F◦t ] = E[F (cξ)|F◦t ] =
∫
F (cx)pt(x)λ(dx)
Therefore, ∫
πt,I/F (i, dy)F (y)1 {pu(y0)>0}
=
∫
F (cx)1 {pu((cx)0)>0}pt(x)λ(dx)
=
∫
F (cx)
pt((cx)0)
pu((cx)0)
1 {pu((cx)0)>0}pu(x)λ(dx)
=
∫
πu,I/F (i, dy)F (y)
pt(y0)
pu(y0)
1 {pu(y0)>0}
=
∫
πu,I/F (i, dy
′′)
∫
πu,I/I(y
′′, dy)F (y) pt(y0)
pu(y0)
1 {pu(y0)>0}
By Lemma 4.9, we conclude that τu(ω, , y)1 {pu(ω,y0)>0} =∞1 {pu(ω,y0)>0} under (µ+ νu) and
αut (ω, y)1 {pu(ω,y0)>0} = 1 {pu(ω,y0)>0}
pt+(ω, y0)
pu(ω, y0)
, t ≥ u
From now on, let u = 0. By the first formula in Lemma 4.6, the measure 1 {p0(y0)>0}
pt+(y0)
p0(y0)
dν0
coincides with 1 {p0(ι,ζ0)>0}dµ on Jt+. By the second identity in the proof of Lemma 4.5, we can
write, for A ∈ F◦t , B ∈ It∫
1 A(ω)1 B(y)1 {p0(ω,y0)>0}
qt(ω,y0)
p0(ω,y0)
dν0(dω, dy)
= EP[1 A(i)
∫
π0,I/F (i, dy
′′)
∫
π0,I/I(y
′′, dy)1 B(y)1 {p0(i,y0)>0}
qt(i,y0)
p0(i,y0)
]
= EP[1 A(i)
∫
π0,I/F (i, dy)1 B(y)1 {p0(i,y0)>0}
qt(i,y0)
p0(i,y0)
]
= EP[1 A(i)
∫
1 B(cx)1 {p0(i,(cx)0)>0}
qt(i,(cx)0)
p0(i,(cx)0)
p0(i, x)λ(dx)]
= EP[1 A(i)
∫
1 B(cx)1 {p0(i,x)>0}qt(i, x)λ(dx)]
= EP[1 A(i)E[1 B(cξ)1 {p0(i,ξ)>0}|Ft]]
= EP[1 A(i)1 B(I)1 {p0(i,ξ)>0}]
= Eµ[1 A(ι)1 B(ζ)1 {p0(ι,ζ0)>0}]
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On the other hand, with the martingale property of q(x), we check that 1 {p0(ω,y0)>0}
qt(ω,y0)
p0(ω,y0)
, t ≥ 0,
is a (νu, J+) martingale. The above identity remains valid, if we replace t by t + ǫ, ǫ > 0, and
if we replace 1 A(ι)1 B(ζ) by a 1 C , C ∈ Jt+. Let then ǫ ↓ 0. We prove thus that the two
measures 1 {p0(y0)>0}
pt+(y0)
p0(y0)
dν0 and 1 {p0(y0)>0}
qt(y0)
p0(y0)
dν0 coincide all with 1 {p0(ι,ζ0)>0}dµ on Jt+.
Consequently 1 {p0(y0)>0}
pt+(y0)
p0(y0)
= 1 {p0(y0)>0}
qt(y0)
p0(y0)
ν0-almost surely.
Note that ρ =∞1 {p0(y0)>0} is a J+ stopping time with 0 ≤ ρ ≤ τ 0. Using the product structure of
the randommeasure π0,F/F (ω, dω
′)⊗π0,I/I(y, dy′), we check that 1 {p0(y0)>0} 1p0(y0)
(〈M(ι), q(x)〉P·F)
x=y0
is a version of 〈M(ι), α01 [0,ρ)〉ν0·J+ . As
E[1 {p0(ξ)=0}] = E[E[1 {p0(ξ)=0}|F◦0 ]] = E[
∫
1 {p0(x)=0}p0(x)λ(dx)] = 0
we have ρ(φ) =∞ P-almost surely.
Now Theorem 4.7 is applicable. We conclude that M∞−M0 is a (P,G) special semimartingale
whose drift is given by
1 (0,ρ(φ)]
1
α0−(φ)

(
〈M(ι), α01 [0,ρ)〉ν0·J+
)
◦ φ = 1
q−(ξ)
 (〈q(x),M〉P·F)∣∣
x=ξ
This proves Theorem 5.2.
5.2 Progressive enlargement of filtration
Consider a positive random variable t (assumed not identically null). We introduce the process
I = 1 (t,∞) ∈ Dg(R+,R)
where Dg(R+,R) is the space of all càglàd functions. We equip this space with the distance
d(x, y), x, y ∈ Dg(R+,R), as the Skorohod distance of x+, y+ in the space D(R+,R) of càdlàg
functions. Let G be the filtration of the σ-algebras
Gt = ∩s>t(F ∨ σ(Iu : u ≤ s)), t ≥ 0
It is the so-called progressive enlargement of filtration. In [22, Proposition(4.12)], it is proved :
Theorem 5.3 For all bounded (P,F) martingale M , the stopped process M t is a special (P,G)
semimartingale whose drift is given by
1 (0,t]
1
Z−
 (〈N,M〉P·F + BM)
where Z is the Azéma supermartingale E[t < t|Ft], t ≥ 0, N is the martingale part of Z, and
B
M is the (P,F) dual project of the jump process 1 {0<t}∆tM1 [t,∞).
We call the formula in this theorem the formula of progressive enlargement of filtration. Let us
look at how the above formula can be established with the local solution method. Firstly recall
that the existence of the filtration F◦ is assumed. Notice that this filtration plays only the role
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of an intermediary. We can choose suitable F◦ according to the situation. By Lemma 4.1, we
can assume that Z˜t = E[1 {t≤t}|Ft], t ≥ 0, is a borel function. We can then suppose that the
stopped process Z˜t is F◦t measurable.
Let I be the natural filtration on Dg(R+,R) generated by the coordinates. For x ∈ Dg(R+,R),
let ρ(x) = inf{s ≥ 0 : xs 6= x0}. We consider ρ as a function on Ω × D(R+,R) in identifying
ρ(x) with ρ(ζ(ω, x)).
Note that, for t ≥ 0, I t = 0 on {t ≤ t} so that
σ(Is : s ≤ t) ∩ {t ≥ t} = {∅,Ω} ∩ {t ≥ t}
We now compute αu for u = 0. For any bounded function f ∈ It, f(I)1 {t≤t} = f(0)1 {t≤t}.
Hence,∫
π0,I/I(I, dx)f(x)1 {t≤ρ(x)} = E[f(I)1 {t≤t}|σ(I0)]
= f(0)E[1 {t≤t}|σ(I0)] = f(0)P[t ≤ t] = f(0)P[t ≤ t](1− I0) =
∫
f(x)δ0(dx) P[t ≤ t](1− I0)
We have then ∫
π0,I/F (i, dx
′′)
∫
π0,I/I(x
′′, dx)f(x)1 {t≤ρ(x)}
=
∫
π0,I/F (i, dx
′′)f(0)P[t ≤ t](1− x′′0)
= f(0)P[t ≤ t]E[1− I0|F◦0 ]
= f(0)P[t ≤ t]
As for πt,I/F , note that, by supermartingale property, if Z0 = 0, Zt = 0. Hence, we have∫
πt,I/F (i, dx)f(x)1 {t≤ρ(x)}
= E[f(I)1 {t≤t}|F◦t ]
= f(0)E[1 {t≤t}|F◦t ]
= f(0)Z˜t
= Z˜t
P[t≤t]f(0)P[t < t]
=
∫
π0,I/F (i, dx
′′)
∫
π0,I/I(x
′′, dx)f(x)1 {t≤ρ(x)} Z˜tP[t≤t]
By Lemma 4.9, we conclude that τ 0 ≥ ρ under (µ+ ν0) and
α0t (ω, x)1 {t<ρ(x)} = lim
s↓t
Z˜s
P[s ≤ t]1 {t<ρ(x)} =
Zt
P[t < t]
1 {t<ρ(x)}, t ≥ 0,
according to [22, p.63].
We now compute 〈M(ι), α01 [0,ρ)〉ν0·J+. We recall that M and Z are (ν0, J+) semimartingales.
Let t0 = inf{s : P[s < t] = 0}. Then,∫
π0,I/I(I, dx)1 {t0<ρ(x)} = E[1 {t0<t}|σ(I0)] = P[t0 < t] = 0
We conclude that, under ν0, the process vt =
1
P[t<t]
1 {t<ρ(x)} is well-defined J+ adapted with
finite variation. By integration by parts formula, we write
d(Ztvt) = vt−dZt + Zt−dvt + d[Z, v]t
Therefore,
d[M(ι), Zv]t = vt−d[M(ι), Z]t + Zt−d[M(ι), v]t + d[M(ι), [Z, v]]t
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We deal successively the three terms at the right hand side of the above identity. Let 0 ≤ s < t.
Let A ∈ F◦s and B ∈ Is. In the following computation we will consider the functions on Ω
and respectively on D(R+,R) as functions on the product space Ω× D(R+,R). We give up the
notations such as ι or ζ . We will not denote all ω and x. Begin with the last term.
Eν0 [1 A1 B ([M, [Z, v]]t − [M, [Z, v]]s)]
= E[
∫
π0,I/I(I, dx)
∫
π0,F/F (i, dω)1 A1 B ([M, [Z, v]]t − [M, [Z, v]]s)]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∑
s<u≤t∆uM∆uZ∆uv]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∫ t
s
∆uvd[M,Z]u]
= E[
∫
π0,F/F (i, dω)1 A
∫ t
s
d[M,Z]u
∫
π0,I/I(I, dx)1 B∆uv]
Look at the integral
∫
π0,I/I(I, dx)1 B∆uv (noting the t ≥ u > s ≥ 0).
∫
π0,I/I(I, dx)1 B∆uv = E[1 B(I)
(
1
P[u<t]
1 u<t − 1P[u≤t]1 u≤t
)
|σ(I0)]
= E[1 B(0)
(
1
P[u<t]
1 u<t − 1P[u≤t]1 u≤t
)
|σ(I0)]
= 1 B(0)E[
1
P[u<t]
1 u<t − 1P[u≤t]1 u≤t|σ(I0)]
= 1 B(0)E[
1
P[u<t]
1 u<t − 1P[u≤t]1 u≤t]
= 0
Consequently
Eν0 [1 A1 B ([M, [Z, v]]t − [M(ι), [Z, v]]s)] = 0.
Consider the second term.
Eν0 [1 A1 B
∫ t
s
Zu−d[M, v]u]
= E[
∫
π0,I/I(I, dx)
∫
π0,F/F (i, dω)1 A1 B
∫ t
s
Zu−d[M, v]u]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∑
s<u≤t Zu−∆uv∆uM ]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∫ t
s
Zu−∆uvdMu]
because under π0,F/F (i, dω) v is a deterministic process
= 0 because M is martingale under π0,F/F (i, dω)
Consider the first term
Eν0 [1 A1 B
∫ t
s
vu−d[M,Z]u]
= E[
∫
π0,I/I(I, dx)
∫
π0,F/F (i, dω)1 A1 B
∫ t
s
vu−d[M,Z]u]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∫ t
s
vu−d[M,Z]u]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∫ t
s
vu−d〈M,Z〉P·Fu ]
because under π0,F/F (i, dω) v is a deterministic process
while M and Z has a same behavior as under (P,F)
Combining these three terms, we obtain
Eν0 [1 A1 B
∫ t
s
d[M,Zv]u]
= E[
∫
π0,I/I(I, dx)1 B
∫
π0,F/F (i, dω)1 A
∫ t
s
vu−d〈M,Z〉P·Fu ]
= Eν0 [1 A1 B
∫ t
s
vu−d〈M,N〉P·Fu ]
By a usual limit argument, we conclude from this identity that
〈M,Zv〉ν0·J+ = v−  〈M,N〉P·F
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We can then compute
d〈M,α01 [0,ρ)〉ν
0·J+
t = d〈M,Zv〉ν
0·J+
t
= vt−d〈M,N〉P·Ft
= 1
P[t≤t]1 {t≤ρ}d〈M,N〉P·Ft
= Zt−
P[t≤t]1 {t≤ρ}
1
Zt−
d〈M,N〉P·Fu
= α0t−
1
Zt−
d〈M,N〉P·Fu
and we obtain
1 (0,ρ(φ)]
1
α0−(φ)

(
〈M(ι), α01 [0,ρ)〉ν0·J+
)
◦ φ = 1 (0,t] 1
Z−
 〈M,N〉P·F
Theorem 4.7 is applicable. 1 (0,ρ(φ)]  M is then the sum of a (P,G) local martingale and the
following process
1 (0,ρ(φ)]
1
α0−(φ)

(
〈M(ι), α01 [0,ρ)〉ν0·J+
)
◦ φ+ 1 {0<ρ(φ)}∆ρ(φ)M1 [ρ(φ),∞)
= 1 (0,t]
1
Z−
 〈M,N〉P·F + 1 {0<t}∆tM1 [t,∞)
This being done, to obtain the drift of M in G, we need only to compute the (P,G) dual
projection of the process
1 {0<ρ(φ)}∆ρ(φ)M1 [ρ(φ),∞) = 1 {0<t}∆tM1 [t,∞)
which is given by 1 (0,t]
1
Z−
 B
M , according to [20, Lemme 4.]. Theorem 5.3 is proved.
5.3 Honest time
We consider the same situation as in the subsection 5.2. But we assume in addition that t is a
honest time (see [22, Proposition (5.1)]). This means that there exists an increasing F adapted
left continuous process A such that At ≤ t ∧ t and t = At on {t < t}. Let ω ∈ {t ≤ t}. Then,
for any ǫ > 0, ω ∈ {t < t + ǫ}. So, t(ω) = At+ǫ(ω). Let ǫ ↓ 0. We see that t(ω) = At+(ω). In
fact, we can take
At = sup{0 ≤ s < t : Z˜s = 1}, t > 0,
where Z˜ = P·F−o(1 [0,t]).
We will now establish the formula of enlargement of filtration for honest time, using the local
solution method. As in subsection 5.2, we assume that A and Z˜ are F◦ adapted. The formula
before t has already been proved in Theorem 5.3. Let us consider the formula after t.
Fix u > 0. For t ≥ u,
σ(Is : s ≤ t) ∩ {t < t} = σ({t < s} : s ≤ t) ∩ {t < t} = σ(t) ∩ {t < t}
So, for any bounded function f ∈ It,∫
πu,I/I(I, dx)f(x)1 {ρ(x)<u} = E[f(I)1 {t<u}|σ(Is : s ≤ u)]
= E[f(Iu)1 {t<u}|σ(Is : s ≤ u)]
= f(Iu)1 {t<u} = f(I)1 {ρ(I)<u}
=
∫
f(x)1 {ρ(x)<u}δI(dx)
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As for πt,I/F , we have ∫
πt,I/F (I, dx)f(x)1 {ρ(x)<u} = E[f(I)1 {t<u}|F◦t ]
= E[f(1 [t,∞))1 {t<u}|F◦t ]
= E[f(1 [Au,∞))1 {t<u}|F◦t ]
= f(1 [Au,∞))E[1 {t<u}|F◦t ]
Let mut = E[1 {t<u}|F◦t ], t ≥ u. We continue∫
πt,I/F (I, dx)f(x)1 {ρ(x)<u}1 {muu>0}
= f(1 [Au,∞))m
u
t 1 {muu>0}
= f(1 [Au,∞))
mut
muu
1 {muu>0}m
u
u
=
∫
πu,I/F (I, dx)f(x)
mut
muu
1 {muu>0}1 {ρ(x)<u}
=
∫
πu,I/F (I, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)m
u
t
muu
1 {muu>0}1 {ρ(x)<u}
By Lemma 4.9, we conclude that τu1 {ρ<u}1 {muu>0} =∞1 {ρ<u}1 {muu>0} under (µ+ νu) and
αut (ω, x)1 {muu(ω)>0}1 {ρ(x)<u} =
mut+(ω)
muu(ω)
1 {muu(ω)>0}1 {ρ(x)<u}, t ≥ u
It is straightforward to compute 1 {muu(ι)>0}1 {ρ<u}1 (u,∞)  〈M(ι), αu〉ν
u·J+ which is given by
1 {muu(ι)>0}1 {ρ<u}1 (u,∞)  〈M(ι), αu〉ν
u·J+ = 1 {ρ<u}
1
muu(ι)
1 {muu(ι)>0}1 (u,∞)  〈M,mu+〉P·F(ι)
Let us compute 〈M,mu+〉P·F. We begin with mu+. It is a bounded (P,F) martingale. For t ≥ u,
mut+ = E[1 {t<u}|Ft]
= E[1 {t<u}1 {t≤t}|Ft]
= E[1 {At+<u}1 {t≤t}|Ft]
= 1 {At+<u}E[1 {t≤t}|Ft]
= 1 {At+<u}(1− Zt)
or
= E[1 {t<u}1 {t<t}|Ft]
= E[1 {At<u}1 {t<t}|Ft]
= 1 {At<u}E[1 {t<t}|Ft]
= 1 {At<u}(1− Z˜t)
Note that, if t ∈ {Z˜ = 1}, At+ǫ ≥ t for any ǫ > 0 so that At+ ≥ t. But At ≤ t so that At+ = t.
Let Tu = inf{s ≥ u : As+ ≥ u}. On the set {Au+ = u}, Tu = u. On the set {Au+ < u},
Tu = inf{s ≥ u : s ∈ {Z˜ = 1}}, where we have At = Au for u < t < Tu, and ATu+ = Tu > u if
Tu < ∞. Note that, according to [Jeulin Lemme(4.3)] {Z˜ = 1} is a closed set. It follows that
Tu ∈ {Z˜ = 1} whenever Tu <∞. Therefore, on the set {Tu <∞},
1− ZTu = Z˜Tu − ZTu = P·F−o(1 [t])Tn = E[1 {t=Tu}|FTu ]
Set wut = 1 {At+<u} = 1 {t<Tu} (For the last equality, it is evident if t < u. It is already explained
for t = u. For t > u, the condition At+ < u is equivalent to say Au+ < u and At+ǫ < u
for some ǫ > 0, which implies Tu ≥ t + ǫ. Inversely, if Tu > t, we will have Au+ < u so
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that (u − ǫ, u] ∩ {Z˜ = 1} = ∅ for some ǫ > 0, because {Z˜ = 1} is a closed set. This means
At+ ≤ u− ǫ.). We compute for t > u
d(wu(1− Z))t = −wut−dZt − (1− ZTu−)1 {Tu≤t} +∆TuZ1 {Tu≤t} = −wut−dZt − (1− ZTu)1 {Tu≤t}.
Consequently
d[M,mu+]t = −wut−d[M,Z]t −∆TuM(1 − ZTu−)1 {Tu≤t} +∆TuM∆TuZ1 {Tu≤t}
= −wut−d[M,Z]t −∆TuM(1 − ZTu)1 {Tu≤t}
Let v denote the (P,F) predictable dual projection of the increasing process∆TuM(1−ZTu)1 {u<Tu≤t}, t >
u. Let A˜t (resp. At) denotes the (P,F) optional (resp. predictable) dual projection of 1 {0<t}1 [t,∞).
For any bounded F predictable process H , we have
E[
∫∞
u
Hudvu] = E[HTu∆TuM(1− ZTu)1 {u<Tu<∞}]
= E[HTu∆TuME[1 {t=Tu}|FTu]1 {u<Tu<∞}]
= E[E[HTu∆TuM1 {t=Tu}|FTu]1 {u<Tu<∞}]
= E[E[Ht∆tM1 {t=Tu}|FTu ]1 {u<Tu<∞}]
= E[Ht∆tM1 {t=Tu}1 {u<Tu<∞}]
= E[Ht∆tM1 {t=Tu}1 {u<t<∞}]
= E[Ht∆tM1 {t≤Tu}1 {u<t<∞}]
because Tu ∈ {Z˜ = 1} and t is the last instant of the set {Z˜ = 1}
= E[
∫∞
0
Hs∆sM1 (u,Tu](s)d(1 [t,∞))s]
= E[
∫∞
0
Hs∆sM1 (u,Tu](s)dA˜
t
s]
= E[
∫∞
0
Hs∆sM1 (u,Tu](s)d(A˜
t − At)s]
because M is a bounded martingale and At is predictable
= E[
∫ Tu
u
Hsd[M, A˜
t − At]s]
= E[
∫ Tu
u
Hsd〈M, A˜t − At〉P·Fs ]
Putting these results together, we can write
1 {muu(ι)>0}1 {ρ(x)<u}1 (u,τu]
1
αu−
 〈M(ι), αu〉νu·J+
= 1 {ρ(x)<u}
(
1 (u,∞)
muu
mu−
1
muu
1 {muu>0}  〈M,mu+〉P·F
)
(ι)
= 1 {ρ(x)<u}
(
1 (u,∞)1 {muu>0}
1
mu−
 〈M,mu+〉P·F
)
(ι)
= 1 {ρ(x)<u}
(
1 (u,∞)1 {muu>0}
1
mu−
 (−1 (u,Tu]  〈M,N〉P·F − 1 (u,Tu]  〈M, A˜t −At〉P·F)
)
(ι)
= −1 {ρ(x)<u}
(
1 (u,∞)1 {muu>0}1 (u,Tu]
1
mu−
 (〈M,N〉P·F + 〈M, A˜t − At〉P·F)
)
(ι)
= −1 {ρ(x)<u}
(
1 {muu>0}1 (u,Tu]
1
1−Z−  (〈M,N〉P·F + 〈M, A˜t − At〉P·F)
)
(ι)
Pull this identity back to Ω, we have
1 {muu>0}1 {ρ(φ)<u}1 (u,τu(φ)]
1
αu−(φ)
 〈M(ι), αu〉νu·J+(φ)
= −1 {t<u}1 {muu>0}1 (u,Tu] 11−Z−  (〈M,N〉P·F + 〈M, A˜t −At〉P·F)
= −1 {t<u}1 {1−Z˜u>0}1 (u,Tu] 11−Z−  (〈M,N〉P·F + 〈M, A˜t − At〉P·F)
= −1 {t<u}1 (u,∞) 11−Z−  (〈M,N〉P·F + 〈M, A˜t −At〉P·F)
because on the set {t < u}, 1− Z˜u > 0 and Tu =∞.
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Now we can apply Theorem 4.7, according to which (noting that, according to [22, Lemme(4.3)
ii) and p.63], 1 − Z− > 0 on (t,∞)) 1 {ρ(φ)<u}1 {muu>0}1 (u,τu(φ)] M is the sum of a (P,G) local
martingale and the following process with finite variation :
1 {ρ(φ)<u}1 {muu>0}
(
1 (u,τu(φ)]
1
αu−(φ)

(〈M(ι), αu〉νu·J+) ◦ φ+ 1 {u<τu(φ)}∆τu(φ)M1 [τu(φ),∞)
)
In particular, noting that, on the set {muu > 0, ρ(φ) < u} = {t < u}, τ(φ) =∞ so that
1 {0<τu(φ)}∆τu(φ)M1 [τu(φ),∞) = 0,
the above formula implies that 1 {t<u}1 (u,∞) M is a (P,G) special semimartingale whose drift
is given by
1 {t<u}1 (u,∞)
1
αu−(φ)

(〈M(ι), αu〉νu·J+)◦φ = −1 {t<u}1 (u,∞) 1
1− Z−  (〈M,N〉
P·F+ 〈M, A˜t−At〉P·F)
For u ∈ Q∗+, set Bu = {t < u} ∩ (u,∞). The Bu are G predictable left intervals. For every
u ∈ Q∗+, 1 Bu M is a (P,G) special semimartingale with the above given drift. The first and
the second conditions in Assumption 3.1 are satisfied.
The random measure generated by the above drifts on ∪u∈Q∗+Bu = (t,∞) is
−1 (t,∞) 1
1− Z−  (〈M,N〉
P·F + 〈M, A˜t −At〉P·F)
Knowing the P·F−p(1 (t,∞)) = (1 − Z−), it can be checked that this random measure has a
distribution function. Lemma 3.3 is applicable. It yields that 1 (t,∞)  M = 1 ∪u∈Q∗
+
Bu  M is a
(P,G) special semimartingale with the drift
−1 (t,∞) 1
1− Z−  (〈M,N〉
P·F + 〈M, A˜t −At〉P·F)
We have thus proved the formula of enlargement of filtration for the honest time t (see [22,
Théorème(5.10), Lemme(5.17)]).
Theorem 5.4 Let G be the progressive enlargement of F with a honest time t. For all bounded
(P,F) martingale M , it is a special (P,G) semimartingale whose drift is given by
1 (0,t]
1
Z−
 (〈N,M〉P·F + BM)− 1 (t,∞) 1
1− Z−  (〈M,N〉
P·F + 〈M, A˜t − At〉P·F)
5.4 Girsanov theorem and the formula of enlargement of filtration
We have proved the classical formulas with the local solution method. Compared with the initial
proofs of the classical formulas, the local solution method is made on a product space which
bear more structure and provides some interesting details, especially when we compute αu and
〈M(ι), αu1 [u,ρ)〉νu·J+ .
The local solution method shows another interesting point : the Girsanov’s theorem in the
enlargement of filtration. When one look at the classical examples of enlargement of filtration,
28
one notes immediately some resemblance between the enlargement of filtration formula and
the Girsanov theorem formula. It was a question at what extend these two themes are related.
Clearly, Jacod’s criterion is an assumption of type of Girsanov theorem. As for the progressive
enlargement of filtration, [47] gives a proof of the formula using Girsanov theorem in a frame-
work of Föllmer’s measure. However, the use of Föllmer’s measure makes that interpretation
in [47] inadequate to explain the phenomenon in the other examples such as the case of honest
time. In fact, not all examples of enlargement of filtration give a formula of type of Girsanov
theorem (see Section 8). However, locally, if we can compute the function αu as in Section 4.9,
we will have a formula on the interval (u, τu(φ)] which is of type of Girsanov theorem, because
Theorem 4.7 is a generalized Girsanov theorem (cf. [27, 47]). The local computation of αu is
possible in the case a honest time as it is shown in subsection 5.4. That is also the case in most
of the classical examples.
6 A different proof of [22, Théorème(3.26)]
Théorème(3.26) in [22] is a result on initial enlargement of filtration. It is interesting to note
that this result was considered as an example where general methodology did not apply. We
will give a proof using the local solution method.
Let Ω be the space C0(R+,R) of all continuous real functions on R+ null at zero. The space Ω
is equipped with the Wiener measure P. Let X be the identity function on Ω, which is therefore
a linear brownian motion issued from the origin. Set Ut = sups≤tXs. Let F
◦ be the natural
filtration of X. Define the process I by It = U, ∀t ≥ 0 (I is a constant process taking values in
the space Ω). Define the filtration G◦ as in Subsection 4.1, as well as the filtrations F and G.
For z ∈ Ω, denote by zt its coordinate at t ≥ 0 and by s(z) the function supv≤t zv, t ≥ 0.
Let ρu(z) = inf{s ≥ u : ss(z) > su(z)}. Let Tu = ρu(U) (ρu is considered as a map without
randomness, while Tu is a random variable). For x ∈ C(R+,Ω), xt denotes the coordinate of x
at t. Let l is the identity function on R+.
Theorem 6.1 [22, Théorème(3.26)] Let M be a (P,F) martingale. Then, M is a G semimar-
tingale, if and only if the
∫ t
0
1
Us−Xs |d〈M,X〉P·Fs | < ∞ for all t > 0. In this case, the drift of M
is given by
− 1
U −X
(
1− (U −X)
2
T− l
)
 〈M,X〉P·F
We use the notation cξ introduced in subsection 5.1. Note that I = cU and hence σ(I)∞ =
σ(U) = σ(I)0. We have πu,I/I(x
′′, dx) = 1 {x′′∈E}δx′′(dx). To compute πt,I/F we introduce B to
be the process Bt = XTu+t −XTu for t ≥ 0. We have the decomposition, t ≥ 0,
Ut = Ut1 {t<Tu}+Ut−Tu+Tu1 {Tu≤t} = U
u
t 1 {t<Tu}+(st−Tu(B)+Uu)1 {Tu≤t} = U
u
t +st−Tu(B)1 {Tu≤t}
This yields
σ(U) = σ(Uu,Tu, s(B))
We note that s(B) is independent of FTu . Therefore, for any bounded borel function f on
C(R+,Ω), there exists a suitable borel function G such that
EP[f(cU)|FTu] = G(Uu,Tu)
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Now we can compute the function hut for t ≥ u.∫
πt,I/F (X, dx)f(x)1 t≤ρu(x0)
= EP[f(I)1 t≤Tu |F◦t ]
= EP[f(cU)1 t≤Tu |F◦t ]
= EP[EP[f(cU)|FTu]1 t≤Tu |F◦t ]
= EP[G(U
u,Tu)1 t≤Tu |F◦t ]
= EP[G(U
u, TUu ◦ θt + t)1 t≤Tu |F◦t ]
where θ is the usual translation operator and Ta = inf{s ≥ 0 : Xs = a}
=
∫∞
0
G(Uu, v + t) 1√
2π
(Uu−Xt)√
v3
e−
(Uu−Xt)
2
2v dv1 t≤Tu
see [24, p.80] for the density function of Ta
=
∫∞
0
G(Uu, v + t) 1√
2π
(Ut−Xt)√
v
3 e
− (Ut−Xt)2
2v dv1 t≤Tu
=
∫∞
t
G(Uu, s) 1√
2π
(Ut−Xt)√
s−t3 e
− (Ut−Xt)2
2(s−t) ds1 t≤Tu
and, for a positive borel function g on R+,∫
πu,I/F (X, dx)f(x)g(ρu(x0))
= EP[f(I)g(Tu)|F◦u]
= EP[f(cU)g(Tu)|F◦u]
= EP[G(U
u,Tu)g(Tu)|F◦u ]
= EP[G(U
u, TUu ◦ θu + u)g(TUu ◦ θu + u)|F◦u]
=
∫∞
0
G(Uu, v + u)g(v + u) 1√
2π
(Uu−Xu)√
v3
e−
(Uu−Xu)
2
2v dv
=
∫∞
u
G(Uu, s)g(s) 1√
2π
(Uu−Xu)√
s−u3 e
− (Uu−Xu)2
2(s−u) ds
Set
Ψ(y, a) =
1√
2π
y√
a
3 e
− y2
2a , y > 0, a > 0
The above two identities yields∫
πt,I/F (X, dx)f(x)1 t≤ρu(x0)
=
∫∞
t
G(Uu, s)Ψ(Ut −Xt, s− t)ds1 t≤Tu
=
∫∞
u
G(Uu, s)1 t≤sΨ(Ut −Xt, s− t)ds1 t≤Tu
=
∫∞
u
G(Uu, s)1 t≤s
Ψ(Ut−Xt,s−t)
Ψ(Uu−Xu,s−u)
1√
2π
(Uu−Xu)√
s−u3 e
− (Uu−Xu)2
2(s−u) ds1 t≤Tu
=
∫
πu,I/F (X, dx)f(x)1 t≤ρu(x0)
Ψ(Ut−Xt,ρu(x0)−t)
Ψ(Uu−Xu,ρu(x0)−u)1 t≤Tu
=
∫
πu,I/F (X, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)1 t≤ρu(x0)
Ψ(Ut−Xt,ρu(x0)−t)
Ψ(Uu−Xu,ρu(x0)−u)1 t≤Tu
Let us identify X(ι) with X. According to Lemma 4.9, τu ≥ ρu(x0) and
αut 1 {t<ρu(x0)} =
Ψ(Ut −Xt, ρu(x0)− t)
Ψ(Uu −Xu, ρu(x0)− u)1 {t<Tu}1 {t<ρu(x0)}
Under the probability νu, X is a J+ brownian motion. Note that ρu(x0) is in J0 and Tu is a
stopping time in a brownian filtration. So, ρu(x0) ∧ Tu is a J+ predictable stopping time. The
martingale part of αu on (u, ρu(x0) ∧ Tu) is then given by
− 1
Ψ(Uu−Xu,ρu(x0)−u)
∂
∂y
Ψ(Ut −Xt, ρu(x0)− t)dXt
= − 1
Ψ(Uu−Xu,ρu(x0)−u)Ψ(Ut −Xt, ρu(x0)− t) 1Ut−Xt (1−
(Ut−Xt)2
ρu(x0)−t )dXt
= −αut 1Ut−Xt (1−
(Ut−Xt)2
ρu(x0)−t )dXt
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The continuity of the processes makes that the J+ predictable bracket between M and X under
νu is the same as that in (P,F). Theorem 4.7 is applicable. Hence, 1 (u,Tu] M is a (P,G) special
semimartingale with drift given by
−1 (u,Tu]
1
U −X (1−
(U −X)2
Tu − l )  〈M,X〉
Note that the above random measure has a distribution function, according to the argument
in [22, p.54]. Note also that we can replace (U−X)
2
Tu−l by
(U−X)2
T·−l in the above formula, because for
t ∈ (u,Tu], Tu = Tt.
Now we consider the random left intervals Bu = (u,Tu] for u ∈ Q+. The drift of 1 (u,Tu] M gene-
rate a random measure dχ∪ on ∪u∈Q+(u,Tu], which is clearly diffuse. Note that ∪u∈Q+(u,Tu] \
{U > x} is a countable set. Hence
dχ∪t = 1 {Ut>Xt}
1
Ut −Xt (1−
(Ut −Xt)2
Tt − t )d〈M,X〉t
According to Lemma 3.3, if dχ∪ has a distribution function, 1 ∪u∈Q+(u,Tu] M is a (P,G) special
semimartingale whose drift is the distribution function of dχ∪. We note that the set ∪u∈Q+(u,Tu]
is a F predictable set so that the stochastic integral 1 ∪u∈Q+(u,Tu] M in (P,G) is the same as
that in (P,F). But then, since 1 (∪u∈Q+(u,Tu])c  〈X,X〉 = 1 {U−X=0}  〈X,X〉 = 0 (recalling Levy’s
theorem that U − X is the absolute value of a brownian motion), 1 (∪u∈Q+(u,Tu])c  M = 0
according to the predictable representation theorem under Wiener measure. This means that
M (= 1 ∪u∈Q+(u,Tu]  M) itself is a (P,G) special semimartingale with drift the distribution
function of dχ∪.
Inversely, if M is a (P,G) special semimartingale, clearly dχ∪ has a distribution function.
To achieve the proof of Theorem 6.1, we note that, according to [22, Lemme(3.22)] dχ∪ has a
distribution function if and only if
∫ t
0
1
Us−Xs
∣∣d〈M,X〉P·Fs ∣∣ < ∞, t ≥ 0. We recall that X does
not satisfy that condition.
7 A last passage time in [18]
The computation of αu is based on absolute continuity of πt,I/F with respect to
∫
πu,I/F (ω, dx
′′)πu,I/I(x′′, dx).
The random time studied in this section is borrowed from [18] proposed by Emery. We will
compute its αu. This computation will show a good example how the reference measure can be
random and singular.
7.1 The problem setting
Let W be a brownian motion. Let ξ = sup{0 ≤ t ≤ 1 : W1 − 2Wt = 0}. We consider the
progressive enlargement of filtration with the random time ξ. According to [18], the Azéma
supermartingale of ξ is given by
P[t < ξ|Ft] = 1− h( |Wt|√
1− t)
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where h(y) =
√
2
π
∫ y
0
s2e−
s2
2 ds. This will give the formula of enlargement of filtration on the
random interval [0, ξ] as it is shown in Theorem 5.3. So, we consider here only the enlargement
of filtration formula on the time interval (ξ,∞). We consider this problem for W .
7.2 Computing τu, αu for 0 ≤ u < 1
We assume that F◦ is the natural filtration of W . We introduce I = 1 [ξ,∞) ∈ D(R+,R). Let I
be the natural filtration on D(R+,R). For x ∈ D(R+,R), let ρ(x) = inf{s ≥ 0 : xs = 1}. In the
following computations, we will write explicitly variable x ∈ D(R+,R), but omit writing ω. We
will not write the variables of the functions αu, τu.
Fix 0 ≤ u < 1. For u ≤ t < 1, for any bounded function f ∈ It,∫
πt,I/I(I, dx)f(x)1 {ρ(x)≤t} = f(I)1 {ξ≤t} =
∫
f(x)1 {ρ(x)≤t}δI(dx)
Also, ∫
πt,I/F (W, dx)f(x)1 {ρ(x)≤u} = E[f(I)1 {ξ≤u}|F◦t ] = E[f(1 [ξ,∞))1 {ξ≤u}|F◦t ]
Let us compute the conditional law of ξ given F◦t . It will be based on the following relation :
for 0 ≤ a ≤ u,
{ξ < a} = {infa≤s≤1Ws > W12 > 0} ∪ {supa≤s≤1Ws < W12 < 0}
We introduce some notations :
κ
(t)
a = infa≤s≤tWs
θ
(t)
a = supa≤s≤tWs
gt(c, b) = 1 {c<b}1 {0<b}
2(2b−c)√
2πt
3 exp{− (2b−c)22t }
ht(e, d, b) =
∫ d
e
gt(c, b)dc =
∫ b∧d
e
1 {0<b}
2(2b−c)√
2πt
3 exp{− (2b−c)22t }dc
kt(z, y) =
∫ z
y
gt(y, b)db =
∫ z
y
2(2b−y)√
2πt
3 exp{− (2b−y)22t }1 {0<b}db
Γ1−t = supt≤s<1(−(Ws −Wt))
Υ1−t = supt≤s<1(Ws −Wt)
Now we compute
infa≤s≤1Ws = infa≤s≤tWs ∧ inft≤s≤1Ws = infa≤s≤tWs ∧ (Wt + inft≤s≤1(Ws −Wt))
= infa≤s≤tWs ∧ (Wt − supt≤s≤1(−(Ws −Wt))) = κ(t)a ∧ (Wt − Γ1−t)
and similarly
sup
a≤s≤1
Ws = sup
a≤s≤t
Ws ∨ sup
t≤s≤1
Ws = sup
a≤s≤t
Ws ∨ (Wt + sup
t≤s≤1
(Ws −Wt)) = θ(t)a ∨ (Wt +Υ1−t)
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Hence,
E[1 {ξ<a}|F◦t ]
= P[κ
(t)
a ∧ (Wt − Γ1−t) > W1−Wt+Wt2 > 0|F◦t ]
+P[θ
(t)
a ∨ (Wt +Υ1−t) < W1−Wt+Wt2 < 0|F◦t ]
= P[κ
(t)
a ∧ (Wt − Γ1−t) > −(−(W1−Wt))+Wt2 > 0|F◦t ]
+P[θ
(t)
a ∨ (Wt +Υ1−t) < W1−Wt+Wt2 < 0|F◦t ]
=
∫∞
−∞ dc
∫∞
0
db g1−t(c, b)
[
1 {κ(t)a ∧(Wt−b)>−c+Wt2 >0}
+ 1 {θ(t)a ∨(Wt+b)< c+Wt2 <0}
]
cf. [24, Proposition 8.1]
=
∫∞
−∞ dc
∫∞
0
db g1−t(c, b)
[
1 {Wt−2κ(t)a ∧(Wt−b)<c<Wt} + 1 {−Wt+2θ(t)a ∨(Wt+b)<c<−Wt}
]
=
∫∞
0
db h1−t(Wt − 2κ(t)a ∧ (Wt − b),Wt, b) +
∫∞
0
db h1−t(2θ
(t)
a ∨ (Wt + b)−Wt,−Wt, b)
(Here the operation ∧ is prior to the multiplication.) Note that the last expression is a conti-
nuous function in a. It is also equal to E[1 {ξ≤a}|F◦t ]. 1− t > 0 being fixed, we can compute the
differential with respect to a ≤ u under the integral. Note also
∂
∂e
h1−t(e, d, b) = 0, ∀e > b ∧ d
We have
daE[1 {ξ≤a}|F◦t ]
=
∫∞
0
g1−t(Wt − 2κ(t)a ∧ (Wt − b), b)1 {Wt−2κ(t)a ∧(Wt−b)≤b∧Wt}1 {κ(t)a ≤Wt−b}db 2daκ
(t)
a
+
∫∞
0
g1−t(2θ
(t)
a ∨ (Wt + b)−Wt, b)1 {2θ(t)a ∨(Wt+b)−Wt≤b∧(−Wt)}1 {b+Wt≤θ(t)a }db 2(−daθ
(t)
a )
= 1 {κ(t)a ≥0}
∫Wt−κ(t)a
Wt−2κ(t)a g1−t(Wt − 2κ
(t)
a , b)db 2daκ
(t)
a
+1 {θ(t)a ≤0}
∫ θ(t)a −Wt
2θ
(t)
a −Wt g1−t(2θ
(t)
a −Wt, b)db 2(−daθ(t)a )
= 1 {κ(t)a ≥0}k1−t(Wt − κ
(t)
a ,Wt − 2κ(t)a ) 2daκ(t)a
+1 {θ(t)a ≤0}k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt)db 2(−daθ(t)a )
This yields
E[f(1 [ξ,∞))1 {ξ≤u}|F◦t ]
=
∫ u
0
f(1 [a,∞))1 {κ(t)a ≥0}k1−t(Wt − κ
(t)
a ,Wt − 2κ(t)a ) 2daκ(t)a
+
∫ u
0
f(1 [a,∞))1 {θ(t)a ≤0}k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 2(−daθ(t)a )
For a < u ≤ t < 1,
κ
(t)
a = infa≤s≤tWs = κ
(u)
a ∧ κ(t)u , θ(t)a = supa≤s≤tWs = θ(u)a ∨ θ(t)u
So,
1 {a≤u}daκ
(t)
a = 1 {a≤u}1 {κ(u)a ≤κ(t)u }daκ
(u)
a , 1 {a≤u}daθ
(t)
a = 1 {a≤u}1 {θ(u)a ≥θ(t)u }daθ
(u)
a
Notice also
daκ
(u)
a = 1 {Wa=κ(u)a }daκ
(u)
a , daθ
(u)
a = 1 {Wa=θ(u)a }daθ
(u)
a
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Let v ∈ [u, 1). We continue the computation for u ≤ t :∫
πt,I/F (W, dx)f(x)1 {ρ(x)≤u}1 {t≤v} = E[f(1 [ξ,∞))1 {ξ≤u}1 {t≤v}|F◦t ]
=
∫ u
0
f(1 [a,∞))1 {κ(t)a ≥0}k1−t(Wt − κ
(t)
a ,Wt − 2κ(t)a ) 2daκ(t)a 1 {t≤v}
+
∫ u
0
f(1 [a,∞))1 {θ(t)a ≤0}k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 2(−daθ(t)a )1 {t≤v}
=
∫ u
0
f(1 [a,∞))k1−t(Wt − κ(t)a ,Wt − 2κ(t)a )1 {κ(t)a ≥0,κ(u)a ≤κ(t)u ,Wa=κ(u)a } 2daκ
(u)
a 1 {t≤v}
+
∫ u
0
f(1 [a,∞))k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 1 {θ(t)a ≤0,θ(u)a ≥θ(t)u ,Wa=θ(u)a }2(−daθ
(u)
a )1 {t≤v}
=
∫ u
0
f(1 [a,∞))k1−t(Wt − κ(t)a ,Wt − 2κ(t)a )1 {0≤κ(u)a ≤κ(t)u ,Wa=κ(u)a } 2daκ
(u)
a 1 {t≤v}
+
∫ u
0
f(1 [a,∞))k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 1 {0≥θ(u)a ≥θ(t)u ,Wa=θ(u)a }2(−daθ
(u)
a )1 {t≤v}
=
∫ u
0
f(1 [a,∞))[
k1−t(Wt − κ(t)a ,Wt − 2κ(t)a )1 {0≤κ(u)a ≤κ(t)u ,Wa=κ(u)a } + k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 1 {0≥θ(u)a ≥θ(t)u ,Wa=θ(u)a }
]
(2daκ
(u)
a + 2(−daθ(u)a ))1 {t≤v}
=
∫ u
0
f(1 [a,∞))[
k1−t(Wt−κ(t)a ,Wt−2κ(t)a )
k1−u(Wu−κ(u)a ,Wu−2κ(u)a )
1 {0≤κ(u)a ≤κ(t)u ,Wa=κ(u)a } +
k1−t(θ
(t)
a −Wt,2θ(t)a −Wt)
k1−u(θ
(u)
a −Wu,2θ(u)a −Wu)
1 {0≥θ(u)a ≥θ(t)u ,Wa=θ(u)a }
]
[
k1−u(Wu − κ(u)a ,Wu − 2κ(u)a )1 {0≤κ(u)a ,Wa=κ(u)a } + k1−u(θ
(u)
a −Wu, 2θ(u)a −Wu)1 {0≥θ(u)a ,Wa=θ(u)a }
]
(2daκ
(u)
a + 2(−daθ(u)a ))1 {t≤v}
=
∫
πu,I/F (W, dx)f(x)1 {ρ(x)≤u}Ξ(u, t,W t, ρ(x))1 {t≤v}
=
∫
πu,I/F (W, dx
′′)
∫
πt,I/I(x
′′, dx)f(x)1 {ρ(x)≤u}1 {t≤v}Ξ(u, t,W t, ρ(x))
where Ξ(u, t,W t, a) is the function :[
k1−t(Wt−κ(t)a ,Wt−2κ(t)a )
k1−u(Wu−κ(u)a ,Wu−2κ(u)a )
1 {0≤κ(u)a ≤κ(t)u ,Wa=κ(u)a } +
k1−t(θ
(t)
a −Wt,2θ(t)a −Wt)
k1−u(θ
(u)
a −Wu,2θ(u)a −Wu)
1 {0≥θ(u)a ≥θ(t)u ,Wa=θ(u)a }
]
Applying Lemma 4.9, τu1 {ρ(x)≤u} ≥ v1 {ρ(x)≤u} and, for u ≤ t < v,
αut 1 {ρ(x)≤u}1 {0≤κ(u)
ρ(x)
≤κ(t)u ,Wρ(x)=κ(u)ρ(x)}
=
k1−t(Wt−κ(t)ρ(x),Wt−2κ
(t)
ρ(x)
)
k1−u(Wu−κ(u)ρ(x),Wu−2κ
(u)
ρ(x)
)
1 {ρ(x)≤u}1 {0≤κ(u)
ρ(x)
≤κ(t)u ,Wρ(x)=κ(u)ρ(x)}
and
αut 1 {ρ(x)≤u}1 {0≥θ(u)
ρ(x)
≥θ(t)u ,Wρ(x)=θ(u)ρ(x)}
=
k1−t(θ
(t)
ρ(x)
−Wt,2θ(t)ρ(x)−Wt)
k1−u(θ
(u)
ρ(x)
−Wu,2θ(u)ρ(x)−Wu)
1 {ρ(x)≤u}1 {0≥θ(u)
ρ(x)
≥θ(t)u ,Wρ(x)=θ(u)ρ(x)}
7.3 The brackets computations
Let us consider the semimartingale decomposition of the last expressions, which are composed
of a part determined by the function k1−t and another part with indicator functions. Recall,
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for z > 0,
k1−t(z, y) =
∫ z
y
g1−t(y, b)db =
∫ z
y
2(2b−y)√
2π(1−t)3
exp{− (2b−y)2
2(1−t) }1 {0<b}db
= 1√
2π(1−t)3
(1− t) ∫ z
y∨0
2(2b−y)
(1−t) exp{− (2b−y)
2
2(1−t) }db
= 1√
2π(1−t)3
(1− t) ∫ z
y∨0 exp{− (2b−y)
2
2(1−t) }d
(
(2b−y)2
2(1−t)
)
= 1√
2π(1−t)3
(1− t) (− exp{− (2b−y)2
2(1−t) })
∣∣∣z
y∨0
= 1√
2π(1−t)3
(1− t)
(
− exp{− (2z−y)2
2(1−t) }+ exp{− y
2
2(1−t)}
)
Hence
k1−t(Wt − κ(t)ρ(x),Wt − 2κ(t)ρ(x))
= 1√
2π(1−t)3
(1− t)
(
− exp{− W 2t
2(1−t)}+ exp{−
(Wt−2κ(t)ρ(x))2
2(1−t) }
)
and
k1−t(θ
(t)
ρ(x) −Wt, 2θ(t)ρ(x) −Wt)
= 1√
2π(1−t)3
(1− t)
(
− exp{− W 2t
2(1−t)}+ exp{−
(2θ
(t)
ρ(x)
−Wt)2
2(1−t) }
)
As W = W (ι) is (νu, J+) brownian motion, for the above processes, their (ν
u, J+) martingale
part on {ρ ≤ u} ∩ (u, 1) are given by :
1√
2π(1−t)3
(1− t)
(
Wt
1−t exp{− W
2
t
2(1−t)} −
(Wt−2κ(t)ρ(x))
1−t exp{−
(Wt−2κ(t)ρ(x))2
2(1−t) }
)
dWt
1√
2π(1−t)3
(1− t)
(
Wt
1−t exp{− W
2
t
2(1−t)} −
(Wt−2θ(t)ρ(x))
1−t exp{−
(Wt−2θ(t)ρ(x))2
2(1−t) }
)
dWt
Consider next the indicator functions. Because t→ κ(t)u is decreasing, the random set
{t ∈ [u, v] : ρ(x) ≤ u,Wρ(x) = κ(u)ρ(x) ≥ 0,κ(u)ρ(x) ≤ κ(t)u }
is a random interval. Let λκ be its supremum (sup ∅ = −∞ by definition). Likely, the set
{t ∈ [u, v] : ρ(x) ≤ u,Wρ(x) = θ(u)ρ(x) ≤ 0, θ(u)ρ(x) ≥ θ(t)u }
is a random interval. Let λθ be its supremum. Since
{ρ(x) ≤ u,Wρ(x) = κ(u)ρ(x) ≥ 0} ∈ Ju
{ρ(x) ≤ u,Wρ(x) = θ(u)ρ(x) ≤ 0} ∈ Ju
λκ ∨ u and λθ ∨ u are J+ stopping times inferior to v ≤ τu.
Knowing the decomposition of αu1 [u,λκ∨u) and of α
u1 [u,λθ∨u), the continuity of the brownian
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motion gives a easy computation of the brackets :
1 {u<t≤λκ}
1
αut−
d〈W,αu1 [u,λκ∨u)〉t = 1 {u<t≤λκ}

 Wt
1−t
exp{− W
2
t
2(1−t)
}−
(Wt−2κ
(t)
ρ(x)
)
1−t
exp{−
(Wt−2κ
(t)
ρ(x)
)2
2(1−t)
}



− exp{− W2t
2(1−t)
}+exp{−
(Wt−2κ
(t)
ρ(x)
)2
2(1−t)
}


dt
1 {u<t≤λθ}
1
αut−
d〈W,αu1 [u,λθ∨u)〉t = 1 {u<t≤λθ}

 Wt
1−t
exp{− W
2
t
2(1−t)
}−
(Wt−2θ
(t)
ρ(x)
)
1−t
exp{−
(Wt−2θ
(t)
ρ(x)
)2
2(1−t)
}



− exp{− W2t
2(1−t)
}+exp{−
(2θ
(t)
ρ(x)
−Wt)
2
2(1−t)
}


dt
7.4 The local solutions before time 1 with their drifts
Pull the above quantities back to the initial space. We have
(1 {u<t≤λκ}) ◦ φ = (1 {ρ(x)≤u,Wρ(x)=κ(u)ρ(x)≥0}1 {u<t≤v,κ(u)ξ ≤κ(t)u }) ◦ φ
= 1 {ξ≤u,Wξ=κ(u)ξ ≥0}
1 {u<t≤v,κ(u)
ξ
≤κ(t)u } = 1 {ξ≤u,Wξ≥0}1 {u<t≤v} = 1 {ξ≤u,W1>0}1 {u<t≤v}
and
(1 {u<t≤λθ}) ◦ φ = (1 {ρ(x)≤u,Wρ(x)=θ(u)ρ(x)≤0}1 {u<t≤v,θ(u)ξ ≥θ(t)u }) ◦ φ
= 1 {ξ≤u,Wξ=θ(u)ξ ≤0}
1 {u<t≤v,θ(u)
ξ
≥θ(t)u } = 1 {ξ≤u,Wξ≥0}1 {u<t≤v} = 1 {ξ≤u,W1<0}1 {u<t≤v}
and κ
(t)
ξ =
W1
2
, θ
(t)
ξ =
W1
2
.
W is a continuous function, hence is F◦-locally bounded. We can now apply Theorem 4.7
to conclude that the 1 (u,λκ(φ)]  W and 1 (u,λθ(φ)]  W (0 ≤ u ≤ v < 1) are (P,G) special
semimartingales with the following decompositions
1 {ξ≤u}1 {W1>0}1 {u<t≤v}dWt
= dt(G local martingale) + 1 {ξ≤u}1 {W1>0}1 {u<t≤v}
(
Wt
1−t
exp{− W
2
t
2(1−t)
}− (Wt−W1)
1−t
exp{− (Wt−W1)
2
2(1−t)
}
)
(
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
) dt
1 {ξ≤u}1 {W1<0}1 {u<t≤v}dWt
= dt(G local martingale) + 1 {ξ≤u}1 {W1<0}1 {u<t≤v}
(
Wt
1−t
exp{− W
2
t
2(1−t)
}− (Wt−W1)
1−t
exp{− (Wt−W1)
2
2(1−t)
}
)
(
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
) dt
From these decompositions, we obtain also the decomposition formula for 1 {ξ≤u}1 (u,v] W
7.5 The random measure generated by the drifts of the local solutions
and its distribution function
Let us consider αu for u ≥ 1. In this case, I ∈ Fu. We obtain τu = ∞ and αut = 1, t ≥ u.
Clearly, 1 (u,∞) M is a (P,G) martingale with a null drift.
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Let Bi, i ≥ 1, denote the left random intervals {ξ ≤ u} ∩ (u, v], u, v ∈ Q+ ∩ [0, 1). Let B0 denote
the interval (1,∞). Then, ∪i≥0Bi = (ξ, 1)∪(1,∞). The family of Bi satisfies the second condition
of Assumption 3.1.
The drift of W on the left intervals Bi yields a random measure concentrated on (ξ, 1) :
dχUt = 1 {ξ<t<1}
(
Wt
1−t exp{− W
2
t
2(1−t)} − (Wt−W1)1−t exp{− (Wt−W1)
2
2(1−t) }
)
(
− exp{− W 2t
2(1−t)}+ exp{− (Wt−W1)
2
2(1−t) }
) dt
Since W is continuous, W −Wξ = 1 (ξ,1) W + 1 (1,∞) W . According to Lemma 3.3, W −Wξ is
a (P,G) semimartingale, whenever dχ∪ has a distribution function.
We consider then the question of distribution function. We begin with three inequalities : for
ξ ≤ u ≤ t < 1, (
− exp{− W 2t
2(1−t)}+ exp{− (Wt−W1)
2
2(1−t) }
)
= exp{− W 2t
2(1−t)}
(
exp{− (Wt−W1)2−W 2t
2(1−t) } − 1
)
= exp{− W 2t
2(1−t)}
(
exp{−−2WtW1+W 21
2(1−t) } − 1
)
= exp{− W 2t
2(1−t)}
(
exp{2(Wt−Wξ)W1
2(1−t) } − 1
)
≥ exp{− W 2t
2(1−t)}2(Wt−Wξ)W12(1−t) > 0
and
k1−t(Wt − κ(t)a ,Wt − 2κ(t)a )
= 1√
2π(1−t)3
(1− t)
(
− exp{− W 2t
2(1−t)}+ exp{− (Wt−2κ
(t)
a )
2
2(1−t) }
)
≤ 1√
2π(1−t)3
(1− t)
(
− (Wt−2κ(t)a )2
2(1−t) +
W 2t
2(1−t)
)
= 1√
2π(1−t)3
(1− t)4Wtκ(t)a −4(κ(t)a )2
2(1−t)
= 2√
2π(1−t)3
(Wt − κ(t)a )κ(t)a
and similarly
k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) ≤ 2√
2π(1−t)3
(Wt − θ(t)a )θ(t)a
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We now compute, for any 0 < ǫ < 1
E[
∫ 1−ǫ
ξ
1
|Wξ−Wt|dt]
= E[
∫ 1−ǫ
0
1
|Wξ−Wt|1 {ξ<t}dt]
= E[
∫ 1−ǫ
0
E[ 1|Wξ−Wt|1 {ξ<t}|F◦t ]dt]
= E[
∫ 1−ǫ
0
(∫ t
0
1
|Wa−Wt|1 {κ(t)a ≥0}k1−t(Wt − κ
(t)
a ,Wt − 2κ(t)a ) 2daκ(t)a
+
∫ t
0
1
|Wa−Wt|1 {θ(t)a ≤0}k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 2(−daθ(t)a )
)
dt]
= E[
∫ 1−ǫ
0
(∫ t
0
1
|κ(t)a −Wt|
1 {κ(t)a ≥0}k1−t(Wt − κ
(t)
a ,Wt − 2κ(t)a ) 2daκ(t)a
+
∫ t
0
1
|θ(t)a −Wt|
1 {θ(t)a ≤0}k1−t(θ
(t)
a −Wt, 2θ(t)a −Wt) 2(−daθ(t)a )
)
dt]
≤ 2√
2π(1−t)3
E[
∫ 1−ǫ
0
(∫ t
0
1 {κ(t)a ≥0}|κ
(t)
a | 2daκ(t)a +
∫ t
0
1 {θ(t)a ≤0}|θ
(t)
a | 2(−daθ(t)a )
)
dt]
≤ 2√
2π(1−t)3
E[
∫ 1−ǫ
0
(
(κ
(t)
t )
21 {κ(t)t >0}
+ (θ
(t)
t )
21 {θ(t)t <0}
)
dt]
= 2√
2π(1−t)3
∫ 1−ǫ
0
E[W 2t ] dt
< ∞
This implies that ∫ 1
ξ
1
|Wξ −Wt|dt <∞
Applying the first of the above three inequalities, we see that the random measure dχ∪ has
effectively a distribution function χ∪. Consequently, W −Wξ is a (P,G) special semimartingale
with drift χ∪.
7.6 Ending remark
To end this example, we write the drift in another form : for ξ < t ≤ 1,
Wt
1−t
exp{− W
2
t
2(1−t)
}− (Wt−W1)
1−t
exp{− (Wt−W1)
2
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
=
Wt
1−t
exp{− W
2
t
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
+
− (Wt−W1)
1−t
exp{− (Wt−W1)
2
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
=
Wt
1−t
exp{− W
2
t
2(1−t)
}− (Wt−W1)
1−t
exp{− W
2
t
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
+
Wt−W1
1−t
exp{− W
2
t
2(1−t)
}− (Wt−W1)
1−t
exp{− (Wt−W1)
2
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
=
W1
1−t
exp{− W
2
t
2(1−t)
}
− exp{− W
2
t
2(1−t)
}+exp{− (Wt−W1)2
2(1−t)
}
− Wt−W1
1−t
=
W1
1−t
−1+exp{− (Wt−W1)2
2(1−t)
+
W2
t
2(1−t)
}
− Wt−W1
1−t
= 1
−1+exp{ 2WtW1−W
2
1
2(1−t)
}
W1
1−t − Wt−W11−t
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Be ware of the component −Wt−W1
1−t 1 {ξ<t≤1}dt in the above formula. This term is intrinsically
related with the brownian motion bridge as it is indicated in [1]. In fact, using brownian motion
bridge, we can have a different and shorter proof of the above enlargement of filtration formula.
8 Expansion with the future infimum process
This is an example which does not fit the classification of initial enlargement or progressive
enlargement. The example is a descendant of Pitman’s theorem [33]. See [21, 22, 29, 35, 38, 43,
50]. The use of the theory of enlargement of filtration to study Pitman’s theorem was initiated
in [21], and then, in [22, 50]. Later in [35], it was explained that the conditional expectation
in the enlarged filtration could be computed directly. However, the techniques used in these
papers stayed outside of general theory. In this section we will show the local solution method
working on this example.
8.1 The setting
Consider a regular conservative diffusion process Z taking values in ]0,∞[ defined on a polish
probability space Ω. Assume
1. limt↑∞ Zt =∞,
2. a scale function e can be chosen such that e(∞) = 0, e(0+) = −∞.
Define the process I = (It)t>0 where It = infs≥t Zt, ∀t > 0. Recall that (cf. [22, Proposi-
tion(6.29)]), for any finite F stopping time T ,
P [IT ≤ a|FT ] = e(ZT )
∫ ZT
0
d(e(c)−1) 1(0,a](c)
We consider the process I as a map from Ω into the space E = C0(R+,R) of all continuous
functions on R+. Let I be the natural filtration on E generated by the coordinates functions.
Let F◦ be the natural filtration of Z. Define the filtration G◦ as in Subsection 4.1, as well as
the filtrations F and G.
Lemma 8.1 For 0 < s < t, let U(s, t) = infs≤v≤t Zv. Then, P[It = U(s, t)] = 0. Consequently,
P[there are at least two distinct points v, v′ ≥ s such that Zv = Is, Zv′ = Is] = 0.
Proof. To prove the first assertion, we write
P[It = U(s, t)] = P [P [It = a|Ft]a=U(s,t)] = E[e(Zt)
∫ Zt
0
d(e(c)−1)1{c=U(s,t)}] = 0.
The second assertion is true because it is overestimated by P[∪t∈Q+,t>s{U(s, t) = It}].
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As usual, for x ∈ E and s ≥ 0, the coordinate of x at s is denoted by xs. We define Du(x) =
inf{s > u : xs 6= xu}. For 0 ≤ u < t, Iu = U(u, t) ∧ It. Therefore,
{t ≤ Du(I)} = {Iu = It} = {U(u, t) ≥ It}
and on the set {t ≤ Du(I)}, the stopped process I t coincides with the process Uu ∧ It =
Uu ∧ Iu = Iu, where Uu denotes the process (U(s ∧ u, u))s≥0.
8.2 Computation of αu
Let 0 ≤ u < t. Let f be a bounded It measurable function. Consider the random measure
πu,I/I .
∫
πu,I/I(I, dx)f(x)1 {t≤Du(x)} = E[f(I)1 {t≤Du(I)}|σ(Is : 0 ≤ s ≤ u)]
= E[f(I t)1 {t≤Du(I)}|σ(Is : 0 ≤ s ≤ u)] because f ∈ It
= E[f(Iu)1 {t≤Du(I)}|σ(Is : 0 ≤ s ≤ u)]
= f(Iu)E[1 {t≤Du(I)}|σ(Is : 0 ≤ s ≤ u)]
= f(Iu)q(u, t, Iu),
where q(u, t, x) is a Iu-measurable positive function such that q(u, t, I) is a version of P[t ≤
Du(I)|σ(Is : 0 ≤ s ≤ u)]. The function q(u, t, x) can be chosen làdcàg decreasing in t. Set
η(u, t, x) = 1 {q(u,t,x)>0}, x ∈ E. In the following computations, the parameters u, t being fixed,
we omit them from writing. We have∫
πu,I/I(I, dx)(1− η(x))1 {t≤Du(x)} = E[1 {t≤Du(I)}|σ(Is : 0 ≤ s ≤ u)](1− η(I)) = 0.
Turn back to the random measure πu,I/F and πu,I/I .
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)η(x)1 {t≤Du(x)}
=
∫
πu,I/F (i, dx
′′)f(x′′u)η(x′′u)q(x′′u)
= E[f(Iu)η(Iu)q(Iu)|F◦u ]
= E[f(Uu ∧ Iu)η(Uu ∧ Iu)q(Uu ∧ Iu)|F◦u]
= E[e(Zu)
∫ Zu
0
d(e(c)−1) f(Uu ∧ c)η(Uu ∧ c)q(Uu ∧ c)|F◦u]
= e(Zu)
∫ Zu
0
d(e(c)−1) f(Uu ∧ c)η(Uu ∧ c)q(Uu ∧ c)
Consider nextly the random measure πt,I/F .∫
πt,I/F (i, dx)f(x)η(x)1 {t≤Du(x)}
= E[f(I)η(I)1 {t≤Du(I)}|F◦t ]
= E[f(Uu ∧ It)η(Uu ∧ It)1 {U(u,t)≥It}|F◦t ]
= E[e(Zt)
∫ Zt
0
d(e(c)−1) f(Uu ∧ c)η(Uu ∧ c)1 {U(u,t)≥c}|F◦t ]
= e(Zt)
∫ Zt
0
d(e(c)−1) f(Uu ∧ c)η(Uu ∧ c)1 {U(u,t)≥c}
noting that c ≤ U(u, t) ≤ Zu ∧ Zt
and the coordinate of (Uu ∧ c) at u is Zu ∧ c
= e(Zt)
e(Zu)
e(Zu)
∫ Zu
0
d(e(c)−1) f(Uu ∧ c) 1
q(Uu∧c)1 {U(u,t)≥(Uu∧c)u}η(U
u ∧ c)q(Uu ∧ c)
= e(Zt)
e(Zu)
∫
πu,I/F (i, dx
′′)
∫
πu,I/I(x
′′, dx)f(x)η(x)1 {t≤Du(x)}
1
q(x)
1 {U(u,t)≥xu}
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For x ∈ E and ω ∈ Ω, let
Wt(x) =
1
q(u,t+,x)
,
ψ(ω, x) = inf{s ≥ u : Zs(ω) < xu},
λ(x) = inf{s ≥ u : q(u, s, x) = 0},
ρ(ω, x) = ψ(ω, x) ∧ λ(x) ∧Du(x).
According to Lemma 4.9, τu(ω, x) ≥ λ(x) ∧Du(x) and
αut 1 {ρ>t} =
e(Zt)
e(Zu)
Wt1 {ρ>t}, u ≤ t.
8.3 Local and global solution
The integration par parts formula gives the following identity under the probability νu on the
interval (u,∞) :
αut 1 {t<ρ} =
1
e(Zu)
e(Zt∧ρ)W
ρ−
t − 1e(Zu)e(Zρ)Wρ−1 {ρ≤t}
= 1
e(Zu)
e(Zu)W
ρ−
u +
1
e(Zu)
∫ t∧ρ
u
Ws−de(Z)s + 1e(Zu)
∫ t∧ρ
u
e(Z)sdW
ρ−
s − 1e(Zu)e(Zρ)Wρ−1 {ρ≤t}
Here e(Z) is viewed as a (νu, J+) local martingale.
Let 〈e(Z)〉 be the quadratic variation of e(Z) under P in the filtration F. We notice that it
is F-predictable. It is straightforward to check that 〈e(Z)〉 is also a version of the predictable
quadratic variation of e(Z) with respect to (νu, J+). It results that
〈e(Z), αu1 [u,ρ)〉νu·J+ = e(Zu)−1W−1 (u,ρ]  〈e(Z)〉
on the interval [u,∞). Pull these quantities back the the original space, we obtain
ψ(φ) = inf{s > u : Zs < Is} =∞
λ(I) = inf{s > u : q(u, s, I) = 0} ≥ Du(I) P-a.s.
ρ(φ) = Du(I)
where the second inequality comes from the fact P[q(u, t, I) = 0, t < Du(I)] = 0. Applying
Theorem 4.7, we conclude that 1 (u,Du(I)]  e(Z) is a (P,G) special semimartingale with drift
given by :
dχ(u,Du(I)] = 1 (u,Du(I)]
1
e(Z)
d〈e(Z)〉
Consider Bu = (u,Du(I)] for u ∈ Q+. Note that I increases only when Z = I. Therefore,
according to Lemma 8.1, Du(I) = inf{s > u;Zs = Is}. Hence, the interior of ∪u∈Q+(u,Du(I)] is
{Z > I}. The family of Bu satisfies Assumption 3.1. These random measures dχ(u,Du(I)] yields
a diffuse random measure
dχ∪ = 1 {Z>I}
1
e(Z)
d〈e(Z)〉
on ∪u∈Q+(u,Du(I)] which has clearly a distribution function.
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Lemma 8.2 Let G = {Z > I}. e(Z) is a G-semimartingale. We have the semimartingale
decomposition :
e(Z) = e(Z0)− e(I0) +M + (1 G 1
e(Z)
) · 〈e(Z)〉+ V + + e(I),
where M is a continuous local G-martingale whose quadratic variation is given by 1 G · 〈e(Z)〉,
and V + is the increasing process defined in Lemma 3.5.
Proof. The difference between G and ∪u∈Q+(u,Du(I)] is contained in ∪u∈Q+ [Du(I)] which is a
countable set. Let A be the set used in Lemma 3.5. We know also that the difference between
A and ∪u∈Q+(u,Du(I)] is a countable set.
Now we can check that the process e(Z) satisfies Assumption 3.1 with respect to the family
(Bu, u ∈ Q+) and with respect to the (P,G) special semimartingale e(I). Lemma 3.5 is appli-
cable. We make only a remark that d〈e(Z)〉 does not charge A\G which is a countable set while
〈e(Z)〉 is continuous.
8.4 Computation of V +
Lemma 8.2 solves the enlargement of filtration problem. Now we want to compute the process
V +.
Lemma 8.3
∫
1Gcd〈e(Z)〉 = 0. Consequently, if X = e(Z) − e(I) and l0(X) denotes the local
time of X at 0, we have
V + =
1
2
l0(X)
Proof. By Lemme 3.5, X = X0 + 1 G  X + V
+. We can calculate the quadratic variation [X ]
in G in two ways :
d[X ] = d[1 G X + V
+] = d[1 G X ] = 1 Gd〈e(Z)〉
d[X ] = d[e(Z)− e(I)] = d〈e(Z)〉.
This yields
∫
1Gcd〈e(Z)〉 = 0. Using the formula in Lemma 8.2, applying [36, Chapter VI,
Theorem 1.7],
1
2
l0t = 1 {X=0} 
(
(1 G
1
e(Z)
) · 〈e(Z)〉+ V +
)
= 1 {X=0}  V
+ = V +
Lemma 8.4 The processes of the form Hf(It)1(t,u], where 0 < t < u < ∞, H ∈ Ft, f is a
bounded continuous function on ]0,∞[, generate the G-predictable σ-algebra.
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Proof. It is because Is = U(s, t) ∧ It for any 0 ≤ s ≤ t and U(s, t) ∈ Ft.
For any a > 0, b > 0, set δb(a) = inf{s > b : Zs ≤ a}. Then, on the set {a < Zb, δb(a) < ∞},
Is = Ib ≤ a for b ≤ s ≤ δb(a), and consequently, e(Iu∧δb(a))− e(It∧δb(a)) = 0 for b ≤ t ≤ u. On
the other hand, on the set {a < Zb, δb(a) =∞} = {a < Ib}. In sum,
1 {a<Zb}(e(Iu∧δb(a))− e(It∧δb(a))) = 1 {a<Ib}(e(Iu)− e(It)), b ≤ t ≤ u.
Note that l0 is a continuous process increasing only when Z = I. The above argument holds
also for l0 :
1 {a<Zb}(l
0
u∧δb(a) − l0t∧δb(a)) = 1 {a<Ib}(l0u − l0t ), b ≤ t ≤ u.
Lemma 8.5 For any a > 0, for any finite F stopping time β, the F-predictable dual projection
of the increasing process 1 {a<Iβ}1 (β,∞)  e(I) is given by
−1 (β,∞)1 {U(β,·)>a} 1
2e(Z)
 〈e(Z)〉
Proof. Let a > 0 to be a real number. Let V be a bounded F stopping time such that, stopped
at V , the two processes (ln(−e(a)) − ln(−e(Zs))− 1)  e(Zs) and 12e(Zs)  〈e(Z)〉s are uniformly
integrable. Let R, T be two others F stopping times such that R ≤ T ≤ V . Notice that, on
the set {a ≤ IR}, e(a) ≤ e(IT ) ≤ e(IV ) < 0. Under these condition, we have the following
computations :
E[e(IV )1 {a<IR}|FT ]
= E[1 {a<U(R,V )}E[e(IV )1 {a<IV }|FV ]|FT ]
= 1 {a<ZR}E[1 {V <δR(a)}e(ZV )
∫ ZV
a
e(c) d(e(c)−1)|FT ]
= 1 {a<ZR}E[1 {V <δR(a)}e(ZV )(ln(−e(a))− ln(−e(ZV )))|FT ]
= 1 {a<ZR}E[e(ZV ∧δR(a))(ln(−e(a))− ln(−e(ZV ∧δR(a))))|FT ].
We have the same computation when V is replaced by T . By Ito’s formula (in the filtration F),
d (e(Zs)(ln(−e(a))− ln(−e(Zs))))
= (ln(−e(a))− ln(−e(Zs))− 1)de(Z)s − 12e(Zs)d〈e(Z)〉s, s ≥ 0.
Taking the difference of the above computations, we obtain
E[1 {a<IR}
∫ V
T
de(I)s|FT ] = E[(e(IV )− e(IT ))1 {a<IR}|FT ]
= 1 {a<ZR}E[
∫ V ∧δR(a)
T∧δR(a) (ln(−e(a))− ln(−e(Zs))− 1)de(Z)s −
∫ V ∧δR(a)
T∧δR(a)
1
2e(Zs)
d〈e(Z)〉s|FT ]
= −1 {a<ZR}E[
∫ V
T
1 {s<δR(a)}
1
2e(Zs)
d〈e(Z)〉s|FT ]
= −E[∫ V
T
1 {U(R,s)>a} 12e(Zs)d〈e(Z)〉s|FT ]
This identity yields that, for any positive bounded elementary F predictable process H ,
E[1 {a<IR}
∫ V
R
Hsde(I)s] = −E[
∫ V
R
Hs1 {U(R,s)>a} 12e(Zs)d〈e(Z)〉s]
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It is to notice that we can find an increasing sequence (Vn)n≥1 of F stopping times tending to
the infinity, and each of the Vn satisfies that assumption on V . Replace V by Vn and let n tend
to the infinity, monotone convergence theorem then implies
E[1 {a<IR}
∫∞
R
Hsde(I)s] = −E[
∫∞
R
Hs1 {U(R,s)>a} 12e(Zs)d〈e(Z)〉s]
Notice that the left hand side is finite. Therefore, the right hand side is concerned by an
integrable random variable. Now, replace R by β ∧ Vn and let n tend to the infinity. The
dominated convergence theorem implies
E[1 {a<Iβ}
∫∞
β
Hsde(I)s] = −E[
∫∞
β
Hs1 {U(β,s)>a} 12e(Zs)d〈e(Z)〉s]
This identity proves the lemma.
Theorem 8.6 l0(X) = 2e(I)− 2e(I0).
Proof. Using the occupation formula (cf. [36]), for 0 < t < u,
l0u(X)− l0t (X) = lim
ǫ↓0
1
ǫ
∫ ǫ
0
(lau − lat )da = lim
ǫ↓0
1
ǫ
∫ u
t
1{Xv≤ǫ}d〈X〉v = lim
ǫ↓0
1
ǫ
∫ u
t
1{e(Zv)−e(Iv)≤ǫ}d〈e(Z)〉v,
almost surely. Let a > 0. Let 0 ≤ R ≤ T ≤ V be three F stopping times such that, stopped at
V , the processes Z and 〈e(Z)〉 are bounded. Note that this condition implies that the family
of random variables {las∧V : s ≥ 0, 0 ≤ a ≤ 1} is uniformly integrable. By convex combination
(Vallée-Poussin’s theorem), the family {1
ǫ
∫ ǫ
0
(laV −laT )da : 0 < ǫ ≤ 1} also is uniformly integrable.
Consequently, we can write the identity :
E[Hf(e(IT ))1 {a<ZR}(l
0
V ∧δR(a)−l0T∧δR(a))] = limǫ↓0 E[Hf(e(IT ))1 {a<ZR}
1
ǫ
∫ V ∧δR(a)
T∧δR(a)
1{e(Zv)−e(Iv)≤ǫ}d〈e(Z)〉v]
for any positive continuously differentiable function f with compact support and any positive
bounded random variable H in Ft. We now compute the limit at right hand side.
E[Hf(e(IT ))1 {a<ZR}
1
ǫ
∫ V ∧δR(a)
T∧δR(a) 1{e(Zv)−e(Iv)≤ǫ}d〈e(Z)〉v]
= E[H1 {a<ZR}
1
ǫ
∫ V ∧δR(a)
T∧δR(a) d〈e(Z)〉v f(e(U(T, v)) ∧ e(Iv))1{e(Zv)−ǫ≤e(Iv)}]
= E[H1 {a<ZR}
1
ǫ
∫ V ∧δR(a)
T∧δR(a) d〈e(Z)〉v e(Zv)
∫ Zv
e−1(e(Zv)−ǫ) d(e(c)
−1)f(e(U(T, v)) ∧ e(c))]
= E[H1 {a<ZR}
1
ǫ
∫ V
T
1 {v<δR(a)}d〈e(Z)〉v e(Zv)
∫ Zv
e−1(e(Zv)−ǫ) d(e(c)
−1)f(e(U(T, v)) ∧ e(c))]
= −2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Zv)
2
∫ Zv
e−1(e(Zv)−ǫ) d(e(c)
−1) f(e(U(T, v)) ∧ e(c))]
according to Lemma 8.5
= −2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1) f(e(U(T, v)) ∧ e(c))]
The above last term is divided into two parts
−2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1) f(e(U(T, v)) ∧ e(Iv))]
−2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1) (f(e(U(T, v)) ∧ e(c))− f(e(U(T, v)) ∧ e(Iv)))]
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The first part is computed as follows :
−2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1) f(e(IT ))]
= 2E[H1 {a<IR}f(e(IT ))
1
ǫ
∫ V
T
de(Iv)e(Iv)
2(− 1
e(Iv)
+ 1
e(Iv)−ǫ)]
= 2E[H1 {a<IR}f(e(IT ))
1
ǫ
∫ V
T
de(Iv)e(Iv)
2 ǫ
e(Iv)(e(Iv)−ǫ) ]
= 2E[H1 {a<IR}f(e(IT ))
∫ V
T
de(Iv)e(Iv)
2 1
e(Iv)(e(Iv)−ǫ) ]
When ǫ decreases down to zero, this quantity increases to
2E[H1 {a≤IR}f(e(IT ))(e(IV )− e(IT ))]
The second part is overestimated by∣∣∣−2E[H1 {a<IR} 1ǫ ∫ VT de(Iv)e(Iv)2 ∫ Ive−1(e(Iv)−ǫ) d(e(c)−1) (f(e(U(T, v)) ∧ e(c))− f(e(U(T, v)) ∧ e(Iv)))]
∣∣∣
≤ −2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1)‖f ′‖∞|e(c)− e(Iv)|]
≤ −2E[H1 {a<IR} 1ǫ
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1)‖f ′‖∞ǫ]
≤ −2E[H1 {a<IR}
∫ V
T
de(Iv)e(Iv)
2
∫ Iv
e−1(e(Iv)−ǫ) d(e(c)
−1)‖f ′‖∞]
= 2E[H1 {a<IR}
∫ V
T
de(Iv)e(Iv)
2(− 1
e(Iv)
+ 1
e(Iv)−ǫ)‖f ′‖∞]
= 2E[H1 {a<IR}
∫ V
T
de(Iv)e(Iv)
2 ǫ
e(Iv)(e(Iv)−ǫ)‖f ′‖∞]
≤ ǫ2E[H1 {a<IR}
∫ V
T
de(Iv)e(Iv)
2 1
e(Iv)2
‖f ′‖∞]
≤ ǫ2E[H1 {a<IR}(e(IV )− e(IT ))‖f ′‖∞]
which tends to zero when ǫ goes down to zero. In sum, we have
E[Hf(e(IT ))1 {a<ZR}(l
0
V ∧δR(a) − l0T∧δR(a))] = 2E[H1 {a<IR}f(e(IT ))(e(IV )− e(IT ))]
Using the formula preceding Lemma 8.5, we write
E[Hf(e(IT ))1 {a<IR}(l
0
V − l0T )] = 2E[H1 {a<IR}f(e(IT ))(e(IV )− e(IT ))]
or equivalently
E[H1 {a<IR}f(e(IT ))
∫ V
T
dl0s ] = 2E[H1 {a≤IR}f(e(IT ))
∫ V
T
de(I)s]
Recall that, according to Lemma 8.4, the family of all processes of the form 1 {a≤IR}Hf(IT )1 (T,V ]
generates allG predictable processes. The above identity means then that, on P(G), the Dolean-
Dade measure of l0 and of 2e(I) coincide. That is the theorem.
Theorem 8.7 The process e(Z) is a G-semimartingale. Its canonical decomposition is given
by :
e(Z) = e(Z0) +M + 2e(I)− 2e(I0) + 1
e(Z)
· 〈e(Z)〉,
where M is a G local martingale.
Applying Ito’s formula, we obtain also an equivalent result
Corollary 8.8 The process 1
e(Z)
− 2
e(I)
is a G local martingale.
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