Abstract: Semi-local functionals commonly used in density functional theory (DFT) studies of solids usually fail to reproduce localized states such as trapped holes, polarons, excitons, and solitons. This failure is ascribed to self-interaction which creates a Coulomb barrier to localization. Pragmatic approaches in which the exchange correlation functionals are augmented with small amount of exact exchange (hybrid-DFT, e.g. B3LYP and PBE0) have shown promise in rectifying this type of failure, as well as producing more accurate band gaps and reaction barriers. The evaluation of exact exchange is challenging for large, solid state systems with periodic boundary conditions, especially when plane-wave basis sets are used. We have developed parallel algorithms for implementing exact exchange into pseudopotential plane-wave DFT program and we have implemented them in the NWChem program package. The technique developed can readily be employed in Γ-point plane-wave DFT programs. Furthermore, atomic forces and stresses are straightforward to implement, making it applicable to both confined and extended systems, as well as to Car-Parrinello ab initio molecular dynamic simulations. This method has been applied to several systems for which conventional DFT methods do not work well, including calculations for band gaps in oxides and the electronic structure of a charge trapped state in the Fe(II) containing mica, annite.
I. Introduction
A number of failures are known to exist in traditional implementations of plane-wave DFT, such as the underestimation of band gaps, the inability to localize excess spin density, and the underestimation of chemical reaction barriers. These problems are a consequence of having to rely on computationally efficient approximations to the exact exchange-correlation functional (e.g. LDA and GGA) used by plane-wave DFT programs. It is generally agreed upon that the largest error in these approximations is their failure to completely cancel out the orbital selfinteraction energies, or in plain terms these approximations result in electrons partially seeing themselves 1, 2 . In the Hartree-Fock approximation, the exchange energy is calculated exactly and no self-interaction is present; however it is by construction a single particle theory and all correlation effects are missing from it. In all practical implementations of DFT the exchange energy is calculated approximately, and the cancellation of the self-interaction is incomplete.
It is not known how much importance to place on this extra interaction. Experience has shown that many of the failures associated with the erroneous self-interaction term can be corrected by approaches in which DFT exchange correlation functionals are augmented with some fraction of exact exchange (hybrid-DFT, e.g. B3LYP 3, 4 and PBE0 5 ). These methods have been fairly successful in many problems of molecular chemistry and solid-state physics. For example they were able to yield localized charge states such as polarons, excitons 6 and solitons, which have posed problems for conventional DFT 6 . They are also known to restore size consistency for systems where conventional DFT functionals are incorrect (e.g. dissociation of H 2 + ion 7 ), and they significantly improve the band gaps [8] [9] [10] and spin structure 11 of solids, reaction barriers 12 , and NMR shielding constants 13 .
The drawback of hybrid-DFT, however, is that it is significantly more expensive than conventional DFT (e.g. LDA, and GGA); for plane-wave methods hybrid-DFT requires the computation of O(N e 2 ) Fast Fourier Transforms (FFT), whereas conventional DFT only needs O(N e ) FFTs, where N e is the number of electrons. With the advent of new parallel machines, which are 100 to a 1000 times larger than current teraflop machines, these extra computational costs should easily be overcome. Scalable implementations of plane-wave DFT methods began appearing on hundreds of processors in the early to mid 1990s [14] [15] [16] and improvements continue to this day [17] [18] [19] [20] . Notably (Gordon Bell Prize) F. Gygi et al. 20 have scaled a band structure calculation
involving N e =12,000 orbitals using 8 Brilllouin zone sampling points on 64K nodes of Blue Gene L using the Qbox FPMD code. However, to date parallel algorithms for plane-wave DFT methods have focused only on conventional DFT, and not hybrid-DFT. This has led to a seemingly contradictory result: hybrid-DFT scales worse than conventional DFT on parallel machines 21 , even though the overall computational cost of hybrid-DFT is significantly higher and in principle should scale much better.
In this study, we present a parallel implementation of hybrid-DFT in a pseudopotential plane wave code based on a novel approach to the calculation of the exact exchange term, and illustrate its application to calculations for which conventional DFT does not work well. Our implementation of the hybrid-DFT method is explained in section II. The exact exchange term in this implementation is re-written in terms of maximally localized Wannier orbitals. A critical step in our implementation requires that the integration of the exact exchange integrals be limited to a single unit cell, while at the same time allowing for the treatment of extended systems.
Section III presents a strategy for parallelizing the exchange term in plane-wave DFT. The parallel algorithm proposed here is based on the two-dimensional processor grid strategy proposed by Gygi et al. for conventional DFT 20 . However, our algorithm makes additional use of data replication to overcome the bottleneck associated with exact exchange term. In section IV, the hybrid-DFT method is applied to several systems for which conventional DFT methods do not work well, including calculations for the band gaps of oxides,, and the electronic structure of a charge trapped state in annite. Finally, conclusions are given in section V.
II. Hybrid-DFT Formalism Based on Maximally Localized Wannier Orbitals
The DFT energy and one-electron Hamiltonian (or gradient) with hybrid-DFT functionals for a set of unrestricted orbitals, 
And the exchange kernel is
where the overlap densities are given by
The implementation of the exchange term in terms of plane-waves is straightforward for finite systems. The integrals
∫∫ ∫∫ r r r r r r r r r r r r (7) are restricted to the volume Ω of one unit cell using the aperiodic or free-space boundary conditions procedure given in Appendix A. For extended systems, traditional implementations are done in terms of plane-wave expanded Bloch states 24 As pointed out by Gygi and Balderechi 25-28 and others 8, [29] [30] [31] [32] , this expression must be evaluated with some care especially for small Brillioun zone samplings and small unit cell size, because of the singularity at G -k -l = 0.
In this work, we chose instead to implement exact exchange for periodic crystals using a formalism based on localized Wannier orbitals 33, 34 . The set of Wannier orbitals, 
These orbitals form a complete and orthonormal set. In addition, since these orbitals are generated by a unitary transformation, the exact exchange energy, as well as other quantities such as the total energy and density, from this complete set is equal to that from the original Bloch orbitals. Similarly, any set of orbitals related to the Bloch orbitals by a unitary transformation over the occupied band orbital index n can be used in Eq. 11.
In general, a complete set of Bloch orbitals (complete sampling of the Brillouin zone) is needed to evaluate the complete set of Wannier orbitals (Eq. 11). However, for non-metallic 
To evaluate this integral in a plane-wave basis set requires some care, since representing overlap densities in Fourier space results in the inclusion of redundant periodic images (see Fig. 1 ). The interaction between these images, due to the long-range nature of the Coulomb potential, would result in an incorrect integration of the exchange term.
Therefore, in order to use the plane-wave method, one has to limit integration in the exchange term to a single cell so that interactions between images are eliminated 36, 37 . 
Where r ′ = − r r , and N and R c are adjustable parameters. The kernel defined by Eq. 15 is shown in Fig. 2 . This kernel rapidly decays to zero at distances larger than R c . Hence Eq. 14 can be transformed to
∑ ∑∑ ∫∫ r r r r r r r ′ r (16) 
While using the localized functions here is not required in this formulation, one should still evaluate the set of maximally localized Wannier functions in order to estimate their extent and consequently the minimal size of the unit cell. We note however, that the decay of the Wannier functions is a rather conservative estimate and a more reasonable measure of this decay is the extent of the localized overlap densities, which will decay at least twice as fast as the Wannier orbitals. The justification for this assertion can be obtained by recasting the above formulation (i.e. Eqs. 11-17) in terms of delocalized and localized overlap densities instead of molecular and Wannier orbitals.
To demonstrate the convergence of our proposed cutoff Coulomb procedure we have tested it on a theoretical periodic model of linear alkanes (-CH 2 -CH 2 -). This system was chosen, because it has previously been shown that the extent of the localized orbitals of a full HartreeFock solution is anywhere from 7 -CH 2 -units for a threshold of 10 -3 to 29 -CH 2 -units for a threshold of 10 -1038 . However, we expect that the exact exchange energy, Eq. 17, will be nearly converged by 7 -CH 2 -units, since by squaring the localized orbitals a threshold of only 10 -6 will be seen for the localized overlap densities. We also note that for very large systems (>200 atoms) the overall cost of the computation can be reduced by using maximally localized Wannier functions since each individual maximally localized Wannier function only overlaps with a (in many cases small part) part of other Wannier functions in the same cell. Although this advantage is not discussed in this work, we explored it in our work and found that the amount of computation could be reduced significantly.
In Appendix B we present the formulae for the Fourier representation of Eq. 15, and in Appendix C, the formulae for analytical derivatives with respect to the lattice parameters.
III. Parallel Algorithm for Hybrid-DFT Calculations in a Plane-Wave Basis
During the course of total energy minimization or molecular dynamics simulation the electron gradient 
Enforcing orthogonality
• The major computational kernels in this computation are following matrix multiplications: S=C t *C and C 2 = C*S, where C and C 2 are N g x N occ matrices, and S is an N occ x N occ matrix. However, in order to get this type of algorithm to work it will be vital to mask latency, since the interconnects between the processors will be flooded with O(N occ ) streams, each on long messages comprising N g floating point words of data.
Algorithm 2: Parallel algorithm for calculating exact exchange in a plane-wave basis using a two-dimensional processor grid
Input: However, this simple algorithm can be improved. One problem is that it uses a lot of workspace.
Another is that each CPU in the Row_Reduction subroutine receives and sends a total of (Npj- Brdcst_Step( l, taskid_j, Npj, Ψ, N g , N e , requests, reqcnt) Index_Compute( 1, l, taskid_j, Npj, i1, i2, j1, j2, im, it) Exchng_Compute( i1, i2, j1, j2, im, it, Ψ, KΨ) Row_WaitAll(requests, reqcnt) end for Index_Compute(2, l, taskid_j, Npj, i1, i2, j1, j2, im, it) if (j2 >= j1) then Exchng_Compute(i1,i2,j1,j2,im,it,Ψ,KΨ) end if Index_Compute(3,l,taskid_j,Np_j,i1,i2,j1,j2,im,it) Exchng_Compute(i1,i2,j1,j2,im,it,Ψ,KΨ) for l=(Levels-1),0
Reduce_Step ( 32x1, 32x2, 32x4, 32x8, 32x16, 32x32, and 32x64 processor grids, respectively. For illustrative purposes, we also report in Table I and5. 4 the largest contributions to the total electronic update step, including the exact exchange operator, the non-local pseudopotential operator, and orthogonality. As expected the exact exchange computation dominates the overall timing at all the processor sizes used in our study and it is scaling to large processor sizes. In addition, these results show that the non-local pseudopotential operator computations are also scaling very well.
Unfortunately, the orthogonality computations are not scaling very well at large processor sizes, with no speedups found beyond 100 processors. Since this computation takes less than a second per step it is not dominating the overall timings at the processor sizes used. However, by 2048
processors it is taking 10% of the overall computation.
We also checked the performance of Algorithm 3 for the hybrid-DFT calculations of an 80, as well as a 160, atom supercell of hematite (Fe 2 O 3 ) (see Fig. 6 ). We found that the parallel efficiencies beyond a 1000 CPUs were appreciably better than for Algorithm 2. With this algorithm the overall best timing per step found for the 80 atom supercell was 3.6 seconds on 9792 CPUs, and for the 160 atom supercell of hematite was 17.7 seconds on 23,936 CPUs. The timings results for the 160 atom supercell are somewhat uneven, since limited numbers of processor grids were tried at each processor size. However, even with this limited amount of sampling, these calculations were found to have speedups to at least 25,000 CPUs. We expect that further improvements will be obtained by trying more processor geometry layouts.
IV. Hybrid-DFT Calculations
All DFT and hybrid-DFT calculations in this study were performed using the pseudopotential plane-wave program (NWPW module) contained in the NWChem computational chemistry package 39 Gas-phase reaction energies were determined for all the reactions (13)- (16) and activation energies were calculated for reactions (13) and (14). The electronic wavefunctions were expanded in a plane-wave basis with a cut-off energy of E cut =70Ry. The supercell used in these calculations was a face-centered-cubic lattice with a lattice constant of a=20.1Å. In Fig. 7 with the average absolute differences from E-QCISD(T) were found to be 4.2 kcal/mol and 3.6 kcal/mol for PBE96, and PBE0 methods respectively. For the activation energies average the PBE0 calculations increase the height of the reaction barriers and the absolute differences from E-QCISD(T) were found to be 11.0 kcal/mol and 5.3 kcal/mol for PBE96 and PBE0 methods respectively.
For our next application, we calculate band gaps in insulators using DFT and hybrid-DFT. It is well known that DFT calculations using local and semi-local exchange-correlation functionals underestimate band gaps for semiconductors and insulators by as much as 60%. The main source of error has been ascribed to the lack of a discontinuity at the Fermi level in exchange-correlation potentials of only the density. This type of exchange-correlation functional contain at least some form of the discontinuity since the effective potential is qualitatively different when going from occupied states to unoccupied states. In Table III , the band gaps of Al 2 O 3 , TiO 2 , and SiO 2 at the conventional PBE96 and hybrid PBE0 DFT levels are reported. As one can see the band gaps at the hybrid-DFT level are considerably better than at the conventional DFT level. The band gaps were estimated by taking the difference between the HOMO and LUMO single particle energies at the Γ-point using large supercells. With this approach only the minimal gaps at the Γ-point or at any point folded into the Γ-point were obtained. However, since large unit cells were used, many of the high-symmetry points in the Brillouin zone were covered. In all these calculations a cutoff energy of 100 Ry was used, and the sizes of the supercells were 80, 72, and 72 atoms respectively for the three crystals. The default pseudopotentials of NWChem were used, except for the Ti. It was found that to obtain reliable structures for TiO 2 the Ti pseudopotential needed to include 3s and 3p states in the valence.
Finally we illustrate our hybrid-DFT formalism by applying it to charge trapped states in annite, an Fe(II) containing trioctahedral mica. There is evidence that oxidation of annite results in mobile charge states inside the single-particle band gap, associated with localized Fe 3+ ion states. Rosso and Ilton have shown using small cluster models within Hartree-Fock approximation that removing an electron from the Fe 2+ octahedral layer results in a localized Fe 3+ state which is fairly mobile. A major failing of commonly used DFT functionals, such as PBE96, is their inability to model these types of charge trapped states. This by-now well known failure is a byproduct of the self-interaction contained in many functionals, with self-interaction creating an artificial Coulomb barrier to charge localization. In most cases, this barrier overly favors delocalized electronic states, even for systems where significant charge localization is expected. In Fig. 8 , we present results for the oxidation of annite at the conventional PBE96 and hybrid PBE0 DFT levels are reported. In these calculations a cutoff energy of 100 Ry was used, and the supercell contained 88 atoms (K . On the other hand, a significant degree of charge localization was seen in the hybrid PBE0 calculation.
V. Conclusions
We have developed a parallel algorithm for implementing exact exchange into Γ-point pseudopotential plane-wave density functional theory, and we have used this new development to perform hybrid-DFT calculation on several systems for which conventional DFT methods do not work well including reaction barriers in silane systems, band gaps in oxides and the electronic structure of a polaron in hematite. The technique developed can readily be employed in plane-wave DFT programs. Our implementation uses a formalism based on maximally localized orbitals, which allows the integration over the infinite periodic space to be limited to a single unit cell. This approach makes atomic forces trivial to implement. Lattice stresses are also straightforward to implement, making it applicable to both confined and extended systems, as well as Car-Parrinello molecular dynamics simulations 44 .
We have presented two different parallel algorithms (Algorithm 2 and Algorithm 3) for computing exact exchange that are based on using a two dimensional processor grid. A unique aspect of Algorithm 3 is the development of an incomplete butterfly that halves the amount of data communicated, as well as making judicious use of data replication, in the exact exchange compared to a standard Broadcast algorithm (Algorithm 2). For less than 1,000 CPUs both these algorithms were found to have similar performances, however, beyond 1,000 CPUs Algorithm 3 performed appreciably better. For CPU sizes beyond a 1,000 CPUs the overall performance of our hybrid-DFT calculations using Algorithm 3 was found to be fairly reasonable. We note that the parallel algorithms developed in this work can also be readily applied to other standard plane-wave formulations of exact exchange 29, 30, 32 , screened exchange 45 , or screened exchange hybrids such as HSE 8, 46, 47 because the singularity at r r ′ = in Eq. A.1 is analytically integrated out. Even when Eq. A.3 is used to define the kernel, a slight inexactness in the calculated electron-electron Coulomb energy will always present due to the discontinuity introduced in the definition of the extended density where the extended density is forced to be zero in the extended region outside of Ω. However, this discontinuity is small, since the densities we are interested in decay to zero within Ω, thus making the finite Fourier expansion of the extended densities extremely close to zero in extended region outside of Ω. . In an earlier work 50, 51 , we suggested that the cutoff Coulomb kernel could be defined as 
Of The Screened Coulomb Kernel
The screened Coulomb energy may be written in plane-wave basis by
where Ω is the unit cell volume, N 1 , N 2 , and N 3 are the number of FFT gridpoints in the first, second, and third dimensions, 
