Abstract -A new scheme is presented for generating optimal timing and power models, which can speed up timing and power analyses with full accuracy in systemon-chip (SoC) designs. In this scheme, the nonlinear multidimensional timing and power lookup tables in semiconductor libraries are transformed into optimized (piecewise) polynomial equations in an efficient and accurate manner. The transform problem is mathematically defined as a least square problem, which is efficiently solved by a set of robust numerical algorithms. These optimized polynomial equations are then represented using the delay and power calculation language (DPCL), which can be complied into object code and used by various EDA tools.
The most commonly used timing models arc the nonlinear timing models, in which the data is represented by multidimensional tables. The timing or power data table has a characterization domain which defines thc independent variables that influence timing and power.
Currently, a timing table such as those in Synopsys librarics [ l ] typically employs a two dimcnsional table for combinational elcments, where the independcnt variables are input transition time and output load. For an unbuffered sequential clement, a three dimensional time table has been commonly used where the independent variablcs are clock transition time, data transition time and output load. A set of sampling points are selected on the multi-dimensional independent variable domain. The timing is characterized at each of thc sampling points using the circuit simulator, such as HSPICE. The resulting data is then reported as a timing data table in a semiconductor library for the EDA tools to use.
This works fine for small tables whcre the computational complexity can be easily handled. However, the amount of data presented in a table could be very Iargc and has been rapidly growing due to two problems. Firstly, in ordcr to accurately model the inherent complex behaviors such as nonlinearities of the circuit element, a large amount of sampling points must be adopted to provide sufficiently fine meshes ovcr the characterization domain so that the irregularities of the timing or power data surface can be propcrly addresscd.
Sccondly, the table size goes up quadratically as a function of the numbcr of dimensions, which causes severe penalties in runtime and memory. For deep sub-micron (DSM) design, the numbcr of dimensions are increasing rapidly. In particular, additional dimensions such as temperature and voltage are playing an increasingly important role in systen-on-chip (SoC) designs where different regions of a chip are operating at different temperaturcs and voltages. Other additional independent variables could include the resistance, inductance or shared pin load in the case of unbuffered multi-outputs, etc.
A table compaction technique using dynamic programming was proposed in [Z] to reduce the table size and at the same timc try to maintain the data accuracy by removing possible oversampling points in thc linear regions of the data surface. For the nonlinear regions, however, the number of sampling points must be kept in the optimized charactcrization table to maintain the data accuracy which oftcn results in insufficient compression.
In this paper, we propose a robust technique for transforming these large multi-dimcnsional tables into computationally efficient polynomial equations without loss of accuracy. The resulted polynomial equations, which have considerably fewer coefficients than the sizes of original data tables, provide significant data reduction and improvement in computational cfficienc y.
Thc resulted polynomial equations are rcpresentcd in a format oC a language called Delay and Power Calculation Language (DPCL) 131. The DPCL is providing a ncw approach to the delay and power calculation and offering a single, highperformance interface among the EDA tools 141. These DPCL equations are subsequently compiled into native code by the DPCL compiler. Because of these equations are complied rather than interpreted by the EDA tools, a further speedup is offered during the runtime. \.= c .
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wherc i = I , 2, ..., n and j = I , 2. ..., k.
The case in which we are really interested is that the numher of basis functions in the polynomial is much smaller than the table size, i.e., k e n , In this casc, the matrix A is not a square matrix. Instead, it has more rows than columns. Thus, the matrix equation A t = z is an overdetermined systcm.
B. QR Decomposition with Column Pivoting
Assume that A E has rank r < k 4 n . The QR decomposition with column pivoting gives
wherc Q E %""" is an orthogonal matrix, II E % permutation matrix, and R f % " Y k is an upper triangular matrix as
with R I , t S r x r being an upper triangular matrix and I2 E % r x ( K -r ) . By writing solves thc minimization problem (4). For simplicity, t2 is set to zero, and thus one obtains the basic solution:
The error criteria are obtained as
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C. Selection of Polynomial and Order Incremental Scheme
To achieve fast timing and power simulations, one would like to use polynomials as small as possible to estimate the timing and power data, provided that the polynomials are yieldcd to the desired accuracy. In ordcr to attain the smallest optimal polynomial that fits wcll into the timing and power data, an order incremental scheme for selccting polynomials has been deployed.
In this scheme, the smallest polynomial, such as a constant polynomial or a linear polynomial, is used as the first trial functional form of polynomial. A set of optimal coefficients of the prescribed polynomial are dctermined by solving the least squarc problem as described in the preceding section. The error criteria are then computed and compared against the desired accuracy rcquirements. If the dcsired accuracy rcquiremcnts are met, the program stops and returns the optimal polynomial. If not, a polynomial with a highcr order, such as a bilinear polynomial or a quadratic polynomial, is selected. With more basis functions and thus more degrees of freedom, the least square problem is formed and solved again. The procedure is repeated until the desired accuracy requirements are met.
D. QR Factorization
Householder transforms have been used to compute the QR decomposition. The basic idea of the Householder transforms is to zero the elctnents in the lower triangular portion of matrix A using a sequence of oithogonal matrices, called Householder matriccs. One of salient features about the orthogonal transformation is that it can effectively control the amplifications of round-off errors during numerical computations.
It could happen sometimes numcrically that the matrix A is rank deficienl, i.e., r < k , due to either the innate property of original data or the numcrical round-off errors. In this case, the conventional QR factorization breaks down and one has to resort to the QR factorization with column pivoting.
E. Basis Function Scaling and Matrix Balancing
It is a common scenery that some hasis function takes much larger or smaller value than others at the grid points I , x2 , _.., $)} over the independent variable domain. This is due to the fact that the basis functions in a polynomial consist of products of powers of indepcndent variables.
For instance, the basis functions b , ( x , , x2, x,) = x , and b 2 ( x , , x2, x3) = xI . x 2 . x3 take value 10 and 10 at point (100, 100, 100) and they differ lo6 times in magnitude! As a consequence, there are very significant disparitics among the element magnitudes in the matrix A, which in turn may introduce serious round-off errors into the solution. In the worst casc. this could cause numerical failures during thc QR decomposition. In order to overcome this difficulty, a practical idea is to scale the basis functions or equivalently to balance the matrix A. This scaling procedurc is equivalent to use the scaled hasis functions { b j ( x , , x2, ..,, 
E Treatment ofAbrupt Changes and Adaptive Domain Decomposition
In some casc where abrupt changes prescnt in the timing or power values of a data tablc, the single polynomial may have a difficulty to cover the entire independent variable domain.
In this case, the decomposition of the independent variable domain is entailed to break up the domain into multiple subdomains such that thc change ratc in each sub-domain is relatively uniform and can bc appropriately modeled by a single polynomial. This procedure can be hierarchically itnplemented into multiple lcvels of suh-domains if necessary. That is, a sub-domain can be further decomposed into multiplc second-level sub-domains if neccssary. In general, an l-th level sub-domain will hc decomposed into multiple (l+l)-th level suh-domains if a single optimal polynomial can not be found in this l-th level sub-domain. The domain decomposition stops over a sub-domain whenever a single optimal polynomial is found over the sub-domain with the desired accuracy. Once single-piece optimal polynomials are successfully found for all the deepest level suh-domains, they are combined into piecewise polynomials level-by-level in a bottom up fashion, until the original root domain is reached. By so doing, a final piecewise polynomial is obtained over the original characterization domain, which is of course applicable to the entire characterization domain and subjected to the desired accuracy requirements.
In order to divide the domain in the desirable way, an adaptive schcme is employed to insert break-points intelligently, in accordance to the information of data change rates. In this adaptive scheme, the data change rates are first computed ovcr the domain (or sub-domain) under the current considcration and then the lines or planes where the data undertakes the most drastic changes are identified. Thc domain (or subdomain) is divided into multiple smallcr suh-domains in the next level along these identified lines or planes.
NUMERICAL RESULTS
Based on the algorithms presented in the preceding sections, a software tool, called DCLPro, has been implemented. In this section, numerical examples are presented to illustrate feasibility, efficiency, and robustness of these algorithms.
In the first example, this technique is employed to search for an optimal polynomial that fits a three dimensional data table of sample size 1000. In practice, the timing and power data tables are obtained from either measurements or accurate circuit-level simulations. However, for the purpose of illustration of the algorithmic feasibility and validation to the computer programs, the three dimensional data table is generated over a characterization domain [O, 101 x [O, 151 x [0,7.5] The computer programs use the above data table as the input and search for an optimal polynomial. The required accuracy is specified as a relative error of that is, an optimal solution is considered to be attained if the maximum relative error between the actual values in the original data Tablc I shows the optimal polynomials obtained using this technique for each given order of polynomial during the course of optimization. At the first iteration, constant polynomials are used to model the given three dimensional data table. The closest constant polynomial to the given data is found by this tcchnique to be plo,,,(xl, x2, x3) = 405.578, which results in a mean rclative error E,,,,, = 0.622368 and a maximum relative error E , = 404.578. Since the desired accuracy, i.e., the maximum relative error below is not met by this constant polynomial, the polynomial with more terms is needed for the next minimization. At the second iteration, the polynomials with four terms (i.e., the linear polynomials) are employed to estimate the given three dimensional data table. The closest linear polynomial to the given data is attained to be P,,,,(x,, x2, x 3 ) = -401.469 t 62.53122, which rcsults in a mean relative error E,,,, = 0.236349 and a maximum relative error E , = 402.469. Since the desired accuracy is still not met, the iteration goes on. Finally, at the forth iteration, the optimal polynomial with eight terms is obtained by this technique as P,,,JXl, X2, X3) = 1 t 6x1 t 7x2 + 9x3 t 3~1 x 2 (16) t 4x,x, + 2x2x3 t x1x2x3 which gives a mean relative error E,",,,, = 0 and a maximum relative error E , = 0 . Thc desired accuracy is met by this polynomial, thus the programs stop and return this polynomial as the optimal solution. In fact, the optimal polynomial with eight terms fully recovers the original polynomial by which the three dimensional data tablc was initially generated.
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Now, an example of applying this technique to the realworld timing data is presented. In this example, an inverter, Ealled "invlarl", is characterized using the accurate circuit level simulator. This inverter has an input pin A and an output pin Y: Its actual timing delay data collected from the characterization is then stored into two timing delay data tables. The two delay tables are for the timing arc from A to one for a rising signal occurring at the input, whereas another delay table for a falling signal occurring at the input.
Each of thesc data tables is a two dimensional table and contains 400 data points. The two independent variables are input transition (IT) time and output capacitive load (CAP).
There are 20 sampling points along each of the independent variables. The timing values stored in the delay tables are the measured intrinsic delays from A to Y:
This technique is applied to these two dimensional timing delay data tables. An optimal (piecewise) polynomial is attained for each of the timing delay data tables. Figures 1 and  2 show both the original timing data and the data computed using the resulted optimal (piecewise) polynomials. Good agreement between the data from the optimal (piecewise) polynomials and the original timing data is observed. Although the original timing tables are of size 400, the polynomials obtained by this technique are relative simple. Table  I1 shows the resulted optimal polynomial within, the context of the DPCL codes. Note that one of the two polynomial equations is a piecewise polynomial as indicated in Table 11 . 
IV. CONCLUSIONS
A robust technique for generation of efficient and accurate timing and power polynomial modcls from nonlinear multidimensional lookup tables have been presented. In this schemc, the transformation of a nonlinear multi-dimensional timing or power lookup table into a polynomial equation has been mathematically formulated as a Icast square problem. The least square problem was solved using thc QR dccomposition with column pivoting, which is in turn implemented by Householder transforms. To circumvcnt thc difficulty associated with the scale disparity of basis functions, a matrix halancing or basis function scaling schcme was proposed and implemented. To handle the sudden changes of timing or power data across the characterization domain, a schemc that can intelligently insert break-points over thc characterization The Johns Hopkins Univcrsity Press, Baltimore, Maryland, 3rd Edition, 1996.
