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Abstract Stochastic dual dynamic programming is a cutting plane type algorithm
for multi-stage stochastic optimization originated about 30 years ago. In spite of
its popularity in practice, there does not exist any analysis on the convergence
rates of this method. In this paper, we first establish the number of iterations, i.e.,
iteration complexity, required by a basic dynamic cutting plane method for solving
relatively simple multi-stage optimization problems, by introducing novel mathe-
matical tools including the saturation of search points. We then refine these basic
tools and establish the iteration complexity for both deterministic and stochastic
dual dynamic programming methods for solving more general multi-stage stochas-
tic optimization problems under the standard stage-wise independence assump-
tion. Our results indicate that the complexity of these methods mildly increases
with the number of stages T , in fact linearly dependent on T for discounted prob-
lems. Therefore, they are efficient for strategic decision making which involves a
large number of stages, but with a relatively small number of decision variables in
each stage. Without explicitly discretizing the state and action spaces, these meth-
ods might also be pertinent to the related reinforcement learning and stochastic
control areas.
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1 Introduction
In this paper, we are interested in solving the following stochastic dynamic opti-
mization problem
min
x1∈X1
H1(x1, c1)+λE
[
min
x2∈X2(x1)
H2(x2, c2) + λE
[ · · ·+ λE[ min
xT∈XT (xT−1)
HT (xT , cT )]
]]
,
(1.1)
with feasible sets Xt given by
X1 :=
{
x ∈ X¯1 ⊆ Rn1 : A1x1 = b1, Φ1(x1,p1) ≤ 0
}
, (1.2)
Xt(xt−1) ≡ Xt(xt−1, ξt)
:=
{
x ∈ X¯t ⊆ Rnt : Atx = Btxt−1 + bt, Φt(x,pt) ≤ Qtxt−1
}
. (1.3)
Here T denotes the number of stages, Ht(·,ct) are closed convex functions, X¯t ⊂
R
nt are compact convex sets, λ ∈ (0, 1] denotes the discounting factor, At :
R
nt → Rmt ,Bt : Rnt−1 → Rmt , and Qt : Rnt−1 → Rpt are linear mappings,
and Φt,i(·,pt) : Rnt → R, i = 1, . . . , pt are closed convex functions. Moreover, ξ1 :=
(A1, b1,B1,p1, c1) is a given deterministic vector, and ξt := (At, bt,Bt,Qt,pt, ct),
t = 2, . . . , T , are the random vectors at stage t. In particular, if Ht are affine, Xt
are polyhedral and Φt do not exist, then problem (1.1) reduces to the well-known
multi-stage stochastic linear programming problem (see, e.g., [2,18]). The incor-
poration of the nonlinear (but convex) objective functions Ht and constraints Φt
allows us to model a much wider class of problems.
In spite of its wide applicability, multi-stage stochastic optimization remains
highly challenging to solve. As shown by Nemirovski and Shapiro [19] and Shapiro [16],
the number of scenarios of ξt, t = 2, . . . , T , required to solve problem (1.1) has to
increase exponentially with T . In particular, if the number of stages T = 3, the
total number of samples (a.k.a. scenarios) should be of order O(1/ǫ4) in general.
There exist many algorithms for solving multi-stage stochastic optimization prob-
lems (e.g., [12,14,5]), but quite often without guarantees provided on their rate
of convergence. More recently, Lan and Zhou [10] developed a dynamic stochas-
tic approximation method for multi-stage stochastic optimization by generalizing
stochastic gradient descent methods, and show that this algorithm can achieve this
optimal sampling and iteration complexity bound for solving general multi-stage
stochastic optimization problems with T = 3. The complexity of this method de-
pends mildly on the problem dimensions, but increases exponentially with respect
to T . As a result, this type of method is suggested for solving some operational
decision-making problems, which involve a large number of decision variables but
only a small number of stages.
In practice, we often encounter strategic decision making problems which span
a long horizon and thus require a large number of stages T . In this situation, a
crucial simplification that has been explored to solve problem (1.1) more efficiently
is to assume the stage-wise independence. In other words, we make the assumption
that the random variables ξt, t = 2, . . . , T , are mutually independent of each other.
Under this assumption, we can write problem (1.1) equivalently as
minx1∈X1{H1(x1, c1) + λV2(x1)}, (1.4)
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where the value factions Vt, t = 2, . . . , T , are recursively defined by
Vt(xt−1) := E[Vt(xt−1, ξt)],
Vt(xt−1, ξt) := minxt∈Xt(xt−1){Ht(xt, ct) + λVt+1(xt)},
(1.5)
and
VT+1(xT ) = 0. (1.6)
Furthermore, as pointed out by Shapiro [17], one can generate a relatively small
(i.e., Nt) number of samples for each ξt and define the so-called sample average ap-
proximation (SAA) problem by replacing the expectation in (1.5) with the average
over the generated samples (see Section 4 for more details).
Under the aforementioned stage-wise independence assumption, a widely-used
method for solving the SAA problem is the stochastic dual dynamic program-
ming (SDDP) algorithm. SDDP is an approximate cutting plane method, first pre-
sented by Birge [1] and Pereira and Pinto [12] and later studied by Shapiro [17],
Philpott et. al. [13], Donohue and Birge [3], Hindsberger [6], Kozmı´k and Mor-
ton [8], Guigues [4] and Zou et. al. [20], among many others. Each iteration of this
algorithm contains two phases. In the forward phase, feasible solutions at each
stage will be generated starting from the first stage based on the cutting plane
models for the value functions built in the previous iteration. Then in the back-
ward phase, the cutting plane models for the value functions of each stage will be
updated starting from the last stage. While the cost per iteration of the SDDP
method only linearly depends on the number of stages, it remains unknown what
is the number of iterations required by the SDDP method to achieve a certain
accurate solution of problem (1.4). Existing proofs of convergence of SDDP are
based on the assumption that the procedure passes through every possible sce-
nario many times [17]. Of course when the number of scenarios, although finite,
is astronomically large this is not very realistic. In addition, such analysis does
not reveal the dependence of the efficiency of SDDP on various parameters, e.g.,
number of stages, target accuracy, Lipschitz constants, and diameter of feasible
sets etc.
It is well-known that when the number of stages T = 2, SDDP reduces to the
classic Kelley’s cutting plane method [7]. As shown in Nesterov [11], the number of
iterations required by Kelley’s cutting plane method could depend exponentially
on the dimension of the problem even for a static optimization problem inevitably.
Therefore, this type of method is not recommended for solving large-scale opti-
mization problems. However, it turns out that the global cutting plane models are
critically important for multi-stage optimization especially if the number of stages
is large and one does not know the structure of optimal policies. In these cases
we need to understand the efficiency of these cutting plane methods in order to
identify not only problem classes amenable for these techniques, but also possibly
to inspire new ideas to solve these problems more efficiently.
This paper intends to close the aforementioned gap in our understanding about
cutting plane methods for multi-stage stochastic optimization. Our main contri-
butions mainly exist in the following several aspects. Firstly, we start with a
dynamic cutting plane (DCP) method for solving dynamic convex optimization
problem with a single scenario. This simplification allows us to build a few es-
sential mathematical notions and tools for the analysis of cutting plane methods.
More specifically, we introduce the notion of saturated and distinguishable search
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points. Using this notion, we show that each iteration of DCP will either find a new
saturated and distinguishable search point, or compute an approximate solution
for the original problem. As a consequence, we establish the total number of iter-
ations required by the DCP method for solving the single-scenario problem. More
specifically, we show that the iteration complexity of DCP only mildly increases
w.r.t. the number of stages T , in fact linearly dependent on T for many problems,
especially those with a discounting factor λ < 1. The dependence of DCP on other
problem parameters has also been thoroughly studied. We also demonstrate that
one can terminate DCP based on some easily computable upper and lower bounds
on the optimal value.
Secondly, motivated by the analysis of the DCP method, we study the dual dy-
namic programming (DDP) for solving the SAA problem of multi-stage stochastic
optimization in (1.4). When solving the SAA problem, we have to choose one out
of Nt possible feasible solutions in the forward phase, and each one of them corre-
sponds to a random realization of ξt. In DDP, we choose a feasible solution in an
aggressive manner by selecting the most distinguishable search point among the
saturated ones in each stage. As a result, we show that the number of iterations
required by DDP for solving the SAA problem is the same as that of DCP for solv-
ing the single-scenario problem. However, to implement DDP we need to maintain
the set of saturated search points and the algorithm also explicitly depends on the
selection of the norm.
Thirdly, we show that the SDDP method can be viewed as a randomized
version of the DDP algorithm by choosing the aforementioned feasible solution
at each stage t randomly from the Nt possible selections. Since this algorithm is
stochastic, we establish the expected number of iterations required by SDDP to
compute an approximate feasible policy for solving the SAA problem. In particular
the iteration complexity of SDDP is worse than that of DCP and DDP by a
factor of N¯ := max{N2, . . . , NT }, but still mildly increases w.r.t. T . Moreover, we
show that the probability of having large deriations from this expected iteration
complexity decays exponentially fast. In addition, we establish the convergence of
the gap between a stochastic upper bound and lower bound on the optimal value,
and show how we can possibly use these bounds to terminate the algorithm.
To the best of our knowledge, all the aforementioned complexity results, as
well as the analysis techniques, are new for dynamic cutting plane methods for
multi-stage stochastic optimization.
This paper is organized as follows. In Section 2, we present some preliminary
results on the basic cutting plane methods for solving static convex optimization
problems. In Section 3, we present the DCP method for single-scenario problems
and establish its convergence properties. Section 4 is devoted to the DDP method
for solving the SAA problem for multi-stage stochastic optimization. In Section
5, we establish the complexity of the SDDP method. Finally, some concluding
remarks are made in Section 6.
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2 Preliminary: Kelley’s cutting plane methods
In this section, we briefly review the basic cutting plane method and establish its
complexity bound. Consider the convex programming problem of
min
x∈X
f(x), (2.1)
where X ⊆ Rn is a convex compact set and f : X → R is a sub-differentiable
convex function. Moreover, we assume that f is Lipschitz continuous s.t.
|f(x)− f(y)| ≤M‖x − y‖,∀x, y ∈ X. (2.2)
Algorithm 1 formally describes Kelley’s cutting plane method for solving (2.1).
The essential construct in this algorithm is the cutting plane model f˜(x), which
always underestimates f(x) for any x ∈ X. Given the current search point xk, this
method first updates the model function f˜ and then minimizes it to compute the
new search point xk+1. It terminates if the gap between the upper bound (ubk)
and lower bound (lbk) falls within the prescribed target accuracy ǫ. As a result,
an ǫ-solution x¯ ∈ X s.t. f(x¯) − f(x∗) ≤ ǫ will be found whenever the algorithm
stops.
Algorithm 1 Basic cutting plane method
Input: initial points x1 and target accuracy ǫ.
Set f˜0(x) = −∞ and ub0 = +∞.
for k = 1, 2, . . . , do
Set f˜k(x) = max{f˜k−1(x), f(xk) + 〈f
′(xk), x− xk〉}.
Set xk+1 ∈ Argminx∈X f˜(x).
Set lbk = f˜(xk+1) and ubk = min{ubk−1, f(xk+1)}.
if ubk − lbk ≤ ǫ then
terminate.
end if
end for
We establish the complexity of the cutting plane method in Proposition 1.
Proposition 1 Unless Algorithm 1 stops, we have ‖xk+1 − xi‖ ≥ ǫ/M for any i =
1, . . . , k. Moreover, suppose that the norm ‖ · ‖ in (2.2) is given by the l∞ norm and
X ⊂ Rn is contained in a box with side length bounded by l. Then the complexity of
the basic cutting plane method can be bounded by(
lM
ǫ + 1
)n
. (2.3)
Proof. Note that f˜k(x) = maxi=1,...,k f(xi) + 〈f ′(xi), x − xi〉 is Lipschitz con-
tinuous with constant M . Moreover, we have f˜k(x) ≤ f(x) for any x ∈ X and
f(xi) = f˜k(xi) for any i = 1, . . . , k + 1. Hence,
f˜k(xk+1) = min
x∈X
f˜k(x) ≤ min
x∈X
f(x) = f∗.
Using this observation, we have
ubk − lbk ≤ f(xi)− lbk = f˜k(xi)− lbk = f˜k(xi)− f˜k(xk+1) ≤M‖xi − xk+1‖.
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Since ubk−lbk > ǫ, we must have ‖xi−xk+1‖ > ǫ/M . (2.3) then follows immediately
from this observation.
Even though the complexity bound (2.3) of the cutting plane method has
not been explicitly established before, construction of this proof was used in
Ruszczyn´ski [15]. Moreover, as pointed out in [11] the exponential dependence
of such complexity bound on the dimension n does not seem to be improvable in
general. It is worth noting that the cutting plane algorithm does not explicitly
depend on the selection of the norm even though the bound in (2.3) is obtained
under the assumption that X sits inside an l∞ box.
3 Dynamic cutting plane method for single-scenario problems
In this section, we focus on a dynamic version of the cutting plane method applied
to solve a class of deterministic dynamic convex optimization problems, i.e., multi-
stage optimization problems with a single scenario. This dynamic cutting plane
(DCP) method, which can be viewed as SDDP with one scenario, will serve as a
starting point for studying the more general dual dynamic programming methods
in later two sections. Moreover, this method may inspire some interests in its own
right.
More specifically, we consider the following dynamic convex programming
f∗ := min
x1∈X1
{f1(x1) := h1(x1) + λv2(x1)} , (3.1)
where the value functions vt(·), t = 2, . . . , T + 1, are defined recursively by
vt(xt−1) := min
xt∈Xt(xt−1)
{ft(xt) := ht(xt) + λvt+1(xt)} , (3.2)
vT+1(xT ) ≡ 0, (3.3)
with convex feasible sets Xt(xt−1) given by
Xt(xt−1) :=
{
x ∈ X¯t ⊆ Rnt : Atx = Btxt−1 + bt, φt(x) ≤ Qtxt−1
}
. (3.4)
Similarly to problem (1.1), here λ ∈ (0,1] denotes the discounting factor, At :
R
nt → Rmt , Bt : Rnt−1 → Rmt , and Qt : Rnt−1 → Rpt are linear mappings, and
φt,i : R
nt → R, i = 1, . . . , pt, are closed convex functions, and X¯t ⊂ Rnt are
compact convex sets independent of xt−1. Thus, we can view problem (3.1) as a
single-scenario multi-stage optimization problem in the form of (1.1), by assuming
ξt = (At, bt,Bt,Qt,pt, ct) to be deterministic, and setting ht(·) = Ht(·, ct) and
φt(·) = Φt(·,pt). Throughout the paper we make the relatively complete recourse
assumption, i.e., the t-stage problems are feasible for every possible realization of
random data.
We will solve problem (3.1) by using a dynamic cutting plane method as shown
in Algorithm 2. For notational convenience, we assume that X1(x
k
0) ≡ X1 and
vk1 (x
k
0) ≡ vk1 for any iteration k ≥ 1.
We now make a few observations about the above DCP method. Firstly, in
the forward phase our goal is to compute a new policy (xk1, x
k
2 , . . . , x
k
T ) sequen-
tially starting from xk1 for the first stage. In this phase we utilize the cutting plane
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Algorithm 2 Dynamic cutting plane (DCP) method
1: Set v0t (x) = −∞, t = 2, . . . , T , v
0
T+1 = 0, and ub
0
t = +∞, t = 1, . . . , T .
2: for k = 1, 2, . . . , do
3: for t = 1, 2, . . . , T do ⊲ Forward phase.
xkt ∈ Argmin
{
fk−1
t
(x) := ht(x) + λv
k−1
t+1 (x) : x ∈ Xt(x
k
t−1)
}
. (3.5)
4: end for
5: Set ubk1 = min{ub
k−1
1 ,
∑T
t=1 λ
t−1ht(xkt )}.
6:
7: Set vk
T+1 = 0. ⊲ Backward phase.
8: for t = T, T − 1, . . . , 2 do
v˜kt (x
k
t−1) = min
{
fk
t
(x) := ht(x) + λv
k
t+1(x) : x ∈ Xt(x
k
t−1)
}
. (3.6)
(v˜kt )
′(xkt−1) = [Bt, Qt]y
k
t ,where y
k
t is the optimal dual multiplier of (3.6).
vkt (x) = max
{
vk−1t (x), v˜
k
t (x
k
t−1) + 〈(v˜
k
t )
′(xkt−1), x− x
k
t−1〉
}
. (3.7)
9: end for
10: end for
model vk−1t+1 (·) as a surrogate for the value function vt+1(·) in order to approxi-
mate the objective function ft(·) at stage t, because we do not have a convenient
expression for the value function vt+1(·). Since (xk1, xk2, . . . , xkT ) is a feasible policy
by definition,
∑T
t=1 λ
t−1ht(xkt ) gives us an upper bound on the optimal value f∗
of problem (3.1), and accordingly, ubk1 gives us the value associated with the best
policy we found so far.
Secondly, given the new generated policy (xk1, x
k
2 , . . . , x
k
T ), our goal in the back-
ward phase is to update the cutting plane models vk−1t (·) to vkt (·), in order to
provide a possibly tighter approximation of vt(·). More specifically, the function
value v˜kt (x
k
t−1) defined in (3.6) and the associated subgradient (v˜kt )′(xkt−1) define
a supporting hyperplane for the approximate value function v˜kt (·). Using these
supporting hyperplanes of v˜t, we define a cutting plane model v
k
t (·), which under-
estimates the original value function vt(·) as shown in the following result.
Lemma 1 For any k ≥ 1,
vk−1t (x) ≤ vkt (x) ≤ v˜kt (x) ≤ vt(x),∀x ∈ Rnt , t = 2, . . . , T, (3.8)
fk−1
t
(x) ≤ fk
t
(x) ≤ ft(x),∀x ∈ Rnt , t = 1, . . . , T. (3.9)
Proof. First observe that the inequalities in (3.9) follow directly from (3.8) by
using the facts that ft(x) = h(x) + vt(x) and f
k
t
(x) = ht(x) + v
k
t (x) due to the
definitions of ft and f
k
t
in (3.2) and (3.5), respectively.
We now show that the inequalities in (3.8) hold by using induction for k =
1, 2, . . . and t = T + 1, . . . , 1. Let us first fix k = 1. Note that v1T+1 = 0 and
thus by comparing the definitions of vT (x) and v˜
1
T (x) in (3.2) and (3.6), we have
v˜1T (x) = vT (x). Moreover, by definition v˜
1
T (x
1
T−1) + 〈(v˜1T )′(x1T−1), x − x1T−1〉 is a
supporting hyperplane of v˜1T (x) at x
1
T−1. Combining these observations with the
definition of v1T (x) and the fact that v
0
T (x) = −∞, we have
v1T (x) = v˜
1
T (x
1
T−1) + 〈(v˜1T )′(x1T−1), x− x1T−1〉 ≤ v˜1T (x) = vT (x). (3.10)
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This inequality then implies that (3.8) holds for k = 1 and t = T . Now for any
t ≤ T , by the induction hypothesis, we have v1t+1(x) ≤ v˜1t+1(x) ≤ vt+1(x) and
hence v˜1t (x) ≤ vt(x) due to the definitions of these functions in (3.2) and (3.6).
Moreover, by definition (v˜1t )
′(x1t−1) is a subgradient of v˜1t (·) at xt−11 . Therefore, we
have
v1t (x) = v˜
1
t (x
1
t−1) + 〈(v˜1t )′(x1t−1), x− x1t−1〉 ≤ v˜1t (x) ≤ vt(x), (3.11)
which implies that (3.8) holds for k = 1 and t = 2, . . . , T . The proof of (3.8) for
any k > 1 and t = 2, . . . , T follows from a similar argument and the fact that
vkt (x) ≥ vk−1t (x) due to (3.7).
In order to establish the complexity of Algorithm 2, we assume that the feasible
sets X¯t are bounded, and that the objective functions ft and f
k
t
are Lipschitz
continuous with constant Mt.
Assumption 1 There exist constants Dt and Mt, t = 1, . . . , T , such that
‖xt − x′t‖ ≤ Dt, ∀xt, x′t ∈ X¯t, (3.12)
|ft(xt)− ft(x′t)| ≤ Mt‖xt − x′t‖, ∀xt, x′t ∈ X¯t, (3.13)
|fk
t
(xt)− fkt (xt)| ≤ Mt‖xt − x
′
t‖, ∀xt, x′t ∈ X¯t. (3.14)
We make a few comments about the assumptions made above. Firstly, a suffi-
cient condition to guarantee (3.12) is the boundedness of X¯t. Secondly, we require
the relations in (3.12)-(3.14) hold for all xt, x
′
t ∈ X¯t just for the sake of simplicity.
In fact, as can be seen from the analysis of the algorithm, we only need to assume
‖xt − x′t‖ ≤ Dt, ∀xt, x′t ∈ Xt(xt−1),
|ft(xt)− ft(x′t)| ≤Mt‖xt − x′t‖, ∀xt ∈ Xt(xt−1), x′t ∈ Bǫ¯(xt),
|fk
t
(xt)− fkt (xt)| ≤Mt‖xt − x
′
t‖, ∀xt ∈ Xt(xt−1), x′t ∈ Bǫ¯(xt),
for any feasible policies (x1, . . . , xt−1) and some ǫ¯ greater than the target accuracy,
where
Bǫ¯(xt) := {x ∈ Rnt : ‖x− xt‖ ≤ ǫ¯} (3.15)
denotes the ‖ · ‖-ball with radius ǫ¯ and center xt.
Thirdly, the assumption in (3.13) is standard in convex analysis. Below we
show that some relationship between the assumptions in (3.13) and (3.14).
Lemma 2 Let X ⊆ Rn be a closed convex set, and f : X → R and f : X → R be
sub-differentiable convex functions such that f(x) ≤ f(x) for all x ∈ X. Assume that
f satisfies
|f(x)− f(x′)|∗ ≤M‖x − x′‖, ∀x ∈ X,x′ ∈ Bǫ¯(x).
If f(x0) ≤ f(x0) ≤ f(x0) + ǫ for some ǫ ≤ ǫ¯, then we have
‖f ′(x0)‖∗ ≤M + 1. (3.16)
Proof. Note that for any x ∈ X, we have
〈f ′(x0), x− x0〉 ≤ f(x)− f(x0) ≤ f(x)− f(x0) + ǫ.
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Letting x = x0 + ǫf
′(x0)/‖f ′(x0)‖∗, we conclude
ǫ‖f ′(x0)‖∗ ≤ f(x)− f(x0) + ǫ
≤M‖x− x0‖+ ǫ
≤ ǫM + ǫ,
from which the result in (3.16) immediately follows.
In order to establish the complexity of DCP, we need to introduce an important
notion as follows.
Definition 1 We say that a search point xkt gets ǫt-saturated at iteration k if
vt+1(x
k
t )− vkt+1(xkt ) ≤ ǫt. (3.17)
In view of the above definition and (3.8), for any ǫt-saturated point x
k
t we must
have
vkt+1(x
k
t ) ≤ vt+1(xkt ) ≤ vkt+1(xkt ) + ǫt. (3.18)
In other words, vkt+1 will be a tight approximation of vt+1 at x
k
t with error bounded
by ǫt. By (3.8), we also have v
k
t+1(x
k
t ) ≤ vk
′
t+1(x
k
t ) for any k
′ ≥ k, and hence
vt+1(x
k
t )− vk
′
t+1(x
k
t ) ≤ vt+1(xkt )− vkt+1(xkt ) ≤ ǫt.
This implies that once a point xkt becomes ǫt-saturated at the k-th iteration, the
functions vk
′
t+1 will also be a tight approximation of vt+1 at x
k
t with error bounded
by ǫt for any iteration k
′ ≥ k.
Below we describe some basic properties about the saturation of the search
points.
Lemma 3 Any search point xkT−1 generated for the (T − 1)-th stage must be 0-
saturated for any k ≥ 1.
Proof. Note that by (3.8), we have vkT (x
k
T−1) ≤ v(xkT−1). Moreover, by (3.7),
vkT (x
k
T−1) ≥ v˜T (xkT−1) = v(xkT−1)
where the last equality follows from the fact that vkT+1 = 0 and the definitions of
vT (x) and v˜
k
T (x) in (3.2) and (3.6). Therefore we must have v
k
T (x
k
T−1) = v(x
k
T−1),
which, in view of (3.17), implies that xkT−1 is 0-saturated.
We now state a crucial observation for DCP that relates the saturation of
search points across two consecutive stages. More specifically, the following result
shows that if one search point xjt at stage t has been ǫt-saturated at iteration j,
and a new search point generated at a later iteration k is close to xjt , then a search
point in the previous stage t − 1 will get ǫt−1-saturated with an appropriately
chosen value for ǫt−1.
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Proposition 2 Suppose that the search point xkt generated at the k-th iteration is close
enough to xjt generated in a previous iteration 1 ≤ j < k, i.e.,
‖xkt − xjt‖ ≤ δt (3.19)
for some δt ∈ [0,+∞). Also assume that the search point xjt is ǫt-saturated, i.e.,
vt+1(x
j
t)− vjt+1(xjt) ≤ ǫt. (3.20)
Then we have
ft(x
k
t )− fk−1t (x
k
t ) = λ[vt+1(x
k
t )− vk−1t+1 (xkt )]
≤ ǫt−1 := 2Mtδt + λǫt. (3.21)
In addition, for any t ≥ 2, we have
vt(x
k
t−1)− vkt (xkt−1) ≤ ǫt−1 (3.22)
and hence the search point xkt−1 will get ǫt−1-saturated at iteration k.
Proof. By the definitions of ft and f
k−1
t
in (3.2) and (3.5) , we have
ft(x)− fk−1t (x) = λ[vt+1(x)− v
k−1
t+1 (x)],∀x ∈ Xt(xkt−1). (3.23)
It follows from the definition of xkt in (3.5) and the first relation in (3.9) that
ft(x
k
t )− min
x∈Xt(xkt−1)
fk−1
t
(x) = ft(x
k
t )− fk−1t (x
k
t )
≤ ft(xkt )− fjt (x
k
t ). (3.24)
Now by the assumptions in (3.13) and (3.14), we have
|ft(xkt )− ft(xjt)‖ ≤Mt‖xkt − xjt‖ and fjt (x
k
t )− fjt (x
j
t) ≤Mt‖xkt − xjt‖.
In addition, by (3.20) and the definition ft and f
j
t
, we have
ft(x
j
t)− f jt (x
j
t) = λ[vt+1(x
j
t)− vjt+1(xjt)] ≤ λǫt.
Combining the previous observations and (3.19), we have
ft(x
k
t )− fk−1t (x
k
t ) ≤ [ft(xkt )− ft(xjt)] + [ft(xjt)− f jt (x
j
t)] + [f
j
t
(xjt)− f jt (x
k
t )]
≤ 2Mt‖xkt − xjt‖+ λǫt
≤ 2Mtδt + λǫt = ǫt−1, (3.25)
where the last equality follows from the definition of ǫt−1 in (3.21).
We will now show that the search point xt−1
k
in the preceding stage t− 1 must
also be ǫt−1-saturated at iteration k. Note that xkt is a feasible solution for the t-th
stage problem and hence that the function value ft(x
k
t ) must be greater than the
optimal value vt(x
k
t−1). Using this observation, we have
vt(x
k
t−1)− vkt (xkt−1) ≤ ft(xkt )− vkt (xkt−1). (3.26)
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Moreover, using the definitions of v˜kt (x
k
t−1) and vkt (x
k
t−1) in (3.6) and (3.7), the
relations in (3.8) and the fact that vkt+1(x) ≥ vk−1t+1 (x) due to (3.9), we have
vkt (x
k
t−1) = max{vk−1t (xkt−1), v˜kt (xkt−1)}
= v˜kt (x
k
t−1)
= min
{
fk
t
(x) : x ∈ Xt(xkt−1)
}
≥ min
{
fk−1
t
(x) : x ∈ Xt(xkt−1)
}
= fk−1
t
(xkt ), (3.27)
where the last identity follows from the definition of xkt in (3.5). Putting together
(3.26) and (3.27), we have
vt(x
k
t−1)− vkt (xkt−1) ≤ ft(xkt )− f˜k−1t (xkt )
≤ ǫt−1, (3.28)
where the last inequality follows from (3.25). The above inequality then implies
that xkt−1 gets ǫt−1-saturated at the k-th iteration.
Observe that the functions ft(·) are not directly computable since they depend
on the exact value functions vt+1(·). The following result relates the notion of
saturation to the gap between a computable upper bound
∑T
t=1 λ
t−1ht(xkt ) and
the lower bound fk−1
1
(xk1) on the optimal value f
∗.
Lemma 4 Suppose that at some iteration k ≥ 1, we have
λ[vt+1(x
k
t )− vk−1t+1 (xkt )] ≤ ǫt−1, (3.29)
for any t = 1, . . . , T . Then we have∑T
t=1 λ
t−1ht(xkt )− fk−11 (x
k
1) ≤
∑T
t=1 λ
t−1ǫt−1. (3.30)
Proof. By the definition of fk−1
1
(xk1) in (3.5), we have
fk−1
1
(xk1) = h1(x
k
1) + λv2(x
k
1),
which together with our assumption in (3.29) imply that
h1(x
k
1) + λv2(x
k
1)− fk−11 (x
k
1) = λ[v2(x
k
1)− v2(xk1)] ≤ ǫ0. (3.31)
Moreover, it follows from (3.5) and (3.9) that
ht(x
k
t ) + λv
k−1
t+1 (x
k
t ) = min
{
fk−1
t
(x) : x ∈ Xt(xkt−1)
}
≤ min
{
f(x) : x ∈ Xt(xkt−1)
}
= vt(x
k
t−1),
which, in view of our assumption
λ[vt+1(x
k
t )− vk−1t+1 (xkt )] ≤ ǫt−1,
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then implies that
ht(x
k
t ) + λvt+1(x
k
t ) ≤ vt(xkt−1) + ǫt−1 (3.32)
for any t = 2, . . . , T . Multiplying λt−1 to both side of the above inequalities, sum-
ming them up with the inequalities in (3.31), and using the fact that vT+1(x
k
T ) = 0,
we have ∑T
t=1 λ
t−1ht(xkt )− fk−11 (x
k
1) ≤
∑T
t=1 λ
t−1ǫt−1.
We need to properly define the notion of distinguishable saturated points.
Definition 2 We say that an ǫt-saturated search point x
k
t at stage t is δt-distinguishable
if
‖xkt − xjt‖ > δt (3.33)
for all other ǫt-saturated search points x
j
t that have been generated for stage t so
far by the algorithm.
Below we show that each iteration of the DCP method will either find an ǫ0-
solution of problem (3.1), or find a new ǫt-saturated and δt-distinguishable search
point at some stage t by properly specifying δt and ǫt for t = 0, . . . , T − 1.
Proposition 3 Assume that δt ∈ [0,+∞) for t = 1, . . . , T are given. Also let us
denote
ǫt :=
{
0, t = T − 1,∑T−2
τ=t (2Mτ+1δτ+1λ
τ−t), t ≤ T − 2. (3.34)
Then, every iteration k of the DCP method will either generate a δt-distinguishable
and ǫt-saturated search point x
k
t at some stage t = 1, . . . , T , or find a feasible policy
(xk1, . . . , x
k
T ) of problem (3.1) such that
f1(x
k
1)− f∗ ≤ ǫ0, (3.35)∑T
t=1 λ
t−1ht(xkt )− fk−11 (x
k
1) ≤
∑T
t=1 λ
t−1ǫt−1. (3.36)
Proof. First note that the definition of ǫt is computed according to the recursion
ǫt−1 = 2Mtδt + λtǫt (see (3.21)) and the assumption that ǫT−1 = 0.
By Lemma 3, xkT−1 in the (T − 1)-stage will get 0-saturated. If relation (3.33)
holds for t = T − 1, then we proved the claim that xkT−1 is δt-distinguishable and
ǫT−1-saturated (with ǫT−1 = 0). Otherwise, xkT−1 must be close to an existing
0-saturated point at stage T − 1, i.e., ∃j < k s.t.
‖xkT−1 − xjT−1‖ ≤ δT−1, (3.37)
which, in view of (3.21), then implies that
λ[vT (x
k
T−1)− vk−1T (xkT−1)] ≤ ǫT−2. (3.38)
In addition, it follows from (3.37) and (3.22) that
vT−1(x
k
T−2)− vkT−1(xkT−2) ≤ ǫT−2. (3.39)
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Hence, the point xkT−2 at stage T − 2 must become ǫT−2-saturated at iteration k.
We can go backwards with the same reasoning for any stage t = T − 2, T −
3, . . . , 2. Let us examine the point xkt , t = T − 2, . . . , 2. If xkt is ǫt-saturated and
satisfies (3.33) at some stage t, then again we proved the claim. Otherwise, xkt
must be close to an existing ǫt-saturated point at stage t, i.e., ∃j < k s.t.
‖xkt − xjt‖ ≤ δt, (3.40)
which, in view of (3.21), then implies that
λ[vt+1(x
k
t )− vk−1t+1 (xkt )] ≤ ǫt−1. (3.41)
It also follows from (3.40) and (3.22) that
vt(x
k
t−1)− vkt (xkt−1) ≤ ǫt−1. (3.42)
Hence, the point xkt−1 at stage t− 1 must become ǫt−1-saturated at iteration k.
Now consider the first stage t = 1. If xk1 is saturated and relation (3.33) holds
with t = 1, we again prove the claim. Otherwise, xk1 must be close to an existing
ǫ1-saturated point at stage 1, i.e., ∃j < k s.t.
‖xk1 − xj1‖ ≤ δ1, (3.43)
which, in view of (3.21) and the fact that f∗ ≥ fk−1
1
(xk1), then implies that
f1(x
k
1)− f∗ ≤ f1(xk1)− fk−11 (x
k
1) = λ[v2(x
k
1)− vk−12 (xk1)] ≤ ǫ0. (3.44)
In view of (3.38), (3.41) and the above inequality, the assumptions in Lemma 4
hold. The result in (3.36) then immediately follows from Lemma 4.
We are now ready to establish the complexity of the DCP method. For the sake
of simplicity, we will fix the norm ‖·‖ to be an l∞ norm to define the distances and
Lipschitz constants at each stage t. It should be noted, however, that the DCP
method itself does not really depend on the selection of norms. The l∞ norm is
chosen just because it will help us to count the number of search points needed
in each stage to guarantee the convergence of the algorithm. Therefore, the DCP
method can possibly adapt to the local geometry (i.e., the selection of norms) of
the problem to further reduce the dependence of the complexity bound on problem
dimension.
Theorem 1 Suppose that the norm used to define the bound on Dt in (3.12) is the l∞
norm. Also assume that δt ∈ [0,+∞) are given and that ǫt are defined in (3.34). Then
the number of iterations performed by the DCP method to find a solution satisfying
(3.35) and (3.36) can be bounded by
∑T−1
t=1
(
Dt
δt
+ 1
)nt
+ 1. (3.45)
In particular, If nt ≤ n, Dt ≤ D, Mt ≤ M and δt = ǫ for all t = 1, . . . , T , then the
DCP method will find a feasible policy (xk1, . . . , x
k
T ) of problem (3.1) s.t.
f1(x
k
1)− f∗ ≤ 2M min{ 11−λ , T − 1} ǫ, (3.46)∑T
t=1 λ
t−1ht(xkt )− fk−11 (x
k
1) ≤ 2M min{ 1(1−λ)2 ,
T (T−1)
2 } ǫ (3.47)
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within at most
(T − 1) (Dǫ + 1)n + 1 (3.48)
iterations.
Proof. Let us count the total number of possible search points for saturation
before a solution satisfying (3.35) and (3.36) is found. Using (3.33) and the as-
sumption the feasible region for each stage t is inside a box with side length Dt
(c.f., (3.12)), we can see that the number of possible δt-distingushable search points
for saturation at each stage is given by
Nt :=
(
Dt
δt
+ 1
)nt
.
This observation together with Proposition 3 then imply that the total number
of iterations performed by DCP will be bounded by
∑T−1
t=1 Nt + 1 and hence by
(3.45).
Now suppose that nt ≤ n, Dt ≤ D, Mt ≤ M and δt = ǫ for all t = 1, . . . , T . We
first provide a bound on ǫt defined in (3.34). For 0 ≤ t ≤ T − 2, we have
ǫt =
∑T−2
τ=t λ
τ−t[2Mτ+1δτ+1]
= 2M
∑T−2
τ=t λ
τ−tǫ
≤ 2M min{1−λT−t−11−λ , T − t− 1}ǫ
≤ 2M min{ 11−λ , T − t− 1}ǫ, (3.49)
and as a result,
∑T
t=1 λ
t−1ǫt−1 =
∑T
t=1 λ
t−1ǫt−1 =
∑T−2
t=0 λ
tǫt
≤ 2M∑T−2t=0 [λtmin{ 11−λ , T − t− 1}]ǫ
≤ 2M∑T−2t=0 min{ λt1−λ , T − t− 1}ǫ
≤ 2Mmin{ 1
(1−λ)2 ,
T (T−1)
2 }ǫ. (3.50)
Using these bounds in (3.35) and (3.36), we obtain relations (3.46) and (3.47).
Moreover, the iteration complexity bound in (3.48) follows directly from (3.45).
We now add some remarks about the results obtained in Theorem 1.
Firstly, similar to the basic cutting plane method, the bound in (3.48) has an
exponential dependence on n. However, it should be noted that the algorithm itself
does not depend on the selection of the norm and so the complexity only depends
on the intrinsic dimension of problem, which might be smaller than that of the
decision variables.
Secondly, for fixed n, the complexity bound in (3.48) has a mild dependence
on the number of stages T . In particular, if the discounting factor λ < 1, the
number of iterations required to find a solution xk1 s.t. f1(x
k
1)−f∗ ≤ ǫ only linearly
depends on T . When the discounting factor λ = 1, we can see that T also appears
in the termination criterions (3.46) and (3.47). The discounting factor provides
a mechanism to compensate the errors accumulated by approximating the value
function vt+1 by v
k
t+1 starting from t = T − 1 to t = 1.
Complexity of Stochastic Dual Dynamic Programming 15
Thirdly, while the termination criterion in (3.46) cannot be verified since the
function value f1 and f
∗ are not easily computable, the gap between the upper
and lower bound in the l.h.s. of (3.47) can be computed as we run the algorithm.
It should be noted that the dependence on T for these two criterions are slightly
different especially when the discounting factor λ = 1 (see the r.h.s. of (3.46) and
(3.47)).
4 Dual dynamic programming for multi-stage stochastic optimization
In this section, we generalize the DCP method for solving the multi-stage stochas-
tic optimization problems which have potentially an exponential number of scenar-
ios. As discussed in Section 1, we assume that we can sample from the probability
distribution Pt of the random vector ξt, t = 2, . . . , T . A sample average approxi-
mation (SAA) of the original problem (1.1) is constructed by replacing the true
distribution of ξt = (At, bt,Bt,Qt,pt, ct) with the empirical distribution PNt based
on a random sample
ξ˜ti = (A˜ti, b˜ti, B˜ti, Q˜ti, p˜ti, c˜ti), i = 1, . . . , Nt
from the distribution Pt of size Nt. Consequently the probability distribution P2×
· · · × PT of the random process ξ2, . . . , ξT is replaced by PN2 × · · · × PNT . Under
the stage-wise independence assumption of Pt and hence PNT , it has been shown
in [17] that under mild regularity assumptions we can approximate problem (1.4)
by the SAA problem defined as
F ∗ := minx1∈X1{F11(x1) := H1(x1, c1) + λV2(x1)}, (4.1)
where the value factions Vt, t = 2, . . . , T , are recursively defined by
Vt(xt−1) := 1Nt
∑Nt
i=1 νti(xt−1),
νti(xt−1) := minxt∈Xt(xt−1,ξ˜ti){Fti(xt) := Ht(xt, c˜ti) + λVt+1(xt)},
(4.2)
and
VT+1(xT ) = 0. (4.3)
We will focus on how to solve the SAA problem in (4.1). The essential difference
between this problem and the single-scenario problem in (3.1) is that each stage t
involves Nt (rather than one) subproblems. As a consequence, when determining
the search point xkt at each stage t in the forward phase, we need to choose one
out of Nt feasible solutions and each one of them corresponds to a realization ξ˜ti of
the random variables. In this section, we will present a deterministic dual dynamic
programming method which chooses the feasible solution in the forward phase in
an aggressive manner, while in next section, we will discuss a stochastic approach
in which the feasible solution in the forward phase will be chosen randomly. As
we will see, the former approach will exhibit better iteration complexity while the
latter one is easier to implement. We start with the deterministic approach also
because the analysis for the latter stochastic method is built on the one for the
deterministic approach.
The (deterministic) dual dynamic programming (DDP) method is described in
Algorithm 3. In the forward phase of DDP, for each stage t, we solve Nt subprob-
lems as shown in (4.6) to compute the search points x˜kti, i = 1, . . . , Nt. For each
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x˜kti, we further compute the quantity g
k
t (x˜
k
ti) in (4.7), i.e., the distance between
x˜kti and the set S
k−1
t , where S
k−1
t denotes the set of currently saturated search
points in stage t. Then we will choose from x˜kti, i = 1, . . . , Nt, the one with the
smallest value of gkt (x˜
k
ti) as x
k
t . The backward phase of DDP is similar to the DCP
in Algorithm 2 with the following differences. First, we need to update the set
Skt for the saturated search points. Second, the computation of the cutting plane
model also requires the solutions of Nt subproblems in (4.8).
Similar to Definition 1, we say that a search point xkt generated by the DDP
method is ǫt-saturated at iteration k if
Vt+1(x
k
t )− V kt+1(xkt ) ≤ ǫt. (4.4)
Moreover, similar to Definition 2, we say an ǫt-saturated search point x
k
t at stage
t is δt-distinguishable if
‖xkt − xjt‖ > δt
for all other ǫt-saturated search points x
j
t that have been generated for stage t so far
by the algorithm. Equivalently, an ǫt-saturated search point x
k
t is δt-distinguishable
if
gkt (x
k
t ) > δt. (4.5)
In view of these notions, we choose the most “distinguishable” search point to
encourage exploration in an aggressive manner in Line 6 of the DDP method.
In order to establish the complexity of Algorithm 3, we need to assume that
the feasible sets X¯t are bounded and that the objective functions Fti and F ti are
Lipschitz continuous with constant Mt over X¯t.
Assumption 2 There exist constants Dt and Mt, t = 1, . . . , T , such that
‖xt − x′t‖ ≤ Dt, ∀xt, x′t ∈ X¯t, (4.12)
|Fti(xt)− Fti(x′t)| ≤Mt‖xt − x′t‖, ∀xt, x′t ∈ X¯t, (4.13)
|F ti(xt)− F ti(x′t)| ≤Mt‖xt − x′t‖, ∀xt, x′t ∈ X¯t. (4.14)
Similar to Assumption 1, we assume that the relations in (4.12)-(4.13) for all
xt, x
′
t ∈ X¯t for the sake of simplicity. In the analysis of the algorithm, we only need
the following weaker assumptions:
‖xt − x′t‖ ≤ Dt, ∀xt, x′t ∈ Xt(xt−1, ξ˜ti),∀i = 1, . . . , Nt,
|Fti(xt)− Fti(x′t)| ≤Mt‖xt − x′t‖, ∀xt ∈ Xt(xt−1,ξ˜ti), x
′
t ∈ Bǫ¯(xt),∀i = 1, . . . , Nt,
|F ti(xt)− F ti(x′t)| ≤Mt‖xt − x′t‖, ∀xt ∈ Xt(xt−1,ξ˜ti), x
′
t ∈ Bǫ¯(xt),∀i = 1, . . . , Nt,
for any feasible policies (x1, . . . , xt−1) and some ǫ¯ > 0, where Bǫ¯ is defined in
(3.15). Moreover, the result in Lemma 2 also helps us to see the relation between
the assumptions in (4.13) and (4.14).
The following result is similar to Lemma 1 for the DCP method.
Lemma 5 For any k ≥ 1,
V k−1t (x) ≤ V kt (x) ≤ 1Nt
∑Nt
j=1 ν˜
k
tj(x) ≤ Vt(x),∀x ∈ Rnt , t = 2, . . . , T, (4.15)
Fk−1tj (x) ≤ Fktj(x) ≤ Ftj(x),∀x ∈ Rnt , t = 1, . . . , T, (4.16)
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Algorithm 3 Deterministic dual dynamic programming
1: Set V 0t (x) = −∞, t = 2, . . . , T , V
k
T+1(x) = 0, k ≥ 1, and S
0
t = ∅, t = 1, . . . , T .
2: for k = 1, 2, . . . , do
3: for t = 1, . . . , T do ⊲ Forward phase.
4: for i = 1, 2, . . . , Nt do
x˜kti ∈ Argminx∈Xt(xkt−1,ξ˜ti)
{
Fk−1ti (x) := Ht(x, c˜ti) + λV
k−1
t+1 (x)
}
. (4.6)
gkt (x˜
k
ti) =
{
min
s∈S
k−1
t
‖s− x˜kti‖, t < T,
0, o.w.
(4.7)
5: end for
6: Choose xkt from {x˜
k
ti} such that g
k
t (x
k
t ) = max
i=1,...,Nt
gkt (x˜
k
ti).
7: end for
8: if gk1 (x
k
1) ≤ δ0 then Terminate.
9: for t = T, T − 1, . . . , 2 do ⊲ Backward phase.
10: if gkt (x
k
t ) ≤ δt then
11: Set Skt−1 = S
k−1
t−1 ∪ {x
k
t−1}.
12: end if
13: for i = 1, . . . , Nt do
ν˜kti(x
k
t−1) = min
x∈Xt(x
k
t−1
,ξ˜ti)
{
Fkti(x) := Ht(x, c˜ti) + λV
k
t+1(x)
}
. (4.8)
(ν˜kti)
′(xkt−1) = [B˜ti, Q˜ti]y
k
ti,where y
k
ti is the optimal
dual multipliers of (4.8). (4.9)
14: end for
15: Set
V˜ kt =
1
Nt
∑Nt
j=1 ν˜
k
tj(x
k
t−1), (V˜
k
t )
′ = 1
Nt
∑Nt
j=1(ν˜
k
tj)
′(xkt−1). (4.10)
V kt (x) = max
{
V k−1t (x), V˜
k
t + 〈(V˜
k
t )
′, x− xkt−1〉
}
. (4.11)
16: end for
17: end for
Proof. The proof is similar to that of Lemma 1. The major difference exists in
that (3.11) will be replaced by
V 1t (x) =
1
Nt
∑Nt
j=1
[
ν˜1tj(x
1
t−1) + 〈(ν˜1tj)′(x1t−1), x− x1t−1〉
]
≤ 1Nt
∑Nt
j=1 ν˜
1
tj(x) ≤ 1Nt
∑Nt
j=1 ν
1
tj(x)
= Vt(x),
and hence we skip the details.
Below we describe some basic properties about the saturation of search points.
Lemma 6 Any search point xkT−1 generated for the (T − 1)-th stage in DDP must be
0-saturated for any k ≥ 1.
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Proof. Note that by (4.15), we have V kT (x
k
T−1) ≤ V (xkT−1). Moreover, by (4.11),
V kT (x
k
T−1) ≥ 1NT
Nt∑
j=1
[
ν˜ktj(x
k
t−1) + 〈(ν˜ktj)′(xkt−1), ξ˜tj), xkT−1 − xkt−1〉
]
= 1NT
∑Nt
j=1 ν˜
k
tj(x
k
t−1) = 1NT
∑Nt
j=1 ν
k
tj(x
k
t−1)
= v(xkT−1)
where the second-to-last equality follows from the fact that vkT+1 = 0 and the defi-
nitions of νT (x) and ν˜
k
T (x) in (4.2) and (4.8). Therefore we must have V
k
T (x
k
T−1) =
V (xkT−1), which, in view of (4.4), implies that x
k
T is 0-saturated.
We now generalize the result in Proposition 2 for the DCP method to relate
the saturation of search points across two consecutive stages in the DDP method.
Proposition 4 Assume that δt ∈ [0,+∞) for t = 1, . . . , T are given and that ǫt are
defined recursively according to (3.21) for some given ǫT−1 > 0. Also let gkt (·) be
defined in (4.7) and assume that xkt is chosen such that
gkt (x
k
t ) = max
i=1,...,Nt
gkt (x˜
k
ti).
a) If gkt (x
k
t ) ≤ δt, t = 2, . . . , T − 1, then we have
Fti(x˜
k
ti)− Fk−1ti (x˜kti) = λ[Vt+1(x˜kti)− V k−1t+1 (x˜kti)] ≤ ǫt−1. (4.17)
Moreover, for any T ≥ 2, we have
Vt(x
k
t−1)− V kt (xkt−1) ≤ ǫt−1. (4.18)
where ǫt−1 is defined (3.21).
b) Skt , t = 1, . . . , T − 1, contains all the ǫt-saturated search points obtained for the
t-th stage at iteration k.
Proof. We prove the results by induction. First note that by (4.7) we have
gkT (x
k
T ) = 0. Moreover, by Lemma 6, any search point x
k
T−1 will be 0-saturated
and hence part a) holds with ǫT−1 = 0 for t = T − 1. Moreover, in view of Line 11
of Algorithm 3 and the fact gkT (x
k
T ) = 0, S
k
T−1 contains all the 0-saturated search
point obtained for stage T − 1 and hence part b) holds for t = T − 1.
Now assume that gkt (x
k
t ) ≤ δt for the t-th stage for some t ≤ T − 1. In view of
this assumption and the definition of xkt , we have
gkt (x˜
k
ti) = min
s∈Sk−1
t
‖s − x˜kti‖ ≤ δt
for any i = 1, . . . , Nt. Note that we must have S
k−1
t 6= ∅ since otherwise gkt (x˜kti) =
+∞. Hence, there exists xjit ∈ Sk−1t for some ji < k − 1 such that
‖xjit − x˜kti‖ ≤ δt, (4.19)
Vt+1(x
ji
t )− V jit+1(xjit ) ≤ ǫt, (4.20)
for any t = 1, . . . , Nt.
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Observe that by the definition fo xkti in (4.6) and the first relation in (4.16),
we have
Fti(x˜
k
ti)− min
x∈Xti(xkt−1)
F k−1ti (x) = Fti(x˜
k
ti)− Fk−1ti (x˜kti)
≤ Fti(x˜kti)− F jiti (x˜kti). (4.21)
Moreover, by the assumptions in (4.13) and (4.14), we have
|Fti(x˜kti)− Fti(xjit )‖ ≤Mt‖x˜kti − xjit ‖ and F jiti (x˜kti)− F jiti (xjit ) ≤Mt‖x˜kti − xjit ‖.
In addition, it follows from the definitions of Fti and F
k
ti (c.f. (4.2) and (4.6)) and
(4.20) that
Fti(x
ji
t )− F jiti(xjit ) = λ[Vt+1(xjit )− V jit+1(xjit )] ≤ λǫt.
Combining the previous observations and (4.20), we have
Fti(x˜
k
ti)− F k−1ti (x˜kti)
≤ [Fti(x˜kti)− Fti(xjit )] + [Fti(xjit )− F jiti (xjit )] + [F jiti (xjit )− F jiti (x˜kti)]
≤ 2Mt‖x˜kti − xjit ‖+ λǫt
≤ 2Mtδt + λǫt = ǫt−1, (4.22)
where the last inequality follows from the definition of ǫt−1 in (3.21). The above
result, together with the definitions of Fti and F
k
ti , then implys (4.17).
We will now show that the search point xt−1
k
in the preceding stage t− 1 must
also be ǫt−1-saturated at iteration k. Note that x˜kti are feasible solutions for the
t-th stage problem and hence that the function value Fti(x˜
k
ti) must be greater than
the optimal value νti(x
k
t−1) defined in (4.2). Using this observation, we have
Vt(x
k
t−1)− V kt (xkt−1) = 1Nt
∑Nt
i=1 νti(x
k
t−1)− V kt (xkt−1)
≤ 1Nt
∑Nt
i=1 Fti(x˜
k
ti)− V kt (xkt−1). (4.23)
Moreover, using the definitions of V kt (x
k
t−1) and ν˜kti(x
k
t−1) in (4.11) and (4.8), the
relations in (4.15) and the fact that V kt+1(x) ≥ V k−1t+1 (x) due to (4.16), we have
V kt (x
k
t−1) = max{V k−1t (xkt−1), 1Nt
∑Nt
i=1 ν˜
k
ti(x
k
t−1)}
= 1Nt
∑Nt
i=1 ν˜
k
ti(x
k
t−1)
= 1Nt
∑Nt
i=1min
{
F kti(x) : x ∈ Xt(xkt−1, ξ˜tj)
}
≥ 1Nt
∑Nt
i=1min
{
F k−1ti (x) : x ∈ Xt(xkt−1, ξ˜tj)
}
= 1Nt
∑Nt
i=1 F
k−1
ti (x˜
k
ti), (4.24)
where the last identity follows from the definition of xkt in (4.6). Putting together
(4.23) and (4.24), we have
Vt(x
k
t−1)− V kt (xkt−1) ≤ 1Nt
∑Nt
i=1[Fti(x˜
k
ti)− Fk−1ti (x˜kti)]
≤ ǫt−1, (4.25)
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where the last inequality follows from (4.22). The above inequality then implies
that xkt−1 gets saturated at the k-th iteration. Moreover, the point xkt−1 will be
added into the set Skt−1 in view of the definition in Line 11 of Algorithm 3. We
have thus shown both part a) and part b).
Different from the DCP method, we do not have a convenient way to compute
an exact upper bound on the optimal value for the general multi-stage stochastic
optimization problem. However, we can use gk1(x
k
1) as a termination criterion for
the DDP method. Indeed, using (4.22) (with t = 1 and i = 1) and the fact that
N1 = 1, we conclude that if g
k
1(x
k
1) ≤ δ1, then we must have
F11(x
k
1)− F ∗ ≤ F11(xk1)− F k−111 (xk1) ≤ ǫ0. (4.26)
It is worth noting that one can possibly provide a stochastic upper bound on F ∗
for solving multi-stage stochastic optimization problems. We will discuss this idea
further in Section 5.
Below we show that each iteration of the DDP method will either find an ǫ0-
solution of problem (4.1), or find a new ǫt-saturated and δt-distinguishable search
point at some stage t.
Proposition 5 Assume that δt ∈ [0,+∞), t = 1, . . . , T , are given. Also let ǫt, t =
0, . . . , T , be defined in (3.34). Then any iteration k of the DDP method will either
generate a new ǫt-saturated and δt-distinguishable search point x
k
t at some stage t =
1, . . . , T , or find a feasible policy (xk1, . . . , x
k
T ) of problem (4.1) such that
F11(x
k
1)− F ∗ ≤ ǫ0. (4.27)
Proof. By Lemma 6, xkT−1 in the (T − 1)-stage will get 0-saturated. If rela-
tion (4.5) holds for t = T − 1, then we proved the claim. Otherwise, xkT−1 must
be close to an existing 0-saturated point at stage T − 1. Hence by the definition of
xkT−1, we must have
gkT−1(x
k
T−1) = max
i=1,...,NT−1
gkT−1(x˜
k
(T−1)i) ≤ δT−1. (4.28)
This observation, in view of Proposition 4.a), then implies that xkT−2 is ǫT−2-
saturated. We can go backwards with the same reasoning for any stage t = T −
2, T − 3, . . . , 2. Let us examine the point xkt , t = T − 2, . . . , 2. If xkt is ǫt-saturated
and satisfies (4.5) at some stage t, then again we proved that the claim. Otherwise,
we must have
gkt (x
k
t ) ≤ δt, (4.29)
which together with Proposition 4.a) imply that the point xkt−1 at stage t−1 must
become ǫt−1-saturated at iteration k. Now consider the first stage t = 1. If xk1 is
saturated and relation (4.5) holds with t = 1, we again prove the claim. Otherwise,
it follows from (4.26) that xk1 must be an ǫ0-solution of problem (4.1).
We are now ready to establish the complexity of the DDP method. For the sake
of simplicity, we will fix the norm ‖ · ‖ to be an l∞ norm to define the distances
and Lipschitz constants at each stage t.
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Theorem 2 Suppose that the norm used to define the bound on Dt in (4.12) is the l∞
norm. Also assume that δt ∈ [0,+∞) are given and that ǫt are defined in (3.34). Then
the number of iterations performed by the DDP method to find a solution satisfying
F11(x
k
1)− F ∗ ≤ ǫ0 (4.30)
can be bounded by K¯ + 1, where
K¯ :=
∑T−1
t=1
(
Dt
δt
+ 1
)nt
. (4.31)
In particular, If nt ≤ n, Dt ≤ D, Mt ≤ M and δt = ǫ for all t = 1, . . . , T , then the
DDP method will find a feasible policy (xk1, . . . , x
k
T ) of problem (4.1) s.t.
F11(x
k
1)− F ∗ ≤ 2Mmin{ 11−λ , T − 1} ǫ, (4.32)
within at most K¯ǫ + 1 iterations with
K¯ǫ := (T − 1)
(
D
ǫ + 1
)n
. (4.33)
Proof. Let us count the total number of possible search points for saturation
before an ǫ-optimal policy of problem (4.1) is found. Using (4.5) and the assump-
tion the feasible region for each stage t is inside a box with side length Dt (c.f.,
(4.12)), we can see that the number of possible search points for saturation at each
stage is given by (
Dt
δt
+ 1
)nt
.
As a consequence, the total number of iterations that DDP will perform before
finding an ǫ0-optimal policy will be bounded by K¯+1. If nt ≤ n, Dt ≤ D, Mt ≤M
and δt = ǫ for all t = 1, . . . , T , we can obtain (4.32) by using the bound (3.49) for
ǫ0 in (4.30). Moreover, the bound in (4.33) follows directly from (4.31).
We now add some remarks about the results obtained in Theorem 2 for the
DDPmethod. First, comparing with the DCPmethod for single-scenario problems,
we can see that these two algorithms exhibit similar iteration complexity. However,
the DCP method provides some guarantees on an easily computable gap between
the upper and lower bound. On the other hand, we can terminate DDP method
by using the quantity gk1 . Second, the DDP method requires us to maintain the
set of saturated search points Skt and explicitly use the selection of the norm ‖ · ‖
when computing gkt . Hence, this algorithm might not be adaptive to the geometry
of the feasible sets. In the next section, we will discuss a stochastic dual dynamic
programming method which can address some of these issues associated with DDP,
by sacrificing a bit on the iteration complexity bound in terms of its dependence
on the number of scenarios Nt.
5 Stochastic dual dynamic programming
In this section, we still consider the SAA problem (4.1) for multi-stage stochastic
optimization and establish the iteration complexity of the stochastic dual dynamic
programming (SDDP) for solving this problem.
As mentioned in the previous section, when dealing with multiple scenarios in
each stage t, we need to select xkt from x˜ti, i = 1, . . . , Nt, defined in (4.6), where x˜ti
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corresponds to a particular realization ξ˜ti, i = 1, . . . , Nt. While the DDP method
chooses xkt in an aggressive manner by selecting the most “distinguishable” search
points, SDDP will select xkt from x˜ti, i = 1, . . . , Nt, in a randomized manner.
The SDDP method is formally described in Algorithm 4. This method still
consists of the forward phase and backward phase similarly to the DCP and DDP
methods. On one hand, we can view DCP as a special case of SDDP with Nt = 1,
t = 1, . . . , T . On the other hand, there exist a few essential differences between
SDDP in Algorithm 4 and DDP in Algorithm 3. First, in the forward phase of
SDDP, we randomly pick up an index it and solve problem (5.1) to update x
k
t .
Equivalently, one can view xkt as being randomly chosen from x˜
k
ti, i = 1, . . . , Nt,
defined in (4.6) for the DDP method. We do not need to compute x˜kti for i 6= it,
even though we will use them in the analysis of the SDDP method. Second, in
SDDP we do not need to maintain the set of saturated search points and thus the
algorithmic scheme is much simplified. However, without these sets, we will not
be able to compute the quantities gkt as in Algorithm 3 and thus to perform the
termination test as in DDP. We will discuss later in this section how to provide
a statistical upper bound by running the forward phase a few times. Finally, one
possible advantage of removing the computation of gkt is that the algorithmic
scheme of SDDP does not explicitly depend on the selection of the norm ‖ · ‖, and
hence it can be adaptive to the geometry of feasible sets.
Algorithm 4 Stochastic dual dynamic programming
1: Set V 0t (x) = −∞, t = 2, . . . , T , V
k
T+1(x) = 0, k ≥ 1.
2: for k = 1, 2, . . . , do
3: for t = 1, . . . , T do ⊲ Forward phase.
4: Pick up it from {1, 2, . . . , Nt} uniformly randomly.
5: Set
xkt ∈ Argminx∈Xt(xkt−1,ξ˜tit )
{
Fk−1tit (x) := Ht(x, c˜tit) + λV
k−1
t+1 (x)
}
. (5.1)
6: end for
7: for t = T, T − 1, . . . , 2 do ⊲ Backward phase.
8: for i = 1, . . . , Nt do
9: Set ν˜kti(x
k
t−1) and (ν˜
k
ti)
′(xkt−1) according to (4.8) and (4.9).
10: end for
11: Update V kt (x) according to (4.10) and (4.11).
12: end for
13: end for
Our goal in the remaining part of this section is to establish the complexity of
SDDP. Let us denote Sk−1t the set of saturated points in stage t, i.e., S
k−1
t := {xt :
Vt+1(xt)− V jt+1(xt) ≤ ǫt, for some j ≤ k − 1}. We still use xjit for some ji < k − 1
to denote the closest point to x˜kti from the saturated points S
k−1
t , i.e.,
xjit ∈ Argmins∈Sk−1
t
‖s − x˜kti‖, (5.2)
Vt+1(x
ji
t )− V jit+1(xjit ) ≤ ǫt. (5.3)
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In SDDP, we will explore the average distance between x˜kti to the set S
k−1
t defined
as follows:
g˜kt :=
1
Nt
∑Nt
i=1 ‖x˜kti − xjit ‖.
Lemma 7 below summarizes some important properties about g˜kt .
Lemma 7 Let δt ∈ [0,+∞) be given and ǫt be defined in (3.21). If g˜kt ≤ δt, then we
have
1
Nt
∑Nt
i=1[Fti(x˜
k
ti)− Fk−1ti (x˜kti)] = λNt
∑Nt
i=1[Vt+1(x˜
k
ti)− V k−1t+1 (x˜kti)] ≤ ǫt−1. (5.4)
Moreover, for t ≥ 2 we have
Vt(x
k
t−1)− V kt (xkt−1) ≤ ǫt−1. (5.5)
Proof. First note the second inequality in (4.22) still holds since it does not
depend on the selection of xkt . Hence we have
Fti(x˜
k
ti)− F k−1ti (x˜kti) ≤ 2Mt‖x˜kti − xjit ‖+ λǫt.
Summing up the above inequalities, we can see that
1
Nt
∑Nt
i=1[Fti(x˜
k
ti)− F k−1ti (x˜kti)] ≤ 2Mt 1Nt
∑Nt
i=1 ‖x˜kti − xjit ‖+ λǫt
= 2Mtg˜
k
t + λǫt
≤ ǫt−1,
which together with the definitions of Fti and F
k−1
ti then imply (5.4). Moreover,
(5.5) follows from (4.25) and (5.4).
Similar to the previous section, we use
gkt (x
k
t ) :=
{
min
s∈Sk−1
t
‖s − xkt ‖, t < T,
0, o.w.
to measure the distance between xkt and the set of saturated points. We say that
xkt is ǫt-saturated if V
k
t+1(x
k
t ) − V t+1(xkt ) ≤ ǫt. Moreover, xkt is δt-distinguishable
if gkt (x
k
t ) > δt. Since x
k
t is randomly chosen from x˜
k
ti, i = 1, . . . , Nt, we will use
the random variable qkt = 1 or 0 to denote whether a new ǫt-saturated and δt-
distinguishable search point xkt is found for stage t at iteration k or not. Accord-
ingly, we use the random variable qk denote whether there exists such a point
among any stages at iteration k.
While DDP can find at least one new saturated and distinguishable search
point in every iteration, SDDP can only guarantee so in probability as shown in
the following result.
Lemma 8 Assume that δt ∈ [0,+∞), t = 1, . . . , T , are given. Also let ǫt, t = 0, . . . , T ,
be defined in (3.34). The probability of finding a new ǫt-saturated and δt-distinguishable
search point at the k-iteration of SDDP can be bounded by
Prob{qk = 1} ≥ 1
N¯
(1− Prob{g˜ki ≤ δi, i = 1, . . . , T − 1}), (5.6)
where
N¯ := max{N1, . . . , NT }. (5.7)
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Proof. First note that ǫt in (3.34) is computed according to the recursion ǫt−1 =
2Mtδt + λtǫt and the assumption ǫT−1 = 0.
Let us start with stage T − 1 at iteration k. By Lemma 6, xkT−1 in stage T − 1
will get 0-saturated. Hence, if
g˜kT−1 = 1NT−1
∑NT−1
i=1 ‖x˜k(T−1)i − xjiT−1‖ > δT−1,
there must exist at least one index i∗ ∈ {1, . . . , NT−1} such that ‖x˜k(T−1)i∗ −
xji∗
T−1‖ > δT−1. Since by definition Prob{xkT−1 = x˜k(T−1)i∗} = 1/NT−1, the proba-
bility of finding a new 0-saturated and δT−1-distinguishable search point at stage
T − 1 can be bounded by
Prob{qkT−1 = 1} ≥ Prob{xkT−1 = x˜k(T−1)i∗}Prob{g˜kT−1 > δT−1}
= 1NT−1 Prob{g˜
k
T−1 > δT−1}
≥ 1
N¯
Prob{g˜kT−1 > δT−1}. (5.8)
Now assume that
g˜kT−1 = 1NT−1
∑NT−1
i=1 ‖x˜k(T−1)i − xjiT−1‖ ≤ δT−1.
It follows from (5.4) that
VT−1(x
k
T−2)− V kT−1(xkT−2) ≤ 2MT−1δT−1 = ǫT−2.
Hence the point xkT−2 must be ǫT−2-saturated. Following an argument similar to
(5.8), we can show that
Prob{qkT−2 = 1} ≥ 1NT−2 Prob{g˜
k
T−2 > δT−2, g˜
k
T−1 ≤ δT−1}
≥ 1
N¯
Prob{g˜kT−2 > δT−2, g˜kT−1 ≤ δT−1}.
Continuing this process, we can show that
Prob{qkt = 1} ≥ 1N¯ Prob{g˜
k
t > δt; g˜
k
i ≤ δi, i = t+ 1, . . . , T − 1}.
for any t = 1, . . . , T − 1. Therefore, the probability of finding a new ǫt-saturated
and δt-distinguishable search point at iteration k of SDDP can be bounded by
Prob{qk = 1} ≥ 1
N¯
∑T
t=1 Prob{g˜kt > δt; g˜ki ≤ δi, i = t+ 1, . . . , T − 1}
= 1
N¯
(1− Prob{g˜ki ≤ δi, i = 1, . . . , T − 1}).
In view of Lemma 8, one of the following three difference cases will happen for
each SDDP iteration: (a) g˜kt ≤ δt for all t = 1, . . . , T − 1. In this case, we conclude
from Lemma 7 that
F11(x
k
1)− F ∗ ≤ F11(xk1)− F k−111 (xk1) ≤ ǫ0. (5.9)
The probability of this case is denoted by Prob{g˜ki ≤ δi, i = 1, . . . , T−1}; (b) A new
ǫt-saturated and δt-distinguishable search point will be generated with probability
at least
1
N¯
(1−Prob{g˜ki ≤ δi, i = 1, . . . , T − 1});
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and (c) none of the above situation will happen, implying that this particular
SDDP iteration is not productive.
Observe that if for some iteration k, we have g˜kt ≤ δt for all t = 1, . . . , T − 1.
Then in view of Lemma 7, we have
λ
Nt
∑Nt
i=1[Vt+1(x˜
k
ti)− V k−1t+1 (x˜kti)] ≤ ǫt−1
for all t = 1, . . . , T . This observation together with the fact that xkt is randomly
chosen from x˜kti, i = 1, . . . , Nt, then imply that
λE[Vt+1(x
k
t )− V k−1t+1 (xkt )] ≤ ǫt−1, t = 1, . . . , T. (5.10)
Similar in spirit to Lemma 4, the following result relates the above notion of
saturation to the gap between a stochastic upper bound and lower bound on the
optimal value of problem (4.1).
Lemma 9 Suppose that the relations in (5.10) hold for some iteration k ≥ 1. Then
we have
E[
∑T
t=1 λ
t−1Ht(xkt , c˜tit )− F k−111 (xk1)] ≤
∑T
t=1 λ
t−1ǫt−1. (5.11)
Proof. Note that we have N1 = 1. By the definition of x
k
1 in (5.1) and our
assumption in (5.10), we have
E[H1(x
k
1, c˜t1) + λV2(x
k
1)− F k−111 (xk1)]
= E[H1(x
k
1, c˜t1) + λV2(x
k
1)]− E[H1(xk1, c˜t1) + λV k−12 (xk1)]
= λE[V2(x
k
1)− V k−12 (xk1)]
≤ λǫ1. (5.12)
Now consider the t-th stage for any t ≥ 2. By the definition of xkt in (5.1), we have
Ht(x
k
t , c˜tit ) + λV
k−1
t+1 (x
k
t ) = min{Ht(x, c˜tit) + λV k−1t+1 (x) : x ∈ Xt(xkt−1)}
≤ min{Ht(x, c˜tit) + λVt+1(x) : x ∈ Xt(xkt−1)}
= νtit(x
k
t−1)
for any t ≥ 2. Taking expectation on both sides of the above inequality and using
our assumption λE[Vt+1(x
k
t )− V k−1t+1 (xkt )] ≤ ǫt−1, we then have
E[Ht(x
k
t , c˜tit) + λVt+1(x
k
t )] ≤ E[νtit(xkt−1)] + ǫt−1
= E[Vt(x
k
t−1)] + ǫt−1,
where the last identity follows from the definition of Vt and the selection of it.
Multiplying λt−1 to both side of the above inequalities, summing them up with
the inequalities in (5.12), and using the fact that VT+1(x
k
T ) = 0, we have
E[
∑T
t=1 λ
t−1Ht(xkt , c˜tit )− F k−111 (xk1)] ≤
∑T
t=1 λ
t−1ǫt−1.
We also need to use the followingwell-known result for the martingale difference
sequence when establishing the iteration complexity of SDDP.
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Lemma 10 Let ξ[t] ≡ {ξ1, ξ2, . . . , ξt} be a sequence of iid random variables, and
ζt = ζt(ξ[t]) be deterministic Borel functions of ξ[t] such that E|ξ[t−1] [ζt] = 0 a.s.
and E|ξ[t−1] [exp{ζ2t /σ2t }] ≤ exp{1} a.s., where σt > 0 are deterministic. Then
∀λ ≥ 0 : Prob
{∑N
t=1 ζt > λ
√∑N
t=1 σ
2
t
}
≤ exp{−λ2/3}. (5.13)
and
∀λ ≥ 0 : Prob
{∑N
t=1 ζt < −λ
√∑N
t=1 σ
2
t
}
≤ exp{−λ2/3}. (5.14)
Proof. The proof of (5.13) can be found, e.g., Lemma 2 in [9]. In addition, (5.14)
follows from (5.13) by replacing ζt with −ζt.
We are now ready to establish the complexity of SDDP.
Theorem 3 Suppose that the norm used to define the bound Dt in (3.12) is the l∞
norm. Also assume that δt ∈ [0,+∞) and ǫt are defined in (3.34). Let K denote the
number of iterations performed by SDDP before it finds a feasible policy (xk1, . . . , x
k
T )
of problem (4.1) s.t.
F11(x
k
1)− F ∗ ≤ ǫ0, (5.15)
E[
∑T
t=1 λ
t−1Ht(xkt , c˜tit )− F k−111 (xk1)] ≤
∑T
t=1 λ
t−1ǫt−1. (5.16)
Then we have E[K] ≤ K¯N¯ + 2, where K¯ and N¯ are defined in (4.31) and (5.7),
respectively. In addition, for any α ≥ 1, we have
Prob{K ≥ αK¯N¯ + 1} ≤ exp
(
− (α−1)2K¯2
2αN¯
)
. (5.17)
Proof. First note that if g˜kt ≤ δt for all t = 1, . . . , T − 1, then (5.15) and (5.16)
must hold in view of the discussion after Lemma 8 (c.f. (5.9) and (5.10)). Therefore,
the event g˜kt ≤ δt for all t = 1, . . . , T − 1 will not happen for any 1 ≤ k ≤ K − 1.
In other words, we have Prob{g˜kt ≤ δt, t = 1, . . . , T − 1} = 0 for all 1 ≤ k ≤ K − 1,
which, in view of (5.6), implies that for any 1 ≤ k ≤ K − 1,
Prob{qk = 1} ≥ 1
N¯
. (5.18)
Moreover, observe that we must have∑K−2
k=1 q
k ≤ K¯, (5.19)
since otherwise the algorithm has generated totally K¯ ǫt-saturated and δt-distinguishable
search points during the first K−2 iterations, and thus must terminate at theK−1
iterations (i.e., (5.15) and (5.16) must hold due to g˜K−1t ≤ δt for all t = 1, . . . , T−1).
Taking expectation on both sides of (5.19), we have
K¯ ≥ EK [E[
∑K−2
k=1 q
k|K]] ≥ EK [K−2N¯ ] =
E[K]−2
N¯
,
implying that E[K] ≤ N¯K¯ + 2.
Now we need to bound the probability that the algorithm does not terminate
in αN¯K¯ + 1 iterations for α ≥ 1. Observe that
Prob{K ≥ αN¯K¯ + 1} ≤ Prob{∑αN¯K¯k=1 qk < K¯}, (5.20)
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since K ≥ αN¯K¯ + 1 must imply that ∑αN¯K¯k=1 qk < K¯. Note that qk − E[qk] is a
margingale-difference sequence, and E[exp((qk)2)] ≤ 1. Hence we have
Prob{∑αN¯K¯k=1 qk < αK¯ − λ√αN¯K¯}
≤ Prob{∑αN¯K¯k=1 qk ≤∑αN¯K¯k=1 E[qk]− λ√αN¯K¯}
≤ exp(−λ2/2),∀λ > 0, (5.21)
where the first inequality follows from the fact that E[qk] ≥ 1/N¯ , k = 1, . . . , αN¯K¯,
and thus
∑αN¯K¯
k=1 E[q
k] ≥ αK¯, and the second inequality follows from Lemma 10.
Setting
λ = (α−1)K¯√
αN¯
in the above relation, we then conclude that
Prob{∑αN¯K¯k=1 qk < K¯} ≤ exp(− (α−1)2K¯22αN¯
)
. (5.22)
Combining (5.20) and (5.22), we then conclude that
Prob{K ≥ αN¯K¯ + 1} ≤ exp
(
− (α−1)2K¯2
2αN¯
)
, ∀α ≥ 1.
We have the following immediate consequence of Theorem 3.
Corollary 1 Suppose that nt ≤ n, Dt ≤ D, Mt ≤ M and δt = ǫ for all t = 1, . . . , T .
Let K denote the number of iterations performed by the SDDP method before it finds
a feasible policy (xk1, . . . , x
k
T ) of problem (4.1) s.t.
F11(x
k
1)− F ∗ ≤ 2M min{ 11−λ , T − 1} ǫ, (5.23)
E[
∑T
t=1 λ
t−1Ht(xkt , c˜tit)− Fk−111 (xk1)] ≤ 2M min{ 1(1−λ)2 ,
T (T−1)
2 } ǫ. (5.24)
Then we have E[K] ≤ K¯ǫN¯ + 2, where K¯ǫ and N¯ is defined in (4.33) and (5.7),
respectively. In addition, for any α ≥ 1, we have
Prob{K ≥ αK¯ǫN¯ + 1} ≤ exp
(
− (α−1)
2K¯2
ǫ
2αN¯
)
.
Proof. The relations in (5.23) and (5.24) follow by using the bound (3.49) for
ǫ0 in (5.15) and by using the bound (3.50) for
∑T
t=1 ǫt−1 in (5.16), respectively.
Moreover, the bounds on E[K] and Prob{K ≥ αK¯ǫN¯ + 1} directly follows from
Theorem 3 by replacing K¯ with K¯ǫ.
We now add few remarks about the results obtained in Theorem 3 and Corol-
lary 1. Firstly, since SDDP is a randomized algorithm, we provide bounds on
the expected number of iterations required to find an approximate solution of
problem (4.1). We also show that the probability of having large deviations from
these expected bounds for SDDP decays exponentially fast. Second, the complex-
ity bounds for the SDDP method is N¯ times worse than those in Theorem 2 for
the DDP method, even though the dependence on other parameters, including T ,
n and ǫ, remains the same.
As shown in Theorem 3 and Corollary 1, we can show the convergence of the gap
between a stochastic upper bound, given by
∑T
t=1 λ
t−1Ht(xkt , c˜tit ), and the lower
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bound F k−111 (x
k
1), generated by the SDDP method. In order to obtain a statistically
more reliable upper bound, we can run the forward phase L ≥ 1 times in each
iteration. In particular, we can replace the forward phase in Algorithm 4 with
the one shown in Algorithm 5. We can then compute the average and estimated
standard deviation of ubk over these L runs of the forward phase.
Algorithm 5 Forward phase with upper bound estimation
1: for l = 1, . . . , L do ⊲ Forward phase.
2: Set F˜l = 0.
3: for t = 1, . . . , T do
4: Pick up it from {1, 2, . . . , Nt} uniformly randomly.
5: Set xkt according to (5.1) and F˜l = F˜l + λ
t−1Ht(xkt , c˜tit).
6: end for
7: Set ubk = ubk + F˜l.
8: end for
9: Set ubk = ubk/L.
It should be noted, however, that the convergence of the SDDP method only
requires L = 1. To choose L > 1 helps to properly terminate the algorithm by
providing a statistically more accurate upper bound. Moreover, since each run
of the forward phase will generate a feasible policy, we can use these L feasible
policies to run the backward phases in parallel to accelerate the convergence of
SDDP. Following a similar analysis to the basic version of SDDP, we can show
that the number of iterations required by the above variant of SDDP will be L
times smaller than the one for Algorithm 4, but each iteration is computationally
more expensive or requires more computing resources for parallel processing.
6 Conclusion
In this paper, we establish the complexity of a few cutting plane algorithms, in-
cluding DCP, DDP and SDDP, for solving dynamic convex optimization problems.
These methods build up piecewise linear functions to approximate the value func-
tions through the backward phase and generate feasible policies in the forward
phase by utilizing these cutting plane models. For the first time in the literature,
we establish the total number of iterations required to run these forward and back-
ward phases in order to compute a certain accurate solution. Our results reveal
that these methods have a mild dependence on the number of stages T .
It is worth noting that in our current analysis we assume that all the sub-
problems in the forward and backward phases are solve exactly. However, it is
relatively easy to extend the basic analysis to the case when these subproblems
are solved inexactly as long as the errors are small enough. Moreover, the analysis
of our algorithm relies on the fact that the value functions are convex, but we
did not make any assumptions on how the subproblems are solved. As a result,
it is possible to extend our complexity results to multi-stage stochastic binary (or
integer) programming problems for which the value functions are convex (see, e.g.,
[20]).
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