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Fig. 1. Renderings from our novel neural reflectance field representation that is reconstructed from images of these scenes captured with a simple collocated
camera-light setup. Our neural reflectance fields can model complex scene geometry and reflectance and render images from new viewpoints (odd images)
and non-collocated lighting (even images) that were never captured.
We present neural reflectance fields, a novel deep scene representation that
encodes volume density, normal and reflectance properties at any 3D point in
a scene using a fully-connected neural network. We combine this representa-
tion with a physically-based differentiable ray marching framework that can
render images from a neural reflectance field under any viewpoint and light.
We demonstrate that neural reflectance fields can be estimated from images
captured with a simple collocated camera-light setup, and accurately model
the appearance of real-world scenes with complex geometry and reflectance.
Once estimated, they can be used to render photo-realistic images under
novel viewpoint and (non-collocated) lighting conditions and accurately
reproduce challenging effects like specularities, shadows and occlusions.
This allows us to perform high-quality view synthesis and relighting that
is significantly better than previous methods. We also demonstrate that we
can compose the estimated neural reflectance field of a real scene with tradi-
tional scene models and render them using standard Monte Carlo rendering
engines. Our work thus enables a complete pipeline from high-quality and
practical appearance acquisition to 3D scene composition and rendering.
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acquisition, neural rendering.
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1 INTRODUCTION
Modeling a real scene from captured images and reproducing its
appearance under novel conditions is a central problem in computer
graphics and vision. This has traditionally been accomplished by
using 3D reconstruction and inverse rendering methods to recover
scene geometry and reflectance [Nam et al. 2018; Zhou et al. 2013].
However, this is an extremely challenging task, and even state-of-
the-art methods generate inaccurate reconstructions that produce
images with significant artifacts when rendered.
More recently, many approaches have been proposed that circum-
vent the problem of explicit reconstruction, and instead estimate
a “neural” scene representations that can be combined with an ap-
propriate differentiable rendering method to generate novel images
(see [Tewari et al. 2020] for a recent survey). One line of work
in this space combines neural scene representations with classi-
cal ray marching—a volume rendering approach that is naturally
differentiable—to achieve realistic rendering without requiring any
pre-acquired 3D geometry [Lombardi et al. 2019; Mildenhall et al.
2020; Sitzmann et al. 2019b]. However, these methods are mostly
designed for view synthesis and do not model scene appearance as
a function of reflectance or lighting. As a result, they do not allow
for tasks such as relighting or scene editing. While ray marching
can be used with discrete volumes with explicit per-voxel BRDFs
[Bi et al. 2020a] to enable both relighting and view synthesis, an
explicit discretized volume representation is highly restricted by its
fixed resolution, and cannot reproduce high-frequency appearance
details like fine textures and sharp boundaries.
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In this work, we propose a novel scene representation that we
refer to as Neural Reflectance Fields. Unlike previous work that mod-
els scene color [Lombardi et al. 2019] or radiance [Mildenhall et al.
2020], neural reflectance fields account for both scene geometry
and reflectance. This allows us to combine neural reflectance fields
with a ray-marching framework (see Fig. 2) to render images un-
der arbitrary view and lighting. Moreover, the whole pipeline is
differentiable allowing us to pose the problem of appearance acqui-
sition as one of optimizing for a neural reflectance field that, when
rendered, will match the captured scene images. Based on this, we
capture multiple images around the scene with a cellphone camera
and its built-in flash, similar to the acquisition in recent work on
material acquisition [Deschaintre et al. 2018; Li et al. 2018a], re-
lighting [Xu et al. 2018] and inverse rendering [Nam et al. 2018].
This practical setup yields unstructured multi-view images under
collocated point illumination and captures complex high-frequency
scene appearance. As we illustrate in Fig. 1, neural reflectance fields
can be reconstructed from such “simple” inputs and allow for the
photo-realistic rendering of complex real scenes under novel view-
points and lighting conditions (that are arbitrarily different from
the captured collocated lighting).
Neural Reflectance Fields are a continuous function neural rep-
resentation that implicitly models both scene geometry and re-
flectance. We represent them using a deep multi-layer perceptron
(MLP) that can regress reflectance properties, normals, and volume
density at a given 3D scene point (x ,y, z). This representation can
be combined with a differentiable ray marching framework—based
on classical physically based volume rendering [Kniss et al. 2003;
Max 1995; Novák et al. 2018]. In particular, we march rays from the
viewpoint through each pixel, and along each marching ray sample
points where we compute shading using the regressed normal and
reflectance properties at sampled shading points. This shading is
modulated with transmittance (computed from regressed volume
density), and accumulated along the ray to compute radiance.
We utilize the transmittance not only along the camera ray but
also along the light ray to model light effects like shadows for
complex real scenes (see Fig. 1). Naively computing the light trans-
mittance requires marching a rays from all the points sampled along
the camera ray to the light, making it intractable both for recon-
struction and rendering. Instead, we note that the collocated nature
of our input data simplifies this for us because it only requires us
to evaluate transmittance along the identical camera-light ray, thus
allowing us to efficiently fit neural reflectance fields to image data.
To further speed up re-rendering under arbitrary light and view po-
sitions, we pre-compute a light transmittance volume at adaptively
sampled points, enabling efficient shadow rendering.
Our entire rendering pipeline is general and can support any net-
work that can map a 3D point to rendering parameters and any dif-
ferentiable reflectance model. For example, in Fig. 1, 5, 7, we demon-
strate that we can accurately model the appearance of a diverse
set of real scenes, including scenes with intricate geometry, highly
specular reflectance, furry objects, and human portraits. These re-
sults are significantly better than the state-of-the-art mesh-based
reconstruction method [Nam et al. 2018] and discrete volume-based
representations [Bi et al. 2020a] (see Fig. 4).
Moreover, because our representation is designed to work with a
physically-based volume renderer, it can in fact be naturally incor-
porated into modern rendering engines, like Mitsuba [Jakob 2010].
This allows us to compose neural reflectance fields with traditional
3D models (with explicit meshes and BRDFs) and capture light trans-
port interactions between these disparate scene elements (see Fig. 9).
This is something that has not been demonstrated by previous neural
reconstruction methods, and in our opinion, represents an impor-
tant step towards building neural capture and rendering approaches
that can be incorporated into traditional 3D design workflows.
In summary, our main contributions are:
• A novel neural reflectance field representation that models both
scene geometry and reflectance,
• A physically-based ray marching scheme that can render neural
reflectance fields under any view and lighting,
• A method to reconstruct neural reflectance fields from unstruc-
tured flash images, and
• Applications of this representation to tasks like view synthesis,
relighting, and scene composition.
2 RELATED WORK
Neural scene representations. Previous work has applied deep neu-
ral networks to many 3D tasks with scene geometry modeled by
various representations, such as volumes [Ji et al. 2017; Richter
and Roth 2018], point clouds [Qi et al. 2017], implicit functions
[Mescheder et al. 2018; Sitzmann et al. 2019b], etc. Reflectance mod-
eling has also been explored with neural networks [Kuznetsov et al.
2019; Rainer et al. 2019; Vicini et al. 2019]. We present the novel
neural reflectance field that models both geometry and reflectance
in a real scene.
Thies et al. [2019] apply neural textures for realistic image synthe-
sis, but require a pre-acquired mesh as input. Many previous works
aim to do view synthesis without any known geometry. Multiplane
images have been used in small-baseline view synthesis [Srinivasan
et al. 2019; Zhou et al. 2018]; however, such a view-dependent repre-
sentation only supports limited viewing range and requires special
fusion techniques to extend the range [Mildenhall et al. 2019]. Re-
cent works leverage view-independent volumes, which are able
to handle complex view-dependent effects [Lombardi et al. 2019;
Sitzmann et al. 2019a]. Our neural reflectance field models complete
scene appearance; in addition to view synthesis, ours can also be
used for other applications such as relighting.
Recently, ray marching has been used to train many neural scene
representations for view synthesis without any ground-truth 3D
representations [Lombardi et al. 2019; Mildenhall et al. 2020; Sitz-
mann et al. 2019b]. Lombardi et al. [2019] apply ray marching in a
discrete volume with a warping field for view synthesis. To make
it generalizable to relighting, Bi et al. [2020a] reconstruct discrete
reflectance volumes with explicit per-voxel BRDFs; however, the
fixed resolution of the discrete volume limits the appearance details
in the rendering. In contrast, we leverage a continuous functional
neural representation and achieve much better results (see Fig. 4).
Mildenhal et al. [2020] present a neural radiance field, which also
represents a scene as a continuous function with a MLP. However,
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their representation only supports view synthesis by directly ren-
dering radiance from a new viewpoint under fixed illumination. We
leverage a novel reflectance-aware ray marching framework and
learn to regress multiple decomposed shading components, which
enables relighting and many other images synthesis applications.
Geometry and reflectance capture. Classically, modeling and re-
rendering a real scene requires full reconstruction of its geometry
and reflectance. From captured images, scene geometry is usually re-
constructed by structure-from-motion and multi-view stereo (MVS)
[Esteban and Schmitt 2004; Furukawa and Ponce 2009; Kutulakos
and Seitz 2000; Schönberger and Frahm 2016; Schönberger et al.
2016], which have recently been extended using deep learning tech-
niques [Chen et al. 2019; Cheng et al. 2019; Yao et al. 2018, 2019].
Reflectance acquisition traditionally requires sophisticated de-
vices to sample the light-view space [Foo 1997; Kang et al. 2018,
2019; Matusik et al. 2003; Nielsen et al. 2015; Xu et al. 2016]. Recently,
many works use a practical device – a modern cellphone that has
a camera and a built-in flash light – and capture flash images to
acquire spatially varying BRDFs [Aittala et al. 2016, 2015; Hui et al.
2017; Nam et al. 2018]. While such a device only acquires reflectance
samples under collocated light and view, with enough samples, it
is still sufficient to reconstruct many standard analytic reflectance
models that are governed by the half-angle vector [Hui et al. 2017;
Nam et al. 2018]. More recently, deep learning methods have made
BRDF acquisition with a single flash image possible [Deschaintre
et al. 2018; Li et al. 2018a,b]. Bi et al. [2020b] extend the single-
view case to a structured multi-view configuration, and reconstruct
meshes with per-vertex BRDFs from only six images.
We aim tomodel geometry and appearance of complex real scenes
from multi-view unstructured flash images. From such inputs, Nam
et al. [2018] leverage an initial mesh from MVS and reconstruct
per-vertex BRDFs via traditional optimization. However, it is very
difficult for traditional mesh-based methods to recover challeng-
ing thin structures and sharp specularities of complex real scenes.
In this work, we address these issues by proposing a novel neural
reflectance field to implicitly model the scene’s geometry and re-
flectance, bypassing explicit mesh reconstruction. Our approach
achieves photo-realistic rendering results with high-frequency ap-
pearance details that are significantly better than previous works.
Relighting and view synthesis. Scene acquisition and rendering
can be also achieved using image-based techniques without explicit
reconstruction [Debevec et al. 2000; Levoy and Hanrahan 1996].
Recently, many learning based view synthesis methods have been
presented [Hedman et al. 2018;Mildenhall et al. 2020; Srinivasan et al.
2017; Xu et al. 2019; Zhou et al. 2018]. We extend the ray marching
in the view synthesis works to a more general reflectance-aware
ray marching framework, which can also be used to do relighting.
Learning-based relighting methods have also been presented [Ren
et al. 2015; Xu et al. 2018], which are able to reproduce challenging
appearance effects. Many techniques regress images under novel
lighting from sparse inputs without any explicit geometry reasoning
[Sun et al. 2019; Xu et al. 2018; Zhou et al. 2019], but are unable
to recover accurate hard shadows. Philip et al. [2019] require a
mesh from MVS for shadowing computation. Our network learns to
regress volume density to model detailed scene geometry. Our ray
𝒙𝑗 = (𝑥, 𝑦, 𝑧)
𝑓𝑟(𝒙𝑗 ,𝝎𝑜 ,𝝎𝑖 ,𝒏 𝒙𝑗 ,𝑅(𝒙𝑗 ))𝝎𝑖
𝝎𝑜
𝜎 𝒙𝑗
𝒏 𝒙𝑗
𝑅(𝒙𝑗 )
 𝜏𝑙
𝜏𝑐 Neural Reflectance Field
Reflectance Model
Fig. 2. Overview of the neural reflectance field and ray marching. We march
a ray (blue) through each pixel from the camera and sample a sequence of
shading points on the ray. The ray radiance under a point light source is
computed from the volume density σ , normal n and reflectance properties
R via a differentiable ray marching equation (Eqn. 7) shown on top. At each
point x j , shading is computed from the normaln(x j ), reflectance properties
R(x j ) and corresponding light and view directions (ωi and ωo ) using a
specified reflectance model fr . Volume density σ (x j ) acts like opacity (α =
1− exp(−σ∆t )) to attenuate the shading; it is also used to compute the view
transmittance τc (Eqn. 8) along the camera ray (blue ellipsoid) and the light
transmittance τl (Eqn. 9) along an additional ray toward the light (yellow
ellipsoid). We propose to use a novel neural reflectance field, represented
by an MLP, to regress the required rendering properties (σ , n, R) from the
3D location x j = (x, y, z) for ray marching.
marching considers light transmittance in ray integration, which
recovers challenging hard shadows.
Note that, previous image-based techniques often send viewing
[Lombardi et al. 2019; Mildenhall et al. 2020] or lighting [Sun et al.
2019; Xu et al. 2018] information as additional inputs to the network,
and compute challenging view- or light- dependent shading effects
through the network processing. In contrast, we leverage classical
reflectance models to regularize the learning process; our neural re-
flectance field is independent of the viewing and lighting directions,
and we use the regressed reflectance and normal to compute shad-
ing under any lighting and viewpoint. Our approach can properly
model scene appearance and reproduce challenging view-dependent
and light-dependent shading effects.
3 REFLECTANCE-AWARE RAY MARCHING
While differentiable ray marching has been used in recent works
[Lombardi et al. 2019; Mildenhall et al. 2020], these methods focus on
view synthesis and only consider view-dependent effects. We utilize
classical reflectance models in a more general ray marching frame-
work (see Fig. 2) that also models lighting and enables relighting and
other re-rendering applications. Our reflectance-aware rendering
framework is differentiable and can be easily combined with deep
learning to learn scene appearance. In this section, we first discuss
the underlying rendering equation that governs our volume render-
ing (Sec. 3.1), and then introduce our ray marching framework that
numerically computes the equation in a differentiable way (Sec. 3.2).
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3.1 Rendering equation
In general, for non-emissive and non-absorptive volumes, physically-
based volume rendering is governed by the volume rendering equa-
tion [Novák et al. 2018] that computes the radiance L(c,ωo ) at point
c in directionωo :
L(c,ωo ) =
∫ ∞
0
τc (x)σ (x)Ls (x ,ωo )dt , (1)
where τc (x) = e−
∫ t
0 σ (c−uωo )du . (2)
Here, t represents the 1D location on a ray traced in the volume, x =
c − tωo represents the 3D point at t , the point c typically represents
the camera location, and Ls (x ,ωo ) represents the scattered light at x
alongωo . σ is the extinction coefficient that indicates the probability
density of medium particles; we refer to σ as volume density in this
paper. τc (x) represents the transmittance factor which determines
the loss of light along the ray from c to x .
Eqn. 1 computes the radiance that arrives at c by integrating the
modulated in-scattered light Ls along the ray,
Ls (x ,ωo ) =
∫
S
fp (x ,ωo ,ωi )Li (x ,ωi )dωi , (3)
where S is a unit sphere, fp is a phase function that governs light
scattering, and Li (x ,ωi ) is the incident radiance arriving at x from
directionωi .
Note that previous work [Mildenhall et al. 2020] directly encodes
Ls without considering any form of Eqn. 3; this assumes fixed illumi-
nation and only works for view synthesis. In contrast, we consider
single-bounce direct illumination under a single point light source
to approximate Ls . Inspired by [Max 1995], we compute Ls with an
explicit reflectance term that assumes the role of a phase function:
Ls (x ,ωo ) = fr (x ,ωo ,ωi ,n(x),R(x))Li (x ,ωi ), (4)
where fr represents a differentiable reflectance model with parame-
ters R, n is the local surface shading normal, and Li represents the
incident radiance as in Eqn. 3. When only considering direct illumi-
nation from a point light source, Li is determined by the intensity
of the light source and the loss of light due to extinction through
the volume:
Li (x ,ωi ) = τl (x)Ll (x), (5)
where τl is the transmittance from the light to the shading point, and
Ll represents the light intensity with the consideration of distance
attenuation. Here, l denotes the position of the point light source,
and thusωi corresponds to the direction of the vector l − x .
Therefore, by combining Eqn. 1, 4, 5, our volume rendering is
governed by a reflectance-aware rendering equation [Kniss et al.
2003; Max 1995]:
L(c,ωo ) =
∫
τc (x)τl (x)σ (t)fr (x ,ωo ,ωi ,n(x),R(x))Ll (x)dt . (6)
Our equation considers complete one-bounce camera-volume-light
paths in the light transport. Unlike previous work that only consid-
ers the view transmittance or opacity between the shading point
and the camera [Lombardi et al. 2019; Mildenhall et al. 2020], we also
explicitly express the light transmittance (τl ) from the point to the
light, which allows us to render realistic shadows under different
point light sources. Essentially, instead of modeling scene radiance
Ls as is in previous view synthesis work [Mildenhall et al. 2020],
we decouple the multiple factors (τl , fr , Ll ) that are embedded in
Ls , and explicitly model the scene reflectance parameters in fr , thus
allowing for reflectance-aware rendering for both view synthesis
and relighting with realistic shading and shadowing effects.
3.2 Ray marching
Weuse raymarching to numerically estimate the continuous integral
in Eqn. 6 similarly to prior work on volume rendering [Kniss et al.
2003; Max 1995]; this is illustrated in Fig. 2. Specifically, we march
rays from the camera center through each pixel on the image plane
and sample a sequence of N shading points x j on each ray. The
rendering equation can be estimated by:
L(c,ωo ) =
N∑
j=0
τc (x j )τl (x j )(1 − exp(−σ (x j )∆tj ))fr (x j )Ll (x j ), (7)
where ∆tj represents the ray step size at point x j . Here, we omit
the other parameters (ωo ,ωi , n, R) in fr for brevity. Here, τc (x j ) is
also an integral (Eqn. 2) and can be numerically evaluated by:
τc (x j ) = exp
(
−
j∑
k=0
σ (xk )∆tk
)
. (8)
The transmittance τl (x j ) can be similarly evaluated, but it requires
sampling another sequence of pointsx ′p on an additional raymarched
from the light source to the shading point x j :
τl (x j ) = exp
(
−
∑
p
σ (x ′p )∆t ′p
)
. (9)
Naively computing Eqn. 9 for Eqn. 7 would require marching a large
number of light rays for all shading points on all camera rays. In-
stead, we leverage a collocated light source and camera setup (where
the camera and light rays are the same) to avoid this during training;
this is described in Sec. 4.2. At inference time we precompute an
adaptive transmittance volume to efficiently approximate Eqn. 9
under any point light; this is described in Sec. 4.3.
Equations 7, 8, 9 express our reflectance-aware ray marching
framework. Given a camera c and a point light l , the framework
computes the radiance of any marching ray through a scene from
the volume density σ , normal n, and reflectance properties R of the
points in the scene. [Bi et al. 2020a] utilizes a rendering equation
similar to ours (Eqn. 6), but they leverage classical opacity accu-
mulation – where the opacity is given by α = 1 − exp(−σ∆t) – to
numerically evaluate the integral, which only supports a fixed step
size for ray marching. In contrast, we utilize volume density σ for
numerical estimation, which is more general and allows the step
sizes to vary across the shading points. This enables applying better
adaptive sampling strategies to distribute the shading points along
both camera and light rays (See 4.2 and Sec. 4.3). In addition, since
volume density is standard in Monte Carlo based volume rendering,
the model learned from our ray marching framework can be also
used in standard rendering engines for general graphics applications
(See. Fig. 9).
Our ray marching framework supports any differentiable re-
flectance model fr , which makes the full rendering process trivially
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differentiable. In this work, we demonstrate most results using a
classical analytic BRDF [Karis and Games 2013] for fr , which models
the reflectance of opaque surfaces with a diffuse albedo and a specu-
lar roughness. We also show results with hair/fur reflectance models
[Kajiya and Kay 1989] that model the appearance of furry objects,
demonstrating the generality of this formulation. Our reflectance-
aware ray marching framework can potentially be combined with
any module that is able to provide the rendering properties (σ , n,
R) of an arbitrary point in the scene. In this work, we use a neural
network to regress the necessary rendering properties.
4 NEURAL REFLECTANCE FIELDS
We now present our neural reflectance field representation that
uses deep fully connected networks to model scene geometry and
reflectance (Sec. 4.1). As shown in Fig. 2, this network can be used
in conjunction with the reflectance-aware ray marching scheme
described previously. We show how it can effectively trained from
cellphone flash images (Sec. 4.2). We also present an adaptive trans-
mittance volume for light transmittance precomputation, enabling
efficient rendering under any novel light and view positions with
realistic shadows (Sec. 4.3).
4.1 Network
Given a reflectance model fr withm parameters, a neural reflectance
field outputs a (4 + m)-dimensional vector—comprising volume
density σ (1-D), normal n (3-D) and reflectance properties R (m-
D)—at any 3-D position x = (x ,y, z) in a scene. In practice, we use
a microfacet BRDF model [Walter et al. 2007] where R comprises
diffuse albedo and specular roughness, though we also demonstrate
an extension using a fur reflectance model [Kajiya and Kay 1989].
We parameterize neural reflectance fields using an MLP with 14
fully connected layers and ReLU activation layers. Please refer to
the supplementary material for the detailed architecture of our
network.
Inspired by [Mildenhall et al. 2020; Rahaman et al. 2018; Vaswani
et al. 2017], we use a frequency-based positional encoding of a given
3D location x = (x ,y, z). In particular, given each dimension of the
3D (x ,y, z) point, we map the scalar value v to
γ (v) = (sin(20πv), cos(20πv), . . . , sin(2W −1πv), cos(2W −1πv)),
(10)
whereW represents the highest frequency level (W = 10 in our
experiments). These are input to the MLP to regress the scene prop-
erties at the encoding γ (x), γ (y) and γ (z).
Unlike [Mildenhall et al. 2020], which also use a positional en-
coding of the viewing direction, we only use the 3D location as
input, inferring view- (and light-) independent scene appearance
properties. This is possible because we separate out these factors
and compute shading, viewing, and lighting information in our ray
marching framework (Eqn. 6, 7); this allows neural reflectance fields
to be directly plugged into it for high-quality rendering.
4.2 Learning neural reflectance fields from flash images
We now describe how we can use neural reflectance fields to re-
construct the appearance of a real-world scene from images. Each
neural reflectance field is fit to a specific scene via a training process.
Since our whole rendering process (the representation and the ray
marching) is differentiable, we train the neural reflectance field net-
work to minimize the error between rendered images and captured
images of the scene.
Collocated light and view. In particular, we capture flash images
with collocated light and view to train our networks. Such images
can be easily captured by a cellphone with a camera and a flash. The
collocated setting leads to c = l in our training. One key benefit
of using collocated light and view is that the view transmittance
τc and the light transmittance τl become equal in Eqn. 7. This
avoids marching an additional ray towards the light at every shading
point, which would make training intractable. This capture setup
thus has the advantage of making both acquisition and training
practical. However, this also means that our input images represent
an extremely sparse sampling of scene appearance across the view-
light space. In fact, we have no samples of the scene for lighting
from any non-zero angle with respect to the camera. In spite of this,
we show that we can reconstruct high-quality scene appearance
and render images under arbitrary view and even non-collocated
lighting.
Adaptive sampling for camera rays. To optimize the point sam-
pling in ray marching, for each scene, we train two networks—a
coarse and a fine neural reflectance field—and render using a coarse-
to-fine adaptive sampling procedure. Inspired by [Mildenhall et al.
2020], we first sample a sparse set of points on each marching ray
with stratified sampling to compute a distribution function using
the coarse network, then sample a dense set of points from the
distribution function to compute the final radiance value using the
fine network.
In particular, we divide each full ray segment into N1 bins and
randomly sample a point from each bin to get stratified samples.
From these points, we can compute the radiance from the coarse-
level network for the ray using Eqn. 7. As a side product, we can
also produce corresponding per-point contribution weights
a(x j ) = τc (x j )(1 − exp(−σ (x j )∆tj )). (11)
The weight a(x) essentially describes how visible the point at x
is to the camera. We construct a piece-wise constant probability
distribution by normalizing the per-point weights a(x j ) and then
sample N2 points from this distribution, which adaptively selects
new samples according to the visibility information gathered from
the coarse neural reflectance field. We then use all N = N1 + N2
sampled points to compute the final radiance with Eqn. 7 using the
rendering parameters from the fine reflectance field. This coarse-to-
fine adaptive sampling effectively distributes more sampled points in
the regions that contribute most to the rendering integral, allowing
for accurate shading computation with high-frequency details.
4.3 Efficient rendering under novel light and view
While our neural reflectance field is learned from flash images with
collocated light and view, the learned representation can be directly
used to render the scenewith single-scattering effects using any light
and view positions with Eqn. 7. However, accurately computing
τl at inference time under novel non-collocated light and view
(unlike training) is extremely computationally expensive. Therefore,
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: A light ray in the volume
: Adaptively sampled points
: Scene content 
  (a sphere on a flat plane)
: Shadow
 
: Frustrum of the light,
  i.e. the transmittance volume 
Fig. 3. Adaptive transmittance volume. We pre-compute a light transmit-
tance volume within the frustrum of a virtual view at the point light source.
We leverage a coarse-to-fine strategy to adaptively distribute the sampled
points (blue) around the visible scene structures along each light ray (red),
enabling an efficient transmittance representation.
we propose to pre-compute an adaptive transmittance volume to
effectively approximate τl .
Adaptive sampling for light transmittance volume. Inspired by the
classical shadow map technique [Stamminger and Drettakis 2002;
Williams 1978] in rasterization, we use our learned neural reflectance
field to compute a transmittance volume similar to [Lokovic and
Veach 2000] for fast light transmittance computation. Specifically,
we place a virtual image plane in front of the point light source
towards the scene and march a ray through each pixel, analogously
to what is classically done for ray marching from the camera. Sim-
ilar to the adaptive sampling for camera rays described in Sec. 4.2,
we use the two trained networks (a coarse and a fine network) to
perform adaptive sampling. We first utilize the coarse representa-
tion to compute a visibility-aware distribution function using sparse
points sampled from stratified bins; we then sample dense points
from the distribution. We combine the samples from both passes
and compute their light transmittance, resulting in a transmittance
volume that adapts to the visibility information inferred from the
coarse network. This adaptive transmittance volume is illustrated
in Fig. 3.
Final rendering. We do raymarching from the viewpoint to render
an image under any point light source from any viewpoint using
the learned network and the pre-computed adaptive transmittance
volume. At any given shading point, we locate the nearest sampled
points and then linearly interpolate the transmittance volume to get
the required light transmittance, similar to [Lokovic and Veach 2000].
This allows for realistic shadowing effects to be well recovered in
our results when doing relighting.
We also apply coarse-to-fine sampling on the camera rays for
the rendering at inference, as we described in Sec. 4.2 at training.
Basically, at inference, we apply coarse-to-fine adaptive sampling in
ray marching from both the light and the camera, which achieves
efficient light transmittance computation and effective final image
synthesis.
As noted before, during training, our network only sees images
that are captured under collocated light and view and do not have
any shadows. Yet, our method is able to learn a volume density that
meaningfully expresses scene geometry. This allows us to synthesize
high-quality relighting and view synthesis results with realistic
shadows, specularities and other appearance effects under novel,
non-collocated light and view, as illustrated in Figs. 1, 4, 5.
5 IMPLEMENTATION
Data acquisition. As discussed in Sec. 4.2, we reconstruct neural
reflectance fields from images captured under collocated view and
lighting. Such data can be practically acquired by shooting a video
using a handheld cellphone with flash. We show acquisition and
rendering results of one human portrait using this handheld setup
in Fig. 7; in this case, we selected 150 frames from the video as input.
To facilitate the data acquisition, for other results, we use a robotic
arm holding a cellphone to automatically capture scenes that are
composed of different static objects. We capture about 400 images
using this automatic setup. We use a Samsung Galaxy Note 8 to
capture all our real scenes. The camera parameters are calibrated
using structure from motion in COLMAP [Schönberger and Frahm
2016]. Our method does not require accurate background masks for
the input images to train the network. We simply crop the central
regions around the objects in the captured images to avoid training
on too many background pixels. Each network is trained in a scene-
dependent way, using the input images for that single scene.
Reflectance model. Our representation works with any differen-
tiable reflectance model. In practice, we use a microfacet BRDF
model that combines a diffuse Lambertian term with a specular
term that uses the GGX distribution [Walter et al. 2007]. The param-
eters of this model include a diffuse albedo and a specular roughness.
With this model, the neural reflectance field MLP thus outputs a 8-D
vector at every scene point, corresponding to the 3-D diffuse albedo,
1-D specular roughness, 3-D surface normal and 1-D transmittance.
We use this BRDF model for every result in the paper, except for
Fig. 6 where we capture a furry object. Here we use the classical
fur reflectance model [Kajiya and Kay 1989] and replace the surface
normal n with a fiber tangent vector.
Training parameters and loss function. We implement our neural
reflectance field and ray marching in PyTorch. During training,
we randomly sample 50 × 50 pixel rays as a batch to train our
network under collocated light as described in Sec. 4.2. We use Adam
optimizer with an initial learning rate of 0.0001. We use N1 = 64
coarse samples and N2 = 128 fine samples to adaptively sample
light rays when building the adaptive transmittance volume and
camera rays when computing the final radiance.
We supervise the regressed radiance values from both the coarse
and the fine network with the ground truth radiance L˜ from the cap-
tured images using the L2 loss. Since we consider opaque objects, we
also regularize the ray transmittance (from the fine network), forc-
ing it to be close to 0 or 1, which is helpful to get a clean background.
Our total loss function is given by:∑
q
∥Lqcoarse − L˜q ∥2 + ∥Lqfine − L˜q ∥2 + β[log(τ
q
c )+ log(1−τqc )], (12)
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where q denotes a pixel ray and β = 0.0001 is a hyper-parameter
that controls the strength of the regularization term.
Run time. We use 4 NVIDIA RTX 2080Ti GPUs to train each
reflectance field network for about 2 days. At inference time, the
network takes about 30 seconds to render a 512 × 512 image using
our adaptive transmittance volume.
6 RESULTS
We now demonstrate our results in this section. We first evaluate
our method by comparing our view synthesis and relighting results
with other methods. We then show more results and applications
of our method. Please refer to the supplementary video for more
video results.
Comparisons with previousmethods. Most previous learning-based
works focus only on the sub-problems of relighting [Ren et al. 2015;
Xu et al. 2018] or view synthesis [Lombardi et al. 2019; Mildenhall
et al. 2019, 2020; Xu et al. 2019], and capture images with a fixed
camera or fixed illumination, respectively. Instead, our input light
and view are collocated and vary across all input images, allowing
us to build a holistic scene representation that allows for both view
synthesis and relighting. We are aware of only a few methods that
address this problem and we compare against two of them. The
first is a state-of-the-art mesh-based appearance acquisition method
[Nam et al. 2018] that reconstructs a 3D mesh and per-vertex BRDFs
from collocated flash images. The reconstructed geometry and re-
flectance can then be used to achieve relighting and view synthesis.
We also compare with a learning-based method [Bi et al. 2020a],
that predicts a discrete volume with explicit per-voxel reflectance
properties. This technique supports relighting and view synthesis
via opacity accumulation-based ray marching. In Fig. 4, we show
qualitative comparisons of images renderer from the respective re-
constructions under novel collocated and non-collocated light-view
settings. Results for all methods were generated from the same in-
puts by their respective authors. Please refer to the supplementary
video for video comparisons.
Fig. 4 shows that our method achieves significantly better ren-
dering results than [Nam et al. 2018]. They leverage a classical
multi-view stereo (MVS) method to reconstruct an initial mesh,
and then recover a refined mesh and per-vertex BRDFs via tra-
ditional optimization. However, for challenging real scenes, MVS
often fails to recover reasonable initial geometry in regions that
with little texture, high specularity, or thin structures. This leads
to highly distorted and even missing geometry in their results. In
addition, since specular effects typically influence very few pixels,
their optimization-based reflectance estimation step is unable to
recover them, leading to a mostly diffuse appearance, . In contrast,
our neural reflectance field bypasses mesh reconstruction and is able
to accurately resolve fine geometric structure with volume densities.
This leads to high-quality rendering results with realistic geometric
details, high specularities and hard shadows.
Our method also outperforms the previous deep volume render-
ing method [Bi et al. 2020a]. While that method also avoids the
geometric reconstruction issues arising from Nam et al. [2018], it
fails to recover high-frequency details in the results, as reflected
in many of the insets shown in Fig. 4. This is because they regress
a discrete volume with per-voxel BRDFs; the rendering quality is
limited by the resolution of the volume, which is strictly constrained
by system memory. Instead, by leveraging a continuous functional
representation, our network can properly recover high-frequency
appearance. Our neural reflectance field is also extremely compact,
with weights consuming only 5 MB of memory. In contrast, [Bi et al.
2020a] uses a network that requires 400 MB to predict a volume
that consumes several gigabytes of memory during rendering. Our
approach is more efficient in terms of memory usage and has more
potential to be extended to capture of large-scale real scenes.
Additional results on diverse real scenes. We now demonstrate
additional view synthesis and relighting results from our method on
diverse real scenes in Figs. 5, 6, and 7. Fig. 5 shows results on complex
objects. Our method successfully recovers various challenging high-
frequency appearance effects, such as detailed geometry, complex
textures, specularities, and hard shadows. Note that the detailed thin
geometry of the grass in Plane and the complex normal variation
on the surfaces in Dragon and Superhero are all well reproduced
realistically. Our method can also handle challenging scenes that
consist of multiple objects, like Shop. These lead to complex cast
shadows between objects, that our method accurately reproduces in
spite of never having observed them in the input images. This can be
attributed to the ability of our method to infer reliable geometry (in
the form of a volume density) from just collocated image samples.
In Fig. 6, we acquire the appearance of a furry object. Here, we
plug in the classical fur reflectance model [Kajiya and Kay 1989] into
our representation, demonstrating the ability of neural reflectance
fields to work with a wide range of reflectance models. While the re-
sults here are slightly blurrier than the other scenes (Fig. 5), they still
look very realistic with the desired furry appearance. Our method
can also be used to capture facial appearance, as shown in Fig. 7.
Here, we use a handheld cellphone and simply capture a video (with
flash) walking around the person. From this video, we sample 150 im-
ages and train a neural reflectance field that allows for re-rendering
under varying viewpoint and lighting. Acquiring facial appearance
is an extensively studied problem and recent deep learning-based ap-
proaches have demonstrated portrait relighting from sparse inputs.
However, these either require calibrated illumination [Meka et al.
2019; Xu et al. 2018] or focus on low-frequency illumination [Sun
et al. 2019; Zhou et al. 2019]. In contrast, our images are captured
with a practical setup, and are of high quality with realistic specu-
larities and hard shadows, in spite of not making any face-specific
assumptions in our method.
Synthetic results. Since our setup only captures images under
collocated view and light, we do not have ground truth captured
images to evaluate renderings under non-collocated camera and
light. We thus compare using a synthetic scene in Fig. 8, where we
can render the ground truth under any lighting and viewpoint. As
shown in Fig. 8, our method is able to accurately reproduce the high-
frequency textures, specularities, and hard shadows in the rendered
images, which are very close to the ground truth.
Integrating with Monte-Carlo renderers. While neural rendering
approaches have made remarkable progress in the recent past, one
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Fig. 4. Comparisons with previous work. We compare our view synthesis and relighting results with a state-of-the-art mesh-based method [Nam et al. 2018]
and a previous learning-based method [Bi et al. 2020a] on complex real scenes. We show one captured image (not used for training) on the left. We compare
re-renderings under novel collocated camera and light (middle) and novel non-collocated camera and light (right). As can be seen here, even a state-of-the-art
mesh reconstruction method fails to accurately reconstruct complex real-world scenes. While the learning-based approach improves on this result, it produces
blurry results. In contrast, our method produces realistic results with high-frequency textures, specular highlights, and complex shadowing.
challenge with them is that they still require custom components
that may not be consistent with standard scene representations and
rendering engines. In addition, most current methods focus on the
view synthesis task [Lombardi et al. 2019; Mildenhall et al. 2020] and
do not model the interaction of lighting with the captured scene.
While Bi et al. [2020a] do model lighting, it is based on opacity
accumulation and only supports a fixed step size, which is not valid
for Monte Carlo rendering. In contrast, our neural reflectance field
representation models all camera-light interactions with the scene.
In addition, it is trained in conjunction with a physically-based ray
marching framework. As a result, it can be easily integrated using
standard graphics rendering engines, by simply implementing the
reflectance function as a special phase function.
In particular, we use Mitsuba [Jakob 2010] to render one of our
captured neural reflectance fields under complex environment il-
lumination, and show these results in Fig. 9. We simply compute
discrete 512 × 512 × 512 volumes from our reflectance fields and
use the volume to do Monte Carlo rendering. While simple, this
leads to very realistic rendering results in Fig. 9. Also note that this
allows us to compose a scene that is made up of our captured object
and traditional 3D models represented by meshes with BRDFs, and
simulate the light transport between these different representations
including complex shadows and inter-reflections. While these re-
sults contain fewer details compared to our other results, this is
caused by the limited volume resolution and can be addressed by
potentially implementing our network in Mitsuba.
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Fig. 5. Additional view synthesis and relighting results of our method. We show our rendered images under collocated light-view settings from two different
views (columns 2 and 4). We also show captured image (not used for training) from view 1 in the left most column to demonstrate that our renderings closely
reproduce the ground truth appearance of these scenes. We also demonstrate relighting results (columns 3 and 5) from each view, in which the light and view
are no longer collocated, leading to challenging cast shadows.
Limitations. Our method is able to produce high-frequency ap-
pearance effects with fine details in most cases. However, it may
still result in slightly blurry results when there are too many details
(like the results in Fig. 6 and 7). Increasing the network capacity
could potentially alleviate this. While our method generally gener-
ates a clean background without requiring any masks, some minor
dark floaters occasionally appear, mainly coming from background
regions that are not dark enough and are seen by several views. This
usually can be addressed by masking the volume density in 3D with
a bounding box. Our adaptive transmittance is efficient, but it may
introduce some minor flickering in videos when doing relighting,
due to inconsistent adaptive samples across frames. Increasing the
number of samples in the volume usually resolves this. Some of
these issues are visible in the supplementary video.
7 CONCLUSION
We present a deep learning based approach for appearance acquisi-
tion using a simple mobile phone setup. We present a novel neural
reflectance field representation, which encodes volume rendering
properties to model the geometry and reflectance of real scenes. We
leverage a differentiable physically based ray marching framework
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Captured images Our renderings
Fig. 6. Results on a furry object. We incorporate a fur reflectance model
[Kajiya and Kay 1989] in our representation to capture this object. We show
examples of ground truth captured images (that were not used for training)
on the left, and renderings from our method on the right.
Captured images Our renderings
Fig. 7. Results on a human face.We show examples of ground truth captured
images (that were not used for training) on the left, and on the right show
renderings from our method for novel view synthesis with a collocated light
(top) and relighting with a non-collocated light (bottom).
to learn the neural reflectance field in a scene-dependent deep train-
ing process. We demonstrate that our neural reflectance field can be
effectively estimated from cellphone flash images under collocated
camera and light, allowing us to render photo-realistic images under
arbitrary camera and (non-collocated) light positions. Our method is
able to generate high-quality relighting and view synthesis results,
Ground truth Our renderingsGround truth Our renderings
Fig. 8. Synthetic results. We compare the rendered images of our method
under novel lighting and viewpoint with the ground truth images.
Fig. 9. We show examples of combining the neural reflectance field of a real
scene (House) with a traditional synthetic scene (teapot). We render the
composed scene using a standard rendering engine (Mitsuba [Jakob 2010])
under complex illumination.
reproducing challenging appearance effects, such as specularities,
shadows, occlusions, and fine textures, which are significantly better
than results from previous mesh-based and volume-based methods.
Moreover, since our neural reflectance field are learned in a phys-
ically based rendering framework, they can be also rendered in
standard graphics rendering engines, enabling scene modeling ap-
plications. Our approach takes a step towards making neural capture
and rendering more practical and compatible with standard graphics
pipelines.
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