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Forord 
D4"£lne rll.p:pott ~r hygg~t pa mit. idi:revet K¢benl:uivmi Uni.veraitet, 
Nie'la Bohr lust.itu.tet 6g Geofysililk fastitut. i 1989. Oen er dog h1evet genlrest og 
opdateret/rettet pa en delpmlktet. 
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1 lndledning 
J)et er 1"11t1:rt at 8pa, 
£s4Jr om fremtiden. 
Storm P. 
Form!let med dette projcli:t er "spa''. Ikke om hvorvidt et menneske far e:11 god 
eller datllg fremtid, meri blot o:r:n det fremtidige fork.sh af en tidsserie. 'I'll dette 
fonnalviljeg btuge og sammenligne to fo:rE1kelUge "krystalkugler": neurale netvrerk 
og ARIMA .. processen. Dtin konkrete tidsserie, jeg vil pr¢ve diase to metoder pa1 
best at af µWinger a.fteropeiaturen pa l!"a.nll) observeret kL 8 (Dansk Normal Tid) 
fra. L januar 1875 fiil 9. m~j 1969. 
Rapporten vil fa.Mei S dele: en, hvor teorien for neurale netvoork vil blive gen-
nemg8;et, en, der gennemgar ARIMA (Auto.Regressive Iutegtated Moving Average) 
mod~Hen og til slut en, hvor begge metoder.ne bUver a.nvendt til at forudsige ·den 
f!lifnaivnte tidsserie og resultateme sammenlignet. 
Grunden til, at jeg kar valgt at bruge neurale netvrerk, er dels at de har vist 
sig at vaere alle andre forudsigelsesmetoder overlegnei nar det ga-ilder forudsigelse 
af kaotiske tidsserier, se Lapedes and Farber (1987), og dels nysgerrighed. For at 
have en "klassisk" .refereneeramme har jeg taget ARIMA"modeUen med. 
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Part I 
N eurale netvrerk 
7 

2 Generelt om neur e netvmrk 
Nanale netvrerk ex karakte:i:iaeret ved f!iS}geu-Oe egenslu.tber; 
• P.arallelifot: Flere beregninger kan £orega ilamt1di.gt. 
• K onnektivitet: Beregni.n,gsenhedeme er .massivt forbundne. 
• Jkke·linearitet.: Heregningsenhedei:ne har en ikke-linorer responsfunkt;ion. 
• Lokalitet: Beregningsenhedernes lager fi.ndes lokalt, da det er de enkelte en-
heders vaagte og trerskler, der er lageret. 
Som det ses adskiUer et neuralt netvrerk og en almindeli.g .computer 1ig; pi aJle 
de ovenna;\vnte pul).kter1• En computer processerer serielt1 dlilt vil sige alt foregar 
som i en russisk slagterbutik, lwor slagteren (beregningsen.heden), farer f'rem og 
tiib'<tge tneilem djsken og lageret for at udf~re kundernes ordrer. Dette, at alle 
beregninger kun kan udfizsres af iin processeringsenhed, fesultert'lr i det1 der kaldes 
von Neumanns fiaskehals. Et neuralt netvretk kan derimod (bedre, tnen slet ikke 
dookkende) sa:rtunenlignes med et supermarked, h'lfbr kunderne selv udf~rer deres 
ordrer2• 
I det f!illgende beskrives nogle generelle trrek v.ed neurale netvrerk. Derefter vil 
der blive gaet mere grundigt tl.lvrerks med nogle af emnerne. 
2.1 Ne:rveceHer i hjernen 
Da der i det fiz!lgende vil blive talt nreget om ''neurale" ( dvs. neurobiologiske) 
emner, vil det vrere pa sin platls indledningsvis at gennemga, hvardan nerveceller 
eller ne'Utoner, som de ogsa kaldes, er bygget op. For at kunne skelne m1:1llern de 
neuroner, der indgari neuralenetvretk og de, der findes i hjernen, kaldes de sidst-
nrevnte her udelukkende for nerveceller3 • Der er cirka 100 rnilliarder nerveceller 
i vores hjerne og hvert cellelegeme er nogle fa tusindedele mm i diameter. ·En 
nervecelle er typisk forbundet med· imellem 1,000 og 10;000 andre nerveceller. 
Den model for nervecellerqe, deer vilblive gennemgaet her, er meget forenldet og 
svarertil neurobiologiens stade i 40-50'erne .. I de seneste l0-15 ar er. der sket store 
fremskddt. Dermed erbeskrivelsen ·af nervecellernehlevet meget mete komP:lice:i:et. 
For .engennemga,ng af dettese for ekse:mpel Jahnsen crgKiehn .(.1989). :Qet g!Zlr ikke 
noget, at de neurone.r, der indgar i de n:eurale netvrerk, ikke er .tro kopiet afde 
, nerveceller,'der nudes i hjernen. Fordi det, det neurale henviser til, er de generelle 
tra:ik vednerveceller og ikke en eksakt fysisk lighed. 
lFigur 1 ses eJ1 nervecelle. 
:PaEigu:r .IA er vist eI;Hikematiskfremstilling af en nervecelle og pa Figur 1B en 
rigtig,' det vil,1sige et fotogra:fi af en kunstigt farvet nervecelle fra de.n menneske-
lige hjerne. En nervecelle bestar af et ceUelegeme og to slags udl¢bere: dendrit-
ter og axon er. Dendritterne modtager pavirkninger fra andre nerveceller. Disse 
pavirkninger kan enten vrere hremmende eller fremmende. Modtager nervecellen 
tilstrrekkelig mange fremmende pavirkninger, opstar en nerveimpuls, der sendes 
ud via axonerne. Enden af axonet er ofte forgrenet og Jigger tret ved andre nerve-
cellers dendritter. De enkelte ender af axonet kaldes synapser. Nar nerveimpulsen 
nar hertil udsondres et signalstof. Man siger, at nervecellen "fyrer" . Signalstoffet 
1 Noget helt andet er, at nar man simulerer neurale netvierk, sa foregar det pa almindelige 
computere. Der er dog ved at viere computere fremme pa markedet, der kan processere parallelt, 
for eksempel · "The Connection Machine". 
2 Analogierne er hugget fra Brunak og Lautrups bog (Brunak og Lautrup, 1988) 
3 Andre kalder neuronerne i de neurale netvierk for formelle neuroner (Lautrup, 1989) eller 
model neuroner (Krogh, 1989). 
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A: Skitse af nervecelle B: Rigtig nervecelle 
'','/ 
Figur 1. Skematisk · ~wiirt#:~~~f_.·opfattelse af en nervt~~l1i. 
skematisk fremstillzng o?r '>>H··>1J.•<1P et fotografi af en kunstigt farvet 
kaldesen transmitter. Det er gennem disse, at en nervecelle modtager signaler fra 
en anden. Deter disse signaler, der enten hremmer eller frem.mer aktiviteten i den 
modtagende nervecelle. Der er altsa ikke tale om en direkte forbindelse mellem 
nerveceller, Dette er en af arsagerne til, at kommunikationen i hjernen foregar 
sa relati vt langsomt som den g!1$r-i forhold til. digitale computere. U dbredelse-
shastigheden for nerveimpulsei er cirka 100 m/s, set i forhold til corrrputerens 
300,000 km/s. Pa gnm.d afhjernelis store konnektivitet, er den a:lligevelden digi-
tale computer langt ovffi'legen med hensyn til. udforte operationer per tidsenhed. 
Nar en .• ne;rvecelle er •f Jtvile,. er der en sprendingsforskel meUem indersiden . og 
ydersiden afcellemembra11e~. Denne sprendingsforskel opretholdes, fortli der i 
membranener anbragt "pumper", der aktivt pumper positive ladninger,i form 
af Na+-ioner, ud afcellen, Der bl.iver altsa et underskud af positive ladninger i 
.cellen i for hold til omgivelserne. N erveirrrpulsen - aktionspotentialet ~ opst~r, nar 
der abnes nogle kanaler i membranen, somkortvarigt tillader passage af Na+:..ioner 
ind i cellen. Kanalerne, der tillader passage at Na+-ioner, abner, hvis nervecellen 
bliver mindre negativ indvendigt, end den er i hvile. Den sprendingsforskel, ved 
hvilken der dannes et aktionspotentiale, kaldes t<Ersklen. 
Transmittere kan pavirke nerveceller ved at abne eller lukke ionkanalerne i mem-
branen. Transmittere, der tillader passage af positive ioner ind i cellen, kaldes 
ekcitatoriske. Omvendt kaldes transmittere, der lader negative ioner passere ind i 
cellen for inhibitoriske. 
Pa grund af den beregningsmressige analogi, lanes nogle termer fra den virkelige 
(neurale) verden, nar man taler om neurale netvrerk. For eksempel taler man om 
at nettet "lrerer" ' "optrrenes" og sa videre, som var det et menneske eller i hvert 
tilfrelde en bevidsthed, der var tale om. Bemrerk dog, at nettene bliver kaldt la, 
lb og sa videre og ikke for eksempel R2D2 eller Fido! 
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2.2 Neuronen 
Et. Ml.lllaJt net~~:rk b:e$tllr .ai en m~ni•. trer~gutng~e})heder. Disee Wd!da for 
neuro.n er, !ordi; d.eret:! m!de itt •rmijde pa n1iod~:tf om de 1ul'tvteeUer {n1.m.ro11er ), r,na.n 
fin.det i hj.~rnen. er o.;ga~ !rs&gtm. ti! n('tur.al~ netv1!t'!tk. Der er ID.gen 
cen:tra,l "kor,nmandopost", dfir be$tem:mer over diase neuroner .. Enhver neuron ved1 
bvad den skal ~re og g¢r det rdet ¢jeblikl den b:livllt pAvirket a.f et in.put. :Pa 
Figur 2 kan man se et eks~m}1H.'ll pa en netm:m. Det lies, at neuron kan have et 
eller flere input og et output. D~r irelder get'l.erelt1 at en neurcm k1u1 lliu et output 
• et neurqit :aetvmrk ka.n dog have flere output-neuxoner og dermed :flere output. 
01 w_t,..,·1_....., 
0 2 W12 
Oa w,...i""'3_._._ 
Figur .. ~. Eksempel pa en neuron. Den11e neuron modtager inp1it fra ti· cmdre neu-
ron er og giver et output: 
'l'ypen af de enkelte ueuroner. 
Det, der karakteriserer en neuron, er pa hvilken made den behandler ID.put, satnt 
hvordan inputtet omsaettes til output. 
De enkelte input vaegtes med en v<egtfaktor, de vregtede input adderes og fra 
denne sum fratraekkes en vrerdi. For ikke ... lineaere neuroner kaldes denne vrerdi for 
ti:ersklen, pa grund af ligheden med nerveceller (se senere og afsnittet om nerve· 
celler side 9); Denne nomenldatur anvende$ helt generelt, altsa ogsa :for linerere 
neuroner. Det frerdigbehandlede input, net-r, tiI den i'te neuron skrives: 
n 
net;= I: Vt;OJ -1i,. 
j;::l 
lltj er vregtfaktoren hwrende til det input, der kommer fra den j'te neuron4, O; 
er outputtet fra .den j'te neuron, n er antallet af neuroner sotn de:n f'te neuron 
m0dtager irtpl1t fraog 1't er cl.en i'te neurons taerskelvrerdi. Da 1:1et er st~trelsen 
af vregtene ogtrersklerne, der rendres under oplreringen af et neuralt netvrerk og 
dermed der hvor al informationen opbevares, kan de betragtes som en slags lokal 
hukommelse. 
Outputtet fra den i'te neuron, O;,, er en fµnktion af net;. Denne funktionka.ldes 
aktiverin.gsfunktionen eller outputfunk#onen 6g den skrives: 
N 
0; = A(L': VtjOi - T;) 
j;::l 
Aktiveringsfunktionen for de enkelte neuroner. 
Aile neuroner har en aktiveringsfunktion. Den mest simple er f(x) :;::;: x, det vil 
sige 0; :;::;: net;. Neuroner med denne aktiveringsfunktion kaldes for linemre neu-
roner. Det er nu muligt at drage paralleller til virkelige nerveceller (altsa dem, 
der befinder sig i hjernen). Her vil en negativ vregt svare til, at den modtagende 
neurons output hmmmes, det vil sige bliver mindre. Tilsvarende vil en positiv vregt 
4 Bemrerk, at man i hjerneanalogien kan betragte det som vrerende forbindelsen mellem neuron 
j og neuron i, der foretager vregtningen, analogt med axonerne/dendritterne (se Figur 1). 
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bevirke en forsta;rkning af den modtagende neurons output. Neuroner, der befinder 
sig i det neurale netvceiks outputlag (se senere), er typjsk af denne linecere type. 
En anden type af aktiveringsfunktioner er de semi-line43re funktioner. Di'Ss!'l 
kaldes ogsa for sigmoide5 funktioner, se Figur 3. Af figuren ses det ogsa, hvorfor 
denne aktiveringsfu,ll-~~lon ~~~e~ for seB'Ji~.~i·~et;Er, for den er tilncermelsesvis linerer 
i et interval symmet:dsm ~1ill: Jf:ut, · 
f(x)=0.5(1 +tanh(x)) 
1.0 
0.9 
0.8 
0.7 
0.6 
x 0.5 
"-...-/ 
'+-
0.4 
0.3 
0.2 
0.1 
0.0 
-6 -5 -4 -3 -2 -1 0 2 3 4 5 
x 
Det er altsa kun, hvis det vcegtede input er positivt eller svagt negativt, at 
neuronen udsender en impuls. Har en neuron en. aktiveringsfunktion som vist pa 
Figur 3, vil deuikke udsende uoget signal for input mindreend -3, omkring 
-3 kommer der et SV<:ligt signal,. der vokser · til fuldt udslag . for input omkring 
+3 og st!ZSrre. Dette giver forklaringen pa, hvorfor 'Ii kaldes trersklen for den i'te 
neuron. Det er netop denne vrerdi, der - i forhold til inputtet - ~estemmer hvilke 
vrerdier, der er tilstrrekkelige fo.l'. a,t fa neurohen til af "fyre", det vil sige give 
output forskeUigt fra nul. I denne rapport anvendes funktionen 
f(x) = 0.5(1 + tanh x) 
som aktiveringsfunktion for semi-linerere neuroner. 
2.3 Det neurale netvcerk 
Neurale netvrerk er neuroner forbundet med hinanden, saledes at de danner et 
netvrerk. Det, der adskiller det ene netvrerk fra <let andet, er: 
• Arkitekturen 
• Signalpropageringsmaden 
• Oplreringsalgoritmen 
5 Sigmoid betyder S-formet. 
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Et Ufftv~rb ~:rkitektur hvilke neitr.oner, tier er forlnmdet med 
deler ma.n :netvlflrket o:p ! lag af 11~ur11nt~t. Det findes ltre forskel~ 
1. lnput; lag 
2. Sltjulte lag 
3, Out,put lag 
Neutoner 1 lnputlaget kakles hrputnentro:ner, neuroner i det sk;julte lag kaldes for 
skjulte neuroner og neuroner i outputlaget kaldes outputneuroner. Det er input~ 
11euronerne, der modtager input fra omgivelserne. Man kan ikke sige, at inpntneu~ 
roner bar en aktiverhl.gsfunktion, for de fiende:r input~et ubearbejdet vjdere. Ska! 
man fors!llge at tildele dem en aktiveriugsfunktion, bliver den af den linerere type, 
med fast vi:l'!gt lig l, og fa.st tretskel ligO (nul). foput'et, som inputneuroMn mod~ 
ta.ger1 kan vrere a:f mange forskellige slags. For eksempel kan <let vae:re signaler fra 
lysfiiflsomme celle:t, aminosyre~sekvenser, en bogstavkombi11ation elle.r et udsnit af 
en tidsserie. 
:De11nitionen pa et skjult la:g er, at det hverken er et inputlag eller outputla.g, det 
v.ilsige omgivelserne kan ikke "se" et skjult lag, og laget el! ikke i dh:ekte forbindeise 
med om~ivel1:>etne. Det er i de skjulte lag, at st~rstedelt)n afberegni11gerne foregar. 
Sk;julte neruroner liar ofte en sigmoid aktivel?ingsfunktion. 
Outputneuro11er et de neuroner, der ovetfor omgivelserue angiver resultatet af 
netvrerkets beha:miUing af inputtet. Det kan for eksempel vrere ved at knytte en 
handling til outputneuronen, nar det output, den udsender, er over en' bestemt 
vrerdi. Bandlingen kunne for eksempel vre:re en lampe, der lyse:t mere eller mindre 
staerkt, udfprslen af en mekanfsk funktion elle:r man kunne tage outputtet direkte 
som vrerdien af en tidsserie til et bestemt tidspunkt, 
Signalpropageringsmaden er nrert knyttet netvrerkets a:rkitektur, men kan 
betragtes som et mere globalt princip. Princippet udfaler sig om, hvordan inputsfg. 
nalet bevwger sig f:tem mod outputsignalet. Man kan inddele propageringsmaderne 
i to grupper: en hvor signalet kan vende tilbage til en neuron, det tldHgere er ud-
sendt fra., dette kaldes feed-back ma.den eller den rekursive made og en hvor signalet 
bevwger sig direkte fra inputneuronen til outputnemonen, dette er feed-forward 
.rnad<:!n. Det er den sidste made, der. er den mest anvendte, og deter ogsa den., sqm 
vil,bli,ve bl'ugt i denne rapport. Feed-forward netvrerk, der edagdelte kaldes ogsa 
for percept.roner. 
Oplwringsregleu. For at et neuralt netvrerk skalfa en bestemt funktion, er 
det n¢dvendigt, at det bliver oplrert i denne funktion. Der findes mange mader at 
gpre dette J>a, se for eksempel Lippmann, 1987. Den, der anvendes i denne rap-
port, er den sakaldte back-propagation- eller delta-regel. Det, der back-propageres, 
er fejlen, netvrerket begar, nar det bliver udsat for et bestemt input/output-par 
(herom me get mere i nreste afsnit). 
For at resumere bar et neuralt netvrerk folgende karakteristika: 
• Neuronen: 
- Typen af de enkelte neuroner 
- Aktiveringsfunktionen for de enkelte neuroner 
• Netvrerket: 
- Arkitekturen 
- Systemets ti/stand 
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.lnpv.t 
- Outpui 
-- Oplreringsreglen 
3 Delta-reglen 
I det,te afsnit vil dellit~reglen blive gennemgiiet. Delta~reglen er udledt inange 
stedet\ se for eksempel Lapedes og Farber {1987),. Rurnelhart et al. (19$6) og 
Lautrup (1989). Delta·re~len bldea ogsl for Widrow.Hnif .. reglen 1;1(ter de to 
forskere, der udledte den f!l!rste simple ver:skm, uden skjulte lag (Widrow and 
Boft', 1960). Den mest a.lmindelige betegnelse er dog bnck~propagutitin eller blandt 
"indviede'' luu:k·prop. Reglen benyttes til at oploore :oetvrerket saledes, at den fejl, 
det begar1 minimer~s. Metnden, reglen bygger pa, er '1steepest descent''. I tre di~ 
mensioner kan den illustreres ved, at en skil~ber · skal pr0ve at fin de ned i en dal 
fra toppen af et bjergi tret tage. Det, denne skil~ber g!1Sr~ hvis han benytter sig af 
steepest descent metoden, er at han hele ti den gar et skridt i den retning, hvor der 
er stejlest-e. Matematisk kan "steepest descent" udtrykkes pa f¢lgende made: En 
fonktion S( ;.v1 , x2, ..• , :c11 ) minimeres ved for alle flli .·at udf!2!re folgt:inde iteration 
:l!~t+l) - J/t) - !'.!!,! 
I - I (}!1Ji 
hvor e er lille og positiv 7 • Iterationen startes med grette x}0). 
Problemet med denne rnetode er, at den finder det nc£rmeste :minimum og ikke 
det globale. Har funktionen kun et minimum, er dette ikke noget problem, men har 
den flere, risikerer man, at det er et lokalt minimum, der find.es. Startes s!2!gning~n 
i A, se Figur 4, havner den i et lokalt minimum. Startes :metoden derimod i B, 
findes det glob:;tle. 
Ifolge Rumelhart et al. er det sjreldent, at man havner i et lokal minimum, se 
Rumelhart et aL (1986) kapitel 8, det er ogsa den erfaring dette prqjekt har givet. 
Eksisterer de alligevel, kan man (maske) slippe udenom dem ved at starte med 
andre begyndeJsesvrerdier . 
. Er det sad11tn, at man Vc8<l, at problemet er "svrert", i .den forstand at der ek-
sisterer lokale nfi.nfma, kati tnan anvende en :t:uetode ud:viklet af Ki:rk:patrick et 
al. (1983). Metoden bygger pa det f1/iSiske faktum, at 0nsker man .at flnde en til-
stand afetmetal med meget lav energi, sa er den bedste strategi at smelte det og 
siden iatJ.gsomt reducere dets temperatur, dett.e kaldes "annealing" eller pa dansk 
udgl0dning. Metoden kaldes derfor simttlated annealing. En intuitiv forklaring, pa 
hvorfor dette virker, kan fas ved igen at se pa Figur 4. Man g0r det, at man be-
tragter kuglen (tilstanden i parameterru111met), der pa figuren er i punktet LM, 
som et atom, den har dermed mulighed for at udfore varrnesvingninger - jo h9ljere 
temperatur, jo st0rre svingninger. Er svingningerne tilstrl'l;lkkeligt store, kan man 
se, at kuglen kan hoppe fra det lokale minimum (LM) til det globale (GM) -
men ogsa fra GM tilbage til LM, dog er der st9lrst sandsynlighed for, at kuglen 
hopper fra LM til GM, da barrieren (i dette tilfrelde) er mindst der. Nu srenkes 
temperaturen gradvist (systemet relaxeres) pa en sadan made, at det er mest 
sandsynligt, at kuglen havner i GM. Den ligning, man benytter til at bestemme 
overgangssandsynlighedeme ud fra, er Boltzmanns ligning, derfor • kaldes neurale 
6 Erfarne skifosbere fortreller, at hvis man g!ISr som her beskrevet, sa er der star sandsynlighed 
for, at man brrekker benet, men ideen er gqd nok ! 
7 Skal <let vrere helt korrekt, ska.If vrere infinitesimal, men sa tager det uendelig lang tid at 
finde minimummet. 
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netvrerk, der benytter sig af dette princip, for Boltzmann maskiner. I det virke-
lig.e liv er det (desvrerre) ikke sadan, at fejlen kun afhrenger af en parameter, 
ofte afluenger den af af stfi!rrelsesordnen 100 eller flere. Dette gfi!r, at barriererne 
degener.ei:e, sadan at der er fl.ere muligheder for at slippe vrek fra et minimum. 
Det viser sig dog, at jo mere degenereret barriererne er, jo bedre virker simulated 
annealing. 
Nu udledes delta-reglen, bemrerk, at udledningen er sa generel, at dengrelder 
for aHe a.ktivetingsfunktioner, specielt funktionerne f(x) = 0,5(1 + ta11~ x) og 
f(rr:) = llf. D~n stgsrrels~, der skal minirneres, er den totale fejl, Etot, defineret 
som sumtnen af kvadratet pa differencen mellem outpu·ttet fra netvrerket og den 
fotventede vrerdi: 
hvor 
Etot = l:EP 
p 
EP = l:COf -targf)2 (1) 
EP er et mal for fejlen begaet ved prresentationen af det p'te input/output-par, 
Of er det faktiske output fra den i'te outputneuron og targf er det ¢nskede output 
fra den i'te outputneuron. 
Vi skal nu finde udtrykket for den afledte af Etot med hensyn til alle vregtene, 
Vij , og trersklerne, Tk, af de enkelte neuroner i netvrerket, da Etot er en funktion 
af begge disse8 . Subscript k incl.ikerer den neuron der fokuceres pa og subscript j 
8Man kan formelt sla vregte og trerskler sanunen. Dette gfl!res ved at forbinde hver neuron 
med enneuron, derudsender en kon8tant vrercli. V regten fra denkonstante nem·o11 multicipliceret 
med dens output er sa den modtagende neurons trerskel. Dette er ikke gjort her, fordi der er en 
begrebsmressig forskel pa vregte og trerskler. 
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10bet ove:r. rule de net1r0:1~r, der giver inpttt. 
at. 
IJE·. ~.,,. - ~ .. 8:1: - ,(..,., 
p 
bv!'.1r x er enten Vi:j eUer T1:. For at beregne de a.fl.edte af EP anvendes en 
hjoolpe!'.lt~rrelse, nett, der er givet ved 
nett :::: L Vi,3 OJ - 11 
j 
hvor 0:1 = fj (net~) er outputtet fra den j1te neuron, og !1 dens aktiveringsfunk~ 
tion. EP koodedifferentieres nu med hensyn til net~ og 3'!: 
lJEP - ()Jl)P 8nett 
IJ:t - &ne~ 8!ll (2) 
Den afiedte aUejlen m¢d hensyn til x .bliver altsa splittet op i to: en, der bar 
med rendringen af fejlen som funktion af rendringen af nettoinput'et at g¢re, og 
en, der har med rendringen af nettoinput 'et som funkti.on af x ( det vil sige enten 
Vk:1 eller T.k) at g¢re. Anvendes definitionen af net~, give:r den sidste afledte, hvor 
x erstattes med henholdsvis Vi:J og T1:: 
og 
Nu defi:neres 
anet~ f) (2: ) 
-.. · . = ---- · ·· Vk10P - T1: = o~ &Vi-' 8Vr-' 1 J 
"' NJ . I 
IJEP cP~--·-
ok - l:l. ·tP • 
une k 
Ligning (2) kan da skrives (igen med x erstattet): 
fJEP -~,_&PQP 8V1:1 - k j. 
og ()EP 
.. - i:P 
- oT.k --:-ok. 
Nu skal 81 beregnes. Det er kun n¢dvendigt at beregne 81 for outputneuroner 
og skjulte neutoner, da inputneuroner per definition u<lelukkende virker som mod-
tagere afinput fra omgivelseme og altsa ikke pavJrker input'et direkte. Inputneu-
roner har derfor ingen (ell er m.ed de faste vrerdier henholdsvis 1 og 0) vregte og 
tre:rskler. 
Vi anvender f!Zllgen,de generaliserede netvrerk, der bestar af N + 1 lag neuroner, 
inputlaget har nummer 0 og outputlaget numtner N, se Figur 5. 
Mn defineres som mrengden af numre pa neuroner i <let n'te lag. I <let folgende 
er index p undladt for overskuelighedens skyld. 
Antages <let, at den k'te neuron ligger i lag n, <let vil sige k E Mn og anvendes 
definitionen af E fas 
Dk == - ~. ·( L (Oi - targi )2) 
unetk . M 
•E N 
Udfores differentiationen med hensyn til netk kan vi skrive 
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la.g N (output) 
0 0 0 0 0 Jag N-1 (skjult) 
lag 1 (lilkjnlt) 
0 0 0 0 0 lag 0 (input) 
J?igur 5. Neuralt netvi:erk, bestdende af N + 1 lag newroner. Lag 0 er inputlaget og 
lag N er outputlaget. Det er kun nogle fa afforbindelserne, der er tegnet1 ellers 
ville det blive alt for 1wverskueligt. 
8 Ok = - L 2(0i - targi)r;- (fi(neti) - targi), 
. M vnetk iE N 
hvor definitionen pa Oi er anvendt. Der differentieres nu med hensyn til net1c igen: 
'""' (O ) 1 ( ) fJneti Ok = - £...# 2 .· i - targ.i Ji net.1 e-t'. 
•eMN ne k 
Hvis n = N, det vil sige hvis den k'te neuron ligger i outputlaget, fas; 
Oi = -2(0; - targi)ff(neti), fork E MN 
Bemrerk, at outputneuroner ofte er linea:i:re, sa JI = 1, for alle i. Er derimod 
n f. N, fas: 
hvor definitionen af Om igen er anvendt. Nu differentieres med hensyn til net,.,: 
(3) 
Hvis den k'te neuron ligger i lag N -1 (n = N - 1), fas: 
ok = b o;V;kfHnetk) = f~(netk) b o;V;k fork E MN-1 
iEMN iEMN 
Dette ses at kunne generaliseres til folgende formel for Ok i det n'te lag, hvor 
laget er et skjult lag, er: 
ok = f~(netk) I: 6; V;k fork E M1, 1 :'.S; l :'.S; N - 1 (4) 
iEM1+1 
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B~~~rk, cl)fte er /1" i;::; f 1 for k f MN. M1u1 bruger a.ktlv~ringfl" 
funktion alt!!: skjulte :mruroner. 
Af (4) sea, at man ved beregm.bi .af 6 skal starte i outputla.g;et 
""'"'"''~"' sig bagtJd mod inputlaget. Oet vii sig:e at f-Ojl~n sendes modsa,t inputtet, 
batlc~propageres. 
For at minimere Etot kan dei nu ses at f¢lgende iterative metode ska.I anvendes 
pa VirJ og 'l'k : 
og 
hvor 
og 
hvor 
v; (ny) _ 1,.(gammel) + A tt . kj - Y'fcj · ~YkJ 
6~ = -2(01- targ~)fk(net1k), 
hvis den k'te neuron er i outputlaget og 
61 = Jk(nett) L 6f Yik, 
iEM1+1 
hvis den k'te neuron ikke er i outputlaget. Vregtene og trersklerne opdateres altsa 
efter at alle input'ene er blevet prresenteret. 
B.emrerk, at delta·reglen i princippet ikke kroover nogen nedre grrense, hverken 
for hvor mange input/ outputMpar, der ska! vrerei eller for hvor mange gange de skal 
prresentel'es for nettet, for at den virker. Er der for eksempel kun et input/output 
par, er det muligt at beregne rendtingerne afalle vregt~/toorskler, og dertned er det 
muligt at optrrene nettet. Prresenteres dette par kun eri gang bliver fejlen nettet 
begar selvf¢lgelig stor. Ant.allet af input/output-par siger noget om, hvor generelt 
man !Zlns:\<ier at prresentere tidsserien fpr nettet, og antaltet af gange input/output-
parren~ prresepleres, si.g!ilr Ubget om, hvpr n¢jagtigt nettet skal lrere tidsserien. 
De to st¢rrelser afurenger delvist .afJfa1anden, for el! problemet svrert (det vil 
sige komplekst), er det n!Zldvendigt bade at have mange input/output"pa:r for at 
beskrive problemet udt¢mmep.de, menogsaat prresentere dem mange gauge ·for 
nettet for. at njZ)jagtig\:ledetr bli~er ·~tor. !Zlnskes det, . at nettet skal generalisere, er 
det n¢dvendigt, at antailet af prresen:tationer i det mindste er st.¢rre end antallet 
afubekendte, U, det vil sige antallet af vregteog trerskler, givet ved 
N N 
V::;: I: #Mn+ I:(#Mn#Mn-1) 
n=l n=l 
hvor #Mn betegner antallet af elementer i mrengden Mn. Den fotste sum er an-
tallet af trerskler og den anden er antallet af vregte. 
Problemet med "steepest descent" er, at algoritmen ikke er srerlig effektiv. Skal 
den for eksempel finde ned i bunden af en lang smal "dal"' sa gar den i siksak, 
istedet for at ga direkte, da gradienten altid er vinkelret pa den foregaende. Der 
findes da ogsa andre metoder til at minimere fonktioner, en af dem er den sakaldte 
"conjugate gradient descent", der minder om steepest descent, men hvo:r: rendrin-
gen afvregte og trerskler bestemmes af, at man !Zlnsker at reducere feilen med en vis 
procentdel af dens nuvrerende vrerdi. Maden dette fremkornmer pa er, at den ret-
ning, man gar i, blot bliver b¢y'et i retning af gradienten. De to vigtigste algoritmer 
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en n~nie:oo. gen.nemgaug a.f 
e1:s1entf}t!li Maktam·Eb,~id et at (198~,, 
.met.O'detl.; Den1'e vidertmd'vilding 
.,,,\~u~~''-'t""'' ei::i1)Jlfg:ate 1Faditnt . . , og . . e: ~t l>egrren~e rendring'ml 
bUve me.get store ved. "eonjug'ltte gradient descent'' -
undg! rittn1etif!lk instabilitm,. En anden rninim.~ingsalgoritme er "m;-0¢bas-
tfo gradient . . . . , bvot t<ersldtY;r. og vregte a;ndres fat. hver prm$ent~tfon, og 
aindringen er proportional med fej!en,. Et ::::: (r,1; - · Yt)2J s&let:les) . at el" f ejl~n stor, 
vil re1ldting:en af t:i;ers:k'Jei- og ~rmgte ogsa vt;t;tte stor. Samtidig rend.res e,·. ogs6. for h ver 
prresentation, Enl'.)videre bHver der ogs! arbejd:et pa at optimere b;,i.ck-pxopagatkin 
ved forskellige trick. En ide er at lade evarie:re med hvor god den sidste kortf'..ktion 
a;f' fejlen hat vreret, bliver iejJen reduceret n:1eget g!i5:res e st0rre og: reduceres den 
lidt e11er stiger de:tl1 da srettes £ ned. 
En helt ande:n synsvinkel som Owens <>& Filkin (Owens and Filkin1 1989) har 
brugt, ·er at ·betr~gte voogte og ti:etskler som kontinuerte. funktioner af tiden. 
Minim,.edngs ;problemet bJiver da til, at man skal 19,Sse nogle koblede differential~ 
Ugn:inget, der ofte er ma.tematisk stive, fodeufor de sidste ar er der Jrom1net, nogle 
meget kraftfultfo l¢sniri.gspakker til netop dette problem, anv.endes disse, findes der 
huttigt (eller i hverttilfrelde hurtigere. end steepest descent for nogle problemer) 
et min:dste kvadraters m~'tl.Utl.lun. Bagdefon ved denne metode er, at den krrever 
meget stol' lagerplads, fordi cllsk:retiserin,gsmetode11 er "backward Euler", der er 
en implicit metode; som dermed k:rrever, at alle de resulterende differensligninger 
gemmes og l¢ses pa en gang tilsidst. 
Det er interessant, at man ikke indenfor neurobiologien har fundet en 
oplooringsmekanisme pa det mikroskopiske (neuron) niveau, der ligner back-
propag(htfon, se for eksempel Rumelha:it et al. (1986) kapitel 4. Efters0gninge11 
pagar dog. stadigi og St()tk and Rall (1989) har konstrueret en model for hvor-
dan et biologi$k netvrerk kunµe se ud1 h.'vis det skulle va;ire i stand til at foretage 
back~propagation. Der er doglngen tvivl om, at man - pa det makroskopiske plan 
- altid ~;:erer afsine fejl! 
4 Indleden.de eksperimen.ter med 
neu.rale netvmrk 
l de indledende eksperimenter med de neurale petvrerk vil de blive oplrert i nogle 
simple tiussel!ier. Formalet med dette er at· se, omnetvrerkene i det hele ta.get kan 
lrere tidsserier .. Dette ma hetragtes som vrerende en fo~udsretnin~for, at de kan 
lrere·og,efterf¢lgende forudsige forl¢bet af den mere komplicerede temperaturserie. 
4.1 ·· Generelt o·m·· eksperimenterne 
M.aden, et netvrerk skal forudsige en tidsserie pa, vil helt generelt vrere, at man 
prresenterer det for et udsnit af den gamle (kendte) tidsserie: Zt-Nt:., .. ., Zt-2t:., 
Zt-A• Zt, hvor Zt betegne:r vrerdien af tidsserien til tidspunktet t og A er tid-
senheden, det skai sa forudsige vrerdien af tiqsserien til tid t + r, T = TA. Det 
skal ikke b.ruges til at forudsige tidsserien til fiere tidspunkter ud i fa:emtiden, da 
dette vil "forvirre" netvrerket. ¢nsker man a.t fomdsige til flere forskellige tider, 
ma man derfor oplrere flere netvrerk. Alterna.tivt kunne netvrerkets output bmges 
som input til beregningen af vrerdien af tidsserien i det nreste tidsskridt og sa 
fremdeles, indtil man. nar det ¢nskede tidspunkt. Bagdelen ved dette er, at den 
fejl, der uundgaeligt er ved fomdsigelsen, vil blive ophobet. I sidste del vil begge 
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. --., 
m~1tQlf!1u: dog hlive r~s~:t. 
~r ab,sa tidti:t11eden (t; men d~i.mod de:.1:1s ma,'[il 
(zt-NA, ... j zi-2Ai Zt-A, zi;zt+r), :netvrerket <>pl.ool'es L Mappen er med andre 
otd, det :mm, der ud~am.ae$ af Zt-Nt:.i.,., zi og . Der er a:lt1.lla 
ta.f'e om en a;fbildning fra n/v +l ind i It I kaosteo:rien kaldes dannelsen af map~en 
for "irnbedding''. Oet, at netvmrbt l<fm1r ma,p'en, g~r, at man kan bruge mturaJe 
rietv~rk til at give en · analytisk app:robimation til funktionens map, for eksem~ 
pel,inderifor kaos~fysikken. Det er jo bare at sk:rive aktire:ringsfunktionerne op og 
inds:~tte de ftmdne vairdier for vmgte og tmrskler f:ta det oplrerte netVtrei:k. 
De enkelte ekspetimenter vil alle have f91lgende generelle udseende: Netvrerket 
bliver prmsenteret for 1,000 input/output~par10 • Denne prmsentation fortsm.t.ter 
indtil netvcerket er hlevet prresenteret for input./output-parrene 10,000 gange11 • 
Fl1!lger man meget hurtigt reduceres, hvorefter 
netvrerket mermer ~det minimum - ofte 0, se Figur 6. 
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Figur 6. 
prmsentationer, den 
.. ~~·4:~~1~~ ,fl?f!fJ som funktion af antai1~~. 
Et~01° IOP - targPI, hvor 
afdet p 'te input/output OP er det faktiske output, 
par. 
En parameter, der er meget vigtig for hvor hurtigt fejlen konvergerer, er c (se 
afsnittet om delta-reglen). Der findes ingen made, hvorpa man pa forh<l,nd kan 
beste:tnme c:. Derfor er en vigtig bestanddel af optrreningen, at finde en passende 
vrerdi for c. Ved at variere c og studere fod!Zlbet af den resulterende fejl, far man 
hurtigt en fornemmelse afst0rrelsen af c. Deter sadan, a.t er c for stor, sa "eksplo-
derer" fejlen, fordi de skridt, som vregtene og .trersklerne skal rendres med, bliver sa 
store, at delta-reglen ikke kan "holde" fejlen pa rette spor. Det kan vrere lidt svrer.t 
9 Afb:ildningen ( t; Zt) anvendes, hvis man 0nsker at anvende neurale netvrerk til at interp olere 
en £unktion, se for eksefnpel Shustrorovich (1989). 
10 Der er ingen specie! .grund til at anvende 1,000 input/output-par, det ku:rtne ligesii godt have 
vreret (or eksenipel 100 eller 5.,000. 
11 Dette tal er ogsA arbitrrert, men som det · ses. af Figur 6, skal det vrere et tal af denne 
st0rrelsesorden,for at fejlen bliver tilstrrekkelig lille. 
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at .. · .. ·.· .. ~g hvol!d~ . ·.... . . . ~,k~plodet~; nn:merisk inetabUitet giver 
m:g ofte .u~ltr)lk. i QSciUa.tfoner. Er. proportii:inaitet1f aktor~ .... · .• etr·.·· 'Vit1.1't~mrl~e t bn 
dette :faktiitk Jke, for jo lmnyife v8ilk <f.ra minimummet. man k-0mn1e1" 1 j() 1t~trl\\' bli ver 
gra4ientl!ln og dermed ak1tidtet, .b.vilkct bringer tilsta.nd~n end:n~1 lm~ere v~k, og 
s:! vid~re. En mMe at d~Jpe denne numed!!ke tnstabUitet pa er at addf!lre en vis 
hr!i5kdelaf i!len si!htte v~gt/ta'ltiJkeloo:ndri:ng til den aktuelle rendring. J)ette nye led 
kaldes mi:ntut'1l't11.m l~ddet. 
Er i: ded!):l(ld for lUle, e.r det .t•ydeligt, 3tf'ejlen konvergerer meget; langsamt~ 
typisk <en<lre:r cl.en f!ig kun 0.01 %per pr~se11tatfon eller slet ikke. Det ed.mellem 
disse ekstrenun·i at det. !2!nskede i: !ikal findes. Det, at e'erne er fundet ved en 
vurdedng, gm-, at 3elv om arlle eksperimenterne k(l;lrt,i~ det samme.antal gange, s! 
hn det vrere svaert at sam:menlign:e r,eaultaterne. Det er jo ikke sikkert, at det er 
d(',.n optima.le .i: 1 .der er anvendt, hver gang. Dog er netv;;etkerte ofte meget f(l.llmonune 
overfor ~dringer it. For eksempttl eksploderede netv~tk lb under optrren.ingen 
i tidsserie F for e = 7 · 10-s og der var me.get langliloro konvergens for E =::: 5 · 10-s. 
Som det ses af Tabel 2 g.av t = 6 · rn-s god konve.rgens. 
4.2 Evaluering af resultaterne 
Evalueringen af det optrrenede netvrerk bliver foretaget ved, at det bliver 
pr63senteret for 500 nye input/output~par, som det aldrig har set fl1.lr12• Typisk 
l¢ber t fra 1001 til 1500; hvor t tinder optrreningen 195b fra 1 til 1000. Fo:r tidsseJ:ie 
D (se Figur 15) hlev zo dog istedet rendret fra 0.1 til 0.3. 
For at kunne vurdere hvor godt et netvrerk har lrert en given tidsserie, opstilles 
nogle st¢rrelser, der hver pa deres made fo:rtrelier noget om fejlen. Bemailrk, at 
alle z~net) er dannet ved, at netvrerket er blevet prrese.nte:ret for Zt-r· Det er altsa 
kendte (dvs. f.ra f~r t - r) vrerdier af tidsserien, der anvendes. Stj1jrrelse:rne er: 
1. Middelvrerdien af fejlen, defineret som: 
1 N 
m= NLJt, 
t;1 
hvor N er antallet af forudsigelser og ft = z}net) - Zt, er fejlen defineret 
som forskellen meUem den af netvrerket forudsagte, z}net), og den faktiske, Zti 
vrercli af tidsserien til tiden t. 
2. Den relative fejl13, 
1 N ft r=-L:-· N t::=l Zt 
;3. Spredni.ngen ,pa fejlen, .gi\ret ved: 
s= 
4. Korrelationskoeficienten, 
r:;:1 Ut - m)2 
N-1 
'\:"'N ( n et) 
k = L....t::l ZtZt V""N 2 '\:"'N (net)2 
L....t::=l Zt L....t::=l zt 
12Dette er ikke altid muligt. For eksempel for petiodiske funktioner, hvor netvrerket er blevet 
optrrenet i hele perioden. 
13Der er visse problemer ved denne st!llrrelse. Er for eksempel vrerdien af Zt tret ved eller lig 
O, bliver r meget stor bare z~net) er lidt forskellig fra nul. Er Zt = 0 ses der helt bort f:ra dette 
bi drag. 
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5, lndex'et, indf!l>rt af ta.ped~s ~Farber (1987), d~ftnt'ret ved: 
' II I=-""""" 
<:f' 
hvot q er spredlltugen pi den fakiiskt ti.dSSE"J'ie,·givet• ved: 
og 
t~g{Zt ,- ~t~ 
N-1 
l N 
Jl = N LZt 
1::"1 
Da f1 siger noget om hwr stor afvigelsen af funktioneu fra dens middelvrerdi 
er, eller noget ornhvor 1'vildt" Zt opf¢rer sig, og s sigernoget om overensstem~ 
melsen mellem z(m•t) og z, er i liUe, nir s er lllle og u er stor, det vil sige nar 
z fiuktuerer meget, og det alligevel er lykkedes z(net) at fJISlge den. 
4.3 · Eksperimenterne 
I de indledende eksperimenter optrrenes 4 forskellige netv~rk: 
1. Netvrerk la (se Figur 7)1 bestaende af 1 inputneuron., 1 skjult lag med 5 
sigrnoide neuroner og 1 linerer outputneurou. Der er fotbindelse mellem in~ 
putneutonen og det skju.lte lag og mellern det skJulte lag og outputneuronen. 
2. Netvrerk lb (se Figur 7), som netvrerk la, der er dog ogsa forbindelse direkte 
fra inputneuronen til outputneuro.nen. 
output 
skjult 
input 
Figur 7. Netv<erk 1 a+b, bestaende af 1 linemr inputneuron, 5 skjulte sigmoide 
neuron er og 1 linedJr outputnev,ron. Forskellen pa netv<£rk 1 a og 1 b er, at b har 
en direkte lineterforbindelse fra input- ti/ outputneuronen, angivet ved den stiplede 
linie, hvilket a ikke har. 
3. Netvrerk 2a {Figur 8), bestaende af4 inputneuroner, 2 skjl1lte lag med hver 
10 sigmoide neuroner og 1 linerer outputneuron, uden den direkte forbindelse 
mellem input- og outputlaget. 
4. Netvrerk 2b (Figur 8}, som 2a med med den direkte forbindelse. 
Netvrerkene er de samme, som Lapedes og Farber (1987) bruger. De forsl1!ges 
optrrenet i 6 forskellige tidsserier: tidsserie A til F. 
Tidsserierne er valgt ud fra, at endemalet er, at netvrerket skal optrrenes i en 
temperaturserie. Nar der er tale om en temperaturserie, vii man forst og fremmest 
forvente, at den be star af en arlig svingning pa grund af J ordens rotationsakses 
hreldning i forhold til Jordens bane om Solen.Deter derfor n!(Sdvendigt, at vi un-
ders!(Sger om et neuralt netvrerk kan modellere periodiske svingninger, for eksempel 
i form .af en sinuskurve. Dernrest vil man forvente trends i serien, <let vii sige en 
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Qutput 
0 lllk;iu.lt 2 
0 &kjult 1 
input 
J?i~ur 8 .. NetvtFJrk la+b, bestaende . al 4 litHld!'-r'e inputneuroner, 2 .d:jv,lte lag med 
hver UJ sigmoide neuroner og J line<tJ.r ov!Jputmw.ron. Fcrskellen pa netvttirk 2a 
<If} 1Jb er! (/,~ b har en mrf;kte li1Mt<1Yrjorblndelse f1¥t input• U.l outputnenft>nen, 
angivet ved den stiplede linfo, dette har a ikke. !gen er ikke all{; forbindeiserne 
tegnd. 
jrevn(t) stigni.ng/fald over en lte:ngere pedode, for ekseropel i form af en ret linie. 
Denne trend ku!lne vEf!re et udtryk for drivhuseffektens virk:ning pa temperaturen, 
hvis den a.ltsa giver sig udslag :i en temperi:tturstigning. 
For atse1 hvordan et neu'talt netvrerck oplreres, starter vi med at pr~ve at oplrere 
netv!Ji!rk la i at forudsige tids.'Jerie A, givet ved: 
Zt ;:::;; 4. 
Trersklerne og vregtene fra det oplrerte netvrerk ses i Tabel 1. 
Tabel 1. N etvmrk 1a og 1 b 's vmgte og tmrskler efter optrmning i tidsserie A. Fel~ 
terne mawket '~' markerer, at de tilhprende vmgte og tterskler ikke anvendes i 
nettet. 
Netvrerk la Netva:irk lb 
i n V6,i v; 0 n V6,i Vi,o 
1 1.24 -0.87 -0.87 L23 -0.87 .,1.23 
2 1.19 -0.53 -1.23 1.89 -0.53 -1.19 
3 0.75 .,-0.73 ·L89 1:85 .,Q;'(3 -0.75 
4 1.03 -0.84 -1.85 0.54 -0.84 ~1;03 
5 0A8 -0.71 -0.69 0.75 ..:0;73 ".'0.47 
6 -4.00 0.30 Los 
Det er svrert at overskue disse vrerdiet, og det bliver svrerere jo mere kompliceret 
netvrerkets arkitektur bliver. J)erfor er den res.ulterende responsfonktion af de 
enkelte skjulte neuroner vist i Figur 9 og netvrerkets totale .tesponsfunktion i 
Figur 10. Ud fra dette kan manse, at. for vrerdier st~rre end 1 vilnettet svare 
med vrerdien cirka 4. Som det ses afTabel 2, et fejlen mindte end computerens 
n¢jagtighed. 
Map'en for Zt :::::: 4 er et punkt (4;4). Sammenligner man dette med den map 
( =responsfunktion), nettet giver (Figur 10), ses at den ogsa indeholder dette 
punkt, men at ligegyldigt hvilken vrerdi, man prresentere netvrerket for, giver 
det et svar. Er vretdien omkring 4, bliver svaret ogsa 4. 
Kigger vi pa, hvotdan netvrerk lb klarede tidsserien, ser vi, at ogsa dette 
netvrerk lrerte <let ¢nskede meget n¢jagtigt, se Tabel 2. Responsfunktionen viser 
imidlertid, at netvrerlwt lrerer pa .en helt anden made. I stedet for, som netvrerk 1 
at sige, at de fleste.input (i hvert tilfrelde dem, der er i nrerheden.af og st¢rre en 4) 
skal give vrerdien 4 som output, siger netvrerk lb, at det skal vrere inputvrerdien, 
der skal gives som output, Dette ses af Tabel 1, hvor den eneste vregt, der er 
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positiv (fremmende) er vregten mellem input- og outputneuronen, V6,0· Resten af 
vregtene er negative (hremmende). 
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Talnil fJ~ Re1111/tfl.f;tf' fm ocp!lr¢nftJ;gen "' n.etv~ 
ifl>itit1wt;.n af m {mid~tiir4Jndie~ · af f~jl~n), a! 
(spredningeti pdff.jle'1l.)1 ~ {korrelatfonskMffiti($.n1e'l'lf) og i (i~dtt11;} a.es pd aide 
etj. e er den &tPr!fl'el~.r:1 f;1a.(l.gdr i lrurrrektfonen a;f v~gtene ·"fl td'rsklerne. i.d. 
bet11,der at stprry;;lsen ikke er de/ineiret. 
m r ti k i 
la A o.oo o.oo o.oo 1.00 i.d. 
B 2.24·102 5.90·101 4.34·101 9JJ3 .10-1 LOO 
c 2.85 .10-3 -3.00·10-3 7.26 .10-3 LOO 9.40 .10-a 
D -6.18. io-4 -1.12·103 8.94· 10-a 1.UO 2.54 .10-2 
E 4.34· 10-4 2.22 .10-2 7.96 .10-2 tun .10-1 7.95 .10-2 
F 2.18·102 5.78 -10-1 4.33·101 9,93.10-1 1.00 
lb •. Ul3· 10-Us 
'll!F 
A ().00 o.oo LOO i.d. 
B -8.14 .10-1 -2.14· 10-3 2.01·10-1 1.00 4.63·10-3 
c 4.42 -10-3 ._ 1.99 · 10-a 6.28 .10-a 1.00 8.14 .10-a 
D -9.95.· 10-4 -3.96·102 9.ll · 10-3 1.00 2.53 .10-2 
E 2.59 • io-4 2.61' 10...:. 1 7.89 .10-2 9.97. io- 1 7.87 .10-2 
F 5.59 .10- 1 3.26' 10-2 2.46. 10-1 LOO 5.68 .10-3 
2a A 4.44 .10-10 0.00 o.oo LOO i.d. 
B ..:..2,23 · 102 5.91 .10- 1 4.64·101 9.92. 10-1 1.00 
c 4.52 .10-3 5.51·10-3 3,0l · 10-2 9.99 .10-1 3.90 .10-2 
D 4.91·10-3 0.00 3.47. 10-1 8.30 .10~ 1 9.99 .10-1 
E -3.40 .10-4 -3.98 .10-2 2.62 .10-2 LOO 2.61·10-2 
F 3.75. 102 LOO 5.19 · 101 -9.90· l0-1 1.00 
2b A 2.66 .10-15 o.oo 0.00 1.00 i.d. 
B -2.32 -6.ll · 10-3 5.76 .10-1 1.00 1.33 · 10""'2 
c 2.13 .10-2 -5.21·10-ll 5.-00 .10-2 9.98 .10-1 6.47 .10-2 
D 4.96. io- 2 0.00 6.80 .10-2 9.93 .10-1 1.93 .10-1 
E -4.98· 10~4 2.51·10-2 9.66 .10-2 9.95. 10""1 9.63 .10-2 
F -2.48 -6.52 .10-3 6.37· 10-1 1.00 1.41 · 10-2 
Den nreste tidsserie, vi pr¢ver at oplrere netvrerk la i, er tidsserie B, der er en 
ret linie, givet ved: 
Zt .::::: 0.3i ~ 2 
Som det ses af Tabel 2, kal1 man ikke sige, at det er lykkedes netvrerket at here 
denne serie. Den manglende overensstemmelse skyldes, at map'en er linerer, se 
Figur ll, men at inptit'et kun er forbundet til output'et gennem semi.,.linerere neu-
roner. Sa nettet.pr¢ver at lave en semi-linerer approksimation af noget Iinerert . 
. Derimod har lblrert tidsserien. Det skyldes selvf¢lgelig den dfrekte (linerere) 
forbindelse. 
Det vil nu vrere interessant at se, hvordan netvrerkene klarer tidsserier, der 
har en mere kompliceret map. Husk, at det er map'en, netvrerket skal lrere, og 
ikke funktionen selv. Netvrerket fors¢ges derfor optrrenet i tidsserie C, der er en 
sinusfunktion, se Figur 12, givet ved 
Zt = sin(O.Olt). 
Map'en for denne tidsserie er en meget fiadtrykt ellipse med hovedakse sammen-
faldende med linien y = x, se Figur 13. 
Ellipsen er faktisk sa sammentrykt, at den fejl, man begar ved at approksimere 
map'en med udsnittet af den f¢rnrevnte linie, svarende til det stykke ellipsen 
drekker, er lille. Pa grund af at linien er begrrenset, er det lykkedes netvrerk la at 
lrere denne tidsserie tilfredsstillende. Som det ses af Figur 14, giver nettet netop 
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Figur 11. Map'en 
::~ l x(t)=sin(0.01 t) 
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Figur 12. Tidsserie G. 
linien y = x som respons i intervallet fra 0 til 1. Bernrerk, at responsfunktionen, 
betragtet over et stizsrre ornrade, har form sorn de enkelte neuronernes aktiverings-
funktion. 
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Figur 14. Netvterk la's 
Det grelder helt generelt, at hvis en funktion er kontinuert, og forudsigelsen kun 
rrekker et lille stykke frem i tiden, vil den resulterende map vrere meget tret pa 
linien y = x. Med andre ord, er det en god forudsigelse at hrevde, at vrerdien 
af tidsserien til tid t + r, hvor r er lille, er den samme som vrerdien til tid t. 
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Dette kaldes persistens. Begynder man at g!1lre r st!1lrre, det vil sige j1Jnsker man 
at forudsige Irengere frem i tiden, bliver map'en mere kompliceret, og det er ikke 
muligt at sHppe sa "biUigt" fra forudsigelsen. For tidsserie G er der ingen forskel 
pa netvrerk la og lb. 
Da det er map'en netvrerket optrrenes i, har det den konsekvens, at selv det 
simple netvrerk la kan oplreres i og forudsige en funktion, der, som tidsserie be~ 
tragtet, ser rneget kaotiskud, men har en simpel map. Kigger vi pa tidsserie D, se 
Figur 15, der ogsa kaldes Feigenbaumserien., kan man vise, at den er en kaotisk og 
ergodisk14 tidsserie .. Det kaos, der er tale om, er selvfolgelig deterministisk kaos. At 
et system er kaotisk, betyder at det er (meget) folsomt overfor startbet1ngelserne 
- det vil sige en lille pertubation medforer en meget st!1lrre effekt pa et senere 
tidspunkt15 . Tidsserie Der givet ved rekursionsformlen: 
Zt+l = 4zt(l - Zt), Zo = 0.1 
Ser man pa sel'if}ns.~a~, vts~,f!ilefa 'Stg imidler~iel, at den er meget simpel, se Figur 
16. 
x(t+ 1 )=4*x(t)*(1-x(t)) 
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t 
Figur 15. Tidsserie D. 
Grunden til, at denne tidsserie i det hele taget er med, er at mange (for ek-
sempel Lapedes and Farber (1987) og Farmer and Sidorowich, 1988) mener, at 
meget af det, der ser tilf£ldigt ud i naturen, faktisk udviser deterministisk kaotisk 
opf¢rseL Indtil for nylig har man ment, at tj.:lfreldighed var forarsaget af ekstrem 
komplikation, det vil sige mange frihedsgrader. Id:ag betragter man tilfreldighed 
som skabt af kaos, der kraftigt forstrerker det, vi ikke ved om startbetingelserne. Sa 
maske kan noget af en temperaturseries "tilfreldighed" forklares pa denne rnade. 
Deterministisk kaos er fundet i mange fysiske situationer, for eksempel ved over-
gan.gen til turbulent str\21mning i vresker (Ruelle and Takens, 1971, Swinney, 1978), 
14 Erg-0disk betyder at middelvrerdier af alle mulige st¢rrelser, dannet ud fra tidsserien, 
konvergerer. 
15 Generelt om kaos, se for eksempel Schuster (1984). 
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Figur 16. Map 'en af tidsseri~ 
kemiske reaktioner (Tomita et al., 1979), lasere (Haken, 1975) og i plasma fysik 
(Russell, 1980). Derfor er det vigti.gt at se, om netv~rkene kan optrrenes i disse 
maps. Endvidere hrevdes det, at disse frenomeners mqp ofte koilapser til en simpel 
map. 
Ser :man pa, hvordan netva:irk la har lrert tidsserie D, ses. det, at det har lrert 
serien godt, se Tabel 2. Netvrerk_ets responsfunktion er vist i Figur 17. Af denne 
figur fremgar det, at responsfunktionen taget.over et st!ZSrre omrade igenhar form 
som aktiverirtgsfunktionen, undtagen i intervallet [0;1]. 
~an taler.ofte om, at neura;le nl:"ltva:irk besiddel' evnen til at. generalisere. Ser vi 
igen pa Figur 17, kan martse, at nettet faktiskiintervallet[O;l] har geµeraliseret, i 
den forstand at det har lavet en konth1uert kurye meUem de punkter, deter blevet 
optrrenet i ~ selvpm nettet er blevet prresenteret for punkterne i helt tilfreldig 
rrekkef¢lge. Det kan derimod ikke siges, at pettet har generaliseret udenfor det 
omrade, det er blevet optrrenet i. I dette tiifrelde er det ogsa svrert (::oumuligt), 
for vrerdimrengden af Feigenbaum funktionen er rtetop intervallet fa; l]. Der er 
ingen forskel pa netvrerk la og lb. 
Efter denne simple map (men komplicerede tidsserie) fortsrettes med de kom-
plicerede map 'er. Netvrerk la optrrenes i tidsserie E, givet ved: 
Zt = sin(O.lt) + sin(0.05t). 
selve tidsserien er vist i Figur 18 og dens meget smukke map i Figur 19. Denne 
map er yderst kompliceret; idet der til en vrerdi af Zt h¢rer flere (op til 4) senere 
vrerdier, Zt+l· Ser man pa, hvordan deter gaet, ses det at netvrerk la faktisk har 
lrert roap'en meget godt, se Tabel 2. Forklaringen kunne vrere, at grafen af map'en 
ligger omkring linien x = y, og at ellipsen stadig er sa fladtrykt, at fejlen ved at 
approksiroere map'en med linien :c = y er lille, ligesom for tidsserie C. Bemrerk 
dog, at bade :fejlen og spredningen er st¢rre end for de simplere tidsserier. Der er 
igen ingen forskel pa la og b. 
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Figur 18. Tidsserie E. 
Den sidste tidsserie, vi pr¢ver at lrere netvrerk la, er serien F, givet ved: 
Zt = 0.3t - 2 + 50sin(0.05t). 
Pa Figur 20 er selve tidsserien tegnet og map'en kan ses pa Figur 21. Som det ses, 
er tidsserien en kombination af en periodisk svingning og linerer vrekst. Map'en 
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Figur 19. Map Jen af tidsserie E. 
350.0 
300.0 
250.0 
200.0 
150.0 
100.0 
50.0 
0.0 
-50.0 
0 1 00 200 300 400 500 600 700 800 900 1 000 11 00 
Figur 20. Tidsserie F. 
far et meget filurligt udseende, idet den er en udtrukket variation af map'en for 
tidsserie F. lgen er den centreret om linien x = y. Som for tidsserie B er <let ikke 
lykkedes srerligt godt med oplreringen, det er <let derimod for netvrerk lb. 
Ris~-R-656(DA) 31 
350.0 
300.0 
250.0 
200.0 
150.0 
100.0 
50.0 
0.0 
-50.0 
-100.0 
-100 0 
Figur 21. Map'en af tidsse"J:ieF:, 
Generelt er forskellen mellem la og 1 b, at de tidsserier, der har en linirer opforsel 
(<let vil sige A, Bog F) er lrert meget bedre af lb, se Tabel 2. Dette b¢r ikke komme 
bag pa nogen, <la den direkte forbindelse fra inputneuronen til outputneuronen ne-
top forsyner nettet med linerere egenskaber. Konklusionen pa dette er, at hvis man 
ogsa vil g111re sig forhabninger om at kurtne handtere linerete frenomener, sa ma 
denrte direkte forbindelse inkluderes i nettet. 
For netv£rk 2a+b grelder det, at der er langt Here skjulte neuroner, samt 2 lag af 
dem. Dette betyder at nettet -alt andetlige- far en st¢rre opl111sningsevne. Det be-
tyder samtidigt,at nettet skal trameslrengere, <let vil sige meclflere prresentationer 
for at opna den s11mme n¢jagtighed som netvrerk h+b. Lapedes og Farber (1987) 
har dog fundet, at:maP'er kan blive sa kompliceret, at netvrerkl ikke er i stand til 
at here dem tiffredsstillende. Det er dog vrerd at hemretke, at med den n¢jagtighed, 
der er valgt i disse eksperimenter, har der i[{ke vreret nogle tidssei;ier, der har vreret 
sa komplicerede; a;t netvrerk 1 ikke har kunnet lrere dem. Kigger man imidlertid 
pa den relative fejl, r, ses det at netvre* 2b er det eneste, der har en lille relativ 
fejl for a/le eksperimenterne, se Table 2. Der er to grunde til, at de andre net har 
sa stor en relativ fejl: 
1. For netvrerk la og 2a og tidsserie B 6g F's vedkommende skyldes det, at 
netvrerkene simpelthen ikke har lrert tidsserierne. Dette afspejler sig ogsa i 
de andre st¢rrelser i tabellen. 
2. For netvrerk la og lb og tidsserie D skyldes det, at tidsserien har vrerdier, 
der er meget sma (af st¢nelsesord.nen 10-8 ) og netvrerket prognosticerer en 
relativt for stor vrerdi ( afst¢rrelsesordnen 10-2), dette giver netop en meget 
stor relativ fejl (afst¢rrelsesorden 106), der helt kommer til at dominere den 
totale relative fejl. 
Den forholdsvis store relative fejl for netvrerk 1 b og tidsserie E kan forklares ved, 
at nettet formentlig har lagt for stor vregt pa den direkte forbindelse mellem input-
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outputne\ll'oMn. at det. hliv!'Jr a: = 'Iii 
funktion. f()r nef,Vilel.'k b, har netvmtk 2:a. 
dette klati:ts dog ~ Ugetiom 
4 .. 4 Andre netvrerk··tU forudsigelse af tidsserier 
Det netvmr k, ~iex er anvendt i den:tie rapport hat visse fordele og visse ulemper. E:n 
fordt.d m;, at1 den type netv~,rk, der er lltjtvendt her1 . et n1eget g~ue:relt netvmrk; 
det kan li.gesa godt anw~1des til at forudsige p:roteine:rs S~<{rmensi<:>n~le s.truktur, 
se Bohr et aL (1988), som det kan anvendes tU·orddeling. Sasom en introduktion 
til neurale n~vrerk er det me.get, egnet, pa grund ai dets generalitet. En bagdel 
ve4 det er, at det lrerer langsomt, men giv.er et hurtigt svar, nil,r det er oplrert ~ 
ligesom mennesket. 
Det er mulie;t at komme denne langsommelighed tiI livs pa fiere forskellige 
mAder. Inden for rammerne af den valgte arkitektu:r kan man for.s~ge at, optimere 
minimeri:ngsprocessen 1 ved .at anvende andre metoder end "steepest descent", for 
eksempel "conjugated gradlen.t descent" eUer "stochastic gradient descent", se Af-
snit 3. 
Moody(MoQ:dy .and Darken, 1989 og Moody, 1989.) har udv-iklet en helt anden 
arkitekt'Ur og oplretingsalgoritme for netvrerk, der for eksempel. skal anvendes tll 
at forudsige tidsserier. ldeen er, at netvrerket srettes sammen af neuroner, de:r kun 
reagerercpa input fra et vist udsnit af inputnimmet, disse kaldes for "locally .timer!' 
neuroner, Responsfunktionen for den a'te locally tuned neuron er givet ved 
R'Tt) = R(ll- W4'1/o-a) 
hvor R er en radirert symmetrisk funktion med et enkelt maximum i 11ul, der 
hurtigt fa.Ider af mod nul for store radier, $ er i11putvektore11 og ia og o-0/ er 
henholdsvis centrum og bredden i inputrummet afden a-'te enhed. Som R an vend er 
Moody en normaliseret gaussisk responsfunktion givet ved 
Ra(x) =exp (- l£(~a~:12] 
Et ekserl1pe1 pa et netvrerk, der bestar af sadanne locally tuned neuron er, er vist 
i Figur 22. Output'et fra et netvrerk, der bestar af M sadanne enheder, er givet 
ved 
M 
/(£) = L:AaRa(i) 
a:l 
hvor Aa er amplituden af den· a'te enhed. Optr;oenes nettet ved at minimere den 
totalefejl, E = t '2:~1(/*(xi) -f,xi))2 , hvor N er antallet af input/output.,par 
og r er det pnskede output, ved hjrelp af steepest descent, finder man at denne 
metode er ligesa prrecis (og ligesa langsom) som almindelig back~propagation. 
Samtidig viser det sig, at bredden af de enkelte responsfunktioner,bliver sa star, 
at 5ie ikke kan ,bet:ragtes som lokale lrengere. Moody har derfor udviklet en hybrid 
opl;oeringsregel, der bestar i forst at bestemme centrene af de enkelte responsfunk~ 
tioner ved en selvorganiserende metode, der minimerer den Euklidiske afstand 
mellem de N input/output.,par og centret af k af de M enheder, der er nrermest, 
dette er "k-means clustering" algoritmen. Nar centrene er fastlagt, bestemmes 
bredde11 af hver responsfunktion ved at variere den, for at opna at den enkelte re., 
sponsfunktion overlapper naboresponsfunktionen, saledes at inputrummet bliver 
interpoleret tilfredsstillende i det omrade responsfunktionen drekker. Siden bliver 
amplitude.me, Aa, varieret saledes, at de minimerer den totale fejl, E. Moody har 
fundet, at denne sidste del konvergerer meget hurtigt, da meget af arbejdet er gjort 
pa forhand. Anvendes denne metode til at forudsige lpsninger af Machey-Glass dif-
ferentialligningen ( der er et "svrert" problem) og sa.rnmenlignes beregningstiden 
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(pt~eission001 er satnme) med traditionel back .. propagation, finder man, at 
Moody'$ ~J.' 100 til J,000 ga"nge ln.trtigere ! 
{\ (\ 
/ 
Figur 22. Et neuralt netva;rk bestdende af locally-tuned neuroner. Fta Moody and 
Darken (1989). 
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5 Teori 
5 .. 1 Indl~ning 
An4en del af .. denw.i ·rapport handler, som nrovnt i indledningen, om ARIMA~ 
proeessen, AlUMA er forkortelsen for AutoRegresalve fotegra.ted Moving Avet9'1ie1 
og er en linea.?r stcikastisk metode, M.r bestar i at modellere tidl!laerien v;Jrj.a .. <le 2 
i forkortellllen na:tvnte: stokastiske proeeeser. Processeme er: 
1. Autoregression 
2. Glidende midling 
Begge proeesser befo;Ner ikke n¢dvendigvis at indga i modellen. Der er ikke 
tale om en determittistisk model. Dette betyder, at det iklre e.r ud fl'a fysiske 
. overvejellller, modeUen laves, men derimod udelukkende ud · fra selve tids$e:t'iens 
udr.e~nde:.·En<stokastisk. prooes er en proce.s, hvor. der til et endelii);t sa.ndsyn-
lighedsfelt, (l'J,P), er knyttet en.afbil~ingaf udfaldsrummet, U, ind. i de N~elle 
tal, R. Denne a.fbildni:ng kaldes en stokastisk ivariabel. P kaldes sruidsynligheds-
funktionen. ,Meget kortka~1 dette resurileres som: En tilft:eldig arsag kar et reelt 
tal som ltansekvens. Nar mo4ellen er lavet,. btuges den tH at lave forudsig;elser 
med. Idette afsnit gennemgas teorien fpr ARIMA·p:r:ocessen. "Grundbogen" om 
ARIMA~processer er Box og Jenkins' bog (Box and Jenkins, 1970). Det er den, 
der 1igger til grund for det ef'tetfolgende. 
ARlMA-modellen er ogsa blevet anvendt pa en anden t\'lmperaturserie af Pe~ 
tersen og Larsen (1978). be b:rugte 700,000 ars temperaturdata til at fors¢ge at 
udvikle en model, der simulerer den klimatiske variation. Deres konklusion vat at 
ARlM,A-modellen, fra et statistisk synspunkt, har svrert ved at Mare forudsigelser 
Ian.gt frem i tiden, men "one~step-ahea.d" forudsigelser - hvilket er den type af 
forudsigelser der anvendes her ** klarer den godt. 
6 Autokovarians- og autokorrela ... 
tion:s·koeffielenten 
Det vigtigste.vrerktl1!J i. bestemmelsen.af hvilken model, der ska.I anvendes., e.r au" 
tokorrelaiiqnsko.effieienten. Denne er. heskrevet i dette afsnit. Et andet. hy:ppigt 
anvendt vrerkt¢j er denpartielle autokorrela.tionskoefficient,der vil blive besk:revet 
senere. 
·Auto:korrela:tionskoefficienten 
En stokastisk proces kaldes strengt station£reller blot stationter, hvi.s dens (statis-
tiske) egenskaber er ufora.ndrede, nar tidsaksens be.gyndelsespunkt flyttes. Dette 
betyder, at den frelles (engelsk: joint) sandsynlighedsfordelingfor m observationer 
Zt 1 , Zt 2 , •• • , Ztm, til de cekvidistante titler t1 ,t2, ... , tm, er den samme som for m 
observationer Zt 1 +k, Zt2 +k., ... , Ztm+k til tiderne t1 + k, t2 + k, ... , tm +k. Grelder 
der for processen, at m :::::: 1, er dens sandsynlighedsfordeling p(zt) den samme 
for a.Ile t, og sa.ndsynlighedsfordelingen kan derfor skrives p(z). Middelvcerdien for 
denne proces defineres da sorn 
µ = E[zt]:::::: 1: zp(z)dz 
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For en tidsserie, der bestar af diskrete mMinger, estimeres JL ved 
1 N 
z:: N l:zt 
t:;;:l 
hvor N er antallet af malinger. Variansen estimeres ud fra 
N 
o-; = ~ l:(zt - z)2 
t=l 
Man indf~rer nu begrebet autokovarians med Jorsinkelsen (lag) k, der er deftneret 
vt:id 
"'fk = cov[zi,Zt+k]:::: E[(zt - µ)(zt+k - µ)] 
og tilsvarende autokorrelationen med forsinkelsen {lag) k 
E[(zt - µ)(zt+t; - µ)] . E[(zt _. µ){zt+k - µ)J 
Pk = JE[{zt .:_'µ) 2JE((;t+1: - µ) 2] = .. ff~ 
(5) 
da der for en stationair proces, grelder at variansen, ff; ::;::: ro, er den samrne til 
tid t+k som~til tid t. Dette medf,zsrer, at autokol".l'elationen med forsinkelse k kan 
skrives 
'YI: p1:=-
/0 
af dette ses, at po :::::: 1. Plottet af 'Yk mod k kaldes aufokovariansfunktionen { r1:}, 
og plottet af pi: mod k kaldes autokortelationsfunktionen {Pk}· 
I praksis har man kun en endelig ti.dsserie, og man kan derfor kun bestemme es· 
timater af autokorrelationerue. Statistikere har fors121gt at estimere dem pa mange 
mader (se for eksempel Jenkins and Watts, 1968), og de er kommet frem til, at 
det bedste estimat - og det mest indlysende - af Pk er 
hvor 
Ck 
'f'Jc ::::-
Co 
l N~k 
Ck:;;: N E (zt - z)(zt+k - z), k:;;: 0, 1, 2, ... ' f{ 
t::::l 
er estimatet af autokovariansen 'Yk og I< < N, ck og dermed r1c har kun mening 
for I< lig cirka N /2, da der for st!ZSrre vrerdier indgar for fa t~l i beregningen. 
Da det er estimater, der beregnes, er der n¢Sdvet1digvis en fejl forbundet med 
dem.~ Bartlett {1946} har fund et, at en approksimation afvarl.ansen pa estimatet 
af autokorrelationen er 
1 00 
var[rk] ~ N L (p~ + Pv+kPv-k - 4PkPvPv-k + 2p~p~) 
v:::-oo 
Grelder der, at den teoretiske autokorrelation er nul fork> q, bliver 
1 q var[rk]~ N{l+2Lp~}, k>q 
v=l 
(6) 
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r11 ::;:: i'2 i'1 'Yo 'Yn-3 
'Ytl-1 i'n-2 1'n-3 iO 
I P1 P'l Pn-1 
Pt 1 P1 Pn--:t 
- (12 pz P1 1 Pn-~ = tt'~P n - ;; 
Pn-1 Pn-2 Pn-3 l 
Kovariansmatricer, der er hesk;tffen som r n, det vif si,ge matricet, der er aym· 
tnetriske med konstal1te 'elemeritef pa a.Ile diagonl'ifor, kal!il<l!S for auttJkttvarians 
matricer, og de tilh¢rende matrfoer Pn kaldes autokorreJ.ations matrice.r. Betragt 
nu en,v·iUui'flig linear kombination af zt, tlit-1, .•• , zt-n+l 
Lt = l1zt + l2z1;..1 + '· · + lnzt-n+l 
da. cov [,zi, ZJ J ~ 'Yli "-~ for en station<lllr pr9ces, fordi det kun er deres indbyrdes 
ajstand, der spiller en rolle, d.a deres pfaeering ikke kan have betydning, fordi 
nulpunktet kan placeres vilkarligt, er variansen af Lt givet ved 
n n 
var[ Lt]::::: LI: lilJ'Yli-~ 
i'*l j:l 
der er positiv, hvis ikke .alle /'erne er nul1 fordi variansen altid er positiv. Er alle l'er 
nul, er variansen ogsa nul. Dette er netop de:finitionen pa en positiv definit matrix, 
sa bade autc:>kovarians· og al:ttokorrel<ttionsmatricen for en stationoor proces er 
positivt definitte16 • 
I <lette af~nit vil cl.er bliv~ .foretaget en ''klassisk" analyse af tidsserien. Tidsse-
rienbestat"af temi;>eratui;en observeret. ~a Fan¢; n~rmere bestemt i Nordby. So:m 
n~vnt. i . indle<mingen. er de,n f¢me maling foretaget . den J. j~mtar 18?5 <()g .den 
sidste den 9. tqaj l9()9. AJle malingerne er foretaget kL 8 ow ID()tgenen lokal 
tid, Tiqsse.rien er et uddrag af en sMme J>akke. af meteoroJogisl{;edata fra. Fan¢. 
Pakken heistar foruden aftemperaturen .· observeret · kL .8, ogsa af lufttryk kl. 8, 
Q:aglig tnaximurn· o~ minimumtemperatur s.amt af tryk og t~mperatur malt kl. 
. 14 .. og 21. Pakken er blevet analyseret af mange: E. W. Peterson og S. E. Larsen 
(Peterson og Larsen, 1983 og Peterson og Larsen, 1984), der har beskrevet 30 
.arsJ!i)beude4B.idJerc.afvind, temperatur, tryk, nedb¢r og skydrekke. N. Woetmann 
Nielsen ogA. Wall!i!Se Hansen (Nielsen ogJiansen, 1986), der har studeret den arlige 
variation af temperatur og tryk. Endvidere har N. Woetmann Nielsen al1alyseret 
den indre arlige variation i tryk~ og .temperaturfordelingens standardafvigelse og 
skawhedskoefficient (Nielsen, 1988). 
Temperaturseriens ekstremer, gennemsnit og spredning kan ses i Tabel 3. 
Spektrale egenskaber 
Pa Figur 23 ses temperaturseriens periodogram. Periodogrammet, der blev indfort 
16 En anden defuntion, af at en matrix er positivt definit, er, at dens rang og index ei: ens. Om 
rang og index se for eksempelNoter til Mat A (1978) og Ayres (1962). 
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Tabel · 3. Temperaturseriens ekstremer, gennemsn it og spredning. 
Minimum -22.0°C 
Maximum 26.7°C 
Gennemsnit 7.60°C 
§pJ."~Qping (),6~0c 
100000 
10000 
1000 
100 
10 
0.1 
0 100 200 300 400 
k 
Figur 23. Temperatu7'S'~~i~,~8, [ff?,;fi~~'C(l''liJ, f:(~J' ~ f1c = k / N er den k 'te frekven:s 
og N=34,463 er antdiZ'BtJ(J:f(lffe:.s:er:v(J!t'ilXne'(f!. . 
af Schuster allerede i 1898 (se Schuster, 1898), siger noget om en tidsseries spek-
trale egenskaber. Det bestar af: 
1(1;) = ~ (ar +bn, i = 1, 2, ... , q 
Hvor I(fi) kq.ldes intensiteten eg er et udtryk for hvor kraftig en bestemt frekvens, 
Ii = i/N, er. N = 2q + 1 er antaUet afobservatio:her, for temperaturserien er 
N = 34,463, 
og 
2 N 
a;= N LZtCit 
t=1 
2 N 
b;= NLZtSit 
t=l 
hvor Cit = cos 27r f;t og Bit = sin 27r f;t. a; og b; er mindste kvadraters fit til 
koefficienterne i den trunkerede Fourierserie's i'te harmoniske med l/N = 2.90 · 
10-5 som fundamental frekvens17. Af plottet ses, at der er en altdominerende peak 
ved den 94nde harmoniske (bemrerk at y-aksen er logaritmisk), hvilket svarer til en 
periode pa 34,463/94=365 dage, der netop er den, pa grund af Jordens bevregelse 
17For et bevis af dette, se for eksempel Scheid (1968). 
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forvelitte~te ftrlige svin3~h1g. Omklljn11; 190 ses den 1. ovetsvirtgning og 
Den :fjerde st!l'rste h!i£ensitet er omkri'.l'tg 45, d.ett'e er en 2-arlig 
Autokorrelatfon.skoeftleientel't);e 
PA h"'igur 24 ses ti<lsseriens autokorrelationskoefficienter. Det ses, at der er en 
di;etnpet svingning med periotle k ~ 365 d¢gn. Arsagen er igen den arlige svingn-
ing. Da:5mpnins.;en skyldes, at jo st¢rre lag'et ifll.4i,,delse far st0jen i 
signalet. 
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6.2 Stationcere modeller 
Idette afsnit beskrives de to processer, der indga;r iARll\!A-processen, en beskriv-
else af ARIMA-processen selv og nogle betingelser, der skal vrere opfyldt for enhver 
ARlMA~proces. 
Autoregressive proeesser 
I den autoregressive model udtrykkes den nuvrerende vrerdi af tidsserien ved en en-
delig, linerer sum aftidligere vrerdier og et "chok", at. Disse chok.er normalfordelte 
med gennemsnit 0 og varians O'~. Processen, der frembringer at'erne, kaldes for hvid 
st¢j. Vrerdien af tidsserien til tiden t, t- 1, t - 2, ... sk:rives Zt, Zt-1, Zt-2, .... End~ 
viderekaldes forskellen mellem Zt og seriens middelvrerdi, µ, for it. Modellen kan 
altsa skrives 
(7) 
Denne model kaldes for en autoregressiv proces af orden p og skrives kort AR(p ). 
Man indforer en autoregressiv operator af orden p, ¢(B), defineret ved 
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¢(B) = 1- ¢1B -¢'.itP - · · · - tf>vll' 
.hvor Ber backward shift opetator~11 deftne:ret ved 
B 111 !Ct = Zt-m 
spedelt er Bzt ;:;:= Zt-1· Ved bmg af den autoregressive operator kan modellen 
skrives 
¢(B)£t = at 
Denne model indeholder p+ 2 paramet:r:e µ, ¢1, ¢2, ... t f/Jp, er!, der skal bestemmes 
ud fra. data. 
AJ Ugnillg (7) ses det, at zt-1 kan udtrykkes ved 
Zt-1 = ¢1Et-2 + </J':zZt-3 + · · · + </;pEt-p-1 + at-1 
Ligeledes for it.., 2 og s! videre; hvilket f~rertil en uendelig serie af a'er. Det vil 
sige, at 
kan skrives 
Zt ::::; ¢(.B)at 
hvor ,,P(B) = <r 1(B) er en operator med ue:ndeligt mange led. 
Autokor1•elations.funktionen for en AR(p)~proces En vigtig rekursiv 
formel til at beregne autokorrelationerne for en autoregressiv proces af orden p, 
fas ved at gange igennem med Zt-k i Lig11ing (7), dette giver 
Zt-kZt = efidt-kZt-1 + </J2Zt-kZ1-2 + · · · + ¢pzt~kZt-p + Zt-kat 
Midles over t og anvendes den11itionen pa autokovarianskoefficie11ten, se Ligning 
(5), fas f!lllgende differensligning 
"Yk = ¢17k-1 + ¢2"Yk-2 + · · · + Pp"Yk-p. k > o 
Bemrerk, at E[zt-kat] er nul fork >0, da Zt-k kun indeholder chok op til og med 
tid t - k, der ikke er korrelerede med a til tid t. Divideres med "Yo fas 
Pk = ¢1Pk-1 + ¢2Pk-2 + · · · +¢pPk-p, k > 0 (8) 
Skrives dette ved hjrelp af den autoregressive operator, fas 
¢(B)p1c = 0 
hvor <P( B) = I - ¢1 B - ¢2B2 ~ · · · ~ t/JpBP og B nu vi.rker pa k og ikke som normalt 
t. Skrives p 
¢(B) =11(1-.GiB) 
i:::l 
er den generelle l!llsning til (8) 
Pk::::: AiG~ + A2G~ + .. · + AvG! 
hvor 01 1 , a;-1 ' ••• 'a; 1 er r!lldder i den karakteristiske ligning 
</J(B) = 1- </J1B - </J2B2 - · .. - ¢pBP ;::;;: 0 
(9) 
Stationaritet, se Afsnit 6.2, krrever at IG;I < 1. Dette medf¢rer - idet vi antager, 
at G;'erne er forskellige - at to situatio11er kan opsta: 
1. En rod G; er reel, saledes at leddet A;Gf i Ligni11g (9) aftager eksponentielt 
mod nul, nar k vokser. 
2. Et par af r!?ldderne G;, G; er komplekse, saledes at de bidrager med st!l)rrelsen 
Adk sin(27rfk + F), d < 1 
i Ligning (9). Dette er en drempet sinusfunktion. 
Generelt vii autokorrelationsfunktionen for en autoregressiv proces besta af en 
blanding af bade drempede eksponential- og sinusfunktioner. 
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Be~t••m~l~e d' de au:tf),t'e:gmmve pttrfttiif$tre n.d fta. autokor:r(2lation¢ma 
rndsmttlll's k:::.: 1,2f ···,pi Ugning {8) tb . 
Pl .;;:: i/>1 + ¢<JP! + 
P2 = ¢1P1 + 4i2 + 
+ tPvPp-t 
+ l/;p{Jp-2 
Pp :: i:fatPp~ 1 + ~<iPp-2 + + f/>p 
Dette kaldes Ytile~Walker Hgni.ng~.t11e, se Yule (1927) og Walker (1931). Yule· 
Walker estimatrirne for pa.rametrene, fas ved .at ei:sta:tte p1r; med r1i:,, og l~se 
lig:ningerne med hensyn ti! ~ 1 t • ' • '</Jp. 
Den pariielle autokor:reltltiomkoeffkient Ved at udnytte det faktum, at 
selvom a.utokorrelattonsfunktionen for en AR(p}-proces er uendeltg, sa er det 
mtdigt at heskrive prooessen ved hjrelp af p funktianer af autokorrelationerne, 
kan den j'te>k~efticieut i en· AR{k)~proces sk:dves som ¢1c1, G~res dette, ses det af 
Ligning(i),at den·sid:st:e koeffi~ient, ¢1ck, opfylder f¢lgende 
PJ = ¢k1P1-1 + ¢k2Pi-2 + · · · + ¢ikkPJ-k• j = 1, 2, .. ·, k 
J,~ses disse ligninger for k = 1, 2, 3, ... , successivt, fas 
</>11 = P1 
1 Pi I _ P2 - PI P1 P2 
1 Pi , - 1- PY 
Pl 1 
1 Pl Pi 
P1 1 P2 
</J33 ::::: 
P2 Pl Pa 
1 P1 P2 
P1 1 P1 
P2 P1 1 
Funktionen, ¢kk, kaldes den partielle autokorifelation. Som det ses af ovenstaende 
er ¢1cM forskellig fra nul for k :-5 p og aul for k > p. Dette har betydning i modelud-
viklingen, lgerrJtan vrerdien af<h~ bestemmes ved at erstatte Pk med r.1c. Variansen 
p! disse estimater<af rPkk:, er var(~1c~]~ 1/n, fork ~ p+ 1, se QuenouiUe (1949). 
GUdeude ntidlings tuodeller 
En anden vigtig model er den sabldte glidende midlings proces. Den udtrykker 
Zt ved en endelig linerer sum af q tidligete a'er, hvor at'eme er "chok'ene" fra for. 
Dette skrives 
(10) 
og det kaldes en glidende midlings (engelsk: moving average) proces af orden q. 
Hvilket kort skrives MA{q). Det, der midles, er chok'ene. 
Deter lidt misvisende, at kalde det en glidende midlings proces, fordi B'eme ikke 
summerer til l. Nar man g¢r det alligevel, skyldes det udelukkende, at betegnelsen 
med tiden har vundet hawd. 
Ligesom for den autoregressive model de:finerer man en glidende mid lings oper-
ator ved 
B(B) = 1 - B1B - B2 B 2 - · • · - BqBq 
og modellen kan skrives 
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m()d¢:l ind~.hold~ q + 2 pl\litanloet:r:e µ, , ... ,e11 1o-;1 
data. 
Analogt med AR~protet;sen kw:i udtry.kket, for llt-1 skdve!!l 
+ 81flt-"t + D"tat-3 + · · · + Oqat·-q.-1 
tilevarende for at-2 og 
uendclig aum afzi 'er 
videre, hvHket i~:rer til at at kan udtrykkea ved en 
hvor tr(B) = o-1(8). 
Autolrorrelatitmer fm.- en glidende mid.lings proees Anvendes d.efinitionen 
pa autokorrelationen, og i:ndsmttes udtrykket for it, se Ligning (10), i denne, fas 
at autokonelatfonen for.en giidende midling1> proces. kan sk.rives 
i'k = E[(at - 81at-1 - • · ·""" B11 at-q)(a1-k: .... fhat-k:-1 - · · · - Ogat-k-q)] 
Dette betyder, at variansen er 
lo= (1 +Of+ B~ + · · · + e;)cr~ 
og autokovariansen er 
_ { (-Ok + B101c+1 + .. · + 8g-k8q )u; k:::: 1, 2, ... , q 
/'k - 0 k > q 
da E[alJ :::::: u~ og E[atat+k] = 0 for k 'f. 0, fordi at og at+k er uafl1rengige for 
k =/:: 0, da a'erne er tilf mldige. Det vil sige, at autokorrelationerne bliver 
k;:::: 1,2, ... ,q 
k>q 
(11) 
Af dette ses altsa, at for en MA(q)-proces er autokotrelationerne nul, for k > q. 
Dette kan anvendes i modeHdentifikationen. 
Det er ogsa rnuligt at estirnere parametrene i en MA(q)-proces ud fra. auto-
korrelationerue, lmidlertid fremkommei' der ikke et simpelt udtryk, da ligningerne, 
som det ses af.Lighing (11) 1 ikke er linerere - hvilket.de vat for AR(p)-processen. 
Partielle autekorrelation,er for en gUdeJide midlings proces . Man kan 
vise, se Box q;nd Jenkins (1970) kapltel3, at den partielle autokor.relationsfunktion 
for en MA.,.proces er U\'lndelig, .at den er domineret af drempede eksponential,. 
og/eller sinusfunktioner, samt at den langsomt konvergerer mod nul. 
Blandet . autoregressiv·glideude mid11ngs modeller 
Det er ofte n!ZSdvendigt, at man bade har en autoregressiv og en glidende midlings 
model bygget sammen i en. Denne model kan da skrives med de to operatorer 
(12) 
Skrives dette udtryk ud og isoleres Zt, fas 
zt = <hzt-1 + · · · +</Jpzt-p +at - B1at-1 - · · · - Bqat-q (13) 
Dette er en model med p+q+2 parametre, som igen ma bestemmes ud fra data. 
Modellen kaldes for en AutoRegressive Moving Average model af orden (p, q) eller 
blot ARMA(p, q). 
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Disse modeller for Zt kan ogsa skrives som en uendelig linerer sum af at'er 
00 
Zt =at+ L 'lj;jat-j 
j=l 
(14) 
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~liver autoregresaiv model bn ,..,tt,,·uli'i>"'" ved ep. tlen®lig s11m af ai 'et\ se 
Ailnit 6.2. Altt:Jrnativt bu modeUerne som en lle:nddig sum af 1Jt ;t3r 
00 
it = E 1fjZt-:f + ilt ( 15) 
Jc""l 
da det fll5lger af Ligning (14), at ethvert at kan skrives som 'it plus en ueudelig 
sum af tidligere a/er. 
Sammenham.gen mellem 'I/; og tr vaagtene For at ftnde sammenh!'fmge11 
mel1em de to slags vregte indf¢res backward shift opera.toren, B, i Ligning (14), 
derved fas 
IX:l 
it= (1 + 'L,'lf;;1Bi)at 
j:l 
bvilket ogsa kan skrives 
hvor 
co 
'lj1(B)::::: (1 + 'l:,wiBi) 
j=:l 
Pa samrne made kan Ligning (15) skrives 
ell er 
hvor 
00 
at= (1- L; 1iJBj)zt 
J=l 
"'° 1t(B) = (1- E 1rjBi) 
j:d 
Opererer vi nu med 'lj;(B) pa begge sider af Ligning (17), fas 
7/J(B)at = 1/;(B)1r(B)zt 
hvilket if¢lge Ligning (16) er lig 
zt = '¢(B)1r(B)zt 
af dette f¢lger at 
¢(B)1r(B) = 1 
ell er 
Hermed har vi fundet sammenhrengen mellem 11"- og ¢-vregtene. 
(16) 
(17) 
Generelle udtcyk for henholdsvis 1/;- og 11'-vregtene Opereres pa begge 
sider af Ligning (16) med ¢fas 
</;(B)zt = ¢(B)'lj;(B)at 
da 
folger at 
B(B) = ¢(B)¢(B) 
der ogsa kan skrives 
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medf¢rer at }):oefieientera~ 11/fB) at iJrette .koeflicli~uter.M for B 
h.~~jte og vent<1t:te si® a.f lighedl!!tegnet, lig hinande:n. 
Ganges med fJ i M.gning (17) ££6 iinalogt med ov~~rtf()f 
(1 - t/JiB - · .. - 4>118");:;::; (1- thB - .. · - OpB")(l - 'lt'1B- ?r2B2 - .. ·) 
!gen ftndes koeffl.denterr1e for 1i ved at sammenstille koefficienterne for B pa hii:ljre 
og ve.nstre side af lighedstt!gnet. 
Autoko:rrelationeJ.>J}e for en Wand~t pJ"oees F0lges den samme metode som 
i .Afsnit 6.21 fa.a, ved at gauge igeunem med Zt-Jc i Ligni.ng (13) 1 fialgende udtryk 
for a.utokovariansfunktl:onen 
/'k = ef>t'i'k-l + · • • + l'/Jp"'tk-p + 'YH(k) "':" fh'Y1:.¢(k - 1) - · · · - Oq'}'za(k - q) (18) 
hvor 'Y.1r.:1(k) m E[it-kat] er krydskova:riansen mellem z og a. Da Zt-k kun er 
afhrengig af chok, der er indtru:ffet, det vil sige chok op til tiden t - k, f0lger det, 
at 
Dette implicerer, at 
'Yza(k) = 0 k > 0 
'Yza(k)#O k$0 
'Yk = ¢1"/k-1 + ... + ¢p'Yk-p. k ~ q + 1 
og autokorrelatioueme kau saledes skrives 
Pk=¢1Pk-1+···+¢pPk-p, k~q+l 
ell er 
¢(B)pk ::::: 0, k > q 
(19) 
Af dette folger, fra Ligning (18), at for en ARMA(p, q).,proces er der q autoko-
rrelat.ioner, p1, ... ,pq, hvis vrerdier er direkte afhrengige af de p parametre, der 
indgar i AR4 modellen, men ogsa af de q par1;1,rnetre i MA-modellen. De p vrerdier, 
pq, ... , Pq-p+1, giver de nllSdvendige startbetingelser ti1 di:fferensligningen (19), der 
fork ;?: q+l helt bestemmer vrerdierne af autokorrelationerne. Er q-p < 0, vii au-
tokorrelation.erne, Pi, j = 0, 1, 2, ... bestaaf en blanding af eksponentielt drempede 
funktioner og/eller drempede sinusfunktioner (se Afsnit 6.2), hvis natur bestemmes 
af de p parametre ¢1 ,. .. , </Jp i ARMA(p, q)-processen. Er derimod q-p ~ 0, vil 
der vrereq-p-1 autokorrelatioMr, Pojf1, '/'. ,pq, .... p, derjkke folger dette m0nster. 
Alle disse fakta er vigtige i identifika,tionen af moueUen. 
Den pa:rtielle. atttokortelatfonsfunktion fo1' en blandet p:roc:es Processen 
i Ligning (12) kan skrives 
ai ::::: e- 1(B)¢(B)zt 
Da e-1(B) er en uendelig serie i B, er den partielle autokorrefationsfunktion ogsa 
uendelig. Den opforer sig som den pa,rtielle autokorrela,tfonsfunktion for en ren 
MA-proces, der er domineret af en blanding af eksponentielt drempede funktioner 
og/eller drempede sinusfunktioner, afurengigt af de i modellen indgaende parame-
tre. 
Invertibilitet og stationaritet 
Som det er vist i Afsnit 6.2, kan enhver AR-proces skrives som en uendelig sum 
a,f at'er, men ogsa som en endelig sum a,f Zt'er og enhver MA-proces kan skrives 
som en uendelig sum a,f Zt'er, foruden som en endelig sum af at'er. Det, at disse 
uendelige summer skal konvergere, medforer nogle begrrensninger af parametrene 
i de to processer. For MA-processer medf(brer dette invertibilitets betingelsen og 
for AR-processer stationaritets betingelsen. 
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tnv~rtillttiJ~. l~vettibili:tettbettng.elsen for ~n MA .. procel!I udledea pa f~lgende 
mlde: Da ® MA~ p:rioe<:s skrive1:1 
O(.B)ai = Zt 
f!"S ved inverleting af denne Hgn.in.g, at 
ctt = o- 1(B):it 
Det vil sige, at hvis 
g 
O(B);;::; Il(l - HJB) 
j1;::l 
sa er18 
7r(B) liE e-1 (B) = t:.q l·-~·B ;= t(· MJ tHJIJ')· 
3:::::1 J j=>l . i=l 
diirt er konvergent, hvis IH1 I < 1, for j = 1, 2, ... , q, Da r0dderne til 0( B). z 0 er 
Hj\ betydednvertibilitets betingelsen t'or en MA~proees) at r~dderne i (J(B) = 0 
ska! ligge 1.tden.for enhedscirklen. Da AR~proeessen er udtrykt ved en endelig sum 
af zt'er, er enhver AR,proees invertibel. 
Stationmtet Er en tidsserie stationrer, kan man vise, i,tt autokovarians~ og 
autokorrelatlonsmatfieerne begge er positivt defiuitte19 . 1\1.all kan ogsa vise, se 
B.ox and Jenkins {1970) appendix A:3,log Greua:l1der and liosenblatt (1957), at 
hvis serien ¢(B) konvergerer for ]Bl S 1, sa er de ovennoovnte betingelser opfyldt. 
For en autoregressiv model af orden p 
(1 - ¢1B - ... - </>pBP)zt = </>(B)'it :::::: at 
kan <f;(B) omskrives til 
</>(B)::::: {1 - G1B)(l - G2B) · · · (1 - GpB) 
(20) 
hvor G;, er den inverse til den i'te rod i ligningen </>(B) :::: O. Dette betyder at 
Ligning (20) kan skrives 
Zt = </>- 1(B)at =.?.:. P.· (l !~-)at= J: .. P .· .. (··.I< .. ·.· .. t.G{Bi). at 
z:::;l 1 1=l ·. · ·. ;::::o 
hvill;et medfizsrer, at skalserie1;1 '¢.(B) = ¢>-1(B) voore konvergent for IBI $ 1, fas 
at IGzl <l. Da G/erne1 er de inverse til rizsdderne i .den karakteristiske ligning, 
</>(B)::::: 0, grelder der om r¢dderne, at de ska:Lllgge udenfot enhedsdrklen. Da en 
MA-proces er udtrykt ved en endelig sum afat'er, er enhver MA-proces stationrer. 
Sammenfat:ning For at fa overblik over hvordan autokorrelationerne og de par-
tielle autokorrelationer opf¢rer sig for en given model, bringes her en sammenfat-
ning. 
For autoregressive-processer er 
• autokorrelationsfunktionen uendelig. Den bestar af drempede eksponential-
funktioner og/ eller drempede sinusbizslger. 
• den partielle autokorrelationsfunktion endelig. Fra k > p er funktionen O. 
For glidende midlings-processer er 
18 Mj bestemmes. ved partiel opspli tiling ( eng. partial fractioning). Den sidste lighed, fremkom-
mer ved direkte division. 
190m definitionen af autokovarians- og autokorrelationsmatricerne og beviset, se Afsnit 6. 
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• dtn parl:ielle · a.utakorreJatfonsfy;:nkii<Jn uendeUg. Det'l er don:1ilteret af doornpede 
ekii1:p<.tll6ntialf~nktio:ner og/e:ite.r d~mpede sirn1$.b~lger. 
For blandede atttl)rt!frt8$i.1;e ()!/ glidende midJinos .. proeess.er er 
• autokorrdation9ftmkti()rt1Jm uendelig. Den bett!r a.f doompede eksponential-
funktioner og/eHer d~mpede .sinush~lger for k > q .:... p. 
• deu par#elle q1dQkorrelationsfumJ:~fon mmdelig. Den er domineret af dmmp:ede 
eksponentialfunktioner og/eller a~nlp'1de si1msbJ111ger fork> q - p. 
6.8 Ikke-stationmre tidsserier 
Ofte kan de tidsl!lerier 1 man m!<'lder i "det virkeHge liv'\ ikke betragtes sorn vari~ 
erende om e:n fast middehrmrdt Det vil sige tidsserierne er ikke stationrere, hvilket 
indtil nu ha;:r v:~ret et ka:rdina;lpunkt i udJ:edning~u. Det vil imfollertid vise sig, 
at ma.n1 ved at sl;ekke pa · nogie af kravt,:f,le, ogsa kan lave stoka.stiske modeller 
for ikke~stati0:11rere tidsserier. Tillader man rjlldderne .i den·karakteristiske liguing, 
¢( B) = 0, at ligge indenfor enhedsdrkle11, vokser modellen efter et kort tidsrtim 
eksponentielt. Det er ikke tidsserier af denne art, vi ¢nsker at modellere. Der er 
nu kun den mulighed tilbage, at t¢dderne ligger pd enhedscirklen, da det blev vist 
i sidste afsnit fandt, at r¢dderne for en stationrer proces Jigger udenfor enheds-
cirklen. 
:Betragter man modellen 
'P(B)zt = &(B)at 
hvor ip(B) er en ikke-stationre·r autoregressiv operator, der hard afsine r¢dder pa 
enhedscirklen og resten udenior, kan den skrives 
ip(B)zt = ef;(B){l - B)t},Zt = &(B)at 
hvor <P(B) er en statioruer autoregressiv operator. Da Zt = Zt - µ, hvor µ er 
middelvrerdien, grelder der, at \Jdzt = \ldzt, ford:?: l. V' kaldes baglams differens 
operotoren og er defineret ved 
Y'zt = Zt - Zt-1 = (1 - B)zt 
Dette med:!Wrer, at modellen kan skrlves 
<f;(J3)'\l1lzt = B(B)at 
ell er 
hvor 
(21) 
(22) 
Resultatet er, at man kan fors¢ge at gp:re en ikke-statiomer tidsserie stationrer 
ved at anvende operatoren \7. Ligning (21) beskriver den model, der kaldes den 
AutoRegressive Integrated Moving Average process af orden (p, d,q), eller kort 
ARIMA(p, d, q)-processen. Skriver man udtrykket ud, far man 
\ldzt =Wt= ¢1Wt-l + · · · + </;pWt-p +at - 81at-1 - · · · - Oqat-q (23) 
ARIMA-modellen for ikke-stationrere tidsserier er affundamental vigtighed i prob-
lemer, der vedr¢rer forudsigelser af tidsserier og kontrol af industrielle processer, 
se for eksempel Yaglom (1955), Box og Jenkins (1962), Box og Jenkins (1963), Box 
et al. (1967), Box og Jenkins (1968a), Box og Jenkins (1968b), Box og Jenkins 
(1969). Bemrerk, at ARIMA-processen som specialtilfrelde indeholder bade den 
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03 gcUdende midlin~ pracel!ISisn, 
bade modeller. 
Gmnden til Pet (Integiated) i fQtkortelsen er f~lgende: Tager man d""-1'.1 
af tignfog (22) f&i 
hvor 
® 
Swt = Ewt-i: Wt+ Wt-1 + · · · 
J:::i:O 
er den invetse til V. Som det aes, er dette en sum (integral), heraf I'et. 
ARIMA~processen er illustreret skematisk i Figur 25. 
8(B) 
Hvid st10j Glidende Stationrert Ikke~statfonoo rt Tidsserie Midlings A utoregressivt Summations 
at Filter et Filter Wt Filter 
Figur 25. Skematisk frernslilling af ARIMA-processen, hvor de enkelte operatorer 
betragtes som ft/ire. Efter ide af Box o!J Jenkins, 1970 
Den kan betragtes som bestaende af tre filtre 
1. Et filter med input at, transfer funktion O(B) og output et = O(B)at 
2. Et filter.med input et, transfer funktion ¢- 1(B) og output Wt:::::: ¢-1et 
3. Til sidst et filter med input Wt, transfer funktion Sd og output Zt giver ved 
'Ligl1ing ( 23). 
6.4 Modeller for tidsserier med perlodiske 
• • sv1ngn,u1ger 
Da det vides om d~m tidsserie, der skal modelleres i denne rapport, at den in-
deholder en periodisk svingning, se Afsnit 6.1, er det n10dvendigt at inkludere 
periodicitet i modellen. 
Det, der karakteriserer en tidsserie med .periode s, er, at observationer, der er 
s intervaller fra hinanden, er ens. Perfor vil man forvente, at operatoren, B" Zt :::::: 
Zt-•, er vigtig. Da det endvidere er sandsyruigt, at tidsserien ikke er stationrer, 
vil operatoren V 8 Zt = ( 1 - B" )zt = Zt - Zt--,s ogsa forventes at spille en rolle. 
Operatoren 1 - B" har s nulpunkter ei(27rk/s), k:::::: 0, 1, ... , s - 1. 
Den ARIMA-model, man far frem ved at bruge de fornrevnte operatorer, vil 
have fjZSlgende udseende 
(24) 
Hvorved observationer med s intervaller imellern bliver relateret til hinanden. 
<P(B") og G(B") er polynomier i B" henholdsvis af orden P og Q. For temper-
aturserien er s:::::: 365. Samtidigt vil det forventes, at Zt-l og Zt-l-s er ens. Hvilket 
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Zt 
s:iver u.ledning til 1t10d~tle:n 
CfifB')Vf zi .... 1 ~·s(B')o:i-1 (25) 
<;ig s! videre for aUe 11. lmidle:rtid et deJ, meget sa11dsynligt1 at opera;to:rerne 4> og 
e for hver ar disse modeller er ens. 
Fejlene i den resul~ere11de model, G¥t)fl1-1, •• • 1 ka,n ikke forventes at vrere ukor~ 
re}erede, idet Zt :ma forventeiJ> at Va:!te rela.teret til b&d-0 Zt-1 og Zt-2 og sa videre, 
det vil sige, at O:t i TAgning (~4) et. r~later1tt t:U O!t-1 i Ligning (25), og sa videre 
for resten af de :s. ligfringer, Pa gmnd af dette<indf(ltres nu en ny model 
¢i(B)Vdttt = O(B)at 
hvor at'erne er hvid st0j, og efJ(B) og €1{/J) er polynomier i B henholdsvia af orden 
p og q. Indsrettes dette i Lign.i:ng (24), fas 
¢(B)w(B~)\7dVf Zt = O(B)0(B3 )at 
Denne modeLkaJdes~en multiplikativ ARIMA·proces af orden (p, d,q) x (P, D, Q)8 • 
Det er denne model, der vU blive a.nvendt i det f!'6lgende. Er der flere periodiske 
komponenter i serien, kan ovenstaende argumentation generaliseres til ogsa at 
grelde disse. 
7 Modeludvikling 
U dviklingen af modellen for temperaturserien foregar i 3 faser: 
1. Modelidentifikation 
2. Estimering af parametrene i modeUen 
3. Diagnostisk undersizSgelse a.f modellen 
Om dette handler de 3. nreste afsnit. Meget af den teori, der blev udviklet i det 
foregaende afsnit, vil blive anvendt, Det er imidlertid n(6dvendigt at generalisere 
en del af den, da den model, der skal bestemmes her, er en multiplikativ model. 
1.1 Modelidentifikation 
I den fase af rnod'(lµdviklingen, der kaldes modelidentifikatiOnen, udvikles en fizSrste 
tentatlv modeL bette g¢res ved at studere plot· af autokorrelationsfunktionen og 
den partielle autokorrelationsfunktion for de tidsserier, der fremkommer, efter at 
forskellige differensoperatorer·har virl<et pa temperaturserien. 
Anvendelse af autokorrelationsfunktionen og den partielle autokor-
relationsfwiktion til modelidentifikation Som det blev vist i Afsnit 6.2, 
grelder der for en stationrer blandet autoregressiv-glidende midlings-proces. af or-
den (p, 0, q), <fa(B)zt == B(B)at, at a.utokorrelationsfunktionen opfylder folgende 
ligning 
¢i(B)p1:, == 0, k > q 
Det vil sige, at hvis <fa(B) = IJf=1 (1 - G;B), sa kan l¢sningen til denne differ-
ensligning skrives 
(26) 
Stationaritetsbetingelsen krrever, at <fa(B)'s r¢dder skal ligge udenfor enheds-
cirklen, hvilket rnedforer, at Gi'eme skal ligge indenfor enhedscirklen. 
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Mg1:rmg (26) at hvi• 
scirklen, vU "* httrti8t gi, mod 61 
t.ret pa 1, rdi~dea at 
hvor fi er lille og positiv20 , vil 
ligger vea yd,el'kanten af i:t!'lhed~ 
k vokser. Er derhnod eksem~cl G1 tn.eget 
Pk ~ At(l- kc) 
for store k. Dette betyder, at, autokortelationsf1111ktionen Ikke hurtigt gar n1.0d 0, 
men derimod a.ftager Hnerert. Og ttlsvarende hv:i.s der er flere r@dder, dlil'r er tmt 
pa 1. 
Det vil aige, at har a1itokonelationerne en tendens tll ikke hurtigt at vflle dl'J ud, 
sa tyder det pa, at der er ert rod tmt pa LI Afsnit 6.8 blev det vist, at dette netop 
· bet~Hl, at tidsse:tien Jkke vat station1er. Der. ,er meget, der taler fot at arrvendes 
en passende diffete:osoperator, sa er den resulterende tidsserie sta.tionrer. Pa dette 
tn:nratl:e er der ikke nogen vresentlig forskel pa, om modellen er multiplika.tiv elle:r 
ej, a:rgumentatfonen er den samme, 
Vi ska:l altsii fots0ge at gJ1l:re temperatursetien stationoor. Dette g¢res ved at 
stndei:e autokc;irre1ationer:Ue, for henholdsvis temper:aturse:rien og den :resulterende 
tidsserie; efter at ·uper,(;ttorerne v' \72' Va6ai \7~$1\l VV'aM, V'2\i' 355, \7\7§651 
\72 '\1'$65 er .anvendt. Som det blev vist i Afsnit 5 afhronger udseendet af autokor-
relationsfouktionen af hvilken model, der anvendes pa den tesulterende tkl.sserie. 
Det e:r altsan!IJdvendigt at tage dette i bet:ragtning, nar tempera.turse:rien fo:rs!llges 
gjort statfonrer. 
For temperaturseden ses. det klart, at autokorrelationsfunktionen ikke d!ll.r ud 
hurtigt, se F'ig.Jll' 26, det vil sige temperatu:rserien er ikke stati()nrer; endvidere 
ses det, at funktionen e.r pe:riodisk med pe:riode 365, hvilket nreppe kan virke 
overtaskende. 
Pr!llves med \7z1 alene, far den tesulterende tidsserie ep. autokorrelationsfunktion 
som vist i Figur 27. Pa denne ses det, at det nu er lykkedes at "sla!' de fleste 
af autokorrelationeme ned, for k > 1. Ba:rtletts· form1:Jl, se Ligning (6), for for 
eksempel en MA{l)-inodel, giver, at 2u;;::: 0.011. Det vil sige .at autoko:rrela.tioner, 
cler er numeriskmindre end dette) kan betragtes som vrerende nuL Endnu ses det, 
at der, for k ::::: 365p, p ::;:: 1, 2, .. ., stadig er autokorrelatione:r) der er signHikant 
forskellige fr.a nul. 
'.:Anvendes opera'toren, '\72, fas, at der ogsa er for mange autokorrelationer, der 
er stJljrre end nul, ligegyldigt hvilkim rnodel der anvendes. 
lnt:roduteres ·nu '1\7'355 fas autokofrelationerne vist . i Figur. 28 .. Sorn denne viser, 
er d:er ogsa her. (for) mange autokorreiationer, der er st¢rre end nul, ligegyldigt 
modellen. Tilsvarendefor V'§65. 
Da.anvendelse af hverken \i' eller \7355 hvei: for sig kan g!llre temperaturserien 
stationrer, er det nrerliggende at fors!llge med en kombination af d:i.sse. Efter at 
have'anvendt. operatoren \i'365\7, fas autoko:rrelationerne vist i Figut29. 
Det er tydeligt, at ikke alle koefficienterne er nuL Dette g¢r irnidlertid 
ikke noget, for anvender man for eksempel en MA(l)xMA(l)365-model, ma 
ro, ri, ra64> r36ti, r366 vrere foi:skellige fra nuL Bartlett's fo:rmel giver 2cr[rk] == 
2.06 · 10-2, sammenlignes dette med vrerdien af ra67:::: 4.8 · 10-2, ses det, at 
denne ikke kan betragtes som vrerende forskellig fra nul. bet samme grelder for 
r 2 :;::: ~9.3·10"'" 2 og r 363 =4.2 -10- 2 , selvom Ligning (6) ikke grelder her. Detvil sige 
den foreslaede model ma forkastes. Pr!llves med MA(2)xMJ\(l)a65, ma fo}gende 
autokonelationer vrere for~kellige fra nul: ro, ri, r2, r363, r3.64, r365, r355, r367, spred-
ningen er 2o°[rk] = 2,07 · 10-2, for k > 367, heller ikke for denne model er 
betingelseme opfyldt, idet r 368 = 3.0 · 10-2 , endvidere er r3 = -5. 7 · 10-2 og 
20 Sa lille, at ogsa ko erlille, for k st or. 
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rs52 = 3.4.· 10~ 2 . Fors(l!ges med MA(3)xMA(l)s65 ma folgende autokorrelationer 
vrere forskellige fra nul: ro, ri, r2, rs, rs51, rs52, rg53, rg54, rs55, rs55, rg57, rs68· Her 
viser det sig., at betingelserne er opfyldt; der er imidlertid det problem, at ifolge 
Box and Jenkins (1970) er det sjreldent, at ma:n beh(l!ver modeller, hvor q > 2. 
Samtidigt er et vigtigt princip i modeludviklingen, at man er sparsommelig med 
antallet af parametre i rnodellen. Det vil sige man skal vrelge en model rned sa fa 
pararnetre som rnuligt. 
For ikke at bryde rned dette princip kunne rnan fa den ide at prlllve at bruge en 
differeni;operator a:f hllljere orden. Fors¢ges med \72\7365, fas autokorrelationerne 
vist iFj~ 30. Udseendet af. grafen minder meget .om den tilsvarende graf.for 
\7\:i'355, for~kellen er, at vrerdierne oIUkring 0 og 365 aftager hurtigere, nar<op-
eratorel1 \72 Vs65 anvendes. For MA(l)xM.f\{l)s65 fas 2o:[rk] = 2.9o · 10~2 og 
ro,r1, r354, rs5s, ra66 ma - som for - vrere forskellige fra nul. Det viser sig at r2 ogsa 
denne gang ma betragtes som vrerendeforskellig fra 0, hvilket igen forer til at rnod-
el1en maforkastes. Fors(l!ges numedMA(2)xMA{1)365 , fas 2o: = 2.2.10-2. Nu ma 
ro, ri, r2, ra53, rs54, rg55, rs66, 'r367. vrere fo:rskel1ige fra 0, deter de med undtagelse af 
rs53 og rs67, der er mi.ndre end 2o:, dette kunne betyde, at MA(l)xMA{l)s65 ogsa 
var en model, der kunne bruges. Nu forslllgesimidlertid med MA(2)xMA{1)365 . 
Studerer man de partielle autokorrelationer ses <let, at disse langsomt klinger 
af, se Figur 31. Pa figuren ses ogsa et udslag for k=365, hvilket var at forvente. 
Dette l).nderbygger yderligere, at den s0gte model er en MA-model, da det grelder 
for disse, at dell partielle autokor:relationsfunktion er uendelig og domineret af 
drempede eksponential funktioner og/eller drempede sinusbllllger, se side 47. 
Konklusionen er altsa, at vi ved at studere autokorrelationerne, er komrnet frem 
til folgende model 
hvor 
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N reste skridt i modeludviklingen er at fin de vrerdien af parametrene. Parametrene 
bestemmes ud fra likelihood princippet, se Box and Jenkins (1970) side 209 og 
Fisher (1956), Barnard (1949), Birnbaum (1962). Dette princip siger, hvis den 
fundne model er korrekt, at alt, data'ene siger om parametrene, er indeholdt i 
likelihood funktic:men, og at de parametre, der maksimere denne, er dem, der 
giver den mindst fejlagtige model. 
Det er njZSdvendigt at unders(l\ge likelihood funktionen grundigt for at undga, 
at det maksimum, der findes, ikke er et Iokalt maximum. Typisk vil man studere 
funktionen grafisk - dette er irnidlertid lidt svrert, da funktionen, for den her 
valgte model, er 4 dimensional! Kigger man pa tabulerede vrerdier af likelihood 
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funktionen, far man dog <let indtryk, at der er et globalt maximum og ingen lokale 
maxima. 
En mere objektiv made er at rriaksimere likelihood funktionen ved en numerisk 
metode, der initialiseres med fl.ere forskellige startgret. Giver dette det samme 
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resultat, er det sandsynligt, at det fundne resultat maksimerer likelihood funktio-
nen glohalt. Isrer nar det sammenholdes med det fa:ktum, at likelihood funktioner, 
for store datamrengder, ofte kun har et maximum, se Box and Jenkins (1970) 
side 209. De fundne parametre kaldes maximum likelihood {ML) estimaterne. Den 
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nu1neri$k.e :tne.tode, der anvende8 tH at er ig:en 
""St1e.ep,~st "'t."'"""·1d:·' n1·1~ctoc!l'!rL da vise:c sig, at 1n.aksi~rlngs:pti;}h]e:met bliver et 
Deu uheting~<le likelihood fm1ktion tor en AltIMA·proces 
Antag, at har N = n+d+Ds observationer, der tUsarnmen danner tidsserie.n21 z 
og. skrives 4:~d'."'l>"fii, .• , zn 1 Zlt .•. , zu; 0()1t a.ntages1 den11e tidsserie er genereret 
afen AR.IMA~proces afotden (p1d,g) x (P,D,Q)" hvor s er p¢riodeu. Deter 
mu.Hgt nd fra disse obsetvationer.at da,nne w, bestaende af n::::: N-dr-Ds differencer 
w1 , •• ,, Wn, hvor 'Wt= t?d"Vfzi. Det vH sige vi skal bestemme parametrene <P og 
8 for den stationrere ARMA(p, q) x ( P, Q).-. model 1 der · kan skrives 
t/lp(B)<fJp(B8 )iDt = 8¥l(B)~JQ(B8)at (27) 
hvor operatorernes index angiver deres o:rden. Isofores at i dette udt:ryk fas: 
at = l/>(B)iit(13$)wt + (T(13')(1 - t(B)) + t(B))at 
hvor 
og 
t(B) = 81B + OzB 2 + · · · + &qBq 
og hvor Wt = \;7d\7f, Wt= wt - µ og µ = E[wt], der ofte er 0, nar d > 0. 
Problemet ved ovenstaende er, at at'erne ikke er entydigt bestemte, da vrerdien 
af dem afhrenger af de startbetingelser, der anvendes i differensligningen. Det er 
imidlertid muligt at be:regne at'eme, nar forst de p+ p vrerdier afw'erne, w,,, og 
de Qs + q vrerdier ar a'eme, a+, er givet. Man siger sa, at at er beregnet under 
betingelse af w* og a,., datte sk.rives a1(¢; ejw,.,a .. , w). 
Antager man, at at'erne er normalfordelt, hvilket de ville vrere, hvis de var hvid 
st!Zlj, fas at likelihood funktionen22 ser ud pa folgende made 
n 2 
p(a1, a2, ... , an) oc (f;n exp{-(L 2a;2 )} 
t:::l a 
og log likelihood funktionen 
hvor 
S(</J, 8) l( t/>,fJ, o-a) = -nln O'a - 2 . 2 · + konstant (fa 
n 
8(¢,9) = Z:>U¢,9lw,.,a*,w) 
t:;:l 
S kaldes for sum of squaresfunktion.en. Det ses afligningen, at den eneste st!Zlrrelse, 
der varierer, er S. Da den optrreder med negativt fortegn, maksimeres log likeli-
hood funktionen ved at finde det globale minimum for S. 
For at undga afhrengigheden af starthetingelserne, indfores st!Zlrrelsernes 
ubetingede vrerdier. En. st!Zlrrelses ubetingede v£rdi er den vrerdi, man ville for-
vente den ville have, alt andet lige. Det vil sige ukendte vrerdier23 af at og et 
srettes til nul. 
Inden der gas videre med disse, er <let n!lldvendigt at introducere en ny operator 
og en ny afledt tidsserie. Operatoren er defineret ved Fm Zt = zt+m, og den kaldes 
21 1 det folg€"nde betegner fede typer vektorer. 
22 Likelihood funktionen ·angiver hvor trolig (eng. likely) en rrekke afat 'er, a1 , a 2 , ••. , an er i 
forhold til andre rrekker, ni\.r w er givet, men parametrene </;,B varierer. Om teorien for likelihood 
funktioner, se for eksempel Andersen (1984) 
23 Det vil sige vrerdier af at og et, der ikke kan beregnes ud fra Wt (og denned ud fra zt). 
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fo:tft>r!l.Mrd sliftopt:rtatoren. D~,o ~ Ct, rr~mkomn1et ved iMgnbl~ (21} 
tiiit med Ji' ai med ~t , Sikid~s, itt d,(l'Jl )tl')~r tn a.t 6e ud 111\ f~lg1:1nde 
et kaldes for fe:jlen, 
Procedu:r.en til at fremska:ffe flt 'erne er f¢lgende: 
L '.P{6tst beregn~s et'eme fra ri og ned til 11 hvor a.He uken<lte et'er swttes til nul. 
2. Olit:r.noost beregnes de Wt'er; der skal i:tnvendes som startbetingelser til differ· 
~nsligningen. 
3.. 'l'il sidst er det muligt at be:r.egne a, 'eme. 
P:r.ocedmen er.skematisel'et i Tabel 4. Nar at'~ne er heregnet, er det muligt at 
beregne S. 
1'abel 4. Skematisk frems~illing af beregningen af at. Beregningen ff1lper pilen. 
Stf!frrelser i kantede parenteser er fonumtede ViErdier. s er perioden for St£son· 
svingningen, p og iJ er ordenen af henholdsvis AR· og MA·pr.ocessernt;. 
t Zt [at] [wt] [et) 
-2d- 2sD Q 
; 
-d-sD 0 
-d-sD+1 
.Z-d-tD+1 [ll-d-$1Jl+1] [w.-a-.. .o+i] 0 
..;.d...,.sD+2 Z-d-sD+2 [a-a-$n+2] (W-a--'D+2] 0 
0 zo fao] ~ {wo] 0 
1 z1 [a1] W1 [e1] 
2 z2 [a2] W2 [e2] 
n Zn [an] Wn [en] 
n+l 0 
n+2 0 
n+d+sD 0 
For den her fundne model bliver S(</J,B):::: S(fh,B2,E>). For at fremskaffe de 
st¢rrelser, der er n¢dvendige for at beregne S,cskal udtrykkene for Ct, Wt, at for 
den aktuelle model bruges. De er 
og 
Ct = Wt + B1 et+l + B2ct+2 + E>et+365 - B1 E>ct+366 - E>02et+367 
Wt = et - 01 et+l - B2ct+2 - ect+365 + 01 eet+366 + 802 Ct+367 
at= Wt+ B1at-l + 02at-2 + E>at-365 - 81E>at-366 - E>02at-367 
Anvendes "steepest descent" pa S fas, at de parametre, der minimerer denne, og 
dermed maksimerer log likelihood funktionen, bliver: 
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01 = 1.2705 ± 0.0001 
82 = -0.2858 ± 0.0001 
e = o.9122 ± 0.0001 
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Det vU si3e d~u r~tilt~rende model Miver 
Wt ::: (1- l .27B + 0.29.82)(1- 0.91B3®)ai 
hvor 
Wt ::::; \12\iaei;;Zt 
I nwate afsnit vil det blive unders{ljgt, om de1me model kan brqges, kan deJ"1 d!:'it, 
vil den i tredje del af denne rappfi?:rt blive anvendt til a.t lave forudsigelset med. 
7 .3 Diagnostisk unders~gelse af modellen 
SplZlrgsmilet, vi nu i<'nsker at besvare, er, om den fundu.e model er "rigttg". Det 
er klart, at det er meget svrert at sige om en model er rigtig eUer forkert, men 
der fin des sta;tistiske metoder,: der belyser nogle sider af ~n · me>dels 1'rigtighed", 
Endvidere er der udledt nogle krav i Afsnit 5, som under alle omstamdigheder skal 
vre:re opfyldt. 
Sta.tfonadtet og invertibilitet 
Da modellen er en MA~model er den per definition station<Br, se Afsnit 6.2. Invert-
ibilitets betingelsen, se samme afsnit, medf!llrer, at alle. r!Zldderne i den karakter-
istiske ligning, &(E) = 0, skal ligge udenfor enhedsdrklen. For den fundne model 
bliver den karakteristiske ligning 
&(B) = (1- l.27B + 0.29B2)(1- 0.91B365 ) = 0 
det vil sige 
(1 - 1.27 B + 0.29E2 ) :::: 0 V (1 - 0.91B365) ::::: O 
Den forste ligning ha.r }j2Ssningerne 
B1:::::: 3.42 
B2:::::: 1.02 
der begge er reelle og stj2Srte end 1, og dermed ligger udenfor enhedscirklen i det 
komplekse plan. L{ljsningerne til den an den ligning fas ved at isolere B 365 , skrive 
ligningen pa polrer form og bruge De Moivres teorem, herved fas 
r365( cos 3650 + i sin365&) = o.~l( cos 2k7r + i sin 2k7r); k:::::: 0, :±1, ::!::2, ... 
Det vil sige l!Zlsningen er 
r = {0 .11 ) 1/ 355 = 1.00.02584 
e - 2k?r 
- 365 
Anvendes Eulers formel, fas 
B::: 1.0002584e2ki?r/355 , k = 0, 1, ... , 364 
der ogsa lige er uden for enhedsdrklen. Resulta.tet er altsa, at den fundne model 
bade opfylder stationaritets og invertibilitets betingelseme. 
Unders!llgelse af residualerne 
Indsrettes ML-estimaterne {'T/Y, '9) i den multiple model 
(28) 
kan residualet, flt, skrives som 
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ftt ~ ai + (:7n) 
hvot at et hV'id st¢j; Det vi! sigejo "ftere observationer, der indgar i serie11, jo rnere 
blivet som hvid st¢j. Uerfor er det, at fbrventei <'tt hvis ilt afviger fra hvid st¢j, 
sa der en utilstrrekkelighed ved modellen. Studerer man Figur 32, ser man, 
at t<isidualerne faktisk er middelvrerdien af 
residualeme fas den tll at er 2.28. 
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Figur 92. Fordelingen af residualeit'/"''f'<'j~f/A~··~~i/l:ft~~~. 66 er at .ogsa et 
udtryk for fejlen. Fordelingen viser.:i~i/l~ .iJl.f!~~(I~~. iter Jigger indenfor et 
interval, der er 0.06 bredt. Punktet, der angiver antallet som funktion af fejlen er 
placeret midt Untervallet. 
Un.dersf6ge1se afatito~ovrela.tion.erne llavdevi de virkeli~f)Pa~ametre i mod· 
ellen, (¢, 6), bar Anderson,1942 vist,at a11tokorrelationerne for residual et, rk (a), 
er normalfordelt med "!:ic1delvrerdi Oog spredning dr ;::: n- 112 . Pa det imidlertid 
er sadan, .at vi kun kender ML·estimaterne ('f/:t, -eJ, grelder der i f0lge Box og Pierce 
(Box and Pierce, 1970), at n- 1/ 2 blot er en 0vre grrense for dr. Pa Figur 33 er 
autokorrelationerne tegnet ind sammen med denne 0vre g;rrense. For ,n;::: 20, 000 
er O'r = 7.1 · 10-3. Som det ses. af denne er der nogle autokorrelationer, der lig-
ger over denne grrense. Pette g0r imidlertid intet, for beregner man spredningen 
af de fundne residualers autokorrelationer, er den 7.4 · 10-3 , og gennemsnittet er 
6.7·10- 5 ,.hvilket stemmer n0je overens med de ifolge teorien forventede vrerdier. 
Istedet for at unders0ge autokorrelationerne enkeltvis, har Box og Pierce (Box 
and Pierce, 1970) vist, at st0rrelsen 
K 
Q = n I: r~(a) 
k:::l 
er fordelt som x2 (K-~P-q-Q). Ker det tal, hvorom der grelder at koefficienteme, 
1/Jj, i udtrykket Wt = ,,P(B) er negligeable for j > /{, n = N- d - sD er antallet af 
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differencer dannet ud fra tidsserien. For den fundne model er J( = 367, og Q skal 
vrere fordelt som x2(367-0-0-2-1=364). Q = 1,056.2, svarer til en percentil 
pa 100.0 for den fi.:;rnrevnte fordeling24 . Dette betyder, under forudsretning af at 
hypotesen er korrekt, at der i 0% af tilfreldene kan forventes afvigelser st¢rre end 
de her fundne, eller med andre ord, at model1en ma forkastes. At vi alligevel ikke 
forkaster modellen skyldes, at n er (for) stor, er n for eksempel 6,000, finder man, 
at st¢rrelserne af autokorrelationerne er de samme, men vrerdien af Q g¢r, at man 
ville forvente afvigelser st¢rre end den her fundne i 100% af tilfreldene. Dermed 
ville det have vreret en {meget}god model (se i¢vrigt diskussionen i nreste afsnit). 
Det ku.J.Uulative periodngram For en endelig serie .· af hvid st¢j grelder. der, ·at 
spektru'rnmet, p(f), har en k?nstant vrerdi, 2o-~, for frekvenser mellernO og 0.5 
cykler, det vil sige for f = O/N til f = N/2/N. Dette medf!1Srer, at P(f), defineret 
ved 
P(f) = 1 f p(g) dg 
tegnet mod f danner en ret linie fra (0,0) til (0.5,u~). Divideres P(f) med a-~, 
gar den rette linie fra (0, 0) til (0.5, 1). Da I6h) estimerer P(f) er 1/n 2:{=1 I(fi) 
et estimat af P(f) og dermed er 
C(f;) = 2:~;::1 I(fj) 
ns2 
et estimat af p(fi)/o-~ og s2 er et estimat af <r~. Kolmogorov og Smirnov (se Hald, 
1952) har givet nogle grrenser for, hvor meget linien dannet af C(fi), fi ma afvige 
24 Dette taler fundet ved numerisk at integrere 
<I>(x) = . 1 1"' t(364-2)/2e-t/2dt 
2364/2r(364/2) 0 
da det ikke ha.r vreret muligt at finde tabeller, der drekker frihedsgrader af denne st!ISrrelse. 
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tecr~t.~wk~: Der g~ldtilr, at mlt li~e i en lll;Ililr·~·a 
liniM, det gar (O,O) tn (0.5,1). Vll'rdiM d K~ er tabuleret i 
n lige og 'l ~ (n - 1}/2 for ri nlige. 
Tabel 5. Kclnu)gorcv*Smirnav param:etrene I<e. e angiver lwor stor en def af de 
kum1tlerede inte'fliSiteter, dcr ma l:igge udenfor Unien, 
0.01 0.05 
L63 L36 
0.10 0.25 
1,22 L02 
Pa J!'igxi:r 34 er det kumulerede pe:tiodogram vist sammeJ!l med linien f ~ 0.01. 
Som det ses, fa:lder periodogran1met nreste:n indenfor de to·li.tJ.ier, Stm:lerer ma.n 
figu:ren nwje, ser ma,n, at der Il~er. ci:rka 5% a.f pun.kterne udenfor linien. Dette 
kan have fiere forkla'I'inger, en af dem er den store mieugde data, der er anvendt. 
Dett1t medf!'llrer, a;t q bliver stor, ag dermed bliver a.fst~nden fra 11niM lille; Pr121ver 
man at tage fame data ~for eksempel 10,000)., er det ku:mulative periodogram 
det samm.ej blot bliver a.fstandeti, I<dq, st~rre, saledes at alle punkterne falder 
in:dru'..tfol''. Det viser sig ogsa, at det er uden betydning for udsvinget af Hnien, som 
punkterne danner, hvilken model, der anvendes. Pr!1lver man for eksempel med 
<"..n ARfMA(O, l, l)xARIMA(O, 1, 1)3 iJ5, er billedet prredst det samme. Sa fejlen 
Jigger ikk~ i; at der i.kke er taget tilstrrekkelig hensyn til den arlige variation. En 
konklusion, man kunne drage af dette, er, at det ikke er nizSdvendigt for ARIMA~ 
processen at have kendskab til sa mange data, for det eneste processe11 'far ud 
af' data'ene er, at der er en sresonsvingning overlejret med stl1)j. Dette (maske) 
til forl:lkel fra de neurale netvrerk, bedre, jo :flere 
observationer de bliver trrenet i. 
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Figur 34. Det kumulerede periodogm'IIJ,. v:~f ~lf;rf/,J/W:ft'lt; riie;d it11-ien for E = 0.01. Den 
rette linie i midten er den teoretiske lit.'Jlrv.t. 
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K~ld11~i0:n Da ing~n afde "tila1nodell~n afpinde~1n) 
ai11;euctt:s den i at ha;t> di'>g 
p.& gtl,}.mi at· den ~tore da.~mmng$, B~~n~rk dQ.g, at der sag.tens im;u Vliftte alt 
muligt andet gait; m~d modellen, det et bet santliynliggiart, at, den !fl.r l>rngba:i.-. 
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Part III 
Forudsigelse 
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8 Indledning 
I den:ne t:redje og sklst af rapporten der blive afboldt cen 11konkutren<1e" 
melletn de neu?ale netvrerk1 der blev fUndet ! L de}, og ARIMA~modelleu udviklet 
i :t del. ('Konkurrencen" gar ud pa at se hvilken a:f d.e to rnetoder1 der bedst 
forudsiger tru:nperaturserien. h.enholdsvis 1 og 5 d!Zlgn fre.m. Altd en dag-til·dag 
forudsigelse og e:n 5'-d¢gns p.rogiiose. 
"Regler.ne" for konku.rrencen er1 at hver metoda fitr temporaturserfon givet op 
til tid t, derefter sbl vrerdien af temper~ti1rserie:n tH henholdsvis t +1 og t + 5 
forudsiges. Dette g~res for 10,000 observationer og fejlene sammenlignes25 • 
8.1 Forudsigelse ved hjoolp af ARIMA·processen 
I dette afsnit vil teorien for forudsigelse ved hjrelp af en ARIMA .. proces blive 
gennemgaet og den i 2. del fundne model vil blive brugt til at forudsige med. 
Minds:te kvadraters fejl~forudsigelser 
En multipel ARIMA*model for z ti1 tiden t + l 
¢(B)<I1(B$)'\7d\i'f Zt+J = O(B)E>(B8 )at+I 
kan skrives pa 3 forskellige mader 
1. Direkte som differensligning 
Wt+l = O(B)€J(B$)at+1 + f(B)wt+l + F(B')(1- f(B))wt·H 
hvor Wt+I = \7d\i'fzt+l1 f(B) = ¢1B + ¢2B2 + · · · + ,PpBP og F(B 8 ) = 
<,p1B8 + <I12B2$ + • · · + <l!pBP~. 
2. Som en uendelig sum af chok aj 
t+l 00 
Zt+l = E 1/Jt+l-jaj = 2.: 1/Jjat+l-j 
j:-oo j::::O 
hvor 1/Jo= 1 
:3. Som en uendelig sum af tidligere obser:Yationer plus et chok 
00 
Zt+I = L 11'JZt+l-j + at+I 
j:::i 
¢nskes det aUave en forudsigelse, it(l), af Zt til tiden t+l, der skal. vrere en linerer 
sum af nuvrerende og tidligere observationer, · Zt, Zt-1, ... , sa vil forudsigelsen ogsa 
vrere en linerer sum af nuvrerende og tidligere chok ai, at-1, .... 
Antag da, at den bedste forudsigelse er 
it(l) = 1/Jiat + 1/Ji+1at-1+1/Ji+2at-2 + · · · 
hvor vregtene 1/J7, 1/Ji+i • ... skal bestemmes. Gennemsnittet af kvadratet pa fejlen 
er da givet ved 
00 00 
E[zt+I - it(/)]2 =E[L1/Jiat+l-i - L 1/Ji+jat-j]2 
i=O j=O 
25 Det kan vrere svrert at udnrevne en "vinder" i alle situationer, da der anvendes fl ere forskellige 
mal for fejlen. 
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mnltiple ~r 9:ftr~vet sl'.lm .. eli ue1Hiltlig suma.f at· Omfodekserea den 
surn ti1 Jc= t+l-i, kan skl'ives 
t+I oo 
E{ E '!Jri+t~kak - E tf'i+1at-J}2 
kt:.-® J=o 
8plittes den f!2lrste sum op i to, er d~tte lig 
t t~ ~ 
E[ I; tf>t+1-lca.1; + L 1Pt+1-1cak -L: 'l/Ji+Jat~;J2 
lci:::-IX! k::;ot+l j:;;O 
reindekseres den f!2lrste sum til j:::: t-k, fremkommer 
oo t+I ~ 
E[E?P1+jat-j + i: tf>t+1-kak - Lt/>i+Jat-JJ2 
jzO k=t+1 j~O 
sarnles f~rste og sidste swn til en, fas 
00 t+l 
E[l)1h+J - t/>i+J )at-j + 1: Wt+l-kak] 2 
j•O l•t+l 
Kvadreres udtrykket og rnidles de enkelte led, fremkommer 
00 ~ 00 ~ 
E[l) t/>1+1-1/Ji+J)at-j ]2+E[ E '¢t+l-k aTc]2+2E[L( 'l/J1 +i -wi+; )at-i E 'l/Jt+1-k a1c] 
j""'O k.¢t+1 j::::O lc::::t+l 
Da 
{ 0'
2 kt;: 0 
E[atat+k] 2 :::::: 0 4 k f:. 0 
bliver middelvrerdien af kvadratet pa fejlen endelig26 
00 
E[zt+I - Zt]2 = (1 + wi +.'. + WT-1)0'! + L(IP1+j -1/Ji+j )2 0-~ 
j:O 
Det ses. nu, at skal fejlen minimeres, .sa ma 1/J1+j = W+j , for alle j. Dette result at 
er vigtigt, <la <let siger, at den bedste forudsig.else fremkommer ved at anvende 
den for den historiske tidsserie fundne model. 
Anvendes det fUndne tesultat, kan vretdien aftidsf!erien til tid t + I skrives 
Zt+l = (.at+l + tf!at+l-1 + · · · + '¢1-1 at+1) + (1/;1at + 1/;1+1 a:1-1 + · · ·) 
= et (l) + Zt(l) 
hvor e1 (l) er feJ]en ved forudsigelsen Zt (I) til tiden t + l. 
Variansen affejlen er givet af 
V(l) :=:: var[et(l)] = (1+1fi + · · · + '¢f_1)u~ 
Beregnes et(l) fas 
Af dette ses, at at+l, foruden at kunne betragtes som hvid st121j, ogsa er fejlen ved 
forudsigelsen et tidsskridt frem. 
Anvendelse af differensmetoden til forudsigelse 
Benyttes det faktum, der blev udledt i det sidste afsnit, at den bedste forudsigelse 
fas ved at anvende parametrene fra modellen for den historiske tidsserie, kan man 
skrive forudsigelsen pa. de tre mader, der ogsa blev nrevnt i sidste afsnit. I dette 
26 Det sidste led i den foregaende ligning er O, da at'erne i de to summer ikke "overlapper". 
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udled~g lo'l"'f.is'~gelsen v.hj,a. differenmetQden. fQrudsigebien af w til tide:n 
t+l1 m1.(l), er givet ved 
~(f) = D(B)S(8")[ti1+d + J(B)[t11t+il + F(B")(1-f(B)).(wt+iJ 
Det1 at en s~rrelse er i kantede parenteser, betyder, at v~dien er den forventede 
vrerdi under hetingelse a;f den givne tidsserie1 z1, Zt-1' .... De. !orventede vrerdfor 
e:r gi ve·t ved 
[Zt+J]:::: { Zt+j j 0 z1(i) J>O { °'t+J j5;0 (29) [a,t+J) = 0 j>O 
Anvendes dette pa den i 2. del fundne multiple ARIMA~model 
Zt :::: 2z1-1 - Zt-2 + Zt-365 - 2zt-366 + Zt-361 + (1- B1B - B2B2)(1 - 0B365)at 
fas a;t fot1J:dsigelsen til ti den t + l er givet ved 
. . it(l) = 2[zt+1-1] - [zt+1-2] + [zi+1-ss5]- 2[zt+1-366] + [zt+t--367] (30) 
+(1- B1B - B2B2){1 - E>B365)[at+1] 
(llnskes dl;Jt at lave forudsigelse et tidsskridt frem, frernkomrner f~lgende udtryk, 
ved at anvende Ligning (29) 
Zt(l) ::;: 2zi - Zt-1 + Zt-$64 - 2Zt-365 + Zt-366 - (Ji at - 82at-l - 0at-364 + 681 Ut-365 
+eB2at-366 
hvor [at+1] er sat lig O. Forudsigelsen 5 d¢gn frem findes ved at srette l = 5 i 
Ligning (30), herved fremkommer 
it(5) = 2.Zt(4)-it(S)+zt ... s6o-2Zt-361 +zt ... as2-E>at-s6o+Slfiat-s61 +SOzat-362 
it( 4) 0$ z1 (3) b{!:regn.es ved at srette / lighenholdsvis 4 og 3 i Ligning (30). Qj1jres 
dette,,ffinder man, at det ogsa er n¢dvendigt :;i,t beregne it(2) og it(l), detteg¢res 
pasamme made ved at srette l lig 2 i (30), 1 d~gns progno$en er beregnet ovenfor. 
Resulta.tet .af anven9else at modellen til forudsigelse Anvendes modellen 
tilat forudsige henboldsvis 1 og 5 d~gll frem pa 10,000 obseryationer, der, ikke har 
vreret anvendt i udvildingen afmodellen, fas resultaterue vist i henholdsvis Tabel 
6bg 7. 
Tabet 6. Mi.ddeltuerdi (i ° C}, spredning (i °C) , relati'Q 'Qcerdi, korrelationS koef-
ficient, index, minimum (i ° CJ og maximum (i ° C) af fejlenfor alle m~deUerne 
anvendt·ti/.at,forudsige temperaturserien 1 df}gn frem. Der 'tr anvendt 10,000 
observa.tioner tilberegningen. De beregnede stf}rrelser er defineret i A/snit 4. 2. 
1 d!i:!gn ARI MA netlb net2b net2b* Persistens 
Middelvrerdi -3.18 · 10-3 -2.01.10- 2 -2.31·10- 2 -6.78· 10-3 5.80 .10-4 
Spredning 2.35 2.31 2.33 2.33 2.27 
Relativ vrerdi -5.61 .10-2 -4.58 .10-2 -2.96·10'-2 -2.29 .10-2 5.08; 10-2 
Korrel. koef. 0.97 0.98 0.97 0.97 0.97 
Index 0.34 0.34 0.34 0.34 0.35 
Minimum -14.0 -16.6 -16.8 -16.9 -11.3 
Maximum 15.3 14.4 14.1 13.9 16.5 
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rabel "/, Middelir£f'dl (i;:, ep't$dntng (i ~OJ, '!Wlativ t><tJ.rdt, kqffli/ations koeffo 
cient, indtJIJ, rn:inimttfti (i Off m!l;i-iinttm {t 00) affejltn Jar allc modeUerru~ 
anvendt ti.I at fornd'$ige ~cmpemturseN.en tJ d~gn /rem. Der er anvtndt lf},{)(JIJ 
obs!lrva.tioner ti! beni~ningen. De 6er•epnede .~t~rrelfler er defintrd i Afenit f 2. 
Mlddelvrerdi 
Spred.niug 
Relativ fejl 
Kouel. koef. 
Index 
Minimum 
Maximum 
-i .2.2 ; 10:"" ~t 
3.60 
-LOl ·l0-1 
0.94 
0.53 
-li.4 
15.5 
netlh 
-4.41f.10~~ 
2AO 
-6.94. 10-2 
0.97 
0.35 
-13.8 
15.7 
net2b 
-5.ff5 ·lo'-~ 
2JJ9 
-1.84 .10-2 
o.~1 
0.35 
-14.6 
14.9 
-:a.o~ .. 10-~ 
2AO 
-3.65' 10-2 
0.97 
0.85 
-14.5 
15.5 
!z';95'. 1o-'S 
SA9 
1.13.· l0-1 
0.94 
0.53 
-16.5 
16.7 
Bruge:rmattforeksempel enARlMA(0,01l)x(0,1,l) aors~model27 for at sam~ 
menligneto forskelli~e ARIMA~modeller, findes at der er overensstemmelse mellem 
de to modeller, rnen at den i. afsµittet om modeh:iilvikling fundne er bedst. 
Deter interessant at se, om man kan b:rnge J\RIM.A.-processen til at lave "klima-
mqdeller'' med, det vii sige til at forudsige temperaturen langt :mere end en maned 
frem. Anvendes o.utputtet fra ARIM~ntodellen som nyt input til den 1,000 gange, 
fas resultatet vistj Figµ:r 35. St>m det ses af denne1 kan forudsigelsen kun betragtes 
sorn bru~bar drka 30 d~gn frern28, hvilket da ogsa ma siges at vcere godt, men 
ikke godt nok til en klimamodel. Bemrerk, at selvom prognosen fjerner sig meget 
fra det, tfon skal prognostfoere, sa har den den arlige svingning med. BelMilrk 
ogsa, at prognol!len fjerner sig linea:;rtfra temperaturserien, der er altsa tale om en 
akkumulering affejlen. Box, se Box and Jenkins (1970) appendix A5.1, nrevner 
da (Jgsa, at fejlene, at, for prog;oosen er korreferede - skyder den f!Zlrste prognose 
over, sa skydser testen ogsa over. 
8.2 Forudslgelse ved hj~lp af neurale netvrerk 
Nar et neurafo rtetvrerk skal anvendes til at foi;ud:Sige med, er metoden den, som 
nrevnt i l.del; at :man opll'erer netvrerket i mitp'en og derefter prresenterer det 
opla:Jrte netvrerk f<?r. d.en d.d af tidsseri~n, det skal forudsige. De net, der skal 
bruges til a:t fvrudsigemed, er net lb og net 2b fra l. del. b versionen, den med 
dir~kte forhind.else fra inputlaget til outputlaget, er valgt, fordi det ¢nskes, at 
nettet ogsa fli,r linerere egenskaber. 
Input'et til netvoork lb er Zt ogdet ¢nskede output er zt+1 for1-Mgns prognosen 
og Zt+5 for.5~d¢gns prognosen. N etvcer k 2b anve1tdes i to versioner: en h Vbr inpll. t 'et 
er Zt.,.3, Zt-2, Zt ... 1, .Zt og det ¢nskede output er henholdsvis zt+1 og Zt+s, dette net 
betegnes 2b. I den anden version er output'et det samme (zt+1 elier zt+5), men 
input'et er z1-.a6s, zt-36.4, Zt-li Zt, for at se om inkluderingen af vcerdier en petiode 
tilbage for!;>edrer forudsigelsen, dette net betegnes 2b*. 
En map for 1-d¢gns prognosen, (zt, Zt+i), er vist i Figur 36 og for 5-d!ZSgns 
prognosen, (zt, Zt+s), i Figur 37. Da map'erne ikke er streger, men udtvrerede 
punktinrengder, ses det, at for at "imbedde" tidsserien er det n!ZSdvendigt at g!ZSre 
imbedding-dimensionen st~rre end 2. 
Netvrerkene optrcenes i henholdsvis dag-til-dag forudsigelsen og 5-d!ZSgns prog-
nosen, ved at de 20,000 forste vrerdier af temperaturserien bliver prresenteret 2,500 
27 Parametrene for denne model er: (} = 0.55 og e = 0,92. 
28 Den er dog kun brugbar i den forstand, at den folger den arlige svfogning, helt fra den forste 
dag folger den ikke de da.glige rendringer. 
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Figur 37. Plot af den malte tf3il'»1M':1'ditwr~eries 
gange for nettene. Der er anvendt 20,000 vrerdier for at se om der er et eller an-
det i st!ZSjen som netvrerkene kan lrere. Dette kunne for eksempel vrere en form 
for. deterministisk kaos. Anvendes de oplrerte netvrerk til at forudsige et og fem 
d!ZSgn frern for de nreste 10,000 vrerdier, fas resultaterne vist i henholdsvis Tabel 
6 og Ta.hel 7. Af disse fremgar <let, at <let ikke kan betale sig at tage vrerdier 
med en periode tilbage, da man ikke vinder noget i n!ZSjagtighed. Sammenlignes 
resultaterne fra de neurale netvrerk med de a.ndre metoder, ser det ikke ud som 
om at netvrerkene har "set" noget som de andre ikke har. Dette bet yd er at den 
egenskab, der dominerer tempe;17aturserien er den periodiske svingning. 
Studerer man vregtene. for a;Ue qe oplrerte :netvrerk, et der en ting der tydeligt 
trreder frem, det er, at vrerdien af vregten af input'et fra Zt til outputneuronen er 
st!ZSrre end de andte. vregte. Det vil sige, at de neurale netvffirk alle har fundet ud 
af; at persistens spiller ,en stor roUe i korttids forudsigelserne. 
Anvendes de neurale netvrerk, der er trre]J'et til 1-'d!ZSgns prognosen, til at lave 
langtidsprognoser med, fas resultatet vist i Fig1u 38. Som det ses af denne laver 
nettene en anden slags lari:gtidsprognose end ARIMA-modellen, idet nettene gar i 
en stabil tilstand (et fix-punkt ?) og bliver der. Pa figuren er resultatet for net2b* 
vist, de andre net er helt magen til. Bemrerk at arstidsvariationen helt mangler -
ogsa for net 2b* - men at fejlen til gengreld ikke vokser. Konkluderede kan man 
sige, at heller ikke de neurale netvrerk, optrrenet til at lave 1-d!ZSgns prognoser, kan 
anvendes til at lave klimarnodeUer med, dermed vrere ikke sagt at man ikke kan 
bruge neurale netvrerk til at lave klimarnodeller overhovedet, de skal maske bare 
trrenes til det. 
I denne forbindelse er det vrerd at nrevne at atmosfrerens forudsigelighed er 
begrrenset. Dette fandt Lorenz (Lorenz, 1963) ud af allerede i 19.60'erne, idet 
han sagde, at pa grund af at de ligninger man bruger til forudsigelser kun er 
approksimationer29 , og begyndelsesbetingelserne altid vii vrere forbundet :rned en 
29Tilmed ikke-linerere. 
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*1ltid v~oo. ~n indby.;111~ he,tWlftning fer a,f hrugb.llle 
p10gnosr.r, St!l}mls~:n ?.tt <!~nil~ ~vre grrentM~ e:r r1x,1s.;!n u!fikkedied forhuudtl!t m~d, 
Sm.ag:orint;'kj' fSma.gorinitkYi 1969) h.ar itindet, at fejfon 'Vo.keer ek11tpon,entinlt~ med 
en fordoblingsti<;i pa !t5 dage t:!i twenll! fandti r,orenz, (1!)69), at der ¢ten 
dolv:ia f orudslgl!flighed op tit mind!ft 
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Figur 98. Forudsigelse af 
netvierk 2b*. Nar f¢rst v<£rdier fra den 
malte temperaturserie. Den fuldt optrukne linie er forudsigelsen og punkterne er 
malingetne. 
8. 3 Persiste:tls 
Da en af de ting, rnan kan lrere af de neurale netvrerk, var, at tempetaturen til 
tid t er en god app:i::oksimation tiJ temperatur¢n til tid t + 1 og ogsa til t + 5, er 
det i:nteressant at pr!l!ve med disse to persistensmode}let. Persist!'ltlsmodellen30 for 
dag-tiJ,.;dag forudsigelsen et 
og for 5-d!l!gns prognosen 
Zt+5 :;:: Zt 
Anvendes disse to modeller fas resultaterne vist i Tabel 6 og 7. Som det ses af 
disse, er det en meget god forudsigelse at sige,. at "vejret i morgen bliver ligesom 
i dag". 
30 Persistensmodeller Iran ogsa udtryklces i ARIMA-sproget. 1-d¢gns prognosen er en 
ARIMA(0,0,1) model og 5-di<Sgns prognosel1 er en ARIMA(O,O,l)s-model. I neuralt netvrerks 
sproget er persistensmodellen givet ved at alle vregte er store og negative {hremmende), undta-
gen vregten mellem inplit"laget og output-laget, del' er 1. Alle trerskler er nul. 
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9 Konklusion 
Af tabellerne 6 og 7 fremgar det, at der ikke er den store forskel pa de forskellige 
metoder (inklusive persistensmodellen), da nresten alle fejlmalene er lige store. 
Dette er tydeliggjort i Figur 39 hvor middelvrerdien plus/minus spredningen af 
fejlen for 1-d~gns prognosen er tegnet for de 5 forskellige forudsigelser. Det ses 
ogsa. af tabellerne og Figur 40, at nar der er. tale om 5-dl)gns prognoser, sa er de 
neurale netvrerk en del bedre end de to andre metoder, men stadig er metodernes 
nl)jagtighed sammenlignelige. Nogle ville maske hrevde, at det er "snyd" at sam-
menligne de neurale netvrerk, der netop er optrrenet i 5-dl)gns prognoserne, imod 
ARIMA-modellen. Dertil er at sige, at ARIMA~modellerne er konstrueret sadan, 
at den samme model skal ,~t·ijlg~~ til~tl~ fQru~sigellier, selvfolgelig bliver fej;leu 
stl)rre, jo lrengere frem foru~jef~n.~kk:er. 
2.5 - A1 Nlb N2b N2b• P1 
2.0 -
1.5 -
1.0 -
0.5 -
0.0 - -
-0.5-
-1.0 -
-1.5 -
-2.0 -
-2.5 -
Figur 39. Sammenlign~~ u,1: 1'}i'1~'<tl1lef3:~i ~~ 1J/;redning for de 5 forskel~'ige 
forudsigelser 1 d¢gn frerrh Jlelf);t[aayiJ"{~~T?-1.$.~gmi.'(~i den lodrette er middelvmrdi~"'1 
og den lodrette er 2 gange spredningen lang. Al er ARIMA-modellen anvendit~l 
at forudsige .temperaturserien J dpgn frem. NJ h er netvmrk 1 b, N2b er netvmrk ~b 
og N2b* er netvmrk 2b*. Pl er persistensmodellen. 
Det er interessant at prl)ve at betragte de to metoder som "black boxes". Gl)res 
dette, viser det sig, at de har :aogle ligheder: begge metoder har vrerdier fra 
tidsserien som input og forudsigelser af fremtidige vrerdier som output. I begge 
metoderne indgar ogsa parametre, i ARIMA-modellen B'erne og i de neurale 
netvrerk vregtene og trersklerne, der skal varieres sadan at fejlen metoden begar 
bliver sa lille som mulig. 
abner man det neurale netvrerks "black box", ses det, at outputtet blot er en 
funktion af inputtet. Funktionen er for net lb givet ved 
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(zt+l =)06 = E V6j(0.5(1 + tanh(VjoZt - '.lj ))) + V6,oZt - n 
j=l 
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Figur 40. Sammenligning af 
forudsigelser 5 dpgn frem. Den er middelvcerdien 
of/ den lodrette er 2 gange spredningen lang. A5 er ARIMA-mo.dellen anvendt til 
at ferudsige temperaturserien 5 dfJgn /rem. Nib er netvcerk Jb, N2b er netvmrk 2b 
og N2b* er netv<erk 2b*. P5 er persistensmodellen. 
sa nar man anvender neuraJe netvrerk til at forudsige tidsserier med, er der tale 
om en .approksimation af tidsserien med en funktion. 
Konkluderende kan man sige, at neurafo netvrerk til at forudsige tidsserier (selv 
kaotiske !) er kommet for at .blive. For det forste er anvendelsen silI1pel, da man 
ikke heh!?lver at foretage lange analyser a{ <lat.a for at finde det rette netvrerk. 
For det andet er neurale netyrerkmeget generelle, <let netvrerk og den tilhrisrende 
oplreringsregel? der eranvendtidenne rapport, kunne- med me.get smarendringer 
- ligesa godt . have vreret anvendt tiL ol'ddeling eller. tilforudsigeise af protein-
ers 3~dilI1ensionale struktm og uden rendriuger til at fomdsige alle mulige andre 
tidsserier. 
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Abstract (Max. 2000 char.) 
Two methods of predicting a geophysical time series are described and evaluated 
on a temperature series measured at Fan!ll, Denrnark, during a period of94 years. 
'rhe first method involves the use of neural networks (i.e. large arrays of densely 
conMcted simple computational units), and the second the ARIMA-process (Auto 
Regressive Integrated Moving Average). The neural networks, the ARIMA-rnodel, 
and the p.resistence model all give the same result for a one day forecast. For a 
five day forecast neural networks perform better than both the ARIMA-model 
and persistence. 
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