Factory automation and similar demanding use cases require high precision communications with strict ontime and in-time packet delivery. The IEEE 802.1Qbv Time-Aware Shaper (TAS) is well suited for such high precision communication scenarios, but requires precise configuration for a particular traffic scenario. Dynamic traffic scenario changes are commonplace in operational networks and necessitate TAS reconfigurations to ensure continued high precision communications. In this paper, we develop and evaluate the first dynamic reconfiguration algorithms for TAS switches. In particular, within the context of the IEEE 802.1Qcc management protocol, we develop and evaluate both a centralized network/distributed user model (hybrid model) and a fully-distributed (decentralized) model for effective dynamic reconfigurations of a typical industrial control network.
I. INTRODUCTION
A. Motivation 1) Reconfigurations for IEEE 802.1Qbv: The IEEE 802.1Qbv Time Aware Shaper (TAS) [1] , which was developed for Time Sensitive Networking (TSN), requires careful planning of the synchronized time cycles and the gate times that are allocated to the scheduled traffic (ST) and the unscheduled best effort traffic (BE) [2] - [5] . For a given static networking scenario, the TAS operation with a properly configured Qbv schedule can ensure high precision communications with ultra-low latency in-time packet delivery (by a prescribed deadline) required by demanding industrial and automotive applications [6] . Also, TAS appears well suited to approximate emerging on-time packet service (i.e., delivery at a prescribed time instant). Modern network scenarios often involve dynamic changes with varied use cases, such as changes in the network nodes and network topology, or the traffic pattern [7] .
To deal with such dynamic changes, the TAS Gate Control Lists (GCLs containing Gate Control Entries (GCEs)) in coordination with the Network Management Entities (NMEs), e.g., Centralized Network Configuration (CNC), have to adapt by judiciously applying reconfigurations such that stream deadlines, QoS, and total stream utilization times (reported by a stream registration procedure) are satisfied.
Our objective therefore is to maximize the number of admitted flows (i.e., tasks or streams) in dynamically changing environments whilst keeping the TSN QoS guarantees. To the best of our knowledge there are no prior detailed studies on a dynamic stream resource allocation and admission control policy in conjunction with a network reconfiguration policy being executed while flows are carried in a TAS time scheduled network. In this paper, we focus on the IEEE 802.1Qbv [1] enhancements and design a reconfiguration framework taking inspiration from the IEEE 802.1Qcc [8] standards for managing, configuring, and reconfiguring a TSN network.
2) Centralized User/Distributed (Hybrid) Model vs. Decentralized Model: The IEEE 802.1Qcc standard specifies three models for configuring the Time-Aware Shaper (TAS) gating schedules (GCL/GCE timing computation): a fully-centralized model, a centralized network/distributed user model (hybrid model), and a fully-distributed model. The centralized model eases control and configuration messages sent across the network and can precisely configure TAS schedules due to having complete knowledge of the network and the capabilities of each bridge. The hybrid model differs from the fully centralized model mainly in the way the User/Network configuration Information (UNI) is propagated. In the hybrid model, each source node communicates Control Data Traffic (CDT) messages directly to/from the CNC in Fig. 1 ; whereas, in the fully centralized model, the sources communicate to/from the Centralized User Configuration (CUC) node.
However the centralized models suffer from common disadvantages, such as a single-point of failure, relatively large capital/operational (CapEx/OpEx) expenditures (as the centralized control may be superfluous in a small-scale network [9] ). Thus, a fully-distributed configuration model (e.g., SRP over MRP or RAP over LRP) may be attractive for some networks. The fully-distributed configuration model avoids the added complexity and single point of failure of a centralized management entity. For this study, we consider the centralized network/distributed user model (hybrid model) and a fullydistributed model.
Our study focuses on the centralized network/distributed user model (hybrid model) and the fully-distributed (decentralized) configuration model. For brevity we refer to the centralized network/distributed user model (hybrid model) also as the centralized model or the centralized topology. We refer to the fully-distributed (decentralized) model also as the decentralized model or the decentralized topology. Due to space limitations, this paper gives only a summary of our reconfiguration approaches and their performance evaluation, for further details, we refer to [10] 
B. Related Work
Raagaard et al. [11] presented a heuristic algorithm that reconfigures TAS switches according to runtime network conditions. Feasible schedules are produced and forwarded using a configuration agent (composed of a CUC and CNC). Raagaard et al's model places emphasis on appearing and disappearing synthetic flows in a fog computing platform that takes into account the flow's properties and possible routes. Contrary to this approach our framework performs flow maximization with reconfiguration based on firm bandwidth computation strategies at run-time.
Further related work that is complementary to our study has been conducted by Pop et al. [12] , Hackel et al. [13] , Herlich et al. [14] , Nayak et al. [15] - [17] , and Kobzan et al. [18] .
C. Contributions
We comprehensively evaluate the performance of TAS for reconfigurations in the hybrid and fully distributed models with respect to network deployment parameters, such as, maximum window size for the Gate Control List (GCL) period, gating ratio proportion, i.e., Gate Control Entry (GCE) proportion, to control the delay perceived at the receiving end, signaling impact on Scheduled Traffic (ST) and Best Effort traffic (BE) classes, and packet loss rate experienced at the receiving end. In particular, we make the following contributions:
i) We design a CNC interface for a TSN network to globally manage and configure TSN streams, including admission control and resource reservation. ii) We integrate the CNC in the control plane with TAS in the data plane to centrally manage and shape traffic using the CNC as the central processing entity for flow schedules as more flows are added. iii) We modify and test the model to operate in a distributed fashion, i.e., the control and data planes are combined. iv) We evaluate each design approach for a range of numbers of streams and sources with different TAS parameters. We show results for admission ratios, network signaling overhead, and QoS metrics.
II. BACKGROUND: IEEE 802.1 TIME SENSITIVE NETWORKING

A. IEEE 802.1Qbv: Time Aware Shaper (TAS)
TAS's main operation is to schedule critical traffic streams in reserved time-triggered windows. In order to prevent lower priority traffic, e.g., best effort (BE) traffic, from interfering with the scheduled traffic (ST) transmissions, ST windows are preceded by a so-called guard band. TAS is applicable for high performance communications with Ultra Low Latency (ULL) requirements but needs to have all time-triggered windows synchronized, i.e., all bridges from sender to receiver must be ; the solid arrows represent the protocol, e.g., YANG or TLV, that is used as the UNI for exchanging configuration information between Talkers/Listeners (users) and Bridges (network). The dashed arrows represent the protocol, e.g., YANG or TLV, that transfers configuration information between edge bridges and the CNC. The CNC receives the requests, e.g., flow reservation requests, and provides corresponding management functions. An optional CUC provides delay-optimized configuration, e.g., for closedloop IACS applications. synchronized in time. TAS utilizes a gate driver mechanism that opens/closes according to a known and agreed upon time schedule for each port in a bridge. In particular, the Gate Control List (GCL) represents Gate Control Entries (GCEs), i.e., a sequence of on and off time periods that represent whether a queue is eligible to transmit or not [3] .
B. IEEE 802.1Qcc: Centralized Management and Configuration
IEEE 802.1Qcc [8] provides a set of tools to globally manage and control the network. In particular, IEEE 802.1Qcc enhances the existing Stream Reservation Protocol (SRP) with a User Network Interface (UNI) which is supplemented by a Centralized Network Configuration (CNC) node, as shown in Fig. 1 . The UNI provides a common method of requesting layer 2 services. Furthermore, the CNC interacts with the UNI to provide a centralized means for performing resource reservation, scheduling, and other types of configuration via a remote management protocol, such as NETCONF [19] or RESTCONF [20] ; hence, 802.1Qcc is compatible with the IETF YANG/NETCONF data modeling language.
III. CENTRALIZED MODEL DESIGN AND FRAMEWORK CONSIDERATIONS
This section presents our design methodology and main signaling framework for the centralized network/distributed user model (hybrid model). Our main goals behind designing the CNC is given by the following constraints. Additionally, Our main assumption to accurately apply admission control and, consequently, reconfiguration, is that each source must define a flow in terms of total resources needed (governed by the bandwidth requirements) and the total time needed for the resource to be used (which in our traffic model is termed as the resource utilization time). Essentially, the CNC uses this information (which is tagged in the Ethernet frame header) to determine whether a frame is admitted or rejected.
Centralized Network Configuration (CNC)
Global Stream Registration
A. Core Components
Our design is split into two layers, Control Plane and Data Plane, following the decoupling SDN paradigm [21] , thereby inheriting the benefits of the orthogonality of the two planes, as shown in Fig. 2. 1) Configuration Module: The configuration module is the main component that interacts with the registered flows and network components. It includes the global stream registration table which records all approved streams transmitting in the network, and the admission control element that encapsulates and decapsulates CDT headers and forwards the information to the applicable module/element.
2) Reconfiguration Module: The reconfiguration module includes the flow scheduling element (for our network model, the Time-Aware Shaper (TAS) is used in the data plane), the reconfiguration calculus element which evaluates flow registration according to each stream's total resource utilization and flow deadlines, and finally the path computation element which defines the path for all streams according to the QoS constraint.
3) Resource Manager Module: The resource manager module centrally manages all network resources within the CNC's domain. It includes the network resource table that records all streams' usage of resources, and the resource allocation scheme element to which we delegate the task of calculating the required network resources for a given stream according to an allocation scheme.
4) Data Plane:
The data plane contains all core switches. Any TSN switch interfaced by the CNC is given a switch ID and has a local stream registration table. The remaining switch elements compose the forwarding and queuing operation with a traffic shaper (802.1Qbv TAS in our network model).
IV. DECENTRALIZED MODEL DESIGN AND FRAMEWORK CONSIDERATIONS
This section presents our design methodology and framework for the TAS reconfiguration in the decentralized (fully distributed) model. Our proposed architecture follows the steps enumerated below and illustrated in Fig. 3 . Our description focuses on the additions to the design of RAP over LRP, e.g., TAS slot computation/reservations. 1) At each egress port (Port Identifier, PID), the TSN switch maintains a local stream registration table that includes information, such as flow ID, gateway (i.e., the first bridge that a talker is connected to), destination address(es), the traffic injection rate per GCL cycle time, and the calculated port bandwidth requirement. The traffic injection rate is not computed, rather the traffic injection rate is reported by the source (talker) to the network devices. 2) A source (talker) can send a stream transmission request, i.e., a CDT message of type Stream Transmission Request to register its stream and use the TSN service for scheduled traffic. 3) Each switch maintains a resource manager module for each port. If the newly incoming stream is accepted (due to available resources and TAS slot space). The TAS slot size for a specific traffic class is governed by the cycle time and the traffic class gating ratio (in time). 4) If a stream request is accepted by the last switch, then the stream registration record is added to the local stream registration Fig. 3 : A TSN fully distributed configuration model example illustrating the general strategy and logic of each TSN switch with TAS support. In the absence of a CNC to centrally manage network parameters, each switch performs admission control and resource reservation (according to the TAS time slot load) and propagates the information to the next hop on the stream path. A single rejection on one hop terminates the forwarding of the CDT, and sends another CDT on the reverse path indicating the stream rejection. If all switches on the path accept the stream, then the source is notified of the stream acceptance and can begin forwarding in the next TAS cycle. In our model, CDT traffic has higher priority than non-CDT traffic (including ST). The formal definition of the CDT traffic is left for future work.
5)
Each switch receiving the pending registration message adds the stream record to its local table, allocates the necessary resources and TAS slot reservation, and propagates the registration message towards the source gateway. 6) The source gateway receives the pending stream registration message and similarly allocates the resources and finally sends an approval granted message towards the source which prompts the source to start sending data in the next available TAS cycle.
A. Core Components
This section outlines the main components required to successfully implement stream admission control and resource reservation within switches that support the TAS in a distributed fashion. Fig. 4 illustrates the typical registration/reservation procedure for all streams within the TSN domain.
1) Admission Control: The admission control element extracts the necessary information from the CDT packet and forwards the information according to the CDT type. The switch forwarding mechanism applies several steps to accurately decide whether to accept or reject the stream transmission request. Note that the stream transmission request Fig. 4 : The main logical steps performed by each switch along the stream's path are shown to apply stream registration and reservation. Each switch waits for an event (addition, removal, or pending) for each stream. For instance, a stream removal is usually based on the resource utilization time (stream life time) that was specified at stream establishment. The bridges that allocated resources for the stream can remove the stream after the stream life time has expired. For the cases of stream addition or pending, the event is the CDT message received (in the forward or reverse direction). Towards completing (finalizing, confirming) a stream reservation (registration), the pending event is the event for a CDT message in the reverse direction where each switch (not the last switch) waits for the approval (confirmation of reservation) of the next-hop switch.
corresponds to a CDT message. In particular, the switch consults the resource manager module to check if enough resources (bandwidth) is available for the new stream that is calculated by the reported traffic injection rate, the maximum cycle time, and the traffic class's TAS slot time.
2) Flow Scheduling: This element currently takes the TAS into consideration. Due to the TAS's requirements for time synchronization between network components (switches, hosts, etc.), all switches/hosts follow the TAS GCL timescale cycle time (e.g., 50 μs).
3) Stream Registration Table: The stream registration table contains the characteristics of the source streams that are established for the corresponding bridge egress port. Each record gets populated (if accepted) on the reverse path taken by the stream's registration message (after reaching the destination switch).
4) Traffic Shaper -Time-Aware Shaper:
The main shaping and scheduling mechanism that controls the gating schedules for all the traffic classes within the TSN domain.
5) Reconfiguration Calculus:
In essence, the reconfiguration (dynamic configuration) of the TAS schedules (switch GCL/GCE) for each egress port is dynamically invoked according to two principle events, i) adding a new stream, and ii) removing an existing stream. The switch's gating ratio reports certain parameters (e.g., packet injection rate) which are then used to check if enough slot time is available. Fig. 5 : Industrial control loop topology [23] . Each source generates stream data with varying hop counts and packets rates unidirectionally or bidirectionally across the six switches ultimately destined to a sink 
6) Path Computation:
While this module is fundamentally necessary in any switch (in a decentralized/distributed network), we manually define static routing tables for destination addresses and associated ports on each switch for the present study; future work can integrate QoS routing mechanisms [22] . 7) Network Resource Table: To remove certain overheads on the configuration procedure, the network resource table operates in tandem with the stream registration table to accurately determine the required network resources (mainly bandwidth for our traffic model) per switch egress port. It classifies streams based on periodic and sporadic streams properties, though currently the focus is on periodic ST streams.
V. PERFORMANCE EVALUATION
A. System Overview and Simulation Setup
We employ the OMNet++ simulation environment. 1) Network Model: The network is modeled as industrial control loop topology that consists of six core switches in a ring topology connected to the CNC, as shown in Fig. 5 . Each switch-to-switch link operates as a full-duplex Ethernet link with a capacity (transmission bitrate) R = 1 Gbps and 512 Kb buffer per traffic class. The distance between two successive switches along the ring is fixed to 100 m and the switch-toswitch propagation delay is set accordingly to 0.5 μs. Each simulation replication runs for 100 s with an initial cycle time of 50 μs and initial ST window of 20 μs. 2) Traffic Model: We consider periodic (pre-planned) ST traffic and sporadic (random) Poisson BE traffic. To emulate dynamic conditions in the network, we employ six distributed ST sources that generate π ST streams according to the network and traffic parameters shown in Table I . The stream generation follows a Poisson distribution where π represents the average number of generated streams per second. Each stream within a source injects packet traffic with packet size 64 bytes and has an ST traffic injection rate that is uniformly distributed with a value statically defined at stream creation time and a destination address assigned by the number of switch-to-switch hops in Table II . Furthermore, at the stream creation time, each stream has an exponentially distributed life time with mean τ . We consider admission as the completion of the flow from start to the end of the life time reported by the source. Each source is attached to a core TSN switch gateway (first hop switch).
B. Centralized User/Distributed (Hybrid) Model Evaluation
We have evaluated the proposed dynamic reconfiguration solutions for the hybrid model (Section III) and the distributed model (Section IV) for unidirectional and bi-directional operation of the ring network. Due to space constraints, we only present selected results for the hybrid model with bidirectional operation and refer to [10] for the full set of results. We observe from Fig. 6 that the reconfiguration increases the mean BE packet delay for increasing ST generation rate π, while the ST packet delay stays consistently low. The BE delay increases due to the reconfigurations allocating large windows to ST traffic as the ST stream generation rate increases. We observe from Fig. 7 that the reconfiguration substantially increases the admission probability for ST streams, albeit at the expense of increased signalling overhead, as illustrated in Fig. 8 . In particular, the signalling overhead corresponds to the CDT packets sent and received by the CNC in the hybrid model.
Nevertheless, we found in our detailed evaluations [10] that the signalling delays are consistently below 3.6 μs for the bidirectional network (below 4.1 μs for the unidirectional network) in the hybrid model. For the decentralized model, we found in our evaluations that the mean signalling delays are higher, up to around 30 μs, mainly due to the signaling CDT traffic being carried in-band with higher priority than ST traffic.
VI. CONCLUSIONS AND FUTURE WORK
We have developed and evaluated a centralized network/distriuted user (hybrid model) and a fully distributed model for dynamically reconfiguring an IEEE 802.1Qbv based network suitable for supporting high precision communications with ultra-low delays. We have found that the developed reconfiguration algorithms effectively increase the admission of high priority ST streams at the expense of slight delay increases for low-priority BE streams.
One interesting future research direction is to judiciously change the GCL cycle time for switches during reconfiguration whilst satisfying QoS requirements.
