Deep neural networks have been shown to be very successful at learning feature hierarchies in supervised learning tasks. Generative models, on the other hand, have benefited less from hierarchical models with multiple layers of latent variables. In this paper, we prove that certain classes of hierarchical latent variable models do not take advantage of the hierarchical structure when trained with existing variational methods, and provide some limitations on the kind of features existing models can learn. Finally we propose an alternative flat architecture that learns meaningful and disentangled features on natural images.
Introduction
A key property of deep feed-forward networks is that they tend to learn learn increasingly abstract and invariant representations at higher levels in the hierarchy (Bengio, 2009; Zeiler & Fergus, 2014) In the context of image data, low levels may learn features corresponding to edges or basic shape detectors, while higher levels learn more abstract features, such as faces or objects detectors (Zeiler & Fergus, 2014) . This hierarchy of representations can be learned automatically, but typically requires high capacity models and large amounts of training data. In the context of unsupervised learning, learning such a hierarchy has proved to be more difficult.
The heart of the matter is that while highly invariant and local features are often sufficient for classification, generative modeling requires preservation of details (as illustrated in Figure 1 ). In fact, latent features in a generative model of images cannot even demonstrate scale and translation invariance. The size and location of a sub-part often has to be dependent on the other sub-parts. For example, an eye should only be generated with the same size as the other eye, at symmetric locations with respect to the center of the insu cient for generation su cient for classi cation Figure 1 . Left: Body parts feature detectors only carry a small amount of information about an underlying image, yet, it is sufficient for a confident classification as a face. Right: if a hierarchical generative model attempts to reconstruct an image based on these high-level features, it could generate inconsistent images, even when each part can be perfectly generated. Even though this "face" is clearly absurd, Google cloud platform classification API can identify with 93% confidence that this is a face. face, with appropriate distance between them. The inductive biases that are directly encoded into the architecture of convolutional networks might not be sufficient in the context of generative models.
Generative models with a hierarchical structure, where there are multiple layers of latent variables, have been less successful than their supervised counterparts . In fact, the most successful generative models often use only a single layer of latent variables (Radford et al., 2015; van den Oord et al., 2016) , and those that use multiple layers only show modest performance increases in quantitative metrics such as log-likelihood Bachman, 2016) . Because of the difficulties in evaluating generative models (Theis et al., 2015) , it is not always clear whether the performance improvements truly come from the choice of a hierarchical architecture. Furthermore, the capability of learning a hierarchy of increasingly complex and abstract features has only been demonstrated to certain degree (Gulrajani et al., 2016) , and they are not nearly as rich as the ones learned by feed-forward networks (Zeiler & Fergus, 2014) .
The goal of this paper is to provide a deeper understanding of the design and performance of hierarchical latent variable models. In particular, we study two classes of models with a hierarchical structure. The first is characterized by recursively stacking generative models on top of each other. Most existing models, such as ladder variational autoencoders , belong to this class. We prove that these hierarchical variational autoencoding models do not have advantages in representation efficiency compared to shallow models. More specifically, we show that if these models can be trained to optimality, then the bottom layer contains enough information to reconstruct the data distribution. In particular, the layers above the first one can be ignored. This result holds under fairly general conditions, and in particular it does not depend on the specific family of distributions used to define the hierarchy (e.g., Gaussian). Furthermore, we argue that many of the building blocks commonly used to construct hierarchical generative models are unlikely to help us learn disentangled features. Motivated by these limitations, we turn our attention to shallow, single layer latent variable models. We propose an alternative way to learn disentangle feature by crafting an a conditional distribution that prefers to place high-level features on certain parts of the latent code, and low-level features in others. We show that this approach, called Variational Ladder Autoencoders, enables us to learn very rich feature hierarchies on natural image datasets such as MNIST, SVHN (Netzer et al., 2011) and CelebA (Liu et al., 2015) ; in contrast, generative models with a hierarchical structure fail to learn such features. We hope that our work can inspire research in hierarchical generative models for structured feature learning.
Problem Setting
We consider a family of latent variable probabilistic models specified by a joint probability distribution p θ (x, z) over a set of observed variables x and latent variables z. The family of models is assumed to be parametrized by θ. Let p θ (x) denote the marginal distribution of x. We wish to maximize the marginal log-likelihood p(x) over a dataset
which is non-convex and often intractable for complex generative models, as it involves marginalization over the latent variables z.
We are especially interested in unsupervised feature learning applications, where by maximizing (1) we hope to discover a meaningful representation for the data x in terms of latent features given by p θ (z|x).
Variational Autoencoders
A popular solution (Kingma & Welling, 2013; Jimenez Rezende et al., 2014) for optimizing the intractable marginal likelihood (1) is to optimize a variational lower bound by introducing an inference model q φ (z|x) parametrized by φ 1 :
Hierarchical Variational Autoencoders
A hierarchical VAE (HVAE) can be thought of as a series of VAEs stacked on top of each other. The hierarchical VAE (HVAE) has the following hierarchy of latent variables z = {z 1 , . . . , z L }, in addition to the observed variables x. We use the notation convention that z 1 represents the lowest layer closest to x and z L the top layer. Using chain rule, the joint distribution p(x, z 1 , . . . , z L ) can be factored as follows
where z > indicates (z +1 , · · · , z L ), and z >0 = z = (z 1 , . . . , z L ). Note that this factorization only assume the natural auto-regressive structure and is fully general. In particular it accounts for recent models that use shortcut connections. (Kingma et al., 2016; Bachman, 2016) , where each hidden layer z is generated conditioned on all layers above z > . We shall refer to this fully general formulation as autoregressive HVAE.
Most models use a more traditional architecture, that is, one where p takes a Markov form (Jimenez Rezende et al., 2014; Gulrajani et al., 2016; Kaae Sønderby et al., 2016) p(x, z) = p(x|z )
We refer to this common but restricted formulation as Markov HVAE.
For the inference distribution q(z|x) we do not assume any factorized structure to account for recent advances in inference technique (Kaae Sønderby et al., 2016; Bachman, 2016) . We also denote q(x, z) = p data (x)q(z|x).
For autoregressive HVAE the ELBO objective can be writ- 1 We omit the dependency on θ and φ for the remainder of the paper. ten as
where we define z 0 ≡ x, and z L+1 ≡ 0.
For Markov HVAE this can be written as
Despite of improvements over single layer models in numerical metrics (Kaae Sønderby et al., 2016) (Bachman, 2016) , we show in following sections that HVAE suffers from several problems. These problems are particularly prominent for Markov HVAE.
Limitations of Hierarchical Generative Models

Representational Efficiency
One of the main reasons deep hierarchical networks are widely used as function approximators is their representational power. It is well known that certain functions can be represented much more compactly with deep networks, requiring exponentially less parameters compared to shallow networks (Bengio, 2009 ). However, we show that under ideal optimization of L ELBO , HVAE models do not lead to improved representational power. This is because for a well trained HVAE, a Gibbs chain on the bottom layer, which is a single layer model, can be used to recover p data (x) exactly.
We first show this formally for Markov HVAE by the following proposition Proposition 1. If we train L ELBO for Markov HVAE in Eq.
(3) to optimality and the generative family p is sufficiently expressive, then the following Gibbs sampling chain converges to p data (x) if it is ergodic
Proof of Proposition 1. For any q(z|x), because
the generative model p that optimizes L ELBO satisfies
Because the following Gibbs chain converges to p data (x)
) and the chain still converges to p data (x).
Therefore under the assumptions of proposition 1 we can sample from p data (x) without using the latent code (z 2 , · · · , z L ) at all. That is, optimization of the L ELBO objective and efficient representation are conflicting, in the sense that optimality implies redundancy in the representation.
We demonstrate that this phenomenon occurs in practice, even though the conditions of Proposition 1 might not be met exactly. We train a factorized three layer VAE in Equation (3) on MNIST by optimizing the ELBO criteria Equation (4). We use a model where each conditional distribution is factorized Gaussian p(z |z +1 ) = N (µ (z +1 ), σ (z +1 )) where µ and σ are deep networks. We compare: the samples generated by the Gibbs chain in Equation (5) This problem can be generalized to autoregressive HVAEs. This means that one can sample from p data (x) without using p(z |z > ), 1 ≤ < L at all.
Feature learning
Another significant advantage of hierarchical models for supervised learning is that they learn rich and disentangled hierarchies of feature. This has been demonstrated for example using various visualization techniques (Zeiler & Fergus, 2014) . However, we show in this section that typical HVAEs do not enjoy this property.
Recall that we think of p(z|x) as a (probabilistic) feature detector, and q(z|x) as an approximation to p(z|x). It might therefore be natural to think that q might learn hierarchical features similarly to a feed-forward network x → z → · · · → z L , where higher layers correspond to higher level features that become increasingly abstract and invariant to nuisance variations. However if q(z > |z ) maps low level features to high level features, then the reverse mapping q(z |z > ) maps high level features to likely low level sub-features. For example, if z L correspond to object classes, then q(z L−1 |z L ) would represent the distribution over object subparts given the object class. The difficulty is that the generative model used to define the HVAE poses some restrictions as to what this distribution can be.
Suppose we train L ELBO in Equation (4) to optimality, and that we are able to match the data distribution exactly. If we have a sufficiently expressive family of inference distributions q(z|x), the ELBO is maximized when q(z|x) = p(z|x), i.e., the approximate posterior equals the true posterior. Along with p(x) = p data (x), we have p(x, z) = q(x, z) which implies that for any z > , q(z |z > ) = p(z |z > )
For the majority of models the conditional distributions p(z |z > ) belong to a very simple distribution family such as parameterized Gaussians (Kingma & Welling, 2013 (Kingma et al., 2016) . Therefore for a perfectly optimized L ELBO in the Gaussian case, the only type of feature hierarchy we can hope to learn is one under which q(z |z > ) is Gaussian. This limits the hierarchical representation we can learn. In fact, most meaningful hierarchical relationships we observe for feed-forward models (Zeiler & Fergus, 2014) require complex multimodal distribution to be modeled. Intuitively, for example, the distribution over object subparts for an object category is unlikely to be unimodal and easy to capture with a Gaussian distribution.
We experimentally demonstrate these intuitions in Figure 3 , where we train a three layer Markov HVAE with factorized Gaussian conditionals p(z |z +1 ). As suggested in (Kingma & Welling, 2013) , we reparameterize the stochasticity in p(z |z +1 ) as a separate noise variable ∼ N (0, I), and rewrite the original conditional distribution as
where indicates element-wise product. During sample generation we can fix the injected stochasticity at all layers except one, and observe the variations generated by stochasticity on that layer. We observe that only very minor variations are learned in lower layers, and almost all the variation is represented by the top layer. More importantly, no notable hierarchical relationship is observed.
On the other hand, if we use a complex conditional distribution p(z |z > ), then Chen et al. (2016b) show that optimization of L ELBO encourages the model to ignore latent variables altogether. It is in general not known how to select conditional distribution families p(z |z > ) which lead to meaningful feature hierarchies.
Variational Ladder Autoencoders
Given the limitations of hierarchical architectures described in the previous section, we focus on an alternative approach to learn a hierarchy of disentangled features.
Our approach is to define a simple distribution over the latent variables, and encourage structure through the specification of complex network architectures. We call this the "flat" approach because it can be thought of as a one layer VAE. In particular, in this work we consider decomposing the latent code into flat subparts, such that z = {z 1 , z 2 , . . .}, and induce some structure through a neural network that assigns the subparts to different positions. This simple yet highly effective network architecture allows the learning of disentangled latent variables.
Assumptions
Our architecture is based on two assumptions:
1. There are meaningful independent latent factors of variation.
2. The more abstract the features are, the more complex is the function needed to compute them from input data.
The first assumption ensures that latent code can be effectively converted into subparts that have certain semantic meaning, which is the basis of learning hierarchical features. The second assumptions allows us utilize neural networks of different level of expressiveness to generate the corresponding features; the high-level features require more expressive networks, whereas the low-level features can be computed using simpler networks. We loosely quantify expressiveness using the depth of the network as a proxy, so that high-level features are represented by deeper networks compared to lower-level ones.
Generation
According to our assumption, any model that utilizes deep deterministic architectures for higher-level latent codes and shallow deterministic ones for lower-level latent codes would suffice. In particular, we consider the following architecture, which reduces the complexity by sharing parameters. Formally, our model is defined as follows: p(z) is a simple prior that we choose a-priori such as standard Gaussian N (0, I). The conditional distribution p(x|z 1 , z 2 , . . . , z L ) is defined as: Figure 4 . An illustration for HVAE (left) and VLAE (right). The most notable difference between these two methods is that HVAE assumes dependency between the latent variables, whereas VLAE does not. The independence property of VLAE allows learning disentangled latent variables at different levels.
where f is parametrized as a neural network, andz is an auxiliary variable we use to simplify the notation. r is a distribution family parameterized by f 0 (z 1 ). For example r can be a factored Gaussian family whose mean and variance are given by (µ r , σ r ) = f 0 (z 1 ). We denote this architecture as Variational Ladder Autoencoder (VLAE). We compare this with HVAE in Figure 4 .
An added advantage is that this formulation allows us to select a much richer family of generative models p. Because for HVAE the L ELBO optimization requires the evaluation of log p(z |z +1 ), a reparameterized HVAE must inject noise into the network in a way that corresponds to a conditional distribution with a tractable log-likelihood. For example, a HVAE can inject noise by
only because this corresponds to Gaussian conditional distributions p(z l |z l+1 ). In comparison, for VLAE we only require evaluation of log p(x|z 1 , · · · , z L ), so except for the bottom layer r we can combine noise (which is z in our case) by any arbitrary black box function f . Note that due to the difference in architecture we require a change of notation here where z is the injected noise for VLAE, as opposed to for HVAE.
In our experiments we use the following choice for f :
where [·; ·] denotes concatenation of two vectors, and v , u are neural networks. The architecture is shown in Figure 5 .
Inference and Learning
For the inference network, we formulate q(z|x) as
where g, µ, σ are neural networks, ∼ N (0, I), and h 0 ≡ x.
Therefore, it is straightforward to derive the objective, which is also a variational lower bound for the likelihood:
where p(z) = N (0, I) denotes the prior for z. This is essentially the inference and learning framework for a onelayer VAE; motivated by our earlier theoretical results, we do not use additional layers of latent variables.
Comparison with Ladder Variational Autoencoders
The term "ladder" comes from the fact that our network utilizes ladder connections (Valpola, 2015) . The term "variational" comes from the fact that we match the inference distribution with the prior distribution, by minimizing KL divergence in the ELBO. Our architecture can be treated as a variational form of ladder autoencoders, hence the name.
The purpose of this architecture is to connect subparts of latent code with networks of different expressive power (depth); the model is encouraged placing high-level, complex features at the top, and low-level, simple features at the bottom, in order to reach lower reconstruction error with latent codes of the same capacity. This property allows the network to learn subparts of the latent code that represents disentangled factors. Meanwhile, VLAE does not exhibit the optimization problems commonly observed in HVAE. On the one hand, the optimization difficulty should be on par with a single layer VAE; on the other hand, the networkz Figure 5 . Inference and generative models for VLAE (left) and LVAE (right). Note that in VLAE, we do not attempt to regularize the distance between h andz. Solid lines with arrows denote conditional probabilities; solid lines without arrows denote deterministic mappings; dash lines indicates regularization to match the prior p(z).
will prefer using the latent code at the top to summarize most of the data information, while using the lower latent codes to fill-in the low level details.
Ladder Variational Autoencoders, on the other hand, utilize the ladder architecture from the inference/encoding side; its generative model is the same as the HVAE counterpart. The intuition behind the inference architecture they use is that the latent codes at lower levels are more representative of the data, and require a more complex structure in order to perform efficient inference. While the new inference network performs marginally better than the original HVAE, ladder variational autoencoders still suffer from the problems we discussed in Section 3.
Experiments
We train VLAE over several datasets and visualize the semantic meaning of the latent code. 2 According to our assumptions, complex, high-level information will be learned by latent codes at higher layers, whereas simple, low-level features will be represented by lower layers.
In Figure 6 , we visualize generation results from MNIST, where the model is a 3-layer VLAE with 2 dimensional latent code (z) at each layer. The visualizations are generated by systematically exploring the 2D latent code for one layer, while randomly sampling other layers. From the visualization, we see that the three layers encode stroke width, digit width and digit identity respectively. Remarkably, the semantic meaning of a particular latent code is stable with respect to the sampled latent codes from other layers. For example, in the second layer, the left side represents narrow digits whereas the right side represents wide digits. Sampling latent codes at other layers will control the digit identity, but have no influence over the width. This is interesting given that width is actually correlated with the digit identity; for example, digit 1 is typically thin while digit 0 is mostly wide. Therefore, the model will generate more zeros than ones if the latent code at the second layer corresponds to a wide digit, as displayed in the visualization.
Next we evaluate VLAE on the Street View House Number (SVHN, Netzer et al. (2011) ) dataset, where it is significantly more challenging to learn interpretable representations since it is relatively noisy, containing certain digits which not appear in the center. However, as is shown in Figure 7 , our model is able to learn highly disentangled features through a 4-layer ladder, which includes color, digit shape, digit context, and general structure. These features are highly disentangled: since the latent code at the bottom layer controls color, modifying the code from other three layers while keeping the bottom layer fixed will generate a set of image which have the same tone in general. Moreover, the latent code learned at the top layer is the most complex one, which reflects the richer nature of the dataset.
Finally, we display compelling results from another challenging dataset, CelebA (Liu et al., 2015) , which includes 200,000 celebrity images. These images are highly varied in terms of environment and facial expressions. We visualize the generation results in Figure 8 . As in the SVHN model, the latent code at the bottom layer learns the ambient color of the environment while keeping the personal details intact. Controlling other latent codes will change the other details of the individual, such as skin color, hair color, identity, pose (azimuth); more complicated features are placed at higher levels of the hierarchy.
Discussions
Training hierarchical deep generative models is a very challenging task, and there are two main successful families of methods. One family defines the destruction and reconstruction of data using a pre-defined process. Among them, LapGANs (Denton et al., 2015) define the process as repeatedly downsampling, and Diffusion Nets (Sohl-Dickstein et al., 2015) defines a forward Markov chain that coverts a complex data distribution to a simple, tractable one. Without having to perform inference, this makes training much easier, but it does not provide latent variables for other downstream tasks (unsupervised learning).
Another line of work focuses on learning a hierarchy of latent variables by stacking single layer models on top of each other. Many models also use more flexible inference techniques to improve performance Dinh et al., 2014; Salimans et al., 2015; Rezende & Mo-hamed, 2015; Li et al., 2016; Kingma et al., 2016) . However we show that there are limitations to stacked VAEs.
Our work distinguishes itself from prior work by explicitly discussing the purpose of learning such models: the advantage of learning a hierarchy is not in better representation efficiency, or better samples, but rather in the introduction of structure in the features, such as hierarchy or disentanglement. This motivates our method, VLAE, which justifies our intuition that a reasonable network structure can be, by itself, highly effective at learning structured (disentangled) representations. Contrary to previous efforts on hierarchical models, we do not stack VAEs on top of each other, instead we use a "flat" approach. This can be applied in combination with the stacking approach.
The results displayed in the experiments resembles those obtained with InfoGAN (Chen et al., 2016a) ; both frameworks learn disentangled representations from the data in an unsupervised manner. The InfoGAN objective, however, explicitly maximizes the mutual information between the latent variables and the observation; whereas in VLAE, this is achieved through the reconstruction error objective which encourages the use of latent codes.
Conclusions
In this paper, we discussed the potential practical value of learning a hierarchical generative model over a nonhierarchical one. We show that little can be gained in terms of representation efficiency or sample quality. We further show that traditional HVAE models have trouble learning structured features. Based on these insights, we consider an alternative to learning structured features by leveraging the expressive power of a neural network. Empirical results show that we can learn highly disentangled features, similarly to InfoGAN.
One limitation of VLAE is the difficulty of specifying the type of features that we wish to disentangle, as well as the inability to learn structures except for disentanglement. Future work should consider more principled ways of designing architectures that allow for learning features with more complex structures.
