Abstract. Through Morrey's spaces (plus Zorko's spaces) and their potentials/capacities as well as Hausdorff contents/dimensions, this paper estimates the singular sets of nonlinear elliptic systems of the evenordered Meyers-Elcrat type and a class of quadratic functionals inducing harmonic maps.
Introduction
In [22] , C. B. Morrey discovered a condition satisfied by the first derivatives of weak solutions to certain quasilinear second order systems of elliptic partial differential equations (pde) in domains (connected open sets) Ω ⊆ R n that implied everywhere C α = Hölder continuity (of exponent α) of the solutions throughout Ω, when n = 2. His condition -now known as the "Morrey condition" -is: for all open balls B r (x 0 ) = {x ∈ R n : |x − x 0 | < r} ⊆ Ω; 0 < λ ≤ n, 1 ≤ p < ∞, m ∈ N (for derivatives of order m), and C is a positive constant and − E stands for the integral average over E with respect to the Lebesgue measure. Thus was born Morrey's Lemma:
Notice that in the Sobolev theory with merely (∂/∂x) m u ∈ L p (Ω), i.e., λ = n, one generally needs m−n/p > 0 to achieve Hölder continuity. Thus a significant gain is achieved from the Morrey condition. And we will henceforth say that a function f is a Morrey class function on a domain Ω if it satisfies (1.1) with f replacing (∂/∂x) m u. Furthermore, we will say that these functions belong to the Morrey space L p,λ (Ω). Some what later, De Giorgi in [10] , gave an explicit example of a system of elliptic pde that could develop internal singularities provided the dimension of the underlying space exceeds two. This example, often quoted, shows that in the De Giorgi case. Then, soon after, Giusti-Miranda [16] followed with the u of (1.2) a solution of (1.3) with γ = 1, c = 1, d = 4/(n − 2), and
And more recently, Koshelev [18] has refined the De Giorgi example by showing that again (1.2) solves (1.3) with
Furthermore, Koshelev's example is extremal in a certain sense; see [8, Chapter 8] .
In this paper, we wish to revisit this question of the size of the singular set for such (higher order) systems, specifically the Meyers-Elcrat system [21] and then make some observations concerning some other nonlinear systems, e.g. the harmonic map system [8, 19] . But, the main point we wish to make here, is that a fundamental principal regarding the Morrey theory has gone unnoticed up to now: the Morrey condition can also be used to say something about weak solutions when one is operating below the continuity threshold, i.e., m − λ/p ≤ 0, 0 < λ ≤ n. Our results show that one can gain as much as n − λ off the apriori dimension estimates of the singular sets in the Morrey case vs. the Sobolev case. And thus with coefficients of the pde satisfying additional regularity -e.g. uniform continuity away from the singular set -then one achieves the so-called partial regularity: the singular set is relatively closed in Ω and the solution is regular in the compliment (say C α or even C ∞ , as in the harmonic map system case). As mentioned, our main study will be the Meyers-Elcrat system of 2m-th order quasilinear elliptic equations -given below. However, a comment about our methods should be given here. The underlying Morrey theory need comes from a series of papers by the authors [4, 6, 5, 7] , and in particular, from the estimates on the capacities associated with potentials of functions in the Morrey space L p,λ , i.e., Riesz potentials I α f (x) = |x−y| α−n f (y), where generally f has compact support, 0 < α < n, n ≥ 3, and the integral is taken with respect to the n-dimensional Lebesgue measure. This is a natural extension of the nonlinear potential theory of [3] where I α f plays a central role but for f ∈ L p = L p,n .
The results
One of the main reasons that makes the Meyers-Elcrat system distinctive is that every W m,p -solution u has a "reverse Hölder" exponent q > p, i.e., (∂/∂x) m u ∈ L q on Ω. This idea originated from the 2 nd order case treated earlier by Meyers [20] , but in this 1975 paper of Meyers-Elcrat, they rely on a device discovered by Ghering [12] for derivatives of quasi-conformal maps, a device that has since been made into a force in regularity theory for nonlinear elliptic equations by Giaquinta-Giusti [14] . Normally, however, one can not expect to get Hölder continuity from reverse Hölder, though an increase in integrability exponent of solutions often helps, i.e., u ∈ L r on Ω, for some r > np/(n − mp) = Sobolev exponent, mp < n. Thus, one generally gets Hölder continuity of solutions only when the reverse Hölder exponent q is sufficiently large and/or the Morrey exponent λ is sufficiently small. The Meyers-Elcrat system is:
where
is a Caratheodory function and
, a.e. on Ω;
Here, p ∈ (1, ∞), a 0 and M are positive constants, and
Our main result is:
m u| belongs to L p,λ (Ω) with λ = (m + n/q)p < n and consequently the singular set
has Hausdorff dimension ≤ np/q. Herep equals 1 or p, and Next, we notice that our methods can be applied to getting estimates of the singular sets for a class of minima for certain quadratic functionals. These functionals with summation convention take the form
Hölder coefficients :
where X Y stands for X ≤ cY for a constant c > 0. Our result is: 
Thus if J(·, ·) is the energy functional for harmonic maps into a compact Riemannian manifold with smooth coefficients, then the solutions (the minimizing harmonic maps) have only sets of isolated points as local singular sets.
Nevertheless, the result of Theorem 2.2 applies only to the so-called local or isolated singular sets because one cannot "localize" a singular set of a minimizing harmonic map that extend to the boundary of Ω (as in [17] -more about this below). This applies to the singularities that arise, for example, with energy minimizing maps that are independent of a variable: u(x, y) = x/|x| with (x, y) ∈ R 3 × R n−3 . Such a u is a minimizer for the harmonic map system with pde
with quadratic growth on the right side; see [19] . Now the fact that such solutions satisfy
is well known -it just follows from the "monotone inequality" for minimizing harmonic maps -see [13, Chapter IX] or [19] -because u is in fact a W 1,2 -solution. Thus one can achieve a singular set as large as dimension n − 3, the maximum allowable for minimizing harmonic maps. Hence for minimizing harmonic maps, all local or isolated singular sets consist of just isolated points, as in [17] .
Our final result again relates to minimizing harmonic maps and their singular sets. 
namely, we are saying that bounded singularities of u correspond to unbounded discontinuities of the 1-Riesz potential of the Hilbert-Schmidt norm | ∂/∂x u| of ∂/∂x u determined by:
These last results on minimizing harmonic maps are in sharp contrast to the singular set results that can occur in the Yamabe problem:
Here, it has been shown that the largest singular set one can have here, has dimension (n −2)/2 and this can be realized. And on the other hand one can also have local singular sets of the Cantor type along a line in the complement of where the solution is regular; see [23] . And these sets can have dimension positive and arbitrarily small! This can not happen for minimizing harmonic maps.
3. The proofs 3.1. Three definitions. We need concepts of the so-called Zorko space, Hausdorff capacity/dimension, and Morrey capacity.
Each Morrey space has its own capacity.
Definition 3.2. For a domain
where 1 E stands for the characteristic function of E.
According to [4, Theorem 5 .3], we know that if B r (x 0 ) ⊆ Ω converges to
Here and later on, X ≈ Y represents that there exists a constant c > 0
Hausdorff capacity of a set E ⊂ R n is defined via:
where the infimum is taken over all countable coverings of E by balls B r j (·).
Moreover, the Hausdorff dimension of E is decided by
Two lemmas. Our first lemma indicates that each Morrey space is actually embedded into the intersection of a family of the Zorko spaces:
The first inclusion of (3.1) follows from Definition 3.1. To validate the second inclusion in (3.1), via setting f = 0 outside Ω, we may assume that f is in
with Ω replaced by R n , and then f ǫ is the ǫ-mollifier of f , i.e.,
for some large finite
The analysis on Page 1649 of [4] gives that if 1 < p < λ/α and E ⊂ B R (x 0 ) ⊂ Ω then
Geometrically speaking, the last estimates are rough isocapacitary inequalities for the Morrey capacity and the Hausdorff capacity. But, they can be improved to the following Morrey-Hausdorff isocapacitary inequalities extending the well-known result for λ = n; see also [3] .
(ii) If 1 < p = λ/α and 0 < q ≤ 1, then there is a constant c > 0 such that
Proof. On the one hand, suppose ν is a non-negative Borel measure on
According to [5, Theorem 3.1] (cf.
[6]), we have:
(ii) If 1 < p = λ α and 0 < λ ≤ n, then there exists a constant c > 0 such that
On the other hand, [1, Corollary] tells us that under d ∈ (0, n], one has
where the "sup" is taken over all non-negative Borel measures ν on R n with
So, the above-recalled facts, plus the definition of C α (E; L p,λ (Ω)), derive the iso-capacitary estimates in Lemma 3.5.
3.3. One more theorem. The following singularity result for the Morrey potentials I α L p,λ (Ω) will be used later on.
Theorem 3.6.
Let Ω ⊂ R n be a bounded domain and f ∈ L p,λ (Ω).
Proof. First of all, for ǫ > 0 let f ǫ = φ ǫ * f be of the ǫ-mollifier of f ∈ L p,λ (Ω) and M denote the Hardy-Littlewood maximal operator.
Next, let us treat S 1 (I α f, Ω). For t > 0 set 
By the definition of C α ·; L p,µ (Ω) and the boundedness of M on L p,µ (cf. [9] ) with p > 1 and µ > λ, we get
whence finding (via letting ǫ → 0)
Since t > 0 is arbitrary, we obtain
This, along with Lemma 3.5(i), deduces
As a result, letting µ → λ, we find dim H S(I α f, Ω) ≤ λ − αp. In the last estimate, we have used λ > αp. Nevertheless, when λ = αp, we still have (3.2) with µ > λ, and thereby reaching dim H S(I α f, Ω) = 0.
Thirdly, we handle the case for T. Set d(x 0 , ∂Ω) be the distance of x 0 ∈ Ω to the boundary ∂Ω of Ω and
Consequently, there is a constant c > 0 such that
}.
A combined use of the definition of C α (·; L p,µ (Ω)), the boundedness of M on L p,µ and L p,λ and the easily-verified uniform boundedness of f → f ǫ on L p,µ (Ω) (cf. [25] ) gives
This plus Lemma 3.5 yields
Now, the above estimates yield the desired results for Σ 1 = S 1 ∪ T.
Proof of Theorem 2.1.
The part on q = ∞ follows readily from the argument for the case np/(n − mp) < q < ∞. So, it is enough to handle this last case. The result |D m u| ∈ L p,λ (Ω) with λ = (m + n/q)p < n follows from the estimate below:
To verify (3.3), we just use the test function ϕ = η mp u, where η(x) = ψ
x−x 0 r for which
This then gives
for 0 < k ≤ m and j < m with 0 ≤ l ≤ j. Then via the Young inequality
Now, applying the Gagliardo-Nirenberg inequality (see e.g. [11] ) gives
Next, we prove
To reach (3.4), let f = |D m u| and consider two cases below.
Case 1:p = p. Firstly, we establish the following estimate for µ ∈ (λ, n] and t > 0:
and so that the left side of (3.5) does not exceed
follows from [9] : the maximal function is a bounded operator on the Morrey spaces L (p+ǫ)/p,µ(p+ǫ)/p . But applying the reversed Hölder estimates for f from [21] , we get
. Thus the desired result (3.5) follows.
Secondly, we need the fact that any h ∈ C ∞ 0 (R n ) can be represented as ([2, Lemma 2]):
n/2 /Γ(n/2) is the volume of the boundary S n−1 of the unit ball B n of R n , Γ(·) is the usual Gamma function,
.., and
. So the representation formula (3.6) for the even orders can extend to u l via the density of
. Now, we use 0 < ǫ-mollifier f ǫ = φ ǫ * f of f to obtain that if t > 0 then
According to the definition of C m (·; L p,µ (Ω)) and (3.5), we have that if
. This last estimate, along with (3.1) of Lemma 3.4 ensuring
Thirdly, the T-part of Theorem 3.6 is used to give
Now, putting (3.7) and (3.8) together, we find
≤ np/q, and so (3.4).
Case 2:p = 1. Under this assumption, (3.4) follows from the above argument and Theorem 3.6 with λ = mp + np/q, α = m and p = p. 
According to [15] , there is a constant τ (independent of x 0 and t, r) such that t → Φ(t, τ, r, x 0 ) is an increasing function on the interval (0, 1). As a consequence, one has
This, along with the elliptic condition on A kl i j , implies |∇u| ∈ L 2,2 (B). Of course, the argument for Theorem 2.1 derives dim H (Σ 2 (u, B)) = 0.
Next, suppose Σ 2 (u, Ω) (which equals S 2 (u, Ω) since u is bounded) is contained properly in a ball B ⊂ Ω. Then dim H (Σ 2 (u, Ω)) = 0 follows from the above argument. Without loss of generality we may assume that B is just the unit ball B n . Since t → Φ(t, τ, 1, 0) =: Ψ(t) is an increasing function on (0, 1), according to [15, (15) ] one has (3.9)
In the above and below, dH n−1 stands for n − 1 dimensional Hausdorff measure.
is a sequence of points in Σ 2 (u, Ω), then this sequence has a subsequence, still denoted by {x ρ }, that converges to a point x 0 ∈ B n thanks to Σ 2 (u, Ω) ⋐ B n . For simplicity, set x 0 be just the center of B n , and r ρ = 2|x ρ | < 1. Then,û(x) = u(r ρ x) is a local minimizer of with c being a constant. Thus, I 1 (|Du|)(y) diverges atẑ = 0 which corresponds to y ∈ sing(u, B n ). We can clearly repeat this for any y ∈ sing(u, B n ). Thus (2.4) holds because I 1 (|Du|) is smooth otherwise, due to the known smoothness of |Du| off the sing(u, B n ). 
