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Abstract
Classical optical ow techniques were developed for computing virtual motion elds
between two images of the same scene, assuming conservation of intensity and a smooth-
ness of the ow eld. If these assumptions are dropped, such techniques can be adapted
to compute apparent ows between time snapshots of data that do not come from images,
even if these ows are turbulent and divergent, as in the case of ows representing complex
spatiotemporal dynamics. While imaging methods have been used to analyze dynamics in
experimental applications, they are only beginning to be applied to dynamics computa-
tions in settings outside the laboratory, for example in the analysis of species population
dynamics from satellite data. In this work we present a variational optical ow approach
based on the continuity equation and total variation regularization for computing the ow
elds between population densities generated from a two-species predator-prey model for
phyto- and zooplankton interactions. Given the time-varying vector elds produced from
the optical ow, computational methods from dynamical systems can be employed to study
pseudo-barriers present in the species interaction. This method allows to measure the mix-
ing of the species, as well as the transport of the populations throughout the domain.
Mathematics subject classication: 49N45, 49M99, 37M25, 65P99, 68T45.
Key words: Optical ow, Finite-time Lyapunov exponent, Mass transport, Data-driven
dynamical systems.
1. Introduction
Variational optical ow methods are used to compute dense vector elds describing apparent
motions between two adjacent images. The original optical ow algorithm, described by Horn
and Schunck in [20], was based on the assumptions of local conservation of intensity and of the
smoothness of the ow eld. These assumptions are appropriate when the ow between the
images is divergence-free, which is reasonable to assume for many rigid-body motions, particu-
larly when the surfaces being imaged are not highly reectant. The mathematical principle of
optical ow, however, can serve as motivation and be adapted to compute ow elds between
two dierent time snapshots of other kinds of data, even data that do not represent intensities
per se.
One of the primary reasons to be interested in computing ow elds from non-image data is
that in recent years new methods have been developed for analysis of dynamical systems from
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the vector elds that describe the mass transport of the system. One such technique is the use
of nite-time Lyapunov exponents (FTLE) [15] for discerning Lagrangian Coherent Structures
(LCS) [16] in a dynamical system. The main idea behind the LCS computation is that it
allows the detection and analysis of transport boundaries, describing a kind of time-varying
region segmentation based on the dynamics of the system. That is, the coherent structures
describe which regions of mass or density will ow together or mix in a system and which will
ow away from each other. In most such analyses, the ow elds are derived directly from a
system model using analytical techniques. In the absence of a model { or if the model used
does not suciently capture the true dynamics { it is necessary to generate the governing ow
eld directly from measurements. This has been done using imaging techniques, for example,
in particle image velocimetry (PIV) experiments [6,24], but not for many applications outside
of the laboratory. In particular, there is little work performing dynamics analysis directly from
remotely sensed data in a model-free environment. The ability to perform such analysis would
be particularly useful, since many dynamical systems are based on measured data with only
approximate supporting a priori models or without any supporting models at all. In this work
we adapt optical ow techniques to this end.
In order to demonstrate dynamics analysis using optical ow, we focus on a two-species
predator-prey system of two partial dierential equations in two unknown functions that model
how the spatial densities of two species of plankton evolve in time. Given the density of one
of the species at a particular time, optical ow techniques can be used to compute the virtual
ow of the population density to the next discrete time step. In such a case, the ows of the
densities are highly divergent and also have dynamic behavior not observed in classical optical
ow applications, so it is necessary to adapt the current optical ow algorithms to allow for
divergent ows and to capture dynamic structures such as vortices. The resulting ow elds are
then used to compute the FTLE eld for the ow as well as the density transport boundaries
and pseudo-boundaries.
In this work, we demonstrate dynamics analysis from optical ow by generating synthetic
data from a known model for plankton interactions. The model is used only for generating
the data, and the optical ow and dynamics analysis are performed directly on the resulting
densities, which are treated as measured data. This sample system is used to demonstrate the
technique and to show that, if the system data were measured, for example by hyperspectral
sensors, the dynamics could be computed directly from the measured intensities. Thus adapting
methods such as optical ow from imaging science and computer vision is an ideal approach for
analyzing the system dynamics, since such techniques can be generalized and applied directly
to measured data. The primary advances of this work are the adaptation of optical ow to
dynamical systems analysis for systems that are driven by data measured in an uncontrolled
environment and the development of a computational approach suited to this application. Thus
dynamics analysis which has previously been available only for systems with accurate models
or in controlled laboratory environments can now be performed on model-free systems that are
driven by data measured in uncontrolled environments.
In Section 2 the theoretical formulation of the variational optical ow approach is developed.
The background, theory, and computational details of the LCS methodology are outlined in
Section 3. Section 4 highlights the two-species predator-prey system for modeling phyto- and
zooplankton population densities over time. The optical ow is computed directly from the
generated data { and not from the model itself { serving as a test case for computing ow elds
in the absence of models. The apparent ow elds are thus computed directly using opticalAn Optical Flow Approach to Analyzing Species Density Dynamics and Transport 251
ow and the density dynamics are inferred from the resulting FTLE. The numerical techniques
for computing the optimal optical ow eld are presented in Section 5, and the results and
conclusions are presented in Sections 6 and 7, respectively.
2. Total Variation-Regularized Optical Flow
Given time-varying intensity data, I(x;y;t), on a spatial domain 
  R2, the original optical
ow method proposed by Horn and Schunck in [20] was to compute the ow eld w = hu;vi
that minimizes the energy
EHS(u;v) =
Z


(It + Ixu + Iyv)
2 dA + 
Z


jruj2 + jrvj2 dA; (2.1)
where  is the regularization parameter and subscripts indicate partial derivatives. The rst
term is a data delity, which enforces the local conservation of intensity for divergence-free ow
elds, and the second term is the regularization term, which ensures the smoothness of the
ow. Many algorithms have been developed since to relax these assumptions, particularly by
modifying the regularization term to capture the structure of non-smooth ows (see [1,4,23,
32{34] for a sample in what has become a vast literature).
More generally, a model for the underlying physical ow can be incorporated directly into
the optical ow formulation; a framework for this is given in [18]. Specically, we use an
alternate data delity based on the continuity equation from uid dynamics,
@I
@t
+ div(Iw) = It + Ixu + Iyv + Iux + Ivy = 0: (2.2)
This was proposed by Corpetti et al. in [7], and, although it has been theoretically justied
in only a few applications, the resulting optical ows have proven robust in many cases [8{10].
The resulting data delity is
Ed(u;v) =
Z


(It + Ixu + Iyv + Iux + Ivy)
2 dA: (2.3)
Note that in the case of divergence-free ows, i.e. div(w) = 0, this reduces to the data delity
of the Horn-Schunck algorithm, though the gradient of this functional does not reduce to the
gradient of the conservation of intensity functional resulting in dierent optimization algorithms
even when div(w) = 0. Just as in the case of local conservation of intensity, minimizing the
continuity equation-based energy is not well-posed, and the functional must be enhanced with
an appropriate regularization term.
Several dierent approaches have been developed for computing the optical ow of turbulent
ow elds, such as the Navier-Stokes approach of Doshi et al. in [11] and the self-similar
regularization approach of Heas, et al. in [19]. Past work for computing uid optical ows can
be found, for example in [2,3,21,25], and in each case, the ability to capture the structures
of vortices rests on extracting discontinuity information from the ow eld. It is well-known
that the regularizing of an energy functional with the total variation of the input function
results in solutions that are approximately piecewise constant and that the jump discontinuities
in the signal are enhanced (see [26,27] for the original formulation and e.g. [5] for a recent
and comprehensive overview of the use of total variation regularization in imaging). Thus we
regularize using the total variation of the components of the 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eld, and the optical 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energy is given by
E(u;v) =
Z


(It + Ixu + Iyv + Iux + Ivy)
2 dA + 
Z


jruj + jrvjdA: (2.4)
We minimize this energy by computing a solution to the associated approximate Euler-Lagrange
equations for u and v,
I (Itx + Ixxu + 2Ixux + Iyxv + Iyvx + Iuxx + Ixvy + Ivyx) =  

2
r 
ru
p
jruj2 + 
; (2.5)
I (Ity + Ixyu + Ixuy + Iyyv + 2Iyvy + Iyux + Iuxy + Ivyy) =  

2
r 
rv
p
jrvj2 + 
; (2.6)
respectively. On the right-hand side,  is a numerical regularization parameter resulting in
a dierentiable approximation to the total variation, and  is the theoretical regularization
parameter, which serves as a weighting between the data delity and regularization energies.
Direct minimization of (2.4) is also possible, using, for example, a hybrid lagged diusivity
xed point iteration [31].
3. Lagrangian Coherent Structures
In this section we present the background theory and computational details for computing
nite-time Lyapunov exponents and Lagrangian Coherent Structures for analyzing transport
and mixing in a dynamical system.
The study of LCS was introduced by Haller and Haller-Yuan [16] as a mathematical for-
malism based on the theory of Finite Time Lyapunov Exponents (FTLE) [14{16]. The LCS
are descriptive of nite-time attracting and repelling material surfaces and serve as nite-time
analogues of hyperbolic invariant manifolds, which have been classically used to study trans-
port in autonomous dynamical systems. The key point is that, given a vector eld describing
a nonautonomous dynamical system, the FTLE is a scalar eld whose ridges represent pseudo-
barriers across which transport is greatly hindered { a statement made formal by Shadden,
Lekien, and Marsden in [29] { which can be used to segment the phase space into regions of
related dynamical activity. This means that two particles starting in the same region of the
exponent eld will tend to ow together in time as the dynamical system evolves, whereas two
particles straddling a ridge in the eld { which corresponds to an LCS instability { will tend to
diverge exponentially in time.
For a steady ow, the coherent structures extracted from the FTLE eld approximate stable
and unstable invariant manifolds of a hyperbolic xed point, separating regions exhibiting
qualitatively dierent activities. The ux of particles across an LCS approaches zero as the
integration time for computation of the exponent eld becomes larger [28,29]. These analytical
tools allow us to quantify mixing in order to understand the dynamic mechanisms behind it.
Procedurally, the FTLE eld is computed at each point in the computational domain directly
from a vector eld describing the ow at the point, and the ridges are computed using standard
ridge regression techniques [14,16]. A scalar eld of values is computed for each initial condition
according to a deformation tensor corresponding to a specic time interval 0  t  T. In the
setting of a two-dimensional velocity eld on an invariant set M  R2, w = hu(x;y;t);v(x;y;t)i
is assumed to be an element of C2(
), and the ow is given by
dx
dt
= u(x;y;t) and
dy
dt
= v(x;y;t):An Optical Flow Approach to Analyzing Species Density Dynamics and Transport 253
The corresponding ow, mapping over an epoch T, may be written T : x(t) 7! x(t + T),
and the strain tensor of the velocity eld along the trajectory x(t) is given by the symmetric,
time-dependent, 2  2 matrix
JT =
dTx(t)
dx
dTx(t)
dx
; (3.1)
where  denotes the operator adjoint. It is assumed that on some nite time interval the
minimum and maximum eigenvalues, min and max, of JT satisfy the condition lnmin(T) <
0 < lnmax, which implies that there is compression in one direction and expansion in the
transverse direction along the trajectory. This type of trajectory of a time-dependent velocity
eld is referred to as a hyperbolic trajectory [35]. The notation
dTx(t)
dx describes the Jacobian
derivative matrix of the time-T ow mapping from which
 


dTx(t)
dx
 


2
= max(T) (3.2)
denes the spectral norm of the Jacobian. The FTLE, which represents the maximum stretching
at the point x(t) along the trajectory with duration time T, is given by
T(x(t)) =
1
jTj
ln
p
max(T): (3.3)
Repelling and attracting LCS are dened according to [14,29] as the maximum ridges of FTLE
computed in forward time (T > 0) and backward time (T < 0), respectively. Further, the
ux integral of Shadden, Lekien, and Marsden [29] describes the transport across these pseudo-
barriers and further the convergence to true barriers as T ! 1.
4. Predator-Prey Model
A standard model describing the spatial population densities of interacting phyto- and zoo-
plankton was proposed by Medvinski et al. in [22]. Given a xed spatial domain 
, the
functions P(x;y;t) and Z(x;y;t) determine the population densities of the phyto- and zoo-
plankton, respectively, at point (x;y) and time t, and, given appropriate initial conditions, the
time evolution of the densities is given by the system
Pt = 4P + P(1   P) +
PZ
P + h
; Zt = 4Z +
kPZ
P + h
  mZ; (4.1)
where m, k, and h are model parameters. This model illustrates a complex spatio-temporal
dynamical system derived from the ecology of the interacting plankton, and the ow and trans-
port properties of the density elds P and Z can be computed and analyzed using nite-time
Lyapunov exponents, given vector elds describing the ows. Since the resulting functions rep-
resent densities, they can be measured as intensities by hyperspectral sensors. For example,
phytoplankton densities can be inferred directly from chlorophyll measurements in the infrared
spectrum. Thus the optical ow techniques described above can be used to compute the appar-
ent density ows over time. The important point here is that the methods described in Section
2 are appropriate for computing the apparent ow directly from densities themselves. Thus the
model is used only for generating the synthetic data, and our computations and analysis are
performed directly on the data itself, without any analytic contribution by the model. Given
the optical ow elds, the FLTE-LCS analysis described in Section 3 can be used to discuss254 A. LUTTMAN, E. BOLLT AND J. HOLLOWAY
the mixing of the populations over time. Intuitively, if the phytoplankton population increases,
one would expect the zooplankton population to increase as well, and visa versa, but the spa-
tiotemporal interactions are more complicated. The coherent structures computed from the
FTLE eld are designed specically to describe this interaction.
The model (4.1) is used as a benchmark data set. Given an initial population density state
(i.e. initial condition to (4.1)), the system is integrated forward in time, yielding the time-
evolution of the species population densities. These densities are taken as \measured data,"
and from this data the ow properties of the populations are inferred and the interactions of
the populations are computed.
5. Numerical Implementation for Optical Flow
Given the measured data, the optical ow must be computed from the densities. The
nonlinearity of Equations (2.5) and (2.6) due to the total variation terms in the energy (2.4)
suggests that directly solving the Euler-Lagrange equations is impractical. Thus a gradient
descent approach is used, computing the steady-state solution to the equations
@u
@
=I

Itx + Ixxu + 2Ixux + Iyxv + Iyvx + Iuxx + Ixvy + Ivyx

+

2
r 
ru
p
jruj2 + 
; (5.1)
@v
@
=I

Ity + Ixyu + Ixuy + Iyyv + 2Iyvy + Iyux + Iuxy + Ivyy

+

2
r 
rv
p
jrvj2 + 
; (5.2)
where  is an articial time parameter of the descent (and t is the true time in the system
evolution). We solve the equations using an explicit time-discretization and nite-dierence
approximations to the derivatives, assuming a zero normal derivative on the boundary. A
general framework for this kind of formulation can be found in Weickert, et al. [32]. Given that
the spatial grid for image data is xed, it is necessary to use a suciently small time step in 
to maintain numerical stability, resulting in relatively slow convergence. A line search can be
used at each iteration to adaptively select the time step, speeding up the convergence rate, but
that is not done for the numerical experiments shown below.
Given the fact that image data has a xed resolution, the spatial grid cannot be rened to
improve the approximation given by the selected nite dierence scheme. For this reason, we
choose the approximations
ux 
1
12
( ui;j+2 + 8ui;j+1   8ui;j 1 + ui;j 2);
uxx 
1
12
(ui;j+2   16ui;j+1 + 30ui;j   16ui;j 1 + ui;j 2);
uxy 
1
4
(ui 1;j 1   ui 1;j+1   ui+1;j 1 + ui+1;j+1); (5.3)
with y derivatives computed similarly. The approximation to the mixed partial derivative is a
second-order approximation, but the other two approximations are fourth-order. Note that we
use standard matrix notation, i.e. x derivatives correspond to changes between columns and
y derivatives to changes between rows. The spatial step sizes, x and y, are both taken to
be 1, since the data exists on a regular rectangular grid, which can interpreted as if it were
an image grid. In the examples shown below, the grid is 151  451, but, as will be described
below, the computation is only sensitive to mesh size in the sense that too coarse a grid { with
a paucity of data { results in poor ow eld reconstructions.An Optical Flow Approach to Analyzing Species Density Dynamics and Transport 255
There are several techniques that can be employed to compute the optimal regularization
parameter , which balances the minimization between delity to the measured data and the
imposed regularity assumption. The discrepancy principle is the most mathematically rigorous
but requires an a priori estimate on the input errors, which one typically does not have in
applications. (See [12] for a general explanation of the discrepancy principle for inverse problems
related to imaging.) Other possible methods are the L-curve method (see e.g. [17, 30]) or
Generalized Cross Validation (see [13]), both of which are common in practice but lack universal
mathematical justication. Optical ow computations are generally not sensitive to the choice
of , so in all experiments below we take  = 10 6. We also choose  = 10 6 for numerical
regularization.
6. Results
Given the system (4.1) and an initial density state, the population densities are integrated
forward in time, and the initial transient dynamics are allowed to expire. The left-hand column
of Fig. 6.1 shows two time snapshots of the phytoplankton density; brighter regions correspond
to higher density. The image at the bottom of the left column is the computed optical ow
between the two images (where ow directions have been plotted only for suciently large
magnitudes).
Fig. 6.1. Left{Phytoplankton Density at Two Adjacent Times and Computed Density Flow. A closeup
of the boxed region can be seen in Fig. 6.2. Right{Zooplankton Density at Same Times and Computed
Density Flow. The grid is 151  451 for all images in this section, unless otherwise specied.
Fig. 6.2 shows a closeup of the region boxed in Fig. 6.1. The computed vector eld shows
that the density is evolving outward, resulting in an apparent spiral of the phytoplankton
population density.
The brightest regions of the two density images correspond to regions of highest popula-
tion density, and notice that the ows of highest intensity correspond directly to the regions
of highest density. Since the mass ow is proportional to the mass times the velocity, this
implies that the highest mass transport occurs where there is the highest mass. The right-hand256 A. LUTTMAN, E. BOLLT AND J. HOLLOWAY
Fig. 6.2. Zoomed-in region of phytoplankton density ow, as highlighted in Fig. 6.1. Notice that
the ow direction is radially outward along the spiral, which reects the transport of the plankton
population.
column of Fig. 6.1 shows the same time snapshots for the zooplankton density, as well as the
corresponding ow. Again note that the highest densities correspond to the regions where the
ow has largest magnitude.
It is important to note that the Continuity-TV algorithm (2.4) performs well for this appli-
cation, in that the highest ows computed correspond precisely to the regions of highest density,
which do in fact represent the largest mass transport in the system. Classical optical ow tech-
niques, though essentially able to capture the dynamic structures in such a system, compute
the highest ows in regions where the density gradient is highest, thus failing to capture the
fact that large regions of high density may correspond to high ow.
In Fig. 6.4, the zooplankton ow corresponding to the densities on the right in Fig. 6.1 has
been computed using the Horn-Schunck method (left). The Horn-Schunck technique captures
only the outlines of the dynamic structures, i.e. the wave front and back, incorrectly producing
Fig. 6.3. Left{Phytoplankton Density at Two Adjacent Times Later in the System Evolution and
Computed Density Flow. Right{Zooplankton Density at Same Times and Computed Density FlowAn Optical Flow Approach to Analyzing Species Density Dynamics and Transport 257
the light \trenches" of little to no ow in between. The results on the right in Fig. 6.4 were
computed with a data delity that enforces conservation of intensity with a non-quadratic
penalization and a ow driven anisotropic regularization (delity M3 and regularizer S5 in [32]).
This method slightly outperforms the Horn-Schunck method and captures the main dynamic
structures, but it also fails to compute the ow between wave fronts and wave backs, producing
the incorrect trenches similar to those produced by Horn-Schunck.
In Fig. 6.3, two more time snapshots { later in the system evolution { are shown for the
phytoplankton density and ow (left) and the zooplankton density and ow (right). Notice
once again that the regions of highest density are correctly captured as being those of largest
ow.
Fig. 6.5 reveals the FTLE elds for the phytoplankton (left) and zooplankton (right).
On the right, the sources (dark) and sink (bright) reveal simple dynamics corresponding to
two-dimensional unstable and stable manifolds. In this case there are no substantive pseudo-
boundaries to the transport of the population in time. This makes sense, as the zooplankton
are the predators, and there is no external force hindering their movement through the spatial
domain. The phytoplankton FTLE, however, reveals a Lagrangian Coherent Structure as the
ridge line that sweeps across on the left in Fig. 6.5. This corresponds to a time-dependent
structure that essentially \pumps" the species through the domain as the spiral solutions spin.
Such dynamics are not clear directly from the data, and performing the ow-based analysis is
essential to computing such behavior in a dynamical system.
6.1. Sensitivity of Results to Grid Size
In Section 5, it was noted that the results are not particularly sensitive to the mesh size,
except that too coarse a grid provides insucient data for an accurate ow eld reconstruction.
Fig. 6.4. Density Flow Between First Time Snapshots of Zooplankton, Computed Using (left) Horn-
Schunck and (right) a Nonquadratic-Penalized Conservation of Intensity with Anisotropic Regulariza-
tion (Weickert et al, [32], delity M3 and regularization S5). Note the gap in the center of the primary
ow in each of these, indicating that there is little ow, which is clearly not the case. The central ow
is correctly captured as the most intense part of the ow using the algorithm proposed here, as seen in
the lower right of Fig. 6.1.
Fig. 6.5. LCS Results for Phytoplankton (left) and Zooplankton (right). A Lagrangian Coherent
Structure in the phytoplankton dynamics is shown as the ridge line across the middle of the image. For
the zooplankton, stable and unstable manifolds are shown, corresponding to the sources and sinks.258 A. LUTTMAN, E. BOLLT AND J. HOLLOWAY
In Fig. 6.6, we show the results of the ow computation for the zooplankton density, using four
dierent spatial scales (image (a) being computed from the highest resolution f141  201 grid
cellsg, with images (b), (c), and (d) in dyadically decreasing resolutions). The four images are
zoomed in a small region of the population, in order to better see how the ow reconstructions
relate. It is readily seen that the three highest resolutions show essentially the same ow
structures, whereas the smallest resolution is too coarse to contain the ow information.
In order to quantify this comparison, we use the highest resolution as a baseline computation,
and we compare the angles of the ow vectors in each of the lower resolution computations to
the angles computed from the correspondingly subsampled highest resolution. Thus, for each
ow vector at a lower resolution, we compute the angle between that vector and its counterpart
in the highest resolution. This deviation is the angular error associated with the change in grid
size, and it essentially measures dierence between subsampling the data and computing the
ow versus computing the ow and subsampling the data. The median errors for each of the
three lower resolutions are shown in Table 6.1, and the point of interest is that the median
angular error does not monotonically increase with decreasing resolution.
Table 6.1: Median angular error between ow vectors computed from low resolution data and ow
vectors subsampled from highest resolution data. The error for Resolution (a) is 0
, because that is
the highest resolution computation, which is used as the baseline comparison for the other resolutions.
Thus Resolution (a) compared to Resolution (a) will naturally result in no error. Note that decreasing
the resolution does not monotonically increase the median angular error.
Resolution (a) Resolution (b) Resolution (c) Resolution (d)
Median Angular Error 0 1:0206 1:9249 1:0231
(a) (b)
(c) (d)
Fig. 6.6. Zooplankton ow computed from four dierent resolutions. Image (a) is the highest, with
(b), (c), and (d) sequentially decreasing in resolution vertically and horizontally by a factor of 2. In
each case, only the ow vectors whose magnitude is larger than twice the mean magnitude (over the
entire spatial domain) are shown. As can be seen, the rst three images show that the ow dynamics
captured are essentially the same. It is not clear that the lowest resolution { shown in image (d) { also
captures the ow, but in fact it does (see Fig. 6.7).An Optical Flow Approach to Analyzing Species Density Dynamics and Transport 259
(b) (c)
(d)
Fig. 6.7. Histogram of angular errors for grid resolutions (b), (c), and (d), using the highest resolution
as the baseline. For each ow vector at the lower resolutions, the angle between that vector and the
corresponding ow vector in the highest resolution is computed. This is the angular error. In each
case, a very large majority of ow vectors at the lower resolutions deviate only small amounts from
their counterparts at the highest resolution. Note that the distribution does not change signicantly as
the resolution decreases. There is no histogram for Resolution (a), since Resolution (a) is the baseline
for comparison.
In Fig. 6.7, we show the angular error histograms for each of the three lower resolutions,
compared to the highest resolution. The distribution of angular errors does not skew with
decreasing resolution, which shows that even the lowest resolution for this case (which is 1826
grid cells) is capturing the same dynamics as the highest resolution. This was not evident in
Fig. 6.6.
Essentially, the moral of this story is that the ow computation is not sensitive to the grid
resolution, up to the scale of the ow dynamics.
7. Conclusions
Optical ow techniques can be adapted to allow for divergent ow and to capture dynamic
structures such as vortices, and such hybrid techniques are applicable for computing ow elds
between time snapshots of many dierent kinds of data, including intensity data (e.g. images)
but also density data, such as that produced by dynamical systems with complex spatiotem-
poral dynamics. The dynamics of these systems can then be quantied and analyzed using
computational techniques that are normally applied to systems described analytically. In this
work we have presented a variational optical ow technique well-suited to capturing the dy-260 A. LUTTMAN, E. BOLLT AND J. HOLLOWAY
namics in a system driven by the data itself, as well as the corresponding results for a specic
predator-prey system.
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