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Resumen
La finalidad de esta tesis es contribuir al esfuerzo que han iniciado otros investigadores
con el objetivo de construir y reforzar el edificio cient´ıfico del Paradigma de Wheeler. Este
paradigma tiene como propo´sito reescribir algunas a´reas de las ciencias desde el punto
de vista de la teor´ıa matema´tica de la informacio´n. Para cumplir este objetivo, trabajo
en un a´rea interdisciplinaria entre teor´ıa de la informacio´n, meca´nica estad´ıstica, f´ısica
semi-cla´sica, sistemas no lineales, meca´nica cua´ntica y astrof´ısica.
En particular, me enfoco en el estudio de la entrop´ıa de Tsallis aplicada a ecuaciones
no lineales cua´nticas y algunos aspectos de gravitacio´n como fuerzas entro´picas y meca´nica
estad´ıstica de sistemas autogravitantes. Respecto al primer tema, analizo exhaustivamente
un tratamiento perturbativo de primer orden (en q ∼ 1) de las ecuaciones diferenciales par-
ciales de q-Schro¨dinger y q-Klein-Gordon. Muestro que, para pequen˜os valores de q−1, la
aproximacio´n es bastante buena. E´sto es de relevancia en f´ısica porque esos valores de q son
los relevantes en el rango de energ´ıas de intere´s para f´ısica de altas e intermedias energ´ıas.
Tambie´n exploro desarrollos de las ecuaciones de q-Schro¨dinger de variables separadas y
de la funcio´n q-Gaussiana.
A su vez, desarrollo un conjunto de estados q-Gamow para los cuales la distribucio´n
de q-Breit-Wigner asociada podr´ıa ser encontrada fa´cilmente a energ´ıas intermedias, para
las cuales existen aceleradores de part´ıculas. En tales experimentos nunca se detecta una
Gaussiana pura, sino una q-Gaussiana.
Sobre el segundo tema, estudio la fenomenolog´ıa de curvas en el espacio de fases en
el marco de la teor´ıa de Tsallis. Desarrollo una q-entrop´ıa de camino para la cual uno
puede calcular un mecanismo de fuerza entro´pica capaz de imitar algunos aspectos de
cromodina´mica cua´ntica en una manera cla´sica. Trabajo tanto con la fuerza entro´pica
unidimensional como con su generalizacio´n a n dimensiones. E´sto une diferentes pero im-
portantes conceptos en f´ısica: fuerza entro´pica, entrop´ıa a lo largo de una curva, estad´ıstica
de Tsallis y gravedad emergente. Es interesante que, a pesar que la dimensionalidad es
muy importante en gravitacio´n, con lo que respecta a curvas en el espacio de fases, cua-
litativamente sus propiedades son intr´ınsecas a la curva, no importa en que espacio esta´
sumergida.
Presento un tratamiento novedoso de las divergencias de la funcio´n de particio´n de la
gravedad Newtoniana via regularizacio´n dimensional en ambos escenarios: Tsallis (ya que
los sistemas autogravitantes son altamente no extensivos) y el usual de Boltzmann-Gibbs.
Muestro que existe una cota en la temperatura y que el calor espec´ıfico negativo emerge
naturalmente en ambos escenarios.
xvii
xviii Resumen
Para ilustrar el alcance de esta te´cnica desarrollo un modelo de una galaxia de disco
con un agujero negro supermasivo en el centro. Se obtienen resultados interesantes y
coherentes: i-una cota ma´xima para la temperatura, ii-el calor espec´ıfico es negativo, iii-el
l´ımite del calor espec´ıfico cuando la masa del agujero negro tiende a cero es la de un gas
autogravitante ideal, iv-la tercera ley de la termodina´mica es violada, y v-la cata´strofe
gravote´rmica es evitada si el nu´mero de constituyentes del halo que rodea a la galaxia es
menor o igual que el nu´mero de estrellas en e´sta.
Finalmente, propongo una nueva entrop´ıa de Tsallis libre de polos, obtenida a partir de
desarrollos alrededor de q = 1. Adema´s, muestro que nuestro tratamiento en compatible
con datos existentes de la capa de ozono.
Palabras clave: No extensividad, meca´nica estad´ıstica, gravitacio´n, sistemas cua´nticos,
teor´ıa de la informacio´n, sistemas no lineales, sistemas complejos
Parte I
Fundamentos Teo´ricos
1

Cap´ıtulo 1
Introduccio´n
“Ludwig Boltzmann, who spent much of his life studying statistical mechanics, died in
1906, by his own hand. Paul Ehrenfest, carrying on the work, died similarly in 1933.
Now it is our turn to study statistical mechanics.
Perhaps it will be wise to approach the subject cautiously.”
David L. Goodstein, States of Matter, 1975
Comienzo este cap´ıtulo poniendo al lector en contexto mediante una breve introduccio´n
histo´rica de la meca´nica estad´ıstica. Aprovechare´ esto para definir algunos conceptos claves
de esta rama de la f´ısica. Luego, describo las motivaciones para estudiar la meca´nica
estad´ıstica no extensiva y sus consecuencias en diversos sistemas f´ısicos como ecuaciones
cua´nticas no lineales y gravitacio´n. Finalmente, hablo sobre la estructura de esta tesis.
1.1. Poniendo en contexto: un poco de historia
Uno podr´ıa definir la meca´nica estad´ıstica como la ciencia de describir propiedades
macrosco´picas de un sistema compuesto por muchos constituyentes estudiando el compor-
tamiento e interacciones entre ellos [8]. Esto significa que la meca´nica estad´ıstica es un
nexo entre los mundos microsco´picos y macrosco´picos, entre meca´nica cua´ntica y termo-
dina´mica, por ejemplo. La conexio´n no solo es conceptual sino tambie´n temporal, ya que se
puede reconocer a la meca´nica estad´ıstica como la primer teor´ıa que acepto´ completamente
el hecho de que la materia esta´ compuesta por part´ıculas microsco´picas, permitiendo el
nacimiento de la meca´nica cua´ntica ma´s tarde. De hecho, se cree que una de las causas
del suicidio de Boltzmann es el bajo reconocimiento acade´mico a sus ideas.
El antecedente histo´rico de la meca´nica estad´ıstica es, por supuesto, la termodina´mica.
El trabajo de Carnot es usualmente citado como el comienzo de la termodina´mica como
una ciencia formal. En e´l, se pueden encontrar algunas ideas relacionadas a lo que ahora
llamamos segunda ley de la termodina´mica [9]. Una presentacio´n ma´s sistema´tica de la ter-
modina´mica fue realizada por Clausius, quien presenta la segunda ley de la termodina´mica
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en una manera completa y formal e introduce el concepto clave de la presente tesis: en-
trop´ıa [10]. Pero la termodina´mica no se preocupa por la estructura de los sistemas que
estudia y sus conceptos centrales, energ´ıa interna y entrop´ıa, quedan conceptualmente no
claros.
El esclarecimiento del significado de esos conceptos tuvieron que esperar hasta la apa-
ricio´n de la meca´nica estad´ıstica. A partir de hipo´tesis muy simples, Maxwell introduce la
idea de distribucio´n estad´ıstica de velocidades y obtiene para ella una distribucio´n Gaus-
siana [11]. La idea que propiedades macrosco´picas de un sistema pueden ser explicadas
por sus constituyentes microsco´picos y las leyes dina´micas que los gobiernan era comple-
tamente hipote´tica en ese momento. Atra´ıdo por esas ideas, Boltzmann deduce la segunda
ley de la termodina´mica desde el enfoque estad´ıstico de Maxwell [12].
Desde entonces, Boltzmann profundiza en sus ideas estad´ısticas, intentando un enfoque
completamente probabil´ıstico. Este nuevo enfoque consiste en definir, por un lado, un
microestado como cada posible forma de distribuir la energ´ıa total de un sistema entre
sus constituyentes, un microestado esta´ definido (cla´sicamente) especificando la posicio´n
qi y momento pi de cada part´ıcula: {qi, pi, i = 1, . . . , 3N} donde N es el nu´mero de
part´ıculas. O, ma´s generalmente, describiendo cada grado de libertad de su constituyentes.
Los microestados son descritos por un gran nu´mero de variables.
Por otro lado, un macroestado es el estado termodina´mico de un sistema, descrito por
su temperatura, presio´n, nu´mero de part´ıculas, etc., es decir, por un nu´mero relativamente
bajo de variables. Cada macroestado tiene varios microestados correspondientes, ya que
el sistema puede estar en diferentes configuraciones que conduzcan a la misma descripcio´n
macrosco´pica.
El espacio eucl´ıdeo qi×. . .×pi es llamado espacio de fases, por lo que un microestado
esta´ representado por un punto en este espacio. El hamiltoniano H = H(qi, pi) describe
una hipersuperficie en el espacio de fases.
Estos esfuerzos conducen a Boltzmann a su famosa fo´rmula S = kB lnW , donde S
es la entrop´ıa, W el nu´mero de configuraciones posibles y kB la ahora llamada constante
de Boltzmann. A priori no sabemos en que microestado esta´ el sistema as´ı que le aso-
ciamos una probabilidad a cada uno. La expresio´n de la entrop´ıa de Boltzmann surge de
la hipo´tesis que cada microestado es igualmente probable. Esta es una definicio´n comple-
tamente probabil´ıstica de entrop´ıa y la segunda ley de la termodina´mica es cierta en un
sentido estad´ıstico: todo sistema evoluciona al estado de equilibrio porque es el estado ma´s
probable, esto es, que ma´s microestados correspondientes tiene. Se puede ver ya en que
direccio´n esta ciencia evoluciona.
Un avance significativo en esta direccio´n fue hecho por Gibbs, quien enfatizo´ el uso de
colectivos “generalizados” y desarrollo´ esquemas que, en principio, nos permite calcular
un conjunto completo de cantidades termodina´micas de un dado sistema a partir pura-
mente de las propiedades de sus constituyentes microsco´picos [13]. Consideremos que cada
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microestado tiene asociada una distribucio´n de probabilidad ρ(qi, . . . , pi, . . .). El enfoque
de colectivo de Gibbs nos permite definir una expresio´n ma´s general de entrop´ıa, que en
un marco cla´sico es:
S = −kB
∫
ρ ln ρ dpi . . . dqi . . . (1.1)
Recientemente, la meca´nica estad´ıstica ha experimentado una gran expansio´n a otras
a´reas de la f´ısica y ma´s alla´: economı´a, biof´ısica, sistemas sociales, neurociencias, etc. De
hecho, las leyes de la meca´nica estad´ıstica y sus herramientas son a menudo independien-
tes de la naturaleza del sistema y sus constituyentes. Podemos considerar, por ejemplo,
un gas, l´ıquido o so´lido como un conjunto de mole´culas cada uno con sus interacciones,
un la´ser como un conjunto de fotones, pero tambie´n una galaxia como un conjunto de
estrellas interactuando a trave´s de gravitacio´n, una red neuronal como un conjunto de
neuronas intercambiando pulsos ele´ctricos, la economı´a como un conjunto de agentes que
intercambian dinero o el tra´fico como veh´ıculos con sus interacciones.
Pero no esta´ claro si la entrop´ıa de Gibbs (1.1) es la mejor medida para cuantificar estos
sistemas, generalmente llamados sistemas complejos, debido a que no cumplen todas
las hipo´tesis de la meca´nica estad´ıstica tradicional. Por ello, diversas medidas entro´picas
(algunas vienen de la Teor´ıa de la Informacio´n) han sido propuestas como mostrare´ en el
siguiente cap´ıtulo.
1.2. Motivaciones
Esta tesis esta´ enfocada en el objetivo de continuar con el esfuerzo que otros han
iniciado a fin de construir y reforzar el edificio cient´ıfico del Paradigma de Wheeler. Es-
te paradigma tiene como propo´sito reescribir algunas a´reas de la ciencia desde el punto
de vista de la Teor´ıa de la Informacio´n. Para alcanzar ese objetivo, trabajo en un a´rea
interdisciplinaria entre teor´ıa de la informacio´n, meca´nica estad´ıstica, f´ısica semicla´sica,
sistemas no lineales, meca´nica cua´ntica y astrof´ısica. ¿Porque´ tales temas? Por un lado
la f´ısica semicla´sica es un a´rea de gran actividad porque es apropiada para estudiar sis-
temas mesosco´picos. Por otro lado, a pesar de que la meca´nica cua´ntica es considerada
por gran parte de la comunidad cient´ıfica como una teor´ıa fundamental de la f´ısica, otra
parte afirma que deber´ıa existir una teor´ıa ma´s fundamental. Esto podr´ıa ser posible si
encontramos algunos aspectos de la f´ısica semicla´sica que no tienen un l´ımite cua´ntico. El
estudio de medidas alternativas de informacio´n tiene aplicaciones tecnolo´gicas pero tam-
bie´n involucra aspectos ba´sicos de la ciencia que exploro en esta tesis. La investigacio´n en
sistemas no lineales, que tiene aplicaciones en distintas ramas de las ciencias como f´ısica,
biolog´ıa, qu´ımica, meteorolog´ıa, etc., esta´n conectadas al estudio de medidas alternativas
de informacio´n. En particular, me enfoco en la entrop´ıa de Tsallis aplicada a ecuaciones
cua´nticas no lineales y a gravitacio´n.
Luego de ma´s de 140 an˜os de impresionante e´xito no hay duda que la entrop´ıa de
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Boltzmann-Gibbs (BG) es la apropiada para ser usada en una amplia e importante clase de
sistemas f´ısicos, ba´sicamente aquellos que son ergo´dicos y esta´n en equilibrio. Sin embargo,
existen muchos sistemas f´ısicos complejos que no cumplen esas hipo´tesis, t´ıpicos ejemplos
son aquellos en los que la dina´mica es cao´tica, tienen sensibilidad a condiciones iniciales,
memoria o sus interacciones son de largo alcance.
A fin de describir tales sistemas, una forma de meca´nica estad´ıstica generalizada ha
sido propuesta usando entrop´ıa no aditiva. En las u´ltimas de´cadas, el nuevo formalismo
ha tenido una amplia variedad de aplicaciones exitosas en f´ısica y otras ciencias. Hare´
especial e´nfasis en la aplicacio´n de la entrop´ıa de Tsallis en ecuaciones cua´nticas no lineales
y algunos aspectos de gravitacio´n como fuerzas entro´picas y la meca´nica estad´ıstica de
sistemas autogravitantes. Estos u´ltimos sistemas tienen como principal caracter´ıstica la
interaccio´n gravitatoria (de largo alcance) entre sus componentes. Esto lleva a interesantes
efectos todav´ıa no entendidos completamente como calor espec´ıfico negativo y la cata´strofe
gravote´rmica.
Mencione´ que hay sistemas que no cumplen las hipo´tesis de la meca´nica estad´ıstica o
termodina´mica y, por lo tanto, sus me´todos y conceptos tienen que ser modificados a fin de
ser u´tiles para explicar feno´menos complejos. El conocimiento de los l´ımites de validez de
una teor´ıa es muy importante. Algunos libros y autores, especialistas en el campo, hacen
mencio´n de esto. Por ejemplo, Brian Cowan dice en su libro (Topics in Statistical Physics,
[8]):
“Como he argumentado, la termodina´mica trata con el comportamiento de sistemas
“grandes” y generalmente, para ellos, los efectos de taman˜o finito no son de intere´s. Por
lo tanto, a menos que uno este´ preocupado espec´ıficamente con feno´menos de superficie,
es sensato concentrarse en sistemas que son lo suficientemente grandes para que la con-
tribucio´n de la superficie a la energ´ıa sea despreciable comparada con la contribucio´n del
volumen. Esto es posible porque la interaccio´n de los a´tomos es suficientemente corta.
En general, se consideran propiedades en el l´ımite N → ∞, V → ∞ mientras N/V es
constante. Este es el llamado l´ımite termodina´mico. Deber´ıa ser manifiesto que la verda-
dera extensividad de una cantidad como energ´ıa surge so´lo en el l´ımite termodina´mico.
[La gravedad es una fuerza de largo alcance. Es evidente que la energ´ıa gravitatoria no es
verdaderamente extensiva . . . Esta no extensividad crea serias dificultades cuando se trata
la termodina´mica estad´ıstica de sistemas gravitatorios. Una generalizacio´n de la definicio´n
de entrop´ıa para acomodarse a sistemas no extensivos fue propuesta por Tsallis en 1989.]”
Tambie´n algunos f´ısicos muy famosos han hablado sobre esto, como Enrico Fermi en
Thermodynamics, (1938) [14]
“La entrop´ıa de un sistema compuesto de varias partes es, a menudo, igual a la suma de
las entrop´ıas de las partes. Esto es cierto si la energ´ıa del sistema es la suma de las energ´ıas
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de todas las partes y si el trabajo hecho por el sistema durante una transformacio´n es igual a
la suma de las cantidades de trabajo hecha por todas las partes. Notar que esas condiciones
no son tan obvias y, en algunos casos, pueden no ser cumplidas. Entonces, por ejemplo,
en el caso de un sistema compuesto por dos sustancia homoge´neas, sera´ posible expresar
la energ´ıa como la suma de las energ´ıas de dos sustancias solo si podemos despreciar la
energ´ıa de superficie de ambas sustancias donde esta´n en contacto. La energ´ıa de superficie
puede generalmente ser despreciada si las sustancias no esta´n finamente subdivididas; en
otro caso, pueden jugar un rol considerable.”
Y Gibbs en su Elementary Principles on “Statistical Mechanics” [13]:
“Al tratar la distribucio´n cano´nica, siempre supondremos que la integral mu´ltiple (la
funcio´n de particio´n) tiene un valor finito... Excluyendo, por ejemplo, casos en los cuales
el sistema o partes de e´l pueden ser distribuidos en espacio ilimitados... Tambie´n excluye
muchos casos en los que la energ´ıa puede decrecer sin l´ımites, como cuando el sistema
contiene materia que se atrae entre s´ı inversamente al cuadrado de su distancia.”
Como podemos ver, una de las limitaciones de la meca´ninca estad´ıstica esta´ndar es
que no es capaz de tratar con sistemas gravitatorios, o en general, con interacciones de
largo alcance, porque el sistema, por definicio´n, es no extensivo. Luego, si uno quiere
estudiar agujeros negros, galaxias, estrellas, clusters, etc., la meca´nica estad´ıstica usual no
puede explicar sus propiedades. Otros sistemas son no ergo´dicos (recuerde que la hipo´tesis
ergo´dica es una pieza fundamental de la meca´nica estad´ıstica) o esta´n fuera del equilibrio.
Por esto, el objetivo de mi tesis es contribuir al entendimiento de la no extensividad
en meca´nica estad´ıstica, f´ısica cua´ntica, y su relacio´n con otras a´reas de las ciencias como
astrof´ısica y sistemas complejos.
1.3. Co´mo esta´ organizada esta tesis
Organice´ la presente tesis en tres partes. En la primera, compuesta por el presente
cap´ıtulo y el siguiente, presento los antecedentes del trabajo. Aqu´ı defino los conceptos
que voy a utilizar en las otras partes. Primero hago un breve repaso de conceptos y
metodolog´ıas de meca´nica estad´ıstica y teor´ıa de la informacio´n, como maximizacio´n de
entrop´ıa bajo restricciones, colectivos, funcio´n de particio´n, espacio de fases, etc. Luego
hablo sobre los conceptos de fuerza entro´pica y entrop´ıa de camino. Una parte importante
del cap´ıtulo 2 es sobre meca´nica estad´ıstica no extensiva, sus conceptos y mecanismos.
Finalmente defino sistemas autogravitantes y explico porque´ es interesante su estudio.
La segunda parte esta´ compuesta por mis contribuciones originales, que esta´n en los
cap´ıtulos 3 a 11. En el cap´ıtulo 3, presento un tratamiento perturbativo de ecuaciones
cua´nticas no lineales, particularmente de las ecuaciones NRT de Schro¨dinger y Klein-
Gordon. Tambie´n exploro desarrollos de la ecuacio´n de q-Schro¨dinger de variables separa-
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das y de la funcio´n q-gaussian. En el cap´ıtulo 4 desarrollo un conjunto de estados q-Gamow
que son solucio´n a esta ecuacio´n no lineal de Schro¨dinger y para la cual la distribucio´n de
q-Breit-Wigner asociada puede ser fa´cilmente medida para energ´ıas intermedias en acelera-
dores de part´ıculas disponibles actualmente. En los cap´ıtulos 5 y 6 estudio la fenomenolog´ıa
de curvas en el espacio de fases en el marco de la teor´ıa de Tsallis. Desarrollo una entrop´ıa
de camino con la cual se puede calcular un mecanismo de fuerza entro´pica capaz de imitar
algunos aspectos de cromodina´mica cua´ntica de una manera cla´sica. El cap´ıtulo 5 trabaja
con la fuerza entro´pica unidimensional y su generalizacio´n al escenario n-dimensional es
el tema del cap´ıtulo 6. Presento un tratamiento novedoso de las divergencias de la funcio´n
de particio´n de la gravitacio´n newtoniana via regularizacio´n dimensional en los cap´ıtulos
7 y 8. En el primero me concentro en el marco de la teor´ıa de Tsallis, ya que los sistemas
autogravitantes son fuertemente no extensivos. En el cap´ıtulo 8 exploro la solucio´n para
la meca´nica estad´ıstica usual y los comparo. A modo de ilustrar la utilidad de esta te´cnica
desarrollo un modelo simple de galaxia plana en el cap´ıtulo 9. En el cap´ıtulo 10, propongo
una nueva entrop´ıa de Tsallis libre de polos, obtenida a partir de una aproximacio´n de
primer orden para q cercano a uno. Adema´s muestro que este tratamiento es compatible
con datos existentes de la capa de ozono. Las conclusiones y perspectivas son presentadas
en el cap´ıtulo 11.
Finalmente, una serie de ape´ndices se presentan al final de esta tesis. Tienen algunos
desarrollos complementarios al texto principal de modo que no estorben a la lectura de
e´ste. Por ejemplo, en el ape´ndice A defino algunas funciones esenciales omnipresentes en
toda la tesis y sus propiedades. Los ape´ndices B y C tienen algunas expresiones expl´ıcitas
pero complicadas que aparecen en los cap´ıtulos 3 y 6, respectivamente. El ape´ndice D
muestra un ejemplo sencillo en detalle de un proceso de regularizacio´n dimensional.
Cap´ıtulo 2
Conceptos Ba´sicos
“My greatest concern was what to call it. I thought of calling it information, but the word
was overly used, so I decided to call it uncertainty. When I discussed it with John von
Neumann, he had a better idea. Von Neumann told me, You should call it entropy, for
two reasons. In the first place your uncertainty function has been used in statistical
mechanics under that name, so it already has a name. In the second place, and more
important, nobody knows what entropy really is, so in a debate you will always have the
advantage”
Claude Elwood Shannon, 1961.
En este cap´ıtulo resumo los conceptos ba´sicos que uso durante la tesis. Primero hago
un breve repaso de la Meca´nica Estad´ıstica tradicional, enfoca´ndome en aquellos concep-
tos que usare´ expl´ıcitamente durante la tesis. En la seccio´n 2.2, explico la entrop´ıa desde
el punto de vista de la Teor´ıa de la Informacio´n y presento la idea de entrop´ıas diferentes
a la de Boltzmann-Gibbs. Luego presento los conceptos de fuerza entro´pica y entrop´ıa de
camino y doy un ejemplo de aplicacio´n al oscilador armo´nico. La meca´nica estad´ıstica no
extensiva es el tema de la seccio´n 2.4. Ah´ı presento la entrop´ıa de Tsallis, sus propiedades,
diferencias entre extensividad y aditividad, las funciones fundamentales de la teor´ıa: q-
exponencial, q-logaritmo y q-gaussiana y el colectivo cano´nico no extensivo. Luego hablo
sobre sistemas no extensivos, sus divergencias en la teor´ıa de Tsallis y como resolverlas a
trave´s de la regularizacio´n dimensional. Con ese objetivo, en la seccio´n 2.5, describo bre-
vemente esta te´cnica. En la seccio´n 2.6, presento los sistemas autogravitantes, sus curiosas
propiedades como calor espec´ıfico negativo y la cata´strofe gravote´rmica. Finalmente hablo
sobre no extensividad en ecuaciones cua´nticas: las ecuaciones q-generalizadas no lineales
de Schro¨dinger y Klein-Gordon NRT y los estados q-Gamow relacionados a ellas.
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2.1. Meca´nica Estad´ıstica de Boltzmann-Gibbs
Comenzare´ reviendo algunos conceptos de la meca´nica estad´ıstica tradicional y co-
mo funcionan. Durante todo el texto me refiero usualmente a la meca´nica estad´ıstica de
Boltzmann-Gibbs (de ahora en adelante BGStatMech) como “esta´ndar”, “tradicional” o
“usual”.
En el cap´ıtulo anterior mencione´ que a partir del funcional entro´pico de Gibbs (1.1),
es posible deducir la entrop´ıa de Boltzmann. Sea ρ una funcio´n densidad de probabilidad
(PDF), entonces debe cumplir con la normalizacio´n:∫
ρ(p, q) dp dq = 1 (2.1)
Donde dp y dq en realidad refieren a dp1 . . . dpi . . . y dq1 . . . dqi . . ., respectivamente. Uso
esta notacio´n durante todo el texto. Tomando en cuenta esta restriccio´n y considerando
el caso particular de que todos los microestados son equiprobables uno puede obtener de
manera directa:
S = kB lnW (2.2)
O sea, recobramos la entrop´ıa de Boltzmann. Esta formulacio´n en la cual cada micro-
estado es igualmente probable es llamada colectivo microcano´nico, y termodina´mica-
mente representa un sistema aislado. Podemos considerar un sistema en contacto con un
reservorio te´rmico infinito o ban˜o a temperatura T , caso en el cual tenemos una restriccio´n
extra: ∫
ρE dp dq =< U > (2.3)
Este es el colectivo cano´nico y la maximizacio´n de S bajo estas dos restricciones
lleva al famoso factor de BG:
ρ =
e−βH
Z
(2.4)
Donde β = 1/kBT es la temperatura inversa y Z es llamada funcio´n de particio´n:
Z =
∫
e−βH dp dq (2.5)
Reemplazando las ecuaciones (2.5), (2.3) y (2.4) en la ecuacio´n (1.1) se puede verificar
que
S = lnZ + β < U > (2.6)
Por supuesto podemos tambie´n pensar en otros colectivos con sus respectivas restric-
ciones.
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Las u´ltimas expresiones son el corazo´n de la BGStatMech, y son amplia y exitosamente
utilizadas en f´ısica y otras ciencias. Desde su establecimiento son piezas fundamentales de
la f´ısica contempora´nea pero deben tener un dominio de validez, fuera del cual necesitan
ser modificadas (generalizadas), en particular en la mayor´ıa de los llamados sistemas
complejos.
A pesar que todos los colectivos son equivalentes en el l´ımite termodina´mico (i.e.
N → ∞, V → ∞, con N/V → constante), presentan algunas diferencias, especialmente
cuando son usados en un marco microsco´pico. Esto es posible debido a que la base teo´rica
de la BGStatMech puede ser reformulada en te´rminos de teor´ıa de la informacio´n,
donde no hay necesidad de ban˜os te´rmicos o sistemas macrosco´picos. Voy a hablar ma´s
sobre esto en la seccio´n 2.2. Un ejemplo relevante de las diferencias entre los colectivos es la
capacidad calor´ıfica en los colectivos microcano´nico y cano´nico. Un resultado importante
de la formulacio´n cano´nica es que la capacidad calor´ıfica puede ser expresada como:
C =
1
kBT 2
< (∆U)2 >=
1
kBT 2
< (U− < U >)2 > (2.7)
Esto es, la capacidad calor´ıfica es la varianza de la energ´ıa media. A partir de esta
ecuacio´n parece ser claro que la capacidad calor´ıfica es siempre positiva. En cambio, el
colectivo microcano´nico no impone ninguna restriccio´n a su signo.
El teorema de equiparticio´n, primero formulado por Boltzmann en 1871, es uno de
los pilares de la f´ısica cla´sica. Establece que la energ´ıa es compartida equitativamente entre
todos los grados de libertad accesibles de un sistema. No es un resultado particularmente
sorprendente, puede ser pensado como otra forma de decir que el sistema trata de maxi-
mizar su entrop´ıa (i.e. que tan “dispersa” esta´ la energ´ıa en el sistema) distribuyendo la
energ´ıa en todos los modos de movimiento accesibles. Espec´ıficamente, el teorema muestra
que en equilibrio te´rmico cualquier grado de libertad (como una componente de la posi-
cio´n o velocidad de una part´ıcula) que aparece cuadra´ticamente en la energ´ıa contribuye
igualmente al promedio de la energ´ıa total. Si H = K + V ,
< K >=< V >=
< U >
2
(2.8)
O, espec´ıficamente, si H = K + V = Ap2 + Bq2, donde A y B son constantes de
proporcionalidad:
A < p2 >= B < q2 >=
< U >
2
(2.9)
2.2. Teor´ıa de la informacio´n
La Teor´ıa de la Informacio´n (IT) estudia la cuantificacio´n, almacenamiento y comu-
nicacio´n de informacio´n. Fue propuesta originalmente por Claude Shannon en 1948 para
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encontrar l´ımites fundamentales en el procesamiento de sen˜ales y operaciones de comuni-
cacio´n, como compresio´n de datos, en una publicacio´n titulada “Una teor´ıa matema´tica de
la comunicacio´n”[15]. Una medida clave en IT es entrop´ıa. En este contexto, la entrop´ıa
cuantifica la cantidad de incertidumbre asociada al valor de una variable aleatoria o el
resultado de un proceso aleatorio.
La expresio´n que define la entrop´ıa en BGStatMech en un marco discreto es de la
forma:
S = −kB
∑
i
ρi ln ρi (2.10)
Donde ρi es la probabilida del microestado i tomado de un colectivo de equilibrio. La
expresio´n que define a la entrop´ıa en IT establecida por Shannon en 1948 es:
σ = −
∑
i
ρilogbρi (2.11)
Donde b es la base del logaritmo usado. Valores comunes de b son 2, el nu´mero de Euler
e, y 10, y las unidades de la entrop´ıa son el bit para b = 2, nat para b = e, y hartley para
b = 10.
Matema´ticamente σ puede tambie´n ser visto como una informacio´n promedio, tomada
sobre el espacio de eventos, porque cuando cierto evento ocurre con probabilidad ρi, se
obtiene la cantidad de informacio´n −log(ρi).
Se puede hacer una conexio´n directa entre estas dos cantidades. Si las probabilidades
en cuestio´n son las probabilidades termodina´micas, ρi, la entrop´ıa adimensional de Gibbs,
s = S/kB, puede entonces ser vista simplemente como la cantidad de informacio´n de
Shannon necesaria para definir el estado microsco´pico del sistema, dada su descripcio´n
macrosco´pica. Para ser mas concreto, en el caso discreto usando el logaritmo de base dos,
la entrop´ıa adimensional de Gibbs es igual al nu´mero mı´nimo de preguntas con respuestas
s´ı-no necesarias para especificar completamente el microestado, dado el macroestado.
Au´n ma´s, la descripcio´n para encontrar las distribuciones de equilibrio de la BGS-
tatMech, como la distribucio´n de Boltzmann, mediante la maximizacio´n de la entrop´ıa
de Gibbs sujeta a las restricciones apropiadas, puede ser considerada como algo que no
pertenece solo a la termoestad´ıstica, sino que es un principio general de relevancia en in-
ferencia estad´ıstica si se desea encontrar la distribucio´n de probabilidades, sujeta a ciertas
restricciones de los promedios: el principio de Ma´xima Entrop´ıa de Jaynes (MaxEnt) [16].
A pesar de lo anterior, existe una diferencia entre estas dos cantidades. La entrop´ıa de
la IT σ puede ser calculada para cualquier distribucio´n de probabilidades (si el evento i
tiene probabilidad ρi de ocurrencia), mientras que la entrop´ıa termodina´mica S se refiere
a las probabilidades termodina´micas ρi espec´ıficamente. La diferencia es ma´s teo´rica que
real, sin embargo, porque cualquier distribucio´n de probabilidad puede ser aproximada de
forma arbitrariamente cercana por un sistema termodina´mico.
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Estamos viviendo un tiempo donde un cambio de paradigma esta´ en proceso, los con-
ceptos de informacio´n y entrop´ıa esta´n ganando ma´s y ma´s atencio´n. Nos estamos dando
cuenta que la informacio´n es de naturaleza f´ısica y estamos expresando nuestras teor´ıas en
te´rminos de ella. Ve´ase, por ejemplo, el rol protago´nico que la informacio´n esta´ jugando en
la teor´ıa de agujeros negros, cosmolog´ıa, computacio´n cua´ntica y otros. Reescribir algunas
a´reas de la f´ısica desde la teor´ıa de la informacio´n es llamado el paradigma de Wheeler,
propuesto por John Archibald Wheeler en 1989, donde resume esta idea en el concepto
que e´l llamo´ “It from bit” [17].
2.2.1. Ma´s alla´ de la entrop´ıa de Boltzmann-Gibbs
El concepto de entrop´ıa emerge en un amplio dominio, ya que puede ser definida
para cualquier sistema, f´ısico o no, el cual admite un conjunto de probabilidades para sus
posibles configuraciones. En este sentido, luego de la entrop´ıa de Shannon, varias medidas
entro´picas fueron definidas en el contexto de la teor´ıa de la informacio´n. En la tabla 2.1
resumo algunas de ellas como ejemplos. So´lo profundizare´ en la de Tsallis en las siguientes
secciones porque es el tema de esta tesis.
Tabla 2.1: Algunas medidas entro´picas
Shannon −∑i ρi ln ρidx
Re´nyi 11−α ln(
∑
i p
α
i )
Tsallis 11−q (
∑
i p
q
i − 1)
Unificada 1(1−r)s (
∑
i p
r
i )
s − 1
Kaniadakis 12κ
∑
i(p
1−κ
i − p1+κi )
El punto es que, en f´ısica, desde hace ma´s de un siglo, so´lo un funcional entro´pico es
considerado “f´ısico” en el sentido termodina´mico, me refiero a la de BG. En otras a´reas,
como ciberne´tica, teor´ıa de control, sistemas dina´micos no lineales, teor´ıa de la informacio´n,
muchos otros funcionales entro´picos han sido estudiados y usados de igual manera. En la
comunidad de f´ısicos, so´lo la forma de BG es indudablemente admitida como la entrop´ıa
con significado f´ısico debido a sus profundas conexiones con termodina´mica.
La entrop´ıa f´ısica, un concepto crucial, no debe ser pensada como un funcional uni-
versal dado para todo, ma´s bien como un concepto delicado y poderoso que debe ser
cuidadosamente construido para una clase de sistemas. En otras palabras, adopto el punto
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de vista de pensar que existen clases universales de sistemas. Estos sistemas comparten la
misma conexio´n funcional entre la entrop´ıa y el conjunto de probabilidades de sus estados
microsco´picos.
2.3. Fuerza entro´pica y entrop´ıa de camino
2.3.1. Fuerza entro´pica
La fuerza entro´pica es un feno´meno emergente resultante de la tendencia de un sis-
tema termodina´mico (con muchos grados de libertad) de maximizar su entrop´ıa, ma´s que
de una fuerza microsco´pica subyacente particular. El sistema, o el conjunto de variables
macrosco´picas que lo describen, tienden a evolucionar desde un estado a otro estad´ısti-
camente ma´s probable. La evolucio´n del sistema parece ser producida por una fuerza.
Un ejemplo es la contraccio´n de un pol´ımero en un ban˜o te´rmico. El movimiento de una
part´ıcula pequen˜a (como el polen) producido por impulsos aleatorios de las mole´culas que
la rodean es otro buen ejemplo de un proceso estoca´stico en el cual se espera que tales
fuerzas emerjan.
Por ejemplo, la energ´ıa interna de un gas ideal depende so´lo de su temperatura, y no
del volumen de la caja que lo contiene, por lo que no es un efecto de la energ´ıa el que
tiende a incrementar el volumen de la caja como lo hace la presio´n del gas. Esto implica
que la presio´n de un gas ideal tiene un origen entro´pico. ¿Cua´l es el origen de la fuerza
entro´pica? La respuesta ma´s general es que el efecto de las fluctuaciones te´rmicas tiende
a llevar al sistema termodina´mico a un estado macrosco´pico que se corresponda con el
ma´ximo nu´mero de estados microsco´picos que sean compatibles con este macroestado.
La ecuacio´n de la fuerza esta´ expresada en te´rminos de diferencias de entrop´ıa, y es
independiente de los detalles de la dina´mica microsco´pica. En el colectivo cano´nico, a una
temperatura fija T , la fuerza entro´pica Fe asociada al macroestado esta´ dada por [18]
~F (~q0) = T ~∇S(~q)|q0 (2.12)
Donde q es la posicio´n. En particular, no hay un campo fundamental asociado a la
fuerza entro´pica. E´sta ocurre t´ıpicamente en sistemas macrosco´picos como coloides o en
biof´ısica. Grandes mole´culas de coloides suspendidas en un ambiente te´rmico de pequen˜as
part´ıculas, por ejemplo, experimentan fuerzas entro´picas debido a efectos de exclusio´n de
volumen. Las fuerzas entro´picas emergen en sistemas coloidales debido a la presio´n osmo´ti-
ca que viene de la multitud de part´ıculas. O´smosis, el proceso por el cual las mole´culas
de un solvente tienden a pasar a trave´s de una membrana semipermeable de una solu-
cio´n de menor a una de mayor concentracio´n, es otro feno´meno producido por una fuerza
entro´pica.
La discusio´n sobre los ejemplos anteriores es para ilustrar que los cambios en la cantidad
de informacio´n, medidos por la entrop´ıa, pueden producir una fuerza. Esta es la idea
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central. El concepto de fuerza entro´pica se ha hecho importante tambie´n en f´ısica de
la gravitacio´n y cosmolog´ıa. Recientemente Verlinde ha aplicado el concepto de fuerza
entro´pica para dar nuevas interpretaciones de la segunda ley de Newton y la gravedad
[19]. La aceleracio´n co´smica observada parece estar cuantitativamente en acuerdo con
una fuerza entro´pica ejercida por el horizonte del Universo. El horizonte es la distancia
ma´xima desde la cual las part´ıculas pueden haber viajado hasta el observador en la edad
del Universo.
La universalidad de la gravedad sugiere que su emergencia deber´ıa ser entendida a
partir de principios generales que sean independientes de los detalles espec´ıficos de una
teor´ıa microsco´pica subyacente. Los cambios en la entrop´ıa cuando la materia es desplazada
conducen a una fuerza entro´pica, que toma la forma de gravedad. Su origen radica, por
lo tanto, en la tendencia a maximizar la entrop´ıa. La suposicio´n ma´s importante es que
la informacio´n asociada con una parte del espacio obedece el principio hologra´fico. La
evidencia ma´s fuerte para el principio hologra´fico viene de la f´ısica de agujeros negros y de
la correspondencia AdS/CFT. Esos desarrollos teo´ricos indican que al menos parte de los
grados de libertad microsco´picos pueden ser representados hologra´ficamente en el borde
del espacio tiempo o horizonte.
2.3.2. Entrop´ıa de camino
Recordemos que un microestado esta´ representado por un punto en el espacio de fa-
ses y, por lo tanto, cuando el sistema evoluciona en el tiempo, define un camino en e´l.
Entrop´ıas de camino (o sea, una curva sobre el espacio de fase) han sido discutidas
recientemente en las referencias [18, 20], por ejemplo. Aqu´ı trataremos con una nocio´n
relacionada pero no ide´ntica. Trataremos con una part´ıcula movie´ndose en el espacio de
fases, prestando atencio´n a su entrop´ıa evaluada cuando se mueve a lo largo de un camino,
Γ, que comienza en el origen y termina en algu´n punto arbitrario (p0(q0), q0). El camino
Γ esta´ parametrizado por la variable q.
En concordancia, el propo´sito de esta seccio´n es definir las variables termodina´micas de
la seccio´n 2.1 en esas curvas del espacio de fases Γ. Veremos que esto es u´til. Remarquemos
que los ca´lculos aqu´ı presentados son de cara´cter microsco´pico, ya que no involucramos
macroestados en ellos. Supongamos que el sistema esta´ en contacto con un reservorio a una
temperatura inversa fija β. Entonces, generalizando los integrandos (que son diferenciales
exactos) (2.3) y (2.5) a curvas Γ, definimos:
< U > (β,Γ) =
1
Z(β,Γ)
∫
Γ
H(p, q)e−βH(p,q) dp dq (2.13)
Z(β,Γ) =
∫
Γ
e−βH(p,q) dp dq (2.14)
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Usando la expresio´n (2.6) se puede definir la entrop´ıa de camino sobre Γ via Z(β,Γ) y
< U > (β,Γ) como
S(β,Γ) = lnZ(β,Γ) + β < U > (β,Γ) (2.15)
2.3.3. Un ejemplo: fuerza entro´pica de un oscilador armo´nico
Aqu´ı voy a mostrar los principales resultados de la publicacio´n [21] para mostrar como
la fuerza entro´pica puede conducir a resultados interesantes, incluso para hamiltonianos
simples como el del oscilador armo´nico (HO). Advierto al lector que aqu´ı presento algunas
ecuaciones corregidas de aquellas del trabajo original. Consideremos un hamiltoniano HO
t´ıpico en contacto te´rmico con un ban˜o te´rmico a la temperatura inversa β, que permanece
constante:
H(p, q) = p2 + q2 (2.16)
Donde p y q tienen las mismas dimensiones (unidades naturales, las de H; ya que
deseamos evitar tratar con un tensor gij). La funcio´n de particio´n correspondiente esta´
dada por la ecuacio´n (2.5):
Z(β) =
∫ ∞
−∞
e−βH(p,q)dpdq
= pi
∫ ∞
0
e−βUdU =
pi
β
(2.17)
Donde empleamos el hecho de que la energ´ıa total microsco´pica es (no confundir con
< U >):
U = p2 + q2 (2.18)
Y usamos el cambio de variables p =
√
U − q2. Evaluando la integral resultante,
primero en la variable q y luego en U , tenemos para la energ´ıa media:
< U > (β) =
1
Z(β)
∫ ∞
−∞
H(p, q)e−βH(p,q)dp dq
=
pi
Z(β)
∫ ∞
0
Ue−βUdU =
pi
β2Z(β)
=
1
β
= kBT
(2.19)
Y la entrop´ıa (via ecuacio´n (2.6)) es:
S(β) = ln
pi
β
+
1
β
(2.20)
Luego podemos definir para el camino Γ
Z(β,Γ) = pi
∫
Γ
e−βUdU (2.21)
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< U > (β,Γ) =
pi
Z(β,Γ)
∫
Γ
Ue−βUdU (2.22)
Si consideramos ahora curvas parametrizadas en funcio´n de la variable independiente
q, pasando por el origen, para el cual p(0) = 0 y q = 0 y, como consecuencia, U(0, 0) = 0
para toda temperatura. Este puede ser siempre el caso luego de un adecuado cambio de
coordenadas. Ma´s au´n, si tenemos en cuenta que (i) los integrandos en (2.23) y (2.24) son
diferenciales exactos y (ii) las integrales son independientes de la forma de la curva y so´lo
dependen del punto final q0, entonces las funciones solo dependen del estado microsco´pico
y tenemos lo siguiente:
Z(β, q0) = pi
∫ q0
0
e−βUdU
=
pi
β
[1− e−βU(p0(q0),q0)]
(2.23)
< U > (β, q0) =
pi
Z(β, q0)
∫ q0
0
Ue−βUdU
= − pi
Z(β, q0)
U(p0(q0), q0)e
−βU(p0(q0),q0) +
pi
β2Z(β, q0)
[1− e−βU(p0(q0),q0)]
(2.24)
Notar que cuando q0 →∞ las ecuaciones (2.23) y (2.24) se reducen a (2.17) y (2.19),
respectivamente.
Puede ser probado que el teorema de equiparticio´n se cumple en esta formulacio´n [21],
esto es:
< q2 > (β, q0) =< p
2 > (β, q0) =
< U > (β, q0)
2
(2.25)
La fuerza entro´pica es
Fe =
1
β
∂S
∂q
= βU
∂U [p(q), q]
∂q
e−βU
(1− e−βU )2
= 2qβ(p2 + q2)
e−β(p2+q2)
[1− e−β(p2+q2)]2
(2.26)
El comportamiento de la fuerza entro´pica es mostrado en la figura (2.1). Notar la
barrera (hard-core) y que la fuerza tiende a anularse en un entorno del origen. Tambie´n,
hay una gran fuerza de repulsio´n en q = 0.
Uno puede ver que, de hecho, la barrera repulsiva es infinita cerca de, pero no en,
el origen. En el entorno inmediato al origen sin embargo se anula, y tambie´n tiende a
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Figura 2.1: Fuerza entro´pica para curvas arbitrarias en el espacio de fases versus q, p para
β = 1.
cero para distancias grandes desde el hard core. La combinacio´n de estos comportamientos
llevan a efectos de confinamiento y de libertad asinto´tica a trave´s de un mecanismo ca´sico
simple.
Por supuesto, la part´ıcula no solo siente la influencia de Fe, sino tambie´n la del gra-
diente negativo del potencial del HO. Por lo tanto, se ve afectada por una fuerza total
FT = Fe + FHO. La expresio´n correspondiente es
FT =
q
2
e−βU
(1− e−βU )2 (1 + 3βU − e
−βU ) (2.27)
Donde
FHO =
q
2
e−βU
(1− e−βU )2 (1− βU − e
−βU ) (2.28)
Se puede ver que sumar la fuerza debido al potencial del HO no cambia los resultados
cualitativos de Fe. Adicionalmente, presiones y calores espec´ıficos negativos pueden ser
obtenidos de este mecanismo. En una dimensio´n, la presio´n se reduce, por supuesto, a una
fuerza lineal. Se obtiene para ella [21]:
Flinear(β,Γ) =
e−β(p2+q2)
(
2pdpdq + 2q
)
1− e−β(p2+q2) (2.29)
Ahora, las presiones negativas son una propiedad distintiva de la energ´ıa oscura,
una forma hipote´tica de energ´ıa que esta´ presente en todo el espacio y tiende a acelerar la
expansio´n del universo. De hecho, constituye la hipo´tesis ma´s aceptada para explicar las
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observaciones obtenidas desde los 90 que indican que el universo se esta´ expandiendo a una
tasa acelerada. Entonces, la energ´ıa oscura puede ser descrita como un fluido con presio´n
negativa y se dice que e´sta contrarresta la gravedad. Consideremos ahora, por ejemplo, una
estrella. La gravedad contrae la estella, pero la presio´n te´rmica (positiva) contrarresta el
colapso. Notar que, independientemente de su naturaleza real, la energ´ıa oscura necesitar´ıa
tener una presio´n negativa muy fuerte (actuando repulsivamente) para poder explicar la
aceleracio´n observada en la expansio´n del universo. De acuerdo a la Relatividad General,
la presio´n en una sustancia contribuye a su atraccio´n gravitatoria hacia otras cosas tal
como lo hace la masa. Esto sucede porque la cantidad f´ısica que causa que la materia
tenga efectos gravitacionales es el tensor de energ´ıa-momento, el cual contiene ambas: la
densidad de energ´ıa (o materia) de una sustancia y su presio´n y viscosidad.
Finalmente, el calor espec´ıfico, que es la derivada de la energ´ıa media respecto a la
temperatura a volumen constante, es fa´cilmente calculable y es:
C = kB
{
1− β
2(p2 + q2)e−β(p2+q2)
[1− e−β(p2+q2)]2
}
(2.30)
Independientemente de la curva Γ. En la figura (2.2) se muestra C/kB versus U para
distintos valores de β para apreciar mejor el cambio de signo mencionado. El hard core
genera una transicio´n de fase. El calor espec´ıfico cambia de signo y se vuelve negativo
cerca de e´l y cae ra´pidamente cerca del origen. El calor espec´ıfico negativo es, quiza´s, la
caracter´ıstica termodina´mica ma´s distintiva de los sistemas autogravitantes, como veremos
en la seccio´n 2.6.
β=0.5β=1β=2
0 1 2 3 4 5
-1.0
-0.5
0.0
0.5
1.0
U
C/k B
Figura 2.2: C/kB versus U para β = 0,5, 1,0 y 2,0. Notar el cambio de signo del calor
espec´ıfico.
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2.3.4. Generalizacio´n n-dimensional
En la seccio´n 2.3.3 introduje el ana´lisis de las propiedades te´rmicas de una entrop´ıa de
camino, esto es, estudiamos la meca´nica estad´ıstica cla´sica de una curva en el espacio de
fases. Esto revela un mecanismo que, asociado a una fuerza entro´pica, nos provee con una
herramienta simple pero que tiene interesantes efectos como confinamiento, hard core, y
libertad asinto´tica, ana´logo a la gravitacio´n emergente de Verlinde.
Adicionalmente, obtuvimos calores espec´ıficos negativos, una caracter´ıstica t´ıpica de
sistemas autogravitantes, y presiones negativas, t´ıpicas de energ´ıa oscura. Ahora, es bien
sabido que la gravedad es fuertemente dependiente de la dimensionalidad. Es muy distinta,
por ejemplo, en dos o tres dimensiones. Entonces, tiene sentido realizar el ana´lisis previo
pero en n dimensiones, que es lo que presento aqu´ı. Puede ser probado que las respectivas
generalizaciones a n dimensiones de las ecuaciones (2.17), (2.19), (2.23) y (2.24) son [22]
Z =
(
pi
β
)n
(2.31)
< U >=
n
β
(2.32)
Z(β, q01) =
pin
βn
− e−βU
n−1∑
s=0
pin
s!
U s
βn−s
(2.33)
< U > (β, q01) =
pin
βnZ(β, q01)
{
n
β
−
n∑
s=0
nβs−1U s
s!
e−βU
}
(2.34)
Donde ahora un punto en el espacio de fases esta´ determinado por (p1, . . . , pn, q1, . . . , qn),
pero el vector puede ser parametrizado, por ejemplo, por q1, y luego un punto arbitrario
puede ser expresado como (p1(q1), . . . , pn(q1), q2(q1) . . . , qn(q1)). Y suponiendo una vez ma´s
que el camino Γ comienza en el origen y termina en (p1(q
0
1), . . . , pn(q
0
1), q2(q
0
1), . . . , qn(q
0
1)),
la generalizacio´n de la fuerza entro´pica es:
Fe =
1
βZ
dZ
dq
+
d < U >
dq
(2.35)
Donde Z es la ecuacio´n (2.33), y dZdq y
d<U>
dq son:
dZ
dq
= 2pinqe−βU
{
n+1∑
k=0
Uk
k!βn−k−1
−
n−1∑
k=0
Uk−1
(k − 1)!βn−k
}
(2.36)
d < U >
dq
= −< U >
Z
dZ
dq
+
2qpin
Z
e−βU
[
n∑
k=0
nUk
k!βn−k
−
n∑
k=0
nUk−1
(k − 1)!βn−k+1
]
(2.37)
En el escenario n-dimensional el comportamiento de hard-core de la fuerza entro´pica
es preservada pero no en el origen. La libertad asinto´tica y la presio´n negativa emergen en
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este tratamiento n-dimensional tambie´n. El calor espec´ıfico, en cambio, es positivo para
todo el espacio de fases [22], y es igual a:
C = −< U >
Z
∂Z
∂T
+
kpin
Z
[
n(n+ 1)
βn
−
n∑
s=0
nU s+1
s!βn−s−1
− e−βU
n∑
s=0
n(n− s+ 1)U s
s!βn−s
]
(2.38)
2.4. Meca´nica estad´ıstica no extensiva
Durante el u´ltimo cuarto de siglo, un campo activo de la meca´nica estad´ıstica esta´
centrada alrededor del concepto de la, as´ı llamada, meca´nica estad´ıstica no extensiva
(de ahora en ma´s NEStatMech, Tsallis’ StatMech o qStatMech), que Tsallis introdujo en
[23], y que parece dar mejores respuestas, en varios escenarios, que el funcional entro´pico
tradicional de Boltzmann-Gibbs [24-29]. Ha sido usada en mu´ltiples aplicaciones en los
u´ltimos an˜os [30-40], siendo de gran relevancia para astrof´ısica, particularmente para sis-
temas autogravitantes [41-45]. Toda la teor´ıa esta´ basada en la entrop´ıa de Tsallis, Sq,
la cual, para el ı´ndice q igual a la unidad, reproduce la entrop´ıa esta´ndar. Otro ejemplo
es su aplicacio´n a la f´ısica de altas energ´ıas. En este caso, la qStatMech parece descri-
bir adecuadamente las distribuciones de momento transverso de diferentes hadrones [24,
46-48], donde el valor q = 1,15 del para´metro de extensividad ha adquirido una relevancia
particular.
Adicionalmente, ha sido de gran utilidad en una amplia gama de campos cient´ıficos
y ha originado miles de publicaciones y muchos autores trabajan en ella. Estos campos
cient´ıficos involucran una gran variedad de disciplinas, la investigacio´n de sus caracter´ısti-
cas estructurales es importante para la astronomı´a, f´ısica, neurolog´ıa, biolog´ıa, ciencias
econo´micas, etc, [49-62]. Su e´xito reafirma la idea que una gran parte de la f´ısica se deriva
exclusivamente de consideraciones estad´ısticas, ma´s que de la meca´nica.
La teor´ıa es muy vasta, por lo que me concentrare´ en mostrar so´lo el nu´cleo de su
estructura y los argumentos esenciales de los que voy a hacer uso en mi investigacio´n.
Para un desarrollo ma´s detallado de la misma, el lector puede referir, por ejemplo, al libro
de Tsallis [24] y por supuesto, todos los trabajos citados durante el texto.
La entrop´ıa de Tsallis Sq esta´ definida como [23, 24]:
Sq =
kB
q − 1[1−
∫
ρ(x)qdx] (2.39)
Formas equivalentes son:
Sq =
kB
q − 1
∫
[ρ(x)− ρ(x)q]dx (2.40)
Sq =
kB
q − 1
∫
ρ(x)[1− ρ(x)q−1]dx (2.41)
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Se puede verificar que cuando q = 1 entonces Sq=1 = SBG y, por lo tanto, la medida
entro´pica de Tsallis generaliza a la de BG. q ∈ R es un para´metro real llamado para´metro
entro´pico o para´metro de extensividad y jugara´ un rol muy importante a trave´s de
toda la teor´ıa. Por eso uno usualmente habla de “q-meca´nica estad´ıstica” o “q-entrop´ıa”.
Vimos en la seccio´n 2.2 que un conjunto de entrop´ıas en el contexto de la teor´ıa
de la informacio´n ha sido definido pero usualmente la de BG es la u´nica considerada
como “f´ısica”. Entonces, ¿que podemos decir de Sq en este sentido? Una variedad de
argumentos termodina´micos como extensividad, desigualdad de Clausius, primer principio
de la termodina´mica, teorema de equiparticio´n y otros definitivamente sen˜alan a Sq como
una entrop´ıa f´ısica en un sentido bastante ana´logo al que SBG seguramente es.
La entrop´ıa de Tsallis cumple un conjunto de propiedades deseables que una entrop´ıa
deber´ıa cumplir.
Es no negativa.
Sq es co´ncava si q ≥ 0 y convexa si q ≤ 0. Vea, por ejemplo, la figura (2.3) para
el colectivo microcano´nico. Por eso, hablare´ de optimizacio´n de entrop´ıa, y no de
maximizacio´n como usualmente se habla en BGStatMech.
Es extrema para iguales probabilidades. Debido al punto previo tendra´ un ma´ximo
si q ≥ 0 y un mı´nimo si q ≤ 0.
Sq es expansible ∀q, i.e., Sq(ρ1, . . . , ρW , 0) = Sq(ρ1, . . . , ρW )
Es no aditiva. Expandire´ esto en la seccio´n 2.4.1.
2.4.1. Extensividad versus aditividad
Primero quiero hacer una aclaracio´n importante: la entrop´ıa de Tsallis Sq ES extensiva
pero no es aditiva. Aclaremos en que sentido.
La palabra no extensiva que refiere a la presente generalizacio´n de la BGStatMech
causa alguna confusio´n. Esta palabra debe ser asociada al hecho de que la energ´ıa total
de sistemas con interacciones de largo alcance es no extensiva., en contraste con el caso
de sistemas con interacciones de corto alcance, cuya energ´ıa es extensiva en el sentido
termodina´mico.
Ser´ıa ma´s apropiado llamarla meca´nica estad´ıstica no aditiva. Sin embargo, existe, por
un lado, el hecho de que la expresio´n meca´nica estad´ıstica no extensiva es hoy en d´ıa usada
en miles de trabajos. Existe, por el otro lado, el hecho de que sistemas importantes que
se espera se beneficien de esta teor´ıa son sistemas con hamiltonianos de muchos cuerpos
con interacciones de largo alcance. Para tales sistemas, conocidos como sistemas no
extensivos, la energ´ıa total es bien conocida de ser no extensiva, a pesar de que la
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Figura 2.3: La entrop´ıa adimensional sq para el caso de iguales probabilidades como funcio´n
del nu´mero de estados W para distintos valores de q.
extensividad de la entrop´ıa puede ser preservada al elegir convenientemente el valor del
ı´ndice q.
La definicio´n de aditividad puede ser tomada del libro cla´sico de Penrose [63], una
entrop´ıa S se dice aditiva si, para dos sistemas probabil´ısticamente independientes A y B,
i.e., si ρA+Bi,j = ρ
A
i ρ
B
j ,∀(i, j), entonces:
S(A+B) = S(A) + S(B) (2.42)
El funcional entro´pico tradicional de BG es aditivo. De hecho, para un sistema com-
puesto por dos subsistemas independientes, la entrop´ıa de BG de la suma coincide con la
suma de las entrop´ıas.
De la definicio´n de entrop´ıa de Tsallis (2.39) se puede probar que [24]
sq(A+B) = sq(A) + sq(B) + (1− q)sq(A)sq(B) (2.43)
Donde sq = Sq/kB es la entrop´ıa adimensional. Por lo tanto, la entrop´ıa de BG es
aditiva, mientras que Sq es no aditiva.
Extensividad es un concepto ma´s sutil. La entrop´ıa S de un dado sistema constituido
por N elementos se dice extensiva si
0 < l´ım
N→∞
S(N)
N
<∞ (2.44)
i.e., S(N) ∝ N cuando N →∞.
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Se puede ver, por lo tanto, que la aditividad so´lo depende de la forma funcional es-
pec´ıfica de la entrop´ıa en te´rmino de las probabilidades. Extensividad depende de ello pero
tambie´n del sistema espec´ıfico, ma´s precisamente, de la naturaleza de la correlacio´n de sus
elementos, y por lo tanto de sus configuraciones colectivas.
Como consecuencia, para un sistema cuyos elementos son independientes o esta´n de´bil-
mente correlacionados, la entrop´ıa aditiva de BG es extensiva, mientras que la entrop´ıa
no aditiva Sq es no extensiva. En contraste, para un sistema cuyos elementos esta´n fuerte-
mente correlacionados, la entrop´ıa aditiva de BG puede ser no extensiva, mientras que la
entrop´ıa no aditiva Sq puede ser extensiva para valores especiales de q. Consistentemente,
el ı´ndice q caracteriza clases universales de no-aditividad, en un concepto similar al usado
en la teor´ıa de feno´menos cr´ıticos esta´ndar.
2.4.2. Funciones q-logaritmo, q-exponencial y q-gaussiana
Existe una manera en la que se puede escribir Sq (2.39) de una forma ma´s concisa y
reconocible. Se define la funcio´n q-logaritmo como:
lnq(x) =
x1−q − 1
1− q ; x > 0 (2.45)
Es fa´cil probar que lnq=1(x) = ln(x). La funcio´n q-logaritmo satisface la siguiente
propiedad:
lnq(xAxB) = lnq(xA) + lnq(xB) + (1− q)lnq(xA)lnq(xB) (2.46)
Esta funcio´n generaliza al logaritmo natural. De la ecuacio´n (2.41) es directo que se
puede expresar Sq como:
Sq = −kB
∫
ρ ln2−q(ρ) dx (2.47)
Esta expresio´n nos recuerda a la entrop´ıa de BG definida en la manera en que Gibbs
lo hizo (ecuacio´n (1.1)).
Se define la funcio´n inversa de (2.45) como la funcio´n q-exponencial, que es igual a:
eq(x) = [1 + (1− q)x]
1
1−q
+ (2.48)
Por supuesto, generaliza la exponencial usual: si q = 1 entonces eq=1(x) = e
x [24].
La notacio´n [ ]+ significa que la funcio´n esta´ definida de tal manera que se anula para
argumentos negativos del corchete, i.e., [x]+ = max{x, 0}. Esto es llamado el cut-off de
Tsallis. La figura (2.4) muestra la funcio´n q-exponencial para varios valores de q.
Otra funcio´n central para la BGStatMech que puede ser q-generalizada es la funcio´n
gaussiana. E´sta es muy importante en BGStatMech porque es la solucio´n de la distribucio´n
de equilibrio en esta teor´ıa, que en forma general podemos expresarla como:
g(x) ∝ e−(a.x2+b.x+c) (2.49)
2.4. Meca´nica estad´ıstica no extensiva 25
q=-1
q=0
q=1
q=2
-2 -1 0 1 20
1
2
3
4
x
e
q
Figura 2.4: La funcio´n q-exponencial eq(x) para varios valores de q.
De [64], podemos definir la funcio´n q-gaussiana como:
gq(x) = eq(−(a.x2 + b.x+ c)) = [1 + (q − 1)(a.x2 + b.x+ c)]
1
1−q (2.50)
Esta funcio´n es muy usada para ajustes de datos experimentales, debido al hecho de
que muchos sistemas f´ısicos parecen comportarse de una forma en la que la distribucio´n
de velocidades de es una q-gaussiana en vez de una gaussiana. El valor de q en una
q-gaussiana es capaz de dar ma´s o menos peso a las colas o la cabeza de la PDF. En
la figura (2.5) se puede ver la funcio´n q-gaussiana para diferentes valores de q con los
para´metros a = 1, b = 0, c = 0. Como se puede apreciar, cuando q > 1 la q-gaussiana tiene
colas pesadas. Esto significar´ıa darle ma´s peso o importancia a los eventos poco comunes.
Mientras que si q < 1 las colas desaparecen y la cabeza de la distribucio´n gana ma´s peso.
2.4.3. Optimizacio´n de entrop´ıa
Al igual que en la StatMech usual, se puede construir un conjunto de herramientas
para estudiar diversos sistemas, apelando a la optimizacio´n de la entrop´ıa con algunas
restricciones apropiadas. Supongamos que dado un sistema f´ısico conocemos su energ´ıa
media:
< U >=
∫
H(P,Q)ρ(H(P,Q)) dP dQ (2.51)
Donde ahora P y Q son el momento y coordenadas generalizadas respectivamente, ya
que reservo el s´ımbolo q para el para´metro de extensividad. La u´ltima ecuacio´n, junto con
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Figura 2.5: La funcio´n q-gaussiana gq(x) para varios valores de q. Los para´metros tomados
son a = 1, b = 0, c = 0. q < 1 da ma´s peso a la cabeza de la distribucio´n mientras que
q > 1 da ma´s peso a las colas.
la normalizacio´n (2.1), lleva al colectivo cano´nico no extensivo. La optimizacio´n de
Sq con ambas restricciones lleva a la PDF:
ρ =
[1− (q − 1)βH(P,Q)] 1q−1∫
[1− (q − 1)βH(P,Q)] 1q−1 dP dQ
=
e2−q(−βH(P,Q))∫
e2−q(−βH(P,Q)) dP dQ (2.52)
Donde β = 1/kBT es la temperatura inversa. La funcio´n de particio´n esta´ definida
como el factor de normalizacio´n, que es:
Z =
∫
e2−q(−βH(P,Q)) dP dQ (2.53)
Notar que, si q → 1, la funcio´n de particio´n se reduce a la usual, eso es, la funcio´n de
particio´n de Boltzmann-Gibbs en la ecuacio´n (2.5). Reemplazando la ecuacio´n (2.52) en
la definicio´n de Sq (2.39) y teniendo en cuenta las definiciones (2.51) y (2.53) se obtiene
una expresio´n generalizada de la ecuacio´n (2.6) [65]:
Sq = lnqZ + Z
1−qβ < U > (2.54)
Existe una forma alternativa en la que se puede redefinir el para´metro de extensividad
q que lleva a una dualidad aditiva. Si uno realiza la transformacio´n: q → 2− q entonces la
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teor´ıa entera queda igual, y las ecuaciones anteriores pueden ser reescritas como:
Sq′ = S2−q =
kB
1− q
∫
ρ(x)[1− ρ(x)1−q]dx
= −kB
∫
ρ(x)lnq(ρ) dx
= ln2−qZ + Zq−1β < U >
(2.55)
lnq′(x) = ln2−q(x) =
xq−1 − 1
q − 1 (2.56)
eq′(x) = e2−q(x) = [1 + (q − 1)x]
1
q−1
+ (2.57)
ρ(P,Q) =
eq(−βH(P,Q))
Z
(2.58)
Z =
∫
eq(−βH(P,Q)) dP dQ (2.59)
Esto puede llevar a malentendidos debido al hecho de que algunas veces se usa una
q o la otra sin aclaracio´n y usando la misma notacio´n, pero es fa´cil saber que q se esta´
usando simplemente prestando atencio´n a como esta´n definidas las omnipresentes funciones
generalizadas q-exponencial y q-logaritmo. Se pueden utilizar ambas q y las propiedades
esenciales de la teor´ıa, como el l´ımite usual q → 1, son preservados. Particularmente
durante esta tesis, uso el segundo conjunto de ecuaciones (2.55)-(2.59).
En la tabla (2.2) comparo algunas cantidades t´ıpicas de la BGStatMech y la qStatMech.
2.4.4. El q-triplete
Consideremos la ecuacio´n
y = eax (2.60)
Podemos pensarla de tres maneras f´ısicas diferentes, relacionadas respectivamente a
la sensibilidad a las condiciones iniciales, a la relajacio´n en el espacio de fases y, si el
sistema es hamiltoniano, a la distribucio´n de energ´ıas en equilibrio te´rmico. En la primera
interpretacio´n tenemos:
ξ = eλt (2.61)
Donde λ es el exponente de Lyapunov. En la segunda interpretacio´n, nos enfocamos
en la relajacio´n temporal de una cantidad relevante:
Ω(t) = e−t/τ (2.62)
28 Cap´ıtulo 2. Conceptos Ba´sicos
Tabla 2.2: Comparacio´n de ecuaciones comunes de BGStatMech y qStatMech
BGStatMech qStatMech
Entrop´ıa S = −kB
∫
ρ ln ρdx Sq =
kB
1−q
∫
ρ(x)[1− ρ(x)1−q]dx
Sq = −kB
∫
ρ(x)lnq(ρ)dx
Entrop´ıa microcano´nica S = kB lnW Sq = kB lnqW
PDF cano´nica ρ = e
−βH
Z ρ =
eq(−βH)
Z =
[1+(q−1)βH]
1
q−1
+
Z
Funcio´n de particio´n cano´nica Z =
∫
e−βH dp dq Z =
∫
eq(−βH(P,Q)) dP dQ
Z =
∫
[1 + (1− q)βH]
1
q−1
+
Valor medio de X < X >=
∫
Xρ(X) dp dq < X >=
∫
Xρ(X) dp dq
S(Z,< U >) S = lnZ + β < U > Sq = ln2−qZ + Zq−1β < U >
Donde τ es el tiempo de relajacio´n. Finalmente en la tercera interpretacio´n, tenemos:
ρ =
e−βH
Z
(2.63)
Generalizando estas maneras de pensar tenemos las siguientes expresiones, resumidas
en la tabla (2.3) [24]:
Tabla 2.3: Tres interpretaciones f´ısicas de la q-exponencial
BGStatMech qStatMech
Distribucio´n de estado estacionario ρ = e−βH/Z ρ = e−βHqstat /Zqstat
Sensibilidad a las condiciones iniciales ξ(t) = eλt ξ(t) = e
λqsens t
qsens
Relajacio´n de un observable Ω(t) = e−t/τ Ω(t) = e−t/τqrelqrel
El conjunto (qsens, qrel, qstat) constituye lo que se llama el q-triplete (ocasionalmente
referido tambie´n como el q-tria´ngulo). En el caso particular de BG, recobramos qsens =
qrel = qstat = 1. La existencia de estas tres q-exponenciales caracterizadas por el q-triplete
fue predicha en [25] y confirmada en [66].
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Estos ı´ndices esta´n interrelacionados ya que los tres surgen de la exploracio´n dina´mica
particular que el sistema hace de su espacio de fases:
qrel +
1
qsens
= 2 (2.64)
qstat +
1
qrel
= 2 (2.65)
Y por lo tanto
1− qsens = 1− qstat
3− 2qstat (2.66)
Luego, so´lo uno de los tres es independiente. Existe tambie´n una conexio´n realmente
bella si definimos εsens = 1− qsens, εrel = 1− qrel y εstat = 1− qstat:
εstat =
εsens + εrel
2
(2.67)
εsens =
√
εstatεrel (2.68)
ε−1rel =
ε−1sens + ε
−1
stat
2
(2.69)
Esto es, esta´n conectados por las medias aritme´tica (2.67), geome´trica (2.68) y armo´ni-
ca (2.69).
2.4.5. Sobre sistemas no extensivos
Supongamos un sistema de muchos cuerpos cla´sico con el siguiente hamiltoniano:
H = K + V =
N∑
i
p2
2m
+
∑
i 6=j
V (rij) (2.70)
Donde la energ´ıa potencial de dos cuerpos V (r) se comporta como:
V (r) ∼ − A
rα
(A > 0; α ≥ 0) (2.71)
Un ejemplo t´ıpico podr´ıa ser el modelo de gas 3-dimensional de Lennard-Jones (d = 3),
para el cual α = 6. Otro ejemplo es la gravitacio´n newtoniana d = 3, para la cual α = 1.
Analicemos la energ´ıa potencial promedio caracter´ıstica por part´ıcula, Upot:
Upot(N)
N
∝ −A
∫ ∞
1
rd−1r−αdr (2.72)
Esta es la t´ıpica energ´ıa que uno podr´ıa calcular en el enfoque de BG. Se ve inmediata-
mente que esta integral converge si α/d > 1 (condicio´n que define las interacciones de corto
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alcance para sistemas cla´sicos) pero diverge si 0 ≤ α/d ≤ 1 (definicio´n de interacciones de
largo alcance). Esto ya indica que algo ano´malo podr´ıa ocurrir.
De una forma ligeramente distinta al enfoque usual, en el que se exige que la integracio´n
sea hasta el infinito en la ecuacio´n (2.72), supongamos que el sistema de N part´ıculas esta´
homoge´neamente distribuido dentro de una esfera limitada. Entonces la ecuacio´n (2.72)
debe ser reemplazada por la siguiente:
Upot(N)
N
∝ −A
∫ N1/d
1
rd−1r−αdr = −A
d
N∗ (2.73)
Con
N∗ =
N1−α/d − 1
1− α/d = lnα/dN (2.74)
Si el sistema tiene interacciones de corto alcance entonces
α/d > 1 =⇒ lnα/dN ∼
1
α/d− 1 =⇒
Upot(N)
N
∝ − A
α− d (2.75)
Por lo tanto, Upot crece linealmente cuando N → ∞, i.e., la energ´ıa es extensiva.
Veamos que ocurre en el caso de interacciones de largo alcance. En el caso l´ımite:
α/d = 1 =⇒ lnα/dN = lnN =⇒
Upot(N)
N
∝ −AlnN
d
(2.76)
Entonces la energ´ıa por part´ıcula diverge logar´ıtmicamente cuando N →∞. El u´ltimo
caso de interacciones de largo alcance tambie´n diverge:
0 < α/d < 1 =⇒ lnα/dN ∼
N1−α/d
1− α/d =⇒
Upot(N)
N
∝ −AN
1−α/d
1− α/d (2.77)
Los, as´ı llamados, sistemas extensivos (interacciones de corto alcance) t´ıpicamente invo-
lucran series absolutamente convergentes, mientras que los llamados sistemas no extensivos
(interacciones de largo alcance) involucran series divergentes.
La figura (2.6) muestra las regiones del plano (d, α). Los sistemas extensivos pueden
ser encontrados en la regio´n blanca, mientras que los no extensivos esta´n en la regio´n
azul. El punto rojo esta´ representando la gravitacio´n newtoniana. Los sistemas marginales
(α/d = 1) t´ıpicamente involucran series condicionalmente convergentes, las que dependen
de las condiciones de contorno, i.e., t´ıpicamente de la forma externa del sistema y esta´n
representados en la figura (2.6) por la l´ınea azul.
2.4.6. Divergencias en la teor´ıa de Tsallis
Fue encontrado en [65] que la teor´ıa cla´sica de Tsallis exhibe polos en la funcio´n de
particio´n Z y la energ´ıa media < U >. Esto ocurre en un conjunto contable de la linea
“q”. Doy aqu´ı, mediante un procedimiento simple, un reporte de ellos. Prestando atencio´n
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Figura 2.6: Representacio´n gra´fica de sistemas extensivos y no extensivos en el plano (d, α).
Como un ejemplo, la gravitacio´n 3-dimensional de Newton, un sistema no extensivo, es
representado por un punto rojo.
en la f´ısica escondida detra´s de los polos, se pueden encontrar interesantes efectos. En
particular, el calor espec´ıfico esconde efectos gravitacionales [67].
Las divergencias son un tema importante en la f´ısica teo´rica. De hecho, el estudio
y eliminacio´n de las divergencias de una teor´ıa f´ısica es quiza´s uno de los aspectos ma´s
importantes de la f´ısica teo´rica. El t´ıpico ejemplo es el intento actual por cuantificar el
campo gravitacional, lo cual au´n no se ha logrado.
Tomemos, por ejemplo, un hamiltoniano del tipo oscilador armo´nico (HO) en ν dimen-
siones. La funcio´n de particio´n puede ser escrita de la forma [65]:
Z =
piν
Γ(ν)
∫ ∞
0
Uν−1
[1 + (q − 1)βU ] 1q−1
dU (2.78)
Donde U es la energ´ıa del espacio de fases. El resultado de esa integral es:
Z =
piν
[β(q − 1)]ν
Γ( 1q−1 − ν)
Γ( 1q−1)
(2.79)
Con la restriccio´n 1 ≤ q < 2, de acuerdo a la ecuacio´n (A.28). Las singularidades
(divergencias) de Z esta´n dadas por los polos de la funcio´n Γ que aparece en el numerador,
esto es, para:
1
q − 1 − ν = −p for p = 0, 1, 2, 3, . . . (2.80)
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O, equivalentemente, para:
q =
3
2
,
4
3
,
5
4
,
6
5
, . . . ,
ν
ν − 1 ,
ν + 1
ν
(2.81)
De una manera similar, tenemos para la energ´ıa media del HO:
< U >=
piν
Γ(ν)Z
∫ ∞
0
Uν
[1 + (q − 1)βU ] 1q−1
dU (2.82)
El resultado es
< U >=
νpiν
Z[(q − 1)β]ν+1
Γ( 1q−1 − ν − 1)
Γ( 1q−1)
(2.83)
En este caso las singularidades esta´n dadas por:
1
q − 1 − ν − 1 = −p for p = 0, 1, 2, 3, . . . (2.84)
O
q =
3
2
,
4
3
,
5
4
,
6
5
, . . . ,
ν + 1
ν
,
ν + 2
ν + 1
(2.85)
Tomemos el caso unidimensional. En una dimensio´n Z es regular y < U > tiene una
singularidad en q = 3/2. Para q 6= 3/2, Z y < U > pueden ser fa´cilmente evaluadas:
Z =
pi
β(2− q) (2.86)
< U >=
1
β(3− 2q) (2.87)
En q = 3/2 tenemos un polo en el valor medio de la energ´ıa, el cual queremos investigar.
En cambio, para q = 3/2 tenemos para Z:
Z =
2pi
β
(2.88)
Es un valor regular. La regularizacio´n es necesaria entonces so´lo para < U >. Explico
esta te´cnica en la siguiente seccio´n. Ahora es suficiente con saber que el resultado es:
< U >= − 2
β
[
1 + ln
(
2pi
β
)]
(2.89)
Debido a que la energ´ıa media debe ser positiva, de acuerdo a la u´ltima ecuacio´n, los
valores posibles de β esta´n restringidos por β > 2pie, o T < 1/2piekB. Este es un l´ımite
ma´ximo para la temperatura f´ısica, la cual no puede ser infinita. Esto concuerda con las
consideraciones hechas en [68]: la qStatMech se refiere a sistemas en contacto te´rmico con
un ban˜o finito.
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Demos una mirada a los calores espec´ıficos. Tendremos una expresio´n va´lida fuera de
los polos y otra dentro. Ellos son, respectivamente:
C =
kB
3− 2q (2.90)
C = −2kB(ln kBT + ln 2pi + 2); kBT < 1
2pie
(2.91)
La figura (2.7) muestra los calores espec´ıficos, (2.90) y (2.91), dentro de sus rangos
va´lidos de temperatura, para una dimensio´n. Vemos que, en el caso q = 3/2, emerge un
calor espec´ıfico negativo. Tal feno´meno ha sido asociado a sistemas autogravitacionales
[44, 69], como veremos ma´s detalladamente en pro´ximas secciones. En cambio, Verlinde
ha asociado este tipo de sistemas con una fuerza entro´pica, [19], como ya vimos. Es natural
entonces conjeturar que una fuerza como esa puede aparecer en los polos de energ´ıa.
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Figura 2.7: Representacio´n gra´fica del calor espec´ıfico del HO en el polo (q = 3/2) y fuera
de e´l (q = 1 y q = 4/3) versus T .
2.5. Regularizacio´n Dimensional
La Regularizacio´n Dimensional (DR) constituye uno de los avances teo´ricos ma´s im-
portantes en f´ısica de la segunda mitad del siglo pasado. Es utilizada en varias disciplinas
[70-92]. La teor´ıa cua´ntica de campos (Quantum Field Theory, QFT) tiene el problema de
definir el producto de dos distribuciones (un producto en un anillo sin divisores de cero),
un viejo interrogante del ana´lisis funcional. Esto sucede porque en QFT el problema de
evaluar el producto de distribuciones con puntos singulares coincidentes esta´ intimamente
relacionado con el comportamiento asinto´tico de integrales de curvas cerradas.
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Desde un punto de vista matema´tico, casi todas las definiciones de productos de dos
distribuciones llevan a limitaciones en el conjunto de distribuciones que pueden ser mul-
tiplicadas de modo que el resultado sea una distribucio´n del mismo tipo. De hecho, el
gran matema´tico Laurent Schwartz no fue capaz de definir un producto de distribuciones
considerada como un a´lgebra, ma´s que como un anillo con divisores de cero.
Las referencias [93-96] muestran que es posible definir una convolucio´n general entre
las ultradistribuciones del matema´tico portugue´s J. Sebastiao e Silva (JSS) [97] (llama-
das ultrahiperfunciones). Tal convolucio´n produce otra ultrahiperfuncio´n. Por lo tanto,
nos enfrentamos al producto en un anillo con cero divisores. Este anillo es el espacio de
las distribuciones de tipo exponencial, o ultradistribuciones de tipo exponencial, obtenido
aplicando una antitransformada de Fourier al espacio de las ultradistribuciones tempe-
radas o ultradistribuciones de tipo exponencial. Remarco que las hiperultrafunciones son
la generalizacio´n al plano complejo de las distribuciones temperadas de Schwartz y las
distribuciones de tipo exponencial. Esto es, las distribuciones temperadas y las de tipo
exponencial son subconjuntos de las ultrahiperfunciones. El problema que uno enfrenta
entonces es el de formular la convolucio´n entre ultradistribuciones. Este es un problema
complicado, dif´ıcil de manejar. Afortunadamente, existe un me´todo similar a aquel utili-
zado para definir la convolucio´n de ultradistribuciones que tambie´n puede ser usado para
definir la convolucio´n de distribuciones invariantes de Lorentz usando el enfoque de DR
en el espacio de momentos.
Como consecuencia, las ultradistribuciones no necesitan ser usadas en los ca´lculos,
lo cual los simplifica considerablemente. Aprovechando el tratamiento de DR, se puede
tambie´n trabajar en el espacio de configuracio´n [98]. Te´cnicamente, la generalizacio´n de
DR es una convolucio´n de distribuciones en el espacio de momentos y un producto en un
anillo con divisores de cero en el espacio de configuraciones. En particular, garantiza que
el producto de distribuciones existe y es finito.
En DR uno ba´sicamente expande en un desarrollo de Laurent la cantidad a ser regu-
larizada en te´rminos de la dimensio´n (tomada como si fuera un nu´mero real) y se queda
con el te´rmino del desarrollo que no depende de la dimensio´n. ¿Cua´l es la importancia de
usar so´lo el te´rmino independiente de la dimensio´n? Que el resultado obtenido para con-
voluciones finitas coincide con ese te´rmino. Esto se traduce al espacio de configuracioens
como una operacio´n de producto en un anillo con divisores de cero.
2.5.1. La generalizacio´n de regularizacio´n dimensional del espacio de
configuraciones al espacio eucl´ıdeo
Consideremos primero el caso del espacio ν-dimensional Minkowskiano Mν . Sea S
′ el
espacio de las distribuciones temperadas de Schwartz [99, 100]. Sea g ∈ S′. Decimos que
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g ∈ S′L si y solo si
g(ρ) =
dl
dρl
f(ρ) (2.92)
Donde la derivada debe ser considerada como la derivada en el sentido de las distribu-
ciones, l es un nu´mero natural, ρ = k2 = k20 − k21 − k22 − . . .− k2ν−1, y f satisface∫ ∞
−∞
|f(ρ)|
(1 + ρ2)n
dρ <∞ (2.93)
Siendo continua en Mν . El exponente n es un nu´mero natural. Decimos entonces que
f ∈ T1L. En el caso del espacio Eucl´ıdeo Rν , sea g ∈ S′. Decimos que g ∈ S′R si y solo si
g(k) =
dl
dkl
f(k), (2.94)
Donde k2 = k20 + k
2
1 + . . .+ k
2
ν−1, con f(k) satisfaciendo∫ ∞
0
|f(k)|
(1 + k2)n
dk <∞ (2.95)
Y f(k) siendo continua en Rν . Decimos entonces que f ∈ T1R.
La expresio´n para la convolucio´n de dos funciones esfe´ricamente sime´tricas h(k, ν) =
(f ∗ g)(k, ν) fue deducida en la referencia [98]. Se tiene que:
h(k, ν) =
24−νpi
ν−1
2
Γ(ν−12 )k
ν−2
∫∫ ∞
0
f(k1, ν)g(k2, ν)[4k
2
1k
2
2−(k2−k21−k22)2]
ν−3
2
+ k1k2dk1dk2 (2.96)
Sin embargo, Bollini y Giambiagi no pudieron obtener un producto en un anillo con
divisores de cero. Esto es algo que Plastino y Rocca lograron en [101]. Supongamos que f
y g pertenecen a S′R. Con el cambio de variables ρ = k
2, ρ1 = k
2
1, ρ2 = k
2
2 tenemos:
h(ρ, ν) =
24−νpi
ν−1
2
Γ(ν−12 )ρ
ν−2
2
∫∫ ∞
0
f(ρ1, ν)g(ρ2, ν)[4ρ1ρ2 − (ρ− ρ1 − ρ2)2]
ν−3
2
+ dρ1dρ2 (2.97)
Sea V una banda vertical en el plano complejo ν−dimensional. La integral (2.97)
es una funcio´n anal´ıtica de ν definida en el dominio V. Luego, de acuerdo al me´todo
de referencia [93], h(ρ, ν) puede ser anal´ıticamente continuada a otras partes del plano
complejo ν−dimensional. En particular, cerca de la dimensio´n ν0 tenemos el siguiente
desarrollo de Laurent
h(ρ, ν) =
∞∑
m=−1
h(m)(ρ)(ν − ν0)m (2.98)
Aqu´ı, ν0 es la dimensio´n del espacio en el que estamos interesados. Ahora se define
la convolucio´n-producto como el te´rmino (ν − ν0)-independente del desarrollo de Laurent,
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debido a que los te´rminos con m > 0 se anulan y el te´rmino con m = −1 exhibe un polo
en (2.98). Entonces, es natural definir:
hν0(ρ) = h
(0)(ρ) (2.99)
Insisto: si la convolucio´n es finita entonces el te´rmino h−1(ρ) es nulo. Por lo tanto,
en este caso, el valor de la serie en ν = ν0 es precisamente hν0(ρ) = h
(0)(ρ). Se define
entonces la convolucio´n-producto como el te´rmino independiente de (ν−ν0) del desarrollo
de Laurent pertinente para obtener un producto en un anillo con cero divisores. Muestro
un ejemplo de aplicacio´n de e´ste me´todo en el ape´ndice D. Para una explicacio´n ma´s
detallada y ejemplos, el lector puede consultar [21, 101-107].
La idea sera´ usar esta te´cnica con el objetivo de resolver las divergencias en algunas
medidas de la meca´nica estad´ıstica como en la funcio´n de particio´n y la energ´ıa media.
2.6. Sistemas autogravitantes
La autogravitacio´n (self-gravitation, SG) es la fuerza gravitatoria ejercida sobre un
grupo de cuerpos por ellos mismos que les permite mantenerse juntos. Luego, definimos
un sistemas autogravitante como todo sistema que se mantiene unido por la propia
interaccio´n gravitatoria entre sus partes. Podemos pensar, por ejemplo, en estrellas, ga-
laxias, agujeros negros y clusters. La SG tiene importantes efectos en los campos de la
astronomı´a, f´ısica, sismolog´ıa y geolog´ıa. Trata con observaciones de larga escala en cam-
pos fuera de la astronomı´a tambie´n. A pesar de t´ıpicamente no aparecer como un tema
central de la investigacio´n cient´ıfica, su entendimiento y la capacidad de calcular sus efec-
tos matema´ticamente aumentan la precisio´n de modelos y comprensio´n de sistemas de
larga escala.
En secciones previas he mencionado que la termodina´mica de sistemas SG presenta
algunos aspectos de no equilibrio y caos, por ejemplo, el calor espec´ıfico negativo (recordar
que uno de los requisitos de equilibrio de la termodina´mica es que el calor espec´ıfico debe
ser positivo). El calor espec´ıfico negativo so´lo puede ocurrir en sistemas aislados o
casi aislados. Son imposibles en sistemas extensivos en colectivos cano´nicos o para la
materia en colectivo gran cano´nico. Sin embargo, lejos de ser un feno´meno extran˜o que
solo se encuentra en la termodina´mica de agujeros negros, ocurre en una amplia variedad
de sistemas astrono´micos macrosco´picos. Podemos entender el calor espec´ıfico negativo
intuitivamente considerando un sistema simple de dos cuerpos: agregar energ´ıa al sistema
causa que la o´rbita se expanda, y cuerpos en o´rbita ma´s grandes se mueven a velocidades
menores de acuerdo a 12mv
2 = GMmr ; entonces, incluso para o´rbitas muy exce´ntricas, la
velocidad promedio de los dos cuerpos disminuye cuando la energ´ıa aumenta, y esto puede
ser generalizado a sistemas de muchas part´ıculas, donde la velocidad promedio determina
la temperatura del sistema.
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Los astro´nomos saben que cuando una estrella o un cluster de estrellas pierde energ´ıa
su temperatura aumenta de acuerdo al teorema del virial, como Lynden-Bell mostro´ en
[44, 108], y que agregar energ´ıa a una estrella o cluster de estrellas hara´ que se expanda y
se enfr´ıe [109]. Bekenstein [110] y Hawking [111, 112] mostraron que la termodina´mica de
agujeros negros involucra calores espec´ıficos negativos. Vemos entonces que los sistemas
astrono´micos exhiben calores espec´ıficos negativos. Sin embargo, existe en StatMech una
prueba simple de que el calor espec´ıfico es positivo como vimos en la seccio´n 2.1. Esta
paradoja, primero resuelta por Thirring [113], es solucionada con un modelo simple que
obedece el teorema del virial. E´l se dio´ cuenta que la dificultad es removida una vez que
una distincio´n clara es hecha entre los colectivos cano´nico y microcano´nico. Propone un
modelo simple en el que el calor espec´ıfico es negativo para un dado rango de energ´ıas en
el colectivo microcano´nico y por una transicio´n de fases en el cano´nico.
Un sistema autogravitante aislado como una estrella obedece el teorema del virial:
2 < K > +n < V >= 0 (2.100)
Donde < K > es la energ´ıa cine´tica promedio y < V >∝ r−n la energ´ıa potencial
promedio. Para la gravedad n = 1 y para un gas ideal la energ´ıa cine´tica es proporcional
a la temperatura a trave´s de la relacio´n < K >= 32NkBT . Del teorema del virial podemos
entonces encontrar que
< U >= − < K >= −3
2
NkBT (2.101)
Luego la capacidad calor´ıfica es
CV =
d < U >
dT
= −3
2
NkB (2.102)
El argumento esta´ sobresimplificado debido a que las esferas isote´rmicas no pueden ser
confinadas por su propia gravedad y por lo tanto una caja esfe´rica es requerida. Cuando
esta caja es tenida en cuenta el teorema del virial es modificado por te´rminos de superficie
y reescrito como 2 < T > +n < V >= 3pV donde p es la presio´n en la superficie y V
su volumen. Lynden-Bell mostro´ que esta modificacio´n no elimina la capacidad calor´ıfica
negativa.
2.6.1. Cata´strofe Gravote´rmica
Primero hare´ una revisio´n de las consecuencias de sistemas con CV negativos.
Consideremos primero un sistema extensivo uniforme y lo dividamos en dos partes
por una frontera por la que puede pasar el calor. Una pequen˜a cantidad de calor dQ
fluye a trave´s de la frontera generando una diferencia de temperatura y por lo tanto un
flujo de calor de la parte ma´s caliente a la ma´s fr´ıa. El calor espec´ıfico es el mismo para
cada parte e igual al del todo; si fuera negativo el flujo de calor aumenta la diferencia
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de temperaturas, incrementando el flujo de calor. Un sistema como el descrito no podr´ıa
llegar al equilibrio termodina´mico. Por lo que dos sistemas con CV negativo en contacto
te´rmico no tienen equilibrio te´rmico, ya que uno se calienta perdiendo energ´ıa y el otro se
enfr´ıa gana´ndola [108]. Entonces los sistemas con CV negativo no pueden ser divididos en
dos partes independientes cada una con calor espec´ıfico negativo; ya que los sistemas con
CV negativo no pueden ser considerados extensivos y por lo tanto la qStatMech sera´ la
adecuada para tratar tales sistemas.
Imaginemos un sistema con capacidad calor´ıfica negativa C1 = −|C1| conectado a otro
de capacidad calor´ıfica positiva C2. Si una cantidad de calor dQ es transferida del sistema
1 al 2, entonces el primero incrementara´ su temperatura de T0 a T0 +dQ/|C1| y el segundo
la incrementara´ a T0 + dQ/C2. Estas nuevas temperaturas causara´n un flujo contrario de
calor si y solo si |C1|−1 < C−12 . Entonces el sistema solo es estable si C2 < |C1|. Este
resultado demuestra que un sistema de capacidad calor´ıfica negativa so´lo puede estar en
equilibrio con un sistema de capacidad calor´ıfica positiva si la suma de ambos es negativa
[44].
Un sistema con CV negativo no llega al equilibrio te´rmico con un reservorio. Cualquier
fluctuacio´n hace que la energ´ıa temporalmente se incremente y que la temperatura dismi-
nuya y el flujo de calor del reservorio so´lo hara´ que el sistema aumente au´n ma´s su energ´ıa
y que disminuya ma´s su temperatura [108].
Figura 2.8: Representacio´n de partes de una galaxia: un nu´cleo autogravitacinal de alta
densidad y un halo gaseoso de baja densidad.
Ahora estamos en posicio´n de explicar la Cata´strofe Gravote´rmica de Antanov
[114]. Imaginemos un gas isote´rmico gravitante confinado en una esfera que se expande
adiaba´ticamente. Un trabajo es realizado por el gas sobre la esfera, entonces < U > se
vuelve ma´s negativo y el gas se contrae mientras el radio de la esfera aumenta. La parte
interna del gas es mucho ma´s densa y sostenida principalmente por su propia gravedad,
entonces la expansio´n es principalmente realizada por el gas menos denso en las partes
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exteriores. La ca´ıda adiaba´tica en la temperatura de las partes externas debido a la ex-
pansio´n sera´ inicialmente mayor que la ca´ıda de temperatura de la parte interna. Entonces
se producira´ un gradiente de temperatura entre las partes exteriores e interiores del gas.
Sin embargo, como vimos, las esferas isote´rmicas autogravitantes tienen calor espec´ıfico
negativo. Como el flujo de calor disminuye el gradiente de temperatura la parte central
se contrae y calienta mientras que la parte exterior sostenida por la esfera se comporta
como un gas normal por lo que recibe el calor y se calienta tambie´n. Ahora tenemos una
competencia, ¿la parte externa se calentara´ ma´s ra´pido al recibir calor que la parte inter-
na al perderlo? Claramente si la parte externa tiene un gran calor espec´ıfico positivo no
podra´ responder con la suficiente rapidez y la parte interna llegara´ a temperaturas au´n
ma´s altas perdiendo ma´s y ma´s energ´ıa. Esta es la cata´strofe gravote´rmica de Antanov.
Tiende a ocurrir en antiguos clusters globulares donde el nu´cleo puede calentarse, comen-
zando una transferencia de energ´ıa cine´tica a partes externas, y colapsa. Lo mismo ocurre
en galaxias el´ıpticas, donde podemos identificar una parte interna con alta densidad de
estrellas autogravitantes, y una parte externa, un halo de baja densidad que se comporta
como un gas ideal, como podemos ver en la figura (2.8). Luego, la parte interna tiene calor
espec´ıfico negativo mientras que el halo tiene calor espec´ıfico positivo. Una fluctuacio´n es
suficiente para conducir a la cata´strofe gravote´rmica en la cual ambas partes aumentan su
temperatura sin control.
2.7. Generalizacio´n no lineal de las ecuaciones de Schro¨din-
ger y Klein-Gordon
Generalmente las ecuaciones lineales en f´ısica esta´n restringidas a sistemas idealizados,
siendo va´lidas para medios caracterizados por condiciones espec´ıficas, como homogenei-
dad, isotrop´ıa e invariancia traslacional, con part´ıculas interactuando a trave´s de fuerzas
de corto alcance y con un comportamiento dina´mico caracterizado por memoria de cor-
to plazo. Sin embargo, muchos sistemas reales, especialmente los sistemas complejos, no
cumplen esos requisitos, y usualmente exhiben comportamientos colectivos complicados
asociados a feno´menos no lineales. Por lo tanto, el estudio de ecuaciones no lineales ha
abierto una nueva a´rea de la f´ısica, atrayendo mucho intere´s debido a la posibilidad de
describir muchas situaciones reales.
Bajo este contexto, varias ecuaciones no lineales de Schro¨dinger han sido propuestas
recientemente. Es una ecuacio´n de campo cla´sica cuyas principales aplicaciones son la
propagacio´n de luz en fibras o´pticas no lineales, y gu´ıas de ondas planas, condensados de
Bose-Einstein confinados en trampas “cigar-shaped” anisotro´picas. Adema´s, este tipo de
ecuacio´n aparece en el estudio de ondas de Langmuir en plasmas calientes, propagacio´n
de ondas planas difractadas en regiones de la iono´sfera y otros [115].
En [116] Nobre, Rego-Monteiro y Tsallis (NRT) introdujeron generalizaciones no linea-
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les de las tres ecuaciones principales de la f´ısica cua´ntica: las ecuaciones de Schro¨dinger,
Klein-Gordon y Dirac. Su propuesta consiste en extender los te´rminos lineales en te´rmi-
nos no lineales, como se hace con la ecuacio´n no lineal de Fokker-Planck. Un aspecto
interesante acerca de estas generalizaciones es que pueden ser formuladas fa´cilmente en
dimensiones arbitrarias, y cuyas soluciones son todas expresadas en te´rminos de la funcio´n
q-exponencial que emerge naturalmente en NEStatMech. Muchas ecuaciones no lineales en
la literatura son formuladas en una dimensio´n y su extensio´n a n dimensiones no siempre
es una tarea sencilla.
Primero deber´ıamos definir la q-exponencial para un argumento complejo. Para un
nu´mero imaginario puro, iu, se define eq(iu) como el valor principal de
eq(iu) = [1 + (1− q)iu]
1
1−q (2.103)
Esta ecuacio´n satisface
eq(±iu) = cosq(u)± i sinq(u) (2.104)
Donde el q-coseno y el q-seno son:
cosq(u) = gq(u)cos{ 1
q − 1arctan[(q − 1)u]} (2.105)
sinq(u) = gq(u)sin{ 1
q − 1arctan[(q − 1)u]} (2.106)
Con gq una q-gaussiana:
gq(u) = [1 + (1− q)2u2]
1
2(1−q) (2.107)
eq(iu).eq(−iu) = cos2q(u) + isin2q(u) = g2q (u) (2.108)
Notar que eq[i(u1 + u2)] 6= eq(iu1)eq(iu2) para q 6= 1. Como una consecuencia de las
ecuaciones (2.104-2.108), la q-exponencial de un imaginario puro presenta un comporta-
miento oscilatorio con una amplitud variable gq(u) que decrece (aumenta) para 1 < q < 3
(q < 1). Ma´s precisamente, eq(iu) es modulada por la q-gaussiana.
Consideremos una onda q-plana, esto es:
ψ(~x, t) = ψ(0, 0)eq[i(~k~x− ωt)] (2.109)
La onda q-plana no puede ser descompuesta, para q 6= 1, en factores espacial y tempo-
ral, como sucede con muchas soluciones de ecuaciones no lineales. Ma´s au´n, la amplitud
de la onda q-plana para 1 < q < 3 decrece cuando su argumento aumenta. Debido a esta
propiedad, este nuevo tipo de solucio´n podr´ıa ser aplicable a varios feno´menos f´ısicos no
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lineales. Uno puede ver que la onda q-plana n-dimensional de la ecuacio´n (2.109) satisface
la ecuacio´n de onda lineal:
∇2ψ(~x, t) = 1
c2
∂2ψ(~x, t)
∂t2
(2.110)
Equipado con ω = ck. La onda q-plana se comporta como un solito´n propaga´ndose con
velocidad c = ω/k. Esto habilita el estudio de excitaciones no lineales que no se deforman
con el tiempo y ser´ıan relevantes, por ejemplo, en o´ptica no lineal y f´ısica de plasmas.
El procedimiento de NRT consiste en encontrar una ecuacio´n no lineal para la cual la
ecuacio´n (2.109) es una solucio´n [116]. Y tiene la forma:
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]
=
1
2− q
~2
2m
∇2
[
ψ(~x, t)
ψ(0, 0)
]2−q
(2.111)
Consistentemente, los operadores energ´ıa y momento deben ser generalizados de la
forma E = i~Dt y pˆ = −i~Dx respectivamente, donde Duf(u) = [f(u)]1−qdf(u)/du. Estos
operadores, cuando actu´an sobre la q-exponencial eq[i(~k~x−ωt)], dan la energ´ıa E = ~ω y
momento ~p = ~~k. Ahora, si se considera la solucio´n de la onda q-plana de (2.109) se puede
verificar que esta nueva forma es una solucio´n de la ecuacio´n anterior con E = p2/2m,
para todos los valores de q.
Un enfoque diferente es propuesto en [117] por Plastino y Rocca. Ellos notaron que la
onda q-plana es una funcio´n hipergeome´trica (ver ape´ndice A), de la forma:
[1 +
i
~
(1− q)(px− Et)] 11−q = F
[
1
q − 1 , γ; γ;
i
~
(q − 1)(px− Et)
]
(2.112)
Como las funciones hipergeome´tricas obedecen la ecuacio´n diferencial (A.11) la onda
q-plana obedece:
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]q
+
~2
2m
4
[
ψ(~x, t)
ψ(0, 0)
]
= 0 (2.113)
O,
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]q
= H0
[
ψ(~x, t)
ψ(0, 0)
]
(2.114)
La ecuacio´n presente es, para el caso de part´ıcula libre, equivalente a la ecuacio´n NRT
(2.111). La u´ltima ecuacio´n NRT modificada es fa´cilmente generalizable. Entonces para
un hamiltoniano arbitrario H podemos escribir:
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]q
= H
[
ψ(~x, t)
ψ(0, 0)
]
(2.115)
NRT tambie´n presentaron una q-generalizacio´n de la ecuacio´n de Klein-Gordon, que
es igual a [116]:
∇2ψ(~x, t) = 1
c2
∂2ψ(~x, t)
∂t2
+ q
m2c2
~2
ψ(~x, t)
[
ψ(~x, t)
ψ(0, 0)
]2(q−1)
(2.116)
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Se puede verificar fa´cilmente que la misma onda q-plana usada para la ecuacio´n de
q-Schro¨dinger es una solucio´n de la ecuacio´n (2.116), preservando para todos los valores
de q la relacio´n de Einstein E2 = p2c2 +m2c4. Debo mencionar que el te´rmino no lineal en
la ecuacio´n (2.116) es nuevo y diferente de aquellos en previas formulaciones. En trabajos
previos de otros autores, el te´rmino no lineal es construido multiplicando la funcio´n de
onda por una potencia de su mo´dulo, llevando a diferentes tipos de soluciones y diferentes
espectros de energ´ıa. Otro aspecto importante de la ecuacio´n (2.116) tiene que ver con su
invarianza de Lorentz: debido a que esta propiedad esta´ directamente relacionada con los
dos primeros te´rminos, que no han sido cambiados, la ecuacio´n (2.116) permanece inva-
riante ante transformaciones de Lorentz. Algunas ecuaciones no lineales de Klein-Gordon
no son invariantes ante la transformacio´n de Lorentz usual y requieren una modificacio´n
de e´sta.
2.7.1. Estados Gamow y q-Gamow
Esta seccio´n resume algunos resultados de [118]. Las resonancias son comu´nmente
encontradas en varios sistemas cua´nticos, independientemente de sus constituyentes y del
re´gimen cinema´tico en que aparecen. Las resonancias son propiedades intr´ınsecas de los
sistemas cua´nticos, asociadas con su frecuencia natural, y que describen decaimientos
preferenciales de estados no acotados. El efecto de las resonancias en estados de scattering
pueden ser considerados en los sistemas cua´nticos abiertos como una extensio´n del modelo
de capas nuclear, el llamado modelo de capas nuclear continuo. Una realizacio´n particular
de este modelo es el modelo de capas nuclear continuo de energ´ıa compleja basada en el
colectivo de Berggren, el modelo de Gamow [119].
Nos enfocamos en los estados de decaimiento a grandes distancias del centro de dis-
persio´n y comprobamos que una representacio´n de Gamow es adecuada. El uso de ex-
ponenciales para representar una resonancia es una aproximacio´n va´lida so´lo a grandes
distancias del centro de dispersio´n.
Un estado Gamow, a grandes distancias, tiene la forma
|ψG >=
∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)} e ipx~ |x > dx (2.117)
Donde H(x) es la funcio´n escalo´n de Heaviside. El cuadrado de la norma es
< ψG|ψG >=
∞∫
0
H[Im(p)]e i(p−p
∗)x
~ dx−
0∫
−∞
H[−Im(p)]e i(p−p
∗)x
~ dx (2.118)
Estas integrales pueden ser fa´cilmente evaluadas y se encuentra que
< ψG|ψG >= {H[Im(p)]−H[−Im(p)]} ~
i(p∗ − p) =
~
2|Im(p)| (2.119)
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En consecuencia, el estado Gamow normalizado φG es [120]
|φG >=
√
2|Im(p)|
~
|ψG > . (2.120)
Y
< φG|(H|φG >) = p
2
2m
(2.121)
(< φG|H)|φG >= p
∗2
2m
(2.122)
La energ´ıa media es
< H >=
1
2
[< φG|(H|φG >) + (< φG|H)|φG >] = p
2 + p∗2
4m
=
Re(p2)
2m
(2.123)
Para obtener la distribucio´n de probabilidad asociada al estado Gamow miramos el
producto escalar entre este estado y uno libre
< φ|φG >= 1~
√
|Im(p)|
pi

∞∫
0
H[Im(p)]e i(p−k)x~ dx−
0∫
−∞
H[−Im(p)]e i(p−k)x~ dx
 (2.124)
Luego,
< φ|φG >=
i
√
|Im(p)|
pi
p− k (2.125)
La distribucio´n de probabilidad es la de Breit-Wigner [120]
| < φ|φG > |2 = |Im(p)|
pi {[Re(p)− k]2 + Im(p)2} (2.126)
Se ha mostrado que los estados Gamow pueden ser interpretados como Ultradistribu-
ciones de Sebastiao e Silva[121, 122].
Existe un gran nu´mero de experimentos de alta energ´ıa que pueden ser satisfactoria-
mente interpretados a trave´s de la estad´ıstica de Tsallis. En particular, esto sucede para
experimentos del LHC respecto a distribuciones de estados estacionarios. La q-estad´ıstica
parece ser adecuada para describir las distribuciones de momento transverso de diferentes
hadrones. Los 4 experimentos del LHC llevaron a publicaciones que involucran distribu-
ciones que parecen ser ajustadas de forma apropiada por funciones q-exponenciales. Los
valores asociados de q son del orden de 1,15, distintos del valor de Gibbs-Boltzmann q = 1.
En consecuencia, los estados estacionarios antes de la hadronizacio´n no son los de equi-
librio te´rmico. Las mediciones de la distribucio´n de momentos transversos en una escala
logar´ıtmica muestran que q = 1,15 ajusta los datos en un gran rango [46, 47].
Estas circunstancias motivan a investigar los estados de energ´ıa compleja relacionados
a las distribuciones q-exponenciales, esto es, los estados q-Gamow (o q-resonancias), y
establecer la relacio´n con los estados Gamow. Estos estados q-Gamow no son soluciones
de la ecuacio´n de Schro¨dinger sino de su q-generalizacio´n no lineal que vimos en la seccio´n
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anterior. Un primer ana´lisis es realizado en [118], reemplazando la exponencial por una
q-exponential, y llegando a los siguientes estados q-Gamow:
ψqG(x) = {H[Im(p)]H(x)−H[−Im(p)]H(−x)}⊗
[
1 +
i(1− q)px
~
√
2(q + 1)
] 2
1−q
(2.127)
Con norma:
< ψqG|ψqG >= ~
5− q
√
2(q + 1)
|p| ⊗ F
(
1
2
,
5− q
2(q − 1) ,
3 + q
2(q − 1) ;
[Re(p)]2
|p|2
)
= [A(q, p)]2
(2.128)
Donde F (α, β, γ; z) es la funcio´n hipergeome´trica. (Ver ape´ndice A para ma´s informa-
cio´n).
La distribucio´n de q-Breit-Wigner correspondiente es:
| < φ|φqG > |2 = ~
2piA(q, p)
[
2(q + 1)
(1− q)2|p|2
] 2
q−1
k
2(3−q)
q−1 e
√
2(q+1)k(p+p∗)
(1−q)|p|2 ⊗
Γ
[
3− q
1− q ,
√
2(q + 1)k
(1− q)p
]{
Γ
[
3− q
1− q ,
√
2(q + 1)k
(1− q)p
]}∗
(2.129)
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Cap´ıtulo 3
Tratamiento perturbativo de las
ecuaciones no lineales de
Schro¨dinger y Klein-Gordon
“L’inspiration existe, mais il faut qu’elle nous trouve au travail”
Pablo Picasso.
En este cap´ıtulo realizo un ana´lisis detallado de las ecuaciones de Schro¨dinger y Klein-
Gordon NRT mediante un tratamiento perturbaitvo en q ∼ 1. Primero doy las motiva-
ciones de porque´ es importante estudiar estas ecuaciones. Luego estudio el desarrollo de
la ecuacio´n de Schro¨dinger NRT, y tambie´n de un paquete de onda q-gaussiano. La ecua-
cio´n de Klein-Gordon NRT es el tema de la seccio´n 3.4 y finalmente analizo mediante el
desarrollo perturbativo la ecuacio´n de q-Schro¨dinger de variables separadas y realizo unas
conclusiones finales.
3.1. Introduccio´n
Mencione´ en la seccio´n 2.7 que, recientemente, ecuaciones no lineales generalizadas
de Schro¨dinger y Klein-Gordon han sido propuestas por Nobre, Rego-Monteiro y Tsallis
(NRT) en [116] . Actualmente hay mucha actividad en e´sta a´rea. La no linealidad de estas
ecuaciones esta´ gobernada por el para´metro real q. Es un hecho que las consiguientes
ecuaciones no lineales, llamadas de q-Schro¨dinger y q-Klein-Gordon, son manifestaciones
naturales de feno´menos de muy alta energ´ıa, como fue verificado por experimentos en el
LHC. Esto sucede para valores de q cercanos a la unidad [2, 118]. Es tambie´n bien sabido
que el comportamiento q-exponencial es encontrado en una gran variedad de arreglos.
Una explicacio´n para tal feno´meno fue dado en [123] haciendo referencia a escenarios
emp´ıricos en los cuales los datos son obtenidos v´ıa arreglos que efectu´an una normalizacio´n
adema´s de un pre-procesamiento de datos. Precisamente, se mostro´ que la salida de datos
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normalizada correspondiente esta´ q-exponencialmente distribuida si la entrada de datos
muestra simetr´ıa el´ıptica, generalizacio´n de la simetr´ıa esfe´rica, lo cual constituye una
situacio´n frecuente. Esto hace dif´ıcil saber con certeza, para valores de q cercanos a la
unidad, si estamos tratando con soluciones a la ecuacio´n ordinaria de Schro¨dinger (cuyas
soluciones de part´ıculas libres son exponenciales y para el cual q = 1) o con la ecuacio´n
no lineal de NRT, cuya solucio´n de part´ıcula libre son q-exponenciales.
Datos experimentales indican que el comportamiento tipo ley de potencia en las dis-
tribuciones de probabilidad observadas de magnitudes interesantes es muy comu´n en el
mundo natural [124]. En [123] se mostro´ que una razo´n para este feno´meno es la nor-
malizacio´n en el detector. En la mayor´ıa de los dispositivos encontramos una etapa de
pre-procesamiento de datos que impide que el dispositivo de medicio´n sea sobrepasado
por datos de muy grande amplitud que puedan dan˜ar el hardware. Se apela, entonces,
a la normalizacio´n estad´ıstica de los datos de entrada. Estos primero son centrados por
substraccio´n de su valor medio estimado y luego escalados con su desviacio´n esta´ndar es-
timada. En [123] fue mostrado que los procedimientos asociados transforman la entrada
de datos gaussiana en una salida de tipo q-gaussiana. Recordemos que una q-exponencial
viene definida como:
eq(x) = [1 + (1− q)x]
1
1−q ; (eq=1(x) = expx) (3.1)
En vista de las consideraciones emp´ıricas antes hechas, resulta claro que en el en-
torno de q = 1 es muy dif´ıcil saber con certeza si uno esta´ tratando con exponenciales
o q-exponenciales. Las primeras corresponden a las soluciones para una part´ıcula libre
de la celebrada ecuacio´n de Schro¨dinger, mientras que las segundas corresponden a las
soluciones de part´ıcula libre de su generalizacio´n no lineal presentada en [116, 117] (ver
tambie´n[125-127]), la as´ı llamada ecuacio´n NRT. Si deseamos analizar un flujo de part´ıcu-
las, ¿cua´l de las dos ecuaciones gobierna su comportamiento, la lineal o la no lineal?
Con el objetivo de ayudar a encontrar una respuesta adecuada a esta pregunta realizo
un estudio cuidadoso de las soluciones de la ecuacio´n NRT en el entorno de q ∼ 1.
3.1.1. Motivacio´n
La motivacio´n radica en el hecho de que tanto la ecuacio´n de q-Schro¨dinger como la de
q-Klein-Gordon son manifestaciones naturales de feno´menos de muy alta energ´ıa [2, 118],
como fue verificado por experimentos en el LHC [24], para los cuales q es muy cercano
a la unidad. En tal caso, las dos ecuaciones mencionadas anteriormente se acercan a las
ecuaciones usuales de Schro¨dinger y Klein-Gordon, siendo ide´nticas en el l´ımite q → 1,
siendo entonces una generalizacio´n de estas. La ecuacio´n de q-Schro¨dinger de la que hablo
es la ecuacio´n (2.113). Recordemos que es:
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]q
+
~2
2m
4
[
ψ(~x, t)
ψ(0, 0)
]
= 0 (3.2)
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Y para q cercano a la unidad se puede escribir[
ψ(~x, t)
ψ(0, 0)
]q
=
ψ(~x, t)
ψ(0, 0)
+ (q − 1)ψ(~x, t)
ψ(0, 0)
ln
[
ψ(~x, t)
ψ(0, 0)
]
(3.3)
El segundo te´rmino del lado derecho de (3.3) es despreciable por lo que se puede escribir
i~
∂
∂t
[
ψ(~x, t)
ψ(0, 0)
]
+
~2
2m
4
[
ψ(~x, t)
ψ(0, 0)
]
= 0 (3.4)
O
i~
∂
∂t
ψ(~x, t) +
~2
2m
4ψ(~x, t) = 0 (3.5)
Que es la ecuacio´n de Schro¨dinger lineal convencional.
Una situacio´n ana´loga sucede con la ecuacio´n de q-Klein-Gordon. Se tiene que

[
φ(~x, t)
φ(0, 0)
]
+
qm2c2
~2
[
φ(~x, t)
φ(0, 0)
]2q−1
= 0 (3.6)
Para q cercano a la unidad:[
φ(~x, t)
φ(0, 0)
]2q−1
=
φ(~x, t)
φ(0, 0)
+ 2(q − 1)φ(~x, t)
φ(0, 0)
ln
[
φ(~x, t)
φ(0, 0)
]
(3.7)
Una vez ma´s, el segundo te´rmino es despreciable. Como consecuencia, se obtiene

[
φ(~x, t)
φ(0, 0)
]
+
qm2c2
~2
[
φ(~x, t)
φ(0, 0)
]
= 0 (3.8)
O
φ(~x, t) + qm
2c2
~2
φ(~x, t) = 0 (3.9)
Luego, como q es cercano a la unidad, se obtiene la ecuacio´n usual de Klein-Gordon:
φ(~x, t) + m
2c2
~2
φ(~x, t) = 0 (3.10)
Se ve que es muy importante obtener soluciones aproximadas para las ecuaciones de q-
Schro¨dinger y q-Klein-Gordon, debido a que ser´ıan ecuaciones correspondientes a energ´ıas
intermedias [117] entre altas energ´ıas (re´gimen no lineal) y bajas energ´ıas (re´gimen lineal).
3.2. Expansio´n de primer orden de la funcio´n q-exponencial
como una solucio´n a la ecuacio´n no lineal de q-Schro¨din-
ger NRT
Primero demostrare´ que el desarrollo de Taylor de primer orden alrededor de q = 1 de
la funcio´n q-exponencial eq, es una solucio´n a la ecuacio´n no lineal de q-Schro¨dinger,
i~
∂
∂t
[
ψ(x, t)
ψ(0, 0)
]q
= H0
[
ψ(x, t)
ψ(0, 0)
]
(3.11)
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ψ(0, 0) es una funcio´n de onda fija y:
H0 =
p2
2m
=
−~2
2m
∇2 (3.12)
En este caso: ψ ∝ eq, definida como
eq = [1 +
i
~
(1− q)(px− Et)] 11−q (3.13)
Llamando z = i~(px− Et) se obtiene
eq = [1 + (1− q)z]
1
1−q (3.14)
La funcio´n eq tiende a la exponencial usual cuando q → 1
eq(z)|q→1 = ez (3.15)
Se puede observar que ψ(0, 0) = 1. Luego, la ecuacio´n (3.11) se reduce a
i~
∂ψq(x, t)
∂t
= H0ψ(x, t) (3.16)
3.2.1. Desarrollo de primer orden de ψ = eq
Luego de un largo ca´lculo (ver Ape´ndice B.1) se obtiene
ψ ' ez + (q − 1)z
2
2
ez
O
ψ ' ez
[
1 + (q − 1)z
2
2
]
(3.17)
Notar que la u´ltima relacio´n difiere de una funcio´n exponencial, cuando q es cercano a
la unidad, solo por el te´rmino (q − 1)z2/2.
Expl´ıcitamente se tiene que
ψ ' e i~ (px−Et)
[
1 + (1− q)(px− Et)
2
2~2
]
(3.18)
Necesitamos ahora la segunda derivada del desarrollo de eq con respecto a x. Esto
implica de nuevo un largo ca´lculo (ver Ape´ndice B.2), luego del cual se encuentra que
∂2ψ
∂x2
= −p
2
~2
e
i
~ (px−Et)
[
q +
2i
~
(q − 1)(px− Et)− (q − 1)
2~2
(px− Et)2
]
(3.19)
Obviamente, tambe´n necesitaremos el desarrollo de primer orden de ψq. Esta expansio´n
es en la variable q, alrededor de q = 1. Se tiene que
ψq = eq lnψ
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Luego,
∂ψq
∂q
=
∂(q lnψ)
∂q
ψq =
(
lnψ +
q
ψ
∂ψ
∂q
)
ψq = ψq lnψ + qψq−1
∂ψ
∂q
(3.20)
Para q=1 se obtiene
∂ψq
∂q
∣∣∣∣
q=1
= ψ|q=1 (lnψ)|q=1 +
∂ψ
∂q
∣∣∣∣
q=1
Sabiendo que
ψ|q=1 = ez
(lnψ)|q=1 = z
∂ψ
∂q
∣∣∣
q=1
= z
2
2 e
z
Luego,
∂ψq
∂q
∣∣∣∣
q=1
= zez +
z2
2
ez (3.21)
∂ψq
∂q
∣∣∣∣
q=1
=
i
~
(px− Et)e i~ (px−Et) − (px− Et)
2
2~2
e
i
~ (px−Et) (3.22)
El desarrollo de primer orden de ψq es, entonces,
ψq ' ψq|q=1 + (q − 1)
∂ψq
∂q
∣∣∣∣
q=1
Reemplazando aqu´ı las ecuaciones (3.15) y (3.22) se obtiene
ψq ' e i~ (px−Et) + (q − 1)
[
i
~
(px− Et)e i~ (px−Et) − (px− Et)
2
2~2
e
i
~ (px−Et)
]
(3.23)
Finalmente, necesitamos la derivada respecto al tiempo, que es
∂ψq
∂t
=
−iE
~
e
i
~ (px−Et) + (q − 1)
[−iE
~
e
i
~ (px−Et) +
2E
~2
(px− Et)e i~ (px−Et)
+
iE
2~3
(px− Et)2e i~ (px−Et)
]
O
∂ψq
∂t
=
−iE
~
e
i
~ (px−Et)
[
q +
2i(q − 1)
~
(px− Et)− (q − 1)
2~2
(px− Et)2
]
(3.24)
Ahora reemplazando las ecuaciones (3.19) y (3.24) en la ecuacio´n no-lineal de q-
Schro¨dinger (3.16), se puede comprobar que el desarrollo de Taylor de primer orden de la
funcio´n q-exponencial es, de hecho, una solucio´n a esta ecuacio´n con el eigenvalor usual co-
rrespondiente a una part´ıcula libre, E = p2/2m. Se obtiene por lo tanto autoconsistencia,
indicando que los ca´lculos han sido correctamente realizados.
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3.2.2. Comparacio´n entre las soluciones exacta y aproximada
En esta seccio´n realizo comparaciones entre las soluciones aproximada y exacta de la
ecuacio´n de q-Schro¨dinger. Para este fin, primero evalu´o el mo´dulo de la relacio´n, R, de
las funciones (3.18) y (3.13). Como un ejemplo, en las figuras (3.1) a (3.4), se muestra R
correspondiente a un electro´n y un proto´n de 1 MeV de energ´ıa en t = 0 para dos valores de
q distintos. Notar que, para un rango de x considerable en te´rminos de distancias ato´micas
o nucleares, la relacio´n es esencialmente la unidad. Por lo tanto, la aproximacio´n puede
ser considerada muy buena en ese rango.
x (m) ×10-8
-1 -0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
1
1.2
electron 1Mev
q-1=1x10-9
Figura 3.1: Relacio´n R vs. x (en metros) para electrones de 1 MeV y q − 1 = 10−9.
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Figura 3.2: Relacio´n R vs. x (en metros) para electrones de 1 MeV y q − 1 = 10−12.
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Figura 3.3: Relacio´n R vs. x (en metros) para protones de 1 MeV y q − 1 = 10−9.
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Figura 3.4: Relacio´n R vs. x (en metros) para protones de 1 MeV y q − 1 = 10−12.
3.3. Desarrollo de primer orden de una funcio´n q-Gaussiana
Paso ahora a discutir una solucio´n importante de la ecuacio´n (3.11): el paquete de
onda q-gaussiano. Siguiendo a [128], una solucio´n propuesta es:
ψ(x, t) =
{
1 + (q − 1) [a(t)x2 + b(t)x+ c(t)]} 11−q (3.25)
Donde los para´metros a(t), b(t), c(t) pueden ser encontrados reemplazando esta solucio´n
en la ecuacio´n diferencial (3.11), como en [128]. Aqu´ı utilizo una expresio´n simplificada de
los para´metros, seleccionando mqα = 1, con el objetivo de simplificar los ca´lculos. Tengo
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entonces:
a(t) =
mq
1 + i~(q + 1)t
(3.26)
b(t) =
1
β[1 + i~(q + 1)t]
(3.27)
c(t) =
(
1
q − 1 −
1
4mqβ2
)
[1 + i~(q + 1)t]
q−1
q+1 +
1
4mqβ2[1 + i~(q + 1)t]
+
1
1− q (3.28)
Podemos aproximar los coeficientes a primer orden en la variable q:
a(t) = a1(t) + (q − 1)a2(t)
b(t) = b1(t) + (q − 1)b2(t)
c(t) = c1(t) + (q − 1)c2(t) (3.29)
Donde a1,b1 y c1 son los coeficientes valuados en q = 1 y a2, b2 y c2 la primera derivada
de los coeficientes valuados en q = 1. Obteniendo de (3.26), (3.27) y (3.28):
a1(t) =
m
1 + 2i~t
(3.30)
a2(t) =
m(1 + i~t)
(1 + 2i~t)2
(3.31)
b1(t) =
1
β(1 + 2i~t)
(3.32)
b2(t) = − i~t
β(1 + 2i~t)2
(3.33)
c1(t) =
1
2
ln(1 + 2i~t)− i~t
2mβ2(1 + 2i~t)
(3.34)
c2(t) =
1
4mβ2
+
i~t
2(1 + 2i~t)
− (1 + 3i~t)
4mβ2(1 + 2i~t)2
+
1
8
ln2(1 + 2i~t)− 1 + 2mβ
2
8mβ2
ln(1 + 2i~t) (3.35)
Por lo tanto la aproximacio´n de primer orden de la q-Gaussiana es:
ψ(x, t) =
{
1− (q − 1)
{
a2(t)x
2 + b2(t)x+ c2(t)− 1
2
[
a1(t)x
2 + b1(t)x+ c1(t)
]2}}⊗
e−[a1(t)x
2+b1(t)x+c1(t)] (3.36)
3.4. Ecuacio´n no-lineal de q-Klein-Gordon 55
Por construccio´n, ψ(x, t), como se presenta en la ecuacio´n (3.36), es una aproximacio´n
de primer orden de (3.25). Para tener una idea de la calidad de la aproximacio´n en la
figura (3.5) muestro la relacio´n entre (3.36) y (3.25) versus la distancia x (en unidades
absolutas) para q − 1 = 10−3. Notar que la relacio´n es esencialmente 1 para distancias
mucho mas grandes que las ato´micas o nucleares, por lo que la aproximacio´n es muy buena
en ese rango.
Figura 3.5: Relacio´n entre las q-Gaussianas de las ecuaciones (3.36) y (3.25) vs. x (en
unidades absolutas) para q − 1 = 10−3.
3.4. Ecuacio´n no-lineal de q-Klein-Gordon
Ahora deseo verificar que el desarrollo de la funcio´n eq es una solucio´n de la siguiente
ecuacio´n:
1
c2
∂2φ
∂t2
− ∂
2φ
∂x2
+
qm2c2
~2
φ2q−1 = 0 (3.37)
Esta ecuacio´n, llamada de q-Klein-Gordon o Klein-Gordon NRT, fue propuesta en
[116]. En nuestro caso φ = eq(ikx− iωt).
Por analog´ıa a las ecuaciones (3.18) y (3.19) se sabe que los desarrollos de eq y sus
derivadas con respecto a x, respectivamente, son
φ ' ei(kx−ωt)
[
1 + (1− q)(kx− ωt)
2
2
]
(3.38)
∂2φ
∂x2
= −k2ei(kx−ωt)
[
q + 2i(q − 1)(kx− ωt)− (q − 1)
2
(kx− ωt)2
]
(3.39)
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Ahora deber´ıamos calcular la segunda derivada con respecto a t y el desarrollo de
primer orden de qφ2q−1. Esto esta´ desarrollado con detalle en los Ape´ndices B.3 y B.4, y
los resultados son:
∂2φ
∂t2
= −ω2ei(kx−ωt)
[
q + 2i(q − 1)(kx− ωt)− (q − 1)
2
(kx− ωt)2
]
(3.40)
qφ2q−1 ' ei(kx−ωt)
[
q + 2i(q − 1)(kx− ωt)− (q − 1)(kx− ωt)
2
2
]
(3.41)
Reemplazando (3.41), (3.40) y (3.39) en (3.37) se puede verificar que el desarrollo de
Taylor de primer orden de la q-exponential es una solucio´n a la ecuacio´n de qKG. Una vez
ma´s, hemos obtenido autoconsistencia.
3.5. Separacio´n de variables
En [117] se ha demostrado que la ecuacio´n (3.11) es de variables separables cuando el
hamiltoniano es independiente del tiempo. De (3.11), la ecuacio´n no lineal de q-Schro¨dinger
de variables separadas [ψ(t, x) = f(t)g(x)] esta´n dadas por
i~
∂f q
∂t
= λf(t) (3.42)
−~2
2m
∂2g
∂x2
= λgq (3.43)
Aqu´ı muestro que, para ψ(x, t) = f(t)g(x), las ecuaciones para, respectivamente, f
y g, mantienen la forma de la ecuacio´n no lineal para ψ (3.11). Ahora probare´ que los
desarrollos de primer orden alrededor de q = 1 de las funciones
f(t) =
[
1 +
i
~
(1− q)
q
Et
] 1
q−1
(3.44)
g(x) =
[
1 +
i
~
(1− q)√
2(q + 1)
px
] 2
1−q
(3.45)
son soluciones a sus respectivas ecuaciones diferenciales. Los ca´lculos detallados se
encuentran en el Ape´ndice B.
3.5.1. Soluciones de las ecuaciones diferenciales de f y g
1) Del Ape´ndice B se obtienen las relaciones
f(t) ' e−iEt~
[
1 + (q − 1)
(
iEt
~
+
E2t2
2~2
)]
(3.46)
Y
∂f q
∂t
= − iE
~
e
−iEt
~
[
1 + (q − 1)E
2t2
2~2
+ (q − 1) iEt
~
]
(3.47)
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Ahora, reemplazando las ecuaciones (3.46) y (3.47) en (3.42), se observa que el desa-
rrollo de Taylor de f es una solucio´n a la ecuacio´n (3.42), con autovalor λ = E = p2/2m.
Nuevamente, hemos obtenido autoconsistencia.
2) Del Ape´ndice B se tiene que
gq ' e ipx~
[
1 +
3(q − 1)
4
ipx
~
− (q − 1)
4
p2x2
~2
]
(3.48)
y
∂2g
∂x2
= −p
2
~2
e
ipx
~
[
1− 3(1− q)
4
ipx
~
+
(1− q)
4
p2x2
~2
]
(3.49)
Reemplazando las ecuaciones (3.48) y (3.49) en la ecuacio´n (3.43), se encuentra que el
desarrollo de Taylor de g es una solucio´n de su ecuacio´n diferencial con autovalor λ = E =
p2/2m.
3.6. Conclusiones
En este cap´ıtulo he analizado exhaustivamente los tratamientos perturbativos de primer
orden (en q) de la ecuacio´n no lineal de q-Schro¨dinger y de q-Klein Gordon. He mostrado
que, para pequen˜os valores de q−1, la aproximacio´n es muy buena. Esto es de relevancia en
f´ısica porque, como se discutio´ anteriormente [2, 118], estos valores de q son los relevantes
en el rango de energ´ıas de intere´s para la f´ısica de intermedias y altas energ´ıas.

Cap´ıtulo 4
Estados q-Gamow para energ´ıas
intermedias
“Science is not a democracy. It is a dictatorship. It is evidence that does the dictating.”
John Reisman.
La evidencia experimental en aceleradores de part´ıculas ha constatado la presencia
de distribuciones de la q-estad´ıstica en experimentos de muy alta energ´ıa. Esto motiva a
preguntarse por un tipo de estado q-Gamow para el cual la distribucio´n de q-Breit-Wigner
(qBW) asociada pueda ser fa´cilmente encontrada a energ´ıas intermedias, para lo cual hay
muchos aceleradores disponibles. Ese es el objetivo que busco conseguir en este cap´ıtulo.
Baso las consideraciones en el hecho de que emp´ıricamente, uno no detecta gaussianas
puras, sino ma´s bien q-gaussianas con valores de q cercanos a uno [123]. Esto sugiere
mirar estados q-Gamow especiales para el entorno de q = 1.
Comienzo el cap´ıtulo definiendo un nuevo tipo de estado q-Gamow utilizando una
aproximacio´n de primer orden en q. Luego de normalizar, calculo la distribucio´n asociada
de q-Breit-Wigner, la cual puede ser medida experimentalmente. Y finalmente realizo unas
conclusiones.
4.1. Nuevos estados q-Gamow
Obtendremos un nuevo tipo de estados q-Gamow para q cercano a la unidad, utilizando
teor´ıa de perturbacio´n alrededor de dicho valor de q de los estados estudiados en [118] y
presentados en el cap´ıtulo 2, queda´ndonos solo con el primer te´rmino. Por lo tanto,
[
1 +
i(1− q)px
~
√
2(q + 1)
] 2
1−q
'
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ (4.1)
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Y los nuevos estados q-Gamow quedan
|ψqG >=
∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)}⊗
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ |x > dx (4.2)
Donde H(x) es la funcio´n escalo´n de Heaviside. Luego,
ψqG(x) = {H[Im(p)]H(x)−H[−Im(p)]H(−x)}⊗
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ (4.3)
La norma del estado q-Gamow es ahora
< ψqG|ψqG >=
∞∫
0
H[Im(p)]
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ ⊗
[
1 + (q − 1)
(
ip∗x
4~
− p
∗2x2
4~2
)]
e−
ip∗x
~ dx
+
0∫
−∞
H[−Im(p)]
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ ⊗
[
1 + (q − 1)
(
ip∗x
4~
− p
∗2x2
4~2
)]
e−
ip∗x
~ dx (4.4)
O, equivalentemente,
< ψqG|ψqG >=
∞∫
0
H[Im(p)]
[
1− (q − 1)
(
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ ⊗
[
1 + (q − 1)
(
ip∗x
4~
− p
∗2x2
4~2
)]
e−
ip∗x
~ dx
+
∞∫
0
H[−Im(p)]
[
1 + (q − 1)
(
ipx
4~
− p
2x2
4~2
)]
e−
ipx
~ ⊗
[
1− (q − 1)
(
ip∗x
4~
+
p∗2x2
4~2
)]
e
ip∗x
~ dx (4.5)
Luego de un poco de a´lgebra, (4.5) se transforma en
< ψqG|ψqG >=
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∞∫
0
H[Im(p)]
{
1 + (q − 1)
[
i(p∗ − p)x
4~
− (p
2 + p∗2)x2
4~2
]}
e
i(p−p∗)x
~ dx+
∞∫
0
H[−Im(p)]
{
1 + (q − 1)
[
i(p− p∗)x
4~
− (p
2 + p∗2)x2
4~2
]}
e
i(p∗−p)x
~ dx (4.6)
La integracio´n es directa:
< ψqG|ψqG >= ~
2|Im(p)|
{
1 +
(q − 1)
4
[
1 +
Im(p)2 −Re(p)2
Im(p)2
]}
(4.7)
Entonces, elevando al cuadrado la norma encontramos
A2(q, p) =
~
2|Im(p)|
{
1 +
(q − 1)
4
[
1 +
Im(p)2 −Re(p)2
Im(p)2
]}
(4.8)
Y luego se obtiene
A(q, p) =
√
~
2|Im(p)|
{
1 +
(q − 1)
4
[
1 +
Im(p)2 −Re(p)2
Im(p)2
]}
(4.9)
Notar que:
l´ım
q→1
A(q, p) =
√
~
2|Im(p)| (4.10)
Vemos que las ecuaciones (4.10) y (2.119) coinciden. El estado q-Gamow normalizado
es ahora
|φqG >= |ψqG >
A(q, p)
(4.11)
Que puede ser escrito en la forma
|φqG >=
∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)}
√
2|Im(p)|
~
⊗
[
1− (q − 1)
(
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
+
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ |dx > (4.12)
Y entonces
φqG(x) = {H[Im(p)]H(x)−H[−=(p)]H(−x)}
√
2|Im(p)|
~
⊗
[
1− (q − 1)
(
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
+
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ (4.13)
Vemos ahora que los nuevos estados q-Gamow satisfacen la ecuacio´n no lineal de q-
Schro¨dinger NRT. Consideremos la funcio´n f(x) definida por
f(x) =
√
2|Im(p)|
~
[
1− (q − 1)
(
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
+
ipx
4~
+
p2x2
4~2
)]
e
ipx
~ (4.14)
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Queremos mostrar que f(x) satisface
H
[
f(x)
f(0)
]
=
p2
2m
[
f(x)
f(0)
]q
(4.15)
O
Hf(x) =
p2
2m
[f(0)]1−q[f(x)]q (4.16)
Teniendo en cuenta que
[f(0)]1−q = 1− (q − 1) ln
[√
2|Im(p)|
~
]
(4.17)
Y
[f(x)]q =
√
2|Im(p)|
~
e
ipx
~ ⊗
{
1 + (q − 1)
[
ln
(√
2|Im(p)|
~
)
− 1
8
− Im(p)
2 −Re(p)2
8Im(p)2
+
3ipx
4~
− p
2x2
4~2
]}
(4.18)
En consecuencia, se encuentra que
[f(0)]1−q[f(x)]q =
√
2|Im(p)|
~
e
ipx
~ ⊗{
1− (q − 1)
[
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
− 3ipx
4~
+
p2x2
4~2
]}
=
− 1
p2
d2f(x)
dx2
=
2m
p2
Hf(x) (4.19)
Viendo la u´ltima ecuacio´n (4.19) vemos que f(x) satisface (4.15) y, entonces, el estado
q-Gamow tambie´n lo verifica.
Pasamos ahora a calcular el valor medio de la energ´ıa correspondiente al estado q-
Gamow. Comenzamos con
H|φqG >= p
2
2m
√
2|Im(p)|
~
⊗
∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)}⊗
{
1− (q − 1)
[
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
− 3ipx
4~
+
p2x2
4~2
]}
e
ipx
~ |x > dx (4.20)
Luego
< φqG(H|φqG >) = p
2
2m
2|Im(p)|
~
⊗
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∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)}⊗
{
1− (q − 1)
[
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
− ip
∗x
4~
+
p∗2x2
4~2
]}
⊗
{
1− (q − 1)
[
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
− 3ipx
4~
+
p2x2
4~2
]}
e
i(p−p∗)x
~ dx (4.21)
La ecuacio´n anterior puede ser escrita como
< φqG(H|φqG >) = p
2
2m
2|Im(p)|
~
⊗
∞∫
0
H[Im(p)]
{
1− (q − 1)
[
1
4
+
Im(p)2 −Re(p)2
4Im(p)2
− i(3p+ p
∗)x
4~
+
(p2 + p∗2)x2
4~2
]}
e
i(p−p∗)x
~ dx
∞∫
0
H[−Im(p)]
{
1− (q − 1)
[
1
4
+
Im(p)2 −Re(p)2
4Im(p)2
+
i(3p+ p∗)x
4~
+
(p2 + p∗2)x2
4~2
]}
e
i(p∗−p)x
~ dx
}
(4.22)
Evaluando las integrales en la ecuacio´n (4.22) se encuentra
< φqG|(H|φqG >) = p
2
2m
{
1− (q − 1)
[
1
4
− i(3p+ p
∗)
8|Im(p)| Sgn[Im(p)]
]}
(4.23)
Ana´logamente, llegamos a
(< φqG|H)|φqG >= p
∗2
2m
{
1− (q − 1)
[
1
4
− i(3p
∗ + p)
8|Im(p)| Sgn[Im(p)]
]}
(4.24)
Luego, de acuerdo a [118], obtenemos para el valor medio de la energ´ıa
< H >q=
1
2
[< φqG|(H|φqG >) + (< φqG|H)|φqG >] (4.25)
Y
l´ım
q→1
< H >q=
Re(p2)
2m
=< H > (4.26)
4.2. Prediccio´n: distribucio´n q-Breit-Wigner
Calculamos ahora la nueva distribucio´n de qBW pertinente, empezando con
< φ|φGq >= 1~
√
|Im(p)|
pi

∞∫
−∞
{H[Im(p)]H(x)−H[−Im(p)]H(−x)}
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[
1− (q − 1)
(
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
+
ipx
4~
+
p2x2
4~2
)]
e
i(p−k)x
~ dx (4.27)
Luego de evaluar las integrales en la ecuacio´n (4.27) se tiene
< φ|φGq >= 1
i(k − p)
√
|Im(p)|
pi
⊗
[
1− (q − 1)
(
1
8
+
Im(p)2 −Re(p)2
8Im(p)2
+
p
4(k − p) −
p2
2(k − p)2
)]
(4.28)
Entonces, la relacio´n para la distribucio´n de q-Breit-Wigner es
| < φ|φGq > |2 = |Im(p)|
pi {[Re(p)− k]2 + Im(p)2}
{
1− (q − 1)
[
1
4
+
Im(p)2 −Re(p)2
4Im(p)2
+Re
(
p
2(k − p)
)
−Re
(
p2
(k − p)2
)]}
(4.29)
El factor X
X = (q − 1)
[
1
4
+
Im(p)2 −Re(p)2
4Im(p)2
+Re
(
p
2(k − p)
)
−Re
(
p2
(k − p)2
)]
(4.30)
constituye la firma de las nuevas resonancias q-Gamow y es, en principio, sensible a
verificacio´n emp´ırica.
Notar que para q → 1 se cumple
l´ım
q→1
| < φ|φGq > |2 = |Im(p)|
pi {[Re(p)− k]2 + Im(p)2} (4.31)
En acuerdo con la ecuacio´n (2.126).
Haremos ahora lo que creo es una conjetura razonable que relaciona los valores de q
con el rango de energ´ıa. Las q-resonancias tienen lugar a energ´ıas de la escala de TeV
para q = 1,1 [118]. Por otro lado, las resonancias ordinarias aparecen en el orden de los
MeV en las descripciones de Breit-Wigner (BW) (q = 1). A esa escala tambie´n podemos
encontrar las resonancias de la teor´ıa cua´ntica de campos. Por interpolacio´n lineal entre
esos dos casos podemos suponer que q = 1 + 10−3 deber´ıa estar asociada a energ´ıas de 1
GeV, q = 1 + 10−4 a 0.1 GeV, etc.
Cuatro casos de la amplitud de la distribucio´n qBW son mostrados en las figuras
(4.1)-(4.4), para cuatro valores de q iguales a, respectivamente, 1 + 10−3 − 1 + 10−6, en
pasos de 10−1 sumados a la unidad. Esos valores de q corresponden, respectivamente, a
energ´ıas entre GeV (asociada a q = 1 + 10−3) y MeV (asociada a q = 1). El eje horizontal
representa la parte real del momento p, aqu´ı llamado x. Las curvas gruesas corresponden
a q = 1 y las delgadas a q > 1. Curvas para tres valores de y = Im(p) son dibujadas en
cada figura. Rojo para y = 0,25, verde para y = 5, y azul para y = 10. Se aprecia el hecho
que a) para valores pequen˜os de y la qBW difiere de una manera ma´s significativa de la
BW tradicional y b) esas diferencias crecen cuando la energ´ıa aumenta.
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Figura 4.1: qBW y BW tradicional vs. x, la parte real del momento p, para q = 1 + 10−3.
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Figura 4.2: qBW y BW tradicional vs. x, la parte real del momento p, para q = 1 + 10−4.
4.3. Conclusiones
Es esencial sen˜alar que, como se discute en [123], emp´ıricamente a menudo se obtienen
q-Gaussianas en vez de Gaussianas puras, con q muy cercano a la unidad, en experimentos
de altas energ´ıas. En consecuencia, he estudiado en este cap´ıtulo, en el entorno de q = 1,
las propiedades principales de los estados q-Gamow asociados, que son solucio´n a la q-
generalizacio´n no lineal de la ecuacio´n de Schro¨dinger [116]. Calcule´ su norma, el valor
medio de energ´ıa y las distribuciones de q-Breit-Wigner correspondientes. En todos los
casos, los resultados tienden a los usuales cuando el para´metro entro´pico obedece q → 1.
Nuestro resultado principal es que la distribucio´n de probabilidad q-Breit-Wigner difie-
re de la usual de acuerdo al factor dado por la ecuacio´n (4.30), el cual puede ser comproba-
do, luego de un ana´lisis de errores, por datos experimentales en aceleradores de part´ıculas,
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Figura 4.3: qBW y BW tradicional vs. x, la parte real del momento p, para q = 1 + 10−5.
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Figura 4.4: qBW y BW tradicional vs. x, la parte real del momento p, para q = 1 + 10−6.
y por lo tanto probando la existencia de los nuevos estados q-Gamow que estamos propo-
niendo aqu´ı.
Cap´ıtulo 5
Fenomenolog´ıa de la Entrop´ıa de
Tsallis sobre un camino para
curvas en el espacio de fase
“I dont feel frightened by not knowing things, by being lost in the mysterious universe
without having any purpose, which is the way it really is, as far as I can tell, possibly. It
doesn’t frighten me.”
Richard Feynman.
En este cap´ıtulo describo la fenomenolog´ıa de la entrop´ıa cla´sica de Tsallis calculada
sobre un camino en el espacio de fases. Esto permite derivar un mecanismo de fuerza
entro´pica que es capaz de imitar algunos aspectos fenomenolo´gicos de la fuerza fuerte,
como confinamiento, hard-core y libertad asinto´tica.
El cap´ıtulo esta´ organizado como sigue: en la seccio´n 1 introduzco algunas ideas previas
y en la seccio´n 2 realizo un repaso de nociones ba´sicas. En la seccio´n 3 calculo la entrop´ıa
de camino de Tsallis y la energ´ıa media asociada para un oscilador armo´nico. En la seccio´n
4 trabajo con el principio de equiparticio´n. Las fuerzas entro´picas asociadas a las entrop´ıas
de camino son el tema de la seccio´n 5. Analizo esta fuerza en la seccio´n 6 y, finalmente,
realizo unas conclusiones en la seccio´n 7.
5.1. Introduccio´n
Por confinamiento se entiende el feno´meno que impide aislar part´ıculas con carga de
color (los quarks no pueden ser aislados individualmente) y por lo tanto no pueden ser
detectados directamente, mientras que por libertad asinto´tica nos referimos a la propie-
dad de algunas teor´ıas de gauge que generan ligaduras entre part´ıculas que se debilitan
asinto´ticamente cuando la distancia disminuye. Deseo enfatizar que los efectos de la fuerza
entro´pica que describo aqu´ı no son el confinamiento y la libertad asinto´tica conocidas de
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la f´ısica de altas energ´ıas, sino que son efectos nombrados as´ı por analog´ıa. El ca´lculo
de entrop´ıas sobre curvas en el espacio de fases lleva, sorpresivamente, a un mecanismo
entro´pico cla´sico (en el sentido de “no-cua´ntico”) y simple que es capaz de imitar algunos
de los feno´menos citados anteriormente.
Recordemos que la fuerza entro´pica (ver seccio´n 2.3.1) es una fuerza fenomenolo´gica
que deriva de la tendencia estad´ıstica a aumentar la entrop´ıa [18, 19, 21, 129-134], sin
apelar a ninguna interaccio´n microsco´pica espec´ıfica subyaciente. El ejemplo t´ıpico es la
elasticidad de mole´culas pol´ımeras libremente conectadas [129, 130]. Es remarcable que
Verlinde ha argumentado que la gravedad tambie´n puede ser entendida en te´rminos de
una fuerza entro´pica [19].
Aqu´ı usare´ la entrop´ıa de Tsallis, calculada sobre una curva, para demostrar que el
feno´meno de confinamiento puede emerger cla´sicamente de fuerzas entro´picas, apelando a
hamiltonianos cuadra´ticos en el espacio de fases. Estos hamiltonianos son bien conocidos,
cla´sica y cua´nticamente. Para ellos, la correspondencia entre meca´nica cla´sica y cua´ntica
es la ma´s simple. Desafortunadamente, las fo´rmulas expl´ıcitas que desarrollare´ aqu´ı no son
triviales.
El conocimiento de hamiltonianos cuadra´ticos es de gran utilidad para investigar ha-
miltonianos ma´s generales (y sus ecuaciones de Schro¨dinger asociadas) en un escenario
semicla´sico. Los hamiltonianos cuadra´ticos son relevantes en ecuaciones diferenciales par-
ciales: de ellos se derivan feno´menos de propagacio´n de ondas no triviales. Tambie´n ayudan
a esclarecer las propiedades de hamiltonianos ma´s complicados utilizados en cua´ntica.
En consecuencia utilizare´ hamiltonianos cuadra´ticos en un contexto cla´sico para apren-
der algunas de las interesantes propiedades emergentes concernientes a la fuerza entro´pica
a lo largo de curvas en el espacio de fases. Un ana´lisis previo similar utilizando la entrop´ıa
de Gibbs (equivalente a tomar el l´ımite q = 1) ha sido realizado en [21] y resumido en la
seccio´n 2.3.3. Tomar q 6= 1 agregara´ algunos detalles interesantes.
5.2. Ca´lculos preliminares
Consideremos una part´ıcula movie´ndose en el espacio de fases bajo la influencia de un
oscilador armo´nico, pensemos por ejemplo en un resorte conectado al origen (el centro de
la atraccio´n oscilatoria). Escribimos el hamiltoniano en la forma:
H(P,Q) = P 2 +Q2 (5.1)
Donde P y Q son el momento y la coordenada, respectivamente, y ambos, P 2 y Q2,
tienen dimensiones de H. Trabajare´ en el marco teo´rico de Tsallis, en el cual las distribu-
ciones de probabilidad son q-exponenciales.
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La funcio´n de particio´n de Tsallis esta´ definida como (ec. 2.59):
Z(β) =
∫ ∞
−∞
∫ ∞
−∞
eq[−βH(P,Q)]dPdQ (5.2)
O
Z(β) =
∫ ∞
−∞
∫ ∞
−∞
[1 + (q − 1)βH(P,Q)] 11−q dPdQ (5.3)
Por supuesto, β es la temperatura inversa. En el contexto de la teor´ıa de informacio´n,
cuando se utiliza el principio de MaxEnt de Jaynes [16, 135, 136], β es un multiplicador de
Lagrange que garantiza la conservacio´n de la energ´ıa media. Es considerado como un dato
previo cuando uno maximiza la entrop´ıa a fin de obtener la distribucio´n de probabilidad
apropiada. La teor´ıa de Jaynes no necesita de colectivos (ensambles) ni ban˜os te´rmicos.
Apelando al cambio de variables
U = P 2 +Q2, Q
′
=
√
U − P 2 (5.4)
Y resolviendo la integral en Q, se obtiene
Z(β) = pi
∫ ∞
0
[1 + (q − 1)βU ] 11−q dU (5.5)
Evaluando ahora (5.5) tenemos, ver ecuacio´n (A.28),
Z(β) =
pi
β(q − 1)B
[
1,
2− q
q − 1
]
(5.6)
Donde B[a, b] es la funcio´n beta. Notar que las condiciones para las cuales la ecuacio´n
(A.28) tiene solucio´n impone que 1 ≤ q < 2. Luego,
Z(β) =
pi
β(q − 1)
Γ(1)Γ
(
2−q
q−1
)
Γ
(
1
q−1
) (5.7)
O equivalentemente,
Z(β) =
pi
β(2− q) (5.8)
Notar que el hecho que el para´metro de extensividad obedece 1 ≤ q < 2 garantiza que
Z > 0. Si q → 1, entonces
Z → pi
β
(5.9)
La ecuacio´n (5.8) se reduce a la expresio´n obtenida en la ec. (2.17) para la BGStatMech.
Similarmente, para el valor medio de la energ´ıa se tiene que
< U > (β) =
1
Z
∫ ∞
−∞
∫ ∞
−∞
H(P,Q)[1 + (q − 1)βH(P,Q)] 11−q dPdQ (5.10)
O
< U > (β) =
pi
Z
∫ ∞
0
U [1 + (q − 1)βU ] 11−q dU (5.11)
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El resultado de (5.11) es, nuevamente utilizando la ecuacio´n (A.28),
< U > (β) =
pi
β2(q − 1)2ZB
[
2,
3− 2q
q − 1
]
(5.12)
Que puede ser reescrito como
< U > (β) =
pi
β2Z
1
(2− q)(3− 2q) (5.13)
Reemplazando arriba el valor de Z, se obtiene
< U > (β) =
1
β(3− 2q) (5.14)
Con la restriccio´n 1 ≤ q < 1,5 para garantizar que < U > sea positiva y finita. Cuando
q → 1, se obtiene la ecuacio´n (2.19):
< U >→ 1
β
(5.15)
De la ecuacio´n (2.55), tenemos para la entrop´ıa
S(β) = ln2−qZ + Zq−1β < U > (5.16)
Donde lnq(z) es la funcio´n q-logaritmo.
Un reemplazo apropiado en la ecuacio´n (5.16) lleva a
S(β) = Zq−1
(
β < U > +
1
q − 1
)
− 1
q − 1 (5.17)
Y
S(β) =
[
pi
β(2− q)
]q−1 (2− q)
(3− 2q)(q − 1) −
1
q − 1 (5.18)
Este resultado para S es va´lido para el intervalo 1 ≤ q < 1,5 y, por supuesto, fuera de
los polos, de acuerdo a la referencia [137].
5.3. Entrop´ıa de camino
Nos concentraremos ahora en el concepto de entrop´ıa de camino. El camino es una curva
en el espacio de fases Γ parametrizada por la variable Q. Siguiendo el mismo procedimiento
que en [21], redefiniremos las ecuaciones (5.5) y (5.11) sobre la curva Γ. Primero defino
Z(β,Γ) = pi
∫
Γ
[1 + (q − 1)βU(P,Q)] 11−q dU(P,Q) (5.19)
Si consideramos curvas (parametrizadas por la variable independiente Q) que pasan
por el origen, tenemos P (0) = 0 y Q = 0, y consecuentemente U(0, 0) = 0. Debido a que el
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integrando en la ecuacio´n (5.19) es un diferencial exacto y luego la integral solo depende
del punto final Q0 tenemos
Z(β,Q0) = pi
∫ U(Q0,P (Q0))
0
[1 + (q − 1)βU(P,Q)] 11−q dU(P,Q) (5.20)
O
Z(β,Q0) =
pi
(2− q)β {1− [1 + (q − 1)βU(P (Q0), Q0)]
2−q
1−q } (5.21)
Si Q0 →∞ entonces Z(β,Q0) reduce a la expresio´n (5.8). Ma´s au´n, si q → 1, entonces
la expresio´n tiende a la ecuacio´n (2.23) calculada para la BGStatMech
Z(β,Q0)→ pi
β
(1− e−βU(P (Q0),Q0)) (5.22)
De la misma forma, tenemos para el valor medio de la energ´ıa
< U > (β,Γ) =
pi
Z(β,Γ)
∫
Γ
U(P,Q)[1 + (q − 1)βU(P,Q)] 11−q dU(P,Q) (5.23)
O equivalentemente,
< U > (β,Q0) =
pi
Z(β,Q0)
∫ U(Q0P (Q0))
0
U(P,Q)[1 + (q − 1)βU(P,Q)] 11−q dU(P,Q)
(5.24)
Si evaluamos la ecuacio´n (5.24) obtenemos
< U > (β,Q0) =
pi
Z(β,Q0)β2
{
1− [1 + (q − 1)βU(P (Q0), Q0)]
3−2q
1−q
(3− 2q)(q − 1) −
1− [1 + (q − 1)βU(P (Q0), Q0)]
2−q
1−q
(2− q)(1− q)
}
(5.25)
Y, simplificando la u´ltima expresio´n,
< U > (β,Q0) =
1
β(q − 1)
{
−1 + (2− q)
(3− 2q)
{1− [1 + (q − 1)βU(P (Q0), Q0)]
3−2q
1−q }
{1− [1 + (q − 1)βU(P (Q0), Q0)]
2−q
1−q }
}
(5.26)
Si Q0 →∞, entonces < U > (β,Q0) reduce a la expresio´n (5.14). Si q → 1, entonces
< U > (β,Q0)→ 1− (1 + βU)e
−βU
(1− e−βU )β (5.27)
Lo cual es consistente con los resultados obtenidos en la seccio´n 2.3.3. Nuevamente,
podemos expresar la entrop´ıa mediante la funcio´n de particio´n y la energ´ıa media, como
S(β,Q0) = ln2−qZ(β,Q0) + Z(β,Q0)q−1β < U > (β,Q0) (5.28)
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O equivalentemente,
S(β,Q0) =
1
q − 1
{
(2− q)
(3− 2q)
[
pi
(2− q)β
](q−1)
{1− [1 + (q − 1)βU(P (Q0), Q0)]
2−q
1−q }(q−2)
{1− [1 + (q − 1)βU(P (Q0), Q0)]
3−2q
1−q } − 1
}
(5.29)
Notar que, para esta expresio´n de S las mismas consideraciones realizadas antes para
la ecuacio´n (5.18) deben hacerse. Esto es, el resultado de S es va´lido para el intervalo
1 ≤ q < 1,5 y, por supuesto, fuera de los polos, de acuerdo a la referencia [137].
5.4. Teorema de equiparticio´n
Muestro en esta seccio´n que el teorema de equiparticio´n tambie´n se cumple en esta
formulacio´n. A partir de la definicio´n de valor medio tenemos que
< Q2 >=
1
Z
∫ ∞
−∞
∫ ∞
−∞
Q2
[
1 + (q − 1)β(P 2 +Q2)] 11−q dPdQ (5.30)
O
< Q2 >=
pi
2Z
∫ ∞
0
U [1 + (q − 1)βU ] 11−q dU (5.31)
Mientras que a lo largo de una curva Γ,
< Q2 > (β,Γ) =
pi
2Z(β,Γ)
∫
Γ
U [1 + (q − 1)βU ] 11−q dU (5.32)
Entonces,
< Q2 > (β,Q0) =
pi
2Z(β,Q0)
∫ U(Q0,P (Q0))
0
U [1 + (q − 1)βU ] 11−q dU (5.33)
Esta integral lleva a
< Q2 > (β,Q0) =
pi
2Z(β,Q0)β2
{
1− [1 + (q − 1)βU(P (Q0), Q0)]
3−2q
1−q
(3− 2q)(q − 1) −
1− [1 + (q − 1)βU(P (Q0), Q0)]
2−q
1−q
(2− q)(1− q)
}
(5.34)
Y luego
< Q2 > (β,Q0) =
< U > (β,Q0)
2
(5.35)
El resultado < P 2 > (β,Q0) =< Q
2 > (β,Q0) es inmediato, ya que Q y P aparecen
totalmente sime´tricos en el hamiltoniano. Finalmente, eso significa que
< Q2 > (β,Q0) =< P
2 > (β,Q0) =
< U > (β,Q0)
2
(5.36)
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Lo cual, para Q0 →∞ da
< Q2 >=< P 2 >=
< U >
2
=
1
2(3− 2q)β (5.37)
Hemos llegado al teorema de equiparticio´n [138]. En este contexto fenomenolo´gico,
obviamente impone un l´ımite superior para q, que es q < 3/2, y que aplica so´lo a la
q-entrop´ıa de camino y no a todo el mundo de la q-no aditividad.
Concluyo esta seccio´n diciendo que la presente metodolog´ıa permite una aplicacio´n
directa de te´cnicas de meca´nica estad´ıstica a sistemas cla´sicos dentro de un escenario ge-
neralizado como el que esta´ bajo consideracio´n. Tambie´n deseo mencionar que la existencia
de un teorema de equiparticio´n generalizado es otra manifestacio´n de la coherencia de los
ca´lculos realizados.
5.5. Fuerza entro´pica
De acuerdo a la ecuacio´n (2.12), [18, 19], la fuerza entro´pica Fe para una dimensio´n
esta´ dada por
Fe =
1
β
∂S
∂Q0
(5.38)
Como el punto final de la curva Q0 es arbitrario, simplemente lo llamare´ Q. En este
caso usando la ecuacio´n (5.28):
Fe =
Zq−2
β
∂Z
∂Q
+ (q − 1)Zq−2 ∂Z
∂Q
< U > +Zq−1
∂< U >
∂Q
(5.39)
Notar que Z y < U > ya fueron determinados en las ecuaciones (5.21) y (5.26),
respectivamente. Notar tambie´n que esas cantidades son funciones de β y Q. Vale aclarar
que cuando escribo U , es una forma concisa de referirme a U(P (Q), Q), a fin de no ensuciar
la notacio´n. De acuerdo a lo dicho anteriormente, tengo que
∂Z
∂Q
= pi
∂U
∂Q
[1 + (q − 1)βU ] 11−q = 2piQ [1 + (q − 1)βU ] 11−q (5.40)
Y
∂< U >
∂Q
=
(2− q)
(3− 2q)(q − 1) .
2Q{
1− [1 + (q − 1)βU ] 2−q1−q
} {(3− 2q) [1 + (q − 1)βU ] 2−q1−q
−(2− q) [1 + (q − 1)βU ] 11−q {1− [1 + (q − 1)βU ]
3−2q
1−q }
{1− [1 + (q − 1)βU ] 2−q1−q }
}
(5.41)
Reordenando te´rminos y sumando y restando los te´rminos apropiados uno puede en-
contrar que
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∂< U >
∂Q
=
2Q(2− q)
(q − 1) .
[1 + (q − 1)βU ] 11−q{
1− [1 + (q − 1)βU ] 2−q1−q
}
{
[1 + (q − 1)βU ]− (2− q)
(3− 2q)
{1− [1 + (q − 1)βU ] 3−2q1−q }
{1− [1 + (q − 1)βU ] 2−q1−q }
}
(5.42)
Mientras que la ecuacio´n (5.42) puede ser escrita como
∂< U >
∂Q
= 2Q(2− q) [1 + (q − 1)βU ]
1
1−q{
1− [1 + (q − 1)βU ] 2−q1−q
}{βU − β < U >} (5.43)
Luego, tenemos para la expresio´n de Fe:
Fe =
(
pi
β
)q−1
2Q(2− q)2−q [1 + (q − 1)βU ]
1
1−q(
1− [1 + (q − 1)βU ] 2−q1−q
)2−q {βU + 1q − 1
− 1
(q − 1)
(2− q)2
(3− 2q)
{1− [1 + (q − 1)βU ] 3−2q1−q }
{1− [1 + (q − 1)βU ] 2−q1−q }
}
(5.44)
Esto es de la forma
Fe = K(q, β, U [Q,P ])×Q, (5.45)
Y puede ser tanto atractiva como repulsiva. La fuerza entro´pica es del tipo “armo´nica”
tambie´n. Pero es no conservativa porque depende de P y no solo de la posicio´n. En los
ejemplos que considero aqu´ı, tomo K positiva. ¿De donde viene esta fuerza? Podr´ıamos
argumentar lo siguiente: deseamos que la part´ıcula recorra un dado camino en el espacio de
fases. Este camino puede conectar diferentes puntos que corresponden a diferentes energ´ıas
del oscilador armo´nico. Como una respuesta al movimiento de la part´ıcula, una fuerza no
conservativa emerge y se opone a este movimiento, como en un argumento a` la Chatelier.
Si q → 1,
∂Z
∂Q
→ 2piQe−βU (5.46)
∂< U >
∂Q
→ 2Qe
−βU
1− e−βU
[
βU
1− e−βU − 1
]
(5.47)
Y
Fe → 2QβU e
−βU
(1− e−βU )2 (5.48)
Vemos que coincide con la ecuacio´n (2.26). Claramente, en BGStatMech, K(β, U [Q,P ])
es positiva y la fuerza repulsiva. Esta es la primera diferencia que encontramos entre la
formulacio´n de BG de la seccio´n 2.3.3 y el presente trabajo. Exploremos ahora como se
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comporta la fuerza entro´pica cerca del origen. Para βU << 1, una aproximacio´n de primer
orden lleva a
Z ≈ piU (5.49)
∂Z
∂Q
≈ 2piQ(1− βU) ≈ 2piQ (5.50)
< U >≈ 0 (5.51)
∂< U >
∂Q
≈ 2Q(1− βU) ≈ 2Q (5.52)
Y
Fe ≈ pi
β
(piU)q−22Q+ (piU)q−12Q ≈ (piU)q−12Q( 1
βU
+ 1) (5.53)
Finalmente, la fuerza entro´pica se simplifica como
Fe ≈ (piU)q−1 2Q
βU
(5.54)
Con K positiva y, para q → 1,
Fe ≈ 2Q
βU
(5.55)
En acuerdo con [21]. Esto significa que la fuerza entro´pica diverge cerca del origen,
conduciendo a un comportamiento tipo hard-core. He explorado cuidadosamente el plano
(Q, P ) completo y descubierto que los efectos de Fe son apreciables solo en una pequen˜a
regio´n de e´l.
Puedo au´n reemplazar U en las ecuaciones de arriba usando el cambio de variables
U = P 2 +Q2. Se tiene que
Fe =
(
pi
β
)q−1
2Q(2− q)2−q
[
1 + (q − 1)β(P 2 +Q2)] 11−q(
1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q
)2−q
{
β(P 2 +Q2) +
1
q − 1
− 1
(q − 1)
(2− q)2
(3− 2q)
{1− [1 + (q − 1)β(P 2 +Q2)] 3−2q1−q }
{1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q }
 (5.56)
Entendemos por confinamiento al hecho de que la fuerza es significativa solo en una
regio´n. Se ve que en este sentido la fuerza entro´pica esta´ confinada a so´lo una pequen˜a
regio´n del espacio de fases. Este efecto de confinamiento i) crece con q y ii) lleva a una
libertad asinto´tica (fuerza cero) fuera de esa regio´n. Notar tambie´n que si la part´ıcula esta´
dentro de la barrera de potencial, sera´ dif´ıcil para ella escapar (recordar que no tenemos
efecto tu´nel en f´ısica cla´sica). El pico de la fuerza entro´pica se hace ma´s pronunciada
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Figura 5.1: Comportamiento de la fuerza entro´pica con T . Notar que la fuerza entro´pica
crece con la temperatura, como uno esperar´ıa.
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Figura 5.2: Comportamiento de la fuerza entro´pica con q. Notar que la fuerza entro´pica
disminuye cuando q crece, lo cual constituye un nuevo resultado.
cuando q aumenta. Sen˜alemos que, cuando la energ´ıa cine´tica, asociada al momento, crece,
tambie´n lo hace el confinamiento. Estas observaciones son ilustradas en las figuras (5.1) y
(5.2).
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5.6. Los efectos del pozo de potencial armo´nico
Obviamente, nuestra part´ıcula tambie´n siente la fuerza armo´nica. Sumemos su efecto
al de Fe. Tenemos que
FHO = −1
2
∂< Q2 >
∂Q
= −1
4
∂< U >
∂Q
(5.57)
En nuestro caso esto es
FHO = −Q
2
(2− q) [1 + (q − 1)βU ]
1
1−q{
1− [1 + (q − 1)βU ] 2−q1−q
}{βU − β < U >} (5.58)
Notar que cuando q → 1,
FHO → −Q
2
e−βU
(1− e−βU )
(
βU
1− e−βU − 1
)
(5.59)
O
FHO → Q
2
e−βU
(1− e−βU )2 (1− βU − e
−βU ) (5.60)
En acuerdo con la expresio´n calculada en la seccio´n 2.3.3. La fuerza total que siente la
part´ıcula es
FT = Fe + FHO = Z
q−2 ∂Z
∂Q
(
1
β
+ (q − 1) < U >
)
+
∂< U >
∂Q
(
Zq−1 − 1
4
)
(5.61)
Y luego:
FT =
(
pi
β
)q−1
2Q(2− q)2−q
[
1 + (q − 1)β(P 2 +Q2)] 11−q(
1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q
)2−q
{
β(P 2 +Q2) +
1
q − 1
− 1
(q − 1)
(2− q)2
(3− 2q)
{1− [1 + (q − 1)β(P 2 +Q2)] 3−2q1−q }
{1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q }
−
Q
2
(2− q)
[
1 + (q − 1)β(P 2 +Q2)] 11−q{
1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q
}
β(P 2 +Q2) + 1
(q − 1)
1− (2− q)
(3− 2q)
{1− [1 + (q − 1)β(P 2 +Q2)] 3−2q1−q }
{1− [1 + (q − 1)β(P 2 +Q2)] 2−q1−q }
 (5.62)
Para poder apreciar el significado de la ecuacio´n anterior, consideremos su l´ımite cuan-
do q → 1, nuevamente consistente con la ecuacio´n (2.27),
FT → Q
2
e−βU
(1− e−βU )2 (1 + 3βU − e
−βU ) (5.63)
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Figura 5.3: Fuerza total asociada a la entrop´ıa de camino como una funcio´n de T . Crece
cuando la temperatura aumenta, como uno esperar´ıa.
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Figura 5.4: Fuerza total asociada a la entrop´ıa de camino como una funcio´n de q. Disminuye
cuando q crece.
El valor absoluto de la fuerza crece linealmente con la distancia Q. Tambie´n crece con
T .
Notar que, como antes, la fuerza total esta´ confinada (es diferente de cero) a so´lo una
pequen˜a regio´n del espacio de fases. Tal efecto de confinamiento i) crece con q y ii) lleva a
una libertad asinto´tica (fuerza total cero) fuera de dicha regio´n. Una vez ma´s, el pico de la
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fuerza entro´pica se hace ma´s pronunciado cuando q aumenta. Tambie´n, cuando Ftotal crece,
lo hace el confinamiento. Vemos que, aqu´ı, la fuerza entro´pica es una manifestacio´n del
cambio de entrop´ıa a lo largo de una curva en el espacio de fases. Cuando una part´ıcula
recorre ese camino, siente la accio´n de Fe. Estas consideraciones son ilustradas en las
figuras (5.3) y (5.4).
5.7. Conclusiones
En este cap´ıtulo introduje la nocio´n de entrop´ıa de camino cla´sica y describ´ı su com-
portamiento para un oscilador armo´nico. En otras palabras, describ´ı la fenomenolog´ıa de
la entrop´ıa de camino de Tsallis para el oscilador armo´nico. Una faceta principal de esta
fenomenolog´ıa es la existencia de una fuerza entro´pica generalizada. Mostre´ que uno pue-
de imitar cla´sicamente, con la fuerza entro´pica, aspectos de otras fuerzas, como la fuerza
fuerte.
Si bien el ca´lculo de la entrop´ıa se realiza sobre una curva arbitraria Γ, en general, los
efectos mencionados no dependen de la Γ espec´ıfica seleccionada. La q-fenomenolog´ıa
parece razonable debido a que el principio de equiparticio´n se cumple.
Descubr´ı que la fuerza entro´pica diverge para pequen˜as regiones del espacio de fases
(hard-core effect) anula´ndose fuera de ellas (confinamiento ma´s libertad asinto´tica).
El taman˜o de esa a´rea es dependiente de q. La altura de la barrera del hard-core
tambie´n depende de q. Sumar el potencial armo´nico no modifica estos efectos.
Mientras que la fuerza entro´pica para el HO en la BGStatMech es siempre repulsiva,
en la Tsallis’ StatMech puede ser tanto repulsiva como atractiva.
Adema´s, la fuerza entro´pica disminuye con q, un resultado interesante. Es decir, que
cuanto ma´s “no aditivo” se vuelve el sistema ma´s de´bil es la fuerza entro´pica. Esta
fuerza tambie´n depende de la temperatura, lo cual es un resultado razonable.
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Cap´ıtulo 6
Fuerza entro´pica n−dimensional
en la teor´ıa de Tsallis
“Beauty is the first test:
there is no permanent place in the world for ugly mathematics.”
G.H. Hardy, 1941.
Este cap´ıtulo reu´ne cuatro nociones f´ısicas distintas pero importantes, que ya intro-
dujimos anteriormente en otros cap´ıtulos: 1) fuerza entro´pica, 2) entrop´ıa de camino, 3)
estad´ıstica de Tsallis, y 4) gravedad emergente. Al igual que en el cap´ıtulo anterior in-
vestigo la q-meca´nica estad´ıstica cla´sica de una curva en el espacio de fases pero en n
dimensiones (y, en particular, en 3 dimensiones). Enfoco la atencio´n nuevamente en el
mecanismo de fuerza entro´pica que lleva a un mecanismo simple pero capaz de reproducir
algunos efectos interesantes como confinamiento, hard core, y libertad asinto´tica, t´ıpicas
de la f´ısica de altas energ´ıas.
El cap´ıtulo esta´ organizado como sigue. En la seccio´n 1, realizo una introduccio´n y
presento las motivaciones para extender esta formulacio´n a n dimensiones. Introduzco el
formalismo y la notacio´n en la seccio´n 2. En la seccio´n 3, calculo la entrop´ıa de camino y
la energ´ıa media asociada al oscilador armo´nico. La seccio´n 4 trata de la fuerza entro´pica
y el tema de la seccio´n 5 es el calor espec´ıfico. Las conclusiones son hechas en la seccio´n 6.
6.1. Introduccio´n
La gravedad emergente (tambie´n llamada gravedad entro´pica) es la nocio´n que des-
cribe la gravedad como una fuerza entro´pica con una homogeneidad en grandes escalas,
pero sujeta a desorden de orden cua´ntico. Afirma que la gravedad no es una fuerza funda-
mental. La teor´ıa, propuesta por Verlinde [19] esta´ basada en teor´ıa de cuerdas, f´ısica de
agujeros negros, y teor´ıa de la informacio´n cua´ntica. Aqu´ı en cambio considero otra fuerza
entro´pica (la del oscilador armo´nico) en un contexto estad´ıstico cla´sico pero motivados
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por la gravedad emergente.
En las secciones 2.3.3 y 2.3.4, introduje el ana´lisis de las propiedades te´rmicas de una
entrop´ıa a lo largo de una curva, esto es, estudie´ la meca´nica estad´ıstica cla´sica de una
curva en el espacio de fases. Como vimos esto desvela un mecanismo asociado a una fuerza
entro´pica, que provee una herramienta simple con efectos interesantes como confinamiento,
hard-core y liberatad asinto´tica, caracter´ısticas de la fuerza fuerte, y obtenidas de una
manera ana´loga a la gravedad emergente de Verlinde.
El descubrimiento principal de Tsallis fue mostrar que distintas estad´ısticas a menudo
cubren nueva f´ısica, y miles de autores siguieron este camino. En este contexto vimos
la qStatMech de curvas del espacio de fases en una dimensio´n [3] asociada al oscilador
armo´nico, lo cual esta´ reflejado en el cap´ıtulo anterior. Calculando la fuerza entro´pica
encontramos efectos ana´logos a confinamiento, hard core y libertad asinto´tica, al igual que
en el contexto de la estad´ıstica usual [21].
Tal esfuerzo es extendido aqu´ı a curvas n dimensionales, dada la relevancia de la di-
mensionalidad en gravitacio´n. ¿Como afecta la dimensionalidad a nuestra fuerza entro´pica?
¿El escenario q-estad´ıstico afecta a las propiedades de las fuerzas emergentes?¿En que for-
ma?¿Co´mo interactu´an n y q? Estas son las preguntas que deseo contestar en el presente
trabajo.
6.2. Ca´lculos preliminares
Existe una conexio´n entre el HO y gravitacio´n, por ejemplo el problema de Kepler
[139]. Fung elaboro´ la correspondencia entre el problema de Kepler y el oscilador armo´ni-
co isotro´pico en la meca´nica newtoniana a trave´s de una transformacio´n especial. A partir
de esto pudo obtener todos los detalles del problema de Kepler desde una solucio´n sim-
ple del HO isotro´pico. Entonces, es apropiado introducir el HO en el presente trabajo.
Considero una part´ıcula agarrada a un resorte conectado al origen, en contacto te´rmi-
co con un reservorio a la temperatura inversa β. Consideremos el hamiltoniano tipo HO
n-dimensional
H(P,Q) = P 2 +Q2 (6.1)
P 2 = P 21 + P
2
2 + ...+ P
2
n ; Q
2 = Q21 +Q
2
2 + ...+Q
2
n (6.2)
Donde P 2 y Q2 tienen las dimensiones de H. La funcio´n de particio´n n-dimensional
en la estad´ıstica de Tsallis esta´ definida como [25]
Z(β) =
∫ ∞
−∞
[1 + (q − 1)βH(P,Q)] 11−q dnPdnQ (6.3)
Recordemos que, si q → 1, la funcio´n de particio´n se reduce a la usual, es decir, la
funcio´n de particio´n cano´nica de Gibbs-Boltzmann. Siguiendo el procedimiento de [22]
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llegamos a
Z(β) =
pin
Γ(n)
∫ ∞
0
Un−1[1 + (q − 1)βU ] 11−q dU (6.4)
Donde utilice´ el cambio de variables
U = P 2 +Q2 (6.5)
Como en el cap´ıtulo anterior, evaluando (6.4) a trave´s de la ecuacio´n (A.28), con la
restriccio´n 1 ≤ q < 2 obtengo:
Z(β) =
pin
Γ(n)
[
1
β(q − 1)
]n
B
[
n,
1
q − 1 − n
]
(6.6)
Donde B[a, b] es la funcio´n beta. Luego:
Z(β) =
[
pi
β(q − 1)
]n Γ( 1q−1 − n)(
1
q−1 − 1
)
Γ
(
1
q−1 − 1
) (6.7)
Donde use´ la propiedad de recurrencia de la funcio´n Gamma (ver ape´ndice A, ecuacio´n
A.2):
Γ(n+ 1) = nΓ(n) (6.8)
Usando (6.8) n veces, se obtiene
Z(β) =
[
pi
β(q − 1)
]n 1(
2−q
q−1
)(
3−2q
q−1
)
...
(
n+1−nq
q−1
) (6.9)
Y, finalmente:
Z(β) =
(
pi
β
)n 1∏n
i=1(i+ 1− iq)
(6.10)
Si q → 1, entonces
Z →
(
pi
β
)n
(6.11)
La ecuacio´n (6.10) tiende a la expresio´n obtenida en la seccio´n 2.3.4 para la estad´ıstica
tradicional. Notemos tambie´n que si n = 1, entonces
Z(β) =
pi
β
1
(2− q) (6.12)
Es decir, la ecuacio´n (6.10) se reduce a la expresio´n unidimensional obtenida en el
cap´ıtulo 5. De manera similar, el valor medio de la energ´ıa en n dimensiones esta´ definida
en la qStatMech como:
< U > (β) =
1
Z
∫ ∞
−∞
H(P,Q)[1 + (q − 1)βH(P,Q)] 11−q dnPdnQ (6.13)
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Que lleva a
< U > (β) =
pin
Γ(n)Z(β)
∫ ∞
0
Un[1 + (q − 1)βU ] 11−q dU (6.14)
La ecuacio´n (6.14) tiene como solucio´n
< U > (β) =
pin
Γ(n)Z(β)
[
1
β(q − 1)
]n+1
B
[
n+ 1,
1
q − 1 − n− 1
]
(6.15)
Que es igual a
< U > (β) =
npin
Z(β)[β(q − 1)]n+1
Γ( 1q−1 − n− 1)
Γ
(
1
q−1
) (6.16)
Usando la ecuacio´n (6.7) obtenemos
< U > (β) =
n
β(q − 1)
Γ( 1q−1 − n− 1)
Γ
(
1
q−1 − n
) (6.17)
Y empleando (6.8), la ecuacio´n (6.17) puede ser escrita como
< U > (β) =
n
β[(n+ 2)− (n+ 1)q] (6.18)
Con la restriccio´n 1 ≤ q < n+2n+1 para garantizar la convergencia de < U >. Cuando
q → 1 obtenemos
< U >→ n
β
(6.19)
Y cuando n = 1,
< U >=
1
β(3− 2q) (6.20)
La restriccio´n en q ahora es q < 3/2. Las ecuaciones (6.19) y (6.20) son las expresiones
de < U > obtenidas en la seccio´n 2.3.4 y el cap´ıtulo 5, respectivamente.
Como la entrop´ıa S es (2.55)
S(β) = ln2−qZ + Zq−1β < U > (6.21)
Se obtiene
S(β) =
(
pi
β
)n(q−1) [ 1∏n
i=1(i+ 1− iq)
]q−1 [ 1
q − 1 +
n
(n+ 2)− (n+ 1)q
]
− 1
q − 1 (6.22)
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6.3. Entrop´ıa en la curva Γ
Retomando las ideas principales del u´ltimo cap´ıtulo, asumo que el sistema esta´ en
contacto con un reservorio con temperatura inversa β. Llamo Γ a un camino en el espacio
de fases parametrizado por Q1 que comienza en el origen y termina en un punto arbitrario
(P1(Q
0
1), ..., Pn(Q
0
1), Q1(Q
0
1), ..., Qn(Q
0
1)). Todos los ca´lculos son de cara´cter microsco´pico.
Generalizando los integrandos de las ecuaciones (6.4) y (6.14), introduzco
Z(β,Γ) =
pin
Γ(n)
∫
Γ
Un−1[1 + (q − 1)βU ] 11−q dU (6.23)
< U > (β,Γ) =
pin
Γ(n)Z(β)
∫
Γ
Un[1 + (q − 1)βU ] 11−q dU (6.24)
Como Pi(0) = 0 y Qi(0) = 0 entonces U(0, 0) = 0. Los integrandos son diferenciales
exactos y por lo tanto las funciones definidas dependen u´nicamente del punto final Q01. De
acuerdo a esto podemos escribir,
Z(β,Q01) =
pin
Γ(n)
∫ Q01
0
Un−1[1 + (q − 1)βU ] 11−q dU (6.25)
< U > (β,Q01) =
pin
Γ(n)Z(β,Q01)
∫ Q01
0
Un[1 + (q − 1)βU ] 11−q dU. (6.26)
Integrando por partes n veces la primera se encuentra que
Z(β,Q01) =
pin
βn
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
 (6.27)
Donde escribo U en vez de U(P (Q01), Q(Q
0
1)) para simplificar la notacio´n. Notar que
cuando Q01 →∞ recuperamos la relacio´n (6.10). Si n = 1,
Z(β,Q01) =
pi
β(2− q){1− [1 + (q − 1)βU ]
2−q
1−q } (6.28)
Y llegamos a la expresio´n encontrada en el cap´ıtulo 5. El otro l´ımite interesante es
q → 1. En ese caso obtenemos
Z(β,Q01) =
pin
βn
− e−βU
n−1∑
s=0
pin
s!
U s
βn−s
(6.29)
Donde llamamos s = n − j y llegamos a la ecuacio´n obtenida en la seccio´n 2.3.4. De
la misma manera, integrando por partes n + 1 veces la ecuacio´n (6.26), tenemos para la
energ´ıa media
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< U > (β,Q01) =
npin
βnZ(β,Q01)
{
1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
 (6.30)
Nuevamente, recupero la ecuacio´n (6.18) cuando Q01 →∞. Apelando ahora a la ecua-
cio´n (6.27) obtengo
< U > (β,Q01) = n
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
×
 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
 (6.31)
Si q → 1, recupero el resultado de la seccio´n 2.3.4
< U > (β,Q01) =
pin
βnZ(β,Q01)
{
n
β
−
n∑
s=0
nβs−1U s
s!
e−βU
}
(6.32)
Donde esta vez llame´ s = n+ 1− j. Y para n = 1, encuentro que
< U > (β,Q01) =
1
β{1− [1 + (q − 1)βU ] 2−q1−q }
{
βU [1 + (q − 1)βU ] 2−q1−q
+
[1 + (q − 1)βU ] 3−2q1−q
3− 2q
}
(6.33)
Esta es la solucio´n obtenida en el cap´ıtulo 5, luego de integrar por partes. Finalmente,
la entrop´ıa puede ser expresada por la ecuacio´n (6.21), donde se puede reemplazar Z y
< U > desde las ecuaciones (6.27) y (6.30), respectivamente. Debido a la complejidad de
esta ecuacio´n, muestro la forma expl´ıcita en el Ape´ndice C con el fin de no estorbar la
lectura del texto.
6.4. Fuerza entro´pica y fuerza total
Como vimos previamente, la fuerza entro´pica esta´ dada por
Fe =
1
β
∂S
∂Q
(6.34)
En nuestro caso eso es
Fe =
Zq−2
β
∂Z
∂Q
[1 + (q − 1)β < U >] + Zq−1∂< U >
∂Q
(6.35)
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Donde
∂Z
∂Q
=
pin
βn
2Qi
n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j×
[1 + (q − 1)βU ]j+ q1−q − (n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}
(6.36)
Y
∂< U >
∂Q
= −< U >
Z
∂Z
∂Q
+
npin
Zβn
2Qi
n+1∑
j=1
βn−j
(n+ 1− j)!∏jk=1(k + 1− kq)×{
(j + 1− jq)βUn+1−j [1 + (q − 1)βU ]j+ q1−q
−(n+ 1− j)Un−j [1 + (q − 1)βU ] j+1−jq1−q
}
(6.37)
Usando (6.36), (6.37) y (6.35) obtengo la expresio´n final de la fuerza entro´pica que
esta´ dada por (C.2) en el ape´ndice por su complejidad. La figura (6.1) muestra el compor-
tamiento de la fuerza entro´pica para varios valores de n.
Si n = 1 las ecuaciones (6.36) y (6.37) tienden, respectivamente, a
∂Z
∂Q
= 2piQ [1 + (q − 1)βU ] 11−q (6.38)
∂< U >
∂Q
= −< U >
Z
∂Z
∂Q
+
2QUpi
Z
[1 + (q − 1)βU ] 11−q (6.39)
Esto es, se reducen a las expresiones obtenidas en el cap´ıtulo 5. Tambie´n concuerdan
con las ecuaciones obtenidas en la seccio´n 2.3.4 [22] cuando q → 1
∂Z
∂Q
= 2pinQe−βU
{
n+1∑
k=0
Uk
k!βn−k−1
−
n−1∑
k=0
Uk−1
(k − 1)!βn−k
}
(6.40)
Donde llame´ k = n− j.
∂< U >
∂Q
= −< U >
Z
∂Z
∂Q
+
2Qpin
Z
e−βU
[
n∑
k=0
nUk
k!βn−k
−
n∑
k=0
nUk−1
(k − 1)!βn−k+1
]
(6.41)
En la u´ltima ecuacio´n llame´ k = n+ 1− j. Como las ecuaciones (6.36) y (6.37) tienden
a (6.40) y (6.41) cuando q → 1 y la ecuacio´n (6.35) tiende a
Fe =
1
βZ
∂Z
∂Q
+
∂< U >
∂Q
(6.42)
Entonces el l´ımite de Fe concuerda con la fuerza entro´pica de 2.3.4. La forma completa
de Fe puede ser encontrada en el Ape´ndice C, ecuacio´n (C.2).
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Figura 6.1: Comportamiento de la fuerza entro´pica con n. Notar que la fuerza entro´pica
crece con la dimensionalidad.
Por supuesto la part´ıcula tambie´n siente la influencia del gradiente negativo del po-
tencial del HO:
FHO = −1
2
∂< U >
∂Q
(6.43)
Cuya expresio´n expl´ıcita esta´ dada por la ecuacio´n (C.3) del ape´ndice. Notar que la
fuerza se anula en el origen, como se indica en la figura (6.2). La fuerza del oscilador
armo´nico (i) cambia de signo cuando se pasa de un lado del origen al otro (ii) depende de
si uno esta´ comprimiendo o elongando el resorte. Recordar tambie´n que estamos tratando
con los promedios estad´ısticos de las fuerzas.
Ahora, estamos en presencia de una fuerza total:
FT = Fe + FHO (6.44)
Uno tiene
FT =
1
β
Zq−2
∂Z
∂Q
[1 + (q − 1)β < U >] + ∂< U >
∂Q
(
Zq−1 − 1
2
)
(6.45)
Y a partir de esta ecuacio´n podemos obtener la forma expl´ıcita de FT que se presenta
en la ecuacio´n (C.4) en el Ape´ndice C.
6.5. Calor espec´ıfico
El calor espec´ıfico puede ser calculado como
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Figura 6.2: Comportamiento de la fuerza total con n. Notar que la fuerza total crece con
la dimensionalidad.
C =
∂< U >
∂T
= −< U >
Z
∂Z
∂T
+
kBnpi
n
Z
{
n+ 1
βn
∏n
i=1(i+ 1− iq)
−
n+1∑
j=1
Un+1−j
(n+ 1− j)!∏jk=1(k + 1− kq)
[
j
βj−1
[1 + (q − 1)βU ] j+1−jq1−q
+
(j + 1− jq)U
βj−2
[1 + (q − 1)βU ]j+ q1−q
]}
(6.46)
Donde
∂Z
∂T
=
nkBpi
n
βn−1
∏n
i=1(i+ 1− iq)
− kBpin
n∑
j=1
Un−j
(n− j!)∏jk=1(k + 1− kq)×{
j
βj−1
[1 + (q − 1)βU ] j+1−jq1−q + (j + 1− jq)U
βj−2
[1 + (q − 1)βU ]j+ q1−q
}
(6.47)
Luego se obtiene para el calor espec´ıfico la ecuacio´n (C.5) del Ape´ndice C. Cuando
q → 1
∂Z
∂T
= kpin
[
n(kT )n−1 − e−βU
n−1∑
s=0
U s+1
s!
(kT )n−s−2
−e−βU
n−1∑
s=0
(n− s)U s
s!
(kT )n−s−1]
]
(6.48)
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Lo cual concuerda con el resultado dado en [22]. En la expresio´n anterior llamamos
s = n− j. Cuando n = 1, ∂Z∂T toma la forma
∂Z
∂T
=
kpi
(2− q){1− [1 + (q − 1)βU ]
2−q
1−q + (2− q)βU [1 + (q − 1)βU ] 11−q } (6.49)
Como en el cap´ıtulo anterior. El l´ımite de C cuando q → 1 tambie´n coincide con aquel
calculado en la seccio´n 2.3.4:
C = −< U >
Z
∂Z
∂T
+
kpin
Z
[
n(n+ 1)
βn
−
n∑
s=0
nU s+1
s!βn−s−1
− e−βU
n∑
s=0
n(n− s+ 1)U s
s!βn−s
]
(6.50)
6.6. Conclusiones
Hemos reunido cuatro conceptos f´ısicos importantes como fuerza entro´pica, entrop´ıa de
camino, meca´nica estad´ıstica no extensiva y gravedad emergente discutiendo la qStatMech
de curvas del espacio de fases.
Las expresiones para las cantidades aqu´ı tratadas son generalizaciones de aquellas
encontradas en [22] y [3] para los l´ımites q → 1 y n = 1, respectivamente. Esto reconfirma
que esta´n correctamente calculadas. El comportamiento es el mismo en todas dimensiones,
el cual incluye feno´menos similares a hard-core, confinamiento y libertad asinto´tica. Esto
deber´ıa motivar esfuerzos dirigidos a encontrar estas propiedades en el laboratorio, en
arreglos experimentales ma´s generales de aquellos de la f´ısica de altas energ´ıas.
Es interesante notar que, a pesar que la dimensionalidad es muy importante en gra-
vitacio´n, en lo que respecta a la fuerza entro´pica aqu´ı calculada hemos probado que cua-
litativamente las propiedades estad´ısticas son intr´ınsecas a la curva, no importa en que
espacio esta´ embebida. Cuantitativamente los gra´ficos muestran que la fuerza entro´pica
crece con la dimensio´n n. Esto puede ser entendido si aceptamos que el desorden aumenta
con n, ya que el nu´mero de configuraciones espaciales de cualquier argumento aumenta
con n, y por lo tanto las variaciones de entrop´ıa a lo largo de la curva tambie´n.
Cap´ıtulo 7
Meca´nica Estad´ıstica de Tsallis y
Gravitacio´n Newtoniana de dos
cuerpos Regularizada
Dimensionalmente
“[...] This means that the total energy of any finite collection of self-gravitating mass
points does not have a finite, extensive (e.g., proportional to the number of particles)
lower bound. Without such a property there can be no rigorous basis for the statistical
mechanics of such a system. Basically it is that simple. One can ignore the fact that one
knows that there is no rigorous basis for one’s computer manipulations; one can try to
improve the situation, or one can look for another job.”
L.G. Taff, 1985, [140].
Los cuantificadores t´ıpicos de la meca´nica estad´ıstica de Tsallis exhiben polos. Estamos
hablando de la funcio´n de particio´n Z y la energ´ıa media < U >. Los polos aparecen para
valores distintivos del para´metro real q, en un conjunto numerable de nu´meros racionales
de la l´ınea q. Estos polos son tratados con regularizacio´n dimensional. En este cap´ıtulo los
efectos f´ısicos de los polos en el calor espec´ıfico son estudiados para el potencial cla´sico
gravitatorio de dos cuerpos.
El cap´ıtulo se encuentra organizado de la siguiente manera. Primero realizo una in-
troduccio´n al tema. En las secciones 2 y 3 calculo la funcio´n de particio´n y la energ´ıa
media para los reg´ımenes q > 1 y q < 1, respectivamente. Las divergencias de la teor´ıa son
expuestas en la seccio´n 4 y la regularizacio´n dimensional en 3 dimensiones para los valores
q = 3/2 y q = 1/3 para los reg´ımenes q > 1 y q < 1, respectivamente, son el tema tratado
en las secciones 5 y 6. Los calores espec´ıficos son calculados en la seccio´n 7 y finalmente
la discusio´n de resultados es realizada en la u´ltima seccio´n.
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7.1. Introduccio´n
La necesidad de la regularizacio´n dimensional de algunas medidas de la NEStatMech
fue discutida en la seccio´n 2.4.6 mediante la investigacio´n de los polos que emergen al
computar la funcio´n de particio´n y la energ´ıa media (Z y < U >, respectivamente),
comprobando el significado f´ısico de esos polos para el oscilador armo´nico (HO). En este
cap´ıtulo hago un trabajo similar para el potencial cla´sico gravitatorio. Para ello, apelo
al enfoque de regularizacio´n dimensional de Bollini y Giambiagi [93-96, 98, 141, 142],
generalizado como se explica en [101]. En particular, me apoyo en el art´ıculo [65], un
prerequisito muy u´til. Ma´s detalles de este tema son expuestos en el Ape´ndice D y la
seccio´n 2.5.
La meca´nica estad´ıstica de sistemas gobernados por la gravedad esta´ conectada a
aspectos de f´ısica de materia condensada, meca´nica de fluidos, grupo de renormalizacio´n
y otros. Constituye un desaf´ıo con conexiones en fundamentos ba´sicos como vimos en la
seccio´n 2.6, all´ı describo las propiedades u´nicas de tales sistemas y porque´ es importante
su estudio. Nociones asociadas y aplicaciones pueden ser encontradas en astrof´ısica y
cosmolog´ıa. Entre varios trabajos de este tipo recomiendo, por ejemplo, [69, 143-146].
7.2. La teor´ıa para q > 1
Consideremos dos part´ıculas de masas m y M , con M >> m, interactuando mediante
una fuerza de gravitacio´n newtoniana y en un marco de estad´ıstica de Tsallis. El hamil-
toniano del sistema es
H(r, p) =
p2
2m
− GmM
r
(7.1)
Donde G es la constante de gravitacio´n universal. Para la funcio´n de particio´n en ν
dimensiones, Zν , se tiene que
Zν =
∫ [
1 + (1− q)β
(
p2
2m
− GmM
r
)] 1
q−1
+
dνxdνp (7.2)
Donde, recordemos, el cutt-off de Tsallis, [ ]+, significa que se debe considerar solo
aquella regio´n del espacio de fases donde el corchete es positivo. Para efectuar el proceso de
integracio´n usamos coordenadas hiperesfe´ricas y dos integrales, cada una en ν dimensiones.
Luego, nos quedan dos coordenadas radiales (una en el espacio r y otra en el p) y 2(ν− 1)
a´ngulos. Como el integrando no depende de los a´ngulos de integracio´n el resultado de
las integrales angulares es el volumen de una ν-bola, 2pi
ν
2
Γ( ν2 )
, para cada integral. Y como el
argumento dentro de los corchetes debe ser positivo por el cutt-off de Tsallis, la integracio´n
en p va de 0 a
√
2m
(
1
β(q−1) +
GmM
r
)
y por lo tanto obtenemos:
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Zν =
[
2pi
ν
2
Γ
(
ν
2
)]2 [β(q − 1)] 1q−1 ∞∫
0
rν−1dr⊗
√
2m
(
1
β(q−1)+
GmM
r
)∫
0
pν−1
[
1
β(q − 1) +
GmM
r
− p
2
2m
] 1
q−1
dp (7.3)
Las dos integrales anteriores pueden ser evaluadas utilizando la funcio´n beta de Euler
B. La funcio´n beta aparece en casi todos los campos de la f´ısica, para ma´s detalles y
su forma expl´ıcita ver el Ape´ndice A. Doy el resultado de la primera integral usando la
ecuacio´n (A.29), la llamo I1.
I1 =
√
2m
(
1
β(q−1)+
GmM
r
)∫
0
pν−1
[
1
β(q − 1) +
GmM
r
− p
2
2m
] 1
q−1
dp =
[
1
β(q − 1) +
GmM
r
] ν
2
+ 1
q−1
B
(
ν
2
,
1
q − 1 + 1
)
(7.4)
En consecuencia,
Zν =
2piν(2m)
ν
2[
Γ
(
ν
2
)]2 [β(q − 1)] ν2 (GmM)νB(ν2 , 1q − 1 + 1
)
B
(
ν
2
+
1
1− q ,−ν
)
(7.5)
De la ecuacio´n (7.5) uno puede apreciar que los polos aparecen para toda dimensio´n,
ν = 3 incluido. Entonces, apelar a la regularizacio´n dimensional (DR) sera´ obligatorio.
Con este fin, utilizare´ la DR generalizada de la te´cnica original de Bollini y Giambiagi
dada en [101].
Siguiendo con los ca´lculos nos enfrentamos ahora a
Zν < U >ν=
∫
M
[
1 + (1− q)β
(
p2
2m
− GmM
r
)] 1
q−1
+
(
p2
2m
− GmM
r
)
dνxdνp (7.6)
Y
Zν < U >ν=
[
2pi
ν
2
Γ
(
ν
2
)]2 [β(q − 1)] 1q−1

∞∫
0
rν−1 dr⊗
√
2m
(
1
β(q−1)+
GmM
r
)∫
0
pν+1
2m
[
1
β(q − 1) +
GmM
r
− p
2
2m
] 1
q−1
dp−
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GmM
∞∫
0
rν−2dr
√
2m
(
1
β(q−1)+
GmM
r
)∫
0
pν−1
[
1
β(q − 1) +
GmM
r
− p
2
2m
] 1
q−1
dp
 (7.7)
Usando las ecuaciones (A.26-A.29) se encuentra que
< U >ν=
2piν(2m)
ν
2
Zν
[
Γ
(
ν
2
)]2 [β(q − 1)] ν2−1(GmM)ν [B(ν2 + 1, 1q − 1 + 1
)
⊗
B
(
ν
2
+
1
1− q − 1, 1− ν
)
−B
(
ν
2
,
1
q − 1 + 1
)
B
(
ν
2
+
1
1− q − 1, 1− ν
)]
(7.8)
7.3. La teor´ıa para q < 1
El tratamiento en el re´gimen q < 1 se vuelve ma´s complicado. Para la ecuacio´n (7.2)
encontramos ahora que debido al cutt-off de Tsallis:
Zν =
[
2pi
ν
2
Γ
(
ν
2
)]2 [β(1− q)] 1q−1

GmMβ(1−q)∫
0
rν−1dr ⊗
∞∫
√
2m
(
GmM
r
− 1
β(q−1)
) p
ν−1
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp+
∞∫
GmMβ(1−q)
rν−1dr
∞∫
0
pν−1
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp
 (7.9)
Tratamos con cuatro integrales que pueden ser evaluadas usando la funcio´n beta.
Zν =
2piν(2m)
ν
2[
Γ
(
ν
2
)]2 [β(1− q)] ν2 (GmM)ν [B(ν2 , 11− q − ν2
)
⊗
B
(
−ν, ν
2
− 1
1− q + 1
)
+B
(
1
1− q −
ν
2
,
1
q − 1 + 1
)
⊗
B
(
ν
2
+
1
q − 1 + 1,
ν
2
+
1
1− q
)]
(7.10)
Mirando ahora a la energ´ıa media, a partir de la ecuacio´n (7.6), encontramos que:
Zν < U >ν=
[
2pi
ν
2
Γ
(
ν
2
)]2 [β(1− q)] 1q−1

GmMβ(1−q)∫
0
rν−1dr ⊗
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∞∫
√
2m
(
GmM
r
− 1
β(q−1)
)
pν+1
2m
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp+
∞∫
GmMβ(1−q)
rν−1dr
∞∫
0
pν+1
2m
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp−
GmM
GmMβ(1−q)∫
0
rν−2dr
∞∫
√
2m
(
GmM
r
− 1
β(q−1)
) p
ν−1
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp−
GmM
∞∫
GmMβ(1−q)
rν−1dr
∞∫
0
pν−1
[
p2
2m
− GmM
r
+
1
β(1− q)
] 1
q−1
+
dp
 (7.11)
Expresio´n que involucra ocho integrales. Las funciones beta son necesarias una vez
ma´s, y la solucio´n es:
< U >ν=
2piν(2m)
ν
2
Zν
[
Γ
(
ν
2
)]2 [β(1− q)] ν2−1(GmM)ν [B( 11− q − ν2 − 1, 1q − 1 + 1
)
⊗
B
(
ν
2
+
1
q − 1 + 2,
ν
2
+
1
1− q − 1
)
+B
(
ν
2
+ 1,
1
1− q −
ν
2
− 1
)
⊗
B
(
−ν, ν
2
− 1
1− q + 2
)
−B
(
1
1− q −
ν
2
,
1
q − 1 + 1
)
⊗
B
(
ν
2
+
1
q − 1 + 1,
ν
2
+
1
1− q − 1
)
−B
(
ν
2
,
1
1− q −
ν
2
)
⊗
B
(
1− ν, ν
2
− 1
1− q + 1
)]
(7.12)
Evidentemente la regularizacio´n dimensional es necesaria para resolver las divergencias.
7.4. Las divergencias de la teor´ıa
Deseo hacer un breve resumen de las divergencias de la teor´ıa, veamos como ejemplo
el caso q < 1. A partir de la ecuacio´n (7.12) podemos apreciar que la energ´ıa media no
puede ser regularizada para algunos valores de q, aquellos que cumplen
1 +
1
q − 1 = −n for n = 0, 1, 2, 3, ..., (7.13)
La DR puede ser aplicada para todo q que cumple
1 +
1
q − 1 6= −n for n = 0, 1, 2, 3, ..., (7.14)
O, equivalentemente,
q 6= 1
2
,
2
3
,
3
4
,
4
5
, ...,
ν − 2
ν − 1 ,
ν − 1
ν
,
ν
ν + 1
, .... (7.15)
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7.5. El escenario tridimensional para q > 1
Volvamos al re´gimen q > 1. En particular tratemos con el caso en que q = 32 . Vuelvo a
la ecuacio´n (7.5). La idea es resolver la regularizacio´n dimensional de esta ecuacio´n usando
su correspondiente desarrollo de Laurent, que es:
Zν = −8pi
2(βG2m3M2)
3
2
3(ν − 3) +
4pi2
3
(βG2m3M2)
3
2
[
23
3
− ln (16pi2βG2m3M2)]+
∞∑
s=1
as(ν − 3)s (7.16)
Donde utilice´ varias ecuaciones de la seccio´n A.1. En el caso que presento aqu´ı, el
te´rmino ν−3 independente en el desarrollo de Laurent de Z lleva al valor f´ısico de la serie,
como explico anteriormente en la seccio´n 2.5. Luego,
Z =
4pi2
3
(βG2m3M2)
3
2
[
23
3
− ln (16pi2βG2m3M2)] (7.17)
Como Z debe ser positivo, uno se enfrenta a la existencia de una cota mı´nima de la
temperatura.
T >
e−
23
3
kB
16pi2G2m3M2 (7.18)
De manera similar, partiendo de la ecuacio´n (7.8), tenemos para < U >
Z < U >ν=
32pi2(βG2m3M2)
3
2
3(ν − 3) −
32pi2
3
(βG2m3M2)
3
2
[
3− ln (pi2βG2m3M2)]+
∞∑
s=1
as(ν − 3)s (7.19)
Y en consecuencia,
Z < U >=
32pi2
β
(βG2m3M2)
3
2
[
ln
(
pi2βG2m3M2
)− 3− 2C] (7.20)
O
< U >=
−8[3 + 2C − ln (pi2βG2m3M2)]
β[233 − ln (16pi2βG2m3M2)]
(7.21)
Donde C es la constante de Euler o tambie´n llamada constante de Euler-Mascheroni
[137].
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Consideremos ahora el caso q = 13 . El desarrollo de Laurent correspondiente que se
obtiene de la ecuacio´n (7.10) es
Z =
4
9pi
(4pi2βG2m3M2)
3
2
[
C + 8 ln 2 +
10
3
− ln
(
4pi2βG2m3M2
3
)]
(7.22)
La positividad de Z conduce nuevamente a una cota mı´nima de la temperatura T :
T >
e−(C+8 ln 2+
10
3
)
3kB
4pi2G2m3M2 (7.23)
Para < U > se deduce de ec. (7.12) que,
Z < U >=
1
2pi
(4pi2βG2m3M2)
3
2
[
8 + 3 ln 3− 3 ln (pi2βG2m3M2)− ln 16− 5C] (7.24)
Y
< U >=
9
8β
8 + 3 ln 3− 3 ln (4pi2βG2m3M2)− ln 16− 5C]
C + 8 ln 2 + 103 + ln 3− ln (4pi2βG2m3M2)
(7.25)
7.7. Calores espec´ıficos
Ahora nos enfrentamos al calor espec´ıfico, que puede ser calculado como C = ∂<U>∂T .
Recordemos que consideramos aqu´ı un sistema de una part´ıcula de masa m en un campo
gravitatorio newtoniano producido por una masa M . Luego, la capacidad calo´rica de una
part´ıcula es tambie´n el calor espec´ıfico.
Para el re´gimen q = 32 obtenemos
C =
8kB[ln(pi
2G2m3M2)− 4− ln(kBT )− 2C]
22
3 + ln(kBT )− ln(16pi2G2m3M2)
−
8kB[3 ln(pi
2G2m3M2)− 3− ln(kBT )− 2C][
22
3 + ln(kBT )− ln(16pi2G2m3M2)
]2 (7.26)
Para q = 13 en cambio
C =
9kB[11 + 3 ln 3− ln 16 + 3 ln(kBT )− 3 ln(4pi2G2m3M2)− 5C]
8
[
C + 8 ln 2 + 3 ln 3 + 103 + ln(kBT )− ln(pi2G2m3M2)
] −
9kB[8 + 3 ln 3− ln 16 + 3 ln(kBT )− 3 ln(4pi2G2m3M2)− 5C]
8
[
C + 8 ln 2 + 3 ln 3 + 103 + ln(kBT )− ln(pi2G2m3M2)
]2 (7.27)
Las figuras (7.1) y (7.2) muestran los calores espec´ıficos correspondientes a las ecuacio-
nes (7.26) y (7.27), respectivamente. Llamo E = G2m3M2, con m <<< M . Expreso las
cantidades en unidades de kBT/E. Ambos calores espec´ıficos son negativos para toda tem-
peratura, como es de esperar para la gravitacio´n. De hecho, recordemos que tal feno´meno
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esta´ ı´ntimamente asociado a los sistemas autogravitantes [44]. Y que, en cambio, Verlinde
ha asociado este tipo de sistemas a una fuerza entro´pica [19]. Es natural conjeturar que
este tipo de fuerzas podr´ıa aparecer en los polos asociados a la energ´ıa. Notar tambie´n que
el rango de temperaturas esta´ restringido, existe una cota mı´nima de T . ¿Por que´ una cota
mı´nima y no una ma´xima como obtuvimos en en caso del HO? Bueno, podemos pensar
que en el caso del HO, una cota ma´xima en la temperatura implica una cota ma´xima en
la energ´ıa. Mientras que en un sistemas gravitacional, donde el calor espec´ıfico es negati-
vo, una cota ma´xima en la energ´ıa se obtiene con una cota mı´nima de temperatura. En
siguientes cap´ıtulos planteare´ otro punto de vista a este debate.
kBT/E
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-20
0 kBT/E=16pi2e-22/3
Figura 7.1: Calor espec´ıfico versus kBT/E para q = 3/2. Es bien sabido que los efectos
gravitacionales hacen que el calor espec´ıfico sea negativo. Esto se aprecia claramente en
este gra´fico y el siguiente.
7.8. Discusio´n
En este cap´ıtulo recurr´ı al procedimiento de regularizacio´n dimensional para estudiar
los polos en la funcio´n de particio´n y energ´ıa media que aparecen para valores discretos y
espec´ıficos de q, en la estad´ıstica de Tsallis de un problema de dos cuerpos en gravedad
newtoniana. Estudie´ el comportamiento termodina´mico de estos polos y encontramos in-
teresantes peculiaridades. El ana´lisis se realizo´ en particular en 3 dimensiones. Del ana´lisis
en los polos deseo recalcar:
Los polos aparecen, tanto en la funcio´n de particio´n como en la energ´ıa media, para
q 6= 1
Esos polos son una consecuencia de tener q 6= 1.
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Figura 7.2: Calor espec´ıfico versus kBT/E para q = 1/3. Al igual que en el gra´fico anterior
se aprecia claramente que el calor espec´ıfico es negativo, como es bien sabido para sistemas
gravitacionales.
Probamos que existe una cota mı´nima a la temperatura en los polos.
Se encuentran calores espec´ıficos negativos, caracter´ısticos de sistemas autogravitan-
tes.
Los polos son una propiedad de los cuantificadores entro´picos, no del hamiltoniano. De
hecho, so´lo para q 6= 1 aparece una funcio´n Gamma en la funcio´n de particio´n. Y es esta
funcio´n Gamma la que contiene los polos.
Futuras investigaciones deber´ıan concentrarse en casos en los que se sabe de antemano
que q 6= 1. Para esos casos, los rasgos aqu´ı descubiertos pueden adquirir algu´n grado de
“realidad”.
En este esfuerzo me limite´ al problema de dos cuerpos, ya que las divergencias emergen
ya en ese caso. Recordemos adema´s que la gravitacio´n de N cuerpos es un tema en la
frontera de la investigacio´n de la meca´nica celeste. El caso q = 1 no puede ser analizado
con la presente formulacio´n, ya que no es va´lido para ella. Por eso, el escenario q = 1 es
discutido en el pro´ximo cap´ıtulo. La importancia de este trabajo reside en el hecho de
que hemos mostrado algunos rasgos de la entrop´ıa de Tsallis que no se sospechaban con
anterioridad y propuesto por primera vez una resolucio´n para la funcio´n de particio´n para
la gravitacio´n newtoniana.
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Cap´ıtulo 8
Meca´nica Estad´ıstica de
Boltzmann-Gibbs regularizada
dimensionalmente y gravitacio´n
newtoniana de dos cuerpos
“I cannot conceal the fact here that in the specific application of these rules, I foresee
many things happening which can cause one to be badly mistaken if he does not proceed
cautiously.”
James Bernoulli, 1713
En este cap´ıtulo muestro que, haciendo uso de 1) la extensio´n anal´ıtica obtenida por
Gradshteyn y Rizhik, y 2) el enfoque de regularizacio´n dimensional de Bollini y Giambiagi
(DR), que uno puede obtener resultados gravitacionales finitos empleando la estad´ıstica
de BG. El tratamiento para la BGStatMech es considerablemente ma´s complicado que su
equivalente en la StatMech de Tsallis. Este u´ltimo necesita solamente de regularizacio´n
dimensional, mientras que el primero requiere, adema´s, extensio´n anal´ıtica. Por eso, luego
de una introduccio´n, hago referencia a la extensio´n anal´ıtica en la seccio´n 2 de este cap´ıtulo.
La funcio´n de particio´n y energ´ıa media de la gravitacio´n newtoniana en el contexto de
BG son calculadas por primera vez en las secciones 3 y 4, donde tambie´n la regularizacio´n
dimensional es realizada. El calor espec´ıfico es el tema de la seccio´n 5 y finalmente discuto
los resultados en la seccio´n 6.
8.1. Introduccio´n
Comu´nmente se cree que la distribucio´n de probabilidad cla´sica de Boltzmann-Gibbs
(BG) no puede llevar a resultados finitos para el caso del hamiltoniano de la gravedad
newtoniana porque la funcio´n de particio´n asociada Z en ν dimensiones diverge[44, 69,
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143-147]. Como se tiene que (m y M son las masas involucradas, G la constante de gravi-
tacio´n universal, β la temperatura inversa, y x-p las coordenadas del espacio de fases)
Zν =
∫
e
−β
(
p2
2m
−GmM
r
)
dνxdνp (8.1)
Donde hay una exponencial positiva. Sin embargo, tal creencia no tiene en cuenta la
posibilidad de extensiones anal´ıticas, que se hara´n cargo, junto a la regularizacio´n dimen-
sional, de las divergencias en el origen.
Mostre´ en el cap´ıtulo anterior que, por primera vez, Z puede ser calculado para la
entrop´ıa de Tsallis usando la te´cnica de DR.
¿Por que´ insisto en este problema si ya ha sido resuelto? Este problema necesita ser
revisado por aparte para el caso q = 1 porque el ana´lisis anterior no es va´lido para tal
caso, debido a que aqu´ı nos enfrentamos a una divergencia exponencial. En este cap´ıtulo,
muestro como solucionar este problema con una combinacio´n apropiada de DR y extensio´n
anal´ıtica. Esto produce una funcio´n de particio´n de BG por primera vez para el problema
de dos cuerpos interactuando por gravitacio´n. Recordar que el problema gravitacional de
N cuerpos no ha sido au´n resuelto y constituye un problema de frontera en la investigacio´n
de la meca´nica celeste.
Es bien sabido que, en teor´ıa cua´ntica de campos, la DR no puede regularizar el campo
gravitatorio, ya que es no renormalizable. Pero el presente problema es muy diferente,
porque estamos tratando la estad´ıstica de un sistema interactuando por gravedad cla´sica
newtoniana.
8.2. Extensio´n anal´ıtica
En esta seccio´n reu´no un conjunto de resultados matema´ticos que sera´n necesarios ma´s
adelante. Debemos tener en mente que estamos tratando con la integral de una funcio´n
que crece exponencialmente dada por la ecuacio´n (8.1). Apoya´ndome en la referencia
[137], considero la integral (A.30), que sera´ de gran utilidad en nuestro problema, luego
de algunas particularizaciones. La integral en cuestio´n es:
∞∫
0
xν−1(x+ γ)µ−1e−
β
x dx = β
ν−1
2 γ
ν−1
2
+µΓ(1− µ− ν)e β2γW ν−1
2
+µ,− ν
2
(
β
γ
)
(8.2)
Con | arg(γ)| < pi, Re(1 − µ − ν) > 0 y Wλ,µ(z) una de las funciones de Whittaker.
Para ma´s detalles ver el Ape´ndice A. Eligiendo µ = 1 encontramos
∞∫
0
xν−1e−
β
x dx = β
ν−1
2 γ
ν+1
2 Γ(−ν)e β2γW ν+1
2
,− ν
2
(
β
γ
)
(8.3)
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Va´lido para ν 6= 0,−1,−2,−3, ..... Adicionalmente, utilizando la propiedad (A.22) y la
funcio´n hipergeome´trica confluente obtenemos
W ν+1
2
,− ν
2
(
β
γ
)
= M ν+1
2
, ν
2
(
β
γ
)
=
(
β
γ
) ν+1
2
e
− β
2γ (8.4)
Donde Mλ,µ(z) es la otra funcio´n de Whittaker. Luego,
∞∫
0
xν−1e−
β
x dx = βνΓ(−ν) (8.5)
Una integral que puede ser evaluada para todo ν = 1, 2, 3, .... utilizando la te´cnica de
regularizacio´n dimensional [98, 101, 141, 142]. Cambiando ahora β por −β en la ecuacio´n
(8.2) tenemos
∞∫
0
xν−1(x+ γ)µ−1e
β
x dx = (−β) ν−12 γ ν−12 +µΓ(1− µ− ν)e− β2γW ν−1
2
+µ,− ν
2
(
−β
γ
)
(8.6)
Una vez ma´s elegimos µ = 1 y obtenemos
∞∫
0
xν−1e
β
x dx = (−β) ν−12 γ ν+12 Γ(−ν)e− β2γW ν+1
2
,− ν
2
(
−β
γ
)
(8.7)
Va´lido para ν 6= 0,−1,−2,−3, ... Nos enfrentamos ahora a
W ν+1
2
,− ν
2
(
−β
γ
)
= M ν+1
2
, ν
2
(
−β
γ
)
=
(
−β
γ
) ν+1
2
e
β
2γ (8.8)
Y
∞∫
0
xν−1e
β
x dx = (−β)νΓ(−ν) (8.9)
Equivalente a cambiar β por −β en la ecuacio´n (8.5). Hemos mostrado, entonces, un
hecho interesante. La restriccio´n de la extensio´n anal´ıtica (AE) de (8.2) es igual a la AE
de la restriccio´n de esa misma relacio´n. Esto reconfirma que la AE de Gradshteyn y Rizhik
es correcta. La ecuacio´n (8.9) muestra un corte en Re(β) > 0. Uno puede entonces elegir
(−β)ν = eipiνβν , (−β)ν = e−ipiνβν , o (−β)ν = cos(piν)βν . Selecciono la u´ltima opcio´n y
obtengo
∞∫
0
xν−1e
β
x dx = cos(piν)βνΓ(−ν) (8.10)
Un resultado importante que usare´ en la seccio´n 3.
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Por otro lado, del Ape´ndice A, uso la integral (A.31)
∞∫
0
xν−1e−βx
2−γxdx = (2β)−
ν
2 Γ(ν)e
γ2
8βD−ν
(
γ√
2β
)
(8.11)
Donde D es la funcio´n cilindro parabo´lico. Seleccionando γ = 0 se encuentra
∞∫
0
xν−1e−βx
2
dx = (2β)−
ν
2 Γ(ν)D−ν(0) (8.12)
Debido a que, ver ecuacio´n (A.25),
D−ν(0) =
2−
ν
2
√
pi
Γ
(
ν+1
2
) (8.13)
Encontramos
∞∫
0
xν−1e−βx
2
dx =
2−νβ−
ν
2
√
pi Γ(ν)
Γ
(
ν+1
2
) (8.14)
Otro resultado importante que usare´ en la pro´xima seccio´n.
8.3. La distribucio´n de BG ν-dimensional
La funcio´n de particio´n de BG en ν dimensiones, Zν , es
Zν =
∫
M
e
−β
(
p2
2m
−GmM
r
)
dνxdνp (8.15)
Para efectuar el proceso de integracio´n uso coordenadas hiperesfe´ricas y dos integrales,
cada una en ν dimensiones. El cambio correspondiente de variables esta´ definido como
x1 = r cos θ1
x2 = r sin θ1 cos θ2
x3 = r sin θ1 sin θ2 cos θ3
...
xν−1 = r sin θ1...... sin θν−2 cos θν−1
xν = sin θ1...... sin θν−1 sin θν−1, (8.16)
Donde 0 ≤ θj ≤ pi, 1 ≤ j ≤ ν − 2, y 0 ≤ θν−1 ≤ 2pi. La integracio´n en las variables
angulares (Ων = (θ1, θ2, ..., θν−1)) lleva como resultado al hipervolumen de una ν-bola:
∫
Ων
dΩν =
[
2pi
ν
2
Γ
(
ν
2
)] (8.17)
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Nos queda luego so´lo dos coordenadas radiales (una en el espacio r y la otra en el p)
y 2(ν − 1) a´ngulos. En consecuencia,
Zν =
[
2pi
ν
2
Γ
(
ν
2
)]2 ∞∫∫
0
(rp)ν−1e
−β
(
p2
2m
−GmM
r
)
dr dp (8.18)
Ahora, usando la ecuacio´n (8.10) para
∞∫
0
rν−1eβ
GmM
r dr y (8.14) para
∞∫
0
pν−1e−β
p2
2mdp
se obtiene
Zν = 4
√
pi cos(piν)
(
pi2βG2m3M2
2
) ν
2 Γ(ν)Γ(−ν)[
Γ
(
ν
2
)]2
Γ
(
ν+1
2
) (8.19)
De la ecuacio´n (8.19) es claro que los polos aparecen para toda dimensio´n, ν = 3
incluido. Luego, deberemos utilizar la te´cnica de DR de Bollini y Giambiagi generalizada
como hicimos en el cap´ıtulo anterior [101].
Antes, au´n necesitamos la expresio´n de la energ´ıa media en ν dimensiones
< U >ν=
1
Zν
∫
M
e
−β
(
p2
2m
−GmM
r
)(
p2
2m
− GmM
r
)
dνxdνp (8.20)
Usando las coordenadas hiperesfe´ricas obtenemos
< U >ν=
1
Zν
[
2pi
ν
2
Γ
(
ν
2
)]2 ∞∫∫
o
e
−β
(
p2
2m
−GmM
r
)(
p2
2m
− GmM
r
)
pν−1rν−1dp dr (8.21)
Ahora utilizo nuevamente las ecuaciones (8.10) y (8.14), lo que da como resultado para
la energ´ıa media
< U >ν=
1
Zν
√
pi
β
cos(piν)
(
pi2βG2m3M2
2
) ν
2
⊗
[
Γ(ν + 2)Γ(−ν)[
Γ
(
ν
2
)]2
Γ
(
ν+3
2
) + 4 Γ(ν)Γ(1− ν)[
Γ
(
ν
2
)]2
Γ
(
ν+1
2
)] (8.22)
8.4. La distribucio´n de BG regularizada en tres dimensiones
Volvamos a la ecuacio´n (8.19). La idea es resolver una vez ma´s el proceso de DR.
Recordar que si, por ejemplo, tenemos una expresio´n F (ν) que diverge, digamos, para
ν = 3, el enfoque generalizado de la DR de Bollini-Giambiagi consiste en desarrollar F (ν)
en serie de Laurent alrededor de ν = 3 y seleccionar, como el resultado f´ısico para F ,
el te´rmino ν − 3-independiente del desarrollo. Para ma´s informacio´n ver el cap´ıtulo 2,
el Ape´ndice D, o la referencia [101]. Algunas correcciones son hechas aqu´ı respecto a la
publicacio´n original [6] donde aparececn algunos errores de tipeo.
En nuestro caso, el desarrollo de Laurent correspondiente en la variable ν alrededor de
ν = 3 es
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Zν = − 2
3
√
pi
(2pi2βG2m3M2)
3
2
3(ν − 3) −
1
3
√
pi
(2pi2βG2m3M2)
3
2⊗
[
ln
(
2pi2βG2m3M2
)
+ 3C − 17
3
]
+
∞∑
s=1
as(ν − 3)s (8.23)
Donde C es la constante de Euler. Claramente vemos que Zν diverge en ν = 3. Por
definicio´n (y esta es la esencia de la DR), el te´rmino (ν− 3)-independiente en el desarrollo
de Laurent de Zν nos lleva al valor f´ısico de Z. Que es,
Z =
1
3
√
pi
(2pi2βG2m3M2)
3
2
[
17
3
− 3C − ln (8pi2βG2m3M2)] (8.24)
Como Z debe ser positivo, uno encuentra que la temperatura debe cumplir
T >
e−
17
3
+3C
kB
8pi2G2m3M2 (8.25)
Similarmente, de la ecuacio´n (8.22), tenemos para < U > el desarrollo
Z < U >ν=
8√
piβ(ν − 3)
(
pi2βG2m3M2
2
) 3
2
+
8√
piβ
(
pi2βG2m3M2
2
) 3
2
⊗
[
1
2
ln(8pi2βG2m3M2) +
3C
2
− 5
2
]
+
∞∑
s=1
as(ν − 3)s (8.26)
Donde Z es el dado en la ecuacio´n (8.24). En consecuencia, el te´rmino (ν − 3)-
independente es el valor f´ısico de < U >
< U >=
1
Z
4√
piβ
(
pi2βG2m3M2
2
) 3
2 [
ln(8pi2βG2m3M2) + 3C − 5] (8.27)
Reemplazando aqu´ı el valor de Z dado por (8.24) se obtiene
< U >= − 3
2β
ln
(
8pi2βG2m3M2
)
+ 3C − 5
ln (8pi2βG2m3M2) + 3C − 173
(8.28)
8.5. Calor espec´ıfico
Ahora estamos en posesio´n, por primera vez, de una energ´ıa media cano´nica gravita-
cional. Luego, podemos usarla para evaluar el calor espec´ıfico C = ∂<U>∂T . Entonces, se
obtiene
C = −3kB
2
ln(8pi2βG2m3M2)− 6 + 3C
ln (8pi2βG2m3M2) + 3C − 173
−
3kB
2
ln(8pi2βG2m3M2)− 5 + 3C[
ln (8pi2βG2m3M2) + 3C − 173
]2 (8.29)
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El cual puede ser expresado como
C
kB
= β < U > − 1[
ln (8pi2βG2m3M2) + 3C − 173
]2 (8.30)
La figura (8.1) muestra el calor espec´ıfico correspondiente a la ecuacio´n (8.29). Llamo
E = G2m3M2 con m <<< M . Y expreso las cantidades en unidades de kBT/E. El calor
espec´ıfico es negativo para todo rango de temperaturas, como se espera para la gravitacio´n
(ver seccio´n 2.6), ya que es asociado a sistemas autogravitatorios [44]. Thirring ha mostrado
las consecuencias de los sistemas con calor espec´ıfico negativo en astrof´ısica [113], y en
cambio, Verlinde ha asociado estos sistemas a fuerzas entro´picas [19]. Uno puede notar
que, como se mostro´ en el cap´ıtulo 2, el calor espec´ıfico del colectivo cano´nico de BG debe
ser positivo. Entonces, ¿Co´mo obtuvimos un resultado negativo? Esto ocurre debido a la
te´cnica de DR, en la cual, un te´rmino infinito y positivo no es tenido en cuenta.
Notar tambie´n que el rango de temperatura esta´ restringido ya que existe una cota
mı´nima, al igual que en la estad´ıstica de Tsallis en el cap´ıtulo anterior. Un resultado muy
importante que debo destacar es el hecho de que el l´ımite de altas temperaturas de nuestro
calor espec´ıfico es el calor espec´ıfico de Lynden-Bell (2.102), esto es, C → −32kB cuando
T →∞
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Figura 8.1: Calor espec´ıfico en funcio´n de kBT/E para el colectivo cano´nico de BG
8.6. Discusio´n
A pesar de que se cree comu´nmente que la funcio´n de particio´n Z asociada a la distri-
bucio´n de probabilidad de Boltzmann-Gibbs diverge [44, 69, 143-146], pudimos obtener un
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resultado finito para ella. Esto es as´ı porque tal creencia no tiene en cuenta la posibilidad
de usar extensio´n anal´ıtica y regularizacio´n dimensional. He mostrado en este cap´ıtulo que
esta combinacio´n de te´cnicas nos permite obtener una funcio´n de particio´n de BG finita
por primera vez.
El problema cla´sico de gravitacio´n tiene horizontes au´n ma´s grandes, que no he tocado
aqu´ı. Mi contribucio´n fue la de proveer una expresio´n para la funcio´n de particio´n del
problema de dos cuerpos con la cual se puede estudiar el comportamiento termodina´mico
de esta, como veremos en el siguiente cap´ıtulo.
Un punto especial ha ser remarcado es el siguiente. El problema estad´ıstico de la
gravitacio´n requiere muchas ma´s consideraciones a tener en cuenta que su contraparte en
la estad´ıstica no extensiva. La u´ltima so´lo necesita regularizacio´n dimensional, mientras
que la primera, adema´s, necesita extensio´n anal´ıtica.
Uno podr´ıa preguntarse que papel juega aqu´ı la estad´ıstica de Tsallis, ya que un sistema
autogravitante es no extensivo. Se ha mostrado en las referencias [2, 118, 148, 149] que q
es un indicador de la cantidad de energ´ıa involucrada en los procesos f´ısicos relacionados
a resonancias en teor´ıa cua´ntica de campos (QFT). Cuanto ma´s grande es el valor de q,
ma´s grande es el valor de energ´ıa. De acuerdo a resultados del experimento Alice en el
LHC, se encuentra que un campo cua´ntico no lineal se deber´ıa manifestar por s´ı mismo
en energ´ıas de alrededor de 15 TeV y que esos campos se corresponder´ıan con un valor
aproximado de q = 1,5. El valor q = 1 se corresponde con la QFT usual lineal.
Uno podr´ıa conjeturar quiza´s que con la gravedad de Newton algo similar ocurre. Para
energ´ıas usuales, el tratamiento estad´ıstico de la gravedad newtoniana ser´ıa el de BG. A
mayores energ´ıas, uno deber´ıa tratarlo con estad´ıstica de Tsallis. Un ejemplo relevante de
e´sto es dado en la referencia [41].
Cap´ıtulo 9
Meca´nica Estad´ıstica de sistemas
estelares planos
“I protest against the use of infinite magnitude as something accomplished, which is
never permissible in mathematics. Infinity is merely a figure of speech, the true meaning
being a limit.”
C. F. Gauss.
En este cap´ıtulo utilizo el procedimiento desarrollado en los cap´ıtulos anteriores para
ilustrar el alcance de sus aplicaciones. Esta vez trato con un sistema 2D, una galaxia plana,
y muestro que resultados interesantes y coherentes pueden ser obtenidos. Luego de una
introduccio´n, detallo el modelo. En la seccio´n 3, regularizo la funcio´n de particio´n y la
energ´ıa media y en las siguientes calculo el calor espec´ıfico y la entrop´ıa. Las consecuen-
cias en la cata´strofe gravote´rmica son el tema de la seccio´n 6 y finalmente esbozo unas
conclusiones en la u´ltima seccio´n.
9.1. Introduccio´n
Apelo aqu´ı al procedimiento matema´tico que fue explicado previamente. Vimos que la
funcio´n de particio´n de la gravitacio´n newtoniana diverge trabajando en ambas teor´ıas, la
de Tsallis y la de BG. Si m y M son las masas involucradas, G la constante de gravitacio´n
universal, β la temperatura inversa, y x-p las coordenadas del espacio de fase, la funcio´n
de particio´n de BG es,
Zν = −
∫
e
−β
(
p2
2m
−GmM
r
)
dνxdνp (9.1)
Esta vez elijo una estrategia distinta a la anterior, defino la funcio´n de particio´n con
un signo menos debido a que el procedimiento de DR puede cambiar el signo. Entonces, la
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distribucio´n de probabilidad esta´ definida positiva en otro dominio, que es el que elegimos
explorar ahora. La funcio´n de particio´n de Tsallis es:
Zν = −
∫ [
1 + (1− q)β
(
p2
2m
− GmM
r
)] 1
q−1
+
dνxdνp (9.2)
En el cap´ıtulo 7 mostre´ que Z puede ser calculado en el marco de qStatMech usando la
te´cnica de DR para un escenario tridimensional. El mismo sistema fue resuelto luego para
la BGStatMech en el cap´ıtulo 8. Los sistemas autogravitantes poseen las caracter´ısticas
t´ıpicas de sistemas no extensivos por lo que la qStatMech ser´ıa ma´s apropiada [24]. Pero
luego nos encontrar´ıamos con un serio problema: la funcio´n de particio´n de un conjunto
de N part´ıculas no es trivial en esa teor´ıa debido a la no-aditividad. Como consecuencia,
uso aqu´ı la teor´ıa de BG, teniendo en cuenta que es un caso l´ımite de la teor´ıa de Tsallis
en la que el para´metro q es la unidad.
En este cap´ıtulo, propongo un modelo simple para galaxias usando la reduccio´n di-
mensional a dos dimensiones de la funcio´n de particio´n calculada previamente (8.19). Este
enfoque nos permite evitar suponer que el sistema esta contenido en una “caja”, como se
suele usar en los modelos existentes [44, 69, 143, 145, 147]. En cambio, la DR se hara´ cargo
de las divergencias. Quiero aclarar que estamos tratando con un sistema 2D (una galaxia
plana), pero embebida en un espacio tridimensional, por lo que el potencial gravitatorio
correspondiente var´ıa con r−1.
9.2. Un modelo gala´ctico simple
Consideremos un disco de N estrellas de la misma masa m no interactuantes entre s´ı
y orbitando un agujero negro supermasivo (BH) de masa M , M >> m. Esta hipo´tesis es
razonable ya que los BH en los centros gala´cticos tienen al menos 106 masas solares (M)
mientras que las estrellas poseen entre 0,5 y 20 M [150].
Con estas suposiciones podemos usar el Hamiltoniano ma´s simple:
H =
p2
2m
− GMm
r
(9.3)
Donde podemos usar la energ´ıa cine´tica cla´sica en vez de la relativista porque las
velocidades de las estrellas alrededor del BH son del orden de 200 − 250km/s ∼ 10−3c,
con c la velocidad de la luz. La hipo´tesis que las estrellas no interactu´an entre s´ı no se
mantiene si uno desea estudiar los detalles de la dina´mica de una galaxia. Pero es u´til
como una primera aproximacio´n en nuestra tarea. Recordemos que la interaccio´n de N-
cuerpos es au´n un problema abierto de la dina´mica celeste. De hecho, la interaccio´n entre
las estrellas es ma´s de´bil que la interaccio´n con el BH pero no despreciable. De todas
formas, la interaccio´n BH-estrella es predominante en la dina´mica. Consideremos la Vı´a
La´ctea como un ejemplo. Nuestra galaxia tiene 50,000LY de radio. Si consideramos una
9.3. La distribucio´n de BG regularizada en dos dimensiones 111
estrella de la masa del sol en el borde de la Vı´a La´ctea, la energ´ıa potencial gravitatoria
correspondiente es (LY represente an˜os luz, light-year)
Vestrella−BH = GMm/r = G× 106M × 1M/5× 104LY (9.4)
La distancia entre el sol y su vecina ma´s cercana, Proxima Centauri, es de 4, 37LY .
Si tomamos 5LY como la distancia entre nuestra estrella hipote´tica en el borde de la Vı´a
La´ctea y su vecina ma´s cercana, la cual suponemos de la misma masa, obtenemos:
Vestrella−estrella = GMm/r = G× 1M × 1M/5LY (9.5)
con M la masa solar. Luego,
Vest−est
Vest−BH
= 10−2 (9.6)
Como vemos, podemos despreciar la interaccio´n entre estrellas en una primera aproxi-
macio´n. Para cualquier estrella ma´s cercana al BH la relacio´n anterior es incluso menor.
Con estas hipo´tesis utilizamos el hamiltoniano (9.3), y la funcio´n de particio´n ya fue cal-
culada en el cap´ıtulo anterior via DR y AE. En ν dimensiones Z es:
Z = −4√picos(piν)
(
pi2βG2M2m3
2
)ν/2
Γ(ν)Γ(−ν)
Γ2(ν/2)Γ(ν + 1/2)
(9.7)
Y la energ´ıa media
< U >= − 1
Z
√
pi
β
cos(piν)
(
pi2βG2M2m3
2
)ν/2 [
Γ(ν + 2)Γ(−ν)
Γ2(ν/2)Γ(ν + 3/2)
+
4Γ(ν)Γ(1− ν)
Γ2(ν/2)Γ(ν + 1/2)
]
(9.8)
9.3. La distribucio´n de BG regularizada en dos dimensiones
Volvemos a la ecuacio´n (9.7). Esta expresio´n tiene un polo en todas las dimensiones ν
debido a la funcio´n Gamma en el numerador. La idea es, entonces, realizar el proceso de
DR en dos dimensiones.
En ese caso, la Z regularizada correspondiente es:
Z = −pi2βG2M2m3 [3− 3C − ln (2pi2βG2m3M2)] (9.9)
Donde C = 0,5777 · · · es la constante de Euler.
Notar que, como Z debe ser positiva, encontramos una cota ma´xima de la temperatura.
T <
e−3+3C
kB
2pi2G2m3M2 (9.10)
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Esta temperatura, para nuestro ejemplo, es del orden de 10167K.
Ana´logamente, de la ecuacio´n (9.8), tenemos la regularizacio´n de < U >
Z < U >= pi2G2M2m3
[
2− 2C − ln(2pi2βG2m3M2)] (9.11)
Donde Z esta´ dada por la ec. (9.9). Reemplazando el valor de Z obtenemos
< U >= − 1
β
2− 2C − ln (2pi2βG2m3M2)
3− 3C − ln (2pi2βG2m3M2) (9.12)
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Figura 9.1: Curvas calo´ricas. Temperatura inversa adimensional βE versus energ´ıa adi-
mensional − < U > /E, con E = G2M2m3. La curva naranja es nuestro modelo con un
agujero negro central. En azul, un modelo de tipo Lynden-Bell bidimensional, i.e., un gas
ideal autogravitante.
Las ecuaciones (9.9) y (9.12) son, respectivamente, la funcio´n de particio´n y la energ´ıa
media para un sistema de una estrella y el BH. La fig. (9.1) muestra la curva calo´rica del
sistema. Llamo E = G2M2m3 y grafico la temperatura inversa adimensional βE versus la
energ´ıa adimensional − < U > /E.
Notar que si tomamos el l´ımite M → 0 (sin BH), la energ´ıa se comporta como < U >=
−1/β = −kBT , i.e, como un gas ideal 2D autogravitante, que se muestra en azul en la
fig. (9.1). Este caso particular es discutido por Lynden-Bell y mencionado por Chavanis
y muchos otros para el caso tridimensional. Comparar, por ejemplo, las curvas calo´ricas
de nuestro modelo con las curvas en la regio´n de calor espec´ıfico negativo en [108, 151] y
[152].
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Como en este modelo las estrellas no interactu´an entre s´ı y la entrop´ıa es aditiva,
la funcio´n de particio´n y la energ´ıa media total del sistema de N estrellas pueden ser
obtenidas, respectivamente, como
ZN = Z
N (9.13)
< U >N= N < U > (9.14)
9.4. Calor espec´ıfico
Estamos en posesio´n ahora de la funcio´n energ´ıa media cano´nica gravitacional, que
podemos usar para calcular el calor espec´ıfico C = ∂<U>∂T .
Obtenemos
C
kB
= β < U > +
C − 1
[3− 3C − ln(2pi2βG2m3M2)]2 (9.15)
La fig. (9.2) muestra el calor espec´ıfico correspondiente a la ecuacio´n (9.15). El calor
espec´ıfico es negativo, como se espera para sistemas autogravitantes [44, 108, 147]. Notar
tambie´n que las temperaturas esta´n restringidas, existe una cota ma´xima. Si M → 0
entonces C → −kB, esto es, el calor espec´ıfico de un gas ideal autogravitante bidimensional
[108, 151, 152].
kBT/E<5.55...
0 1 2 3 4 5 6
-30
-25
-20
-15
-10
-5
0
kBT/E
C/k B
Figura 9.2: Calor espec´ıfico C/kB versus kBT/E.
Por supuesto, la capacidad calor´ıfica de la galaxia de N estrellas es CN = NC.
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9.5. Entrop´ıa
Podemos calcular la entrop´ıa via la ecuacio´n
S = kB(lnZN + β < U >N ) (9.16)
En nuestro caso esto lleva a
S
kBN
= ln(pi2βG2M2m3) + ln[ln(2pi2βG2M2m3) + 3C − 3]
− 2− 2C − ln
(
2pi2βG2m3M2
)
3− 3C − ln (2pi2βG2m3M2) (9.17)
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Figura 9.3: S/kBN versus kBT/E
.
Esto viola la tercera ley de la termodina´mica, de origen cua´ntico, debido a que la
obtuvimos a trave´s de un tratamiento cla´sico. De hecho, cuando T → 0, S → ∞, como
podemos ver en la figura (9.3). No considerar esta restriccio´n como fundamental, como
ilustra Miller [153]. En particular, la tercera ley no aplica a otros sistemas autogravitantes,
como agujeros negros, donde existen versiones alternativas [154].
9.6. Cata´strofe Gravote´rmica
Vimos que un sistema con calor espec´ıfico negativo en contacto con un reservorio te´rmi-
co tendra´ fluctuaciones que agregan energ´ıa y producen que la temperatura baje transito-
riamente, causando un flujo de calor que lo conducira´ a temperaturas au´n menores. Por lo
que sistemas con calor espec´ıfico negativo no pueden llegar al equilibrio te´rmico. Este es la
llamada “cata´strofe gravote´rmica”. Este escenario no parece ocurrir en nuestro modelo si
imaginamos una galaxia de capacidad calor´ıfica NgCg, donde Cg esta´ dado por la ecuacio´n
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(9.15). Un halo compuesto por un gas ideal 2D, con capacidad calor´ıfica NhCh = NhkB, se
encuentra rodea´ndolo. Supongamos que ambos sistemas esta´n en equilibrio a temperatura
T0. Si una cantidad de calor dQ debido a las fluctuaciones es transferida desde la galaxia
al halo, entonces el primer sistema aumentara´ su temperatura de T0 a T0 + dQ/|NgCg|
mientras que el segundo aumentara´ a T0 + dQ/NhCh. Estas nuevas temperaturas cau-
sara´n un flujo inverso si y solo si |NgCg|−1 < (NhCh)−1. Entonces, el sistema es estable si
NhCh < Ng|Cg| [44]. Cuando Ng = Nh, el sistema es siempre estable, como podemos ver
en la fig. (9.4), para todos los valores de temperaturas y masas involucradas.
|Cg|
kB
Ch
kB
0 1 2 3 4 5
0
2
4
6
8
10
kBT/E
C/k B
Figura 9.4: Calor espec´ıfico de una galaxia y de un halo versus kBT/E. Como se puede
ver, el sistema es siempre estable, evitando la cata´strofe gravote´rmica.
La cata´strofe gravote´rmica es resuelta siempre que la galaxia tenga ma´s constituyentes
que el halo (Nh < Ng), ya que la condicio´n de estabilidad es
NhkB < −NgkBβ < U > − NgkB(C − 1)
[3− 3C − ln(2pi2βG2m3M2)]2 (9.18)
Nh
Ng
<
2− 2C − ln (2pi2βG2m3M2)
3− 3C − ln (2pi2βG2m3M2) −
C − 1
[3− 3C − ln(2pi2βG2m3M2)]2 (9.19)
La expresio´n de la derecha es siempre menor que 1, por lo que si Nh/Ng ≤ 1 la
cata´strofe garvote´rmica es evitada para toda temperatura y masas.
Cuando Nh > Ng la cata´strofe gravote´rmica es evitada dependiendo de la relacio´n
(9.19) entre temperatura, masa del BH y masa de las estrellas.
9.7. Conclusiones
En este cap´ıtulo utilice´ el proceso de DR para estudiar los polos en la funcio´n de
particio´n y la energ´ıa media que aparecen en la estad´ıstica del problema de dos cuerpos
116 Cap´ıtulo 9. Meca´nica Estad´ıstica de sistemas estelares planos
newtonianos. El ana´lisis fue realizado en dos dimensiones. Como los cap´ıtulos previos
mostraron, emerge una cota a la temperatura y calor espec´ıfico negativo, caracter´ısticos
de sistemas autogravitantes. En este esfuerzo nos limitamos al problema de dos cuerpos,
debido a que las divergencias ya emergen a ese nivel. Recordemos que la gravitacio´n N
cuerpos es una frontera en la investigacio´n de la meca´nica celeste. Nuestro procedimiento
utiliza extensiones anal´ıticas y regularizacio´n dimensional.
La contribucio´n de este trabajo es proveer de una funcio´n de particio´n finita para el
problema de dos cuerpos interactuando mediante gravitacio´n en dos dimensiones. Esta
puede ser aplicada directamente en un modelo simple de galaxia de disco con un agujero
negro supermasivo en el centro. Resultados interesantes y coherentes son obtenidos:
se encuentra una cota superior a la temperatura,
el calor espec´ıfico correspondiente es negativo,
el l´ımite del calor espec´ıfico cuando la masa del agujero negro tiende a cero es −kB,
i.e., el calor espec´ıfico de un gas ideal 2D autogravitatorio,
la tercera ley de la termodina´mica no se cumple, debido al tratamiento cla´sico, y
la cata´strofe gravote´rmica puede ser evitada si se agrega un halo alrededor de la
galaxia, cuyo nu´mero de constituyentes es menor o igual que el nu´mero de estrellas
en la galaxia.
Cap´ıtulo 10
Una aproximacio´n de primer
orden a la teor´ıa de Tsallis
“I conceive the mind as a moving thing, and arguments as the motive forces driving it in
one direction or the other.”
John Craig, 1699
En este cap´ıtulo reveo la teor´ıa de Tsallis apelando a una aproximacio´n alrededor de
q = 1. Investigo las aproximaciones de primer y segundo orden de A) la entrop´ıa de Tsallis
Sq y B) las solucio´n del proceso de MaxEnt de Sq, la funcio´n q-exponencial.
Este cap´ıtulo esta´ organizado como sigue: luego de una introduccio´n construyo una
nueva entrop´ıa y la comparo con la de Tsallis. En la seccio´n 3, muestro que la nueva
entrop´ıa esta´ libre de polos para un hamiltoniano cuadra´tico. En la seccio´n 4, muestro que
los datos medidos del q−triplete en la capa de ozono se ajustan a la nueva formulacio´n.
Menciono la aproximacio´n de segundo orden en la seccio´n 5 y, finalmente, hago unas
conclusiones.
10.1. Introduccio´n
Mostrare´ aqu´ı que las funciones obtenidas a partir de una aproximacio´n de primer
orden de la q-exponencial son soluciones al proceso de MaxEnt de una nueva entrop´ıa que
proviene de una aproximacio´n de primer orden de la entrop´ıa de Tsallis. Esta formulacio´n
esta´ libre de los polos que, para un hamiltoniano cla´sico cuadra´tico, plagan la teor´ıa
de Tsallis, como vimos anteriormente. Un ana´lisis relacionado ha sido realizado en el
contexto de procesos estoca´sticos, obteniendo ruidos de Ornstein-Uhlenbeck efectivos al
menor orden [155-162]. Adema´s mostrare´ que nuestro tratamiento es compatible con los
datos existentes de la capa de ozono [163-165].
En [123] fue demostrado que el paso de normalizacio´n que sigue a la deteccio´n de datos
no permite una inferencia directa de la distribucio´n de datos en exponenciales o gaussianas
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por una transformacio´n sistema´tica en q-exponenciales y q-gaussianas. El origen de que
uno se encuentre tan seguido con q-exponenciales y q-gaussianas necesita de un ana´lisis
cuidadoso. Para un conjunto muy grande de datos recolectados, esta ocurrencia es una
simple consecuencia de una etapa de normalizacio´n de los datos. Esto implica que el
entorno de q = 1 es extremadamente importante para la q-estad´ıstica, mereciendo especial
atencio´n.
Debemos mencionar tambie´n que en el enfoque de superestad´ıstica de Beck y Cohen
[166], el para´metro q− 1 es una medida de las fluctuaciones de temperatura en un sistema
fuera del equilibrio pero en estado estacionario, por lo que pequen˜os valores de q − 1
corresponden a distribuciones de temperatura con un ancho pequen˜o alrededor del valor
medio.
10.2. Otra entrop´ıa
Luego del trabajo pionero de Tsallis [23], muchas nuevas entrop´ıas han sido propuestas
en la literatura [167]. En este hilo, comenzamos nuestras consideraciones con referencia a
una nueva entrop´ıa, que tiene algunas importantes ventajas frente a la de Tsallis que dis-
cutiremos luego. La nueva entrop´ıa emerge como resultado de una aproximacio´n de primer
orden (alrededor de q = 1) de la funcio´n q-exponencial. Ya obtuvimos dicha aproximacio´n
en el cap´ıtulo 3, y es:
[1 + (1− q)βU ] 1q−1 '
[
1 +
(1− q)
2
β2U2
]
e−βU (10.1)
La distribucio´n de probabilidad correspondiente es ahora, en vez de una q-exponencial,
la siguiente:
ρ =
[
1 + (1−q)2 β
2U2
]
e−βU
Z
(10.2)
Con
Z =
∫ [
1 +
(1− q)
2
β2U2
]
e−βUdU (10.3)
Construimos ahora la aproximacio´n de primer orden a la entrop´ıa de Tsallis:
Sq =
1
1− q
(
1−
∫
ρqdU
)
' −
∫
ρ ln ρ
[
1 +
(q − 1)
2
ln ρ
]
dU (10.4)
Mostrare´ en lo que sigue que la ecuacio´n (10.2) surge de optimizar (10.4). El problema
variacional involucra los multiplicadores de Lagrange:
LSq(ρ) = −
∫
ρ ln ρ
[
1 +
(q − 1)
2
ln ρ
]
dU + λ1
(∫
ρUdU− < U >
)
+
λ2
(∫
ρdU − 1
)
(10.5)
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Cuyo incremento es
LSq(ρ+ h) = −
∫
(ρ+ h) ln(ρ+ h)
[
1 +
(q − 1)
2
ln(ρ+ h)
]
dU+
λ1
(∫
(ρ+ h)UdU− < U >
)
+ λ2
(∫
(ρ+ h)dU − 1
)
(10.6)
Luego
LSq(ρ+ h)− LSq(ρ) = −
∫
(ρ+ h) ln(ρ+ h)
[
1 +
(q − 1)
2
ln(ρ+ h)
]
dU+
∫
ρ ln ρ
[
1 +
(q − 1)
2
ln ρ
]
dU + λ1
∫
UhdU + λ2
∫
hdU (10.7)
O
LSq(ρ+ h)− LSq(ρ) = −
∫ [
1 + ln ρ+
(
q − 1
2
)(
2 ln ρ+ ln2 ρ
)− λ1 − λ2]hdU
−
∫ [
1
2ρ
+
(
q − 1
2
)(
1 + ln ρ
ρ
)]
h2dU (10.8)
La u´ltima relacio´n lleva a la distribucio´n ρ
1 + ln ρ+
(
q − 1
2
)(
2 ln ρ+ ln2 ρ
)− λ1 − λ2 = 0 (10.9)
−
∫ [
1
ρ
+ (q − 1)
(
1 + ln ρ
ρ
)]
h2dU ≤ C||h||2 (10.10)
Con C < 0 una constante. Para ma´s detalles ver [168, 169]. Reemplazando la ecuacio´n
(10.2) en (10.9) se verifica que ρ es una solucio´n a (10.9), con λ1 y λ2 dados por
λ1 = −β[q − (q − 1) lnZ] (10.11)
λ2 = 1− q lnZ +
(
q − 1
2
)
ln2 Z (10.12)
Por supuesto, la ecuacio´n (10.10) deber´ıa ser verificada por un ma´ximo.
Esto podr´ıa sugerir que la entrop´ıa (10.4) no es so´lo una aproximacio´n sino una nueva
entrop´ıa termodina´mica leg´ıtima, ya que cumple que con la estructura de MaxEnt.
10.2.1. Comparacio´n entre las soluciones exactas y aproximadas
Las figuras (10.1), (10.2), (10.3) y (10.4) corresponden a los mo´dulos de las relaciones,
R, entre las soluciones aproximadas y exactas al proceso de MaxEnt, miembros derecho
e izquierdo de la ecuacio´n (10.1), respectivamente. El eje horizontal esta´ en metros. Por
simplicidad tomamos U = x2 y β = 1. El acuerdo es excelente. De hecho, es excelente para
distancias extremadamente grandes, comparado con feno´menos ato´micos, por ejemplo.
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Figura 10.1: Relacio´n entre las soluciones aproximadas y exactas al proceso de MaxEnt
para 1− q = 0,5
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Figura 10.2: Relacio´n entre las soluciones aproximadas y exactas al proceso de MaxEnt
para 1− q = 0,1
10.3. Hamiltonianos cuadra´ticos
En la referencia [65] se encuentra la funcio´n de particio´n y la energ´ıa media asociadas
a la entrop´ıa de Tsallis, cuyos resultados se muestran en la seccio´n 2.4.6. Vimos que estas
expresiones presentan polos en ciertos valores del eje q. En contraposicio´n, mostrare´ aqu´ı
que la alternativa de la nueva entrop´ıa esta´ libre de polos.
La nueva funcio´n de particio´n para el hamiltoniano cuadra´tico es
Z =
piν
Γ(ν)
∫ ∞
0
Uν−1
[
1 +
(q − 1)
2
β2U2
]
e−βUdU (10.13)
Y, evaluando la integral,
Z =
piν
βν
[
1 +
(q − 1)ν(ν + 1)
2
]
(10.14)
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Figura 10.3: Relacio´n entre las soluciones aproximadas y exactas al proceso de MaxEnt
para 1− q = 0,01
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Figura 10.4: Relacio´n entre las soluciones aproximadas y exactas al proceso de MaxEnt
para 1− q = 0,001
No se detectan polos! Para q = 1 se reobtiene la funcio´n de particio´n de Boltzmann-
Gibbs (BG). Para la energ´ıa media tenemos
< U >=
piν
Γ(ν)Z
∞∫
0
Uν
[
1 +
(q − 1)
2
β2U2
]
e−βUdU (10.15)
Luego de integrar
< U >=
νpiν
βν+1Z
[
1 +
(q − 1)
2
(ν + 1)(ν + 2)
]
(10.16)
Nuevamente, sin polos. Usando ahora la ecuacio´n (10.14) obtengo
< U >=
ν
β
[1 + (q − 1)(ν + 1)] (10.17)
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Coincide con el resultado de BG si q = 1. Para calcular la entrop´ıa debemos desarrollar
en primer orden Z1−q y tenemos
Z1−q = 1 + (q − 1)ν ln
(
β
pi
)
+
(q − 1)2
2
[
ν2 ln2
(
β
pi
)
− ν(ν + 1)
]
(10.18)
Que junto con la ecuacio´n (2.55) lleva a
Sq = ν
[
1 + ln
(
β
pi
)]
+ (q − 1)
[
ν + 1− ν(ν + 1)
2
+ ν ln
(
β
pi
)
− ν
2
2
ln2
(
β
pi
)]
(10.19)
Que para q = 1 es el resultado de BG.
Podemos calcular el calor espec´ıfico, por ejemplo, para lo cual necesitamos la derivada
de la ec. (10.17) con respecto a la temperatura T , que da
C = νkB [1 + (q − 1)(ν + 1)] (10.20)
Con kB la constante de Boltzmann. Para q = 1 reobtenemos el resultado de BG. Las
correcciones en la ecuacio´n (10.20) pueden ser fa´cilmente chequeadas emp´ıricamente.
10.4. La capa de ozono
El q-triplete de Tsallis [164] es posiblemente uno de los cuantificadores emp´ıricos ma´s
espectaculares de la no extensividad. Los cuantificadores fueron estudiados en [165] con
referencia a series de tiempo experimentales relacionadas con los valores de espesor diarios
de la capa de ozono. Los datos pertinentes son expresados en unidades de Dobson y se ex-
tienden entre 1978 y 2005. Luego de evaluar los tres q-´ındices asociados, la no extensividad
es claramente una caracter´ıstica de la capa de ozono.
El ozono estratosfe´rico es encontrado principalmente dentro de una capa de ∼ 15km
a una altura de 15km. Hay una baja densidad de unas pocas mole´culas de O3 por cada
millo´n de mole´culas de aire. El mecanismo asociado de las interacciones responsables de la
deflexio´n de la radiacio´n esta´ dada en [163]. Un re´gimen estacionario prevalece, modulado
por varios tipos de oscilaciones, que son 1) una oscilacio´n anual debido a la orientacio´n de
la radiacio´n entrante, 2) otra oscilacio´n de un per´ıodo de alrededor de 2 an˜os originada
en las corrientes de aire en la estrasto´fera, y 3) una variacio´n secular. En [165] los autores
concentran esfuerzos en dos series temporales: A) {Zn} valores de espesor de la capa de
ozono y B) su variabilidad diaria {∆Zn}.
La teor´ıa de Tsallis predice tres valores importantes y diferentes de q [164]:
i) Un valor relacionado a estados meta-estables, que llamamos q ≡ qstat.
ii) Los estados mencionados que muestran sensibilidad a las condiciones iniciales (el
as´ı llamado caos de´bil). Estamos hablando de qsens.
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iii) Cantidades macrosco´picas meta-estables que tienen una relajacio´n q-exponencial
con q = qrel.
Entonces, un estado meta-estable esta´ caracterizado por un triplete de valores de q:
(qstat, qsens, qrel) 6= (1, 1, 1), donde qstat > 1, qsen < 1, y qrel > 1 [164].
Como en el caso de la BGStatMech los tres valores de q convergen a q = 1, con el
presente tratamiento esperar´ıamos una convergencia de los tres valores del q-triplete a un
valor cercano a uno. Los resultados nume´ricos, que siguen la metodolog´ıa de ca´lculo de
[165], no falsean esa convergencia. Aqu´ı evaluamos qstat y qrel (qsen implica un ca´lculo
mucho ma´s complicado). Los datos usados corresponden a datos satelitales de la ciudad
de Buenos Aires. Estos son valores diarios de Zn obtenidos desde noviembre del ’78 hasta
mayo ’93 y de julio ’96 hasta diciembre ’05.
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Figura 10.5: Ajuste de datos de la capa de ozono con una q-gaussiana y con la nueva PDF.
Los c´ırculos rojos corresponden a los datos del histograma ρ(Z) vs. Z; la l´ınea negra,
el ajuste con una q-gaussiana; curva azul: mejor ajuste con una aproximacio´n de primer
orden de la q-gaussiana.
Para calcular qstat ajustamos el histograma (10.5) con una q-gaussiana. El valor de q
para el mejor ajuste es de qstat = 1,32. En el caso de nuestro tratamiento de primer orden,
debemos usar una “q-gaussiana de primer orden” apropiadamente normalizada
ρ(Z) = [1 +
(1− q)
2
a2Z4]e−aZ
2
(10.21)
El valor qstat es obtenido del histograma (q-gaussiana o la PDF (10.2)), asociado a las
variaciones diarias del espesor de la capa de ozono ∆Zn = Zn+1 − Zn. Este rango de ∆Z
es subdividido en clases de ancho δz (en unidades de Dobson (UD)), centradas en zi, por
lo que podemos evaluar con que frecuencia los valores de ∆Z caen en cada clase. Elegimos
como ancho de clase δz = 5UD. El histograma resultante, apropiadamente normalizado,
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da la PDF estacionaria {ρ (zi)}Ni=1. Por suspuesto, ρi es la probabilidad de que el valor
∆Z caigan en la clase i-e´sima, centrada en zi, con N el nu´mero de clases [165].
La figura (10.5) ilustra la situacio´n de qstat. Los c´ırculos rojos son los datos del his-
tograma. La curva negra muestra el mejor ajuste para una q-gaussiana y la azul para la
PDF (10.2).
El valor de qrel es determinado por el coeficiente de autocorrelacio´n temporal
C(τ) =
∑
n Zn+τ .Zn∑
n Z
2
n
(10.22)
La curva de correlacio´n en la figura (10.6) para calcular qrel ajusta con qrel = 1,888 en
el caso de la q-exponencial. En la aproximacio´n de primer orden usamos:
ρ(Z) = [1 +
(1− q)
2
β2Z2]e−βZ (10.23)
De nuevo, normalizada adecuadamente.
Para un proceso de BG usual esta correlacio´n deber´ıa caer exponencialmente, que no
es el caso de los datos. En la figura (10.6) los c´ırculos negros corresponden a la correlacio´n
para distintos τ . La curva negra es el mejor ajuste para una q-exponencial y la curva roja
lo mismo para el caso de la aproximacio´n.
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Figura 10.6: lnq del coeficiente de autocorrelacio´n C(τ) vs. tiempo τ (en d´ıas). La curva
negra es el ajuste para una q-exponencial y la roja la aproximacio´n.
Se obtiene que
1. La diferencia para la teor´ıa de Tsallis: |qrel − qstat| = 0,57
2. Para la aproximacio´n: |qrel − qstat| = 0,08, mucho menor que la anterior.
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10.5. La aproximacio´n de segundo orden
Podemos, por supuesto, pensar en la aproximacio´n de segundo orden en q. Para la
q-exponencial se tiene
[1 + (1− q)βU ] 1q−1 '
[
1 +
(1− q)
2
β2U2 − (1− q)2
(
β3U3
3
− β
4U4
4
)]
e−βU (10.24)
Mientras que la distribucio´n de probabilidad es
ρ =
[
1 + (1−q)2 β
2U2 − (1− q)2
(
β3U3
3 − β
4U4
4
)]
e−βU
Z
(10.25)
Con
Z =
∫ [
1 +
(1− q)
2
β2U2 − (1− q)2
(
β3U3
3
− β
4U4
4
)]
e−βUdU (10.26)
Finalmente, la entrop´ıa es
Sq =
1
1− q
(
1−
∫
ρqdU
)
'
−
∫
ρ ln ρ
[
1 +
(q − 1)
2
ln ρ+
(q − 1)2
6
ln2(ρ)
]
dU (10.27)
Apelando a MaxEnt para (10.27) fa´cilmente se puede comprobar que esta expresio´n
de entrop´ıa tambie´n funciona. Por supuesto, los ca´lculos correspondientes sera´n ma´s com-
plicados.
10.5.1. Comparacio´n con las soluciones exactas
Las figuras (10.7), (10.8), (10.9) y (10.10) corresponden a los mo´dulos de las relaciones
entre la aproximacio´n de segundo orden y las soluciones exactas. El eje horizontal esta´ en
metros. Por simplicidad tomamos U = x2 y β = 1. El acuerdo es excelente para 1−q ≤ 0,1.
De nuevo, es excelente para distancias grandes comparadas con los feno´menos ato´micos.
10.6. Conclusiones
En este cap´ıtulo investigue´ las aproximaciones de primer orden de 1) la entrop´ıa de
Tsallis Sq y 2) las soluciones al MaxEnt de Sq. Mostre´ que las funciones que emergen de la
aproximacio´n de la q-exponencial son justamente las soluciones al tratamiento de MaxEnt
de la entrop´ıa aproximada. Esto sugiere que la nueva entrop´ıa es un funcional entro´pico
leg´ıtimo. Lo mismo sucede con la aproximacio´n de segundo orden.
El tratamiento presentado esta´ libre de los polos que, para hamiltonianos cuadra´ticos,
emergen en la teor´ıa de Tsallis. Esto fue demostrado en [65], para ambos: la funcio´n de
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Figura 10.7: Relacio´n entre la aproximacio´n de segundo orden y las soluciones exactas del
proceso de MaxEnt para 1− q = 0,5
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Figura 10.8: Relacio´n entre la aproximacio´n de segundo orden y las soluciones exactas del
proceso de MaxEnt para 1− q = 0,1
particio´n y la energ´ıa media. Los polos desaparecen para cualquier orden perturbativo, un
resultado sorprendente.
Tambie´n mostre´ que nuestro tratamiento es compatible con los datos existentes de la
capa de ozono. El q-triplete asociado es quiza´s el cuantificador ma´s espectacular de la no
extensividad. Estos fueron estudiados en [165] para la entrop´ıa de Tsallis, y aqu´ı presente´
el mismo ana´lisis para la nueva entrop´ıa.
Finalmente, enfatizo que la idea principal del presente cap´ıtulo radica en la aproxi-
macio´n de la ecuacio´n (10.1). Esto conduce a una correccio´n cuadra´tica en la variable U .
La correccio´n cuadra´tica ha sido discutida tambie´n en [166], donde se encuentra que los
resultados para q − 1 pequen˜os son universales, estos es, aplicables a muchas situaciones
f´ısicas. Lo realmente nuevo aqu´ı es la propuesta de que esos valores chicos de q − 1 pue-
den conducir a un nuevo formalismo. La aproximacio´n de la ecuacio´n (10.1) puede ser
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Figura 10.9: Relacio´n entre la aproximacio´n de segundo orden y las soluciones exactas del
proceso de MaxEnt para 1− q = 0,01
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Figura 10.10: Relacio´n entre la aproximacio´n de segundo orden y las soluciones exactas
del proceso de MaxEnt para 1− q = 0,001
mejorada a ordenes perturbativos mayores sin afectar las u´ltimas conclusiones.
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Cap´ıtulo 11
Conclusiones
Durante esta tesis analice´ diferentes aspectos de la entrop´ıa no aditiva Sq aplicada
a ecuaciones cua´nticas no lineales, meca´nica estad´ıstica de sistemas no extensivos, como
los autogravitantes, y fuerzas entro´picas. Estudie´ tambie´n los polos de la teor´ıa y propu-
se distintas soluciones. Mostre´ que usando esta teor´ıa algunos feno´menos y propiedades
novedosas pueden ser derivados. Propuse diversos enfoques para resolver las divergencias
y polos de la teor´ıa, que podemos resumir en: regularizacio´n dimensional y tratamientos
perturbativos. Resumamos algunas de las principales conclusiones.
Las ecuaciones no lineales de q-Schro¨dinger y q-Klein-Gordon son manifestaciones de
feno´menos de muy alta energ´ıa, como se verifica en experimentos del LHC. Esto sucede
para valores de q cercanos a la unidad. Esto hace dif´ıcil discernir si uno esta´ tratando con
las soluciones a la ecuacio´n ordinaria de Schro¨dinger (para la que las soluciones de part´ıcu-
la libre son exponenciales y q = 1) o con las soluciones de su generalizacio´n no lineal NRT,
para la que las soluciones son q-exponenciales. Por eso desarrolle´ un tratamiento pertur-
bativo de primer orden de las ecuaciones de Schro¨dinger y Klein-Gordon NRT alrededor
de q ∼ 1. He mostrado que, para valores pequen˜os de q − 1, la aproximacio´n es bastan-
te buena. Tambie´n desarrolle´ el ana´lisis perturbativo de la ecuacio´n de q-Schro¨dinger de
variables separadas y de un paquete de onda q-Gaussiano.
Los datos emp´ıricos indican que un comportamiento de ley de potencia en las distribu-
ciones de probabilidad de magnitudes observadas es bastante frecuente en la naturaleza.
Una de las razones para e´ste feno´meno es la normalizacio´n de la medida en el detector. Los
procedimientos que se realizan transforman la entrada gaussiana en una q-gaussiana. En-
tonces, es interesante desarrollar la funcio´n q-gaussiana en primer orden alrededor de q ∼ 1
tambie´n. Mostre´ que esa aproximacio´n es muy buena para un dado rango de distancias.
Conectado a las conclusiones previas, la evidencia experimental en aceleradores de
part´ıculas sen˜ala que a altas energ´ıas las distribuciones de los momentos transversos son
de tipo Tsallis. Esto motiva a preguntarse por una generalizacio´n de estados Gamow, los
estados q-Gamow, para los que la distribucio´n asociada podr´ıa ser fa´cilmente verificada
en energ´ıas intermedias, para las cuales hay actualmente aceleradores. Tal objetivo es
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alcanzado en el cap´ıtulo 4. Las consideraciones realizadas se basan en el hecho de que,
emp´ıricamente, uno no detecta gaussianas puras, sino q-gaussianas, con q muy cercano a
uno. Esto sugiere mirar especialmente estados q-Gamow en el entorno de q = 1.
En consecuencia, he estudiado en esta tesis, para una regio´n en el entorno de q = 1, las
propiedades principales de los estados q-Gamow, que son solucio´n a la ecuacio´n no lineal
de Schro¨dinger NRT. Calcule´ su norma, el valor medio de energ´ıa y las distribuciones
q-Breit-Wigner asociadas. En todos los casos, los resultados tienden a los usuales cuando
el para´metro entro´pico obedece q → 1. El resultado principal es que la distribucio´n de
probabilidad de q-Breit-Wigner difiere de la usual de acuerdo a un factor que puede ser
verificado, luego de un ana´lisis de errores, a partir de datos de un acelerador.
En el cap´ıtulo 5, describ´ı la fenomenolog´ıa cla´sica de la q-entrop´ıa calculada sobre
curvas en el espacio de fases, Γ, de la que se desprenden interesantes propiedades, similares
a confinamiento y hard-cores. Deseo enfatizar que los efectos de la fuerza entro´pica que
describo en ese cap´ıtulo no son el confinamiento y la libertad asinto´tica que se conocen
en f´ısica de altas energ´ıas. Las curvas en el espacio de fases llevan, sorpresivamente, a un
mecanismo cla´sico simple que es capaz de imitar algunos de los feno´menos nombrados.
El intere´s en las fuerzas entro´picas se esta´ incrementando debido al trabajo de Verlinde
en el que argumenta que la gravedad tambie´n puede ser entendida en te´rmino de fuerzas
entro´picas. Utilice´ la entrop´ıa de Tsallis de camino para demostrar que el confinamiento
tambie´n puede emerger cla´sicamente de fuerzas entro´picas, apelando a un hamiltoniano
cuadra´tico simple. Muestro entonces que algunos aspectos de otras fuerzas fundamentales
podr´ıan ser imitados con fuerzas entro´picas.
Una faceta principal de esta fenomenolog´ıa es la existencia de efectos no extensivos.
A pesar de que los ca´lculos son discutidos en una curva dada Γ, en general los efectos no
dependen de la curva espec´ıfica elegida. La q-fenomenolog´ıa parece ser razonable porque el
teorema de equiparticio´n se cumple. Mostre´ que la fuerza q-entro´pica diverge en pequen˜as
a´reas espec´ıficas del espacio de fases (efecto de hard-core), anula´ndose fuera de esas a´reas
(confinamiento ma´s libertad asinto´tica). La magnitud de esas a´reas es dependiente de q.
La “dureza” del hard-core tambie´n depende de q. Sumar la fuerza del pozo armo´nico no
modifica esta fenomenolog´ıa. Mientras que la fuerza entro´pica para el HO en la BGS-
tatMech es siempre repulsiva, en la StatMech de Tsallis puede ser tanto repulsiva como
atractiva. Adema´s, la fuerza entro´pica crece con q, un resultado interesante. Cuanto ma´s
no aditivo sea el contexto, ma´s fuerte es la fuerza entro´pica. Esta fuerza aumenta con la
temperatura, lo cual constituye un resultado razonable.
Tal esfuerzo es extendido en el cap´ıtulo 6 a curvas n dimensional, dada la relevancia de
la dimensionalidad en gravitacio´n. Las expresiones para todas las cantidades ah´ı discutidas
son generalizaciones de aquellas encontradas en [22] y [3] para los l´ımites q → 1 y n = 1,
respectivamente. Esto reconfirma que son correctas. El comportamiento es el mismo en
todas las dimensiones, que incluye hard-core, confinamiento y libertad asinto´tica. Esto
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deber´ıa motivar esfuerzos dirigidos en encontrar estas propiedades en el laboratorio, en
arreglos ma´s generales que los de la f´ısica de altas energ´ıas. Es interesante que a pesar
de que la dimensionalidad es importante para la gravedad, en lo que respecta a esta
fuerza entro´pica, cualitativamente las propiedades estad´ısticas son intr´ınsecas a la curva,
sin importar en que espacio esta´ embebida. Esto se puede entender si consideramos que
el desorden crece con n, al igual que el nu´mero de configuraciones espaciales de cualquier
tipo y por lo tanto la variacio´n de entrop´ıa sobre una curva tambie´n.
En el cap´ıtulo 7, utilizando un procedimiento elemental de regularizacio´n dimensional,
estudie´ los polos en la funcio´n de particio´n y la energ´ıa media que aparecen para valores
discretos y espec´ıficos en la estad´ıstica de Tsallis del problema de dos cuerpos en gravedad
newtoniana. Estudie´ el comportamiento termodina´mico en los polos y encontre´ resultados
interesantes. El ana´lisis fue hecho en particular en 3 dimensiones. Entre las caracter´ısticas
de los polos, enfatizo que aparecen tanto en la funcio´n de particio´n como en la energ´ıa
media, para q 6= 1. Mostre´ que hay una cota mı´nima para la temperatura en los polos y
que el calor espec´ıfico es negativo, algo t´ıpico de los sistemas autogravitantes. Los polos
son una propiedad del cuantificador entro´pico, y del hamiltoniano.
El caso q = 1 no puede ser analizado con esa formulacio´n, es decir, no es va´lida para
e´l. Por eso el caso q = 1 fue discutido independientemente en el cap´ıtulo 8. Se suele
creer que la distribucio´n de probabilidad cla´sica de BG para el problema de dos cuerpos
gravitatorios no puede llevar a resultados finitos porque la funcio´n de particio´n diverge.
Sin embargo, mostre´ que teniendo en cuenta la posibilidad de usar una extensio´n anal´ıtica
y regularizacio´n dimensional se puede tratar las divergencias y obtener resultados finitos.
Este procedimiento me llevo´ a conseguir la primera expresio´n para la funcio´n de particio´n
de un sistema de dos cuerpos autogravitacionales. Estos sistemas tienen muchos otros
aspectos, que no he discutido aqu´ı, pero creo que mi contribucio´n es significativa en este
contexto.
Un punto especial a ser remarcado es el siguiente. El problema de dos cuerpos gravi-
tacionales en el tratamiento de BG es ma´s complicado que su contraparte en la teor´ıa no
extensiva de Tsallis, ya que mientras el u´ltimo so´lo requiere regularizacio´n dimensional,
el primero adema´s necesita una extensio´n anal´ıtica. Se puede conjeturar que el rol del
para´metro de extensividad q es indicar la cantidad de energ´ıa involucrada en el proceso,
como lo hace en QFT. Cuanto ma´s grande es el valor de q, ma´s grande ser´ıa la energ´ıa del
sistema. Es decir que para las energ´ıas usuales la estad´ıstica de BG ser´ıa suficiente para
tratar el sistema, pero a energ´ıas mayores uno deber´ıa utilizar la estad´ıstica de Tsallis.
En el cap´ıtulo 9 utilice´ el proceso de DR para estudiar los polos en la funcio´n de par-
ticio´n y la energ´ıa media que en dos dimensiones. Al igual que en los cap´ıtulos previos,
emerge una cota a la temperatura y calor espec´ıfico negativo, caracter´ısticos de sistemas
autogravitantes. La contribucio´n de ese cap´ıtulo es proveer de una funcio´n de particio´n
finita para el problema de dos cuerpos interactuando mediante gravitacio´n en dos dimen-
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siones, la cual puede ser aplicada directamente en un modelo simple de galaxia de disco
con un agujero negro supermasivo en el centro. Se obtienen los siguientes resultados: i-
se encuentra una cota superior a la temperatura, ii- el calor espec´ıfico correspondiente
es negativo, iii- el l´ımite del calor espec´ıfico cuando la masa del agujero negro tiende a
cero es −kB, i.e., el calor espec´ıfico de un gas ideal 2D autogravitatorio, iv- la tercera
ley de la termodina´mica no se cumple, debido al tratamiento cla´sico, v- y la cata´strofe
gravote´rmica puede ser evitada si se agrega un halo alrededor de la galaxia, cuyo nu´mero
de constituyentes es menor o igual que el nu´mero de estrellas en la galaxia.
En el cap´ıtulo 10 investigue´ aproximaciones de primer y segundo orden a 1) la entrop´ıa
de Tsallis Sq y 2) la solucio´n al proceso de MaxEnt de Sq. Mostre´ que las funciones que
surgen del tratamiento de MaxEnt son precisamente las soluciones del MaxEnt de la
entrop´ıa aproximada. Esto sen˜ala a la entrop´ıa aproximada como un funcional entro´pico
leg´ıtimo. Lo mismo sucede si uno realiza la aproximacio´n de segundo orden. El presente
tratamiento con la nueva entrop´ıa es libre de los polos que, para el hamiltoniano cuadra´tico,
emergen en la NEStatMech. Los polos desaparecen a cualquier orden de perturbacio´n, lo
cual es un resultado sorprendente. Vimos tambie´n que nuestro tratamiento es compatible
con datos existentes de la capa de ozono. El q−triplete asociado de Tsallis es quiza´s uno
de los cuantificadores ma´s espectaculares de la no extensividad y mostramos que la nueva
q-entrop´ıa puede acomodar el feno´meno del q-triplete de manera bastante satisfactoria.
Parte III
Ape´ndices
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Ape´ndice A
Funciones importantes e integrales
u´tiles
A.1. Funciones Gamma y Beta
La funcio´n Gamma aparece a lo largo de toda esta tesis y es esencial para ella. Esta´
definida como la solucio´n a la integral de Euler de segunda especie:
Γ(z) =
∫ ∞
0
e−ttz−1dt Re(z) > 0 (A.1)
Es una funcio´n anal´ıtica con polos simples en los puntos z = −n, n ∈ N. Extiende
el concepto de factorial a nu´meros reales y complejos y aparece en varias PDF, debido
a esto es muy usada en probabilidad, estad´ıstica y combinatoria. En las figuras (A.1) y
(A.2) se puede ver la funcio´n Gamma representada en la l´ınea real y el plano complejo,
respectivamente.
Algunas propiedades importantes son: la fo´rmula de recurrencia,
Γ(z + 1) = zΓ(z) (A.2)
la fo´rmula de reflexio´n de Euler
Γ(1− z)Γ(z) = pi
sin(piz)
(A.3)
y la fo´rmula de duplicacio´n
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
piΓ(2z) (A.4)
Para n ∈ N:
Γ(n) = (n− 1)! (A.5)
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Figura A.1: Funcio´n Gamma en la l´ınea real.
Figura A.2: Valor absoluto de la funcio´n Gamma en el plano complejo.
Su desarrollo en series de Laurent es fundamental cuando realizamos una regularizacio´n
dimensional, y es:
Γ(z) =
1
z
−C +
[
C2
2!
+
ζ(2)
2
]
z + · · · (A.6)
Donde ζ es la funcio´n zeta de Riemman y C = 0,577 . . . es la constante de Euler-
Mascheroni.
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La derivada de la funcio´n Gamma define la funcio´n Digamma:
Γ′(z) = Γ(z)ψ0(z) (A.7)
Que tiene la u´til propiedad para nu´meros semi enteros [170]:
ψ0
(
1
2
± n
)
= −C − 2 ln 2 +
n−1∑
0
1
2k + 1
(A.8)
La funcio´n Beta esta´ estrechamente relacionada a la funcio´n Gamma y esta´ definida
como la solucio´n a la integral de Euler de primera especie:
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt Re(x) > 0, Re(y) > 0 (A.9)
Y puede ser expresada como:
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
= B(y, x) (A.10)
A.2. Funciones Hipergeome´tricas
Una funcio´n hipergeome´trica es solucio´n a la siguiente ecuacio´n diferencial (las
primas denotan derivada respecto a z) [137]:
z(1− z)F ′′(α, β; γ; z) + [γ − (α+ β + 1)z]F ′(α, β; γ; z)− αβF (α, β; γ; z) = 0 (A.11)
Puede ser representada por una serie de la forma
F (α, β; γ; z) = 1 +
αβ
γ,1
z +
α(α+ 1)β(β + 1)
γ(γ + 1),1,2
z2 + . . . (A.12)
Esta serie termina si α o β es igual a un entero negativo o cero.
Para γ = −n, n ∈ N, la funcio´n hipergeome´trica esta´ indeterminada si α ni β son iguales
a −m (donde m < n es un nu´mero natural). Si exclu´ımos estos valores de los para´metros
α, β, γ una funcio´n hipergeome´trica converge en el c´ırculo unidad |z| < 1.
La funcio´n hipergeome´trica puede ser representada por la integral
F (α, β; γ; z) =
1
B(β, γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− tz)−αdt (A.13)
Con Re(γ) > Re(β) > 0.
Una de sus propiedades, usada en la tesis, es:
F (−α, γ; γ;−z) = (1 + z)α (A.14)
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A.3. Funciones Hipergeome´trica Confluente, de Whittaker
y Cilindro Parabo´lico
Consideremos la ecuacio´n diferencial
d2u
dz2
+ +
du
dz
+
(
λ
z
+
1/4− µ2
z2
)
u = 0 (A.15)
Esta ecuacio´n tiene las siguientes soluciones linealmente independientes para
µ 6= ±1/2,±2/2,±3/2, . . . [137]:
zµ+1/2e−zΦ(µ− λ+ 1/2, 2µ+ 1; z) (A.16)
z−µ+1/2e−zΦ(−µ− λ+ 1/2,−2µ+ 1; z) (A.17)
Donde Φ(α, γ; z) es la, as´ı llamada, funcio´n Hipergepme´trica Confluente, y puede
ser representada por la serie:
Φ(α, γ; z) = 1 +
α
γ,1!
z +
α(α+ 1)
γ(γ + 1),2!
z2 + . . . (A.18)
Notar que Φ(0, γ; z) = Φ(α, γ; 0) = 1.
Si ahora hacemos el cambio de variables u = e−z/2W en la ecuacio´n (A.15), obtenemos:
d2W
dz2
+
(
−1
4
+
λ
z
+
1/4− µ2
z2
)
W = 0 (A.19)
Esta ecuacio´n tiene las siguientes soluciones linealmente independientes:
Mλ,µ(z) = z
µ+1/2e−z/2Φ(µ− λ+ 1/2, 2µ+ 1; z) (A.20)
Mλ,−µ(z) = z−µ+1/2e−z/2Φ(−µ− λ+ 1/2,−2µ+ 1; z) (A.21)
Para obtener soluciones que sean adecuadas tambie´n para µ 6= ±1/2,±2/2,±3/2, . . .,
introducimos la funcio´n de Whittaker
Wλ,µ(z) =
Γ(−2µ)
Γ(1/2− µ− λ)Mλ,µ(z) +
Γ(2µ)
Γ(1/2 + µ− λ)Mλ,−µ(z) (A.22)
La cual, para 2µ entero, es solucio´n a la ecuacio´n (A.19). Para las funciones Mλ,µ(z)
y Wλ,µ(z), z = 0 es una un punto de ramificacio´n y z =∞ es un punto esencial singular.
Por lo tanto, deber´ıamos examinar estas funciones so´lo para |arg(z)| < pi. Las funciones
Wλ,µ(z) y W−λ,µ(−z) son soluciones linealmente independientes de la ecuacio´n (A.19).
La funcio´n Cilindro Parabo´lico Dp(z) esta´ definida como:
Dp(z) = 2
1
4
+ p
2W 1
4
+ p
2
,− 1
4
(
z2
2
)
z−1/2 (A.23)
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Una forma equivalente es
Dp(z) = 2
p/2e−z
2/4
{ √
pi
Γ(1−p2 )
Φ
(−p
2
,
1
2
;
z2
2
)
−
√
2piz
Γ(−p2 )
Φ
(
1− p
2
,
3
2
;
z2
2
)}
(A.24)
Notar que
Dp(0) = 2
p
2
√
pi
Γ
(
1−p
2
)Φ(−p/2, 1/2; 0) = 2 p2 √pi
Γ
(
1−p
2
) (A.25)
A.4. Integrales u´tiles
Durante todo el texto deben ser resueltas muchas integrales. En esta seccio´n presento
las soluciones a las integrales que aparecen en la tesis y las referencias de las que fueron
tomadas. Como la funcio´n q-exponencial es la potencia de un binomio, las siguientes
ecuaciones son muy usadas en qStatMech, fueron tomadas de [137] y [170]:∫ u
0
xν−1(u− x)µ−1dx = uµ+ν−1B(µ, ν), Re(µ) > 0, Re(ν) > 0 (A.26)
∫ ∞
u
(x+ β)−ν(x− u)µ−1dx = (u+ β)µ−νB(ν − µ, µ), Re(ν) > Re(µ) > 0 (A.27)
∫ ∞
0
xµ−1
(1 + βx)ν
dx = β−µB(µ, ν − µ), Re(ν) > Re(µ) > 0 and |Arg(β)| < pi (A.28)
∫ b
a
(x− a)α−1(b− x)β−1dx = (b− a)α+β+1B(α, β) α, β > 0 (A.29)
Para la estad´ıstica de Boltzmann-Gibbs son u´tiles:
∞∫
0
xν−1(x+ γ)µ−1e−
β
x dx = β
ν−1
2 γ
ν−1
2
+µΓ(1− µ− ν)e β2γW ν−1
2
+µ,− ν
2
(
β
γ
)
(A.30)
Con | arg(γ)| < pi, Re(1−µ−ν) > 0, y donde W es una de las funciones de Whittaker.
No se requiere que Re(β) > 0, como enfatizan Gradshteyn y Rizhik [137] (ver pa´gina 368,
ec. (7), llamada ET II 234(13)a, donde se hace referencia a su vez al Proyecto Bateman de
Caltech[171]). La u´ltima letra “a” indica que se ha llevado a cabo una extensio´n anal´ıtica
con el fin de resolver la integral.
Y,
∞∫
0
xν−1e−βx
2−γxdx = (2β)−
ν
2 Γ(ν)e
γ2
8βD−ν
(
γ√
2β
)
(A.31)
Donde D es la funcio´n cilindro parabo´lico.
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Ape´ndice B
Desarrollos de Taylor y derivadas
de la funcio´n q-exponencial y
funciones relacionadas
En este ape´ndice muestro ca´lculos correspondientes al cap´ıtulo 3, pero esta´n presenta-
dos aqu´ı para no complicar la lectura del mismo, ya que no agregan demasiados detalles
significativos a la discusio´n de los resultados de e´ste.
B.1. Desarrollo de primer orden de ψ = eq[i/~(px− Et)]
Como la funcio´n q-exponencial eq esta´ definida como
eq = [1 + (1− q)z]
1
1−q
Podemos escribir
ψ = e
1
1−q ln[1+(1−q)z]
Luego
∂ψ
∂q
=
∂
{
1
1−q ln [1 + (1− q)z]
}
∂q
ψ (B.1)
∂ψ
∂q
=
{
1
(1− q)2 ln [1 + (1− q)z]−
z
(1− q) [1 + (1− q)z]
}
ψ
Como ln(1 + x) = x− x22 + · · · , se obtiene
∂ψ
∂q
=
{
1
(1− q)2
[
(1− q)z − (1− q)
2z2
2
]
− z
(1− q) [1 + (1− q)z]
}
ψ
o
∂ψ
∂q
=
{
z
(1− q) −
z
(1− q) [1 + (1− q)z] −
z2
2
}
ψ (B.2)
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Evaluemos ∂ψ∂q en q=1:
∂ψ
∂q
=
{
z
{
1
(1− q) −
1
(1− q) [1 + (1− q)z]
}
− z
2
2
}
ψ
∂ψ
∂q
=
{
z
[1 + (1− q)z]− 1
(1− q) [1 + (1− q)z] −
z2
2
}
ψ
Cuando q → 1
[1 + (1− q)z]− 1
(1− q) [1 + (1− q)z] →
0
0
Usando ahora la regla de L’Hopital
l´ım
q→1
∂ψ
∂q
= l´ım
q→1
{
z2
[1 + (1− q)z] + (1− q)z −
z2
2
}
ψ
∂ψ
∂q
∣∣∣∣
q=1
=
(
z2 − z
2
2
)
ez
∂ψ
∂q
∣∣∣∣
q=1
=
z2
2
ez (B.3)
Luego, el desarrollo de Taylor de primer orden de ψ = eq es
ψ ' ψ|q=1 + (q − 1)
∂ψ
∂q
∣∣∣∣
q=1
o
ψ ' ez + (q − 1)z
2
2
ez (B.4)
B.2. Segunda derivada con respecto a x
La primer derivada respecto a x del desarrollo de eq ec. (B.4) es
∂ψ
∂x
=
ip
~
e
i
~ (px−Et) − (q − 1)
2~2
[
2p(px− Et)e i~ (px−Et)
+
ip
~
(px− Et)2e i~ (px−Et)
]
(B.5)
Para la segunda derivada tenemos
∂2ψ
∂x2
= −p
2
~2
e
i
~ (px−Et) − (q − 1)
2~2
[
2p2e
i
~ (px−Et) +
4ip2
~
(px− Et)e i~ (px−Et)
−p
2
~2
(px− Et)2e i~ (px−Et)
]
o
∂2ψ
∂x2
= −p
2
~2
e
i
~ (px−Et) − (q − 1)p
2
~2
e
i
~ (px−Et)−
(q − 1)2ip
2
~3
(px− Et)e i~ (px−Et) + (q − 1) p
2
2~4
(px− Et)2e i~ (px−Et)
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B.3. Segunda derivada de φ = eq(ikx− iωt) con respecto a t
La derivada de primer orden de φ = eq(ikx− iωt) es
∂φ
∂t
= −iωei(kx−ωt)
[
1 +
(1− q)
2
(kx− ωt)2
]
− ωei(kx−ωt)(1− q)(kx− ωt)
o
∂φ
∂t
= −iωei(kx−ωt)
[
1− (1− q)i(kx− ωt) + (1− q)
2
(kx− ωt)2
]
(B.6)
La segunda derivada es entonces
∂2φ
∂t2
= −ω2ei(kx−ωt)
[
1− (1− q)i(kx− ωt) + (1− q)
2
(kx− ωt)2
]
−iωei(kx−ωt) [iω(1− q)− ω(1− q)(kx− ωt)]
o
∂2φ
∂t2
= −ω2ei(kx−ωt) [1− (1− q)i(kx− ωt)+
(1− q)
2
(kx− ωt)2 − (1− q)− (1− q)i(kx− ωt)
]
Y finalmente,
∂2φ
∂t2
= −ω2ei(kx−ωt)
[
q + 2i(q − 1)(kx− ωt)− (q − 1)
2
(kx− ωt)2
]
(B.7)
B.4. Desarrollo de primer oden de qφ2q−1
La derivada de qφ2q−1 con respecto a q es
∂(qφ2q−1)
∂q
= φ2q−1 + q
∂φ2q−1
∂q
(B.8)
Podemos escribir entonces
φ2q−1 = e(2q−1)lnφ
y
∂φ2q−1
∂q
=
[
2lnφ+
(2q − 1)
φ
∂φ
∂q
]
φ2q−1
∂φ2q−1
∂q
= 2φ2q−1lnφ+ (2q − 1)φ2q−2∂φ
∂q
(B.9)
Para la derivada de qφ2q−1 tenemos
∂(qφ2q−1)
∂q
= φ2q−1 + 2qφ2q−1lnφ+ q(2q − 1)φ2q−2∂φ
∂q
(B.10)
En q = 1 obtenemos
∂(qφ2q−1)
∂q
∣∣∣∣
q=1
= φ|q=1 + 2 φ|q=1 lnφ|q=1 +
∂φ
∂q
∣∣∣∣
q=1
Como sabemos que
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φ|q=1 = ei(kx−ωt)
(lnφ)|q=1 = i(kx− ωt)
∂φ
∂q
∣∣∣
q=1
= − (kx−ωt)22 ei(kx−ωt)
Entonces
∂(qφ2q−1)
∂q
∣∣∣∣
q=1
= ei(kx−ωt) + 2i(kx− ωt)ei(kx−ωt) − (kx− ωt)
2
2
ei(kx−ωt)
o
∂(qφ2q−1)
∂q
∣∣∣∣
q=1
= ei(kx−ωt)
[
1 + 2i(kx− ωt)− (kx− ωt)
2
2
]
(B.11)
El desarrollo de primer orden de qφ2q−1 es
qφ2q−1 ' (qφ2q−1)∣∣
q=1
+ (q − 1) ∂(qφ
2q−1)
∂q
∣∣∣∣
q=1
(B.12)
Reemplazando la ecuacio´n (B.11) en este desarrollo obtenemos
qφ2q−1 ' ei(kx−ωt) + (q − 1)ei(kx−ωt)
[
1 + 2i(kx− ωt)− (kx− ωt)
2
2
]
o
qφ2q−1 ' ei(kx−ωt)
[
q + 2i(q − 1)(kx− ωt)− (q − 1)(kx− ωt)
2
2
]
(B.13)
B.5. Desarrollo de primer orden de f(t)
Como f es
f(t) =
[
1 +
i
~
(1− q)
q
Et
] 1
q−1
= e
1
q−1 ln
[
1+ i~
(1−q)
q
Et
]
podemos escribir
∂f
∂q
=
∂( 1q−1 ln
[
1 + i~
(1−q)
q Et
]
)
∂q
f
=
{
− 1
(q − 1)2 ln
[
1 +
i
~
(1− q)
q
Et
]
+
1
(q − 1)
[
1 + i~
(1−q)
q Et
] [−iEt
q~
− (1− q)iEt
q2~
] f.
Y como ln(1 + x) = x− x22 + · · · , tenemos
∂f
∂q
=
{
− 1
(q − 1)2
[
i
~
(1− q)
q
Et+
(1− q)2
2q2
i
~
Et
]
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− 1
(q − 1)
[
1 + i~
(1−q)
q Et
] [ iEt
q~
+
(1− q)
q2
iEt
~
] f (B.14)
Para evaluar f en q = 1 reordeno te´rminos en (B.14) y obtengo
∂f
∂q
=
 iEtq~
− 1
(1− q) +
1
(1− q)
[
1 + i~
(1−q)
q Et
]+
1
q
[
1 + i~
(1−q)
q Et
]
− E2t2
~2
1
2q2
 f
En consecuencia,
∂f
∂q
=
 iEtq~
 1−
[
1 + i~
(1−q)
q Et
]
(1− q)
[
1 + i~
(1−q)
q Et
] + 1
q
[
1 + i~
(1−q)
q Et
]
− E2t2
~2
1
2q2
 f (B.15)
Cuando q → 1
1−
[
1 + i~
(1−q)
q Et
]
(1− q)
[
1 + i~
(1−q)
q Et
] → 0
0
Usando nuevamente la regla de L’Hopital
l´ım
q→1
1−
[
1 + i~
(1−q)
q Et
]
(1− q)
[
1 + i~
(1−q)
q Et
] =
l´ım
q→1
iEt
q~ +
iEt(1−q)
~q2
−
[
1 + i~
(1−q)
q Et
]
+ (1− q)[ iEtq~ + iEt(1−q)~q2
= − iEt
~
Luego,
∂f
∂q
∣∣∣∣
q=1
=
{
iEt
~
[
1− iEt
~
]
− E
2t2
2~2
}
e
−iEt
~
o
∂f
∂q
∣∣∣∣
q=1
=
(
iEt
~
+
E2t2
~2
− E
2t2
2~2
)
e
−iEt
~
En consecuencia,
∂f
∂q
∣∣∣∣
q=1
=
(
iEt
~
+
E2t2
2~2
)
e
−iEt
~ (B.16)
El desarrollo de Taylor de primer orden de f(t) es
f(t) ' f |q=1 + (q − 1)
∂f
∂q
∣∣∣∣
q=1
Reemplazando aqu´ı (B.16) tenemos
f(t) ' e−iEt~ + (q − 1)
(
iEt
~
+
E2t2
2~2
)
e
−iEt
~
o
f(t) ' e−iEt~
[
1 + (q − 1)
(
iEt
~
+
E2t2
2~2
)]
(B.17)
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B.6. Desarrollo de primer orden de f q
Siguiendo un procedimiento similar al utilizado para obtener (3.22) tenemos
∂f q
∂q
∣∣∣∣
q=1
= f |q=1 ln f |q=1 +
∂f
∂q
∣∣∣∣
q=1
(B.18)
Sabemos que
f |q=1 = e
−iEt
~
(ln f)|q=1 = − iEt~
∂f
∂q
∣∣∣
q=1
=
(
iEt
~ +
E2t2
2~2
)
e
−iEt
~
Entonces,
∂f q
∂q
∣∣∣∣
q=1
= − iEt
~
e
−iEt
~ + e
−iEt
~
(
iEt
~
+
E2t2
2~2
)
o
∂f q
∂q
∣∣∣∣
q=1
= − iEt
~
e
−iEt
~ +
iEt
~
e
−iEt
~ +
E2t2
2~2
e
−iEt
~
Luego,
∂f q
∂q
∣∣∣∣
q=1
=
E2t2
2~2
e
−iEt
~ (B.19)
El desarrollo de primer orden de f q es
f q ' f q|q=1 + (q − 1)
∂f q
∂q
∣∣∣∣
q=1
Reemplazando aqu´ı la ecuacio´n (B.19)
f q ' e−iEt~ + (q − 1)E
2t2
2~2
e
−iEt
~
o, finalmente,
f q ' e−iEt~
[
1 + (q − 1)E
2t2
2~2
]
(B.20)
B.7. Derivada de f q con respecto a t
La derivada de primer orden de f q con respecto a t es
∂f q
∂t
= − iE
~
e
−iEt
~
[
1 + (q − 1)E
2t2
2~2
]
+ e
−iEt
~
(q − 1)E2t
~2
o
∂f q
∂t
= − iE
~
e
−iEt
~
[
1 + (q − 1)E
2t2
2~2
+ (q − 1) iEt
~
]
(B.21)
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B.8. Desarrollo de g(x)
Podemos escribir
g(x) =
[
1 +
i
~
(1− q)√
2(q + 1)
px
] 2
1−q
= e
2
1−q ln
[
1+ i~
(1−q)√
2(q+1)
px
]
y por lo tanto:
∂g
∂q
=
∂
{
2
1−q ln
[
1 + i~
(1−q)√
2(q+1)
px
]}
∂q
g
=
{
2
(1− q)2 ln
[
1 +
i
~
(1− q)√
2(q + 1)
px
]
+
2
(1− q)
[
1 + i~
(1−q)√
2(q+1)
px
] [−ipx
~
1√
2(q + 1)
− ipx
~
(1− q)
[2(q + 1)]3/2
]}
g.
Como ln(1 + x) = x− x22 + · · · , tenemos
∂g
∂q
=
{
2
(1− q)2
[
ipx
~
(1− q)√
2(q + 1)
+
(1− q)2
2(q + 1)
p2x2
2~2
]
+
2
(1− q)
[
1 + i~
(1−q)√
2(q+1)
px
] [− ipx
~
1√
2(q + 1)
− (1− q)
[2(q + 1)]3/2
ipx
~
] g (B.22)
Para evaluar g en q = 1 reordeno te´rminos y obtengo
∂g
∂q
=
{
ipx
~
2√
2(q + 1)(1− q) +
p2x2
~2
1
2(q + 1)
−
ipx
~
2√
2(q + 1)(1− q)
[
1 + i~
(1−q)√
2(q+1)
px
]
− ipx
~
2
[2(q + 1)]3/2
[
1 + i~
(1−q)√
2(q+1)
px
]
 g
Luego,
∂g
∂q
=

2ipx
~

[
1 + i~
(1−q)√
2(q+1)
px
]
− 1
(1− q)√2(q + 1) [1 + i~ (1−q)√2(q+1)px
] −
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1
[2(q + 1)]3/2
[
1 + i~
(1−q)√
2(q+1)
px
]
+ p2x2~2 12(q + 1)
 g
Cuando q → 1, [
1 + i~
(1−q)√
2(q+1)
px
]
− 1
(1− q)√2(q + 1) [1 + i~ (1−q)√2(q+1)px
] → 0
0
(B.23)
Apelando una vez ma´s a la regla de L’Hopital
l´ım
q→1
[
1 + i~
(1−q)√
2(q+1)
px
]
− 1
(1− q)√2(q + 1) [1 + i~ (1−q)√2(q+1)px
] =
l´ım
q→1
−ipx
~
1√
2(q+1)
− ipx~ (1−q)[2(q+1)]3/2
−√2(q + 1) [1 + i~ (1−q)√2(q+1)px
]
+ (1− q)X
=
ipx
4~
Donde
X =
[
1 + i~
(1−q)√
2(q+1)
px
]
√
2(q + 1)
+
√
2(q + 1)
[
−ipx
~
√
2(q + 1)
− (1− q)ipx
~[2(q + 1)]3/2
]
Luego,
∂g
∂q
∣∣∣∣
q=1
=
{
2ipx
~
[
ipx
4~
− 1
8
]
+
p2x2
4~2
}
e
ipx
~
o
∂g
∂q
∣∣∣∣
q=1
=
(
− ipx
4~
− p
2x2
2~2
+
p2x2
4~2
)
e
ipx
~
Y, finalmente,
∂g
∂q
∣∣∣∣
q=1
= −1
4
(
ipx
~
+
p2x2
~2
)
e
ipx
~ (B.24)
El desarrollo de primer orden de g(x) es
g(x) ' g|q=1 + (q − 1)
∂g
∂q
∣∣∣∣
q=1
Reemplazando la ecuacio´n (B.24) llegamos a
g(x) ' e ipx~ + (1− q)
4
(
ipx
~
+
p2x2
~2
)
e
ipx
~
o,
g(x) ' e ipx~
[
1 +
(1− q)
4
(
ipx
~
+
p2x2
~2
)]
(B.25)
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B.9. Segunda derivada de g con respecto a x
La primer derivada de g es
∂g
∂x
=
ip
~
e
ipx
~
[
1 +
(1− q)
4
(
ipx
~
+
p2x2
~2
)]
+ e
ipx
~
(1− q)
4
(
ip
~
+
2xp2
~2
)
(B.26)
Para la segunda derivada obtenemos
∂2g
∂x2
=
−p2
~2
e
ipx
~
[
1 +
(1− q)
4
(
ipx
~
+
p2x2
~2
)]
+
ip
~
e
ipx
~
(1− q)
4
(
ip
~
+
2xp2
~2
)
+
ip
~
e
ipx
~
(1− q)
4
(
ip
~
+
2xp2
~2
)
+ e
ipx
~
(1− q)
4
2p2
~2
o
∂2g
∂x2
= −p
2
~2
e
ipx
~
[
1 +
(1− q)
4
ipx
~
+
(1− q)
4
p2x2
~2
− (1− q) ipx
~
]
Entonces finalmente,
∂2g
∂x2
= −p
2
~2
e
ipx
~
[
1− 3(1− q)
4
ipx
~
+
(1− q)
4
p2x2
~2
]
(B.27)
B.10. Desarrollo de primer orden de gq
Siguiendo un procedimiento similar tenemos ahora
∂gq
∂q
∣∣∣∣
q=1
= g|q=1 ln g|q=1 +
∂g
∂q
∣∣∣∣
q=1
(B.28)
Sabiendo que
g|q=1 = e
ipx
~
(lng)|q=1 = ipx~
∂g
∂q
∣∣∣
q=1
= −14
(
ipx
~ +
p2x2
~2
)
e
ipx
~
Entonces,
∂gq
∂q
∣∣∣∣
q=1
=
ipx
~
e
ipx
~ − 1
4
e
ipx
~
(
ipx
~
+
p2x2
~2
)
o,
∂gq
∂q
∣∣∣∣
q=1
=
ipx
~
e
−iEt
~
(
1− 1
4
+
ipx
4~
)
Luego:
∂gq
∂q
∣∣∣∣
q=1
=
ipx
~
e
ipx
~
(
3
4
+
ipx
4~
)
(B.29)
El desarrollo de primer orden de gq es
gq ' gq|q=1 + (q − 1)
∂gq
∂q
∣∣∣∣
q=1
(B.30)
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Reemplazando la ecuacio´n (B.29) en este desarrollo obtenemos
gq ' e ipx~ + (q − 1) ipx
~
e
ipx
~
(
3
4
+
ipx
4~
)
o
gq ' e ipx~
[
1 +
3(q − 1)
4
ipx
~
− (q − 1)
4
p2x2
~2
]
(B.31)
Ape´ndice C
Formas expl´ıcitas de ecuaciones
complicadas
Doy en este ape´ndice la forma expl´ıcita de algunas ecuaciones complicadas con las que
trato en el cap´ıtulo 6. La q-entrop´ıa de camino n dimensional es:
S(β,Q01) =
{
pin
βn
{
1∏n
i=1(i+1−iq) −
∑n
j=1
(βU)n−j
(n−j)!
[1+(q−1)βU ]
j+1−jq
1−q∏j
k=1(k+1−kq)
}}q−1
− 1
q − 1 +pinβn
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)


q−1
×
βn
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
×
 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

(C.1)
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A partir de esta entrop´ıa de camino, la correspondiente fuerza entro´pica es:
Fe =
2Qi
β
pin(q−1)
βn(q−1)
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

q−2
n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j [1 + (q − 1)βU ]j+ q1−q
−(n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}[
1 + (q − 1)βn
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1{
1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

+ pin(q−1)
βn(q−1)
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

q−1{
−2nQi
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1{
1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq){
(j + 1− jq)βUn−j [1 + (q − 1)βU ]j+ q1−q − (n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}
+2nQi
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
n+1∑
j=1
βn−j
(n+ 1− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn+1−j [1 + (q − 1)βU ]j+ q1−q
−(n+ 1− j)Un−j [1 + (q − 1)βU ] j+1−jq1−q
}}
(C.2)
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Para la fuerza del oscilador armo´nico se tiene
FHO = nQi
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−2
 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j
[1 + (q − 1)βU ]j+ q1−q − (n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}
− nQi
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
n+1∑
j=1
βn−j
(n+ 1− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn+1−j [1 + (q − 1)βU ]j+ q1−q
−(n+ 1− j)Un−j [1 + (q − 1)βU ] j+1−jq1−q
}
(C.3)
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La fuerza total es
FT =
2Qi
β
pin(q−1)
βn(q−1)
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

q−2
n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j [1 + (q − 1)βU ]j+ q1−q
−(n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}[
1 + (q − 1)βn
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
}]
+
pin(q−1)
βn(q−1)
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

q−1
−2nQi
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1{
1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
}−1 n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j [1 + (q − 1)βU ]j+ q1−q
−(n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}
+ 2nQi
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
}−1 n+1∑
j=1
βn−j
(n+ 1− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn+1−j
[1 + (q − 1)βU ]j+ q1−q − (n+ 1− j)Un−j [1 + (q − 1)βU ] j+1−jq1−q
}}
+nQi
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−2 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
}
n∑
j=1
βn−j
(n− j)!∏jk=1(k + 1− kq)
{
(j + 1− jq)βUn−j
[1 + (q − 1)βU ]j+ q1−q − (n− j)Un−j−1 [1 + (q − 1)βU ] j+1−jq1−q
}
− nQi
{
1∏n
i=1(i+ 1− iq)
−
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
n+1∑
j=1
βn−j
(n+ 1− j)!∏jk=1(k + 1− kq){
(j + 1− jq)βUn+1−j [1 + (q − 1)βU ]j+ q1−q − (n+ 1− j)Un−j [1 + (q − 1)βU ] j+1−jq1−q
}
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Finalmente, el calor espec´ıfico es
C =
−nβn
pin
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−2
 1∏n+1
i=1 (i+ 1− iq)β
−
n+1∑
j=1
βn−jUn+1−j
(n+ 1− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)
 nkBpinβn−1∏ni=1(i+ 1− iq) − kBpin
n∑
j=1
Un−j
(n− j!)∏jk=1(k + 1− kq){
j
βj−1
[1 + (q − 1)βU ] j+1−jq1−q + (j + 1− jq)U
βj−2
[1 + (q − 1)βU ]j+ q1−q
}}
+ kBnβ
n
 1∏ni=1(i+ 1− iq) −
n∑
j=1
(βU)n−j
(n− j)!
[1 + (q − 1)βU ] j+1−jq1−q∏j
k=1(k + 1− kq)

−1
 n+ 1βn∏ni=1(i+ 1− iq) −
n+1∑
j=1
Un+1−j
(n+ 1− j)!∏jk=1(k + 1− kq)[
j
βj−1
[1 + (q − 1)βU ] j+1−jq1−q + (j + 1− jq)U
βj−2
[1 + (q − 1)βU ]j+ q1−q
]}
(C.5)
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Ape´ndice D
Un ejemplo simple de
Regularizacio´n Dimensional
Este ape´ndice ilustra la regularizacio´n dimensional (DR) con un ejemplo simple. La
justificacio´n del procedimiento de DR esta´ dado en la seccio´n 2.5, basado en [101], siendo
esta una generalizacio´n del tratamiento presentado en [141, 142].
Aqu´ı discuto la funcio´n de particio´n Z del oscilador armo´nico 3D (HO) para q = 23 . Si
primero consideramos Z en ν dimensiones
Z =
∫
[1 + (1− q)β(P 2 +Q2)] 1q−1dνPdνQ (D.1)
Donde P 2 = P 21 + P
2
2 + · · ·+ P 2ν y Q2 = Q21 +Q22 + · · ·+Q2ν . Para resolver la integral
usamos coordenadas hiperesfe´ricas y encontramos que
Z =
2piν
Γ(ν)
∞∫
0
S2ν−1[1 + (1− q)βS2] 1q−1dS (D.2)
Con S2 = P 2 +Q2. Efectuando el cambio de variables S2 = x obtenemos
Z =
piν
Γ(ν)
∞∫
0
xν−1[1 + (1− q)βx] 1q−1dx (D.3)
O
Z =
piν
Γ(ν)
∞∫
0
xν−1
[1 + (1− q)βx] 11−q
dx (D.4)
Para evaluar esta integral miramos a la ecuacio´n (A.28):
piν
Γ(ν)
∞∫
0
xµ−1
(1 + γx)v
dx = γ−µB(µ, v − µ) (D.5)
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Donde B(µ, v − µ) es la funcio´n Beta de Euler. Comparando (D.4) con (D.5) nos
encontramos que µ = ν, v = 11−q , γ = (1− q)β, y entonces
Z =
piν
Γ(ν)
[β(1− q)]−νB
(
ν,
1
1− q − ν
)
(D.6)
Vemos que cuando q = 23 y ν = 3, la ecuacio´n (D.6) diverge ya que
B
(
ν,
1
1− q − ν
)
=
Γ(ν)Γ
(
1
1−q − ν
)
Γ
(
1
1−q
) (D.7)
Con Γ(z) siendo al funcio´n Gamma de Euler, que exhibe polos en z = 0,−1,−2,−3, .....
A partir de la ecuacio´n (D.7) se sigue que
Z =
piν
Γ(ν)
[β(1− q)]−ν
Γ(ν)Γ
(
1
1−q − ν
)
Γ
(
1
1−q
) (D.8)
O
Z =
[
pi
β(1− q)
]ν Γ( 11−q − ν)
Γ
(
1
1−q
) (D.9)
Eligiendo q = 23 en la ecuacio´n (D.9) se encuentra
Z =
(
3pi
β
)ν Γ (3− ν)
Γ (3)
(D.10)
Como Γ(3) = 2, lleva a
Z =
1
2
(
3pi
β
)ν
Γ (3− ν) (D.11)
Notar que para ν = 3, Z diverge. El enfoque de DR de Bollini y Giambiagi consiste
en realizar el desarrollo de Laurent de Z alrededor de ν = 3 y seleccionar, como el re-
sultado f´ısico de Z, el te´rmino ν − 3-independente de la serie. La justificacio´n para este
procedimiento es claramente explicado en [101]. Para proseguir definimos
f(ν) =
(
3pi
β
)ν
(D.12)
Cuyo desarrollo de Taylor es
f(ν) =
(
3pi
β
) ∞∑
n=0
lnn
(
3pi
β
)
(ν − 3)n
n!
(D.13)
El desarrollo de la funcio´n Gamma es
Γ(3− ν) = 1
3− ν −C +
∞∑
m=1
cm(3− ν)m (D.14)
159
Donde C es la constante de Euler. Multiplicando las dos series obtenemos
f(ν)Γ(3− ν) =
(
3pi
β
)3 1
3− ν +
(
3pi
β
)3
C −
(
3pi
β
)3
ln
(
3pi
β
)
+
∞∑
m=1
am(3− ν)m (D.15)
Y en consecuencia Z es
Z =
1
2
(
3pi
β
)3 [
C − ln
(
3pi
β
)]
(D.16)
O
Z =
1
2
(3pikBT )
3 [C − ln (3pikBT )] (D.17)
Como uno exige que Z > 0, T debe cumplir
0 < T <
eC
3pikB
(D.18)
Implicando que existe una cota ma´xima para T , t´ıpico del formalismo de Tsallis (ver
[138]).
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