Abstract-The analytical classification approaches for the crystallographic symmetries of patterns that are more or less periodic in two dimensions (2D) are reviewed. Pseudo-symmetries of different types, which are not rare as far as 2D projections from three-dimensional (3D) crystals are concerned, are briefly mentioned as they present severe challenges to most classification approaches when noise levels are moderate to high. The author's information theory based approaches utilize digital images and geometric Akaike Information Criteria. They perform well in the presence of pseudo-symmetries and turn out to be the only ones that allow for researcher independent (but generalized noise level dependent), classifications of the full range of crystallographic symmetries, i.e., Bravais lattice type, Laue class, and plane symmetry group, of noisy real-world images.
I. INTRODUCTION
T HE abstract geometrical framework for the classification of crystallographic symmetries [1] - [4] that are compatible with translation periodicity in two dimensions (2D) was derived independently by the Russian polymath Jewgraf Stepanowitsch Fedorov [5] and the Hungarian mathematician George Pólya [6] in the years 1891 and 1924, respectively. This mathematical framework is nowadays utilized for the classification of (i) highly magnified but necessarily noisy experimental images from sufficiently thin crystals and crystal surfaces as recorded with modern transmission electron and scanning probe microscopes [7] - [17] , of (ii) both perfectly 2D periodic and noisy synthetic images [17] - [25] , (iii) more or less 2D periodic images from rugs, windows, a honeycomb, both a tiled floor and wall, metal gates, a metallic anti-skid surface [25] , industrially manufactured wallpapers [26] - [28] , textiles and decorative ceramic tiles [28] - [32] , medieval Islamic building ornaments [33] , and (iv) many other objects [34] , including wood-cuts [35] of the Dutch graphic artist Maurits Cornelis Escher.
Strictly speaking, crystallographic symmetry classifications in 2D require an infinitely large image with an infinite number of unit cell repeats, but it is customary to ignore both the Manuscript received September 13, 2019; accepted October 1, 2019. Date of publication October 16, 2019 ; date of current version November 13, 2019 . The review of this paper was arranged by the guest editors of the Special Issue for IEEE NMDC2018.
The author is with the Nano-Crystallography Group of the Department of Physics, Portland State University, Portland, OR 97201 USA (e-mail: pmoeck@pdx.edu).
Digital Object Identifier 10.1109/TNANO.2019.2946597 finite nature of more or less 2D periodic images and the finite number of their repeat units for the sake of the practicality of the symmetry classification. Also for the sake of practicality, one typically accepts the consequences of the facts that the pixel size in a digital image is not infinitely small and that the total number of pixels is not infinitely large. Some of the above-mentioned noise-free synthetic images and noisy images of everyday objects [25] , wallpapers [26] - [28] , textiles and ceramic tiles [28] - [32] , as well as those from Islamic building ornaments [33] were classified in direct/physical space with respect to their Bravais lattice type and plane symmetry group. Both the computational symmetry community [34] and the community that studies Islamic building ornaments either visually in the field [36] or at the digital pixel level with numerical means on their computers [33] , [34] make their classifications in this space.
All of the other above-mentioned images were classified in reciprocal/Fourier space with respect to their Bravais lattice type and plane symmetry group as it is customary in 2D crystallography, transmission electron microscopy, and scanning probe microscopy [7] - [22] . The above-mentioned abstract mathematical framework for the classification of crystallographic symmetries in 2D is obviously applicable regardless of the space in which the classifications are made.
Similarly obvious is the fact that members of the communities that traditionally perform direct space classifications may benefit from becoming informed about the opportunities that the Fourier space offers with respect to crystallographic symmetry classifications of more or less 2D periodic images [7] - [22] , [35] . Members of the 2D crystallography, transmission electron microscopy, and scanning probe microscopy communities are conversely bound to benefit from an analysis of what has been achieved so far in direct space classification of the symmetries of more or less 2D periodic images [25] - [34] and regular plane/geometric figures that are randomly distorted [37] , [38] . Approaching the same kinds of problems in an analytical manner and in two complementary spaces while using the same abstract mathematical framework [1] - [4] calls for the exchange of ideas between scientists from different communities. This paper aims at fostering such exchanges.
The immediately following section of this paper deals briefly with the prevalence of pseudo-symmetries in real crystals. The direct space approaches to crystallographic symmetry classifications of more or less 2D periodic images and patterns are discussed in the third section. 2D point symmetry classifications of regular plane/geometric figures that are randomly distorted and the concept of symmetry as a continuous feature [37] , [38] are discussed in the fourth section of this paper.
The fifth section discusses the Fourier space approaches to crystallographic symmetry classifications. That discussion includes the author's recently developed information theory based classifications. Correct plane symmetry group classifications in Fourier space are the precondition for the crystallographic processing of a digital image that is more sophisticated than simple translation averaging by means of Fourier filtering. Crystallographic image processing will also be discussed in the fifth section of this paper. Table I at the end of the fifth section "orders" the discussed symmetry classification approaches in both complementary spaces into "groups" on the basis of their characteristics. The paper ends with a summary and conclusions section.
II. PREVALENCE OF PSEUDO-SYMMETRIES IN CRYSTALS
Note both that there are different types of pseudo-symmetries in standard 2D crystallography [20] - [22] , [39] as a result of orthogonal projections of real-world 3D crystals and that such pseudo-symmetries are more prevalent in 3D crystals than most people think [4] , [40] - [42] . One may roughly distinguish between motif-based and translation-based pseudo-symmetries, but the same more or less 2D periodic image may feature both of these types simultaneously. A metric specialization is a type of translational pseudo-symmetry that prevents "the direct classification of" 2D and 3D "space groups based merely on the basis of the cell parameters … The higher symmetry of the translation subgroup (and thus of the unit cell) is broken by the contents of the unit cell which allows only a symmetry group of the lower type." [4] .
Fedorov type pseudo-symmetries [40] are laid out on a crystallographic lattice that does not need to be the Bravais lattice of the plane symmetries that the hypothetical noise-free version of an image would possess, but can be one of its pseudo-superlattices [20] - [22] . In the presence of noise, it often becomes visually impossible to distinguish between genuine symmetries and Fedorov type pseudo-symmetries as all kinds of symmetries are broken by the noise [20] - [22] .
III. DIRECT SPACE APPROACHES
For more or less 2D periodic direct space images of everyday objects and Islamic building ornaments, the aims of crystallographic symmetry classifications are often to find the nearest plane symmetry group. These classifications often rely on the answers to a series of dichotomous "yes or no" questions [23] - [25] if a certain plane symmetry operation is visually [36] or computationally [25] - [34] discernable in a real-world pattern or image. Because there is "generalized noise" in such images due to them having been recorded with some instrument under real-world conditions as well as approximations and finite numerical accuracy in all image processing algorithms [39] , [43] - [46] and since the objects/patterns belong to the real world, i.e., are actually never perfectly symmetric on a physical level, a dichotomous procedure cannot work in a logically strict sense. For the sake of its simplicity, dichotomous procedures are applied in the computational symmetry and Islamic building ornament appreciation communities in spite of these facts.
The work in [26] - [28] repeats the analyses of [25] and formulates interesting ideas on how further progress can be made (as of the years 2011/2013) in direct space analyses of more or less 2D periodic images. Such progress is shown to be contingent on the utilization of "adaptive classifiers". Such classifiers are non-binary/non-dichotomous in nature and result in the output of a list of reasonably well-fitting plane symmetry groups. This list is ideally, but due to the existence of generalized noise and possibly existing pseudo-symmetries not always, headed by the best-fitting plane symmetry group.
References [26] - [28] define a twelve-dimensional vector with components that are translation symmetry normalized measures for the presence of characteristic symmetries in an analyzed image in direct space. The Euclidean distance of this vector to 22 twelve-dimensional reference vectors with binary components, i.e., 1 or 0, that represent perfect adherences to individual plane symmetry groups serves as a "symmetry distance measure" to gauge the closeness of the analyzed image to the 16 higher symmetric plane symmetry groups individually.
The approach of [26] - [28] proved to be superior to the computational dichotomous "yes or no" direct space approach of [25] , which was referred to as an embodiment of a "rule-based decision tree classifier". The dichotomous approach results in a classification of a noisy image into a single class [25] , which is in [26] - [28] considered as a shortcoming since their classification output is a list of several reasonably well fitting classes that contains the best fitting class with a reasonably high probability. Whereas not explicitly stated in [26] , these lists are in the best cases more or less a result of the naturally occurring translationengleiche [1] - [3] supergroup/subgroup relationships between the plane symmetry groups.
Interestingly, the components of twelve-dimensional "symmetry representation vectors" in [26] - [28] as well as those of their eight-dimensional counterparts in [25] reveal existing pseudo-symmetries in the analyzed images as byproducts in direct space. It is up to the researcher to decide which component of such vectors represents genuine symmetries that combine meaningfully to a plane symmetry group and which components represent only pseudo-symmetries that combine with genuine symmetries to apparently higher symmetric pseudo-plane symmetry groups. This is in [25] - [28] done by introducing some arbitrarily set thresholds into the analyses that may vary from image to image. Obviously, pseudo-symmetries can easily be misclassified as genuine symmetries and vice versa when one needs to use such thresholds and noise levels are moderate to high.
The most important idea in [26] - [28] is perhaps the suggestion to move conceptually away from definitive symmetry classifications towards their probabilistic counterparts. This author came to the same conclusion some time ago and well before he became aware of the corresponding idea in [26] - [28] .
The authors of [29] - [31] , [33] had their computer program (named "FECETEX") first classify all "object pieces" in the more or less 2D periodic repeat units of textiles, ceramic tile patterns, and medieval Islamic building ornaments with respect to their approximate 2D point symmetries (higher than the identity rotation) and then combined the gathered information into an apparently well fitting plane symmetry group for the whole "ensemble" of object pieces that make up the whole image. The identified approximate point symmetries are, in effect, turned into perfectly obeyed crystallographic site symmetries [1] , [3] by the approach of [29] - [33] .
It is almost needless to say that this cannot be done without employing subjectively set thresholds that are internal to their computer program. Some of these internal parameters are tabulated in [33] . Note that it is the relative closeness of the extracted real-world (and therefore broken) point symmetries in an image to the abstract mathematical site symmetries [1] , [3] that allows for the assignment of the abstract mathematical concept of a plane symmetry group to that image when the approach of [29] - [33] is employed.
The resulting plane symmetry group classifications in the default setting of the FECETEX program will be biased by the subjectivity that the computer programmers have put into the program's code. To reduce that bias a bit, the computer programmers allow for a "fine tuning" of their parameters and thresholds by the user as explicitly mentioned in [29] , [32] . Such fine tunings make the classifications, however, not completely objective either. A certain fine tuning may deliver excellent results with respect to the classification of a certain set of images only to fail in the classification of another set of images.
For the apparently correct classification of 95 more or less 2D periodic images from textiles and ceramic tiles in [29] , 64% needed minor bias adjustments of the program's internal parameters, and 33% needed major bias adjustments. The remaining 3% of these images were impossible to be classified into a reasonably well fitting plane symmetry group by the FECETEX program in [29] . Unsurprisingly, these images where characterized by comparatively high "noise levels", high complexity at the motif level, pseudo-symmetries, and distributions of approximate point symmetries that could in a consistent manner not be turned into site symmetries in any plane symmetry group.
There were also three classifications failures in the direct space study of Islamic building ornaments [33] with the FE-CETEX program. These failures were due to a low level of contrast in one of the images, two highly sophisticated motifs with pseudo-symmetries, and comparatively large amounts of structural irregularities in the three building ornaments themselves.
IV. 2D SYMMETRIES AS CONTINUOUS FEATURES
Regular plane/geometric figures that are randomly distorted can be classified at the pixel level of digital images with respect to their approximate point symmetries [37] , [38] . These point symmetries can be either crystallographic or non-crystallographic.
In a remarkable development away from accepting strict bounds that are set by discrete mathematically abstract restrictions [1] - [3] , crystallographic and non-crystallographic point symmetries have in direct space been defined as "continuous features" [37] in the year 1995. The "symmetry distances" of real-world objects such as the positions of diffraction spots in a Laue photograph of a quasicrystal and mathematical objects such as irregular polygons to their nearest mathematically abstract 2D point symmetry representations, i.e., well fitting symmetry models, are in [37] expressed by minimized sums of squared residuals. There can be several initial symmetry models for each object that is to be classified and it is the task of the analyst to select the apparently best fitting model in the set. Sums of squared residuals are helpful but not sufficient to accomplish this task in a mathematically consistent manner when inclusion relations exist.
Kenichi Kanatani, i.e., the originator of geometric Akaike Information Criteria (G-AICs) [43] - [46] , commented as early as 1997 on the approach of [37] and stated succinctly that it is for fundamental reasons incapable of dealing with symmetry hierarchies [38] . For an objective model selection procedure in the presence of symmetry hierarchies, pseudo-symmetries, and generalized noise, one needs to correct for the symmetry model specific geometric bias of the corresponding sums of squared residuals.
Kanatani demonstrated in [38] that when a supergroup of a 2D point group explains the distribution of points in a regular plane figure that is randomly distorted reasonably well, all of its subgroups (and in turn their subgroups) will have smaller symmetry distances as defined in [37] or by any other definition of a pure symmetry distance. Note in this connection that the assigning of the apparently nearest 2D point symmetry to all conspicuous geometric objects was in [29] - [33] the precondition for classifying the images into plane symmetry groups. Kanatani's group theoretic insight applies obviously not only to 2D point symmetries but also to subgroups of plane symmetry groups that may represent an analyzed image reasonably well as derived in [26] - [28] .
All of the translationengleiche subgroups of the plane symmetry groups (and in turn their subgroups) will actually have smaller pure symmetry distances, i.e., fit more or less 2D periodic image data even better, but will contain less genuine structure information (in the information theoretic sense). The Euclidian distances between twelve-dimensional vectors in [26] - [28] are, obviously, a pure symmetry distance and no exception in this respect. Kanatani's first-order geometric bias corrections amend pure symmetry distances that are sums of squared residuals so that they can be used for symmetry model selection purposes in an information theory based sense.
Kanatani concluded more than 20 years ago that his kind of reasoning "is expected to play a crucial role in building an intelligent system for automatically detecting a symmetry in an image" [38] . Credit goes to the authors of [25] to have floated the idea of using a G-AIC for the classification of more or less 2D periodic images into plane symmetry groups in the year 2004. As far as this author is aware, this has only been talked about in the computational symmetry community [25] , [31] , [34] and not actually been demonstrated there.
Typical for work in the computational symmetry community seems to be a focus on searching for the best possible algorithm to extract information from more or less 2D periodic images and to use that information to solve classification problems in direct space. The relative merit of different algorithms is typically assessed by classifying the same set of images and comparing the obtained classification accuracies.
Kanatani remarked in [44] that there are many algorithms for the extraction of geometric-structural features from images but that "none of them" is "definitive" in the sense that a single computer program will ever allow for a classification accuracy of 100% for all possible images. What one should, therefore, be aiming for is a generalized noise level dependent classification accuracy that comes with a measure of how uncertain any obtained result actually is. The efforts of the computer scientists to develop the best possible and most accurate/precise algorithms for certain calculation and feature extraction tasks are in this context very much appreciated by the natural scientists.
A generalized noise level dependent classification accuracy is what natural scientists are in essence interested in. Any real-world measurement result in the natural sciences must be accompanied by an error estimate. The prevailing random noise during a real-world measurement limits the precision with which the result of the measurement can be known. Not being aware of some of the systematic errors and not properly accounting for them limits the accuracy with which the measurement results can be known. Algorithmic feature extraction from images for geometric-structural classification purposes is also a form of measurement so that natural scientists expect to be presented with both a classification result and an accompanying confidence level for that classification.
V. FOURIER SPACE APPROACHES AND THEIR UTILITY FOR THE CRYSTALLOGRAPHIC PROCESSING OF NOISY IMAGES
Materials scientists work often with noisy direct space 2D images that are projections from inorganic real-world 3D crystals. Structural biologists may work with organic crystals that are sub-periodic, i.e., 3D entities that are periodic in 2D only. Certain crystalline samples [11] , [12] and especially the organic ones as used in structural biology can only tolerate very low doses of transmitted electrons so that the signal to noise ratios in the resulting images are very poor but can be significantly enhanced by crystallographic image processing (CIP). Structural defects that are present in a crystalline sample are bound to be part of the images from such crystals. These defects are typically not of interest to the 2D crystallographer [13] , [14] as it is the average (ideal) structure of a crystalline sample that one wants to derive from experimentally obtained images with atomic or molecular resolution.
Most practitioners of 2D crystallography [7] - [22] are interested in the best possible representations of both the content of the average unit cell and particularly the content of its asymmetric unit [1] - [3] , [23] , [24] . Crystallographic symmetry classifications are in that community often done for the express purpose of supporting the extractions of these contents. Electron and scanning probe microscopists are often also interested in suppressing the noise in the experimental images that they recorded with atomic or molecular resolution from transmitted crystals [7] , [11] - [14] , crystal surfaces [16] , or regular arrays of molecules [7] - [10] , [17] - [19] on crystal surfaces. The suppression of noise in those images can be obtained by either Fourier filtering or CIP. Whereas it suffices for Fourier filtering to assume that the image is more or less translation periodic in 2D, CIP requires a successful plane symmetry group classification of a noisy image.
Fourier filtering consists of calculating the discrete Fourier transform of the image intensity, filtering out all background intensity outside of the periodic-structure bearing Fourier coefficients that are laid out on the reciprocal lattice nodes in the amplitude map of this transform, and finally Fourier backtransforming these coefficients into direct space. This is equivalent to the enforcement of the average translation symmetry on the image. One can, therefore, equate Fourier filtering with symmetrization in plane symmetry group p1.
The crucial difference between Fourier filtering and CIP is the enforcement of plane symmetries higher than p1 in the latter case. When the correct plane symmetry group is enforced, one averages over the asymmetric unit, which can be up to 12 times smaller than the unit cell [1] , [3] . As there will be more entities to be averaged over, the averaging results will be more representative. The vast majority of the generalized noise will not be correlated with the Fourier coefficients that represent the periodic structure in the image and will, therefore, effectively be filtered out by both Fourier filtering and CIP.
The weighted sums of linear Fourier coefficient phase angle and amplitude residuals of the traditional CIP approach [13] , [35] will typically identify the symmetry hierarchy branch (or intersection of branches) that contain(s) the plane symmetry group that provides the statistically best separation between generalized noise and structural information. Whereas the Fourier coefficient amplitude residuals will be rather similar for plane symmetry groups within any symmetry hierarchy branch, the Fourier coefficient phase angle residuals will be lowest for all plane symmetry groups in the correct symmetry hierarchy branch (or intersecting branches).
In traditional CIP there is, however, no fully objective way to identify the plane symmetry group that is best (in the information theoretic sense) amongst the other plane symmetry groups that are also part of the correctly identified symmetry hierarchy branch (or intersecting branches) with the highest likelihood(s) of containing that group. In other words, the traditional CIP approach [13] , [35] relies on somewhat subjective criteria on how far one can "go up" in the correctly identified symmetry hierarchy branch (or intersecting branches) with the highest likelihood(s) in order to arrive at the crystallographic symmetry type, class, or group that provides the best possible separation of generalized noise and structural information.
On occasions, especially when there are pseudo-symmetries of the Fedorov type as well as high levels of generalized noise present in an experimental image, the inherent subjectivity of the procedure in [13] will lead to structure refinements in the wrong plane symmetry group and subsequently to wrong structure reports in the literature (as recently reviewed in an appendix in [22] ). In these cases, the performed crystallographic image processing procedure that preceded the extraction of the atomic coordinates [13] will not be meaningful because it leads to wrong conclusions.
On other occasions of employing somewhat subjective crystallographic symmetry classifications in reciprocal space [13] , [14] , the associated crystallographic image processing procedure may lead to results that are not as meaningful as they could be on the basis of the available experimental data. The subsequent extraction of atomic coordinates and structure refinement may in these cases have proceeded in a subgroup of the plane symmetry group to which the experimental image is actually closest in the information theoretic sense. The refined positions of atoms or molecules will then not be completely wrong, just not as symmetrically distributed throughout the derived unit cell of the image as they are distributed in the crystalline sample. The derived asymmetric unit will then be larger than it actually is when judged on the basis of the author's information theory based approach to plane symmetry group classifications [20] - [22] .
An essential part of information theory is the statistically sound (objective) separation of a signal from accompanying noise. Without incorporating it into crystallographic symmetry classifications, one cannot be fully objective. Note that the "character" of noise in the images is of no consequence to both Fourier filtering and traditional CIP [13] , [35] , as it is effectively ignored and typically not quantified. This is also the case in all of the direct space approaches to crystallographic symmetry classifications [25] - [34] that were discussed in the third section.
The author's recently developed plane symmetry group classification method [16] , [20] - [22] enables an advancement in the traditional CIP field because it allows for the objective identification of the most meaningful separation of structural information and generalized noise at the level of the asymmetric units. This kind of identification is, in turn, needed for the most meaningful symmetrization of a noisy 2D periodic image. The adaptation of Kanatani's geometric versions of statistics and information theory [43] - [46] made such an advancement possible.
All of the author's information theory based approaches to crystallographic symmetry classifications [16] , [17] , [20] - [22] work in Fourier space and utilize first-order geometric-bias corrected sums of squared residuals in the form of G-AICs [43] - [46] . His approach to plane symmetry group classifications [16] , [20] - [22] enables the most meaningful crystallographic averaging in the spatial frequency domain that is of paramount interest to transmission electron and scanning probe microscopists. The author's other crystallographic symmetry classification approaches, i.e., into Bravais lattice types [17] and crystallographic [16] , [22] as well as quasi-crystallographic Laue classes, are discussed in some detail elsewhere as they serve other purposes than identifying the plane symmetry group that can with the highest likelihood be assigned to a noisy 2D periodic image.
Geometric AICs are in the information theory based classification procedures used to objectively identify either the best symmetry model and give the confidence level of that identification [16] , [17] , [20] or to provide conditional model probabilities in the form of Akaike weights for a set of useful symmetry models either within a single crystallographic symmetry hierarchy branch (or intersecting branches), or within competing (non-intersecting) branches [21] , [22] in cases of the presence of severe pseudo-symmetries of the Fedorov type.
The plane symmetries (and any other crystallographic or noncrystallographic symmetries) into which a noisy 2D periodic (or quasiperiodic) image is to be classified can either be within the same symmetry hierarchy branch (chain of minimal supergroups and maximal subgroups [1] ), i.e., non-disjoint [16] , [17] , or within different (non-intersecting) symmetry hierarchy branches [21] , [22] , i.e., disjoint.
All of the author's approaches to crystallographic symmetry classifications are based on Kanatani's great work [38] , [43] - [46] and novel only insofar as they work in Fourier space and go partly beyond [21] , [22] his original proposals. These classifications are objective because they are based solely on pertinent information in the images and the fulfillment of a series of numerically derived inequalities. These inequalities are either fulfilled or not, allowing for a statistically sound decision if there is sufficient structural information to conclude that a certain 2D Bravais lattice type, Laue class, or plane symmetry group is either present or not. The confidence levels of the classification results are obtained numerically from ratios of G-AICs for models within the same symmetry hierarchy branch (or intersecting branches) [16] , [17] .
All deviations from perfect periodicity and point symmetries in the images are in the information theory based approaches considered to be due to the unavoidable existence of image recording and processing noise as well as possibly existing structural defects in crystalline samples. Generalized noise includes all effects of (unavoidably) imperfect recordings of images, all kinds of rounding effects and numerical approximations by any kind of image processing algorithm, and all structural defects in crystalline real-world samples.
By the central limit theorem, the generalized noise is approximately Gaussian distributed when there are many sources of this kind of noise and the effects of none of these sources dominate. This distribution is the precondition for the application of Kanatani's G-AICs, which are in essence first-order geometric-bias corrected sums of squared residuals. For the selection of the best fitting symmetry model within any one symmetry hierarchy branch, one does not need to estimate the generalized noise level as it can be eliminated in the G-AIC framework by algebraic means [17] , [22] .
Conditional symmetry model probabilities within userselected model sets [21] , [22] can also be calculated on the basis of the G-AICs and are particularly useful in cases of high levels of generalized noise in conjunction with Fedorov type pseudo-symmetries. When one deals with disjoint symmetry models one needs to estimate the generalized noise level, on the other hand [22] .
Crystallographic symmetry classifications by the author's approaches will always be generalized noise level dependent, i.e., somewhat preliminary in other words. This means that with better controlled experimental recording conditions and instruments as well as with better image processing algorithms and more perfect crystalline materials as samples in real-world imaging experiments in the future, the crystallographic symmetry classifications will become more precise. At any point in time, the classifications will have a numerically derived confidence level [16] , [17] or conditional model probability [21] , [22] as a measure of the (probabilistic) adherence of the image data to the classification class.
The images and object patterns that the members of the computational symmetry and Islamic building ornaments appreciation communities are concerned with contain typically only one or a few periodic repeats so that alternative Fourier/reciprocal space approaches to crystallographic symmetry classifications seem to be, at first sight, without merit.
Using for example the freely available Microsoft ICE 2.0.3 Image Composite Editor, one can, however, "seamlessly combine" the available periodic repeat(s) of such images into a single much larger image that features a sufficient number of repeats so that it can be classified successfully with respect to its crystallographic symmetries in Fourier space [47] . No new information is created by the "stitching together" of the unit cells, but the utilization of highly efficient computational methods in Fourier space is then enabled in order to achieve comprehensive crystallographic symmetry classifications.
Images from three Islamic building ornaments that are in [33] presented as examples for which the direct space classifications with the FECETEX program failed to give results were successfully classified by this author in Fourier space with his information theory based approach on the basis of "seamlessly stitched" images [47] . (The reasons for the classification failures of these three images by the direct space approach of [33] are mentioned at the end of the third section.)
Note that it is in the direct/physical space somewhat difficult to align a more or less 2D periodic image (that is to be classified) with symmetrized versions of that image in order to obtain suitable symmetry distance measures. In Fourier space, such alignments are easily obtained by what has been called "origin refinement" in [13] .
As already mentioned at the end of the introduction, Table I summarizes the characteristics of the various "groups" of discussed (analytical) approaches to symmetry classifications of more or less 2D-periodic patterns, images, and related regular plane/geometric figures that are randomly distorted. An extended version (preprint) of this paper that includes evaluations of (non-analytical) applications of deep convolutional neural networks to similar types of classifications is available at the physics arXiv [47] .
VI. SUMMARY AND CONCLUSIONS
The analytical classification approaches for the crystallographic symmetries of more or less 2D periodic images in direct/physical and reciprocal/Fourier space were reviewed. The author's information theory based approaches were discussed as they allow for objective classifications of crystallographic symmetries such as Bravais lattice types, Laue classes, and plane symmetry groups of real-world images that are more or less periodic in 2D.
Whereas at least some of the deviations from perfect periodicity are due to the unavoidable existence of image recording and processing noise, possibly existing structural defects in crystalline samples contribute to the generalized noise level on an equal footing. Information theory based classifications into plane symmetry groups enable the best possible separation of structural information and generalized noise and provide, thus, the basis for the most meaningful crystallographic averaging in the spatial frequency domain.
Because it is fundamentally unsound to assign an abstract mathematical concept such as a single symmetry type, class, or group with 100% certainty to a more or less 2D periodic record of a noisy real-world imaging experiment that involved a real-world sample, the author's approaches to crystallographic symmetry classifications deliver only probabilistic classifications.
Improved imaging techniques and image processing algorithms with fewer approximations and larger numerical precision will in the future lead to reduced generalized noise levels for images that were taken from the same samples. Crystallographic symmetry classifications of noisy 2D periodic images with the information theory based approaches will, therefore, tend to obtain higher confidence levels (or model probabilities) of correct classifications in the future.
