Knowledge graph embedding (KGE) aims to find low dimensional vector representations of entities and relations so that their similarities can be quantized. Scoring functions (SFs), which are used to build a model to measure the similarity between entities based on a given relation, have developed as the crux of KGE. Humans have designed lots of SFs in the literature, and the evolving of SF has become the primary power source of boosting KGE's performance. However, such improvements gradually get marginal. Besides, with so many SFs, how to make a proper choice among existing SFs already becomes a non-trivial problem. Inspired by the recent success of automated machine learning (AutoML), in this paper, we propose automated KGE (AutoKGE), to design and discover distinct SFs for KGE automatically. We first identify a unified representation over popularly used SFs, which helps to set up a search space for AutoKGE. Then, we propose a greedy algorithm, which is enhanced by a predictor to estimate the final performance without model training, to search through the space. Extensive experiments on benchmark datasets demonstrate the effectiveness and efficiency of our AutoKGE. Finally, the SFs, searched by our method, are KG dependent, new to the literature, and outperform existing state-of-the-arts SFs designed by humans. 1
Introduction
Knowledge Graph (KG), as a special kind of graph structure with entities as nodes and relations as directed edges, has gained lots of interests recently. In KGs, each edge is represented as a triplet with form (head entity, relation, tail entity), which is denoted as (h, r, t), to indicate that two entities h (i.e., head) and t (i.e., tail) are connected by a relation r , e.g. (NewYork, isLocatedIn, USA) [31] . A number of large scale KGs are established in last decades, such as WordNet [25] , Freebase [4] , DBpedia [1] , YAGO [33] . They have improved various downstream applications, e.g., structured search [7, 31] , question answering [23] , and entity recommendation [43] .
In KG, a fundamental issue is how to quantize the similarity of a given triplet (h, r , t) such that subsequent applications can be performed [12, 36] . Recently, knowledge graph embedding (KGE) has been emerged and developed as a promising method serving this purpose [6, 14, 15, 17, 18, 27, 28, 35, 38, 40, 41, 44] . Basically, given a set of observed facts (triplets), KGE attempts to learn lowdimensional vector representations of entities and relations so that similarities of the triplets can be quantized. Specifically, such similarity is measured by a scoring function (SF), which returns a score for (h, r , t) based on the embeddings. Usually, SF is designed and chosen by humans and is also the most important perspective of KGE, which can significantly affect embeddings' quality [19, 26, 36] .
To generate high-quality embeddings, SFs should enjoy both scalability and expressiveness [15, 35, 37] . Scalability means the parameters of a KGE model based on a SF should grow no faster than linearly w.r.t. the number of entities and relations, while expressiveness requires that a SF being able to handle common relations in KGs, i.e., symmetric [41] , anti-symmetric [22] , general asymmetric [35] and inverse relation [15] . Since the invention of KGE, many SFs are proposed in literature. Examples are TransE [5] and its variants, such as TransH [38] , TransR [20] , TransD [14] , etc., which belong to translational distance models (TDMs) and model the similarity using projected distance in vector space; RESCAL [28] , DistMult [41] , ComplEx [35] , Analogy [22] , and more recently proposed SimplE [15] , which fall into bilinear models (BLMs) and express the similarity based on bilinear functions. Besides, inspired by the success of neural networks on image classification and word representation [3] , neural network models (NNM) have also been explored as SFs, e.g., MLP [7] , NTM [32] and ConvE [6] , etc. Among existing SFs, BLM-based ones, e.g., CompEx [35] and SimplE [15, 17] , are very powerful as indicated by state-of-the-arts results and some theoretical proofs. Besides, they share both scalability and expressiveness [37] . However, the performance boosted by human designed new SFs get gradually marginal. This mainly dues to different KGs have distinct patterns in relations [30] , so that a SF adapts well to one KG may not perform consistently on the other KGs. Besides, with so many SFs, how to choose the best one for the a KG itself has already become a non-trivial problem.
Recently, the automated machine learning (AutoML) [42] , has exhibited its power in many machine learning tasks, e.g., searching better neural network architecture for deep learning models [2, 45] and configuring good ensemble of out-of-box classifiers [11] . In this paper, inspired by the success of these applications, we propose automated KGE (AutoKGE), which can automatically search a SF for a given KG. The proposed AutoKGE is the first AutoML work presented in KG literature, it can simultaneously reduce humans' efforts in designing new SFs and construct distinct SFs that adapt to specific KGs. However, it is not easy to fulfill these goals. To achieve them, we make following contributions:
• First, we make important observations among existing SFs falling into BLMs, which helps us represent the BLM-based SFs in a unified form. Based on the unified representation, we setup the search space for AutoKGE. Such space is not only specific enough to cover good SFs designed by humans, but also general enough to include many novel SFs not visited in the literature.
• Second, we observe it is common that different KGs have distinct properties on relations that are symmetric, anti-symmetric and general asymmetric, etc. This inspires us to conduct domainspecific analysis on the KGE models, and design constraints on expressiveness to effectively guide subsequent searches in the space.
• Third, we propose a progressive greedy algorithm to search through such space. We further build a predictor with specifically designed symmetric-related features (SRFs) to avoid training SFs, which are unlikely to have good performance. Due to the designed SRFs, the predictor can accurately capture the expressiveness of candidates SFs, thus is able to significantly cut down model training times.
• Finally, we conduct experiments on five popular datasets: WN18, FB15k, and their variants WN18RR and FB15k237, as well as YAGO3-10. Empirical results demonstrate that SFs searched by AutoKGE can outperform start-of-the-arts SFs, which are designed by humans. Besides, the searched SFs, are also KG dependent and new to the literature.
Notations For a KG, its entity and relation set are given by E and R respectively. A triplet in the KG is given by (h, r , t), where h ∈ E and t ∈ E are indexes of the head and tail entity, and r ∈ R is the index of the relation. Embedding parameters of a KGE model are given as e for each entity and r for relation. For simplicity, the embeddings in this paper are represented by boldface letters of indexes, e.g., h, t are embeddings of h, t, and are indexed from e. r is the embedding of r . ⟨a, b, c⟩ is the dot product and is equal to a diag(b) c ⊤ for real-valued vectors, and is the Hermitian product for complex-valued vectors as in [35] . The diagonal matrix diag(b) is constructed with elements in b. Finally, f (h, r, t) is the scoring function (SF), which returns a real value reflecting the similarity for triplet (h, r , t), and the higher score indicates more similarity.
2 Related Works
The Framework of KGE
Given a set of observed (positive) triplets, the goal of KGE is to learn low-dimensional vector representations of entities and relations so that similarity measured by f (h, r, t) of observed triplets (h, r, t) are maximized while those of non-observed ones are minimized [36] . To build a KGE model, the most important thing is to design and choose a proper SF f , which exactly is used to measure such similarities. Since different SFs have their own weaknesses and strengths in capturing the similarity, the choice of f is critical for the KGE's performance [19, 36] . A large amount of KGE models with popular SFs, follow the same framework [36] , which is based on stochastic gradient descent (SGD) and shown in Algorithm 1. Another few ones use multi-class loss w.r.t. all the entities [6, 17] , which requires much larger memory. Algorithm 1 contains two main parts, i.e., negative sampling (step 5) and embedding updates (step 6). As there are only positive triplets in the training data, negative sampling is used to find some negative tripletsS (h,r,t ) from all non-observed ones for the current positive triplet (h, r , t). This is usually done by some fixed distributions [38] or dynamic sampling schemes [44] . After that, the gradients, which are computed based on the given SF and embeddings, are used to update model parameters.
Scoring Functions (SFs)
Algorithm 1 General framework of KGE [36] .
Require: training set S = {(h, r, t )}, scoring function f ; 1: initialize the embedding parameters e, r for each e ∈ E and r ∈ R.
sample a mini-batch S batch ∈ S of size m;
4:
for each (h, r, t ) ∈ S batch do 5:
samplem negative tripletsS (h,r, t ) ≡ {(h, r,t )} for the positive triplet (h, r, t ); 6: update parameters of embeddings w.r.t. the gradients using
end for 8: end for 9: return embeddings of E and R;
Ever since the invention of KGE, the evolving of SFs has become the main power in boosting KGE's performance [19, 36] . SFs should be designed with good expressive ability so that it can handle common relations in real applications. Besides, its parameters should grow linearly with number of entities and relations in order to make KGE scalable [35] . Existing human-designed SFs mainly fall into three types:
• Translational distance models (TDMs): The translational approach exploits the distance-based SFs. Inspired by the word analogy results in word embeddings [3] , the similarity is measured based on the distance between two entities, after a translation carried out by the relation. In TransE [5] , the SF is defined by the (negative) distance between h + r and t, i.e., f (h, r, t) = −||h + r − t|| 1 . Other TDMs-based SFs, e.g., TransH [38] , TransR [10] and TransD [14] , enhance over TransE by introducing extra mapping matrices.
• BiLinear models (BLMs): SFs in this group exploit the similarity of a triplet by the product-based similarity. Generally, they share the form as f (h, r, t) = h ⊤ Rt , where R ∈ R d ×d is a matrix which refers to the embedding of relation r [36, 37] . RESCAL [28] models the embedding of each relation by directly using R.
DistMult [41] overcomes the overfitting problem of RESCAL by constraining R to be diagonal. ComplEx [35] allows R and h, t to be complex values, which enables handling asymmetric relations. HolE [27] uses a circular correlation to replace the dot product operation, but is proven to be equivalent to ComplEx [13] . Analogy [22] constrains R to be normal and commutative, and is implemented with a weighted combination of DistMult and ComplEx. Finally, SimplE [15] uses two groups of embedding for each entity and relation to deal with the inverse relations.
• Neural network models (NNMs): Neural models aim to output the probability of the triplets based on neural networks which take the entities' and relations' embeddings as inputs. MLP proposed in [7] and NTN proposed in [32] are representative neural models. Both of them use a large amount of parameters to combine entities' and relations' embeddings. ConvE [6] takes advantage of convolutional neural network to increase the interaction among different dimensions of the embeddings.
Currently, BLM is the best among above three types of models [15, 17, 37] . TDMs, as proved in [37] , have less expressive ability than BLMs, which further lead to inferior empirical performance as well. Inspired by the success of deep networks, NNMs are also developed for KGE. However, due to huge model complexities and increasing difficulties on training, they are hard to train to achieve good performance [6, 15, 17] . Thus, we focus on BLMs in the sequel.
Automated Machine Learning (AutoML)
To ease the usage of and design better machine learning models, the automated machine learning (AutoML) has become a hot topic with both academic interests and industrial needs [42] . Representative works are neural architecture search (NAS) [2, 45] and autosklearn [11] . These works have achieved exciting breakthroughs recently. NAS has identified networks with fewer parameters but better performance than that of the best network designed by humans. Besides, auto-sklearn can effectively and quickly find proper hyper-parameters, which previously needs great efforts from humans' fine-tuning. This paper is the first step towards automated embedding of knowledge graphs. However, such step is not trivial as previous AutoML methods like NAS and auto-sklearn, cannot be applied to KGE. The main problem is that we need to explore domain-specific properties here in order to achieve good performance.
Problem Definition
As mentioned in Section 2, new designs of SFs have continuously boosted the performance of KGE in recent years. However, such improvements also consequently get marginal. Besides, as different KGs can exhibit distinct patterns in relations, how to choose a proper SF and tune it with good performance is also a non-trivial task. These raise one question: can we automatically design a SF for a given KG with good performance guarantee?
Here, we observe important patterns among SFs falling into BLMs in Section 3.1 by viewing state-of-the-arts SFs [15, 22, 35, 41] in a unified representation. This subsequently helps us to setup the search space and constraints for searching SFs in Section 3.2. 
The Unified Representation
To motivate a unified representation over existing SFs, let us first look at four commonly used ones shown in Table 1 , which belong to BLMs. We leave alone RESCAL [28] since it neither empirically performs well nor has good scalability [22, 35] . Recall that, as discussed in Section 2.2, the state-of-the-arts performance is achieved by BLMs [15, 17] , thus we limit our scope to them. From Table 1 , we can see that there are two main differences among these SFs. First, the embedding can be either real or complex, e.g., DistMult v.s. ComplEx. Second, when embedding vectors are split, different SFs combine them in distinct manners, e.g., Analogy v.s. SimplE. The first problem can be addressed by using 2d-dimensional real vectors to replace the d-dimensional complex vectors [35] . Let h = h r + ih i where h r , h i ∈ R d (same for r and t), then we can express ComplEx as Re (⟨h, r, conj(t)⟩) = ⟨h r , r r , t r ⟩+⟨h i , r r , t i ⟩+⟨h r , r i ,
Based on such expansion, to further deal with the second problem, we partition embedding h ∈ R d as h = [h 1 ; h 2 ; h 3 ; h 4 ] (same for r and t). Thus, each SFs can be reformed as
The above combinations are equivalent to the bilinear function h ⊤ Rt with different form of relation matrix R. Let D r i = diag(r i ) for i ∈ {1,2,3,4}. The forms of R for SFs in Table 1 are represented in Figure 1 . Blank space is for zero matrix.
Viewed in this form, we can see that the main difference between R for the four SFs is their way to fill the diagonal matrices Table 1 under the proposed unified representation.
Definition 3.1 (Unified Representation). Let д (r) return a 4 × 4 block matrix, of which the elements in each block is given by [д (r)] i j = diag a i j where a i j ∈ {0, ±r 1 , ±r 2 , ±r 3 , ±r 4 } for i, j ∈ {1, 2, 3, 4}. Then, SFs can be represented as
AutoKGE: Searching for SFs
The unified representation in Definition 3.1 makes up the search space of SFs, i.e., the 4 × 4 block matrix. Thus, we can see that designing a good SF is equivalent to finding a good point in such search space. Since SF is the crux to KGE, we define the problem of AutoKGE as follow:
Definition 3.2 (AutoKGE). Let F be a KGE model (with indexed embeddings h, r and t), M(F , S) measure the performance (the higher the better) of a KGE model F on a set of triplets S. The problem of searching the SF is formulated as:
where G contains all possible choices of д, S tra and S val denotes train and valid sets.
As shown in (2), there are two levels of optimization. First, we need to train the KGE model and obtain F * on the training set S tra , and then measure the performance M of current structure д on the validation set S val . Besides, there are 9 16 ≃ 1.85 × 10 15 possible structures for д (namely the size of G), which is prohibitively large. All these make searching a proper д a difficult problem.
3.2.1 Expressiveness: constraints on the search. Expressiveness [15, 35, 37] , which means f must be able to handle common relations in KGs, is a big concern for SFs. Generally, there are four common relations popularly discussed in the literature, i.e., symmetric [41] , anti-symmetric [27, 35] , general asymmetric [6, 22] and inverse relation [15] . Their meanings and consequent requirements on f and д(r) are summarized in Table 2 . To ensure that д(r) can handle those common relations, we propose Proposition 1. PROPOSITION 1. If д(r) can be symmetric, i.e., д(r) ⊤ =д(r), for some r ∈ R d and skew-symmetric, i.e., д(r ′ ) ⊤ = −д(r ′ ), for some r ′ ∈ R d . Then, д(r) is expressive.
With such Proposition, we introduce following constraint on д: (C1). д(r) is able to be both symmetric (д(r) ⊤ = д(r)) with proper r and skew-symmetric (д(r ′ ) ⊤ = −д(r ′ )) with proper r ′ . Besides, to avoid trivial solutions, we also need: (C2). д(r) has no zero rows/columns; (C3). д(r) covers all r 1 to r 4 ; and (C4). д(r) has no repeated rows/columns. Table 2 : Common relations in KGs and their resulting requirements on SFs f and search candidates in д(r).
Basically, for (C2), if there are zero rows/columns in д, then the corresponding dimensions in h or t are useless, which will never be optimized if the entity only appear in head or tail in S tra . Same for (C3), if some r i s are not contained in д, then the corresponding r i s are not used. Finally, for (C4), if two rows/columns have the same content, then the two lines will be equivalent. This will reduce the effectiveness of parameters for the embeddings. The above Constraints (C1)-(C4) are important for finding a good candidate of д, and they play a key role in cutting down the search space in order to design an efficient search algorithm.
3.2.2 Discussion: domain-specific AutoML. While the AutoKGE (Definition 3.2) problem follows the same principles as the NAS [2, 39, 45] and auto-sklearn [11] , i.e., both high-level configuration search and low-level model training are involved, the search space is fundamentally different. Specifically, in NAS the search space is made by the design choices of neural network architectures; in auto-sklearn the search space is comprised by hyper-parameters of out-of-box classifiers. The search space identified in AutoKGE, i.e., choices of д in Definition 3.2, is motivated by our unified representation over commonly used BLM-based SFs in Definition 3.1. Besides, we clarify the importance of ensuring expressiveness in the search space, which are rooted in KGE's applications. These are all specific to KGE's domain and new to the AutoML literature.
Search Strategy
In Section 3, we have defined the AutoKGE problem, of which the crux is searching д for SFs. In this Section, we propose an efficient search strategy to address the AutoKGE problem.
Challenges: Invariance and Expressiveness
Same as other AutoML problems, e.g., NAS and auto-sklearn, the search problem of AutoKGE is black-box, the search space is very huge, and each step in the search is very expensive as model training and evaluation are involved. These problems have previously been touched by algorithms including reinforcement learning [2, 45] , Bayes optimization [11] and genetic programming [39] . However, they are not applicable here. The reason is that we have extra domainspecific problems in KGE, which are more challenging.
As in Figure 2 , first, we need to deal with invariance properties in the search space, which means that changing the order of or flipping the sign of D r 1 to D r 4 may result in the same learning performance. Second, while Constraints (C2)-(C4) are easy to handle, it is difficult to collaborate with Constraint (C1) as in Figure 3 , The reason is that д only presents a structure but the exact check of Constraint (C1) relies on the values in r which are unknown in advance. In this work, we propose a progressive greedy search algorithm to handle the Constraints (C1)-(C4). To avoid model training, the proposed algorithm is further enhanced with a predictor. Besides, as acquiring training data for the predictor is expensive, we carefully design features, which are effective, sample efficient, and can overcome invariance property in the search space, extracted from the structure of д to further address Constraint (C1).
Progressive Greedy Search
In this section, we propose a progressive greedy algorithm to explore the search space of д in Definition 3.2. Let the number of nonzero blocks in д be B and SF with B nonzero multiplicative terms be f B . The idea of progressive search is that given the desired B, we start from small blocks b and then gradually add in more blocks until b = B. Recall that, in Section 3.1, adding one more block into д indicates adding one more nonzero multiplicative term into f , i.e., f b+1 = f b + s h i , r j , t k where s ∈ {±1} and i, j, k ∈ {1, 2, 3, 4}. In order to deal with Constraint (C1), we increase b by 2 in each step to avoid trivially lying on the diagonal. Moreover, due to Constraint (C2)-(C4), we have to start from b=4 to include all the r 1 to r 4 . Therefore, when b ≥ 6, f b s can be generated following Algorithm 2. Basically, f b−2 is picked up from candidate set C b−2 , which greedily collects top ranking f b−2 s; and new f b is generated at step 3; the uniqueness and consistency with Constraints (C2)-(C4) are ensured at step 4-6. Finally, H b is returned when N new candidates are found.
Algorithm 2 Candidates generation (b ≥ 6)
Require: the number of candidate models N ; 1: while size of H b is smaller than N do generate 6 integers i 1 , j 1 , k 1 , i 2 , j 2 , k 2 ∈ {1, 2, 3, 4} and s 1 , s 2 from {±1}, and form
end if 7: end while 8: return H b .
Based on Algorithm 2, Algorithm 3 shows our greedy algorithm. Since there are only a few candidates for f 4 under Constraints (C2)-(C4), we train and evaluate all of them at step 2 in Algorithm 3. When B ≥ 6, possible candidates based on candidate sets C b i −2 are generated at step 7, and are selected by the predictor in step 8. The predictor p helps to avoid training poor SFs from H b i . As a result, only top-K 2 f b i according to p will be remained and evaluated with model training. In this way, the predictor can significantly reduce model training's times and speedup the whole search algorithm. Therefore, how fast and accurate the predictor p can be is key to the success of Algorithm 3. Moreover, training data for p is gradually collected based on the recorded SFs f b i ∈ T b i at step 3 and 10, and p is incrementally updated at step 12 as |T b i | grows.
The search space of step 3 in Algorithm 2 is about 4 6 × 2 2 ≃ 1.6 × 10 4 . Under Constraints (C2)-(C4), there will remain approximately 10 4 possible candidates. Besides, the size of C b is K 1 as indicated by step 4 and 11 in Algorithm 3. Thus, the search space size for f b , b ≥ 6 under greedy algorithm is about K 1 × 10 4 . In comparison, the search space size of random search is C b 16 × (4 × 2) b ≫ K 1 × 10 4 . Thus, the greedy strategy can significantly cut down the search space. However, searching from the K 1 × 10 4 possible candidates is still far from efficient. Therefore, we introduce a predictor in next section to further improve efficiency in selecting promising SFs and design features by important properties observed in the search space.
Candidates Selection Using the Predictor
Basically, once a SF is given, the performance on a specific KG is determined under fixed set of hyper-parameters and training procedures. In other words, the performance is closely related to how the SF is formed. Considering that the process of training a SF through Algorithm 1 and collecting its performance takes time, we use a train and evaluate the selected models in parallel; 10: T b i ← record f b i and scores; 11:
extract features of each f b i ∈ T b i (see details in Appendix ??) and update the predictor p using stochastic gradient descent; 13: end for 14: end if 15: return desired SFs in C B .
learning model to predict the performance and select the promising SFs without the demanding model training in Algorithm 1. In this section, we show how to effectively design the predictor.
Design principles.
The idea of using performance predictor is not new, it has been recently explored in algorithm selection [9] , networks' performance prediction [21] and hyper-parameter optimization [11] . In general, we need to extract features for points which have been visited by the search algorithm, and then build a learning model to predict validation performance based on those features. The following are fundamental principles a good predictor needs to meet (P1). Correlate well with true performance: the predictor needs not to accurately predict the exact values of validation performance, instead it should be able to rank good candidates over bad ones; (P2). Learn from small samples: as the real performance of each point in the search space is expensive to inquiry, the complexity of the predictor should be low so that it can learn from few samples.
Specifically, Principle (P1) means that we need to extract features which reflect the unique properties in the search space; and Principle (P2) indicates that we cannot extract too many features, and simple learning models should be used with extracted feature. Therefore, how to design a good predictor is not a trivial task.
Symmetry-related features (SRFs).
Based on Principle (P1), the extracted features from д in Definition 3.1 should be closely related to the quality of the defined SF. Meanwhile, the features should be cheap to construct, i.e., they should not depend on values of r, which are unknown at this stage. For (P2), the number of features should be limited in order to guarantee a simple predictor. A quick solution to transform д into features is to use one-hot encoding. However, such direct solution is far from effective on KGE, since the one-hot representation does not take domain-specific Constraint (C1) into consideration. Besides, it is not efficient as the one-hot feature requires a complex predictor.
Therefore, we are motivated to design symmetry-related features (SRFs), which can efficiently capture to what extend д(r) can be symmetric and skew-symmetric, thus correlate well with the performance, and are also invariant to permutation/flipping signs. The SRFs we designed are inspired by following key observation on д(r). Let us look back at the example in Figure 3 For each (S1)-(S5), a group of assignments are generated through permuting and flipping the signs. After removing equivalent assignments, only 45 different groups are enough, thus with low complexity. Based on the assigned 4 × 4 matrix, the symmetric and skew-symmetric property of д under each (S1)-(S5) can be quickly checked, leading to a 5 × 2 = 10 dimensional SRFs (details in Appendix ??).
Definition 4.1 (SRF). Let the 1-dimensional degeneration of
An example of the assignment of (S3) is shown in Figure 4 Finally, we use a simple 2-layers feed-forward neural network (10-2-1) as the learning model. The network is trained with SRFs based on stochastic gradient descent. In section 5.4, we can see that such predictor can correlate well with actual performance (P1) and quickly learn from small samples (P2).
4.3.3 Discussion: difference with PNAS. The most related work in the AutoML literature is progressive neural architecture search (PNAS) [21] . This paper proposes a greedy algorithm to search a cell structure, which is used to built a convolutional neural network (CNN). Besides, PNAS is also supported with a predictor, which helps avoid training candidates in each greedy step. However, while AutoKGE and PNAS are all built on the combination of a greedy search and a predictor, their difference is significant. First, the main concerns during the search are different. PNAS focuses on how to build a topological structure in a cell, and here we need to deal with problem of domain-specific Constraints (C1)-(C4) in Section 3.2, and invariance and and expressiveness in Section 4.1. Thus, the search strategy cannot be transferred from PNAS to AutoKGE. Second, PNAS adopt the direct one-hot encoding for the predictor, which has bad empirical performance here as explained in Section 4.3.2. Both the greedy method in Algorithm 3 and the SRF based predictor are specifically designed by observing important properties in KGE. These make AutoKGE efficient and effective in searching good SFs.
Empirical Study
In this section, we first set up experiments in Section 5.1. Then, in Section 5.2, we show AutoKGE's ability in finding SFs of which performance can beat human-designed ones. The efficiency of AutoKGE is presented in Section 5.3 by comparing with random search schemes. Finally, we show the effectiveness of the designed SRFs for accurate performance estimation in Section 5.4.
Experiment Setup
Five datasets, i.e., WN18, FB15k, WN18RR, FB15k237 and YAGO3-10 are considered (Table 4) . Specifically, WN18RR and FB15k237 are variants that remove near-duplicate or inverse-duplicate relations from WN18 and FB15k respectively. YAGO3-10 is much larger than the others. These are benchmark datasets, and popularly used in the literature [5, 15, 17, 22, 35, 41, 44] .
Following [6, 15, 22, 35, 41] , we test KGE's performance based on link prediction task. For each triplet (h, r , t) ∈ S, where S is the valid or test set of triplets, we compute the score of (h ′ , r, t) for all h ′ ∈ E and get the rank of h, same for t based on scores of (h, r , t ′ ) over all t ′ ∈ E. This is also the testbed to measure KGE models. Same as above mentioned papers, we adopt following metrics:
• Mean reciprocal ranking (MRR): It is computed by average of the reciprocal ranks 1
, where rank i , i ∈ {1, . . . , |S|} is a set of ranking results; • Hit@10: It is the percentage of appearance in top-10 ranking:
, where I(·) is the indicator function.
MRR and Hit@10 measure the top rankings of positive entity in different degree, and larger values indicate better performance. To avoid underestimating the performance of different models, we report the performance in a "filtered" setting, i.e., all the corrupted triplets that exist in train, valid and test sets are filtered out [5, 38] . All of the algorithms are written in python with PyTorch framework [29] on 8 TITAN Xp GPUs.
Comparison with State-of-the-arts
In this section, we compare our AutoKGE with various representative and state-of-the-arts KGE models discussed in Section 2.2, of which SFs are designed by humans, i.e., TransE [5] , TransH [38] , TransD [14] , from TDMs; NTM [32] and ConvE [6] from NNMs; DistMult [41] , ComplEx [35] , Analogy [22] and SimplE [15] from BLMs. We choose d = 256 here, and each d is uniformly divided into four parts to support the search of AutoKGE. Besides, we use grid search to select the following common hyper-parameters for all models: learning rate η ∈ {0.0003, 0.001, 0.003, 0.01, 0.03} for Adam [16] optimizer and η ∈ {0.1, 0.2, 0.3, 0.5, 0.7, 1.0} for Adagrad [8] optimizer; batch size is chosen among m ∈ {1024, 2048, 4096, 8192}; to reduce the training time, we use dropout regularizer as a replacement to the L2 penalty as in [6] , and tune λ ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5}; the number of negative sample ism ∈ {1, 5, 10, 25}. The hyper-parameters are selected by MRR value on valid set.
Effectiveness of the searched SFs.
Testing performance of AutoKGE and state-of-the-arts are compared in Table 3 . Firstly, we can see that there is no absolute winner among the baseline SFs. For example, ConvE is the best on FB15k237, but only the fifth among human-designed SFs on FB15k; SimplE well adapts to WN18, FB15k, and WN18RR, but performs worse than other BLMs on FB15k237. However, AutoKGE has consistently good performance among these five datasets, i.e., best among WN18, FB15k, WN18RR and YAGO3-10, and runner up on FB15k237. This demonstrates the effectiveness of AutoKGE.
Distinctiveness of the searched SFs.
To show searched SFs are KG-dependent and novel to the literature, we plot them in Figure 5 . As shown, these SFs are different from each other, and they are not equivalent under permutation or flipping signs. To further demonstrate the searched SFs are KG-dependent, we pick up the best SF searched from one dataset and test its performance on another dataset. Such performance is shown in Table 6 . We can readily find that these SFs get the best performance on datasets where they are searched. This clearly show that SFs identified by AutoKGE on different KGs are distinct with each other. [44] . NTN* is taken from [41] . ConvE* is taken from [6] . Average ranking is computed by the rank of MRR performance among "ConvE*, the BLMs and AutoKGE" on all datasets. Table 5 . As indicated by the bold numbers, the best SFs are all visited when B = 4 or 6, and they are searched within only 280 trials of training and evaluation. When B gets larger, it becomes more challenging for greedy algorithm to effectively explore the search space. However, as in Section 5.2.1, these identified f 6 s already outperform human-designed ones. Finally, we show the running time of different components in AutoKGE in Table 7 . First, the SRFs based predictor is very efficient and occupies much shorter running time compared with that of the model training. Then, the best SFs can be searched within several hours (on 8 GPUs) indicated by Table 5 , and each greedy step contains 256 model training. In comparison, search problem based on reinforcement learning [45] runs over 4 days across 500 GPUs; genetic programming [39] takes 17 days on single GPU; and Bayes optimization [11] trains for several days on CPUs. The proposed AutoKGE makes the search problem on KGE tractable by the progressive greedy search and usage of predictor. 
Comparison with Random Search
In this part, we show the efficiency of AutoKGE by comparing it with random search. We use WN18RR and FB15k237 here; and to save running time, we set d = 64 during search procedure. Besides, we use K 1 = 10, K 2 = 8, N = 256 and B = 10 in Algorithm 3 for AutoKGE. We compare AutoKGE with the following methods:
• Greedy+random: Same as Algorithm 3, but top-K 2 candidates are randomly selected (not based on the predictor); • Absolute Random: SFs are randomly and directly generated.
Note that, as discussed in Section 4.1, other popular search algorithms, e.g., reinforcement learning [2, 45] , Bayes optimization [11] and genetic programming [39] are not applicable thus not compared.
We use average MRR of the top-K, where K ∈ {1, 5, 10} for the evaluation. The comparison among these algorithms on B = 6 is shown in Figure 6 . First, we can see that the average MRR of the top-K models gradually increases for all methods, as more models are searched. However, the increasing speed is quite different. As discussed in Section 4, the search challenges are solved by two parts: greedy search algorithm and a carefully designed predictor. Specifically, Greedy+random is faster than Absolute Random, since the greedy step can effectively prune the search space. AutoKGE is the fastest and outperforms Greedy+random due to the predictor.
Effectiveness of the SRF based Predictor
Finally, we show the effectiveness of the predictor. Following methods are compared with AutoKGE (with designed SRFs):
• AutoKGE+onehot: Same as Algorithm 3, but the predictor is built on one-hot encodings of д(r); • AutoKGE+random: Same as Algorithm 3, but top-K 2 candidates are randomly selected (not based on the predictor);
Again, average MRR of top-K, where K ∈ {1, 5, 10} is used for the evaluation. Results are plotted in Figure 7 . First, it is clear that AutoKGE+SRFs is the best in both effectiveness and speed of convergence. Then, AutoKGE+onehot improves upon Greedy+random only slightly since predictor trained on onehot feature is not as powerful as that on SRFs. This demonstrates the needs of carefully designed features for the predictor. The above findings consistently show the effectiveness of designed SRFs. 
Conclusion
In this paper, we propose AutoKGE, an algorithm to design and discover distinct SFs for KGE automatically. By using a progressive greedy search algorithm and a predictor with domain-specific features, our method can discover promising SFs, that are KG dependent, new to the literature, and outperform state-of-the-arts SFs designed by humans, within only 280 model training selected from a huge search space. In future work, we will further improve the greedy algorithm to better explore the space when B is large. The multi-class loss and the regularizer introduced in [17] will be included to fully exploit the power of BLMs. Finally, it will also be interested to search for SFs that are relation-dependent.
