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ABSTRACT
Identification of patterns from discrete data time-series for statis-
tical inference, threat detection, social opinion dynamics, brain ac-
tivity prediction has received recent momentum. In addition to the
huge data size, the associated challenges are, for example, (i) miss-
ing data to construct a closed time-varying complex network, and
(ii) contribution of unknown sources which are not probed. To-
wards this end, the current work focuses on statistical neuron sys-
temmodel withmulti-covariates and unknown inputs. Previous re-
search of neuron activity analysis is mainly concerned with effects
from spiking history of the target neuron and the interaction with
other neurons in the system while ignoring the influence of un-
known stimuli. We propose to use unknown unknowns, which de-
scribes the effect of unknown stimuli, undetected neuron activities
and all other hidden sources of error. The generalized linear model
links neuron spiking behavior with past activities in the ensem-
ble neuron system, as well as the unknown influence. We develop
a maximum likelihood estimation method based on fixed-point it-
eration. The fixed-point iterations converge fast, and besides, the
proposed methods can be efficiently parallelized to offer computa-
tional advantage especially when the input spiking trains are over
long time-horizon. The developed framework provides an intuition
into the meaning of having extra degrees-of-freedom in the data to
support the need for unknowns. The proposed algorithm is applied
to simulated spike trains and on real-world experimental data of
mouse somatosensory, mouse retina and cat retina. The implemen-
tation shows a successful increase of the model likelihood with re-
spect to the conditional intensity function, and it also reveals the
convergence with iterations. Results suggest that the neural con-
nection model with unknown unknowns can efficiently estimate
the statistical properties of the process by increasing the network
likelihood.
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1 INTRODUCTION
Understanding the microscopic brain activity (mechanisms) in ac-
tion and in context is crucial for learning and control of the neu-
ron behavior. Towards this end, the main purpose of studying neu-
ron activities is to identify neuron history process and their inter-
dependence in the ensemble neural system. The technique of mul-
tiple electrodes makes it possible to record and study the spik-
ing activity of each neuron in a large ensemble system simultane-
ously [3, 21, 36]. At first, the study was mainly focusing on single
neuron behavior and the bivariate relationship of neuron pairs or
triplets, while ignoring the possible ensemble neuron effect [4, 18,
27]. Later, the multivariate auto-regressive framework was intro-
duced with more complex neuronal connections. Multiple covari-
ates affect the spiking activity of each neuron in the system [17].
The most common covariates are the intrinsic, extrinsic and other
parameters related to inputs and the environmental stimuli. Pre-
vious attempts have been made to analyze the impact of spiking
history and the interaction with other neurons [17, 27, 35].
From themathematical perspective, the neuron activity and their
spike trains are stochastic in nature and their statistics are time-
varying or non-stationary. Traditionally, the neuron activity ismod-
eled by a discrete time series event of point processes [3, 4, 16].
The likelihood method for multivariate point process is a central
tool of statistical learning to model neuron spiking behaviors. The
likelihood function is a variate of the parameters for the point pro-
cess. These parameters are estimated from the experimental data
with statistical tools [4]. Numerical methods of linear or non-linear
regression including gradient ascending, iterative reweighed least
square and fixed point iteration are adopted in previous likelihood
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estimation study [2, 7, 27, 35]. However, these models are con-
cerned with the closed system assumption and does not involve
the effects of the unknown external sources.
The inclusion of unknowns in the context of time-varying com-
plex networks have shown promising results in the fractional dy-
namical models [10] to represent spatio-temporal physiological sig-
nals, and making predictions for motor-imagery tasks [11]. The
adoption of unknown sources is also applicable to the neural spik-
ing system. Prior work on the neural activity modeling assume
that all neurons in the system can be monitored and their activi-
ties are available for mathematical modeling. The excitatory and
inhibitory behavior are among the detected neurons in the system.
However, in reality, the sensors and detectors can only access the
neurons at the surface of monitored region. Neurons underneath
the external layer and the environment stimuli, which are referred
as the unknown inputs to the brain system, can also influence the
neural system and contribute to the brain activity in action and
in context. Related to unknown artifacts of the neuron system, a
neuron model with common input, modeling the spiking trains as
a point process with hidden term of a Gaussian-Markov dynamics
and implementing Kalman filters has been described in [19]. In or-
der to model the neural activity and reconstruct the latent dynam-
ics of the network of neurons, [23] describes a data-driven linear
Gaussian dynamics modeling framework that accounts for the hid-
den inputs of the neural system. Although the above-mentioned
prior work considered the importance of hidden inputs onto the
neural system, they rely on specific assumptions concerning the
mathematical process of the unknowns. In this paper, we propose
a neural system model with more general unknown inputs, i.e., we
remove restrictive dynamical assumption on the unknowns and
put mild assumptions on its prior statistics. At the same time, we
show that the proposed methods are computationally efficient and
suitable for big size of datasets.
Figure 1 illustrates a cyber-physical systems approach to sens-
ing, modeling, analysis and control of neural activity [4, 5, 21, 30].
Multiple electrodes record the neuron system activities from some
area of the brain, e.g., motor cortex, somatosensory cortex. The pro-
cess of spike sorting assigns spikes to specific neuron in the system.
Using generalized linear model framework with likelihood anal-
ysis, we analyze neuron spike trains after the spike sorting, and
model the neuron system with unknown unknowns. In this paper,
we propose a neuron system model with the inclusion of general
unknown artifacts. The neuron spiking process has simultaneous
effects from: (i) its own spiking history, (ii) the activities of other
ensemble neurons, and (iii) the unknown sources.We develop com-
putationally efficient fixed-point iteration method for the multi-
variate model to estimate the parameters and the unknowns which
is suitable for big data size. The real-world datasets usually have
enough redundancies which could be exploited to fill the gaps us-
ing unknowns. We refer to this phenomena as the extra degrees-
of-freedom offered by the data. At first thought, the concept of
incorporating unknowns, intuitively, seems always necessary to
every dataset. However, sometimes the data does not have enough
degrees-of-freedom. In such cases, a goodmodeling technique should
be able to differentiate whether to include the unknowns or not.
We have explored this phenomena in the context of real-world
dataset as explained in Section 5.2.
The paper is organized as follows. In section 2, we introduce
the neuron spiking model with the unknown artifacts assumption,
and the problem definition considered in this work. Next, in Sec-
tion 3 we provide a maximum likelihood estimation algorithm for
estimating the system model parameters. In Section 4, we generate
artificial neuron spike trains and apply the proposedmethod to an-
alyze the simulated data. In Section 5, we implement the algorithm
on variety of real-world neuron spiking data and analyze the ben-
efits. The associated challenges and interesting observations are
discussed. We conclude in Section 6 and the proofs are presented
in the Appendix.
2 PROBLEM FORMULATION
In this section, we first describe our point process model of neuron
system in discrete time with inclusion of unknown artifacts. The
monitored neuron behavior is modeled with having influence of
(i) its own spiking history, (ii) other neurons activities, (iii) and the
unknown unknowns. We formally describe the problem statement
addressed in this work in the following subsections.
2.1 Neuron Point Process
We consider a multi-neuron network with a total number of C
neurons, and assume that their spiking activities are monitored
simultaneously during an observation interval rTs ,Ts ` Kτ q. The
spiking interval length τ is usually small (in the orders of millisec-
onds), K is the total number of observations and Ts is the start-
ing time. The neuron spiking activities are modeled as point pro-
cess. Let N c
k
denote the spike counting process of the c-th neuron,
1 ď c ď C , during the time interval rTs ,Ts ` kτ q, k “ 1, . . . ,K .
Also, a more useful quantity called incremental spiking count ∆N c
k
is the number of spike count fired by the neuron c in time interval
rTs ` pk ´ 1qτ ,Ts ` kτ q,k “ 1, 2, . . . ,K , and ∆N
1:C
1:K
is the incre-
mental sample path of the entire monitored multi-neuron activity.
In the similar fashion, let ∆U i
k
represent the unknown artifact
activity in time interval rTs ` pk ´ 1qτ ,Ts ` kτ q, k “ 1, 2, . . . ,K ,
where i is the index of the unknown, 1 ď i ď I , and I is the
total number of unknowns. In what follows, we always assume
that I ă C . Moreover, we can also define ∆U 1:I
1:K
as the activity path
of the unknowns during the observed time horizon rTs ,Ts ` Kτ q.
The probability density function (PDF) of any c-th neuron with
sample path N c1:K can be expressed with respect to the conditional
intensity function (CIF) λcpk|Hk ;Θq, whereHk is the spiking his-
tory till k time-interval and Θ are the associated parameters. The
CIF λcpk|Hk ;Θq fully characterizes the spike trains for some neu-
ron c [3, 7, 16]. The CIF can be mathematically defined as the spik-
ing probability on time interval rkτ ,kτ ` ∆q
λc pk|Hk ,Θq “ lim
∆Ñ0
PpN pkτ ` ∆q ´ N pkτ qq
∆
, (1)
where all other conditional covariates contribute to the neuron ac-
tivity. In ourmodel, the spiking historyHk “
!
∆N 1:C
1:k´1
, ∆U 1:I
1:k´1
)
withH1 Ď H2 Ď . . . Ď HK , and Θ is the parameter tuple to mea-
sure this process.
The joint conditional probability density function for the entire
multi-neuron point process model can now be expressed with the
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Figure 1: A systematic process flow of the neuron network modeling with unknown artifacts. The neuron ensembles are
probed via multiple electrodes which produce voltage signals corresponding to neuronal activities. The voltage signals are
thresholded to get spike trains via spike sorting methods. The multi-neuronal spike trains are fed to maximum-likelihood
estimation procedure which estimates point process based neuron networkmodel in addition to the unknown artifacts arising
due to unknown sources throughout the data collection process.
CIF λcpk|Hpkq;Θq [4]. We assume that with the given spiking his-
tory Hk , the activities of all neurons at k-th time-interval are in-
dependent, or they are conditionally independent with respect to
the past. In other words, the correlation between neuronal activi-
ties appears only through the history. The joint probability of the
spike train can be written as
PpN 1:C1:K |HK ;Θq “
exp
#
Cÿ
c“1
Kÿ
k“1
log λcpk|Hk ;Θq∆N
c
k
´ τλcpk|Hk ;Θq
+
. (2)
We use generalized linear model (GLM) framework to describe the
CIF along with the exponential rectification. In this model, the CIF
of any neuron c at time k is linear function by four covariates
namely: paq the spontaneous, pbq the intrinsic, pcq the extrinsic,
and pdq the unknown covariate. The CIF is formally written as
logλcpk|Hk ;Θq “ αpcq `
minpk´1,Qqÿ
q“1
εqpcq∆N
c
k´q
`
Cÿ
c 1“1,c 1‰c
minpk´1,Rqÿ
r“1
βc
1
r pcq∆N
c
k´r
`
Iÿ
i“1
minpk´1,Mqÿ
m“1
γ impcq∆U
i
k´m, (3)
where αpcq is the spontaneous spiking rate of the neuron c , εqpcq
are the intrinsic parameters corresponding to neuron’s own spik-
ing history with a memory length of Q . The extrinsic parameters
βc
1
r pcq relates the effect of neurons c
1
, c1 ‰ c in system towards neu-
ron c with a memory length R. The unknown parametersγ impcq de-
scribe the influence of unknown artifacts with the memory length
of M . The complete parameter tuple Θ can now be formally ex-
pressed as Θ “ pαpcq, εqpcq, β
c 1
r pcq,γ
i
mpcqq with appropriate in-
dices of α , ε, β and γ . The CIF in equation (3) takes care of the in-
teractions which are intrinsic, extrinsic as well as from unknown
sources. Such interactions are often found among users’ activities
in the social networks, e.g., Twitter network. The modeling of such
activities to decipher the user connectivity can exploit a similar CIF
formulation.
2.2 Model Estimation with Unknown
Unknowns
The statistical modeling of neuron spikes is restricted by the as-
sumption that the neuron network is completely known. But even
then, adding edges between neurons in the assumed network can
improve the likelihood only up to some extent. At this stage, it
has to be realized that closed network assumption may not be al-
ways valid and inclusion of effects of the unknown sources is nec-
essary. The unknown source is a generic term and can include the
effects of un-probed neuronal nodes, and experimental bias (e.g.
instrument error, filtering process bias, physical pressure and tem-
perature), i.e. why, they are in the most general form referred as
unknown unknowns.
To overcome the above-mentioned challenges, we propose a data-
driven framework which starts from the available restricted data
(i.e., few time series consisting of spiking trains of neurons) and
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constructs a time-varying complex network model of the neural
activity that is subject to the unknown stimuli. The generic use of
the term unknown unknowns is used to target all contributions
that makes the data deviate from the undertaken model property.
The unknown sources are assumed to be independent across
time and space, and we also assume that neurons have retainment
property i.e. the influence of unknown sources are not instanta-
neous but have somememory for each neuron. In what follows, we
assume that unknown parameters γ impcq are known for each neu-
ron and are non-negative. Notice that this assumption of knowl-
edge of the unknown parameters is not rigid and can be relaxed by
performing a cross-validation over the set of values of parameters.
Consequently, the considered problem statement in this work is
formally stated as.
Problem: Given Spiking train data N 1:C
1:K
and intrinsic, extrinsic
memory lengthQ and R, and unknown parametersγ impcq, Estimate
the system model parameters Θ “ pαpcq, εqpcq, β
c 1
r pcqq and the
unknown activities ∆U i
k
.
The unknown parameters are constrained to be non-negative,
and we will see in Section 3 that this does not restrict our model-
ing abilities of inhibition and excitation. The incorporation of un-
knowns in the model is also contingent on the assumption that the
data has sufficient degrees-of-freedom to support unknowns, in other
words there are gaps that can be filled by the unknowns. In most
of the real-world cases this is true, however, interestingly we have
observed that in certain cases this may not happen, as illustrated
in Section 5.2.
3 STATISTICAL SPIKING MODEL
ESTIMATION
With the spiking data and some initial knowledge of the unknown
parameters γ , the goal of the estimation procedure as described in
this section is to perform two tasks, first (i) estimate the system
model parameters Θ “ pαpcq, εqpcq, β
c 1
r pcqq, and simultaneously
(ii) estimate the unknown activities ∆U 1:I1:K . To perform these two
tasks, we propose an Expectation-Maximization (EM) formulation
[9, 24]. The proposed algorithm like EM is split into two parts. First,
it estimates the unknown activities having some previous knowl-
edge of the system model parameters. In the next step, the algo-
rithm uses this estimated unknown activity values to update the
system model parameters Θ. These steps are repeated until con-
vergence. The goal of the algorithm is to maximize the likelihood,
and the proposed procedure being iterative will provide a maximal
likelihood solution. The log likelihood associated with the current
objective can be written as
l “
Cÿ
c“1
Kÿ
k“1
log λcpk|Hk ;Θq∆N
c
k
´ τλcpk|Hk ;Θq. (4)
The log likelihood in (4) is a function of CIF, and at this point it is
convenient to split the CIF in equation (3) into two parts as follows.
λcU pk|∆U q “ exp
$&% Iÿ
i“1
minpk´1,Mqÿ
m“1
γ impcq∆U
i
k´m
,.- , (5)
ωc pk|Θq “ exp
$&%αpcq `
minpk´1,Qqÿ
q“1
εqpcq∆N
c
k´q
`
Cÿ
c 1“1,c 1‰c
minpk´1,Rqÿ
r“1
βc
1
r pcq∆N
c
k´r
,.- ,(6)
where λcpk|Hk ;Θq “ λ
c
U
pk|∆U qωc pk|Θq. It can be readily real-
ized that the first part λc
U
pk|∆U q is a function of unknown activi-
ties ∆U , while the second part ωc pk|Θq is function of system mod-
els parameters Θ. Hence, the ‘E’ and ‘M’ like step will alternatively
update these two parts of the CIF, respectively, to maximize the log
likelihood in equation (4) iteratively. The CIF partition λc
U
pk|∆U q
will be used for the rest of the paper in its most useful form as
follows.
λcU pk|νq “
Iź
i“1
Mź
m“1
pν i
k´mq
γ impcq
, (7)
where ν i
k
“ e∆U
i
k . The update of unknown activities, or also ν i
k
, is
performed using the following result.
Theorem 1. Given neuron spikes ∆N 1:C1:K , ω
c pk|Θq from (6), time
interval τ , prior parametersα , β , and the unknown parametersγ , the
unknown artifacts ∆U
i0
q are estimated using fixed-point iterations at
each iteration index n as in equation (8)-(9), where ν
i0
q “ e
∆U
i0
q and
l P p0, 2q. The Maximum likelihood estimate of ν i0
k
is denoted as pν i0
k
.
The reason for restricting the values of unknown parameters
γ i
k
to be non-negative in Section 2.2 can now be realized more con-
cretely from equation (8) and (9). It can be seen that the denomina-
tors of terms in both (8) and (9) can go negative (depending on the
data) and hence the fixed-point iterations would possibly become
intractable. However, as already mentioned, this does not restrict
our ability to model the inhibition and excitation effects, because
now it can be decided through the sign of cumulative estimated
unknown activities.
For the next step, wewish to update the other part of CIF written
in (6) asωc pk|Θq. Again, we express theωc pk|Θq in its most useful
form for the rest of the paper by defining the following vectors.
µc “ reα pcq, . . . , eϵnpcq, . . . , eβ
c 1
r pcq
, . . .s, (10)
Y cpkq “ r1, . . . , ∆N c
1
k´r , . . . ,∆N
c
k´n , . . .s, (11)
where Y cpkq and µc are Dˆ 1 vectors, D “ 1`Q`pC´ 1qR. The
ωc pk|Θq can now be written as
ωc pk|Θq “
Dź
l“1
pµc
l
qY
c
l
pkq
, (12)
where µc
l
and Y c
l
pkq are l-th component of µc and Y cpkq in (10)
and (11) respectively.
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ν
i0 pn`1q
q “ ν
i0 pnq
q
»————–
Cř
c“1
minpq`M,Kqř
k“q`1
∆N c
k
γ
i0
k´q
pcq ` β
Cř
c“1
minpq`M,Kqř
k“q`1
γ
i0
k´q
pcqωc pk|Θqτλc
U
pk|ν pnqq `
ν
i0 pnq
q
α
fiffiffiffiffifl
t
i0
q
, (8)
t
i0
q “ l
»————–
Cř
c“1
minpq`M,Kqř
k“q`1
∆N c
k
γ
i0
k´q
pcq ` β
Cř
c“1
minpq`M´1,Kqř
p“maxpq´M`1,1q
minpp`M,q`M,Kqř
k“maxpp`1,q`1q
γ
i0
k´q
pcqγ i0
k´p
pcq∆N c
k
fiffiffiffiffifl , (9)
Theorem 2 ([7]). Given neuron spikes ∆N 1:C
1:K
, µc , Y c pkq from
(10)-(11), and time interval τ , the exponential of system models pa-
rameters µc as defined in (10) are updatedusing fixed-point iterations
at iteration index n as follows.
µcj
pn`1q “ µcj
pnq
»————–
Kř
k“1
∆N c
k
Y cj pkq
Kř
k“1
τY cj pkq
«
Dś
l“1
pµcj
pnqqY
c
l
pkq
ff
fiffiffiffiffifl
β cj
, (13)
βcj “
Kř
k“1
∆N c
k
Y cj pkq
Kř
k“1
τY cj pkq
«
Dś
l“1
p pµc
l
qY
c
l
pkq
ff«
Dř
l“1
Y c
l
pkq
ff , (14)
where pµc
l
is the maximum likelihood estimate of µc
l
.
The denominator of βcj is a variant of maximum likelihood (ML)
estimate of µc
l
which is problematic as it is not available at the time
of iterations. However, an approximation with counting argument
is provided in [6, 7] which works well for the estimation problems.
βcj «
Kř
k“1
∆N c
k
Y cj pkq
Kř
k“1
Y cj pkq∆N
c
k
«
Dř
l“1
Y c
l
pkq
ff . (15)
The estimation results in Theorem 1 and Theorem 2 are used to
construct the following iterative algorithm.
It should be noted that in each fixed-point iteration, both in The-
orem 1 and Theorem2, the value of exponent t i0q and β
c
j is constant
with respect to the iteration index n. Similarly, the numerators of
the fixed-point functions are constant. Hence, they need to be com-
puted only once per EM update and lot of computations can be
saved. It is also important to note that another big advantage of-
fered by proposed fixed-point iterations is that they are indepen-
dent across time index q and unknown index i0, therefore they can
be implemented in parallel using current multi-threading/multi-
processing architectures. This make the computations very fast es-
pecially when we have large size of the data. On the other hand,
the existing Kalman smoothing techniques [19] have dependence
across time and has to be computed serially. The fixed-point itera-
tions and hence EM iterations are in the closed-form, and they are
Algorithm 1: EM algorithm
Input: N 1:C1:K , γ
i
m 1 ď i ď I , 1 ďm ď M and memory lengths Q, R
Output: Θ “ pα pcq, εq pcq, β
c1
r pcqq , 1 ď c ď C, 1 ď q ď Q,
1 ď r ď R , and ∆U 1:I1:K
Initialize For t “ 0, set Θp0q by using Theorem2 with
∆U 1:I1:K „ U r´1, 1s
repeat
‘E-step’:
(i) For each i0 P r1, I s and q P r1, Ks, using ω
c pk|Θpjqq obtain
ν
i0 pj`1q
q from Theorem1 and hence λ
c
U
pk|ν pj`1qq;
‘M-step’:
(i) Using λc
U
pk|ν pj`1qq obtain µc pj`1q from Theorem2 and
hence ωc pk|Θpj`1qq;
(ii) Θpj`1q Ð log µc pj`1q;
j Ð j ` 1;
until until converge;
+
+
+
+
+
+
+
_
_
_
_
_
n1
n2
n3
n4
n5
n6
u1 u2
observed
unknown
Figure 2: Neuron network assumed for the generating arti-
ficial neuronal spikes, with six observed neurons and two
unknown artifacts. The excitation and inhibition effects are
indicated by ` and ´ respectively for each directed edge.
computationally efficient. The convergence is fast, as we will see
in Section 4 and Section 5. The choice of scalar l in equation (9) can
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Figure 3: Neuron point process model parameters for the considered artificial network. The intrinsic parameters εqpcq for
1 ď c ď 6 are shown in (a)-(c). The extrinsic parameters βc
1
r pcq for each directed edge nc 1 Ñ nc in Figure 2 are shown in (d)-(h).
The excitation and inhibition is taken care of through signs of corresponding extrinsic parameters.
play an important role in convergence rate and hence can be taken
as an input parameter as well.
The proposed techniques developed in this section are tested on
simulated as well as real-world datasets in Section 4 and Section 5,
respectively.
4 SIMULATION EXPERIMENT
We now demonstrate the applicability of the proposed neuron spik-
ing model estimation technique with unknown unknowns. The es-
timation process, as detailed in the Algorithm1, is applied to an
artificially generated spiking data which is explained in the fol-
lowing parts.
4.1 Artificial Neuron Network
An artificial neuron network in Figure 2 is designed with a total
of six neurons. Each neuron is assumed to be influenced by paq
its intrinsic activity, pbq extrinsic effects via other neurons in the
network, and pcq unknown artifacts. The contribution of unknown
sources is quantized by having two unknown nodesu1 andu2. The
extrinsic effect is modeled by having directed edges among neu-
rons as shown in Figure 2. For example, neuron n2 excites n3, and
the excitation effect is indicated using `, also, neuron n6 inhibits
n1, and the inhibition effect is marked through ´ sign. The con-
tribution of unknown nodes is indicated by the corresponding di-
rected edges from ui to n j in the network.
The parameters required for defining the intensity function of
the spiking point-process as in equation (3) are selected as follows:
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Figure 4: The unknown node parameters γ impcq for two un-
known sources according to the considered directed edges
in Figure 2 with contribution of u1 in (a) and u2 in (b).
The values of spontaneous firing rate α for six neurons are se-
lected as, α “ r3.5, 2.4, 2.0, 3.0, 2.8, 2.5s. The intrinsic effect mem-
ory length is selected as Q “ 50 for all neurons. The previous
spiking history of each neuron can have excitatory as well as in-
hibitory effects on the future spiking activity. Also, with the in-
creasing length of the history, the effects get mitigated. The ini-
tial values of the intrinsic parameters are negative to model the
refractory period of the neurons after firing a spike [1, 35]. To col-
lectively model these effects, we describe the intrinsic parameters
using sinc function. The intrinsic parameter values are selected as
shown in Figure 3a-3c. Next, the extrinsic effect as indicated via
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Figure 5: Simulatedneuron spike trains for six neuronswith
systemmodel parameters as described in Section4.1.
directed edges in Figure 2 is quantized though parameters βc
1
r pcq
for each nc 1 Ñ nc . The extrinsic memory length is fixed as R “ 5
for each directed edge. We have used exponential decay functions
to model the parameters and the values are shown in Figure 3d-3h.
Next, the unknown sources contributionmemory length is fixed as
M “ 5 for both sources u1 and u2. The parameters associated with
unknown excitations are always taken to be positive, as explained
in Section 2.2, and the undertaken values are shown in Figure 4.
Finally, with these parameter values we can now proceed to the
spike generation process.
4.2 Spike Generation with Unknown
contributions
Themulti-neuron spike generation can be performedby recursively
compute the conditional intensity parameter, or firing rate, and
adding the contributions of the unknown sources. As mentioned
in Appendix, we have used log-Gamma distribution for ∆U i
k
, and
independent and identically distributed (iid) samples of size rIˆKs
are generated using the PDF in equation (17). The parameter values
are taken to be α “ 1 and β “ 50, and the samples are then mean
centered to zero. The spike train generation procedure is similar
to [17] and for the sake of completeness, we briefly write the steps
as follows:
‚ At step k , compute the conditional intensity function from
equation (3) using the system model parameters as stated
in Section 4.1, and unknown sources contribution ∆U i
k
from
(17).
‚ Generate a uniform random number u „ U r0, 1s and if
u ă τλcpk|Hk , θq, then there is spike for c-th neuron at
time interval k
‚ Repeatwith recursively computing conditional intensity func-
tion from equation (3), until desired length of spike train.
where the value of τ is taken to be 0.05, and for the k-th step, the
time-interval in consideration is rTs `pk´1qτ ,Ts `kτ q. For simu-
lations, we have generated a total of K “ 500 multi-neuron spikes.
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Figure 6: Log likelihood at each iteration using Algorithm1
on the simulated spike trains.
The spike train obtained using above procedure for all six neurons
in the first 100 time-intervals is as shown in Figure 5. We now ap-
ply the proposed technique of model estimation with unknown
unknowns in the next section.
4.3 Model estimation
The artificially generated spike train in Figure 5 with the param-
eters for unknown sources as shown in Figure 4 is used as an in-
put for the Algorithm1. The algorithm recursively computes the
unknown contribution ∆U i
k
and then update the system model pa-
rameters. The iterations are fixed-point based and the convergence
is fast. The log likelihood plot (with constants ignored) is shown
in Figure 6. The ‘without unknowns’ case is computedwith setting
unknowns to zero and, for consistency, we run the ‘without un-
knowns’ case with maximum ‘M-step’ iterations occurring in the
proposed ‘with unknowns’ approach. As expected, there is sharp
increase in the likelihood in the first few iterations, due to incor-
poration of unknowns, and it is observed that few EM iterations
are sufficient for convergence. The proposed approach results in
better log likelihood as compared to the case of no unknowns.
The proposed approach shows good results on the simulated
data, but there are other challenges that need to be addressed espe-
cially when the data is coming from real-world experiments. We
will address some of them by considering a variety of real-world
datasets in the Section 5.
5 REAL-WORLD DATA: CASE STUDY
In this section, we explore various neuron spiking data recorded
through real-world experiments. Each dataset poses some challenges
as compared to the simulated dataset considered in the Section 4.
We describe the datasets and discuss the results in the following
sections.
5.1 Mouse Somatosensory Spiking Data
The mouse somatosensory spiking dataset is recorded using a 512-
channel multi-electrode array system in an organotypic cultures
of dorsal hippocampus and somatosensory cortex sections [1
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Figure 7: Multi-neuron spike train for Somatosensory data
with a total of eight neurons.
26, 32–34]. The cultures were not stimulated and the dataset repre-
sents spontaneous activity. The spikes were sorted using Principle
Component Analysis (PCA). The dataset is downloaded from [15],
where a total of 25 datasets are available, and hundreds of neurons
were probed to have the spiking data. In this work, we have taken a
total of 8 neurons to study the inter-neuronal interactions with un-
known unknowns. The spiking activity of the considered neurons
is as shown in Figure 7.
The inter-spiking interval is having a large value for spikes at
some times, and it is very small for others. Therefore, while mod-
eling such datasets it is possible that the assumed model for CIF
in (3) may not apply in its original form. The proposed technique
like any other data-driven estimators can work only if there are
samples corresponding to the associated parameters. For example,
when the data is too sparse in some time-intervals then the denom-
inator term in equation (15)
Kÿ
k“1
Y cj pkq∆N
c
k
«
Dÿ
l“1
Y c
l
pkq
ff
,
will go to zero. It is an indication that there is no data correspond-
ing to the j th term in (10) and hence it cannot be recovered. A sim-
ple modification would be to increase the spiking interval length τ
and take ∆N c
k
as accumulated counts in that enlarged interval. The
proposed Algorithm1 is then applied to the spike train and the
log likelihood (with constants ignored) is shown in Figure 8. We
observe that the convergence is fast and the likelihood increase
sharply in the beginning. We also observe that the resulting log
likelihood is better as compared to the case of not having unknowns
in the model.
5.2 Mouse Retina Spiking Data
The mouse retina dataset contains neuronal responses of retinal
ganglion cells to various visual stimuli recorded in the isolated
retina from lab mice (Mus Musculus) using a 61-electrode array.
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Figure 8: Log likelihood at each iteration using Algorithm1
on the Somatosensory spike trains dataset.
Figure 9: Multi-neuron spike train forMice Retina data with
a total of seven neurons.
The visual stimuli were displayed on a gamma-corrected cathode-
ray tube monitor and projected on the photoreceptor layer of the
retina (magnification 8.3µm/pixel; luminance range 0.5-3.8mW/m2)
from above through a custom-made lens system [20]. Extracellular
action potentials were recorded (sampling rate 10 kHz) and single
units were identified by a semi-automated spike-sorting algorithm.
The dataset is downloaded from [39] which comprises 16 retinal
preparations. The spike trains for a total of seven neurons is shown
in Figure 9.
The concept of having unknown sources is better in the sense
that it provides flexibility to fill the gaps in the real-world data and
the assumedmodel by exploiting the extra degrees-of-freedom that
the data might have. However, we have observed in this dataset
that this may not be true always, and sometimes unknown contri-
butions are not necessary. In particular to our model, this can be
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Figure 10: Log likelihood at each iteration usingAlgorithm1
on the Mice Retina spike trains dataset.
realized when the denominator of equation (9)
Cÿ
c“1
minpq`M´1,Kqÿ
p“maxpq´M`1,1q
minpp`M,q`M,Kqÿ
k“maxpp`1,q`1q
γ
i0
k´q
pcqγ i0
k´p
pcq∆N kc ,
goes to zero. This indicates that there is not enough degrees-of-
freedom in the data (and given values of unknown parameters
γ i
k
pcq) to estimate the ∆U i0q . In such cases, we can set the unknown
activities to zero for the corresponding q, i0 indices, or in other
words assume that there is no requirement of unknowns at q-th
time step for i0-th unknown source. The log likelihood (with con-
stants ignored) after this adjustment on applying Algorithm1 is
shown in Figure 10.We observe that the likelihood increases quickly
and convergence is fast. The resulting log likelihood is also better
than the model estimation procedure without having unknowns.
5.3 Cat Retina Spiking Data
The cat retina dataset records spontaneous activities of the mesen-
cephalic reticular formation (MRF) neurons of head-restrained cat
to investigate their dynamic properties during sleep and waking
[13, 38]. The behavioral states were classified into one of the three
following states which continued for a relatively long period (sev-
eral hundred seconds): piq slowwave sleep (SWS); piiq paradoxical
sleep (PS); and piiiq highly attentive states (BW) with sustained at-
tention to a pair of small birds in a cage. We have taken the spike
train data of PS in this work. The spike train for a total of five
probed neurons is shown in Figure 11.
The cat retina dataset also has long and short inter-spiking in-
tervals, and hence similar to the analysis of mouse somatosensory
dataset in Section 5.1, we enlarge the spikingwindow to care of this
effect. The proposedmethods are applied to estimate the model pa-
rameters and the estimation procedure of Algorithm1 converges
fast. The output log likelihood (with constants ignored) is shown
in Figure 12 where we observe that the initial jump of likelihood is
sharp and it gets saturated very soon. In addition, we also observe
that the resulting likelihood is better than the case with having no
unknowns in the model.
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Figure 11: Multi-neuron spike train for Cat Retina data with
a total of five neurons.
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Figure 12: Log likelihood at each iteration usingAlgorithm1
on the Cat Retina spike trains dataset.
6 CONCLUSION
We have presented a multi-variate neuron system framework with
the inclusion of unknown inputs. The single neuron activity is af-
fected by its own spiking history, the influence from other neu-
rons, and the unknown stimuli. The statistical framework is built
on the non-stationary likelihood of the multi-channel point pro-
cess, which is characterized by the conditional intensity function
with a generalized linear combination of the covariates. The pro-
posedmethod aims at increasing the likelihood of the data, and the
inclusion of unknown unknowns tominimize the discrepancies be-
tween the data and themodel. The developed algorithm is based on
fixed-point iterations and converges quickly. The proposed fixed-
point method offers advantages of independence across time and
hence can be computed in parallel using modernmulti-core proces-
sors. Experiments on simulated spike trains and on the real-world
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datasets ofmouse somatosensory, retinal and cat retina show promis-
ing results in terms of likelihood maximization. We have observed
interesting insights into degrees-of-freedom offered by the data
which sometimes suggest not to use unknown unknowns.
The proposedmathematical framework is general for non -stationary
discrete time-series in the form of spike trains with missing data
(or gaps) and the contribution of unknown sources. The developed
techniques are computationally efficient especially when the data
is recorded over long time-horizon.Whilewe relied on a log-gamma
distribution as the prior for unknown artifacts, we plan to inves-
tigate unknown unknowns phenomena that exhibit non-Gaussian
statistical or multifractal behavior [37]. The future research will
also focus on exploring applications in the domain of pattern iden-
tification in social networks of opinion dynamics, smart cities mon-
itoring for chemical and threat (explosive) detection and identifica-
tion/localization, etc. A critical challenge with such datasets is the
huge data size, and the computational advantages offered by the
proposed techniques can make the statistical inference tractable.
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A PROOF OF THEOREM1
Proof. The Expectation step of the algorithm is concernedwith
computation ofPp∆U i
k
|N 1:C1:K ;θqwhich is not computationally tractable
in various cases. In thiswork, wewill approximate it as Pp∆U i
k
|N 1:C
1:K
; θq “
1
∆U i
k
“∆ pU i
k
(this is sometimes referred as Hard EM [25]), where
∆pU i
k
“ argmax
∆U i
k
logPp∆U i
k
|N 1:C1:K ;θq. (16)
The equation (16) can be expanded using Bayesian formulation,
and the choice of the prior distribution of ∆U i
k
is critical. Intu-
itively, ∆U i
k
represents all the hidden sources, including undetected
neuron activity and environmental stimuli. Unlike binary spike
count ∆N c
k
, the unknown artifacts ∆U i
k
don’t necessarily have to
be discrete and non-negative, and are real values without further
constraint. While there can be wide selections of priors, in this
work we are motivated by using conjugate priors approach [31]
to have computable expressions. Therefore, we assume the log-
Gamma prior for ∆U i
k
as it collaborates well with the existing CIF
model. The log-Gamma distribution [8] can bemathematicallywrit-
ten as
Pp∆U 1:I1:K ;θq “
Iź
i“1
Kź
k“1
eβ∆U
i
ke´e
∆U i
k
{α
αβ Γpβq
,∆U i
k
P R, (17)
where α is the shape parameter and β is the scale parameter. We
also assume that the unknown artifacts behavior are independent
and identical distributed across time and for each unknown sources.
Therefore, the equation (16) can be expanded as
∆pU 1:I1:K “ argmax
∆U 1:I1:K
logPp∆U 1:I1:K |N
1:C
1:K ;θq
“ argmax
∆U 1:I1:K
!
logPpN 1:C1:K |∆U
1:I
1:K ;θq ` logPp∆U
1:I
1:K ;θq
)
paq
“ argmax
∆U 1:I1:K
Cÿ
c“1
Kÿ
k“1
 
∆N c
k
logλcU pkq ´ ω
c pkqτλcU pkq
(
`
Iÿ
i“1
Kÿ
k“1
"
β∆U i
k
´
1
α
e∆U
i
k
*
, (18)
where in (a) we have used the definition of λc
U
pkq and ωc pkq from
equation (5) and (6), respectively. Now for the maximization, the
equation (18) is an unconstrained optimization problem and we
solve it by setting the partial derivatives with respect to ν i0q “
e∆U
i0
q to be zero for each q “ 1, 2, ...,K , and i0 “ 1, 2, ..., I . There-
fore, we obtain
β ´
ν
i0
q
α
`
Cÿ
c“1
minpq`M,Kqÿ
k“q`1
∆N c
k
γ
i0
k´q
pcq
´
Cÿ
c“1
minpq`M,Kqÿ
k“q`1
ωc pkqτγ i0
k´q
pcqλcU pk|νq “ 0.
(19)
The maximum likelihood (ML) estimate of ν i0q is computed with a
fixed-point iterative method. We rearrange the terms in equation
(19) with additional exponent t i0q and build the fixed-point function
as following.
G
i0
q pνq “ ν
i0
q ˆ»————–
Cř
c“1
minpq`M,Kqř
k“maxpq`1,1q
∆N c
k
γ
i0
k´q
pcq ` β
Cř
c“1
minpq`M,Kqř
k“maxpq`1,1q
γ
i0
k´q
pcqωc pkqτλc
U
pk|νq `
ν
i0
q
α
fiffiffiffiffifl
t
i0
q
, (20)
where the fixed-point iterations would be ν
i0 pn`1q
q “ G
i0
q pν
pnqq
at iteration n. The exponent t i0q need to be chosen carefully such
that the fixed-point iterations would converge to the ML solution.
We follow the procedure as mentioned in [29] to prove thatGi0q pνq
is a local contraction and hence find the value of t i0q such that the
fixed-point iterations are convergent.
Let us denote the ML estimate pν i0q as the solution of fixed point
equationν i0q “ G
i0
q pνq. NowG
i p¨q is a local contraction if

∇Gi ppνq
ă 1, where ∇Gi ppνq is a matrix such that“
∇Gi ppνq‰
q,p
“
BGiqpνq
Bν ip
|ν“pν . (21)
The norm

∇Gi ppνq is less than 1 if and only if the spectral radius
ρp∇Gi ppνqq ă 1 [28]. After writing the ∇Gi ppνq in (21) using (20)
and upon setting
t
i0
q “ l
n
i0
q
d
i0
q
, (22)
where, 0 ă l ă 2 and
n
i0
q “
Cÿ
c“1
minpq`M,Kqÿ
k“q`1
∆N c
k
γ
i0
k´q
pcq ` β , (23)
d
i0
q “
Cÿ
c“1
minpq`M´1,Kqÿ
p“maxpq´M`1,1q
minpp`M,q`M,Kqÿ
k“maxpp`1,q`1q
γ
i0
k´q
pcq
ˆ γ i0
k´p
pcqωc pkqτλcU pk|pνq, (24)
we obtain
∇Gi ppνq “ I ´ Bi , (25)
where the matrix Bi is non-negative and it has a positive eigenvec-
tor pν i with positive eigenvalue l . Now, using the Perron-Frobenius
theorem [12], given the condition that l is the positive eigenvalue
ofBi with positive eigenvector, the absolute value of all other eigen-
values are less or equal than l . Thus, the spectral radius ρp∇Gi ppνqq “
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|1 ´ l | ă 1. Hence, the fixed-point equations are convergent. It
should be noted that the denominator expression di0q is depending
on the ML estimate pν which is not available during iterations. We
approximate thedi0q using the similar counting arguments of [7] to
write the final expression as in equation (9). 
