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Abstract (PT)
A interacção de átomos e moléculas adsorbidos na superfície do grafeno (ad-
átomos e ad-moléculas) constitui um tópico de intensa pesquisa no contexto
de vários domínios científicos, demonstrando em certos casos a possibilidade
do desenvolvimento de novas aplicações tecnológicas. Tendo em conta que as
propriedades do sistema grafeno+ad-átomo/ad-molécula são dependentes da
configuração de adsorção (ad-átomo isolado, organizado em cluster com diversas
geometrias e coordenações) é importante compreender os seus efeitos do ponto
de vista teórico mas também desenvolver métodos que permitam o seu estudo
a nível experimental. A presente tese centra-se no estudo da interacção de
ad-átomos (Hg, Cd, In e Ag) e ad-moléculas (HgO2) no grafeno, em termos
estruturais e das propriedades electrónicas do sistema conjunto.
O estudo teórico, baseado na teoria de funcional de densidade (DFT), focou-se
num conjunto de cálculos e simulações para diferentes elementos adsorbidos
na superfície do grafeno (Hg, Ag, Cd e In). A energia de ligação e a estrutura
electrónica foram obtidas para diferentes posições atómicas (simétricas), desde
ad-átomos isolados até arranjos do tipo mono-camada contínua. Um estudo
detalhado foi realizado para o grafeno-Hg, como sistema modelo, usando diversos
funcionais e testando diferentes concentrações do ád-atomo no grafeno. Para os
ad-átomos de Ag, Cd e In, foram realizados estudos mais direccionados, com
enfâse em configurações de maior interesse tendo por base o estudo exaustivo
realizado para o Hg. Os resultados permitiram perceber que a energia de
ligação depende da concentração do ad-átomo no grafeno bem com da posição
simétrica de adsorção (H, T, ou B). Todos os elementos estudados são mais
estáveis na configuração de ad-átomo isolado, sendo preferêncial relativamente
à configuração de mono-camada contínua.
Para cada um dos elementos em estudo, calculou-se o gradiente de campo
eléctrico (EFG) (componente Vzz e parâmetro de simetria η). Mostrou-se que o
EFG é sensível à posição de adsorção bem como à concentração do ad-átomo em
relação ao número de átomos de carbono da rede. Além disso, ficou demonstrada
v
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a capacidade de usar o EFG como parâmetro experimental capaz de distinguir
o regime de ad-átomos isolados e o regime de mono-camadas contínuas, sendo
que em certos casos com variações significativas com a distância ao grafeno
e entre diferentes posições simétricas. Com base nos cálculos realizados, é
proposto a utilização do gradiente de campo eléctrico (que pode ser obtido
experimentalmente recorrendo a técnicas hiperfinas) como parâmetro de estudo
da estabilidade e configuração de ad-átomos e ad-moléculas no grafeno. Em
particular, demonstrou-se que a sensibilidade do EFG é tanto maior quanto
maior a energia de ligação do ad-átomo ao grafeno.
Por último, foi realizado o estudo experimental da adsorção de Hg no grafeno, nas
condições normais de temperatura e pressão, recorrendo à técnica de correlações
angulares perturbadas (PAC) usando 199mHg como átomo sonda. A combinação
das medidas experimentais e DFT permitiu identificar a coordenação do Hg na
surperfície de grafeno na forma da molécula linear HgO2, com elevada energia de
ligação (superior a 1 ev) em comparação com ad-átomos de Hg isolados (inferior
a 0.2 eV). Os resultados permitem ainda concluir o papel crucial do oxigénio
na forte ligação entre a ad-molécula e o grafeno. Este trabalho representa a
demonstração da possibilidade do uso de técnicas hiperfinas para estudar à
escala atómica a interacção de átomos ou moléculas adsorbidos na superfície do
grafeno.
Foi ainda reportada a primeira experiência de PAC realizada no isótopo de
68mCu para o decaimento 68mCu (6−, 721 keV, 3.75 min), demonstrando-se a
possibilidade de usar este isótopo de cobre como sonda de PAC para aplicações
em diversos campos da física do estado sólido em particular no contexto
da investigação do grafeno. Tendo em conta que o Cu constitui um dos
catalizadores mais amplamente usados na obtenção de monocamadas de grafeno,
a caracterização do 68mCu como nova sonda disponível para PAC permitirá,
por exemplo, um estudo à escala atómica da influência do substrato de Cu, ao
nível do tamanho de grão e orientação, na qualidade do grafeno obtido.
O presente estudo permitiu encontrar novas direcções de pesquisa com recurso
a técnicas hiperfinas para investigação do grafeno e outros materiais 2-D, não
apenas para ad-átomos de metais pesados mas para outros elementos. Por
exemplo, o estudo de propriedades magnéticas de elementos de transição em
grafeno poderá ser estudado por via de uma medida experimental com recurso
a técnicas hiperfinas. Diferentes cenários experimentais podem ser idealizados,
com diferentes condições de temperatura e pressão, com possiblidade de aplicação
de campo eléctrico ou magnético, permitindo a realização de estudos mais
detalhados do processo de estabilidade/adsorção de ad-átomos e ad-moléculas
no grafeno.
Abstract (EN)
The interest in understanding the interaction between graphene and atoms and
molecules that are adsorbed on its surface (adatoms and admolecules) spans
a wide range of research fields and applications, for example, to controllably
change the properties of graphene in electronic devices or to detect those
changes in graphene-based sensors. Since the properties of graphene+adsorbent
systems are strongly dependent on the adsorption configuration (e.g. isolated
versus clusters, their geometry and coordination), it is important to not only
understand these effects from a theoretical point of view, but also to be able
to probe them experimentally. This thesis focuses on the interaction between
graphene and adatoms (model cases: Hg, Cd, In and Ag) and admolecules
(model case: HgO2), in terms of structural and electronic properties.
The theoretical part of the research was based on density functional theory
(DFT) calculations for different heavy elements adsorbed on graphene (Hg, Ag,
Cd and In). The binding energy and the electronic structure were calculated
for various high-symmetry atomic configurations, from isolated adatoms to a
continuous monolayer. Detailed studies were carried out for Hg-graphene, as
a model system, i.e. testing various functionals and covering a wide range of
nominal concentration. For Ag, Cd, In, we carried out more targeted studies,
based on the extensive calculations for Hg. It was demonstrate that the binding
energy depends on adatom concentration and as well on adsorption site (H, T,
or B). All studied elements are predicted to be more stable as isolated adatoms
than as a continuous monolayer.
For each element, we calculated the electric field gradient (EFG) parameters
(Vzz and asymmetry parameter η). The EFG exhibits some variation when
comparing different high-symmetry sites, and also depends on the nominal
concentration of the adatom relative to C atoms. Furthermore, the EFG is
found to be sensitive to the local atomic structure, distinguishing isolated
from monolayer configurations, and for some cases, varying significantly with
small variations in adatom position (at the sub-Å scale). Based on these
vii
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calculations, we propose that the electric field gradient, which can be measured
using hyperfine techniques, can be used as an experimental observable providing
insight on the local atomic configuration and bonding stability of adatoms
and admolecules on graphene. In particular, our calculations indicate that the
level of detail that can be addressed via the EFG parameters (e.g. positional
precision) increases with the stability (binding energy). In other words, the
more stable the graphene-adatom system (i.e. more relevant in a application
scenario), the more it lends itself to be studied using hyperfine techniques.
Finally, adsorption of Hg on graphene in ambient conditions was experimentally
studied using perturbed angular correlation (PAC) spectroscopy and 199mHg as
probe nuclei. The combination of PAC measurements and DFT calculations
allowed us to conclude that the majority of the Hg probes were adsorbed in the
form of linear HgO2 molecules, which are adsorbed with higher binding energies
(exceeding 1 eV) than isolated Hg adatoms (below 0.2 meV), i.e. oxygen plays a
crucial role in stabilizing Hg adsorption on graphene. This work constitutes a
proof-of-principle for the use of hyperfine techniques to study the interaction
between graphene and adsorbed atoms and molecules, at the atomic scale.
We also reported the first PAC experiment based on the decay of 68mCu
(6−, 721 keV, 3.75 min) and demonstrated the feasibility of using this Cu isotope
as a probe nuclei for PAC for applications in the fields of solid state physics
in particular in the context of graphene research. Since Cu is the most widely
employed catalyst for obtaining graphene monolayers with reasonable quality,
establishing 68mCu as a suitable PAC probe enables the use to study the
influence of the Cu substrate, e.g. on grain size and orientation, number of
layers and quality of the grown graphene.
Our findings open the way for a wide range of applications of hyperfine
techniques, including other 2-dimensional materials and other types of adatoms
and phenomena. For example, the magnetic properties of transition elements
can also be addressed, via the magnetic hyperfine interaction. In addition
to the ability to probe multiple adatom properties and phenomena (e.g.
structural and magnetic), such an experimental approach based on hyperfine
techniques is generally compatible with applied electric or magnetic fields
(often used to investigate basic and functional properties), ultra-high vacuum
(typically necessary when studying surfaces, to minimize contamination), and
low temperature operation (typically necessary when studying isolated adatoms,
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Since it was isolated by Andre Geim and Konstantin Novoselov in 2004, who were
awarded the Nobel Prize for Physics in 2010, graphene has become a remarkable
subject of research that extended to virtually every domain of materials science,
exhibiting novel phenomena and with potential for new applications. This
chapter consists of an overview of the basic properties of graphene and the
related topics. Section 1.1 gives a description of carbon and respective allotropic
forms and the emergence of graphene as the first two-dimensional crystal
in particular. The atomic structure and the main properties of this novel
material are presented, respectively, in section 1.2 and section 1.3. A succinct
introduction of the production methods of graphene is given in section 1.4. A
summary of several promising technological applications of graphene is provided
in section 1.5 and other different two-dimensional structures that were obtained
since graphene was discovered are presented in section 1.6. Finally, section 1.7
shows the state of the art related to the adsorbed atoms and adsorbed molecules
on graphene.
It is this chapter's prime objective to introduce the fascinating world behind the
new family of two-dimensional materials where graphene has opened the first
window. It intends to provide the fundamental understanding of this atomic
crystal comprising the main topic of this thesis and revealing physical concepts
that will be crucial in the experimental and theoretical research that will be
presented hereafter.
1
2 INTRODUCTION TO GRAPHENE
1.1 The history of graphene
Carbon (C) is unquestionably one of the most fascinating elements of the
periodic table and the fourth most abundant element in the universe. It is the
base component of DNA, thereby being the foundation of life on earth. This
chemical element, with 6 electrons, can exist in the most diverse forms and, due
to the binding flexibility, carbon-based systems can have an unlimited number
of structures with a variety of properties [1–3].
Graphite with a layered planar structure arranged in a hexagonal lattice appears
as one of the most common structures and the most stable allotropic form of
carbon under standard pressure and temperature conditions. However, under
high pressure, carbon can be transformed into a diamond structure which
is recognized as a metastable form of carbon [1–3]. Other carbon allotropic
forms reveal themselves in a molecular way: for instance, in the structure
with 60 atoms (C60) organized as a soccer ball called fullerene [4] or as carbon
nanotubes [5] which consists of a kind of a rolled structure.
Graphene was the name first suggested by Hanns-Peter Boehm [6] for a
single plane of graphite, a flat monolayer of carbon atoms organized in a
two-dimensional (2D) honeycomb lattice that can be viewed as a basic building
block of the graphitic materials which have different dimensionalities as is shown
in Figure 1.1: it can be wrapped up into fullerenes (nearly a 0D object), rolled
into nanotubes (nearly a 1D object) or stacked into graphite [7]. This 2D crystal
has been extensively studied, from the theoretical point of view, for more than
sixty years and used for describing properties of several carbon allotropes [8–11].
P. R. Wallace [7] presented, in 1947, the theoretical analysis of the electronic
structure of this monolayer, reaching the linear dispersion relation. Using
Wallace's two-dimensional band structure model, McClure, in 1956, calculated
the conduction-electron magnetic susceptibility [8]. However, graphene had
not been studied experimentally because it was presumed not to exist in the
free state. This idea was widely supported since the early 1930s. In particular,
a series of works performed by Peierls [12] in 1935 and Landau [13] in 1937,
pointed out that a 2D crystal could not exist because it was thermodynamically
unstable, i.e., at any finite temperature the thermal fluctuations in a low-
dimensional structure should lead to atoms displacements comparable with
interatomic distance. This argument was also later strongly supported by the
Mermin-Wagner theorem [14] and reinforced by the absence of an experimental
observation of any low dimensional material. Such observation came fifty years
later, in 2004, when Andre Geim and Konstantin Novoselov surprisingly isolated
single-atom-thick crystallites from bulk graphite using micromechanical cleavage
(or scotch-tape method) [15,16]. They isolated monolayers of carbon, transferred
them onto thin silicon dioxide (SiO2), and performed the characterization using
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Figure 1.1: Graphene as a 2-dimensional (2D) building block for other forms
of carbon with different dimensionalities: it can be wrapped up into fullerenes
(nearly 0D), rolled into nanotubes (nearly 1D) or stacked into graphite (3D).
Reproduced from [11].
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Figure 1.2: Monocrystalline graphitic films, which were described as a few atoms
thick stable under ambient conditions. Thin films were recognized as the first
two-dimensional crystal found: graphene. At the top-left corner: photograph
of graphene flake with thickness about 3 nm. At the top-right corner: atomic
force microscopy image of single-layer graphene. At the bottom: scanning
electron microscopy image of an experimental device prepared with graphene.
Reproduced from [15].
optical microscopy, scanning electron microscopy, and atomic-force microscopy
(Figure 1.2). However, at the beginning of the process, the yield was extremely
low and only a micrometer-sized graphene flake appeared in the large area
scanned [17–22]. Despite the attempts to obtain monolayers of graphite made
by several groups using mechanical exfoliation [23–26], nothing thinner than 50
to 100 layers had been produced before 2004.
Notwithstanding its short history, graphene has rapidly become one of the most
researched on the horizon of materials science and condensed-matter physics,
primarily because it was the first example of 2D atomic crystals demonstrating
unique physical properties and the potential for a number of applications. More
generally, graphene was the first of a new family of materials that offer new
phenomena for low-dimensional physics which never ceases to surprise, promising
to begin a new technological paradigm [16,17,19–22].
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1.2 Atomic structure of graphene
Graphene is a 2D atomic crystal which consists of a single graphite layer with
strong covalent bonds between carbon arranged in a hexagonal lattice. The
variety of structural forms of carbon results from a special electron configuration
that provides the ability to organize different types of bonds through atomic
orbital hybridisation [2]. The electrons in carbon, in the ground state, occupy
the 1s2, 2s2, 2p1x and 2p1y atomic orbitals and, only the four outer electrons
participate in the formation of the covalent chemical bonds (tetravalent element).
In bonds with other atoms, carbon usually promotes one of the 2s electrons
into the empty 2pz orbital, resulting in the formation of hybrid orbitals. In
graphene only two of the three 2p orbitals (px and py) hybridize to form three
new planar orbitals called sp2, which characterize the σ-bonds. They represent
a covalent in-plane bond responsible for the hexagonal lattice structure and the
high performance of the mechanical properties of graphene. The pz orbital with
the remaining electron is perpendicular to the plane and can be combined to
form the interplane pi-bonds, lower in terms of binding energy. Thus, graphene
represents a system with one electron per lattice site, i.e., a half-filled system.
The pz orbitals are responsible for the unusual electronic properties observed in
graphene [17–19,22,27].
The hexagonal lattice of graphene does not represent a Bravais lattice but
it can be viewed as two interpenetrating triangular lattices or a basis with
two non-equivalent carbon atoms, A and B, as shown in Figure 1.3 (left). As
the unit cell contains two carbon atoms, the energy spectrum originated from
pi-orbitals has two energy bands – a valence band and a conduction band. In
Cartesian coordinates, the basis vectors a1 and a2 of the unit cell in the real
space can be written as [27,28]:
a1 = (
√





3a0, where a0 = 1.42 Å is the nearest neighbor interactomic distance.
The reciprocal lattice is described by basis vectors b1 and b2:
b1 = (2pi/
√
3a, 2pi/a) and b2 = (2pi/
√
3a,−2pi/a) (1.2)
and the reciprocal constant is given by 4pi/
√
3a. Figure 1.3 (right) shows the
crystal structure of graphene in the first Brillouin zone and the respective high
symmetry points Γ, M , K and K ′ .
As previously mentioned, the structural stability of graphene has long been
intensively researched and, recently, many studies [29–33] have helped in
understanding the phenomenon, showing in-plane and out-of-plane distortions of
graphene structure which are crucial for the stability of graphene contradicting
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Figure 1.3: Left: The hexagonal lattice of graphene. Graphene can be view as
two interpenetrating triangular lattices (is not a Bravais lattice), represented by
the lattice unit vectors a1 and a2 and the nearest-neighbor vectors δi, i = 1, 2, 3.
Right: First Brillouin zone and the high symmetry points: Γ , M, K and K ′ .
Reproduced from [28].
the Mermin-Wagner theorem, according to which there is no long-range order
(crystallographic or magnetic) in two dimensions due to thermal fluctuations. In
fact, the stability at room temperature (RT) of graphene, is the consequence of
divergences at low k vectors when the integration of the atomic displacements
takes over the whole 2D k-space [33–36]. At any finite temperature, the
fluctuations diverge only for infinitely large 2D crystals as the divergences are
weak, due to the so-called logarithmic divergences, crystals of limited sizes might
exhibit infinitely small fluctuations [21,27,28].
It is usual to distinguish between single-layer, bilayer and few-layer graphene. As
its electronic properties depend strongly on the number of layers, and also their
relative orientation, graphene community considers 10 layers as the maximum
limit, since for a system with more than 10 layers it is considered to be a thin
film of graphite since it essentially behaves as this 3D material [27].
1.3 Properties of graphene
The physical properties of graphene are, in large part, the result of the
dimensionality of its structure. This 2D material uniquely combines extreme
mechanical strength, exceptionally high electronic and thermal conductivities,
impermeability to any gases, as well as many other supreme properties [11,21,22],
some of which reach theoretically predicted limits such as Young's modulus
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of 1 TPa and intrinsic strength of 130 GPa [37], room-temperature electron
mobility of 2.5× 105 cm2V−1s−1 [38] and an optical absorption in the infrared
limit of exactly αpi ≈ 2.3 % (where α is the fine structure constant) [39].
1.3.1 Electronic properties
Electronic properties represent the most explored aspect of graphene's physics.
Novel electronic properties with unprecedented characteristics are the main
reason why graphene has attracted so much scientific and technological interest.
A detailed description and extensive theory review were given by Castro Neto
et al. and Mikhail I. Katsnelson in references [28] and [40], respectively, as well
as in other text books such as references [41,42].
In graphene, most of the relevant electronic properties can be understood based
on the structure of the pz orbitals of neighboring carbon atoms resulting
in delocalized pi-bond (occupied or valence) and pi∗-bond (unoccupied or
conduction). Using tight-binding approach and considering a single electron
per atom, the band structure can be adequately described and the energy (E)
dispersion relation written as [28]:












3a0 keeps the same meaning defined previously in section 1.2 and
γ0 is the nearest neighbor overlap which takes a value between 2.5 eV and 3 eV.
Figure 1.4 shows the band structure of graphene calculated using equation
1.3. The physics of graphene is described by the nature of energy spectrum
close to the top of the valence band and to the bottom of the conduction band.
The momentum values at which the two bands meet are called Dirac points
(high-symmetry K and K ′ points). From Figure 1.4 it is clear that graphene
is a zero-gap semiconductor and, on the other hand, since the valence and
conduction bands only touch at two momentum points, the density of states is
zero at the Fermi energy, EF . This is a consequence of the hexagonal symmetry
of graphene (with two atoms per unit cell) which is conceptualized as two
interpenetrating triangular lattices. Notice also the conical shape of the valence
and conduction bands close to the Dirac points with negative and positive
energy values, respectively [18,28,42–44].
Equation 1.3 can be expanded close to the Dirac point (K or K ′), giving the
well-known dispersion relation that shows the linear relationship between energy
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Figure 1.4: Band structure of graphene as a function of the momentum kx and
ky in the hexagonal lattice, showing that graphene is a zero-gap semiconductor
because the valence band (at lower energy) and the conduction band at higher
energy are touching each other (at the so-called Dirac point). Reproduced
from [28].
and momentum, E(k):
E±(k) = ~vv|k − k′ | (1.4)
where k = (kx, ky) and vF = (
√
3γ0a/2a~). This particular linear-dispersion
relation is a direct consequence of the charge carriers behaviour as massless
Dirac fermions, which are well described by the relativistic Dirac equation [28],
in contrast with the energy-dispersion relation of charge carriers on ordinary
metals or semiconductors which is given by E = p2/(2meff ), where meff is
the effective mass of the electrons inside the material usually described by the
Schrödinger equation. The relativistic behaviour of the charge carriers (electron
or holes traveling with a group velocity of vF ' 1×106 ms−1 which is 300 times
lower than the speed of light c) has been known theoretically for many years
but the experimental discovery of graphene represents a new opportunity to
explore more deeply quantum electrodynamics (QED) phenomena by measuring
graphene's electronic properties [18,28,43].
Among unusual properties which can manifest themselves in graphene (Figure
1.5) are the experimental observation of the strong ambipolar electric field effect
[15] and the conductivity, σ, that increases linearly with increasing gate voltage
Vg for both polarities and never falls below a minimum value corresponding
to the quantum unit of conductance, even for charge carriers concentrations
tending to zero. Additionally, the linear dependence of conductivity on the
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Figure 1.5: First experimental observation of the electric field effect on few layers
of graphene by Novoselov et al. (A) Typical dependences of the resistivity (ρ)
on gate voltage (for the temperatures T = 5 K, 70 K, 300 K for top to bottom
curves, respectively). (B) Inversion of conductivity (σ). (C) Hall coefficient RH
as a function of the gate voltage, for T = 5 K. (D) Temperature dependence of
carrier concentration n0 for the film in (A) (open circles), a thicker few layers
of graphene (squares), and multilayer graphene (circles). Reproduced from [15].
voltage was demonstrated, independent of the temperature, between 10 and
100 K [15, 28].
Another unusual feature of graphene is the so-called anomalous integer quantum
Hall effect (IQHE) that was already experimentally observed [18, 45]. This new
effect which occurs at half-integer filling factors, was suggested by two theory
groups [46,47] and is intimately related to the existence of both electron-like and
hole-like Landau states at exactly zero energy. The IQHE was also observed,
for example, on Si-GaAlAs heterostructures. However, in graphene, it can be
observed at room temperature because of the large cyclotron energies of the
Dirac fermions [28].
One of the most interesting phenomena of Dirac fermions theoretically predicted
[48] and observed on graphene [49] is the so-called Klein paradox. This paradox
refers to the ability of Dirac fermions to be transmitted with probability
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one through a classically forbidden region, due to the result of suppressed
backscattering (massless relativistic particles, such as photons, always move
with constant velocity) [28].
1.3.2 Magnetic properties
Although graphene is diamagnetic, local magnetic moments can originate from
defects and adsorbed atoms or molecules [27]. Native defects (vacancies) are
the result of removing carbon atoms from graphene lattice and can cause
quasilocalized states at the Fermi level, which can be responsible for inducing
magnetic ordering on graphene [50,51]. Theoretical studies have been undertaken
in order to understand the induced magnetic moment for several kinds of
defects [27, 52–55] showing that the induced magnetic moment can change
between 1.12 µB and 1.53 µB per vacancy and at same time is highly affected
by the defect concentration [52]. However, the local magnetic states caused by
defects can be totally destroyed by a simple introduction of hydrogen atoms in
the vacancy region [53] or, in the opposite way, give higher macroscopic magnetic
interaction when the element is, for example, nitrogen [54]. Magnetic ordering by
doping on defects of graphene lattice was also reported for other elements, which
can be responsible to promote localization of the pi-orbitals of edge regions [56].
It was already confirmed that such doping or adsorption will lead to a magnetic
moment around carbon atoms caused by spin-polarized states localized around
the external element. For the particular doping with hydrogen atoms on defects
regions of graphene, it was shown that when hydrogen atoms are distributed
on the same sublattices can induce high ferromagnetic coupling [52, 57]. On
the other hand, when the dangling bonds of carbon atoms are saturated, it
leads to a non-magnetic system. Other studies for several elements adsorbed or
introduced on graphene defects and the ability to induce magnetic phenomena
in the graphene-based system can be found in references [58–60].
Besides single-atoms effects, theoretical research predicted that the geometric
shape of the defects should play an important role in the magnetic properties
of graphene. As the size of sheets is reduced in graphene, edge states can
play an important role (Figure 1.6) where unique spin and magnetic states
for well-defined graphene nano-geometries were predicted [61–70]. In addition,
quantum-dots were reported to switch spin polarization and to unveil the edge
states magnetism of graphene. Experimental investigation into the magnetism
of intrinsic quantum-dots is of great significance and highly anticipated revealing
the vast potential for developing applications such as spintronic devices [71–73].
Despite a great number of publications related to the theoretical studies of spin
polarization and magnetism in graphene, experimental research is limited. Many
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Figure 1.6: Single-atom defects can induce magnetism in graphene: magnetic
moments induced by the vacancy disorder in a representative configuration with
defects in both sublattices, A and B. In nanometer-size region 1 and 2, the
local vacancies with distinctive triangular patterns, determine an orientation of
the magnetic moments characterized by an antiferromagnetic coupling between
the two lattices. In contrast, in region 3 the proximity of two defects pertaining
to opposite sublattices produces no local magnetic moments. Reproduced
from [61].
studies are essentially based on superconducting quantum interference device
(SQUID) measurements due to its high sensitivity and are focused on the study of
the impact of magnetic impurities on the magnetism of graphene [27]. Electron
paramagnetic resonance measurements of paramagnetism are also useful but
limited because of the large number of spins required for detection. Highlight
for Nair et al. [74] that has studied magnetism in graphene by inclusion of
point defects and adsorbed atoms on its surface. Adsorption of fluorine results
in strong paramagnetism that accrues with increasing concentration of the
adsorbed element.
1.3.3 Chemical properties
Graphene has a similar structure of benzene and polycyclic aromatic
hydrocarbons and, for this reason, its chemical properties can be inferred
from these compounds. The chemical modification of graphene is possible by
acting on sp2 hybridisation by adding new bonds made with exogenic functional
groups. However, perfect flat graphene is quite chemically inert because of
the high strength of its extremely rigid structure, requiring high temperatures
or high energetic species to complete the reactions. Otherwise, the yields of
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the reactions are low [75]. In contrast, carbon nanotubes and fullerenes, due
to the curved surfaces, can induce a strain in hybridized electronic structure
improving the chemical functionalization [75–77]. In this context, it is much
easier to manipulate chemically derivative graphene materials than graphene.
The relevant studies on chemical properties and chemical manipulations of
graphene and derivative species cover electron transfer chemistry, chemical
functionalization, and catalysis, with the special focus on the biomedical
applications. Electron transfer is defined as chemical reactions and processes
that involve the relocation of an electron between graphene and other chemical
species or structures which can work as charge donors or acceptors. In such
way, that will be directly responsible for the modification of the properties and
capabilities of graphene [78]. The electron transfer is intimately correlated with
the chemical functionalization of graphene and how this procedure is activated
by breaking up the pristine lattice: covalent or noncovalent pi − pi interactions
as result of adhesion of atoms or molecules on the graphene surface [79–81].
Note that this procedure can be done with the external help by applying an
electrochemical bias or, passively, without it [78]. Figure 1.7 shows the case
of incorporation of a functional group on graphene by covalent bonds. This
process results in robust linkages to the graphene lattice and electron transfer
assumes a prominent role in the nanodesign of the species to obtain the desired
functionalization as well as the control of reaction rates, morphologies, and the
specific lattice site. Chemical functionalization can be optimized and controlled
in a certain way by using different methods with a pertinent interest in the
selective etching of graphene to form edges and nanopores which are highly
reactive, with unique chemical and physical properties to develop membranes
and filtration applications [82–86].
It has been proposed to utilize defects in graphene as catalytic active centers,
including oxygenated functional groups, carbon vacancies and holes, edge effects
and the presence of dopant elements. The huge potential of graphene as a metal-
free catalyst results from the large area available and the collective properties
being able to adsorb substrates and reagents and activate them by charge
transfer [87–89].
1.3.4 Mechanical properties
The sp2 hybridisation on graphene, with covalent trigonal bonding, also plays
a relevant role in the mechanical properties. According to the principle of
maximum overlapping, bonding in graphene should be very strong due to the
high level of overlap between atomic orbitals. Taking into account the three-fold
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Figure 1.7: Covalent functionalization of graphene via electron transfer: aryl
group can be coupled to graphene using aryldiazonium salts and the bond
involves electron transfer. (A) Schematic mechanism of electron transfer from
graphene generate aryl radical, which forms covalent bond with graphene lattice.
(B) The electron transfer is the rate-limiting step: regions of higher electron
density are more reactive. Reproduced from [78].
coordinated C − C bond, graphene possesses the strongest chemical bond and
exhibits exciting mechanical properties [27,90].
Atomic force microscopy (AFM) measurements show that a monolayer of
graphene is partially elastic with a fracture strain of 25 %, i.e., graphene can
expand by approximately 25 % before failing [37, 91, 92]. Having an effective
thickness of  = 0.335 nm [93], graphene exhibits a Young's modulus of E =
1.0 TPa, an intrinsic strength of σint = 130 GPa, and elastic stiffness (E × ) of
around 335 Nm−1 [91, 94]. However, a semiempirical unbinding tensile force
model predicts an intrinsic strength 20 % higher than the experimental one of
around σint = 162.7 GPa [95]. Further, Poisson's ratio obtained by molecular
dynamics simulations is in good agreement with the published data [96] of about
νb = 0.21. Similarly to what happens with other properties, the mechanical
properties previously described of graphene sheets are dependent and deeply
affected by structural modifications, such as defects, vacancies, grain boundaries,
as well as by adsorption of atoms or molecules on the surface [97].
1.3.5 Thermal properties
Graphene shows a very high in-plane and a relatively low out-of-plane thermal
conductivity [98]. The unique thermal properties of graphene are largely derived
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from the low mass of the carbon atoms and are due to the strong and anisotropic
bonding dependent on the covalent sp2 hybridisation. The thermal properties of
graphene at room temperature (RT) are dominated by the acoustic phonons [98]
which are strongly dependent on the number of layers of the graphene sample.
The specific heat, c, of graphene is considerably higher than that of graphite
and diamond below room temperature [98–101].
The thermal conductivity (K) of different forms of carbon varies significantly,
from as low as 0.01 W/mK for amorphous carbon to as high as 2000 WmK−1
for graphite. Taking into account the intrinsic obstacle for performing
thermal measurements with atomically thin materials, the experimental studies
on graphene, [27, 102–106] by non-contact Raman optothermal technique,
allowed measuring the thermal conductivity above the graphite limit around
3000 WmK−1 near RT for sufficiently large areas of graphene flakes.
1.4 Graphene production methods
The evolution of graphene's market is intrinsically connected with the progress
and ability to produce large-area, defect-free, single-crystal graphene, reducing
the cost and increasing the production capacity. Currently, as shown in Figure
1.8, several methods can be applied to obtain graphene with control on the
number of layers and shape but differing in terms of the sample quality as
well the corresponding price. The properties and intended applications of a
particular grade of graphene depend very much on the quality of the material
and, for this reason, it is obvious that an appropriate choice of the production
method of the samples must be judicious.
One of the simplest methods to produce graphene is the one applied by Andre
Geim and Konstantin Novoselov [15,16] when they isolated graphene for the
first time: the mechanical exfoliation using scotch tape to exfoliate graphite into
individual planes. The ease of production and its low cost make this method
the most popular way to prepare graphene with flake areas of few micrometers.
An alternative but similar way that can be used to obtain individual layers is
the liquid-phase exfoliation of graphite by exposing the graphite surface to a
non-aqueous solvent and a selected surfactant, applying a surface tension by
ultrasonication [107,108].
High quality graphene samples with micrometers dimensions can also be reached
by sublimating Si atoms of a SiC wafer [109–112], molecular beam epitaxy
(MBE) [113] as well laser ablation from graphene flakes [114] with micrometer
thickness. However, these methods are not cost-effective enough to be applied
to produce on a large scale. Other methods of graphene synthesis include
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Figure 1.8: Different methods to produce graphene are actually available, which
allow a wide choice in terms of size, quality and price, according the intended
application. Reproduced from [22].
decomposition of ethanol in a microwave plasma and the spray pyrolysis of
sodium ethoxide, as well by the longitudinal cutting of carbon nanotubes, which
allow to produce platelets of graphene [115].
However, electronic and other technological applications require the production
in large quantities. Chemical vapour deposition (CVD) [116,117] can be used to
produce large-area uniform graphene film on a variety of polycrystalline metal
substrates using a range of experimental conditions. Copper is one of the most
used substrates for graphene growth because of the small solubility of carbon
in this metal (even at high temperature), responsible for a self-limited growth
mechanism leading to single-layer graphene formation [118]. The process of
graphene growth on Cu is essentially guided by surface processes, in particular
by diffusion, involving the carbon radicals/atoms released by the catalytic
decomposition of the carbon feedstock at high temperature [118]. After CVD
graphene growth between 1000 ◦C and 1100 ◦C, the metal foil is dissolved by
wet chemistry, thus releasing the graphene sample grown on it. The process is
typically followed by transfering the graphene layer to the desired substrate,
such as Si, Ni, Cu or even other substrates, in particular plastics on which it is
difficult to grow graphene directly. This method, which allows to obtain several
square meters of graphene, has a number of issues that need to be solved, in
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particular, eliminate the presence of defects, essentially due to corrugations,
ripples, and wrinkles which result from the transfer method to the substrate.
On the other hand, the roughness of the copper substrate is a key parameter for
the synthesis of graphene, since it controls defects into graphene films during
their growth, not only grain boundaries, but also other kinds of defects. A novel
growth technique is being explored in which graphene is synthesized on capped
Cu thin films deposited on c-plane sapphire resulting in (111)- oriented films
exhibiting millimeter-size grains [119].
In spite of the huge efforts to develop different methods to grow or synthesize
graphene, many of which remained unmentioned here, they are intended to
become commercially viable to produce graphene in quantity, with areas, and
quality enough for both science and industry.
1.5 Emergent applications of graphene
The last decade has witnessed numerous breakthroughs in research of graphene
on the horizon of materials science and condensed matter physics and,
despite its short history, has already revealed a whole panoply of new
applications. Theoretical and experimental studies have been intensively
undertaken, regarding the electronic, optical, magnetic, thermal, and mechanical
behaviour of this exciting material which has the possibility of being modified
in a controllable way. The possibility of engineering a specific chemical and
physical property of graphene promises to revolutionize electronics technology
and graphene nanodevices are expected to be applied in different fields in our
quotidian existence [95,96,102,120–124].
In fact, graphene represents an unusual combination of properties [21] and,
for this reason, there is a high level of expectation for the future applications
based on this material which is able to replace successfully many materials
in a great number of already existing applications. Based on the extreme
mechanical strength and high electric conductivity, graphene can be used as
the support structure to study biological samples or other kinds of materials in
transmission electron microscopy (TEM), moreover, graphene membranes are
already available to be bought from several companies [21, 81, 125, 126]. The
mechanical strength and high crystallographic quality are also the requirements
graphene meets as a perfect gas barrier [127] as well as in strain gauges [128].
Another interesting application which benefits from the high transmittance
(of over 90 %) of graphene is the transparent conductive coating applied in
optoelectronic devices such as liquid crystal displays, electronic paper, and
organic light-emitting diodes, some of which have been already developed
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[107,129]. In addition, high response speed and carrier mobility, outstanding
mechanical flexibility, and the chemical durability provide graphene with the
capacity to develop flexible electronic devices [117]. The inexistence of a bandgap
represents a disadvantage to incorporating graphene into optoelectronic devices
due to the short lifetime of exciton separation. However, the interaction of
graphene with external elements or molecules and the possibility of tuning up
its properties opens new ways to realize optoelectronic devices. Photodetectors
have been developed recently from a heterostructure based on graphene on top
of a photonic integrated circuit, with large mobility up to 60000 cm2V−1s−1
in response times of 3 ps [130]. Applications of graphene in light emitting
diode (LED) are also being developed, where graphene can act as the injector
of electrons and holes into the active junction [131,132].
Ultrafast photodetectors [133] and efficient mode lockers [134] are presently
two of the most studied photonic devices, using the behaviour of the massless
Dirac fermions with high mobility and high Fermi velocity. Photodetectors
with responses of up to 40 GHz [135] and detector operations of 10 GHz [136]
have been demonstrated. Nevertheless, some limitations were identified in
the maximum responsivity because of the limited absorption due to the small
effective detection areas and the thinness of graphene [21,136].
Field effect transistors based on graphene, with the ability to eliminate the
Coulomb and resonant scatters, have allowed to achieve mobilities around
106 cm2/Vs at low temperatures [17] in freestanding devices, indicating the
way for developing high-frequency applications. Studies reported a value for
the cut-off frequency of around 300 GHz, for a graphene transistor, with the
possibility of extending it up to 1 THz, although an order of magnitude lower
in comparison with a conventional device [137].
Other applications based on the electronic properties of graphene worth
mentioning are sensitive gas detectors [138], which take advantage of the large
area available for detecting a single foreign molecule that can be attached.
The research into new efficient renewable energy technologies must include
graphene as a pillar of the future studies. Solar cells appear to be the most
researched devices in energy storage, where graphene assumes two important
roles: it acts as the active medium and as a transparent electrode material [22].
Graphene is extremely sensitive to the environment and it is obvious that its
application in the domain of sensory and metrology, for instance, in magnetic
field measurements and, to DNA sequencing [22].
The usage of graphene to produce memory devices is also an important sector
within the domain of graphene applications. Recently, appeared new memory
prototypes using graphene as a floating gate integrated into a heterostructure
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Figure 1.9: Illustration of an application based on graphene oxide as a drug
delivery nanodevice. Since graphene oxide exhibits good dispersibility in water
allows development of a wide range of biomedical applications. Reproduced
from [140].
of MoS2 and hexagonal Boron Nitride barrier, developed with erase/program
ratios as high as 109, with retention times over 104 s [139]. Several properties
including the large area surface, chemical purity, and the possibility of
functionalization also make graphene the desired material for bioapplications.
Among tissue engineering in regenerative medicine, imaging, and detection of
biomolecules including glucose, cholesterol, hemoglobin and DNA, graphene has
been proposed as the innovative solution to the whole nanomedicine problem
area [132]. The functionalization possibility and the ability of tuning up the
electrical properties make graphene the natural choice as a high-sensitivity
biosensor. In fact, the biocompatibility of graphene is another issue that must
be considered since graphene - a carbon surface- allows strong, non-destructive,
interfacial interactions at the cellular level [140–142]. In addition, the precise
modification of chemical properties allows to exercise the absolute control over
the drug quantity and the release rate in specific parts of the body as drug
delivery vehicles (Figure 1.9) [140,143].
Graphene has also been thought to be a novel material to address the pressing
global environmental problems. Graphene-based materials such as sorbent or
photocatalytic for environmental decontamination, as membranes for water
treatment, desalination, and as electrode materials for contaminant monitoring
or removal are some of the solutions proposed in this context [144–148].
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1.6 Graphene derivatives and other 2D materials
Despite the similar sp2 hybridisation and honeycomb structure, when compared
with other carbon structures such as fullerenes (0D) and carbon nanotubes (1D),
graphene exhibits uncommon physical and chemical properties, also radically
different from sp3 carbon compounds. One of the most studied graphene
derivative materials is graphene oxide (GO) which uses graphite oxide as a
starting material and is obtained by chemical exfoliation in aqueous media using
functional groups to reduce the interplanar forces and with aid of stirring or
sonification. Graphene oxide and reduced graphene oxide (rGO) are graphene
derivatives materials that appear as alternatives to overcome the expensive and
relatively difficult production of graphene. GO is a single-atomic-layer material
made by the powerful oxidation of graphite, i.e, is an oxidized form of graphene,
decorated with oxygen-containing groups. Note that, due to the disruption of
its sp2 hybridisation, GO is often described as an electrical insulator in contrast
with graphene. Despite the rather random functionalisation of each layer and
compositional variations depending on the preparation method that is used, it
has the advantage of being easily dispersed in water and other organic solvents
as well as in different matrices due to the presence of the oxygen functionalities.
The chemical reduction of graphene oxide is currently seen as a suitable method
of mass production of graphene allowing to separate individual carbon layers
and isolate them without modifying their structure [27].
The superlative properties of graphene are the result of the low-dimensional
confinement of the charge carriers. Based on this fact, several efforts have been
triggered in order to reach other 2D materials with novel and exciting properties,
different of their 3D counterparts. As along with graphite, many other crystals
are arranged as a layered structure, with strong in-plane bonds and van der
Waals inter-plane bonds, which can be exfoliated into a 2D material. The family
of layered crystals includes superconductors, metals, semi-metal, semiconductors,
and insulators materials, as shown by Figure 1.10 all of them offering a large
list of possible new 2D materials. Thus, strategies, similar to those applied to
graphene, can be adopted to find other new 2D materials [11,16,22].
Other atomic crystals have received attention recently and have been synthesized,
including silicene (from Si) [150], antimonene (from Sb) [151] and phosphorene
(from P) [152]. All these new atomic crystals possess different physico-chemical
properties: silicene is characterized by high instability because it can react with
air, antimonene is an indirect gap semiconductor with strong spin-orbit coupling,
and phosphorene is a stable allotrope of phosphorus and an semiconductor.
Following graphene's example, using micromechanical or chemical exfoliation
applied to layered structures, notable examples were obtained such as NbSe2
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Figure 1.10: Several atomic crystals were already obtained with different
electronic behavior: metallic (NbSe2), semi-metallic (graphene), semiconducting
(TiS3, antimonene, phosphorene, SnS, MoS2) and insulating (h-BN). Band
structures an respective crystalline lattice of different 2D materials determined
by density functional theory. Reproduced from [149].
[17, 153], MoS2 [17, 154] and other dichalcogenides, with stoichiometry of MX2,
whereM are the metal atoms arranged in hexagonal layer andX is the chalcogen
atom [153]. Transition metal dichalcogenides (TMD) represent a large family
of crystals, with many different possible structures as well as a wide array of
properties. In general, TMD exhibit strong spin–orbit coupling effects, and
their electronic band structure is very dependent on the number of layers [155].
Group IV monochalcogenides appear as 2D crystals with 2 elements, with
formula MX (M =Ge, Sn and X =S, Se) and orthorhombic structures, capable
of having indirect gap in its electronic band structure and evidencing piezoelectric
properties with two orders of magnitude higher than TMD [149,155].
Transition metal trichalcogenides (TMT) with formula MX3 (M = Ti, Zr,
Hf and X = S, Se, Te) represent another family of 2D materials with
trigonal prismatic MX3 chains [149]. TMT, where each transition metal M is
coordinated to eight chalcogen atoms, X, show new possibilities in terms of
electronic and optical properties [1.125], as was found in the most attractive
compound, TiS3 [155,156].
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Hexagonal boron nitride (h-BN) appears to be one of the first 2D materials
researched [16,27,157–159]. With B and N atoms sitting on different sublattices,
it is a band insulator and displays a direct band gap of 4.5 eV at K and K’
points of the Brilluin zone. h-BN is widely researched also because it can be
used as an excellent substrate to support and encapsulate graphene devices.
If 2D materials promise a wide range of new properties, heterostructures made
up of different layers of such materials provide even a greater scope. 2D-based
heterostructures [20–22] can be tuned up with atomic precision from these 2D
building blocks to fit a multitude of possible applications. Several systems have
already started to appear, with vertical tunnelling transistors based on this
type of new 2D-heterostructures.
Some of the new 2D materials possibilities, isolated or synthesized, were shown
here to illustrate the idea of the intense activity in this field of research that
promises new exciting phenomena to be discovered and explored.
1.7 Adsorbed atoms and molecules on graphene
The modification of graphene properties in a controllable way is a challenging
issue with both fundamental and applied interest. Although the properties
of graphene can be modified by the interaction with certain substrates and
atomic doping, it is inconvenient because it can promote intrinsic and extrinsic
defects (corrugations of the graphene sheet, and short-range structural disorder)
degrading the basic electronic structures of graphene that reduce the mobility of
charge carriers which are difficult to control [122, 160,161]. In this context, the
adsorption of atoms (adatoms), molecules (admolecules) or other self-assembled
structures on graphene is an attractive approach to tailor the physical properties
while minimizing detrimental effects. This work reported in this thesis is framed
in this context: studying local atomic configurations of adsorbed species and
their stability, as a step towards understanding the modifications induced on
the macroscopic properties of graphene.
1.7.1 Stability and structural configurations
Intense experimental and theoretical research is being carried out, addressing the
interaction of adsorbed atoms on graphene to form a variety of structures, stable
or metastable, which can be manipulated to produce new functional phenomena.
So far, theoretical studies have essentially been based on density functional
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theory (DFT), focused on the adsorption of different species of adatoms on
graphene.
Light elements are probably the most investigated type adatoms. A notable
example is the research performed by Simone Casolo et al. [162], with the
aim to understanding the adsorption of hydrogen adatoms, individually or in
clusters, with different configurations. In the same context, R. Acosta et al. [163]
reported electronic structure calculations focused on the influence of an external
electric field on the adsorption barrier of hydrogen adatoms. The analysis
of the electronic charge density of the graphene-H system allowed to explain
the influence of the electric field on hydrogen physisorption-chemisorption,
confirming the possibility of manipulating the adsorption of H on graphene
by applying an electric field. Extensive DFT calculations [164], which include
van der Waals (vdW) interactions, allowed to estimate the activation barriers
involved in the desorption and migration processes of a single H adatom on
graphene monolayers and bilayers.
Carbon adatoms on graphene were also studied using first-principles calculations
to understand the stability, coverage, migration, and cluster formation. The
stability of high carbon coverage in a periodic organization was analyzed by C.
Ataca et al. [165], focusing on the evaluation of the changes in electronic and
magnetic properties. The stability of other adatoms, such as boron and nitrogen,
along with organic molecular dopants, is being also studied as a means to modify
the electronic structure, optical, and transport properties of graphene [166,167].
More recently, Ivan Shtepliuk et al. [168] presented an investigation of the
interaction between heavy metals (Cd, Hg, and Pb) with graphene quantum
dots aiming to understand the behaviour of these metals on graphene surface
and the response of graphene to adsorption. This study suggested a route
towards the development of a graphene-based sensing platform for the optical
detection of toxic heavy metals.
Water molecules are also intensively studied, owing to the fundamental interest
as well as its practical impact. Relevant research has been done regarding the
behaviour of water on the surface of graphene. DFT calculations have been
performed to explore properties of water such as the flow and its structure
predicting many phases and configurations. The reported results are however
sensitive to the modeling conditions, and appear sometimes conflicting. A
particularly relevant DFT work is that of O. Leenaerts et al. [169], dealing
with the stability of water admolecules on graphene: equilibrium position,
orientation and adsorption energy. Molecular dynamics simulations suggested
the appearance of an ice monolayer [170] and a flat hexagonal ice [171]
under confinement at ambient conditions, respectively for water inside mica
(hydrophilic structure) and graphite (hydrophobic structure). Following those
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studies, Algara-Siller et al. [172] observed, using high-resolution electron
microscopy, water confined between two graphene sheets, described as an
archetypal example of hydrophobic confinement. According to this study, this
kind of nanoconfined water at room temperature forms a square ice phase having
symmetry qualitatively different from the conventional tetrahedral geometry of
hydrogen bonding between water molecules. Other studies based on molecular
dynamics simulations indicate that this square ice should be present inside
hydrophobic nanochannels independently of their exact atomic nature. This
idea based on water contained between two graphene sheets and under ultrahigh
pressure was also explored by YinBo Zhu et al. [173]. According to this study, the
mechanism of layered structures is mainly attributed to the spatial confinement,
where graphene works as an epitaxial template, and the encapsulating pressure is
critical for the appearance of in-plane orders. Most of the first-principle studies
aiming to unveil the stability of single water molecules or aggregates on graphitic
layers use approaches that include empirical van der Waals interaction [174].
Numerous other studies have focused on the stability and effect of adsorbed
structures on graphene: acids and oxidants [175] can significantly perturb the
electronic sp2 structure of graphene and functionalize it by forming covalently
attached hydroxyl and epoxide groups; benzene and naphthalene bind very
weakly on graphene [176]; ring structures of aromatic and non-aromatic
molecules, including DNA and proteins [176], interact with graphene through
non-covalent bonds, such as van der Waals interactions.
1.7.2 Induced effects
The interest in H adatoms on graphene systems [52,177–180] from the possibility
to modify its properties, for example, by inducing an intrinsic magnetic moment
around the adsorption site, depending on the spatial configuration of H adatoms.
Theoretical studies of the electronic and magnetic properties of graphene
functionalized by 3d transition-metal (TM) adatoms, predict magnetic properties
with potential application in spintronics [73,181]. Sevinçli et al. [182] studied the
binding energies, the electronic and magnetic properties of graphene adsorbed
with 3d TM atoms (Co, Cr, Fe, Mn, and Ti) revealing a wide range of binding
energies between 0.10 eV and 1.95 eV , depending on the species and coverage
density. The experimental evidence for Kondo effect in graphene adsorbed with
Co and the great efforts to understand this phenomenon [183,184], make this
element one of the most studied (theoretically and experimentally) among the
TM elements [184–189].
Several theoretical and experimental groups have reported that the adsorption
of heavy metals on graphene, such as Pd, Au, Ag, and In, can trigger significant
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changes in the properties of graphene [190–193]. R. Thapa et al. [190], using
first-principles calculations, studied the electronic and magnetic properties of
Pd adatoms and dimers adsorbed on graphene. A shift of pi and pi∗ bands and
a magnetic moment for Pd dimer adsorption and its direct relationship with
the spatial configuration was reported.
The influence of water clusters on the electronic properties of graphene was
studied by O. Leenaerts based on DFT [194]. In this study, water was found in
a cluster configuration which tends to orient their dipole moments in opposite
directions, canceling them on average. Alternatively, for an ice structure
on freestanding graphene sheets, an appreciable total dipole moment was
found. It is also accepted that the hydrophilic property of graphene can be
affected by the underlying substrate. Other DFT studies have predicted that
water physisorption may induce impurity states close to the Fermi level of
graphene [174] and that the presence of small adsorbed aggregates has a small
influence on the electron mobility. Water adsorption has been proposed as a
means to open an energy gap in the band structure of graphene. Yavari et
al. [195] have achieved a tunable bandgap of up to ∼ 0.21 eV using a technique
based on water adsorption to the graphene surface, without chemically changes
on graphene.
Studies addressing many other molecules adsorbed on graphene have been
reported, including small gas molecules (H2, O2, CO, NO2, NO, and NH3),
aromatic, and non-aromatic molecules (F4-TCNQ, PTCDA, TPA, Na-NH2,
An-CH3, An-Br, Poly (ethylene imine) (PEI), and diazonium salts), and various
biomolecules such as peptides, DNA fragments, and other derivatives [27,122].
First principle calculations of adsorption of small gas molecules on graphene,
such as NH3, CO, NO2, N2O and NO show that the molecules can act as
electronic acceptor or as donor [169]; NO2 can introduce a relatively strong
p-type doping but NO causes a n-type doping. According to X. Wang [66],
who focused on the analysis of NH3 admolecules on graphene, the process of
charge depends on the orientation of the molecule, and there is almost no
charge transfer when the H atoms are pointing towards the graphene surface.
It seems evident that modifications in the electronic structure of graphene
strongly depend on the balance between adsorbate–adsorbate interactions and
adsorbate–graphene interactions. For example, adsorption of molecules of NH3,
CO and HF which stabilize on graphene with different binding energies [196]
can induce a band gap, up to 1.5 eV – 2.0 eV [197].
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1.7.3 Experimental techniques
Experimentally investigating the interaction between graphene and individual
adatoms or admolecules, and how these adsorbed impurities are organized the
on graphene lattice, is a challenging task. Recent developments in microscopy
techniques enable direct imaging of individual adatoms and admolecules on
graphene as well as revealing the local electronic structure [198].
Transmission electron microscopy (TEM) has been a useful tool used for studying
individual adatoms and admolecules on graphene since it enables one to image
with atomic resolution, and also allows to conduct various other characterizations
simultaneously. The resolution limits of TEM systems are being pushed by the
inclusion of aberration correctors and other techniques such as monochomators.
Aberration-corrected transmission electron microscopy (AC-TEM) can provide
information about atomic arrangements, elemental nature and site of individual
of adsorbent within graphene at low accelerating voltages, reducing specimen
damage, although images are often noisy and difficult to interpret. High-
angle annular dark field imaging performed in scanning transmission electron
microscopy (STEM) produces higher definition images, which allows one to
more readily distinguish between lighter and heavier adatoms in an image,
but may degrade graphene monolayers due to the high electron flux of the
highly focused electron beam [198]. A fast Fourier transformation (FFT) of
the diffraction pattern obtained by TEM is also used to obtain the images
of the species adsorbed on the graphene. One such study was performed by
Schaeffel et al. [199], dedicated to the investigation of the dynamics of N-Methyl-
2-pyrrolidone (NMP) hydrocarbon molecules and other adatoms on few-layer
graphene. The non-destructive images obtained by TEM [200] were fundamental
to demostrate that Pb and Te adatoms deposited on graphene are attached to
a surface layer of amorphous carbon that resides upon the graphene, as well as
in the edge regions. By combination of AC-TEM and data from a focal series
of low beam density images, Reza J. Kashtiban et al. [201] showed a stable
C2F chair on graphene by direct imaging of individual C atoms and alternating
C–F atom pairs at atomic resolution. Besides that, the obtained images also
indicate a pristine long-range order in this structure. T. P. Hardcastle et
al. [202], explored the stability of Al and Au adatoms on graphene using STEM
images. The mentioned adatoms were observed exclusively at edge sites, and
also on hydrocarbon-contaminated regions. On the other hand, the pristine
regions of the graphene lattice are completely devoid of adatoms. Based on a
combination of STEM and EELS, Quentin M. Ramasse et al. [203], revealed
striking differences in electronic structure between two distinct geometries of
single substitutional Si in graphene. Individual Au atoms and Au clusters were
observed on few-layer graphene using STEM with high-angle annular dark-field
image [204]. This study identified the individual atom positions using the
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corresponding STEM bright-field image and also demonstrated that the clusters
nucleate exclusively in the hydrocarbon surface contamination.
Scanning tunneling microscopy (STM) and spectroscopy (STS) are also widely
used for the characterization of adatoms and admolecules on graphene, as
well as to study the influence of adsorbent species on the morphology and
electronic structure of graphene. The work performed by M. Gyamfi at al. [205]
using STM to study the stability of iron adatoms on graphene is a particularly
representative example. It revealed, on the one hand, the capabilities of this
technique for studying single adatoms and, on the other hand, demonstrated
that graphene-Fe system exhibit different electronic properties depending on
the Fe adsorption site. The measurements performed by V. W. Brar et al. [206]
using STM showed that Co adatoms on graphene can be controllably ionized by
application of a bias voltage. This study also demonstrated that Co adatoms
can be reversibly ionized. STM has also been used to study the Kondo effect of
a single magnetic adatom on the surface of graphene [207], demonstrating the
influence of the direct tunneling channel between the STM tip and graphene
and also that the lineshape of the Kondo resonance is unaffected.
Various other methods are used in the context of adatoms and admolecules on
graphene, such as surface enhanced Raman scattering (SERS) [208, 209] and X-
ray photoelectron spectroscopy (XPS) [210,211], often providing complementary
information on the local atomic configuration, the electronic structure, and the
effect on the properties of graphene induced by the adsorption.
Chapter 2
Objectives and outline
The goal of the work described in this thesis is to advance the understanding
of adsorption of heavy metals on graphene. In particular, we explored the
capabilities of a novel experimental approach based on hyperfine techniques,
combined with density functional theory (DFT) calculations. To accomplish
this goal, we followed three main paths:
(1) Investigating the interaction of heavy metal adatoms with pristine
graphene, without interference from other species, in terms of the
stability of different local atomic configurations and the associated
electronic structure. For different heavy metal elements (Ag, Cd, In and
Hg), local configurations and nominal concentrations, we studied the electronic
structure, binding energy and migration energy using DFT. Detailed studies
were carried out for Hg-graphene, as a model system, i.e. testing various
functionals and covering a wide range of nominal concentrations. For Ag, Cd,
In, we carried out more targeted studies, based on the extensive calculations
for Hg.
(2) Exploring the capabilities of hyperfine techniques to experimen-
tally probe graphene-adatom interactions. The DFT study mentioned
above included the calculation of the hyperfine parameters for each configuration.
Based on these calculations, we investigated to what extent the electric field
gradient (EFG) can be used as a signature of the local atomic configuration and
bonding stability. In an experimental scenario, avoiding interference from other
species in the adsorption mechanism corresponds to performing the deposition
and characterization in-situ, under ultra-high vacuum conditions. The DFT
study presented in this thesis forms the basis for a new experimental approach
that is currently being developed at the ISOLDE facility at CERN, using
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the ASPIC setup (Apparatus for Surface Physics and Interfaces at CERN),
where a multitude of radioactive isotopes can be deposited and measured using
perturbed angular correlation (PAC) spectroscopy.
(3) Investigating the role of extrinsic species on the adsorption and
stability of Hg. In parallel to the DFT studies mentioned above, dealing with
the adatom-graphene interaction without interference from other species (1 and
2), we studied the effect of extrinsic molecules (e.g. water and oxygen, in solution
or in the atmosphere). For that purpose, we carried out PAC measurements
and interpreted the experimental results using DFT calculations. In addition to
providing new insights on heavy-metal adsorption on graphene, this work was
aimed as a proof-of-principle for the use of hyperfine techniques to study the
interaction between graphene and adsorbed atoms or molecules, at the atomic
scale.
The first chapter of this thesis introduces graphene, in terms of its historical
context, atomic structure and main properties. Particular emphasis is given to
adsorbents (adatoms and admolecules) on its surface and the induced effects.
The specific problems addressed in this thesis are positioned within the available
literature, defining the directions which motivated our studies. A brief overview
of the production methods, technological applications, and other 2D materials
is also given in Chapter 1. Chapter 3 consists of a synthetic description of
density functional theory (DFT), from the initial idea to the crucial theorems
of Hohenberg and Kohn and to the development of the theory. The exchange-
correlation functionals used in this thesis as well the principal software (wien2k
and VASP) are also introduced. Chapter 4 contains a general overview of
the main experimental technique used here: perturbed angular correlation
(PAC) spectroscopy. The theory behind PAC as well the technical aspects of
the experimental setup are presented. In this context, the ISOLDE-CERN
radioactive on-line facility, where the radioactive samples were prepared and
measured, is also introduced. The results are presented in Chapter 5 and
Chapter 6, based on the manuscripts which have been published, submitted or
are in preparation for submission. At the end of the thesis, a general conclusion
summarizes the results and discusses their implications for the future of the
field.
Chapter 3
Density functional theory for
materials modelling
A complete overview of ab-initio density functional theory is beyond the scope of
this chapter. For such, several references are available [212–214]. To understand
the basic concepts of this theory and the relevance in the context of materials
science, an introduction is presented in the section 3.1: in the subsequent
subsections, the formulation of the many-particle system and the history of
the original very naive Thomas-Fermi theory and later Hohenberg, Kohn, and
Sham theories are displayed as the starting point of the success of density
functional theory. All the theoretical aspects of exchange-correlation interaction
and respective functionals are shown in the section 3.2. A brief review of the
linearized augmented plane wave method is presented in section 3.3. The electric
field gradient tensor parameter in LAPW is shortly explained in the section 3.4.
Finally, the current chapter finishes in section 3.5 where the two main packages
used in this work, wien2k and VASP, are presented.
3.1 Density Functional Theory
Theoretical physics, using mathematical tools, searches for complete models
able to predict and explain the behaviour of any macro or microsystem, which
can or cannot be measured experimentally. The research of new models which
can advance the description of a certain system even before the experimental
verification is called theoretical modelization.
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In many fields within physical sciences and engineering, the objective of
theoretical modelization is to develop understanding and even to engineer
a certain property at the atomic or molecular level. Often, it is not possible to
obtain an exact solution to the quantum many-body problem and approximations
have to be used to find solutions to the Schrödinger equation. Density functional
theory (DFT) [212, 213, 215–217] appears to be one of the most common
approaches in solid state and condensed matter physics to solve many-particle
problems. It has been employed with success in a large number of fields, not
just in physics but also in areas such as materials science, chemical engineering,
geology, and other disciplines. DFT represents an important ab-initio method
alongside other significant ones such as molecular dynamics (MD), Monte Carlo
(MC) and Hartree-Fock (HF).
The primitive idea behind DFT consists of solving an intractable many-particle
Schrödinger equation by replacing the complete electron-wave function by the
ground-state electron density, the latter assuming the role of the fundamental
variable [218]. DFT guarantees that all observables can be obtained from the
charge density functional of the ground state.
The primordial work which suggests the electron density instead of the
eigenstates to describe any system was performed by H. Thomas [219] and E.
Fermi [220], independently. However, it was only in 1964, almost half a century
later, that the exact proof was obtained by Hohenberg, Kohn, and Sham [221].
They established a rigorous density functional theory of the ground state on the
basis of quantum mechanics and started the introduction of an approximative
explicit theory called the local density approximation [221]. From that time
on, although some points were left somewhat obscure in the basic theory, DFT
has grown vastly in popularity and became a computational tool of huge utility.
It must be clarified that only in the early eighties the basic theory in the final
form was formulated, mathematically consistent and rigorous, essentially by
Levy and Lieb [213,221].
3.1.1 Many-body system
For any quantum many-particle system governed by the Hamiltonian Hˆ, if |Ψ〉
is the eigenstate of the system in a Hilbert space, its time-evolution is given by
the Schrödinger equation [214,222,223]:
Hˆ |Ψ〉 = i~ ∂
∂t
|Ψ〉 (3.1)
DENSITY FUNCTIONAL THEORY 31
The time-independent Schrodinger equation allows to determine the stationary
states with definite energies, in particular, the ground state of the system:
Hˆ |Ψ〉 = E |Ψ〉 , 〈Ψ|Ψ〉 = 1 (3.2)
In a solid composed by N atoms and, as such, N nuclei and ZN electrons,
where Z is the atomic number, the real problem focuses on a set of N + ZN
electromagnetically interacting particles. The exact many-particle Hamiltonian






























| ~Ri − ~Rj |
(3.3)
whereMi is the mass of the nucleus at the position ~Ri and me is the mass of the
electron at ~ri. The first two terms of Equation 3.3 represent the kinetic energy
operator for the nucleus and electrons, repectivelly. The Coulomb interaction is
described for the last three terms: the first of them is the interaction between
electrons and the nucleus, the second between electrons and other electrons,
and, finally, the last term represents the interaction between the nuclei.
In order to find an acceptable solution to this Hamiltonian, it is necessary
to make approximations at three different levels [213, 214]. The first of them
that allows to simplify the complexity of the problem is the Born-Oppenheimer
approximation. According to this approximation, as the nucleus is much heavier
and therefore much slower than the electrons, it is possible to consider that
the nuclei keep their position invariant and the electrons are in instantaneous
equilibrium with them. In this way, it is possible to treat the motions of the
nuclei and electrons uncoupled and, therefore, the wave function can be written
as a product of two independent wave functions, one for the nuclei and other
for electrons. Consequently, as the nucleus does not move any more, its kinetic
energy is zero and the first term disappears and, on the other hand, the last
term reduces to a constant [213,214]. The second approximation introduced is
supported by considering the nucleus as classic particle treated by Newtonian
Physics disregarding relativistic effects. The last two approximations allow to
re-write the Hamiltonian as [213,214,224]:













Tˆ , ˆVne and Vˆee are the kinetic energy of electrons, the potential on the electrons
due to the fixed nuclei and the electron-electron interaction, respectively. It was
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defined v(ri) =
∑
α Zα/riα, as the external potential acting in the electron i due
to the nucleus of charge Zα. For a certain state of the Hamiltonian described by
the eigenstates |Ψ〉, and the corresponding energy, E, the following condition
must be respected [213,214,224]:
E[Ψ] ≥ E0 (3.5)
i.e. the computed energy of the state |Ψ〉 is an upper bound to the true ground
state energy, E0 = E[Ψ0]. Thus, to find the energy of the ground state, it is
required to minimize the functional of the energy, i.e, E0 = minE[Ψ] and the
Schrödinger equation corresponds to the variational principle:
δE[Ψ] = 0 (3.6)
To obtain a solution to the many-body electron problem, different methods can
be applied based on the expansion of the wave function in Slater determinants,
such as the Hartree-Fock method. However, it is a very complex method
which requires much computational time even for small systems because each
of N -electrons has 3 degrees of freedom. Using density functional theory, the
calculation scheme uses the electronic density with only 3 degrees of freedom
that depends only on the three position coordinates of the density, instead
of three position coordinates for each of N electron. Despite this change, in
principle, DFT calls for only one approximation, related with the correlation
potential used to define the respective functional [213,214,224].
3.1.2 The Thomas-Fermi model
The work developed by Thomas [219] and Fermi [220] can be considered as
an important initial step responsible for the development of DFT, although,
conceptually, in the initial form despite being similar. According to this model,
kinetic energy is a functional of the density of charge, combined with the
electron-electron and electron-nucleus interaction which are treated classically.
The model neglects the exchange-correlation interaction and, for this reason,
only works for simple systems. Some developments were introduced later by
Dirac [225] to include an exchange energy functional but are still incomplete.
3.1.3 Hohenberg and Khon theorems
Hohenberg and Kohn's contribution was fundamental to the development of the
theory behind DFT because it legitimized the use of the electronic density to
characterize absolutely any system [226]. The hypothesis for using the charge
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density as the fundamental variable is supported by two different theorems.
The first theorem argues that an external potential v(r) is determined by the
electron density, ρ(r), within a trivial additive constant. Therefore, the ground-
state wave function and all the other electronic properties of the system can be
achieved by using the density of charge. Thus, it is possible to write the total
energy of the ground state as a functional of the charge density, i.e [213,214,224]:
Ev[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] =
∫
ρ(r)v(r)dr + FHK [ρ] (3.7)
FHK [ρ] is the Hohenberg-Kohn functional defined by the expression FHK [ρ] =
T [ρ] + Vee[ρ], where T [ρ] is defined as the electronic kinetic energy and the
interaction electron-electron appears as Vee[ρ] = J [ρ]+ζ[ρ], where J [ρ] represents
the classical repulsion:




ζ[ρ] is the non-classical term of the exchange-correlation energy. The exchange-
correlation energy is described as the interacting part of the electronic kinetic
energy plus the non-classical electron-electron interaction expressed by:
Eec[ρ] = T [ρ]− TS [ρ] + Vee[ρ]− J [ρ] (3.9)
where TS [ρ] represents the non-interacting part of the electronic kinetic energy.
The second theorem of Hohenberg and Kohn is based on the fact that the total
energy of the ground-state can be obtained by Equation 3.7 by determination of
the respective local minimum [213,214,224]. The charge density that corresponds
to the minimum of the functional expressed by Equation 3.7 is the ground-state
charge density, ρ0(r). In summary, the previous Hohenberg-Kohn theorems can
be revealed by the variational principle which argues that the ground-state of
any system is the state of the minimum of energy, E0, that is, E0 ≤ Ev[ρˇ], with
ρˇ(r) ≥ 0 and ∫ ρˇ(r)dr = N . Both Hohenberg-Kohn theorems establish further
that the ground-state density of charge univocally defines this state, i.e., there
is a one-to-one correspondence between the charge density and the external
potential [214].
3.1.4 The Kohn-Sham equations
The equations of Kohn and Sham (KS), published in 1965, start from the
Hohenberg-Kohn theory and allow to solve interacting many-particles systems,
for the ground-state, and in an exact way [227]. The approach uses an auxiliary
problem that simplifies the original system with the same charge density as
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the initial system, but with independent particles. The corresponding non-










in which there are no electron-electron repulsion terms and vS(ri) is the effective
potential of a single-particle problem. For this system, the ground-state density
is exactly determined, ρ, as well as the wave function of each electron, Ψi,
and therefore the total wave function of the system in the ground-state, ΨS =
1√
N
det[Ψ1Ψ2...ΨN ]. The individual wave functions of each electron of the non-
interacting particles system can be determined solving the equation [214,224]:
hˆSΨi = [−12∇
2 + vS(r)]Ψi = iΨi (3.11)









Using the Hohenberg-Kohn variational problem and the orbital functions Ψi, a
set of equations can be derived, the Kohn-Sham Equations [214,224]:
[−12∇
2 + veff ]Ψi = iΨi (3.13)
with:




′ + vxc(r) (3.14)
where the exchange-correlation term is given by vxc(r) = δExc/δρ(r), in which
Exc is exchange-correlation energy.
These equations are computed using an iterative self-consistent method, starting
with a guess for the initial charge that allows to determine, veff , solve the
KS Equation and determine Ψi. With Ψi it is possible to achieve the new
density of charge and again, the new effective potential, repeating this cycle
until convergence is reached [213, 214, 224]. This procedure is illustrated in
Figure 3.1.
3.2 The exchange-correlation functional
In a many-body system, finding the ground-state energy of the Schrödinger
equation represents an exhausting task. The theory developed by Hohenberg,
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Figure 3.1: Flow chart for the nth iteration in the selfconsistent procedure to
solve the Kohn-Sham equations.
Kohn, and Sham demonstrated that the ground-state can be obtained by
minimizing the energy of an energy functional computed by a self-consistent
solution to a set of single-particle equations [213,214,224].
Beyond the Born-Oppenheimer approximation, no other approximation was
introduced in the Kohn-Sham equations. However, this is the critical point that
was not completely clarified: in order to solve the KS Equation, the exchange-
correlation function must be specified. It is here that approximations enter in
DFT. The functionals for exchange and correlation are not defined in a closed
form; however, there are two main types of exchange/correlation functionals used
in DFT: the local density approximation (LDA) and the generalized gradient
approximation (GGA).
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3.2.1 Local density approximation
The simplest and most extensively known approximation, called local density
approximation (LDA), assumes that the exchange-correlation dependes only on




xc(ρ) is a function (not functional) for homogeneous electron gas whose
definition can be found in reference [214]. The assumption of LDA is that
the exchange-correlation energy can be found by dividing the material in
infinitesimal volumes. Each such volume has a constant density and, as such,
makes the same contribution to the total exchange-correlation, in a way similar
to a volume filled with homogeneous electron gas. However, as it cannot be
guaranteed that Exc has this form, the above-mentioned remains an assumption.
For systems with slowly varying density, LDA is expected to work conveniently
but, surprisingly, it described many other cases reasonably well [214].
For magnetic systems, LDA functional must include spin interaction and the
functional is called local spin density approximation (LSDA) [213, 214, 224, 228].
By construction, the spin density ρσ(r) is the key quantity and the exchange-
correlation energy has the following form:
ELDAxc =
∫
µxc(ρ↑, ρ↓)[ρ↑ + ρ↓]dr (3.16)
where µxc(ρ↑, ρ↓) is a local exchange-correlation energy (that can exhibit
different forms according to the literature) and [ρ↑ + ρ↓] the total electron
density.
3.2.2 Generalized gradient approximation
New approximations beyond the LSDA have been explored: however, in order
to improve LDA, it is considered that the exchange-correlation does not depend
only on the local density but also on the density of the neighbouring volumes.
This contribution is reached by adding the gradient of the electron density or
its corresponding potential. This approximation, called the generalized gradient
approximation (GGA), is still local, although it takes into account the gradient
of the density [213,214,224,228–231]. GGA can be represented by the general
expression:
EGGAxc [ρα(r), ρβ(r)] =
∫
drf [ρα(r), ρβ(r),∇ρα(r),∇ρβ(r)] (3.17)
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where α and β are the indexes for different spins when spin polarized calculation
is used. One of the most common GGA functionals was developed by Perdew,
Burke, and Ernzerhof (PBE) [229,230] and is widely used.
Despite the great versatility of GGA, there are a few weaknesses. The first
to mention is that there is some freedom to add the density gradient, thus
several versions of GGA. Second, GGA calculations are referenced as no ab-initio
calculation because some experimental information is used. Nevertheless, GGA
functionals parameters are freely available [214].
3.2.3 The van der Waals interaction and its calculation
Unlike ionic or covalent bonds, Van der Waals forces (vdW) refer to the
interactions that do not result of any chemical electronic bond. vdW are
comparatively weak and quickly vanish at long distances and they are more
susceptible to being perturbed [232]. These interactions contain the Pauli
exclusion repulsion, dipole-dipole, dipole-induced dipole, and instantaneous
dipole-induced dipole terms. The last one, usually referred to as the London
dispersion, often includes the binding of the low dimension systems, such as
small clusters, narrow fibers, and layered materials [233]. As the dispersion
energy is present, it is obvious it will affect the structure in terms of the geometry,
bond lengths, energies as well as other properties.
DFT has not provided a complete description of the systems in which dispersion
forces are relevant, as for example, in a wide variety of weakly bonded molecular
complexes, because the approximations for the exchange-correlation energy
previously described happens to be poor and limited. As LDA and GGA
functionals are given by the integrals of the local functions of the density of
charge, alone and with its gradient, respectively, the vdW interactions are
characterized by a non-local correlation effect that is neglected by the first
functionals [233]. Many relevant works have been written to achieve some
corrections to DFT or develop new functionals which can be more appropriate
to describe the dispersive interactions that play a major role in some systems
in the gas phase and in the solid state.
Several functionals have recently been reported and the Grimme approach
[234–236], known as DFT-D, with three different versions, with semi-empirical
corrections for vdW interactions seems to generally give a reasonable prediction
of the adsorption properties. The vdW energy is obtained by a sum of pairwise
interatomic interaction terms over all atom pairs in the system [233]. The
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|ri − rj |6 fd,6|ri − rj | (3.18)
The superscript (2) mentions atom pairs, s6 is an overall scaling factor, set to
1 in the most recent DFT-D3 version [236] and fd,6 is the damping function,
essential to damp the singularity in r−6 (it approaches 1 at large |ri − rj | and 0
at small |ri − rj |). Cij6 are the coefficients determined empirically in different
ways depending on the version which uses different methods. In DFT-D1 [234],
this coefficient is determined by the average of the empirical coefficient values
over the hybridization states of each atom. For DFT-D2 [235], Cij6 are given
as a function of the atomic ionization energies and polarizabilities, which is
obtained with PBE hybrid functional [237]. In the last version, DFT-D3 [236],
the coefficient is obtained using time-dependent DFT (TDDFT) for different
sample geometries, posteriorly interpolated, making this the only version where
vdW interactions of an atom are sensitive to its local environment.
A family of such methods has been developed with the same sum over pairwise
interactions as in Equation 3.18 and successfully applied to a variety of
systems, including small molecules, water clusters, graphite and graphene, water
layers interacting with graphite, interfacial water on semiconducting substrates,
hydrogenated carbon nanotubes, molecular solids, and the interaction of rare
gases and small molecules with metal surfaces [238–243]. In particular, the
Tkatchenko-Scheﬄer (TS) method [244] is a different method to calculate Cij6 ,
relating the atomic polarizability to the atomic effective volume which is found
from Hirshfield partitioning [245]. Many-body-vdW interactions [246] and the
screening for binding on inorganic surfaces [247] were added to this method.
From a theoretical point of view, all these approaches offer a possible solution
to the problem associated with dispersion forces which can reveal interesting
phenomena in low dimensional materials, such as graphene.
3.3 The linearized augmented plane wave
To compute Equation 3.1 using DFT, a basis set is required in which the
eigenstates, Ψi, of the Hamiltonian can be expanded. A plane wave (f(r) =
e(ik.r)) is a mathematically simple way (unbiased and efficient) to describe a basis
set and therefore any eigenfuntion Ψnk of a periodic Hamiltonian can be expressed
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k is any vector of the first Brillouin zone and K any vector of the reciprocal
lattice. The basis sets are:
|φK〉 = ei(k+K)r (3.20)
Different k represents different basis sets and the maximum value of K gives
the dimension of the basis set. This value, which limits the set, corresponds
to the radius Kmax of a sphere at the origin of the reciprocal space and to
corresponding energy E = ~2Kmax/2me, usually called cutoff-energy [214,224].
All reciprocal lattice vectors inside this sphere belong to the basis set. In
the region close to the nucleus (small radius) where electrostatic potential is
high and the wave function needed to describe the electronic state is very
steep or extremely oscillating, it is necessary to use a large number of plane
waves. For this case, the increase in the number of plane waves is so big that it
means that the consumed computer time is not manageable. To overcome this
adversity, sometimes, a pseudopotential is used [228,248]. By the inclusion of the
pseudopotential, the wave function close to the nucleus becomes smooth and a
minor number of plane waves is needed to describe it. The main disadvantage of
this method is that it is not the most aproppriate for calculations of the electric
field and magnetic hyperfine fields gradients because the region of interest for
calculation of hyperfine fields is the one closer to the nucleus. Thus, alternatives
to this method can be made more efficient.
Another option that represents a viable alternative to the pseudopotentials is
the so-called augmented plane waves (APW). This method considers the space
divided as core states, which include electrons bound to the nucleus as if they
were in a free atom, and valence states that participate in the chemical reactions
with the neighboring atoms [214,224,228]. Therefore, space is divided in two
different regions as is shown in Figure 4.2: spheres region around each atom,
Sα, called muffin-tin spheres and the remaining space outside, which is called
the interstitial region, I. Core states and the valence states inside spheres, as
they are shielded from the interactions with exterior atoms, can be described
by an atomic-like wave functions, considering spherical harmonics, Y m`l . In the
interstitial region, plane waves are used because it is possible to assume the













` (r′, E)Y `m(r′), r ∈ Sα
(3.21)
Plane waves in the interstitial region are augmented by atomic-like functions
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Figure 3.2: Division of a unit cell in muffin tin regions and the interstitial
region, for a case with two atoms. The black dot is the origin of the axis system
(which may but need not to coincide with the nucleus of an atom).
in the spheres region. k ,K and r keep the same meaning described previously,
V is the volume of the unit cell, α is the index of the muffin-tin spheres and
r′ = r− rα gives the center position of each spheres. The length of r′ is r′, and
the angles θ′ and φ′ specifying the direction of r′ in spherical coordinates. Y `m
are spherical harmonics and uα` are the solution to the radial part of Schrödinger
equation for a free atom α at an energy E. The A(α,k+K)`m are yet undetermined
parameters defined by the boundary conditions: these two sets of functions








i`j`(|k + K||r|)Y `∗m (k + K)Y `m (3.22)
where j` is a Bessel function of ` order.
The condition expressed by Equation 3.22 gives an infinite number for A(α,k+K)`m .
In practice, the expression is truncated and is only considered as the sum of
these values until the maximum value, `max. However, the need of an eigenvalue
for energy, E, to determine with accuracy the eigenstate based on the set APW
is inconvenient because E is also unknown and one is forced to decide on an
estimated value to start the calculation [214]. For this reason, the computer
time is much longer in comparison with the pseudopotential method, because in
the latter one diagonalization of the secular matrix gives all the eigenvalues as
opposed to APW that needs one diagonalization for each eigenvalue. Because
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of this, APW is not used anymore but it represents an important introduction
for the next method [214,224]. The linearized augmented plane wave (LAPW)
method solves this obstacle and appears to be a convenient alternative [214].
LAPW works based in a Taylor expansion around energy, E0, to determine the
radial solution uα` (r′, E) [214]:
uα` (r′, nk) = uα` (r′, E) + (E0 − nk)
∂uα` (r′, E)
∂E |E=E0
+O(E0 − nk)2 (3.23)
Instead of starting with a guessed value for the energy of the eigenstate, E = nk,
to achieve uαl (r′, E0) , the LAPWmethod overcomes this difficulty by calculating
uα` (r′, E0) based on known quantitites. The substitution of the first two terms














` (r′, E0))Y `m(r′), r ∈ Sα
(3.24)
The coefficients A(α,k+K)`m and B
(α,k+K)
`m are determined by the requirement
of matching wave functions at the sphere boundary. The second coefficient,
B
(α,k+K)
`m , is necessary to determine the difference E0 − nk. Equation 3.24
does not represent the final definition of an LAPW set. For example, finding
a description for the eigenstate Ψnk, of an atom α, that is predominantly p-
character (` = 1): with A(α,k+K)(`=1)m large, it will be obvious to choose E0 near the
center of the p-band and, in this way, the term O(E0−nk) will remain small. This
argument can be repeated for every physically important `, (s−, d−, f− states)
and for every atom. In this way, it is better for accurate results not to choose
only one E0, but instead a set of well-chosen E(1, `)α up to ` = 3 [214,224,228].














` (r′, Eα1,`))Y `m(r′), r ∈ Sα
(3.25)
Kmax will define the accuracy of a plane wave basis set and the efficiency of
the calculation. However, the product Rminα Kmax, between the smallest muffin
thin radius and Kmax, represent a better parameter to evaluate the accuracy of
the LAPW method. The increase of Rminα of the sphere allows to reduce Kmax,
keeping the same accuracy. Reducing Kmax means reducing the size of the
matrices and, of course, cut the computation time. On the other hand, Rminα
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cannot be large because spherical harmonics are not appropriate to describe
the region far away from the nuclei. To find the suitable Rminα Kmax, is the
initial step of any calculation because this parameter should be large enough to
allow the required accuracy but balanced with the computational time needed
to establish it [214,224,228].
The LAPW basis set can be much smaller than a plane wave basis set. Kmax
required is around Kmax = (7.5←→ 9.0)/(Rminα ) ' 4au(−1) depending on the
accuracy that is needed and this yields P ' 195 as the basis set size (P ' 270
for plane waves). The computation time is a function of the third power of the
basis set size and, as the dimention of a LAPW basis set is smaller, it can make
the calculation about 2 or 3 times faster that for the plane waves [214].
The LAPW basis set can be inefficient sometimes, when the eigenstate is a
mix between different valence states, for exemple, states with same value of l
but differing in therms of the principal quantum number n. In these particular
cases, a better solution is found by adding complementary information to the
LAPW set, i.e., another type of basis function called local orbital (LO) [214]:
φ`mα,LO(r) =











` (r′, Eα2,`))Y `m(r′), r ∈ Sα
(3.26)
LO is defined for a particular sphere, for a particular ` and n, and it is zero in
the interstitial region as well as for the spheres that belong to other atoms. The




`m are determined again by the imposition
of the boundary conditions. The use of LO leads to a better result in terms of
accuracy but with a consequent slight increase in the computational time.
3.4 The electric field gradient calculation
The electric field gradient (EFG) tensor will be used in the present study as
a relevant parameter to understand the interactions and effects between the
adsorbed atoms and the surface of graphene, at the atomic local scale. The EFG
allows to research the electron density, atom position, stability and dynamics.
The EFG is just introduced here to understand how it can be obtained using
DFT calculations. However, it will be presented hereafter in more detail: its
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definition and properties and how it can be determined experimentally with
spectroscopic methods.
EFG can be obtained by ab-initio calculation from the Kohn-Sham Equations,
using LAPW methods and LSDA or GGA approximations [214, 224]. The
component Vzz of the tensor EFG is determined by the density of charge ρ(r),










2 − 1) (3.28)
3.5 wien2k and VASP software
The success of DFT calculations is intrinsically connected with the appropriate
choice of the software because each code implements the formalism in a different
way. Over the years, many alternative codes have been developed in different
academic groups and several of them used in numerous scientific communities
resulting in a huge number of papers published in the DFT domain [217],
predicting the structure and properties of solids at the molecular or atomic
scale. As it was previously mentioned, the exchange-correlation functional
represents the unknown part of the interaction energy and, for this reason,
has been intensively researched leading to a panoply of available functionals in
solid-state physics [249–253] and quantum chemistry [254–256].
In this work, the electronic structure calculations were performed using wien2k©
[257] and VASP© [258] computer DFT programs. Both were developed in Vienna
University of Technology, respectively, at the Institute of Materials Chemistry
and Faculty of Physics - Computational Materials Physics and they are written
in the FORTRAN programming language. Each code solves the Kohn-Sham
Equations and determines the eigenstates and eigenvalues in its own way by
using different approaches in the computational procedure.
wien2k employs LAPW and LAPW+LO basis sets to solve KS-Equations and
uses an all-electron scheme which builds the density from single-particle wave
functions [257]. In spite of the fact that the wave functions are described as a
linear combination of a pre-defined basis function, the KS-Equations appear in a
simplified way as a matrix equation, where the exact solution can be found [218].
In the current work, most calculations were performed using wien2k, which can
be executed by using the graphic interface or the command line. The program is
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started defining the structure file (cif-file import, spacegroup support, symmetry
detection) and, in the initialization task, the nearest neighbors are calculated,
the overlapping of the spheres checked, the point and spacegroups calculated
and atomic densities generated and, finally, it is determined how the orbitals
are treated in the band structure calculations, i.e., as core or band states, with
or without local orbitals. The corresponding KS-Equations must be solved
iteratively untill self-consistency is reached. The basic quantity achieved is the
electron density which is obtained by summing over the occupied KS orbitals.
VASP uses the projector augmented wave (PAW) approach, which consists of an
explicit transformation between all-electron and pseudopotential wave functions
by means of additional partialwave basis functions [218, 258]. It makes PAW
codes practical when small numbers of plane waves are needed or for large grid
spacings giving very precise results. However, the suitable choice of partial-wave
projectors is not trivial. PAW methods, as well as pseudo-potential methods,
are generally designated pseudization approaches. Although, in pseudization,
not so good precision is achieved when compared with all-electron codes, the
computation time decreases significantly [218]. Hybrid functionals that mix the
Hartree-Fock approach with DFT are implemented in VASP as well as Green’s
functions methods and many-body perturbation theory [258].
In present work, DFT calculations intend to study the adsorption process of
atoms of several elements on the surface of graphene, determining physical
parameters such as adsorption energy, the electric field gradient, density of states,
band structure, and charge distribution in the unit cell of the system graphene-
adatom. Some of these calculations were done to interpret experimental results
obtained by the perturbed angular correlation spectroscopy measurements
performed at ISOLDE, in order to give an explanation for the nanoscopic




An experimental study was carried out using perturbed angular correlation
spectroscopy. This chapter consists of a brief description of this hyperfine
method starting with an overview of the interaction between the nucleus and an
external electric/ magnetic field, which is called hyperfine interaction (section
4.1). An explanation of the general theory of perturbed angular correlations
(section 4.2) and the radioactive ion beam production facilities at ISOLDE
(section 4.3), as well as the experimental setup and procedures (section 4.4) are
contextualized taking into account the importance to achieve the main goals of
this thesis.
4.1 Hyperfine interaction
A nucleus in matter interacts with the local environment and is subject to
extranuclear electric and magnetic fields. Hyperfine interaction is the interaction
between the nuclear moments and the external fields, i.e., the interaction between
the nuclear quadrupole moment with the electric field gradient (EFG) and/or
the nuclear dipole magnetic moment with the magnetic hyperfine field (HMF).
The measurement of this interaction that rises up the splitting of the nuclear
sublevels can represent a sensitive and an accurate method to obtain the direct
information about the local charge distribution and the magnetic hyperfine
fields, providing a description of the atomic local environment. Therefore,
nuclear hyperfine methods such as nuclear magnetic resonance (NMR), nuclear
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quadrupole interactions (NQI), Mössbauer effect (ME), or perturbed angular
correlation (PAC) appear to be reliable tools to investigate the structural,
magnetic and electronic properties at atomic scale in the condensed matter
in a large variety of materials, in several fields of physics, chemistry, and
biophysics [259,260].
4.1.1 Magnetic interaction
According to quantum mechanics, the magnetic moment, µ, is defined as the
component of this operator, µˆ, along z-axis of a general state |I,m〉 with m = I,
where I and m are respectively the quantum numbers for the total angular
momentum and the projection along z. In this way, one can write [260–262]:
µ = 〈I, I| µˆz |I, I〉 = γ 〈I, I| Iˆz |I, I〉 = γ 〈I, I|m~ |I, I〉 (4.1)
So, the dipole moment of a nuclear charge distribution, which is proportional
to its angular momentum ~I, is described in the following way:
µ = γ~I (4.2)




knowing that g is the dimensionless g-factor (defined for the angular momentum
L and for the spin S of the nucleus) and µN is the nuclear magneton, defined




= 5.05082(2)× 10−27 J.T−1 (4.4)
For a magnetic interaction, the Hamiltonian is diagonal in the |I,m〉 basis if
the magnetic field is applied parallel to the z axis, Bz. The eigenvalues are
given by:
Em = 〈I,m| − µˆzBˆz |I,m〉 = −gµN~ Bz 〈I,m| Iˆz |I,m〉 = −gµNBzm (4.5)
This means that the degeneracy of the 2I + 1 is completely lifted by the
interaction. Thereby, the energy splitting between any two adajacentm sublevels
can be obtained by:
∆Em = gµNBz = γ~Bz = ~ωL (4.6)
Looking at Equation 4.6 one can realize that the splitting is the same between
all neighbouring m sublevels. The Larmor frequency, ωL, can be now obtained
by the expression:






From the classical description, the electrostactic energy of a nuclear charge




where the total nuclear charge can be described as:
q =
∫
ρ(r)d3r = Ze (4.9)
where Z is the atomic number and e is the electron charge. Taking into account
that the electrostatic potential is slowly varying over the nucleus region where
ρ(r) is nonnegligible then it is convenient to expand it in a Taylor series around
the origin (r = 0):









Based on this Taylor expansion, the electrostatic energy can be rewritten as:
E = qΦ(0) + p.∇Φ(0) + q6 < r




where p is the electric dipole moment, Qij is the electric quadrupole moment
tensor which is defined as Qij = 1e
∫







Examining the meaning of each term individually [259,260] it is noticed that the
zero-order term (E0) corresponds to the electrostatic energy, which is constant
and does not contribute to the energy splitting. The first order term (E1)
represents the electric dipole interaction between the electric field at the origin
and the electric dipole moment of the nuclear charge distribution. This term is
zero because the quantum mechanical expectation value of the nuclear electric
dipole is zero, since the nuclear states have definite parity. The third and fourth
terms in Equation 4.11 represent the second-order term (E2) of the multipolar
expansion: the first of these two represents the monopole term and is directly
related to the mean square nuclear radius and to the electron charge density at
the nucleus. The contribution of this term for perturbed angular correlations is
zero because it does not change the energy splitting of the measuring nuclear
state. It just only shifts the nuclear levels being responsible for the so called
isomer-shift in Mössbauer spectroscopy. The last term in Equation 4.11 is the
electric quadrupole interaction and is of particular interest because it represents
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the most relevant electric interaction being responsible for the nuclear level
splitting in nuclei with nonnegligible quadrupole moment. Taking into account
that Qij is a traceless tensor, it is helpfull to introduce the electric field gradient
(EFG) tensor Vij=Φij− 13 Tr(Φ) as a traceless part of the second derivatives tensor
of the potential at the nucleus. The quadrupole energy can be written since it







Since the electric field gradient is a symmetric tensor, it is possible to find an
eigenvector basis where Vij is diagonal [260]. The EFG is a traceless symmetric
rank 2 tensor so that the system of axis can be defined in a way that the EFG
tensor representation has only three non-vanishing diagonal components defined
as |Vzz| ≥ |Vyy| ≥ |Vxx|. For simplicity, it is common to characterize the EFG
tensor by its main component Vzz and the axial asymmetry parameter, η, that
means the local charge distribution from axial symmetry:
η = Vyy − Vxx
Vzz
(4.13)
taking into account that the three remaining degrees of freedom are characterized
by the Euler angles that correlate the principal axis system (where the EFG is
diagonal) with the axis system where the laboratory is defined. The expression






3Qzz + η(Qxx −Qyy)
]
(4.14)
Based on the quantum mechanics formalism, one can write the Hamiltonian, HˆQ,
in a more convenient form and determine the effect of quadrupole interaction at
a nuclear level characterized by its angular momentum, ~I. The equation above
remains valid for the interaction Hamiltonian, HˆQ, with the quadrupole tensor
components, Qii substituted by the correspondent quantum operators, Qˆii.
Since the quadrupole operators are homogenous functions of the coordinates
(x, y, z) their matrix elements in the 2I + 1 manyfold, 〈I,m| Qˆii |I,m〉, are
proportional to those of an operator where each coordinate is substituted by
the correspondent angular momentum operators (Iˆx, Iˆy, Iˆz) [259], taking into
account the Wigner-Eckart theorem [263]. Therefore it is possible to write:
〈I,m| Qˆii |I,m′〉 = α(I) 〈I,m| 3Iˆ2i − I(I + 1) |I,m′〉 (4.15)
The proportionality constant α(I) can be obtained based on the definition of
the quadrupole moment Q which is the expectation value of the quadrupole
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operator Qzz in the nuclear state |I, I〉 [260], then:
Q = 〈I, I| Qˆzz |I, I〉 = I(2I − 1)α(I)⇒ α(I) = Q
I(2I − 1) (4.16)





3Iˆ2z − I(I + 1) + η(Iˆ2x − Iˆ2y )
]
(4.17)
From the previous equation one can define the quadrupole frequency as:
ωQ =
eQVzz
4I(2I − 1)~ (4.18)
For a non-axial symmetric quadrupole interaction (η 6= 0) this Hamiltonian
cannot be diagonalized exactly, but for an axial interaction (η = 0) the
eigenvalues of HˆQ are determined by:
EQ = ~ωQ[3m2 − I(I + 1)] (4.19)
The energy splitting of the transition between two sublevels, m and m′, is
calculated by:
∆EQ = 3~ωQ|m2 −m′2| (4.20)
where |m2−m′2| is always an integer and, consequently, all transition frequencies
are multiple of ωQ. The lowest observable frequency is ω0. ω0 = 6ωQ for I
half-integer and ω0 = 3ωQ for I integer. Then it is usual to use another quantity,







where k = 6 (for I half-integer) and k = 3 (for I integer).
4.2 General theory of perturbed angular correlation
Perturbed angular correlation (PAC) spectroscopy is a particularly suited nuclear
hyperfine method extensively employed to investigate the structural, magnetic,
and electronic properties at the atomic scale in condensed matter physics. It
works based in radioactive isotope probes to extract both HMF and the EFG,
with high sensitivity and accuracy. Often, the abbreviation TDPAC is used
to emphasize that this technique is time differential PAC as opposed to the
time integrated PAC [259]. Specifically, the PAC acronym used in this thesis is
synonymous with TDPAC.
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Historically, the first report on perturbed γ− γ angular correlation measurment
was performed by H. P. Lehmann and J. Miller et al. [264] in the fifties. In
this early period, the experiments intended only to collect data on the electric
field gradients in noncubic metal and magnetic hyperfine fields in ferromagnetic
materials. Many PAC studies have been reported since then and, nowadays,
it is a recognized as well as valuable tool used in the context of numerous
fields, not only in condensed matter physics, but also in chemistry, biology
and medicine [259, 260]. The research of the interaction between the EFG
and the nuclear quadrupole moment is more recent than the studies on the
interaction between HMF and nuclear magnetic moment because the first one
is more complicated for a number of reasons [259,260]: i) the EFG of sufficient
magnitude cannot be produced externally and, consequently cannot be varied
at will; ii) it is difficult to calculate with high accuracy electric field gradients;
iii) the sign of the EFG tensor is not obtained by a simple PAC experiment
and, iv) due to the possible occurrence of many frequency patterns, the effect
observed can be of difficult interpretation.
Still, PAC spectroscopy has been successfully applied to a multitude of
physics problems and it can provide the specific microscopic information
about macroscopic properties of solids, whether physical or thermodynamic
because they are linked to the underlying atomic local behavior. Among recent
hyperfine studies, J. N. Gonçalves [265] predicted a relation between the electric
field gradients in ferroelectric perovskite oxides and the macroscopic electric
polarization. Sill, the research into the coupling of the nuclear spin system
with magnetic and/or electric hyperfine fields may prove fundamental in studies
such as point defects in metals, atomic diffusion in solids, phase transitions in
solids, and surface or interface physics [259,260]. This method shows several
advantages over other nuclear techniques such as temperature independency of
the sensitivity and a small number of radioactive nuclei required (1010 - 1011
probe atoms) to perform an experiment. However, meticulous methods are
needed to introduce the radioactive isotopes inside the sample's material which
will act as a PAC probe-nuclei.
In this section, the most relevant aspects of the theory and mathematic formalism
behind this technique are presented which have been extensively reported in
several textbooks and review articles [266–270].
4.2.1 Unperturbed angular correlation
PAC represents a nuclear hyperfine method that works based on the emission
of two consecutive γ-rays (or e− γ) from internal decay of a radioactive isotope
acting as a probe nucleus [259]. In the process of emission of two consecutive
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Figure 4.1: (Left) Emission of two γ photons from a radioactive decay through a
cascade between the nuclear states Ei → E → Ef . The states are characterized
by the angular moment, I, and parity, pi. The conservation relations are also
shown. (Right) An example of the alignment of the intermediate state of the
cascade Ii = 0→ I = 1→ If = 0, i.e., the sublevel m = 0 is not populated.
γ-photons (or e − γ) from internal decay of a nucleus, there is a correlation
between the emission directions of these two photons, k1 and k2, because
the angular momentum, I, must be conserved. Figure 4.1 shows the angular
correlations measured between γ1 and γ2, concerning the decays from the initial
state |Ii,mi〉 into the intermediate state |I,m〉 and then into the final state
|If ,mf 〉 [259].
The probability of emission of two consecutive γ-photons from a radioactive
nucleus depends on the angle between the directions of emissions and of the
nuclear spins of the cascade transitions. In general, in a set of nuclei the spins
are randomly oriented and the emitted radiation is isotropic. An anisotropic
emission of γ-rays is obtained when the nuclear state from which the radiation
is emitted is well-oriented, “aligned”, or “polarized”, i.e. the 2I + 1 degenerated
m sublevels are differentially populated. The nuclei are “aligned” if the density
of states ρ(m) depends only on the absolute value of m, ρ(m) = ρ(−m) 6= ρ(m′),
and are considered to be “polarized” if the density of states dependes on m,
ρ(m) 6= ρ(−m) [259, 271]. Several methods can be used to orient a set of
nuclei, as, for example, an oriented state can be accomplished by applying low
temperatures and a strong magnetic field giving rise to a dependence of the
density of states ρ(m) according to the Boltzman distribution [259]. In the case
of PAC spectroscopy, the oriented set of nuclei is obtained by choosing only the
nuclei whose spins happen to lie in a preferred direction [259, 271]. Considering
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a nucleus in an initial state |Ii,mi〉, that decays through a cascade emitting
two successive gamma photons, γ1 and γ2, and assuming a random orientation
for this initial state, i.e. ρ(mi) 6= ρ(m′i). As a consequence of the angular
momentum conservation and the angular distribution of the electromagnetic
radiation, the observation of γ1 in a fixed direction k1 selects an ensemble
of nuclei in the intermediate state |I,m〉 whose m sublevels are differently
populated, since only transitions with ∆m = ±1 are possible. Due the alignment
of the intermediate state, the emission pattern of γ2, becomes anisotropic and the
transition amplitudes for the γ-emission from the initial to the intermediate state
and for the intermediate to the final state depend on the matrix elements [259]:
〈I,m| Hˆ1 |Ii,mi〉 and 〈If ,mf | Hˆ2 |I,m〉 (4.22)
That can be rewritten using the shorthand notation:
〈m| Hˆ1 |mi〉 and 〈mf | Hˆ2 |m〉 (4.23)
where ki is the wave vector of the photon γi and Hˆi represent the Hamiltonian
of the emission interaction of γi. Now, the unperturbed angular correlation can
be expressed for a specific transition, between mi and mf , by [259,271]:
W (mi → mf ) =
∣∣∣∑
m
〈mf | Hˆ2 |m〉 〈m| Hˆ1 |mi〉
∣∣∣2 (4.24)
It is important to mention that only the initial and final states are observable
so it corresponds to the summation of its transition amplitudes and not to its
transition probabilities. According to Frauenfelder and Steffen [271], using the
density matrix formalism, after calculating the matrix elements and summing,
one obtains the general expression:




i.e, the probability W (θ) of finding γ2 in a certain direction k2 with an angle
θ relatively to the first photon γ1 with the direction defined by k1, and in
coincidence. The sum runs over the values k as a result of parity conservation
of the electromagnetic interaction which is responsible for γ-emission and has
the values:
0 ≤ k ≤ minimum of (2I, l1 + l′1, l2 + l′2) (4.26)
where I is the spin of the intermediate nuclear state and l1,2 and l′1,2 are the
multipolarities of the transitions. The cascade anisotropy terms, Ak(γ1) and
Ak(γ2) represent the deviation of the coincidence probability from the isotropic
case where W (θ) = 1 [260]. The coefficient Ak(γ1) depends only on the first
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Figure 4.2: Experimental setup to measure the γ − γ angular correlation, W (θ).
transition and Ak(γ2) depends only on the second, i.e., both only depend on
the correspondent angular momentum of the involved levels and on the type
and multipolarity of the emitted radiation (its values have been tabulated
in [272]). Pk are the Legendre polynomials, which describe the spatial angular
distributions of the emitted particles. With a system of two detectors mounted
on a plane, one of them fixed and one movable, as shown in Figure 4.2, it is
possible to measure experimentally the angular correlations of one emission
pattern, for γ-photons or other type of emitted particles [260].
Admitting that the involved interactions are only genuinely of the dipolar or
quadrupolar type, knowing that in an electromagnetic transition the parity is
conserved, only even terms in k are obtained and for this reason Equation 4.25
can be written as:
W (θ) = 1 +A22P2cos(θ) +A44P4cos(θ) (4.27)
4.2.2 Perturbed angular correlation
The description presented in the previous section was made for the free nuclei in
the absence of extra-nuclear fields. However, when the radioactive nuclei are in
the material, the nuclear moment of the intermediate state of the cascade interact
with those fields, disturbing the angular distribution of the second γ-ray, because
the interaction could cause a substantial repopulation or phase change of the
correspondentm sublevel. In the time interval t elapsed between the emissions of
the first photon, γ1, and the second photon, γ2, corresponding with the time the
nucleus remains at the intermediate state, it occurs that, transitions on different
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sublevels (m−m′ transitions) and, consequently, the emission probability of γ2,
in a certain direction, becomes time dependent [259]. The intermediate state
has a characteristic mean lifetime, τ , and for the nuclei under the influence
of hyperfine interactions the repopulations or state transitions occur before
the emission of the second photon. Mathematically, that is considered by
the perturbation factor which introduces the changes in the occupancy of the
m sublevels of the intermediate state during the time interval t, when their
repopulation occurs.
At this point, it should be introduced the density operator ρˆ(k1) which represents
the system immediately after the emission of γ1 (when t = 0), based on the









where Hˆ is the Hamiltonian of the system which describes the interaction of
the extranuclear fields with nuclear moments. For a static Hamiltonian, the
density operator is then given by:
ρˆ(k1, t) = Λˆ(t)ρˆ(k1)Λˆ†(t) (4.29)
Taking into account the time-evolution operator Λˆ(t):
Λˆ(t) = e− i~ Hˆt (4.30)
the angular correlation function considering the influence of the perturbation in
the intermediate state is given by:
W (k1,k2, t) = Tr{ρˆ(k1, t), ρˆ(k2)} = Tr{Λˆ(t)ρˆ(k1)Λˆ†(t), ρˆ(k2)} (4.31)
After elaborate and lengthy calculation, one obtains the following rigorous form
for the time dependent γ − γ angular correlation [271]:








(2k1 + 1)(2k2 + 1)
GN1N2k1k2
(4.32)
where Aki(γi) are the anisotropy terms described above and Y Niki (θ, φ) are the
spherical harmonics with directions defined by the angles θ and φ. The term
GN1N2k1k2 is the perturbation factor and has the information about the hyperfine
fields and depends only on the interaction of the intermediate nuclear state with
its environment, having no relation with nuclear transitions. The perturbation
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〈mb| Λˆ(t) |ma〉 〈m′b| Λˆ(t) |m′a〉∗
(4.33)
The ki are restricted to ki = 0, 2, . . . ,Min(2I, li + l′i) with i = 1, 2. The Ni
are restricted to |Ni| ≤ ki. ma,b and m′a,b refers the m quantum numbers of
the intermediate state defined by the rule |ma,b| ≤ I and |m′a,b| ≤ ma,b −Ni.
Note that Equation 4.33 reduces to Equation 4.25 in the limit of vanishing
perturbation [259,260,267].
The perturbed angular correlation function depends on the crystalline nature
of the radioactive ion source and can be obtained in a very simplified form
when the sample in study is a polycrystal. In this situation, the W (k1,k2, t) is
calculated by averaging the angular correlation over all possible orientations
of the EFG and/or MHF because only the relative angles θ between the two
consecutive γ1 and γ2, are of importance. On the other hand, if the Hamiltonian
is static and diagonal, as for the magnetic interactions with the magnetic field
along the quantization axis or axially symmetric quadrupole interactions, the
matrix elements of the time evolution operator can be expressed by [267]:
〈mb| Λˆ(t) |ma〉 = 〈mb| e− i~ Hˆt |ma〉 = e− i~Em(t)δm,maδm,mb (4.34)
and Equation 4.32 becomes:














~ (Em−Em′ )t (4.36)
The Gkk(t) retains information on the energy splitting (Em − Em′) of the
involved m sublevels of the intermediate state due to the magnetic dipolar
and electric quadrupole interactions. Therefore, it is possible to measure the
hyperfine fields from a perturbed angular correlation experiment.
4.2.3 Data Analysis
All information concerning hyperfine interactions is contained in the perturbation
function Gkk(t) described by Equation 4.36. The perturbation function is
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experimentally obtained from the coincidence count rates, N(θ, t), as a function
of the time delay between the emission of γ1 and γ2, at a fixed detector angle,
θ. A PAC experimental setup consists of a group of detectors geometrically
arranged in such a way that each pair of detectors has the angle 90◦ or 180◦
between them. If a certain γ-ray, with energy Eγ1 , is detected by the detector i
a clock starts counting. Then, after a certain time a second γ-ray, will reach
one of the other detectors, j. If this second γ-ray has the expected energy,
Eγ2 , the clock will stop and this event is counted and stored in the coincidence
counter of the (i, j) pair of detectors. Based on that, and taking into account
the exponencial decay of the nucleus the coincidence count rate of any pair of
detectors (i, j) is given by [259]:
Nij(θ, t) = N0e−t/τW (θ, t) +B (4.37)
where θ is the angle between the pair of detectors (i, j) and t = tγ2 − tγ1 refers
to the time delay between detection of the two γ-rays. N0 is proportional to the
number of radioactive nuclei in the sample. W (θ, t), given by Equation 4.35, is
the perturbed angular correlation. τ is the mean lifetime of the probing state and
B is proportional to the chance coincidence rate of γ-rays emmited from different
nuclei, which is time independent. Once the coincidence histograms is obtained
between different combinations of detectors, an appropriate experimental
perturbation function, Rexp(t), should be constructed reproducing all the
relevant information. Depending on the type of the setup, several spectra,
usually taken for θ = 90◦ and θ = 180◦, are combined in order to eliminate




N(180◦, t) + 2N(90◦, t) (4.38)
where N(θ, t) is calculated by appropriate averaging N(θ, t) = Nθ
√
ΠijNij(θ, t)
[273] for correction of different detector's efficiencies, after the random
coincidence background (B) subtraction. Here Nθ is the total number of spectra
at a certain angle, e.g., for a 6-detector spectrometer there are 6 combination
at 180 ◦ and 24 at 90 ◦.
The Rexp(t) function is the best way to get the information about the hyperfine
interaction since it gives relevance to the perturbation function Gkk(t), which
contains all information. Note that Equation 4.38 eliminates the exponential
component due the half-life contribution of the intermediate state of the cascade
[273].
To extract the quantitative information from the R(t) experimental function
a theoretical fit, Rfit(t), is performed. The theorectical function Rfit(t) is
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calculated numerically using the support of the full Hamiltonian for the nuclear
electric quadrupole and/or magnetic dipole hyperfine interactions. The needed
calculation of the eigenvalues and eigenstates of this full Hamiltonian is carried
out using a computer software [274]. Considering the finite time, the resolution
of the PAC setup the perturbation factor Gkk is corrected by multiplying each




16ln2 , where F ∗whm is the full-
width half-maximum associated with the time resolution distribution function
of the spectrometer. Additionally, possible EFG distributions are taken into





skncos(wnt)D(F ∗whm, t)P (F ∗whm, wn) (4.39)
The corresponding perturbed angular correlation function W ′(θ, t) is then
obtained for θ = 90◦ and θ = 180◦ and the function whose parameters are
changed during the fit, is constructed as:
Rfit(t) = 2
W ′(180◦, t)−W ′(90◦, t)
W ′(180◦, t) + 2W ′(90◦, t) (4.40)
Commonly different fractions of probes can interact with distinct EFG and/or
MHF and the effective fit function should be written as:





i (θ, t) (4.41)
where fi (with
∑
fi = 1) are the relative intensies of each W ′i (θ, t) angular
correlation function characterizing the ith fraction of probe atoms interacting
with a particular EFG/MHF. Particularly, for an electric interaction data
analysis PAC allows to characterize the electric field gradient tensor principal
component, Vzz, and the asymmetry paramter, η, which were already previously
described. The EFG can be understood as an observable that depends on the
charge density and its local symmetry in the vicinity of the probing nuclei,
characterized as a highly sensitive method to the electric bonds, lattice site and
position, defects and electronic phase transitions.
4.3 ISOLDE: isotope production facilities
To perform local probe measurements by using PAC technique, with the
necessary radioactive isotopes with short lifetimes (< day), an on-line production
facility is needed. The ISOLDE facility [275], located at the Meyrin site of
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Figure 4.3: Overview of CERN accelerators and ISOLDE hall layout with GPS
and HRS separators.
CERN and supported by the ISOLDE collaboration, is identified as the world
reference of Isotope Separator On-Line (ISOL) facility [276].
ISOLDE has been part of CERN (European Organization for Nuclear Research)
accelerator complex opperating from 1964. Since 1992, protons are delivered
from CERN's Synchrotron Booster (PSB) to the ISOLDE targets for isotope
production, in the beginning with 1 GeV, and from 1999, upgraded to 1.4 GeV
with 2 µA of intensity [275, 277]. Currently, ISOLDE uses around 50% of all
CERN protons, and accommodates more than 450 scientific users in almost
100 experiments. The facility runs 24 hours per day, around 8 months each
year, only with technical stops during the winter period for upgrades and
maintenance [278].
ISOLDE is dedicated to the production of a large number of radioactive ion
beams for many different experiments in the fields of nuclear, atomic, condensed
matter physics, and biophysics. At ISOLDE, isotopes are produced by spallation,
fission, or fragmentation reactions via irradiation of an appropriate target by
the 1.4 GeV - 2.4 µs proton beam pulses [277]. The structure of the targets,
which supplies the radioactive beam, is essentially a tantalum tube filled with
material that consists of the physical target with a length from 10 cm to 20 cm
and 10 mm to 20 mm in diameter, allowing the passage of the primary proton
beam along the axis. The target is heated up to 2200 ◦C due to the Joule effect
by the passage of a current of few hundred Amperes at the tantalum container.
The nuclear reaction products are released from the interior zone of the target
to the surface and effuse to the transfer line tube [279]. The cilindrical tube
that works as a transfer line has a hole in the center that allows to connect the
transfer line to the ion source. There are different kinds of ion sources available
(surface, plasma, lasers). The resonant ionization laser ion source (RILIS) [280]
has high capacity of selectivity providing very pure elemental beams. The target
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Figure 4.4: Periodic table showing the elements produced at ISOLDE (light
green). In the figure are represented also the elements for which suitable isotopes
exist for solid-state experiments in particular possible PAC probe-elements.
chambers are handled and changed by mobile robots due to the high level of
radiation in the zone.
After ionization and acceleration in the target front-ends, the radioactive ion
beam is magnetically mass-separated via the two isotope separators on-line: the
General Purpose Separator (GPS) and the High Resolution Separator (HRS).
The GPS has a bending magnet and an electrostatic switchyard letting the
simultaneous delivery of three different mass-separated beams, while the HRS
has two bending magnets delivering one single ion beam with better mass
resolution [277]. Two GPS beam lines, GLM and GHM (low mass and high
mass beam line respectivelly), are used for solid state physics group. Figure 4.3
shows the layout of the ISOLDE facilities evidencing the main areas in the hall.
Presently, ISOLDE can deliver more than 70 elements and 1000 isotopes, where
some of those are suitable to use as probes for PAC spectroscopy as shown in
Figure 4.4.
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4.4 Experimental setup and procedure
Solid state physics experiments at ISOLDE are usually performed at the GPS
separator using one available implantation chamber, which is mounted at the
end of GLM or GHM beam line. The control of the separator and beam line
equipment is accomplished from the control room where computers and PC-
consoles are installed, equipped with specific software that allows to access the
hardware for control and management of the isotope collections.
4.4.1 Ion implantation
The first step to perform a PAC experiment requires collecting the desired
isotope and bring it at contact or inside de material under study. However,
before that, the optimization of the ion beam that will arrive in the implantation
chamber is required. After pre-selection of the radioactive isotope in the mass
control setup, this optimization is made by setting the parameters of the focusing.
The vaccum conditions, in the beam line and in the implantation chambers,
can be also monitored in the control-room as well as the valves of the beam
line, accessed by the special controller. The implantation chambers are made of
stainless steel to easily achieve relatively very low pressures (< 10−6 mbar) and
are equipped with collimators and appropriate sample holders. The collimator's
aperture and sample holder position are controlled by a step-motor that is also
operated remotely. During the process of the implantation, the ion beam can
be swept in order to produce a homogeneous implanted area at the sample. The
effective doses implanted (measured and monitorized on-line) are, in general, in
between 1011 − 1012 at.cm−2 per sample. The profiles of the implantations can
be calculated using the software TRIM [281] code (beam energy 20− 60 keV).
For bulk material, the samples are directly implanted, i.e. the sample mounted
in the sample holder is bombarded with the radioactive beam ions. However,
since graphene samples are two-dimensional crystals, the usual procedure of
implantation is not appropriate. New kind of low energy implantation methods
are being researched and developed, nevertheless, in this work, an alternative
solution to place the isotopes on the surface of 2D material was found, without
damaging to the sample and avoiding the introduction of isotopes in the
substrate. This method analogous to the used for biophysics studies uses
ultra pure water (UPW) as support material where the isotopes are firstly
implemented and transfered to the graphene's samples. The samples consist of
0.2 ml frozen UPW sustained inside a teflon cup that is mounted on a cold-finger
cooled by an external liquid nitrogen bath (biophysics chamber). Once the
collection is finished the frozen UPW is transferred inside a glove box for the
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Figure 4.5: (Left) ISOLDE Hall. (Right) The PAC experimental setup equipped
with 6 highly efficient detectors.
remaining manipulations. Inside the glove box, the radioactive ice is melted
and transferred to wet the graphene sample, previously mounted on a hot plate
to promote water evaporation.
Although several isotopes were used in the atomic local study of graphene using
PAC spectroscopy (111In, 111Cd, 111Ag), this thesis only concentrated the efforts
on the analysis of the experimental results with 199mHg.
4.4.2 PAC measurement
After the ion implantation of the frozen UPW and then the transfer of the
radioactive isotopes to graphene performed inside a cleaned glove-box, the
graphene sample is then sealed inside an eppendorf and transferred to the
measuring PAC setup. The activity of the radioactive isotopes that remains on
the graphene sample are monitored with the contamination radiation detector.
PAC measurements can be performed from 10 K up to 1300 K, in different
atmospheres such as O2, N2 and Ar. All measurements here were performed
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at a low temperature (from 10 K to room temperature), in which samples are
mounted on a closed-cycle helium refrigerator equipped with resistive heater
and PID temperature controller.
The PAC experimental setup consists of a six detectors spectrometer (38 mm
diameter × 38 mm height La(Ce)Br3 scintillators with 650 ps time resolution
mounted on XP2020URQ photomultipliers) arranged in a cube. Data
acquisition is performed with the digital and FPGA (Field-programmable gate
array) signal processing DIGIPAC setup [282–284]. This digital PAC machine
maximize the information gain without loosing frequency resolution due to
poor true to chance coincidence ratios. It suffices to set the energy windows,
to specify the time range for coincidences, and to set the t0 offset. Therefore,
FPGAs are used to create the time stamps, to produce detector tags, and to
select the γ-energies. With these FPGAs it is, e.g., possible to implement digital
filters, mathematical functions or data forwarding circuits [282].
Chapter 5
Establishing the first Cu
isotope suitable for PAC
experiments
This thesis is embedded in a wider effort to develop a new experimental approach
at the ISOLDE facility at CERN, using the ASPIC setup (Apparatus for Surface
Physics and Interfaces at CERN) to probe adatoms on 2-dimensional materials
under ultra-high vacuum (UHV) conditions, using hyperfine techniques [285].
In ASPIC, a multitude of radioactive isotopes can be deposited and measured
in-situ using perturbed angular correlation (PAC) spectroscopy [285]. In the
particular context of this thesis, the need for in-situ operation under UHV
is imposed by the goal of investigating the interaction between the adatoms
and the 2-dimensional material without interference from other species such as
oxygen or water present in atmosphere (objective (1) and (2)). On the other
hand, in-situ operation also has the advantage of allowing to use isotopes with
shorter half-lives compared to the more commonly used PAC probes (since the
time between implantation or deposition and measurement is greatly decreased).
In particular, this would allow to expand the range of adatom elements that can
be probed at ASPIC. As a crucial step towards that goal, we successfully tested
and established the first Cu isotope suitable for PAC experiments: 68mCu with
an half-life of 3.75 minutes. These experiments are presented in this section
(manuscript 1).
In the context of graphene research, Cu is the most widely employed catalyst due
to its low cost and ease-of-use for obtaining graphene monolayers with reasonable
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Figure 5.1: ISOLDE-CERN Facility Layout, including VITO beam line.
.
quality, with single crystalline graphene domains of several millimeters in
size [286,287]. Therefore, 68mCu PAC spectroscopy at ASPIC could potentially
be used in the future to study the growth of graphene from the perspective
of Cu atoms at the surface of the Cu foils or thin films (e.g. C nucleation at
specific sites) and to investigate the influence of specific features of the Cu
surface (structure, local defects etc.) on the graphene growth. In the broader
context, this work establishes a suitable Cu probe for PAC for applications in a
wide rage of fields, from solid state physics to chemistry, and biophysics.
Twenty nine copper isotopes are known, among which two are stable, 63Cu and
65Cu. From the remaining, 67Cu with half-life of 61.83 hours and 54Cu with
half-life of approximately 75 ns are the most stable and fastest decaying isotopes,
respectively. The other radioactive isotopes have half-lives from several tens of
miliseconds to minutes. Seven isotopes have relatively long lived metastable
sates, 62Cu, 68Cu, 69Cu,70Cu, 71Cu, 72Cu and 76Cu [288]. The most stable of
these is 68mCu with an half-life of 3.75 minutes, which today's availability is a
practical result of the progressive development of on-line radioactive ion beam
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facilities. The particular selection of 68mCu/68Cu as the suitable Cu isotope
for PAC was made taking into account the properties of the decay scheme,
which include two gamma cascade (γ − γ), the parents and intermediate state
life times, the intermediate state spin, the γ − γ angular anisotropies and the
yields that are available at ISOLDE facility. Perturbed angular correlation of
γ-rays experiments were performed in 2015 for the first time in the decay 68mCu
(6−, 721 keV, 3.75 min). This work (manuscript 1), where we characterize the
nuclear moments for this state, was published in 2016 in Europhysics Letters
(EPL) and featured as an EPL highlight of 2016.
Figure 5.2: New PAC Short Lived Isotope set-up (PAC-SLI) designed by Prof.
Manuel Ribeiro da Silva. The present design constitutes a compact and mobile
setup, allowing it to be easily relocated within ISOLDE.
The experiments were performed at the VITO beam line at ISOLDE. VITO
(Versatile Ion-polarized Techniques Online) consists of a modification of the
previous UHV line and was installed permanently in the low-energy part of the
ISOLDE hall as shown in figure 5.1. This new beam line opened up numerous
possibilities for carrying out multidisciplinary studies in the areas of biophysics,
nuclear and solid state physics, and fundamental interaction physics. Part of
the work of construction and commissioning of VITO beam line, in which I
actively participated in the context of this thesis (since the beam line hosts the
ASPIC setup), is reported in reference [289].
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Due to the short half-life of the 68mCu isotope, the implantation and PAC
measurements were performed online in an experimental setup consisting of four
LaBr3 scintillator detectors in a perpendicular plane with respect to the ion
beam. Motivated by the success of these experiments, we began the development
of a more complex setup (PAC Short Lived Isotope set-up, PAC-SLI), which
allows to cycle through different steps of ion implantation, data acquisition
and thermal annealing (Figure 5.2), which in addition allows for easy and fast




EPL, 115 (2016) 62002 www.epljournal.org
doi: 10.1209/0295-5075/115/62002
The 68mCu/68Cu isotope as a new probe for hyperfine studies:
The nuclear moments
A. S. Fenta1,2,3, S. Pallada3,4,5, J. G. Correia3,6, M. Stachura3,7, K. Johnston3, A. Gottberg3,7,
A. Mokhles Gerami8, J. Ro¨der3,9, H. Grawe10, B. A. Brown11, U. Ko¨ster12, T. M. Mendonc¸a3,
J. P. Ramos3,13, B. A. Marsh3, T. Day Goodacre3,14, V. S. Amaral1, L. M. C. Pereira2,
M. J. G. Borge3 and H. Haas1,3
1 Department of Physics and CICECO, University of Aveiro - 3810-193 Aveiro, Portugal
2 KU Leuven, Instituut voor Kern- en Stralingsfysica - Celestijnenlaan 200 D, 3001 Leuven, Belgium
3 CERN, 1211 Geneva 23, Switzerland
4 Department of Chemistry, Faculty of Science, University of Copenhagen - Universitetsparken 5,
2100 Copenhagen, Denmark
5 Department of Medicine, Democritus University of Thrace, Alexandroupoli Campus
6 km Alexandroupolis-Makris, 68100 Alexandroupoli, Greece
6 Centro de Cieˆncias e Tecnologias Nucleares (C2TN), Instituto Superior Te´cnico, Universidade de Lisboa
2686-953 Sacave´m, Portugal
7 TRIUMF - 4004 Wesbrook Mall Vancouver, BC V6T 2A3, Canada
8 Department of Physics, K.N.Toosi University of Technology - P.O.Box 15875-4416, Tehran, Iran
9 Institute of Physical Chemistry, RWTH-Aachen - Aachen, Germany
10 GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH - D-64291 Darmstadt, Germany
11 National Superconducting Cyclotron Laboratory and Department of Physics and Astronomy,
Michigan State University - East Lansing, MI 48824-1321, USA
12 Institut Laue-Langevin - 71 avenue des Martyrs, F-38042 Grenoble, France
13 Laboratory of Powder Technology, E´cole Polytechnique Fe´de´rale de Lausanne (EPFL) - CH-1015, Switzerland
14 School of Physics and Astronomy, The University of Manchester - Manchester, M13 9PL, UK
received 24 June 2016; accepted in ﬁnal form 6 October 2016
published online 7 November 2016
PACS 21.10.Ky – Electromagnetic moments
PACS 23.20.En – Angular distribution and correlation measurements
PACS 21.60.Cs – Shell model
Abstract – Time Diﬀerential Perturbed Angular Correlation of γ-rays (TDPAC) experiments
were performed for the ﬁrst time in the decay of 68mCu (6−, 721 keV, 3.75min) produced at the
ISOLDE facility at CERN. Due to the short half-life of the source isotope, the measurements were
carried out online. The intermediate state (2+, 84.1 keV, 7.84 ns) oﬀers the unique opportunity
to study the electromagnetic ﬁelds acting at a copper probe in condensed matter via hyperﬁne
interactions. The present work allowed determination of the nuclear moments for this state.
The electric quadrupole moment |Q(2+, 84.1 keV)| = 0.110(3) b was obtained from an experiment
performed in Cu2O and the magnetic dipole moment |μ| = 2.857(6) μN from measurements in
cobalt and nickel foils. The results are discussed in the framework of shell model calculations and
the additivity rule for nuclear moments with respect to the robustness of the N = 40 sub-shell.
editor’s  choice Copyright c© EPLA, 2016
Introduction. – Copper (Cu) in its native form is, re-
portedly, the ﬁrst metal to be used by mankind, with me-
chanical, chemical and electronic properties that makes
it, still today, a reference in human activities and wel-
fare. Furthermore, Cu plays a key role in every life
form [1] acting as a cofactor in metabolic enzymes, which
are involved in cellular reparation, respiration or photo-
synthesis [2,3]. In living systems Cu is present in two
oxidation states, Cu(I) and Cu(II), ruling electron trans-
fer in vital redox mechanisms. Due to its unpaired electron
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Fig. 1: Decay scheme of 68mCu/68Cu. In black are the rel-
evant gamma lines for the TDPAC experiment. Width and
length of the arrows are proportional to intensity and energy,
respectively.
and characteristic d-d transition absorption, Cu(II) is well
studied with diﬀerent spectroscopic methods [4], while
Cu(I) is diﬃcult to observe because of its closed shell (d10)
electronic structure leading to basically featureless spec-
troscopic properties. On the other hand, as a diamagnetic
ion, Cu(I) can potentially be investigated by Nuclear Mag-
netic Resonance (NMR)/Nuclear Quadrupole Resonance
(NQR) spectroscopy.
63Cu and 65Cu are stable isotopes which have been used
very successfully in studies of bulk matter, notably re-
cently the high-Tc superconductors. Such experiments,
however, require a large amount of sample material and
are often restricted to low temperatures. In biological
systems, the use of the solution-phase NMR is often the
method of choice for studying structure and dynamics at
the metal binding sites. This technique has a very lim-
ited application to Cu(I) containing complexes, due to the
large nuclear quadrupole moments of 63Cu and 65Cu NMR
nuclei and their low gyromagnetic ratios. These cause
low sensitivity and broad resonance lines [5–7]. There-
fore, there is considerable interest in searching for other
techniques, which have potential for characterizing the
Cu(I) binding structure and electronic states in diluted
concentrations of the probing isotope in biological and
solid-state materials. A practical solution can be given
by radioactive hyperﬁne techniques, such as Mo¨ssbauer
spectroscopy (MS) or Time-Diﬀerential Perturbed Angu-
lar Correlation (TDPAC) [8–10]. These are sensitive to
the interaction of the nuclear electric quadrupole and/or
magnetic dipole moments with the electric ﬁeld gradients
(EFG) or the magnetic hyperﬁne ﬁelds (Bhf ) generated by
the external charge distribution and polarization of the
host material [11]. Unfortunately, no copper isotope is
available for MS experiments. By looking at the decay
schemes of Cu isotopes, one ﬁnds that 68mCu with a half-
life of 3.75minutes and its decay cascade (shown in ﬁg. 1)
appears as the best TDPAC candidate to be used as a
copper probe for future applications in the ﬁelds of ma-
terials physics, chemistry and biophysics. The selection
of the 68mCu/68Cu isomeric decay was made considering
several favorable properties: a) a cascade with suitable
gamma-ray energies 637 keV and 84 keV; b) an interme-
diate 2+ state with 7.84 ns half-life c) a high expected
angular anisotropy factor of 15%. The latter is easily
measurable and deﬁnes the maximum observable ampli-
tude of the TDPAC perturbation function. Moreover, a
TDPAC cascade with a starting isomeric parent state is
particularly useful, since perturbations due the electronic
rearrangement following a chemical valence change after
electron capture or beta decay are avoided.
The half-life of 3.75 minutes is short, but it can still al-
low post-implantation sample conditioning and data tak-
ing. The hyperﬁne interactions are measured consequently
at the intermediate state (2+, 84.1 keV, 7.84 ns). Last but
not least, the current 68mCu yields available at the
ISOLDE facility [12,13], when combined with an eﬃcient
detection system with good energy and time resolution,
made these experiments possible.
Herein, we report the ﬁrst TDPAC experiment per-
formed on a Cu isotope, which simultaneously provided
the ﬁrst measurement of the nuclear electric quadrupole
and magnetic dipole moments of the (2+, 84.1 keV, 7.84 ns)
state of 68Cu, obtained in the isomeric decay of 68mCu.
From the nuclear physics point of view these data are of
particular interest, because in the empirical shell model
the 1+ ground state (g.s.) and the 2+ isomer in 68Cu are
assumed to form a πp3/2×νp−11/2 doublet relative to Z = 28,
N = 40 68Ni. Nuclear moments are known for the g.s. and
the 68mCu, 6− isomer [14]. The present values for the 2+
isomer doublet partner complete this information on the
robustness of the N = 40 sub-shell closure.
Experiment. – The 68mCu+ ion beam was produced
online at ISOLDE by the bombardment of a UCx target
with the 1.4GeV proton beam from the CERN Proton
Synchrotron Booster and selective Cu ionization using the
RILIS (Resonance Ionization Laser Ion Source) [15,16].
The target/ion source parameters were optimized to en-
hance 68mCu/68Cu and suppress surface ionized 68Ga such
that [Cu]/[Ga] ≈ 80. The pure 68Cu beam with 30 keV
energy was then redirected to the VITO (Versatile Ion-
polarized Techniques Online) [17] beam line where a sam-
ple holder was mounted inside a quartz ﬁnger collection
chamber with 2mm wall thickness. This minimized the
gamma absorption and allowed direct view to the sam-
ple. The TDPAC set-up mounted online consisted of
four LaBr3 gamma detectors with good energy resolution
(11.6% at 84.1 keV and 3.0% at 637 keV) and time res-
olution of 800 ps for the selected cascade. Data acqui-
sition was performed with the digital and FPGA signal
processing DIGIPAC setup [18–20]. The detectors were
positioned in a plane perpendicular to the direction of the
radioactive beam, each detector placed at ±90◦ and 180◦
with respect to the others, as shown in ﬁg. 2. The samples
were placed in the geometrical center of the setup. Implan-
tation and measurement were performed simultaneously
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Fig. 2: Scheme of the experimental PAC set-up online at
ISOLDE. The quartz ﬁnger (transparent cylinder in the center)
and the four cylindrical LaBr3 detectors (38mm diameter,
38mm length) surrounding it are shown.
at room temperature. The maximum beam intensity de-
livered at the sample position for 68Cu in isomeric and
ground state was 5 × 107 atoms/s. However, an eﬀective
lower beam intensity of about 1 × 107 atoms/s was main-
tained to avoid gamma pile-up saturation of the detectors,
keeping a reasonable 50 kHz count rate per detector. De-
pending on the sample and beam conditions the data were
acquired from two to four hours per sample, achieving a
maximum of 2×1011 implanted atoms, with an estimated
dose not greater than 1012 at/cm2 per sample.
Analysis. – For nuclei implanted into a polycrystalline
host material, the angular probability distribution, W (θ),
of ﬁnding γ1-γ2 emitted with a certain angle θ can be





Akk (γ1, γ2)Gkk (t)Pk (cos (θ)); (1)
Akk are the anisotropy coeﬃcients of the γ-γ cascade.
Gkk(t) is the perturbation factor that contains all the in-
formation about the magnetic dipole and/or the electric
quadrupole interactions. The TDPAC setup measures the
number of γ1-γ2 coincidences, Nij(θ, t), as a function of
time t between detection of γ1 and γ2 for every pair of
detectors (i, j). Then, the random coincidences are sub-
tracted and the multiple spectra are combined correcting
for eﬃciencies and sample misalignment in two single spec-
tra N(180◦, t) and N(90◦, t). These are used to build the
experimental perturbation function, R(t), eliminating the
exponential part of N(θ, t) and revealing the perturbation
function to be analyzed [9,10]:
R (t) = 2
N (180◦, t) − N (90◦, t)
N (180◦, t) + 2N (90◦, t)
. (2)
For the geometry chosen here R(t) is simply a sum of co-
sine functions of the quadrupole or magnetic interaction
frequencies. Our analysis used the previously known elec-
tric ﬁeld gradients and magnetic ﬁelds for copper in the
selected materials, in order to extract the nuclear electric
quadrupole moment, Q, as well as the nuclear magnetic
dipole moment, μ, of the 2+ state in 68Cu.
In the case of integer spin I and axial symmetry of the
EFG, η = 0, the quadrupole coupling constant, νQ, is
directly related to the quadrupole moment, Q, and to the





2I (2I − 1)
3π
, (3)
where Vzz is the principal component of the EFG tensor
at the nuclear site [9,10].
In a similar way, the magnetic dipole moment can be ob-
tained from the precession frequency, ωL, of the magnetic
moment in the magnetic hyperﬁne ﬁeld, Bhf , as given by
the Larmor equation:
ωL = μBhf/Ih¯ = gμNBhf/h¯, (4)
where μ is the magnetic dipole moment of the intermediate
state of the probe nuclei and g the dimensionless g-factor.
The analysis of the observable perturbation function,
R(t), depends on several factors such as the time resolu-
tion of the experimental apparatus and the probing state
lifetime that determines the observable frequencies, the
latter being proportional to the product of the hyperﬁne
ﬁelds and nuclear moments.
Results. – Figure 3 illustrates the R(t) experimental
perturbation functions obtained for 3a) 68Cu in Cu2O,
3b) 68Cu in Co and 3c) 68Cu in Ni. All the ﬁts to the
experimental data were performed assuming a solid angle
corrected, eﬀective anisotropy coeﬃcient Aeﬀ22 = −0.13(1)
for the angular correlation of the γ1(637 keV)-γ2(84 keV)
cascade with theoretical values expected for this cascade
A22 = −0.1545 and A44 = 0 [21,22]. For the data ﬁtting
procedure, we refer the readers to [23,24] and references
therein. When there is evidence for multiple sets of nu-
clei interacting with diﬀerent local environments the ﬁt
function considers a summation of Gi(t), describing each




Copper oxide, Cu2O, known as cuprite, was chosen to
measure the nuclear quadrupole interaction and determine
the quadrupole moment, Q, of the 68Cu, 2+ excited state.
Cuprite has a simple cubic structure, in which oxygen is
tetrahedrally coordinated by copper atoms, while copper
is linearly coordinated by two oxygen atoms. Due to this
low coordination of Cu, this site has a non-cubic point
symmetry and a strong EFG with zero asymmetry param-
eter, η = 0. The ﬁtting of the experimental perturbation
function R(t) (ﬁg. 3(a)) shows a predominant fraction of
89(3)% of 68Cu with a characteristic quadrupole frequency
ω0 = 21.3(3)Mrad/s and η = 0. For spin 2, the respective
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Fig. 3: The R(t) function obtained from the decay of 68mCu
implanted in diﬀerent host materials: a) Cu2O (pellet), b) Co
(foil), c) Ni (foil).
quadrupole coupling constant is νQ = 27.14(44)MHz.
Knowing νQ and using the quadrupole coupling constant
νQ(
65Cu, g.s., 3/2) = 48.138(12)MHz for 65Cu nuclei in
Cu2O obtained by nuclear quadrupole resonance (NQR)
measurements [25] the ratio of the quadrupole coupling
constants is obtained. With the quadrupole moment
Q(65Cu, 3/2+) = −0.195(4) b [14] the absolute value for
the quadrupole moment of the 68Cu, 2+ state is calcu-
lated to be |Q(68Cu, 2+, 84.1 keV)| = 0.110(3) b.
To measure the magnetic hyperﬁne interaction, cobalt
and nickel sample hosts were implanted with 68mCu.
Figure 3(b) shows the experimental R(t) function obtained
for 68mCu in a cobalt foil. Three diﬀerent fractions (f)
of Cu nuclei interacting with diﬀerent local environments
have been identiﬁed (f1 = 22(1)%, f2 = 32(1)% and
f3 = 46(2)%). Even though the present measurements
were performed without an external applied ﬁeld, the R(t)
function is not typical for a random distribution of ﬁelds in
the foil, as expected for a polycrystalline-like sample. In-
stead, the R(t) function revealed a preferred orientation of
the magnetization along the foil surface, within the detec-
tor plane, around 45 degrees in-between detectors. This is
presumably due to the rolling process during manufacture
and shape anisotropy of the foil.
The analysis of the f3 = 46(2)% fraction, resulting in
the slowly decaying component of the spectrum, is not
compatible with the hyperﬁne ﬁelds expected for Cu in
Table 1: Experimental parameters obtained from ﬁtting the
R(t) function. Only relevant parameters for the calculation of
the nuclear moments are shown.
Aeﬀ22 f1 (%) ω0 (Mrad/s) ωL (Mrad/s)
Cu2O −0.13(1) 89 21.3(4) –
Co −0.13(1) 22 – 1079.1(34)
Ni −0.13(1) 44 – 273.7(48)
Table 2: Nuclear moments of the 68Cu(2+, 84.1 keV) state
calculated with the experimental data obtained in this work.
Previously measured and extrapolated hyperﬁne ﬁelds as ex-
plained in the text have been used.
|Q| (b) |g| |μ (μN )|
Cu2O 0.110(3) – –
Co – 1.429(6) 2.859(13)
Ni – 1.402(43) 2.804(85)
0.110(3) 1.429(6) 2.857(6)
the cobalt host. Apparently, a fraction of the nuclei was
implanted into the aluminium sample holder, due to a
non-optimal beam focusing. The f2 = 32(1)% fraction
is assigned to 68Cu interacting with non-identiﬁed point
defects created during room temperature implantation in
the Co foil. The remaining f1 = 22(1)% fraction of atoms
on unperturbed lattice sites of the Co hcp lattice inter-
act with a strong magnetic ﬁeld, producing a very clear
spectrum from which one obtains the magnetic precession
frequency ωL = 1079.1(34)Mrad/s.
As reference, one has the precise magnetic frequencies
values from previous nuclear magnetic resonance (NMR)
measurements for 63Cu in Co, ωL = 1117.8(3)Mrad/s,
and for 65Cu in Co, ωL = 1198.2(3)Mrad/s [26]. Since the
magnetic hyperﬁne ﬁeld is independent of the Cu isotope
embedded in Co, by using the g factor for 63Cu and 65Cu
(g = 1.480(0), g = 1.580(5)) [27], and eq. (4), one com-
putes g = giωL/ωLi, where ωL is the value obtained in this
work for the 2+, 84.1 keV of 68Cu, and the index i refers to
each 63Cu or 65Cu parameters. Two slightly diﬀerent val-
ues for the g factor of the 68Cu, 2+ state are obtained,
which were averaged leading to |g(2+, 84.1 keV)| =
1.429(6). Note that the magnetic frequencies ωL men-
tioned above from ref. [26] were obtained by nuclear mag-
netic resonance (NMR) measurements at a temperature
of 282K. The small diﬀerence in temperature between
the NMR (282K) and the current TDPAC measurements
(295K) is irrelevant, since the expected hyperﬁne ﬁeld
changes in Co are smaller than 0.2%. Finally, the abso-
lute value for the magnetic dipole moment of the 68Cu, 2+
state is determined to be |μ(2+, 84.1 keV)| = 2.859(13)μN.
Figure 3(c) shows complementary TDPAC measure-
ments obtained for 68mCu implanted in a nickel foil.
A similar spectrum analysis to the Co case was made,
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Table 3: Experimental, additivity extrapolated and shell model g factors and quadrupole moments.
Experimenta Additivity Shell modelb
I g Q (b) g Q (b) g Q (b)
69Cu 3/2− 1.8922(7) −0.147(16) 1.854 −0.1547
67Cu 3/2− 1.6761(4) −0.174(8) 1.784 −0.1875
68Cu 1+ 2.3933(6) −0.082(13) 1.930 −0.080(3) 2.367 −0.0945
2.057c −0.084c
2+ (+)1.429(6) (−)0.110(3) 1.639 −0.160(6) 1.173 −0.190
1.581c −0.168c
6− 0.1925(1) −0.44(2) 0.380 0.254 −0.358
0.241c −0.474c
67Ni 1/2− 1.202(5) 0.874
9/2+ −0.125(6) −0.283 −0.250
a Present work (bold) and refs. [14,28].
b πνpf5/2g9/2 model space with jj44b interaction; e
π = 1.5 e, eν = 1.1 e and gνs = 0.7 g
free
s [29].
c Inferred from 67,69Cu , 67Ni shell model by additivity.
reveiling that the R(t) function can be described by
only two fractions of Cu nuclei in diﬀerent environ-
ments. Again, a slow frequency component is present,
f2 = 56(3)% of Cu atoms which have landed in the
aluminium sample holder. Nonetheless, f1 = 44(2)%
of the Cu nuclei interact with a well-deﬁned magnetic
ﬁeld, characterized by a magnetic precession frequency
ωL = 273.7(48)Mrad/s.
As reference, one has the magnetic hyperﬁne ﬁeld ob-
tained in [30] Bhf = −4.7(1)T at 4K. This value was
then rescaled to 105K using the magnetization saturation
curve of [31], obtaining Bhf = −4.6(1)T. A ﬁnal extrap-
olation of the hyperﬁne magnetic ﬁeld was performed to
304K using the time diﬀerential perturbed angular dis-
tribution (TDPAD) measurements for 62Cu in Ni [32].
From that work the magnetic frequencies, at 105K and
304K, were graphically extracted, ωL = 153.8(17)Mrad/s
and ωL = 135.5(10)Mrad/s, respectively. One calculates
the ﬁnal extrapolated ﬁeld Bhf = −4.08(10)T. With the
present experimental frequency, ωL = 273.7(48)Mrad/s
one obtains |g(2+, 84.1 keV)| = 1.402(43). The magnetic
dipole moment is determined as |μ(2+, 84.1 keV)| =
2.804(85)μN.
From the two independent crosscheck experiments using
cobalt (μ = 2.859(13)μN) and nickel (μ = 2.804(85)μN)
hosts, the average (error weighted) value of μ =
2.857(6)μN has been adopted. Tables 1 and 2 summa-
rize the relevant experimental parameters obtained in the
present work and the calculated nuclear quadrupole and
magnetic moments.
Discussion. – When preparing the present experi-
ment, we had to estimate the nuclear properties of the
68Cu, 2+ state. Since the structure of the low-lying 1+,
2+ doublet is expected to be essentially (68Cu; 1+, 2+) =
(69Cu; 3/2−)×(67Ni; 1/2−), largely independent of the as-
sumption of a speciﬁc conﬁguration, predictions of the
nuclear moments may be calculated from experimental
values in neighboring nuclei. This empirical approach
is expected to include the major part of correlations of
the true wave function, even if Z = 28, N = 40 is not
a robust shell closure. The additivity rule for nuclear
moments, see, e.g., [33], yields for the quadrupole mo-
ments in the stretched Iπ = 2+ state Q(68Cu; 2+) =
Q(67,69Cu; 3/2−) as Q(67Ni; 1/2−) ≡ 0, whereas angu-
lar momentum re-coupling yields Q(68Cu; 1+) = 1/2 ×
Q(67,69Cu; 3/2−). Similarly, one gets μ(68Cu; 2+) =
μ(67,69Cu; 3/2−)+μ(67Ni; 1/2−) and μ(68Cu; 1+) = 5/6×
μ(67,69Cu; 3/2−) − 1/2 × μ(67Ni; 1/2−). The validity of
additivity of nuclear moments in the vicinity of 68Ni has
been discussed by Vingerhoets et al. in the framework of
shell model calculations [14]. In table 3 experimental data
are compared to results inferred from additivity. The data
for 67Ni neighbours are listed for comparison. For empir-
ical interpolation the mean value of 67,69Cu values was
always used. For g factor and Q of 68Cu, 2+ positive, re-
spectively negative signs were adopted following the shell
model expectation.
When it was noted that the nuclear moments mea-
sured in this work were only qualitatively reproduced by
the additivity treatment, shell model calculations in the
πν(f5/2, p, g9/2) model space above an inert
56Ni core were
performed with the jj44b [34] interaction. The results for
the copper isotopes and 67Ni are shown in table 3. Even
though the moments of the 68Cu, 1+ ground state are quite
well reproduced, the theoretical results for the 2+ and 6−
state, as well as for 67Ni, are quite far from the experimen-
tal ones. For the magnetic moments this is mainly due to
the 67Ni, 1/2− value, which is underestimated in the shell
model with the eﬀective operator used as speciﬁed in the
footnotes to table 3.
The deviation in the empirical value, however, points to
a more complicated structure beyond the simple πp3/2 ×
νp−11/2 conﬁguration of the wave function, which is also ob-
served for the 68Cu, 6− state. This is even more apparent
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in the 2+ state. Note that shell model interactions fail to
predict the correct 1+-2+ sequence [14]. Inspection of the
shell model wave function indicates a substantial diﬀerence
in the two wave functions yielding a ≥ 20%πp3/2 × νf−15/2
component in the 2+, while it is < 1% in the 1+ state, in
agreement with 67Ni, 1/2−.
This also manifests itself in the observation, that the
actual shell model value for the g factor of the 1+ state is
smaller than the one calculated assuming additivity of the
shell model values of the 67,69Cu and 67Ni neighbors (also
included for comparison in table 3), while for the 2+ state
the opposite is found. It is interesting to note, that the
additivity values for the g factors of the 1+ and 2+ states,
when corrected for this wave function eﬀect, come much
closer to the experimental results. Thus it may be con-
cluded, that a successful theoretical shell model descrip-
tion would have to include also particle-hole excitations
across the Z = 28 shell, in agreement with the observa-
tion in [33] for the heavy odd-A copper isotopes. Unfortu-
nately, such calculations are not available for the odd-odd
isotopes, and are beyond the scope of the present work.
The fact that the ratio of the experimental quadrupole
moments of the 2+ to the one of the 1+ state is far from
the value of about 2, expected both in additivity and the
straight shell model, could be a particularly critical check
of such calculations, since they would also include the
changes of collective properties from one isotope to the
next [35].
Conclusions. – The TDPAC technique was used to
measure for the ﬁrst time the electric quadrupole and
the magnetic dipole moments of the ﬁrst excited state
in 68Cu(2+, 84.1 keV). Values of Q = −0.110(3) b and
μ = 2.857(6)μN were obtained.
The diﬀerences between measured and shell model pre-
dicted values for the nuclear moments can be explained
by limitations of the model space, which excluded pro-
ton particle-hole excitations across the Z = 28 closed
shell. The additivity rules for magnetic and quadrupole
moments yield only qualitative estimates for conﬁgura-
tions composed of single particle/hole states. This may
be traced back to the weak N = 40 subshell closure at
Z = 28.
The present work clearly demonstrates the feasibility of
using the 68mCu/68Cu isomeric decay as a unique cop-
per probe for hyperﬁne interactions studies in areas such
as condensed and soft matter physics, biophysics and
chemistry.
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Adsorption of heavy metals
on graphene
Graphene holds the promise to revolutionize electronics technology, owing to
our ability to engineer its physical and chemical properties. Adsorbed atoms
(adatoms) and molecules (admolecules) on graphene are a particularly promising
route towards controllable modification of graphene's properties. A wide range of
studies, some experimental, but more often theoretical studies, have been carried
out to understand the stability and coordination of several adsorbed species on
graphene and also to investigate and exploit the induced properties (c.f. section
1.7). This chapter presents the main results of the research carried out within
the framework of this thesis, dealing with the fundamental understanding of
the interaction between graphene and adatoms (model cases: Hg, Cd, In and
Ag) and admolecules (model case: HgO2), in terms of structural and electronic
properties. The research approach is based on density functional theory (DFT)
calculations, complemented whenever possible by perturbed angular correlation
(PAC) experiments. The chapter is structured according to manuscripts 2 to 4,
which have been submitted or prepared for submission.
Section 6.1: Hg adatoms on graphene
This section (manuscript 2) deals with objectives (1) and (2) (c.f. Chapter
2), i.e. to investigate the interaction of heavy metal adatoms with pristine
graphene, without interference from other species). In this section, we focus
on Hg as model heavy metal adatom. Atomic positions and their stability,
binding energies, diffusion and agglomeration processes, electronic structure,
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and associated hyperfine parameters, are studied using DFT. The calculations
presented in this section for Hg are particularly detailed, i.e. various functionals
are tested and a wide range of nominal Hg concentration is covered. The
outcome of these detailed studies on Hg allowed us to narrow down the relevant
range of parameters to what is used in section 6.2, extending these calculations
to other heavy metal elements (Ag, Cd and In).
Section 6.2: Ag, Cd and In adatoms on graphene
This section (manuscript 3) also deals with objectives (1) and (2), extending
from Hg (section 6.1) to other heavy metal elements (Ag, Cd and In). These
DFT studies not only provide new fundamental insight on graphene-adatom
interactions, but also form the basis for a new experimental approach which
is currently being developed at the ISOLDE facility at CERN, using ASPIC
(Apparatus for Surface Physics and Interfaces at CERN). The principle of this
approach is described in Ref. [285], which includes a (preliminary) subset of
the DFT calculations presented here in full. ASPIC will allow to avoid the
interference from other species in the adsorption mechanism since deposition
and characterization are carried out in-situ, under ultra-high vacuum conditions.
Section 6.3: HgO2 admolecules on graphene
While the DFT studies mentioned above considered the interaction of one adatom
element with pristine graphene, this section (manuscript 4) deals objective (3),
i.e. how the adsorption of Hg is affected by other species (e.g. water and
oxygen, in a solution or in the atmosphere). Adsorbed molecules directly affect
many of graphene's physical and chemical properties, such as "wetting" [290],
adhesion [291], electrical doping [292], carrier mobility [293]. The importance
of understanding this interaction between graphene and admolecules spans a
wide range of applications, from graphene transfer processes to bio-sensing
applications and water filtration.
PAC experiments were performed using graphene on different substrates (Cu,
SiO2, PET, Quartz) and 199mHg as a probe, at different temperatures (from
room temperature down to 77 K). 199mHg was implanted into ice, which
upon melting was deposited onto the graphene surface. There is a clear
trend across all these experiments (different substrates, different temperatures,
repetitions under the same conditions). Two distinct fractions (describing
two distinct EFG) are typically observed experimentally. DFT calculations
modeling several kinds of coordination on graphene were performed in order
to achieve a consistent interpretation of the PAC experimental results. The
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Figure 6.1: View from the top and from the side of different configurations
investigated by DFT: water and Hg on top of graphene, Hg-cluster with 7 Hg
atoms on pristine graphene and Hg-cluster with 4 Hg atoms on graphene with
vacancies
.
configurations which were considered fall within the following groups: water
admolecules with Hg incorporated in different spatial configurations; Hg-clusters
with different configurations up to 7 atoms on pristine graphene and also on
graphene with defects; Hg coordinated by oxygen and hydrogen assuming
different configurations. Some of the mentioned configurations are depicted
in Figure 6.1. For simplicity, only a subset of these experiments and of the
configurations considered in the DFT calculations are presented in manuscript
4. Appendix A gives a complete overview of the DFT calculations. The DFT
analysis strongly suggest that the high Vzz experimentally identified can only
originate from linear HgO2 admolecules on the surface of graphene, which to
the best of our knowledge had not been observed before. In addition to the
insight they provide on adsorption of heavy metals on graphene, these results
show that the EFG tensor is very sensitive with respect to the coordination
(spatial configuration and adsorption site on graphene).
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The interest in understanding the interaction between graphene and atoms that are
adsorbed on its surface (adatoms) spans a wide range of research fields and applications,
for example, to controllably change the properties of graphene in electronic devices or
to detect those changes in graphene-based sensors. We present a density functional
theory study of the interaction between graphene and adatoms of Hg, as a model heavy
metal element. Binding energy, electronic structure and electric field gradient were
calculated for various high-symmetry atomic configurations, from isolated adatoms to
a continuous Hg monolayer. Hg as isolated adatom was found to be the most stable
configuration, with a binding energy of 188 meV. Whereas isolated adatoms have a
minor effect on the electronic structure of graphene (only a small acceptor-like effect),
Hg monolayer configurations induce a metallic state, with the Fermi level moving well
above the Dirac point (donor-like behavior). Based on the electric field gradient cal-
culated for the various configurations, we discuss how hyperfine techniques (perturbed
angular correlation spectroscopy, in particular) can be used to experimentally study
Hg adsorption on graphene.
I. INTRODUCTION
Since it was isolated as a 2-dimensional material [1],
graphene has become a remarkable subject of research
across various fields [1–11]. In particular, thanks to the
ability to controllably change its physical and chemical
properties, for example, in field-effect transistors [1, 12],
transparent electrodes [13, 14], energy-storage materials
[15, 16], and chemical and biosensors [17, 18], graphene
shows tremendous potential to revolutionize various tech-
nologies. A key area of research, which is common across
many of these fields and applications, is the interaction
between graphene and atoms that are adsorbed on its
surface (adatoms), either as a means to actively change
its properties (e.g. adatom doping to tune the Fermi
level in a transistor-type device) or simply to detect those
changes when an adatom is adsorbed (e.g. in sensing
applications). In this context, substantial research has
been carried out to understand how adatoms of different
elements bind to graphene, which stable atomic config-
urations they form, how they migrate and agglomerate,
and how they affect the electronic properties of graphene
in the various possible configurations (e.g. different sites
and local concentrations, isolated versus clustered, etc.).
The majority of these studies have relied on density func-
tional theory (DFT) calculations for various adatom el-
ements, dealing with the adsorption stability and effect
on the properties of graphene (structural, electric, mag-
netic, etc.). Among the earlier DFT studies, S. Casolo
et al. [19] studied hydrogen adsorption on graphene,
as isolated atoms or in cluster configurations, revealing
a relationship between the stability of the adatom, the
substrate and the induced electronic properties. Mao et
al. [20] predicted the emergence of high magnetic mo-
ments when transition metal (TM) atoms (Fe, Co, and
Mn) are adsorbed on graphene. Sevinc¸li et al. [21] stud-
ied the binding energies and the electronic and magnetic
properties of graphene adsorbed with TM atoms (Co, Cr,
Fe, Mn, and Ti), revealing a wide range of binding en-
ergies, from 0.10 to 1.95 eV, depending on the species
and coverage density. In the same work, Sevinc¸li et al.
also predicted the occurrence of ferromagnetic and an-
tiferromagnetic ordering when 3d TM are adsorbed on
graphene. Adsorption of heavy metals (HM) and its in-
fluence on the properties of graphene have also been in-
vestigated, not only in terms of the basic physics of ad-
sorption, stability, electric and magnetic properties, but
also considering its potential application, for example,
in spintronics (e.g. Os, Ir [22], and Pb [23] inducing a
topological insulator state thanks to the high-spin orbit
coupling in heavy elements), catalysis (e.g. Au [24] and
Pd [25]), detection of toxic heavy metals (e.g. Cf, Hg
and Pb [26]), and their removal from water (e.g. Pb
[27]). Since adatoms tend to have low migration energies
on the surface of graphene, they typically diffuse well be-
low room temperature [28]. Adatom elements for which a
2Figure 1. Top: 1 × 1, 2 × 2, 3 × 3 and 4 × 4 supercells for a Hg atom in the hollow site (H) on graphene
lattice, corresponding to nominal Hg concentrations (θ) of 1/2, 1/8, 1/18, and 1/32, with respect to the number
of carbon atoms. The calculations were performed for all three high-symmetry positions for adatoms on
graphene (depicted in the bottom right figure), as a function of graphene-Hg distance d: the hollow (H) site
above the center of the hexagon, the top (T) site directly above the C atoms, and the bridge (B) site above
the middle of the C-C bond. Bottom left: configuration consisting of a Hg monolayer here referred to as HTT
configuration since Hg atoms are placed in a sequence of one H and two T sites (θ = 3/8).
cluster configuration is energetically favorable will there-
fore agglomerate (e.g. Au [24]). Since the properties of
the graphene+adatoms system are strongly dependent
on the adsorption configuration (e.g. isolated adatoms
versus clusters), it is important to not only understand
these effects (configuration-dependent properties and mi-
gration) from a theoretical point of view, but also to be
able to probe them experimentally.
Here we present a DFT study of Hg adatoms on
graphene, as a representative case of heavy metal ad-
sorption. We investigate the stability of various adsorp-
tion configurations as well as their effect on the electronic
structure of graphene. Moreover, based on the calcu-
lation of the hyperfine parameters associated with the
different configurations, we discuss how hyperfine tech-
niques can be used to experimentally study Hg adsorp-
tion on graphene, in particular, to distinguish isolated
from cluster configurations. These calculations not only
provide new insights on graphene-adatom interactions,
they also form the basis for a new experimental approach
which is currently being developed at the ISOLDE fa-
cility at CERN, using ASPIC (Apparatus for Surface
Physics and Interfaces at CERN) [29].
II. COMPUTATIONAL METHOD
The DFT calculations were performed using WIEN2k
code [30], which implements the linearized augmented
plane waves (LAPW) method. This method divides the
space into non-overlapping spheres, described with spher-
ical harmonics and the interstitial region, described with
plane waves. It is an all-electron code (i.e. it employs
the full charge distribution of all electrons) and is for this
reason more suitable to calculate hyperfine parameters.
The muffin-tin radii were set to 1.29 and 1.70 atomic
units, for the carbon atoms and for mercury adatoms,
respectively. The number of plane waves is set by the
parameter RMT ×Kmax = 5.5, where RMT = 1.29 au
(the radius of the smallest sphere). Different concentra-
tions of adatoms were studied by constructing differently
sized supercells, each including one Hg adatom and mul-
tiple graphene C-hexagons. Figure 1 shows projections
along the c-axis of the 1 × 1, 2 × 2, 3 × 3 and 4 × 4
(C − hexagon) supercells (with the corresponding num-
ber of k-points considered being 18× 18× 1, 10× 10× 1,
8×8×1, and 6×6×1, respectively). These configurations
correspond to nominal Hg concentrations (θ) of 1/2, 1/8,
1/18, and 1/32, with respect to the number of carbon
atoms. For each concentration, three sets of calculations
were performed, for Hg atoms on each of the three high-
symmetry positions: hollow (H), top (T) and bridge (B)
(Figure 1). An additional configuration was also con-
sidered in the calculations: an hexagonal Hg monolayer
with the Hg atoms in a sequence of H-T-T sites (there-
fore designated here as HTT configuration), with a con-
centration of θ = 3/8 with respect to C atoms, which is
equivalent to a (111) plane of a cubic Hg lattice. A vac-
3uum spacing of at least 15 A˚ is placed between adjacent
graphene layers to minimize layer-layer interactions. The
calculations did not consider spin polarization. Three
different exchange correlation functionals were used: lo-
cal spin density approximation (LSDA) [31], generalized
gradient approximation (GGA-PBE) [32] and GGA-PBE
with van der Waals correction (DFT-D3) [33]. The vdW
corrections of DFT-D3 method are restricted to shorter
correlation length scales. We have used the experimen-
tal lattice parameter a = b = 2.46 A˚, which is close to
our optimized parameters with LDA (2.45 A˚) and GGA
(2.47 A˚) for undoped graphene. The results presented in
the following correspond to calculations performed with-
out including spin-orbit coupling. Calculations for rep-
resentative cases, namely for the lowest-energy configu-
rations with θ of 1/18 (isolated adatoms) and 3/8 (HTT
monolayer), including spin-orbit (SO) coupling, revealed
no significant differences.
For each configuration and nominal concentration, we
studied the stability of the adatoms with respect to dis-
placements in-plane (between the high-symmetry sites)
and out-of-plane (varying distance d to the graphene
layer) directions, as well as the associated electronic
structure. In-plane displacements provide insight into
adatom migration and diffusion mechanisms, whereas
out-of-plane displacement is related to the adsorption
stability. Additionally, the electric field gradient (EFG)
tensor calculated for every configuration can be com-
pared to experimentally determined values, as a sensi-
tive local probe for the structural configuration of Hg
adatoms on graphene.
III. RESULTS
A. Choice of functionals
Figure 2 shows the adsorption energy of graphene-Hg
system as a function of graphene-adatom distance, d, for
the supercell 2 × 2 (θ = 1/8) when Hg is at the H site
(as an example; B and T sites show equivalent behavior),
obtained using each of the three used functionals (LSDA,
PBE and PBE+DFT-D3). Since adatoms on surfaces are
subject to dispersion forces, commonly referred to as van
der Waals interactions, which are not accounted for with
PBE nor LSDA, we included the DFT-D3 correction to
the PBE functional. As it can be seen in the Figure 2,
the DFT-D3 correction results in a strengthening of the
binding: lower energy minimum and corresponding dis-
tance d. LSDA calculations also show a much stronger
binding of the Hg atom to the graphene layer compared
to PBE (and smaller equilibrium distance). This is how-
ever expected, since LSDA does not provide an adequate
description for weakly bound adatoms, and is known to
overestimate binding energies.
It is important to note that while the choice of func-
tionals determines the energy balance of the system, it
leaves the EFG generaly unaffected. The EFG is a trace-
Figure 2. Energy landscape of graphene-Hg system
as a function of graphene-adatom distance, d, using
LSDA, PBE and PBE+DFT-D3 functionals. Super-
cell 2× 2 (θ = 1/8) and Hg at the H site.
Figure 3. EFG components (Vzz and the axial asymme-
try parameter, η) of Hg as a function of graphene-Hg
distance, d, using LSDA and PBE functionals. Super-
cell 2 × 2 (θ = 1/8) and Hg at the hollow symmetric
site. DFT-D3 is not shown since it is only a correc-
tion to the energies and forces, i.e. does not affect
the EFG.
less symmetric rank 2 tensor so that the axis system can
be defined in a way that the EFG tensor representation
has only three non-vanishing diagonal components de-
fined as |Vzz| ≥ |Vyy| ≥ |Vxx|. For simplicity, it is common
to characterize the EFG tensor by its main component
Vzz and the axial asymmetry parameter, η, defined as
η = Vxx−VyyVzz , taking into account that the three remain-ing degrees off freedom are characterized by the Euler an-
gles that relate the principal axis system (where the EFG
is diagonal) to the laboratory axis system. The EFG ten-
sor is extremely sensitive to the charge distribution (and
its symmetry, in particular) in the region of the nucleus,
which does not appear to vary significantly when using
the different functionals considered here. This is illus-
trated in Figure 3, where the EFG parameters, Vzz and
η, for Hg in the H site, are plotted as a function of the
4Figure 4. Adsorption energy of graphene-Hg system
as a function of graphene-Hg distance, d, for differ-
ent nominal concentrations (θ). Except for the HTT
case (θ = 3/8), which is a mix of H and T sites, data
are shown for Hg located at the H site. Adsorption
energies are normalized to a cell that contains 1 Hg
atom per supercell.
distance d: LSDA and PBE calculations yield virtually
the same values. For a distance d = 3.48 A˚, i.e. at the
equilibrium position determined by the minimum of the
energy with PBE+DFT-D3 functional, the EFG values
at the Hg site are Vzz = −3.0 V/A˚2 and η = 0 (the axial
asymmetry parameter η is always zero for Hg at H site).
B. Stability versus adatom position and
concentration
In the following we focus on the results obtained using
the PBE+DFT-D3 functional. To understand the sta-
bility of Hg adatoms on graphene, for different nominal
concentrations, the adsorption energy was studied as a
function of the distance d, for each one of the three high
symmetry sites. Figure 4 shows the calculated adsorption
energy as a function of d, for different θ, when Hg is at the
H symmetric site (except for θ = 3/8, for which the Hg
atoms are in mix of H and T sites). The adsorption en-
ergy is calculated as: Eads = EG+adatom−EG−Eadatom,
where EG+adatom is the energy of the system graphene +
adatom, and EG and Eadatom are the energy of graphene
and the energy of adatom, respectively. Although with a
qualitatively similar shape, the adsorption energy curves
for the different Hg concentrations (θ) have different min-
ima (i.e. different binding energies) at different distance
values. For θ = 1/18 and θ = 1/32, however, the
curves virtually coincide, indicating that a supercell 3×3
(θ = 1/18) is already large enough to adequately describe
non-interfering, isolated Hg adatoms (i.e. further increas-
ing the dilution would have a negligible effect).
Figure 5 compiles the binding energy (defined as the
absolute value of the minimum of the adsorption en-
Figure 5. a) (top) Binding energy of Hg defined as
the absolute value of the minimum of the adsorption
energy and b) (bottom) corresponding distance, deq,
for different nominal concentration (θ), for each site
H, T and B, as well as for the HTT configuration.
ergy) and the corresponding equilibrium distance (deq)
obtained for Hg at H, T and B sites, for each of the
θ values considered here. For each nominal concentra-
tion, both binding energy and corresponding distance
depend on the position (H, T or B) occupied by the Hg
adatom. The main conclusion to be extracted from these
calculations is that the most stable configuration for Hg
on graphene is as isolated adatoms (e.g. 188 meV for
θ = 1/32) which is, in particular, more stable than the
HTT monolayer (123 meV and θ = 3/8 ).
C. Diffusion and agglomeration
Above, we considered the relative stability of the Hg
adatoms in various high-symmetry configurations. In
this section we examine the energy barriers governing the
migration of Hg adatoms in the dilute regime (i.e. the
migration paths between H, B and T sites). In a practical
scenario, adatoms are randomly deposited on a graphene
surface, evolving from dilute to more concentrated con-
figurations. Therefore, these migration barriers can also
be regarded as governing the agglomeration of dilute Hg
adatoms into other configurations (e.g. HTT configura-
tion). Figure 6 shows how the adsorption energy varies
along straight H←→T and H←→B paths (with d opti-
mized at each intermediate position). From these calcu-
lations, we derive H←→T and H←→B migration barriers
of ∼ 8.0 meV and ∼ 5.6 meV, respectively, i.e. the overall
migration barrier for isoltated Hg adatoms on graphene
is therefore ∼ 5.6 meV. These can be considered low mi-
5Figure 6. Adsorption energy along H ←→ T and H ←→
B paths, in the dilute regime (θ = 1/18, 3 × 3 config-
uration), i.e. governing the migration of isolated Hg
adatmos on the surface of graphene. The adsorption
energy is plotted for each path divided in segments
of equal lengths.
gration barriers, when compared to other metal adatoms
such as Au (7 meV), Ag (10 meV), Cr (22 meV), Pd
(80 meV) and Al (166 meV) [28, 34]. From these migra-
tion barriers, one can estimate a characteristic tempera-
ture above which the adatoms become mobile (i.e. start
to diffuse and eventually agglomerate). Within an Ar-
rhenius model, the rate Λ of thermally activated jumps
between H sites is given by Λ = ν0e−
Ea
kBT , where ν is the
attempt frequency (which we take as ν0 = 1012 s−1, of
the order of the lattice vibrations), and kB and T the
Boltzmann constant and the temperature. The average
period between jumps is therefore given by Λ−1, from
which we can estimate the threshold temperatures for
surface diffusion of Hg adatoms, for a given length and
time scales. For example, the temperature correspond-
ing to one jump between adjacent H sites is given by
T = − EakBln(tν0) , where t is the time interval in question.
For one minute (t = 60 s) and Ea = 5.6 meV (corre-
sponding to H−→B−→H), we obtain T = 2.2 K. In other
words, isolated (dilute) Hg adatoms on an ideal (defect-
free) graphene surface can only be observed if the depo-
sition and subsequent characterization are performed at
very low temperature, of the order of few K. Increasing
temperature will activate surface diffusion, resulting in
other kind of agglomeration of Hg adatoms on graphene.
During diffusion, Hg adatoms may also become trapped
in defective regions (e.g. graphene edges, Stone Wales
defects, vacancies, grain boundaries) [28, 35, 36].
D. Electronic properties
Figure 7 shows the band structure (BS) and density
of states (DOS) for graphene and for graphene+Hg for
the cases of the HTT configuration and for θ = 1/8 and
θ = 1/32. The system remains gapless even when we
consider SO-coupling in the calculations. Aside from the
emergence of Hg-related bands, the main observation is
the shift of the Fermi level with respect to the Dirac point
of graphene, which depends on Hg concentration (sum-
marized in Figure 8). In the more dilute regime (θ = 1/32
and θ = 1/18), there is a small shift of the Fermi level
to below the Dirac point, indicating a slight acceptor
behavior of the isolated Hg adatoms. For an adatom
concentration of θ = 1/18, this shift becomes even more
pronounced. However, when the concentration further
increases to θ = 3/18, in the HTT configuration, the ef-
fect reverses, with a shift of the Fermi level to above the
Dirac point, i.e. suggesting a donor behavior. This rever-
sal can be understood as due to the change from isolated
adatoms to the formation of a Hg monolayer. The ob-
served donor behavior of the Hg monolayer is consistent
with the simple analytical model proposed in reference
[37] for the heavy elements Ag, Au, and Pt, character-
izing the graphene-metal interface solely in terms of the
work function: the work function of Hg (∼ 4.5 eV [38])
is below the ∼ 5.4 eV threshold where n-type behaviour
is observed [37]. The formation of the Hg monolayer also
renders the entire system (graphene plus Hg monolayer)
metallic: the Hg monolayer introduces energy bands that
cross the Fermi level (i.e. the Hg monolayer is metallic),
which in addition is shifted upwards in energy, i.e. to a
region of higher DOS in the Dirac cone of graphene (i.e.
the graphene layer itself becomes more metallic).
E. EFG as a structural local probe
In this section, we discuss how the calculated EFG
parameters, which strongly depends on the local charge
distribution, can be used in an experimental setting to
identify the spatial configurations of Hg adatoms on
graphene. This involves comparing the EFG values cal-
culated for multiple possible configurations to those mea-
sured experimentally using hyperfine techniques. Figure
9 shows the EFG parameters, Vzz and η, calculated at
the Hg nucleus, for the different nominal concentrations
and different high-symmetry sites, at the equilibrium dis-
tance, deq, between Hg and graphene. Table 1 compiles
all the relevant parameters obtained in these calculations:
binding energy and the corresponding distance deq, and
the EFG parameters, Vzz and η. The calculated EFG val-
ues show some variation when comparing different high-
symmetry sites, and are in particular strongly dependent
on concentration θ, i.e. the Vzz strongly increases in the
monolayer-type configurations (θ = 3/8 and θ = 1/2) due
to the Hg coordination, making EFG a clear indicator of
the concentration and position of Hg on graphene. We
evaluated the role of the different orbitals in the obtained
EFG values. Significant contributions are observed for p-
p, d-d and s-d orbitals. Although total Vzz changes signif-
icantly from the highest nominal concentration (θ = 1/2)
to the dilute regime (θ = 1/32), contributions from the
6Figure 7. a) (top) Band structure and b) (bottom ) density of states for pristine graphene and for graphene
+ Hg for θ = 1/32, θ = 1/8 (at H high symmetric site) and θ = 3/8 (HTT configuration).
Figure 8. Shift of the Fermi level relative to the Dirac
point (∆E), as a function of the nominal concentra-
tion (θ). Positive ∆E corresponds to a Fermi level
above the Dirac point. Except for the HTT configu-
ration (θ = 3/8) data are shown for Hg at the H site.
p-p orbitals always dominate (73% and 87% for the two
extremes, respectively). Figure 10 shows the charge dis-
tribution and the charge isolines when Hg adatoms are at
equilibrium deq for the metallic configuration HTT and
isolated adatoms with θ = 1/18. There are noticeable
differences between the charge distribution of these two
regimes (isolated versus monolayer) which help under-
stand the drastically different Vzz. On the one hand, the
small Vzz for θ = 1/18 agrees with the nearly perfectly
circular isolines of the charge distribution representing
the outer electronic shells of the Hg adatoms. On the
other hand, the high Vzz for the HTT monolayer is a con-
sequence of the non-spherical charge distribution around
Hg, mostly due to the interaction with the Hg nearest
neighbors.
Perturbed angular correlation (PAC) spectroscopy is
a particularly suited technique to measure the EFG pa-
rameters which can be compared to the calculated val-
ues presented here. For PAC experiments on Hg, the
199mHg/199Hg isomeric decay, with an intermediate 5/2−
state with 2.45 ns half-life, is well established [39, 40].
PAC is a time differential statistical measurement where
the observable is the decay histogram of two consecutive
γ-rays in coincidence. Taking into account the short half-
life of the probing state 199mHg of 2.45 ns, no more than
20 ns (approximately 8 half-lives) can be resolved with
enough statistics. Therefore, we estimate a limit such
that half a period of the characteristic PAC perturbation
function can still be interpreted, i.e. 20/2 ns, leading
to a minimum value of Vzz to be experimentally deter-
mined of 100 V/A˚2. The time experimental resolution is
below 0.8 ns being the precision of the Vzz mainly depen-
dent of the error of the quadrupole moment of about 9 %
[39]. This implies that based on PAC measurements of
Vzz, it would be possible to distinguish the two regimes
of Hg adatom concentration discussed above, i.e. be-
tween isolated Hg adatoms and the onset of aggregation
into a metallic Hg monolayer. Such experiments can be
performed, for example, using the ASPIC setup at the
7Figure 9. Vzz and η EFG parameters at Hg site at the
equilibrium energy, for all nominal concentration (θ),
for each site H, T and B.
Figure 10. Charge distribution (e/A˚3) of graphene-Hg
system for HTT metallic configuration (left) and for
the nominal concentration of θ = 1/18 for Hg at H
position distribution (right).
ISOLDE facility at CERN [29], where adatoms can be
deposited at low temperature, down to liquid He, and
PAC measurements can be performed in-situ as a func-
tion of temperature. Based on the calculations presented
here, one can expect that, upon deposition at low temper-
ature, one would first observe the low Vzz associated with
isolated Hg adatoms on H sites. Increasing temperature
would eventually activate diffusion and segregation, and
the much larger Vzz values associated with metallic Hg
layers could then be observed. This type of experiments
has been previously performed at ASPIC to investigate
structural and magnetic properties of metal surfaces (e.g.
Ni and Pd) [29]. The calculations presented here show
the potential of hyperfine techniques in the context of
adatoms on 2-dimensional materials. One of the advan-
tages of this approach is that it allows to locally probe the
adatom without affecting it, i.e. avoiding the influence of
external probes, such as the tip of a scanning probe mi-
croscope or the intense electron beam of a transmission
electron microscope. Additionally, a PAC spectrum can
be measured with as little as 1010 probe atoms, corre-
sponding to a coverage of 0.01 % for a typical 5× 5 mm2
sample, i.e. the approach can be applied down to extreme
levels of adatom dilution. Moreover, measurements are
compatible with applied electric or magnetic fields [29].
IV. CONCLUSIONS
We carried out a density functional theory study of
Hg adatoms on graphene. Hg as isolated adatom (with
concentration θ = 1/32) at H-symmetric site was found
to be the most stable configuration, with a binding en-
ergy of 188 meV. For isolated adatoms, the binding en-
ergy increases with decreasing adatom concentration and
depends on adsorption site (H, T, or B). A migration
barrier of ∼ 5.6 meV along H←→B←→H paths was es-
timated, corresponding to a threshold temperature for
adatom surface mobility of a few Kelvin.
The effect of Hg adsorption on the electronic structure
of graphene is strongly dependent on adatom coverage.
Whereas isolated adatoms have only a small acceptor-
like effect, leaving the electronic structure of graphene
virtually unaffected, Hg monolayer configurations induce
a metallic state, with the Fermi level moving well above
the Dirac point (donor-like behavior).
Based on the electric field gradient calculated for the
various configurations, we propose that hyperfine tech-
niques can be used to experimentally study Hg adsorp-
tion on graphene, in particular by measuring the EFG
using PAC spectroscopy (199mHg/199Hg isomeric decay,
with an intermediate 5/2− state with 2.45 ns half-life).
For example, upon deposition of dilute, isolated Hg
adatoms below the mobility threshold temperature (few
Kelvin), it would be possible to detect the onset of mi-
gration and agglomeration (with increasing temperature)
into the HTT monolayer configuration. Although the cal-
culations presented here suggest that the dilute configu-
ration is more stable than monolayer configurations, it
is plausible that under different conditions, segregation
may occur. For example, shifts of the Fermi level due
to defects or specific substrates may affect the electro-
static interaction between the Hg adatoms and thereby
stabilize cluster or monolayer configurations. Such hy-
perfine studies could be correlated with transport mea-
surements, which, based on our calculations, would show
a change from p-type to n-type conduction. Such PAC
8Table I. Binding energy and the corresponding distance (deq) and EFG parameters (Vzz and η), for all different nominal
concentration (θ), for each high symmetric positions H, T and B and for HTT configuration.
Nominal Site Binding deq Vzz η
Concentration energy
θ meV A˚ V/A˚2
H 103 3.76 837.3 0.00
1/2 T 110 3.69 808.6 0.00
B 108 3.70 824.6 0.02
3/8 HTT 123 3.60 489.7 0.00
H 171 3.48 −3.0 0.00
1/8 T 162 3.49 −9.6 0.00
B 165 3.53 −14.3 0.23
H 186 3.45 −6.6 0.00
1/18 T 178 3.46 −13.8 0.00
B 180 3.49 −19.0 0.27
H 188 3.44 −8.4 0.00
1/32 T 180 3.45 −13.8 0.00
B 181 3.46 −19.5 0.30
experiments would allow to locally probe adatoms in the
low-coverage extreme (down to ∼ 0.01 %), while being
compatible with applied electric and magnetic fields, and
avoiding the influence of external probes and particle
beams.
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The adsorption stability of heavy metals (Ag, Cd, In and Hg) on graphene was stud-
ied based on density functional theory calculations. Binding energy and electric field
gradient were calculated for each adatom, for various high-symmetry atomic configu-
rations. Two coverage regimes were considered: a ratio of metal to carbon atoms of
1:18, corresponding to nearly isolated adatoms, and a ratio of 3:8 corresponding to a
continuous metal monolayer. All of the studied elements are more stable as an isolated
adatom. This study also establishes a relation between the binding energy and the
hyperfine electric field gradient (EFG) tensor for each adatom, suggesting that the
EFG can be used to probe the binding stability of adatoms on graphene. Furthermore,
the EFG is found to be sensitive to the local atomic structure, distinguishing isolated
from monolayer configurations, and for some cases, varying significantly with small
variations in adatom position (at the sub-A˚ scale). Based on these calculations, we
propose that hyperfine techniques that can measure the EFG and for which suitable
isotopes exist, such as perturbed angular correlation spectroscopy, can be used to ex-
perimentally unravel details of atomic adsorption on graphene, and by extension on
2-dimensional materials in general.
I. INTRODUCTION
Graphene properties are intimately dependent on the
two-dimensionality (2D) of its structure [1–4]. Being
a single atomic layer, the adsorption of guest atoms
(adatoms) or molecules (admolecules) has a strong effect
on the properties graphene. Adatoms and admolecules
are therefore a promising way to modify the properties
of graphene and engineer a specific functionality that
can be used in technological applications. Several stud-
ies have reported that structural, electronic and mag-
netic properties of graphene can be manipulated using
adsorption of atoms, individually or organized in clusters
[5–14]. Understanding the adsorption process of certain
species on graphene requires studying their position sta-
bility relative to the underlying carbon honeycomb lattice
[15]. Techniques such as scanning tunneling microscopy
(STM) [16] and transmission electron microscopy (TEM)
[17] have been extensively used to characterize the to-
pographic and local electronic structure of graphene-
adsorbent systems. Here we investigate to what extent
the electric field gradient (EFG) can be used to probe the
adatom-graphene interaction, adsorption stability, and
local atomic configuration, owing to the high sensitivity
of the EFG to changes in the local charge distribution.
The EFG can be measured experimentally via its inter-
action with the nuclear electric quadrupole moment of
a suitable probe atom, using techniques such as nuclear
quadrupole resonance (NQR), Mo¨ssbauer spectroscopy
(MS) or perturbed angular correlation (PAC) technique.
Such measurements are particularly sensitive to changes
induced by lattice distortions, such as host impurities
or defects [18, 19] because they modify the local electro-
static potential, thus creating its own characteristic EFG.
Therefore, the process of adsorption, spatial configura-
tion and the stability of a certain adatom on graphene
can be directly related to the experimentally determined
EFG. The EFG is a traceless symmetric rank 2 tensor,
defined as:
Vij = Φij − 13Tr(Φ) (1)
where Φ(þr) is the electric potential due to the electron
cloud at the nucleus position (þr = 0) and Φij is defined
as Φij = ∂
2Φ(þr)
∂xi∂xj
[18, 20]. The tensor is symmetric due
to the commutation of the second partial derivatives of
the electrostatic potential Φ(þr) and it is also a traceless
at the probe site by definition, since the nucleus is ap-
proximated to a point charge from the point of view of
the external electronic charge. The axis system can be
defined in a way that the EFG tensor representation has
only three non-vanishing diagonal components defined as
2Figure 1. Atomic configurations considered in the cal-
culations: (a) 3×3 supercell for adatoms at the hollow
site (H) on graphene, corresponding to a nominal con-
centration of θ = 1/18 with respect to the number of
carbon atoms; (b) the monolayer in a HTT configu-
ration, with nominal concentration of θ = 3/8; (c) the
three high-symmetry positions on graphene, i.e. the
hollow (H) site above the center of the hexagon, the
top (T) site on top of the C atoms, and the bridge (B)
site above the middle of the C-C bonds; d) graphene-
adatom distance d.
|Vzz| ≥ |Vyy| ≥ |Vxx|. For simplicity, it is common to
characterize the EFG tensor by its main component Vzz
and the axial asymmetry parameter, η, defined by:
η = Vyy − Vxx
Vzz
(2)
taking into account that the three remaining degrees of
freedom are characterized by the Euler angles that corre-
late the principal axis system where the EFG is diagonal
with the axis system where the laboratory is defined.
A precise calculation of the entire electronic configura-
tion of graphene and the adatoms can be performed using
density functional theory (DFT). DFT calculations have
assumed an important role in experimental data interpre-
tation of the EFGs measured with hyperfine techniques
[21, 22]. This paper presents a set of DFT studies of elec-
tronic structure and EFG tensor for selected adatom ele-
ments on graphene: Ag, Cd, In and Hg, which are widely
studied using PAC spectroscopy due to the availability of
suitable isotopes (with favorable and well-established de-
cay schemes and nuclear moments). These calculations
provide insight on the stability of various adsorption con-
figurations and its relation with the EFG tensor. In par-
ticular, it sets the basis for a new experimental approach
that is currently being developed at the ISOLDE facility
at CERN [23], using the ASPIC setup (Apparatus for
Surface Physics and Interfaces at CERN) [24], where a
multitude of radioactive isotopes can be deposited and
measured in-situ with PAC spectroscopy.
II. COMPUTATIONAL METHOD
The DFT calculations were performed using wien2k
[25], which implements the linearized augmented plane
wave (LAPW) method. This method divides space into
non-overlapping spheres described by spherical harmon-
ics and the interstitial region, described by plane waves.
It is an all-electron code (employing the full charge dis-
tribution of all electrons) and for this reason partic-
ularly stuited to calculate hyperfine parameters. The
muffin-tin radii were set to 1.29 and 1.70 atomic units,
for the carbon atoms and for the adatoms, respectively.
The number of plane waves is set by the parameter
Rmt × Kmax = 5.5, where Rmt = 1.29 au (the radius
of the smallest sphere). The nominal concentrations of
the adatoms with respect to the number of carbon atoms
was θ = 1/18, corresponding to a 3× 3 (C-hexagon) su-
percell, with a grid of 10× 10× 1 k-points. Three sets of
calculations for each adatom were performed for the dif-
ferent adsorption sites allowed by symmetry (Figure 1):
the hollow (H) site, the top (T) site, and the bridge (B)
site. An additional configuration was also considered in
the calculations: an hexagonal monolayer with the atoms
in a sequence of H-T-T sites (therefore designated here
as HTT configuration), with a concentration of θ = 3/8
with respect to C atoms, with an inplane interatomic dis-
tance (2.84 A˚) which is comparable to solid Ag, Cd, In
and Hg, in bulk. The HTT configuration is equivalent to
a (111) plane of a cubic lattice, which is a typical interfa-
cial structure between graphene on various < 111 > ori-
ented metal substrates (e.g. Al, Au, Pd, and Pt) [26]. A
vacuum spacing of at least 16 A˚ between adjacent layers
is used, to minimize interlayer interactions. The calcula-
tions did not consider spin polarization. The generalized
gradient approximation (GGA-PBE) [27] with van der
Waals correction (DFT-D3) [28] for the exchange corre-
lation functional was used. The experimental lattice pa-
rameter a = b = 2.46 A˚ which is close to the optimized
parameters with GGA (2.47 A˚) for undoped graphene
was adopted.
III. RESULTS
We start by analyzing the isolated adatom regime
(θ = 1/18), for the different high-symmetry positions (H,
T, B). Figure 2 shows the adsorption energy curves of
the graphene-adatom system, as a function of graphene-
adatom distance d for Ag, Cd, In and Hg. The adatom
stability on graphene is related to the adsorption energy
(Eads) which can be defined as:
Eads = EG+adatom − EG − Eadatom (3)
where EG+adatom is the energy of the system graphene
plus adatom, and EG and Eadatom are the energy of
3Figure 2. Adsorption energy of the graphene-adatom system as a function of the distance (d) between graphene
and the adatom for the three high-symmetry positions (H, B and T), for Ag, Cd, In and Hg, for a nominal
concentration of θ = 1/18.
Figure 3. Adsorption energy of the HTT configuration
(θ = 3/8) as a function of distance, d, for Ag, Cd, In
and Hg.
graphene and the energy of the adatom, respectively.
Larger absolute values of the adsorption energy corre-
spond to stronger binding of the adatom to the surface of
graphene. The binding energy (Eb) is defined as the ab-
solute value of the minimum of the adsorption energy at
a corresponding equilibrium distance (deq). Each adatom
element (Ag, Cd, In and Hg) presents qualitatively sim-
ilar shapes of the adsorption energy curve for the vari-
ous high-symmetry sites (H, T, and B). However, both
Eb and deq depend on the adatom element and adsorp-
tion site (Table 1). Apart from the Ag case, for which
the binding energy reaches its highest value for the T-
site (274 mev), all the other adatoms have their highest
binding energy at the H-site. Among the elements stud-
ied here, in the dilute regime (θ = 1/18), we can conclude
that In has the highest binding energy (666 meV), and
Hg the lowest (186 meV). Also, with increasing bind-
ing energy, the corresponding graphene-adatom distance
tends to decrease and therefore In stabilizes closer to
the surface of graphene (deq = 2.63 A˚) compared to Hg
(deq = 3.45 A˚).
Next we compare the stability of the isolated adatoms
4Table I. High-symmetry positions, binding energy (Eb) and corresponding distance (deq), EFG parameters (Vzz
and η), stable isolated site (i.e. site with highest binding energy in the isolated configuration) meta-stable
position (i.e. site with the second highest binding energy in the isolated configuration) and respective energy
barrier for hopping between stable sites (∆Ehop, i.e. energy difference between stable and meta-stable sites),
for isolated adatoms (θ = 1/18) and the HTT configuration (θ = 3/18), for adsorbed Ag, Cd, In and Hg on
graphene.
Concentration Position Eb deq Vzz η Stable Meta-stable ∆Ehop
isolated isolated
θ (meV) (A˚) ( V/A˚2) site site (meV)
Ag 1/18 H 252 3.10 −0.7 0.00
1/18 T 274 2.90 -12.5 0.00 T B 5
1/18 B 269 3.00 1.0 0.24
3/8 HTT 140 3.45 65.10 0.00
Cd 1/18 H 201 3.43 -2.4 0.00
1/18 T 181 3.60 −0.30 0.00 H B 7
1/18 B 194 3.44 −0.49 0.36
3/8 HTT 115 3.60 227.10 0.00
In 1/18 H 666 2.63 25.0 0.00
1/18 T 645 2.73 −1.6 0.00 H B 14
1/18 B 652 2.71 8.4 0.90
3/8 HTT 110 3.75 149.04 0.00
Hg 1/18 H 186 3.45 -6.6 0.00
1/18 T 178 3.46 −13.8 0.00 H B 6
1/18 B 180 3.49 −19.0 0.27
3/8 HTT 124 3.60 489.70 0.00
(θ = 1/18) to the HTT monolayer configuration (θ =
3/8). Figure 3 displays the adsorption energy as a func-
tion of graphene-adatom distance, for Ag, Cd, In and
Hg in a HTT configuration. The respective binding en-
ergies are also compiled in Table 1. When the adatoms
assume the HTT configuration on graphene, Ag has the
largest binding energy (420 meV) in contrast to In, with
the lowest binding energy (330 meV). For all the stud-
ied elements the isolated adatom regime is predicted to
be the most stable configuration when compared to the
HTT monolayer configuration. The equilibrium site for
Cd, In and Hg is found to be the H site and for Ag the
T site.
In addition to the adsorption energies discussed above,
for each configuration, we calculated the respective EFG
parameters (Vzz and η). Since, only the isolated con-
figuration on B sites, which is never the most stable
position, exhibits a non-vanishing η value, we will not
further discuss the η parameter.1 The first key observa-
tion is that different configurations are associated with
different values of Vzz (Table 1). In particular, the Vzz
value is always significantly larger for the HTT configu-
ration, compared to the stable isolated site. Before dis-
cussing (in the next paragraph) what kind of informa-
1 For H and T sites η must necessarily be zero, since the z-axis is
a 3-fold rotation axis.
tion can be experimentally assessed based on measure-
ments of the EFG parameters, we first comment on the
observed dependence of the Vzz on the distance d be-
tween the adatom and the graphene layer in the dilute
regime (θ = 1/18). In Figure 4 the absorption energy
and the Vzz (for each adatom element in the respec-
tive stable site, i.e. H or T) is plotted as a function
of distance d (in ∼ 10 pm steps) in the vicinity of the
equilibrium position deq. The figure shows that the
sensitivity of Vzz to changes in d (∆Vzz/∆d) varies sig-
nificantly among the different elements. Indium, which
among the considered elements exhibits the highest bind-
ing energy and Vzz (25.0 VA˚−2), also shows the largest
∆Vzz/∆d value (2.50 VA˚−2/pm). To further analyze the
trend across the different elements, let us define a relative
variation, i.e. dividing ∆Vzz/∆d by the absolute value
of the Vzz at the equilibrium distance (| V eqzz |), and ex-
pressing it as a percentage ((∆Vzz/(| V eqzz | ∆d))×100%).
These values (1.9 %, 2.1 %, 2.8 % and 10 % per pm, for
Hg, Cd, Ag and In respectively) are plotted in Figure
5 as a function of the calculated binding energy (Eb).
The monotonous increase with increasing Eb suggests
that there is a close relation between the strength of the
graphene-adatom binding and the EFG in the isolated
adatom regime (θ = 1/18). This relation can be under-
stood based on the fact that the binding and the EFG
have a common origin: orbital overlap (charge sharing)
between the adatom and the graphene layer. In order
to gain further insight into how the binding (i.e. the
5Figure 4. Vzz at the adatom site and adsorption energy as a function of distance d for the most stable site: Ag
(in a T site), Cd (in a H site), In (H) and Hg (H). The sensitivity of Vzz to the distance d, in the vicinity of
the equilibrium position, is represented by a cross: the horizontal line has a length of ∆d = 20 pm, i.e. of the
order of the d steps used in the calculations; the vertical line has a length ∆Vzz corresponding to a ∆d = 20 pm
around the equilibrium position; the value of ∆Vzz/∆d is also given in units of VA˚−2/pm.
Figure 5. Relative variation of Vzz ((∆Vzz/(| V eqzz | ∆d))×
100 %) in the vicinity of the equilibrium position, as
a function of binding energy, for Ag, Cd, In and Hg
adatoms, in the isolated regime (θ = 1/18).
electronic density distribution) is related to the EFG, we
analyzed the contributions to EFG from the obitals in-
volved in the binding (for each adatom element in its
equilibrium position). The EFG inside the spheres can
be analyzed by separating the atomic-like functions into
contributions corresponding to Gaunt numbers with dif-
ferent pairs of angular orbital momentum numbers [18]:
p-p, d-d (s-dand p-f ), which may be interpreted as elec-
trons from the corresponding orbitals contributing to the
EFG. For all the cases, the most significant contribution
to the Vzz arises from p-p orbitals. The large difference
between the most (In) and least (Cd) sensitive element
in terms of Vzz results from the contrasting degrees of p-
orbital superposition. To further illustrate this relation
between the binding and the EFG, Figure 6 shows the
charge distribution and the charge isolines in the adatom-
graphene system, from which the degree of charge shar-
ing can be inferred. The highly symmetric charge dis-
tribution, with circular isolines of the outer electronic
shells of the adatoms for the case of Cd and Hg (d or-
bitals fully-filled), leads to low Vzz values (−2.4 V/A˚2
and −6.6 V/A˚2, respectively). On the other hand, the
6Figure 6. Charge density (in units of e/A˚3) of the graphene-adatom system for the stable site and equilibrium
distance of each adatom element: Ag (in a T site), Cd (in a H site), In (H) and Hg (H). The respective
calculated Vzz is given in the inset. The orbital overlap decreases from In to Ag and then to Hg and Cd. As
discussed in the text, the orbital overlap (charge sharing) is closely related with the binding strength and the
EFG parameters.
higher Vzz values observed for In and Ag (25.0 V/A˚2 and
−12.5 V/A˚2, respectively), are a consequence of the non-
spherical charge distribution around the adatom (with s
and p incomplete orbitals for In and Ag, respectively),
caused by the strong interaction with the graphene lat-
tice. In other words, stronger charge sharing implies a
stronger binding and more pronounced asymmetry of the
outer electron shells along the binding direction, which
in turn tends to produce a larger Vzz and a stronger sen-
sitivity of Vzz to variations in d (since an increasing d is
associated with a decrease in charge sharing). This no-
tion is further supported by the fact that the same trend
is not observed for the monolayer (HTT) regime, since
there the EFG is dominated by contributions from the
neighboring metal atoms (in the isolated adatom regime,
this contribution is negligible), masking the effects of the
interaction with the graphene lattice.
Finally, we discuss how the calculated EFG parame-
ters, which strongly depend on the local charge distribu-
tion, can be used in an experimental setting to study
the binding and spatial configurations of adatoms on
graphene. This involves comparing the EFG values cal-
culated for possible configurations to those measured ex-
perimentally using hyperfine techniques. Perturbed an-
gular correlation (PAC) spectroscopy is a particularly
suited technique to measure the EFG parameters. In
order to illustrate what kind of information can be ob-
tained from PAC experiments on atomic adsorption on
graphene, we take the case of In, for which the EFG
shows the highest sensitivity among the elements consid-
ered here. As an isolated adatom, In exhibits a migra-
tion barrier (∆Ehop along H←→B paths) of ∼ 14 meV
which corresponds to a threshold temperature for diffu-
sion of the order of 5 K.2 In an experimental scenario,
this implies that if In atoms are randomly deposited on
2 Assuming an Arrhenius model for thermally activated diffusion,
we have Λ = ν0e
− Ea
kBT , where Λ is the the rate of thermally
activated jumps, ν is the attempt frequency (which we take as
7graphene at liquid He temperatures, the mobility will
be sufficiently low to allow to study In adatoms in their
most stable high-symmetry site in an ideal (defect-free)
graphene surface (H sites, based on the calculations pre-
sented here). At higher temperatures, with increasing
mobility on the graphene surface, the adatoms would
likely diffuse and become trapped in defective regions
(e.g. graphene edges, Stone Wales defects, vacancies,
grain boundaries) [29–31]. For PAC experiments on In,
the decay of 117Cd to the 315 keV excited state of 117In
through the 660 keV intermediate state (where the PAC
measurement takes place) with spin of 3/2− and 53.6 ns
half-life is well established [32]. PAC is a time differential
statistical measurement where the observable is the decay
histogram of two consecutive γ-rays in coincidence. Tak-
ing into account the half-life of the mentioned probing
state, no more than 400 ns (approximately 8 half-lives)
can be resolved with enough statistics. Therefore, we
estimate a limit such that half a period of the character-
istic PAC perturbation function can still be resolved, i.e.
400/2 ns, leading to a minimum value of Vzz to be exper-
imentally determined of 1.8 V/A˚2, with an uncertainty
of about 2 % estimated from the uncertainty associated
with the quadrupole moment. This implies that based
on PAC measurements of Vzz, it would be possible to
distinguish the two main regimes of In adatom concen-
tration on graphene, i.e. between isolated In adatoms
(θ = 1/18) with Vzz = 25 V/A˚2 and the HTT monolayer
(θ = 3/8) Vzz = 149 V/A˚2 . Furthermore, in the isolated
adatom regime, an experimental measurement would al-
low to identify which high-symmetry sites are occupied
by In adatoms on graphene, and determine the adatom-
graphene distance with high (sub-A˚) precision (Table 1).
Although according to the calculations presented here,
for In adatoms on free standing graphene, the equilibrium
configuration is that of isolated In adatoms on H sites,
other configurations may be populated under the effect of
additional parameters, such as an underlying substrate or
applied fields. Similar considerations could be done for
example for Ag, although in that case, the H site was
predicted to be the equilibrium site. Upon random de-
position of sub-monolayer amounts of Ag at a sufficiently
low temperature, the isolated state would in principle be
observed. With increasing temperature, and therefore in-
creasing mobility of the Ag adatoms, the monolayer con-
figuration and its associated higher Vzz could eventually
be observed. Although the calculations presented here
suggest that the dilute configuration is more stable than
monolayer configurations, it is plausible that under dif-
ferent conditions, segregation may occur. For example,
ν0 = 1012 s−1, of the order of the lattice vibrations), kB the
Boltzmann constant and and T the temperature. We can then
estimate the temperature regime associated with jumps between
neighboring sites within a certain time scale. For ∆Ehop = 14
meV, the temperature associated with 1 jump between neighbor-
ing H sites within 1 minute (60 s) window is 5 K.
shifts of the Fermi level due to defects or specific sub-
strates may affect the electrostatic interaction between
the adatoms and thereby stabilize monolayer configura-
tions. Such experiments can be performed, for example,
using the ASPIC setup at the ISOLDE facility at CERN
[24], where adatoms can be deposited at low tempera-
ture, down to liquid He, and PAC measurements can be
performed in-situ as a function of temperature. While
ASPIC has been previously used to investigate structural
and magnetic properties of metal surfaces (e.g. Ni and
Pd) [24], the calculations presented here show the poten-
tial of hyperfine techniques in the context of adatoms on
graphene and on 2-dimensional materials in general, by
extension. One of the advantages of this approach is that
it allows to locally probe the adatom without affecting it,
i.e. avoiding the influence of external probes, such as the
tip of a scanning probe microscope or the intense electron
beam of a transmission electron microscope. Addition-
ally, a PAC spectrum can be measured with as little as
510 probe atoms, corresponding to a coverage of 0.01 %
for a typical 5× 5 mm2 sample, i.e. the approach can be
applied down to extreme levels of adatom dilution. More-
over, measurements are compatible with applied electric
or magnetic fields [24]. Also very importantly, our calcu-
lations strongly indicate that the amount of information
that can be addressed via the EFG parameters (sensi-
tivity of the Vzz to changes in the atomic configuration)
increases with the stability (binding energy), i.e. that
the more robust the graphene-adatom system, the more
prone it is to be studied using this approach. In future
studies, it would be interesting to extend these calcu-
lations to, for example, transition elements such as 3d
transition metals or 4f rare earths. Not only can these
elements be expected to exhibit even higher binding en-
ergies than In (e.g. in excess of 1 eV for Fe, Co and
Ti [7]), and therefore even higher sensitivity of the EFG
to structural observables, magnetic properties (e.g. local
moment, magnetic order etc.) could also be addressed
via the magnetic hyperfine interaction.
IV. CONCLUSIONS
For In, Ag, Cd, and Hg, the isolated adatom regime
is predicted to be the equilibrium configuration, which
is more stable than the continuous monolayer configura-
tion. The equilibrium site for Cd, In and Hg is found
to be the H site; for Ag the T site. The binding energy
associated with the equilibrium configuration varies sig-
nificantly among the elements considered here, from 110
meV for a continuous In monolayer, to 666 meV for iso-
lated In adatoms. In the isolated adatom regime, a close
relation is found between the binding stability (binding
energy) and the sensitivity of the Vzz parameter to the
local atomic configuration. We interpret this relation as
due to the shared origin of the graphene-adatom bind-
ing and the associated EFG at the adatom site: the or-
bital overlap (charge sharing) between the single adatom
8and the graphene layer and the associated asymmetry
of the outer electron shells along the binding direction.
Based on this relation, we propose that the Vzz param-
eter, which can be measured using hyperfine techniques,
can be used in an experimental setting to probe the sta-
bility of atomic adsorption. Furthermore, the EFG is
found to be sensitive to the local atomic structure, dis-
tinguishing isolated from monolayer configurations, and
for some cases, allowing to identify the high-symmetry
site occupied by the adatoms and even monitor small
variations in graphene-adatom distance with sub-A˚ pre-
cision. In particular, our calculations indicate that the
level of detail that can be addressed via the EFG param-
eters (e.g. positional precision) increases with the sta-
bility (binding energy). In other words, the more stable
graphene-adatom system (i.e. more relevant in a appli-
cation scenario), the more it lends itself to be studied
using hyperfine techniques. Future studies could extend
these calculations to other 2-dimensional materials and
other types of adatoms. For example, transition elements
typically have high binding energies, and therefore can
be expected to exhibit a high sensitivity of the EFG to
structural observables. Moreover, their magnetic proper-
ties could also be addressed via the magnetic hyperfine
interaction. In addition to the ability to probe multi-
ple adatom properties and phenomena (e.g. structural
and magnetic), such an experimental approach based on
hyperfine techniques is generally compatible with ultra-
high vacuum (typically necessary when studying surfaces,
to minimize contamination), low temperature (typically
necessary when studying isolated adatoms, due to their
high surface mobility), and applied electric or magnetic
fields (often used to investigate both basic and functional
properties).
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Adsorption of Hg on graphene stabilized by the formation of HgO2 molecules
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Adsorption of Hg on graphene, in the form of linear HgO2 molecules, was experimen-
tally observed using perturbed angular correlation (PAC) spectroscopy and 199mHg as
probe nuclei, combined with density functional theory (DFT) calculations. The for-
mation of stable HgO2 molecules is crucial for the efficient adsorption, since the O
atoms strengthen the binding to graphene (binding energy above 1 eV). This work
also constitutes a proof-of-principle for the use of hyperfine techniques to study the
interaction between graphene and adsorbed atoms and molecules, at the atomic scale.
The electric field gradient (EFG), which can be measured using hyperfine techniques
such as PAC, and can be calculated for various possible configurations using DFT, is
characteristic of the charge distribution around the probe nucleus, therefore providing
a specific signature of the binding of the adsorbed species with graphene.
I. INTRODUCTION
The physical properties of graphene are directly af-
fected by adsorption of atoms (adatoms) or molecules
(admolecules). In analogy with the effects observed in
ordinary metals that exhibit exotic properties such as
magnetism or superconductivity when doped with tran-
sition metals, adatoms and admolecules have the poten-
tial to enable the use of graphene in a novel generation
of nanodevices, provided that the adsorption is function-
ally stable [1, 2]. In graphene, all the atoms in the two-
dimensional (2D) carbon lattice are available to partici-
pate in the binding to foreign elements or organized struc-
tures. The search for new forms of nucleation and doping,
aiming to tune a specific property, constitutes today an
active branch of research on graphene and 2D materials
in general [3, 4].
The adsorption of heavy metals (HM) and its influence
on the properties of graphene has been widely investi-
gated, not only in terms of the basic physics of adsorp-
tion, stability, electric and magnetic properties [5], but
also considering its potential application, for example,
in catalysis reactions (e.g. Au [6] and Pd [7]), detec-
tion of toxic heavy metals (e.g. Cf, Hg and Pb [8]), and
their removal from water (e.g. Pb [9]). Various molecular
species, on the other hand, have also been investigated,
in particular water, owing to the fundamental interest as
well as its practical implications [10–18]. Other molecular
adsorbates being investigated include small gas molecules
(for example, H2, O2 and CO) [2, 19], aromatic and
non-aromatic molecules [2, 19, 20]. Understanding the
the adsorption mechanisms requires detailed insight into
the local atomic structure and local electronic properties,
which in turn typically involves both theoretical and ex-
perimental research. Density functional theory (DFT)
has been extensively used to explore the stability of dif-
ferent adatoms and admolecules predicting many dis-
tinct phases, structural configurations and binding ener-
gies [21–24]. Experimental studies dealing with adatoms
or adamolecules on graphene are often based on tech-
niques such as scanning tunnelling microscopy (STM) or
transmission electron microscopy (TEM) which allow to
characterize the topographic and local electronic struc-
ture of the graphene-adsorbent system [25, 26]. Here we
report on a novel approach to locally probe adsorption
on graphene, consisting of the combination of DFT cal-
culations with experimental techniques based on hyper-
fine interactions. Taking Hg as model case, we identify
its adsorption on graphene in the form of linear HgO2
molecules and characterize it in terms of the local atomic
configuration and binding stability.
II. EXPERIMENTAL METHOD
Since there are no stable Hg nuclei with appropriate
nuclear moments and spin properties for standard hy-
perfine techniques such as nuclear magnetic/quadrupole
resonance, we used perturbed angular correlation (PAC)
spectroscopy and the 199mHg/199Hg isomeric decay. The
experiments were performed at the ISOLDE laboratory
where 199mHg is produced by bombardment of a hot liq-
2Figure 1. Decay scheme of 199mHg/199Hg. In black are
the relevant gamma lines for the PAC experiment.
uid lead target with the 1.4 GeV proton beam from the
CERN Proton Synchrotron Booster. The radioactive Hg
vapor is then selectively ionized using the RILIS (Res-
onance Ionization Laser Ion Source) [27] and extracted
with 30 keV energy. The 199mHg beam is then mass
separated and directed to the low mass (GLM) beam
line where a sample holder was mounted inside a vac-
uum chamber. The implanted samples consist of 0.2 ml
frozen ultra pure water (UPW) sustained inside a teflon
cup that is mounted on a cold-finger cooled by an external
liquid nitrogen bath. Once the implantation is finished
(2×1011 Hg atoms per sample) the frozen UPW is trans-
ferred inside a glove box for the remaining manipulations.
The graphene samples consist of single-layer graphene
grown on Cu by chemical vapor deposition (CVD) and
transferred to thermally oxidized Si (standard SiO2/Si
substrates) [28, 29]. Inside the glove box, the 199mHg im-
planted ice is melted and droplets of the radioactive solu-
tion are pipetted onto the graphene surface. This occurs
with the graphene samples mounted on a hot plate to
promote water evaporation. The dry graphene sample is
then transferred to the PAC setup where it is measured
under ambient atmosphere.
The PAC setup consists of six LaBr3 γ-detectors with
energy resolution of 11.6% at 374.10 keV and 3.0%
at 158.38 keV and time resolution of 800 ps for the
199mHg/199Hg isomeric decay, with an intermediate 5/2−
state with 2.45 ns half-life (Figure 1). The detectors were
positioned in a cubic arrangement, each detector placed
at ±90◦ and ±180◦ with respect to the others, as shown
in Figure 2. Data acquisition was performed with the dig-
ital and FPGA signal processing DIGIPAC setup [30–32].
PAC spectroscopy is based on the observation of the
anisotropic emission of two consecutive γ-photons by a
radioactive nucleus placed in the host material. The time
dependent variation of the anisotropy due to the interac-
Figure 2. Schematic representation of the 6-detector
PAC spectromter. The sample is mounted in the cen-
ter of the detectors.
tion of the nuclear momenta with the extranuclear fields,
leads to an observable ”perturbation function” that con-
tains the information regarding the local environment,
originating the hyperfine fields: electric field gradient
(EFG) and the hyperfine magnetic field (HMF). In this
work, the EFG is the experimental observable that char-
acterizes the atomic local environment and its coordina-
tion. The EFG is a traceless symmetric tensor of rank
2 here characterized by its main component, Vzz, and
the axial asymmetry parameter 0 ≤ η ≤ 1 defined as
η = (Vyy − Vxx)/Vzz, where the three non-vanishing di-
agonal components are defined as |Vzz| ≥ |Vyy| ≥ |Vxx|.
For a radioactive nucleus in a host material the angular
probability distribution, W (θ), of finding γ1-γ2 emitted
with a certain angle (θ) can be expanded into a Legendre




Akk (γ1, γ2)Gkk (t)Pk (cos (θ)) (1)
Akk are the anisotropy coefficients of the first and sec-
ond γ-trasitions. Gkk (t) is the perturbation factor that
contains all the information about the magnetic dipole
and/or the electric quadrupole interactions. The PAC
setup measures the number of γ1−γ2 coincidence counts,
Nij(θ, t), as a function of time t between detection of γ1
and γ2 for every pair of detectors (i, j). The experimental
perturbation function, R(t), is extracted by eliminating
the exponential part of N(θ, t) [33, 34]:
R (t) = 2 N (180
◦, t)−N (90◦, t)
N (180◦, t) + 2N (90◦, t) (2)
The experimental R(t) is then fitted with a computer
generated function consisting of a sum of cos functions
with amplitudes and frequencies resulting from solving
the appropriate Hamiltonian of the quadrupole / mag-
netic interactions [35, 36]. Our analysis used the nuclear
3Table I. Experimental PAC results.
f1 f2
% ω0 Vzz η % ω0 Vzz η
Mrad/s (V/A˚2) Mrad/s (V/A˚2)
UPW 82(4) 1.5(10) 1(7) 0.05(2) 18(4) 384(40) 250(27) 0.80(2)
SiO2 28(4) 1.5(10) 1(7) 0.05(2) 72(4) 467(40) 304(26) 0.40(2)
Sample 1 41(4) 787(25) 512(16) 0.20(2) 59((4) 1265(20) 822(13) 0.00(2)
Sample 2 40(4) 1615(21) 1050(12) 0.00(2) 60(4) 1364(32) 887(20) 0.00(2)
electric quadrupole moment, Q = 0.674±077 barn of the
199mHg, 2.45 ns, excited 158.38 keV state [37]. For the
case of half-integer spin (I = 5/2) and axial symmetry
of the EFG the quadrupole precession frequency, νQ, is
directly related to the spectroscopic quadrupole moment,





I (2I − 1)
3pi (3)
where Vzz is the principal component of the EFG tensor
at the nuclear site [33, 34].
PAC measurements were done at room temperature
(20 ◦C) for graphene samples (1 and 2) subject to differ-
ent cleaning conditions: sample 1 was used as-obtained,
after transfer to the SiO2/Si substrate; sample 2 was an-
nealed under ultra-high vacuum at 350 ◦C for 60 min to
remove surface contaminants, before being wet with the
radioactive UPW solution. The UPW solution was mea-
sured individually for comparison, as well as an SiO2/Si
substrate subject to the same wetting and drying proce-
dure as the graphene/SiO2/Si samples.
III. EXPERIMENTAL RESULTS
Figure 3 shows the R(t) experimental PAC perturba-
tion functions obtained for the UPW (Figure 3a), the
SiO2/Si substrate (b), sample 1 (c) and sample 2 (d).
When the data indicates the presence of multiple compo-
nents (sets of 199mHg nuclei interacting with different lo-
cal environments) the fit function considers a summation
of Gi(t), describing each perturbation factor, weighted
by the respective fraction of nuclei, fi, where
∑
fi = 1.
The R(t) functions of UPW and SiO2 show damped
spectra, which are characteristic of random distributions
of EFGs due to Hg probe atoms interacting with a va-
riety of different local environments and weak electri-
cal quadrupole interactions. On the other hand, the
graphene samples (1 and 2) show clear spectra typical of
strong quadrupole electric interactions between the nu-
clear quadrupole moment of the 199mHg nuclei and the
EFG produced by external charge distributions. Each
of these R(t) functions are described by two components
(with fractions f1 and f2) of 199mHg probes, i.e. Hg in
four different local environments in total. Table I sum-
marizes the PAC parameters obtained from the fit for
each sample and each component. Fraction 1 of sample
1 (not cleaned) differs from the other three by its lower
Vzz (512(16) V/A˚2) and non-vanishing η = 0.20(2). The
Figure 3. R(t) function obtained from the decay of
199mHg/199Hg implanted into ultra pure water (a) and
after wetting and drying on: b) SiO2/Si substrate, c)
Sample 1, as-obtained graphene/SiO2/Si and d) Sam-
ple 2, graphene/SiO2/Si thermally annealed in ultra-
high vacuum.
lack of axial symmetry in the Hg coordination (η Ó= 0)
and the fact that this component is not observed in sam-
ple 2 (annealed in UHV) indicate that it corresponds to
Hg atoms adsorbed in regions of the graphene surface
which are disordered or contaminated (most likely poly-
mer residues from the transfer process). The higher Vzz
and vanishing η values of the other three components sug-
gest well-defined atomic configurations (with axial sym-
metry). In particular, the similar Vzz for fraction 2 of
samples 1 and 2 (Vzz = 822(13) V/A˚2 and Vzz = 887(20)
V/A˚2) suggest a common origin, possibly disturbed in
sample 1 by surface contaminants. Further insight into
4Figure 4. Top- and side-view of the various configurations of HgO2 on top of graphene that were simulated.
From left to righ (nominal concentration of Hg, orientation, symmetric site, rotation): (θ = 1/71, u,−1C, 0◦),
(θ = 1/8, u,H, 0◦), (θ = 1/72, u,H, 0◦), (θ = 1/72, u, B, 0◦), (θ = 1/72, u, T, 0◦), (θ = 1/72, n,H, 0◦), (θ = 1/72, n,H, 30◦),
(θ = 1/72, n,B, 0◦), (θ = 1/72, n,B, 30◦) and (θ = 1/72, n, T, 0◦)
the origin of these hyperfine parameters, i.e. of the as-
sociated atomic configurations, is provided by the DFT
calculations described next.
IV. DFT ANALYSIS
DFT calculations were performed using the VASP
code [38], which implements the projector augmented
wave (PAW) method. A vacuum spacing of at least 20 A˚
is placed between adjacent layers of carbon to hinder the
layer-layer interactions. The calculations did not con-
sider spin polarization. We used the generalized gradient
approximation (GGA-PBE) with van der Waals correc-
tion (DFT-D3) [39, 40] for exchange correlation function-
als. A cut-off energy of 850 eV and a k-point mesh of
3×3×2 are used for large supercell geometries. We have
used the experimental lattice parameter a = b = 2.46
A˚ for graphene, which is close to our optimized parame-
ters with LDA (2.45 A˚) and GGA (2.47 A˚) for undoped
graphene. The electronic self-consistent cycles are con-
sidered converged when the energy differences between
two iterations are less than 10−5 eV. All calculations were
made allowing full ionic relaxation of all fractional coor-
dinates, minimizing the Hellmann-Feynman forces below
a tolerance value of 0.02 eV/A˚.
A wide range of atomic configurations were simulated,
considering various plausible scenarios for the experimen-
tal observations. These can be divided in three groups:
1) single and clustered Hg atoms in different adsorption
configurations (on top and within the graphene layer,
for pristine graphene as well as in the presence of C va-
cancies), but no atomic or molecular species other than
Hg and graphene; 2) complexes of Hg atoms and wa-
ter molecules, which are abundantly available in the at-
mosphere and during the deposition of the radioactive
solution; 3) complexes of Hg atoms and Oxygen, which
is also abundantly available in the atmosphere and in
possibly (partially) oxidized regions of the graphene sur-
face. One clear match was found: fraction 2 of sample 2
(60%), with Vzz = 887(20) V/A˚2, η = 0.00(2) matches
the calculated parameters for linear HgO2 molecules (O-
Hg-O) adsorbed on graphene. This is also consistent
with the Vzz value of 893 ± 100 V/A˚2 (with η = 0) pre-
viously observed for the Hg site in PAC measurements
on HgBa2CuO4+δ high-Tc superconductor [42, 43]. In
that work, DFT calculations indeed confirmed that Hg is
tightly bound to the two apical oxygen atoms, whose con-
tributions dominate the EFG at the Hg site. Since the
other two sets of calculations (Hg only and Hg+water
in a wide rage of configurations) do not reproduce the
observed experimental parameters, in the following we
focus on the Hg+O case.
Several configurations of freestanding HgO2 molecules
on the graphene surface were simulated: with the lin-
ear axis of the HgO2 molecule pointing up (u) along the
graphene surface normal; parallel to the graphene surface
(n), with the central atom (Hg) located on top of dif-
ferent high-symmetry positions of the graphene lattice.
These high-symmetry positions are: hollow (H), top (T)
and bridge (B). For the n configuration, when Hg is on
H or B high symmetric sites, there are two orientations
allowed by symmetry, defined by rotation of 0◦ and 30◦
around the surface normal axis. Two different nominal
concentration (θ) of HgO2 were studied by constructing
differently sized super-cells, each including one HgO2 ad-
molecule and multiple graphene C-hexagons: the 2 × 2
supercell corresponds to a nominal HgO2 concentration
of θ = 1/8 and the 6 × 6 supercell to θ = 1/72. For
each studied configuration, the EFG tensor on the Hg
site, as well as the binding energy of the HgO2 molecule,
were examined after ionic relaxation of the structure. Ta-
ble II summarizes the obtained DFT results. The HgO2
molecule stabilizes with high binding energies (∼ 1100
5Table II. Calculated parameters for the various configurations of the graphene+HgO2 system: EFG parameters (at Hg atom),
binding energy and correspondent distance between graphene and HgO2 (d). The values for isolated Hg adatoms at the H site
are also shown (from [41]).
Nominal O-Hg-O Symmetric Rotation | Vzz | Direction η Binding Distance Distance
concentration orientation site @Hg @Hg energy Hg-G Hg-O
θ (◦) (V/A˚2) [x,y,z] (meV) (A˚) (A˚)
- Isolated HgO2 - - 934.9 [0 0 1] 0 0 - -
1/71 u substitutional - 62.0 [0 0 1] 0 - - -
1/8 u H 0 917.5 [0 0 1] 0 601.4 4.38 1.91
1/72 u H 0 899.9 [0 0 1] 0 962.0 4.55 1.92
1/72 u T 0 905.3 [0 0 1] 0 926.3 4.58 1.92
1/72 u B 0 904.9 [0 0 1] 0 930.0 4.57 1.92
1/72 n H 0 887.6 [0.5 0.866 0] 0 1112.5 3.09 1.92
1/72 n H 30 892.2 [0.866 0.5 0] 0 1004.9 3.16 1.92
1/72 n B 0 889.7 [-1 0 0] 0 1112.3 3.07 1.92
1/72 n B 30 892.3 [0 1 0] 0 1095.5 3.13 1.92
1/72 n T 0 892.9 [-0.866 -0.5 -0.023] 0 1102.2 3.14 1.92
1/32 Hg adatom on graphene [41] H - 8.4 [0 0 1] 0 188.8 - 3.44
Figure 5. Comparison between the experimental Vzz values obtained from the PAC measurements and the
calculated Vzz for various configurations of the HgO2 molecules on graphene. The shaded areas indicate the
Vzz range spanned by the experimental error bars, on the as obtained sample 1 and UHV cleaned sample 2.
meV) when compared with isolated adatoms of Hg (186
meV [41]). The formation of stable HgO2 molecules is
therefore crucial for the efficient adsorption of Hg on
graphene. The equilibrium distance between HgO2 and
graphene and the structural properties of this molecule
such as the O−Hg bonds (e.g. angle and length) are
dependent on the configuration and on the rearrange-
ment of this molecule on the graphene lattice. The cal-
culated adsorption energies suggest that the most stable
configuration for HgO2 on graphene is that (labeled as
(n,H, 0◦)) of a linear HgO2 molecule laying parallel to
the graphene plane, with the Hg atom at the H site, with
the O-Hg-O bonds pointing along the direction of the
C-C bonds. This (n,H, 0◦) configuration has a binding
energy of 1112.5 meV and distance to the graphene of
3.09 A˚. The calculations also show that the EFG of Hg
is very sensitive with respect to the stability and spa-
tial configuration of the HgO2 adamolecule on graphene:
each configuration of the admolecule has a characteristic
EFG, a consequence of the high sensitivity of the EFG
with respect to changes in the local charge distribution
and symmetry. In the following section we discuss and
compare the EFG parameters obtained experimentally
with those calculated for the various configurations of
the HgO2 molecules.
V. COMPARISON BETWEEN CALCULATED
AND EXPERIMENTAL EFG PARAMETERS
Figure 5 compares the experimental Vzz and respective
error bars obtained from the PAC measurements with
the Vzz determined using DFT for various configurations
of the HgO2. As mentioned above, the Vzz calculated
for the HgO2 configurations agrees well with the exper-
imental Vzz = 887(20) V/A˚2 of fraction 2 of sample 2
(cleaned in UHV). This is, in fact, only the case for the
more dilute case (θ = 1/72); the calculated value for the
higher concentration (θ = 1/8) fall outside the error bar
of the experimental value (same for the isolated HgO2,
6i.e. without graphene). This is consistent with the fact
that the Hg concentration in our experiments is very low,
in fact even lower than θ = 1/72, since each sample was
deposited with at most 2×1011 Hg atoms over an area of
several mm2 (likely much less due to losses in the transfer
and drying process). However, it is not possible to iden-
tify the exact configuration of the HgO2 molecule with
respect to graphene, since for θ = 1/72, all calculated val-
ues fall within the experimental error bar. Nevertheless,
considering the calculated binding energy, the (n,H, 0◦)
configuration is the most stable (with E = 1112.5 meV),
and furthemore the one with the Vzz value (887.6 V/A˚2)
that is closest to the experimental one (887(20) V/A˚2).
Although one cannot unambiguously identify the other
three components, some scenarios can be proposed. As
mentioned above, the lower Vzz and non-vanishing η of
fraction 1 of sample 1 (not cleaned) suggests that this
component corresponds to Hg atoms adsorbed in con-
taminated regions of the graphene (most likely polymer
residues from the transfer process); since the fraction
of the graphene surface in such conditions is minimized
upon thermal annealing in UHV, that component de-
creases and is not detected in sample 2. Regarding the
Vzz of fraction 2 of sample 1 (822(13) V/A˚2), although
lower than that of fraction 2 of sample 2 and than the cal-
culated values discussed above, it is likely still associated
with HgO2 molecules on graphene. The slight decrease in
Vzz maybe be due to interaction of such HgO2 molecules
with surface contaminants; again, since the fraction of
contaminated graphene surface decreases upon thermal
annealing in UHV, sample 2 exhibits the parameters cal-
culated for unperturbed HgO2 molecules on graphene.
Finally, the higher Vzz of fraction 1 of sample 2 (1050(12)
V/A˚2) may be associated with atomic Hg forming com-
plexes with defects (e.g. C vacancies) introduced during
annealing; however at this stage we are unable to un-
ambiguously identify this configuration. This proposed
identification of the three fractions is further supported
by the similarity between the weights (%) of the compo-
nents: in both samples, about 60% of the Hg atoms are
stabilized in the form of HgO2 molecules in well-ordered
and clean areas of graphene; in the as obtained sample 1,
the reminder (about 40%) is adsorbed in contaminated
areas of graphene; in the UHV cleaned sample 2 these
contaminated regions are strongly minimized, so that Hg
is instead trapped in defects with a well defined local
structure (e.g. C vacancies, which may in fact be formed,
or their concentration increased, during the thermal an-
nealing).
VI. CONCLUSIONS
Combining perturbed angular correlation spectroscopy
(using radioactive 199mHg) with density functional theory
calculations, we show that the majority of the Hg atoms
were adsorbed in the form of linear HgO2 molecules. Our
data indicates that these highly stable HgO2 molecules
are oriented parallel to the graphene plane, with the Hg
atom at the H site, and with the O-Hg-O bonds point-
ing parallel to the C-C bonds. The HgO2 molecules are
adsorbed with higher binding energies (exceeding 1 eV)
than isolated Hg adatoms (below 0.2 meV), i.e. oxygen
plays a crucial role on the stabilization of Hg adsorption.
Graphene acts as an epitaxial template, possibly also re-
sponsible for the specific coordination of the formed Hg-
oxygen complex, with oxygen possibly delivered by par-
tially oxidized graphene. This work also constitutes a
proof-of-principle for the use of hyperfine techniques to
study the interaction between 2D materials and adsorbed
atoms and molecules, at the atomic scale.
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This chapter gives an overview of the main achievements of this work, which
were described in more detail in the previous two chapters. We finalize with a
summary review of some suggestions for further research on this topic.
Adatoms or admolecules on graphene are considered as a promising way
to manipulate the electronic structure and engineer a specific property in
order to use graphene as building block for a novel generation of nanodevices.
Since the properties of graphene+adsorbent system are strongly dependent
on the adsorption configuration (e.g. isolated versus clusters their geometry
and coordinations), it is important to not only understand these effects
(configuration-dependent properties and migration) from a theoretical point of
view, but also to be able to probe them experimentally. Substantial research
has been carried out to understand how adatoms of different elements and
admolecules bind to graphene, which stable configurations they form, how
they migrate and agglomerate, and how they affect the electronic structure
of graphene in the various possible configurations (e.g. different sites and
local concentrations, isolated versus clustered, etc.). In this Ph.D. thesis, we
addressed the following aspects of adsorbed species on graphene: i) the stability
and migration mechanisms of the heavy element Ag, Cd, Hg and In on graphene
based on density functional theory (DFT); ii) the possibility to use the hyperfine
electric field gradient (EFG) tensor as an observable to probe the bonding and
stability of adatoms of heavy elements on graphene and iii) the new forms of
coordination on graphene and the study of its stability by using perturbed
angular correlation (PAC) spectroscopy as a local probe technique.
The theoretical part of the research was based on DFT calculations for different
heavy elements adsorbed on graphene (Hg, Ag, Cd and In). We carried a
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detailed study of the interaction between graphene and Hg, as a model heavy
metal element, and building on that understanding of the Hg+graphene system,
we extended it to Ag, Cd and In adatoms.
For Hg, we investigated the stability of various adsorption configurations, with
different nominal Hg concentrations with respect to the number of carbon atoms.
For each nominal concentration, it was demonstrated that both binding energy
and corresponding graphene-adatom distance depend on the configuration/high-
symmetric position of Hg adatoms. The main conclusion to be extracted is that
Hg is more stable as isolated adatom than, in particular, in a HTT monolayer.
For isolated adatoms, the binding energy increases with decreasing adatom
concentration and depends on adsorption site (H, T, or B), reaching 188 meV
for a concentration 1 : 32 of Hg adatoms on H sites. It was shown that the
adsorption energy of isolated Hg adatoms varies along straight H←→T and
H←→B paths with migration barriers of ∼ 8.0 meV and ∼ 5.6 meV, respectively,
which is low when compared to other metal adatoms (such as Au (7 meV), Ag
(10 meV), Cr (22 meV), Pd (80 meV) and Al (166 meV)).
The adsorption stability on graphene was also studied for other heavy metals
(Ag, Cd, In). As in the case of Hg, for Ag, Cd and In the isolated adatom
configuration is predicted to be the most stable, with binding energies of 274 meV,
201 meV and 666 meV respectively. The binding energy for isolated adatoms
varies significantly among the elements considered here and the equilibrium site
for Cd and In is found to be the H site and for Ag is the T site.
The effect on the electronic structure of graphene was also investigated for
different nominal concentrations of Hg adatoms based on the calculation of
the band structure (BS) and density of states (DOS). Although a gapless BS
observed for all cases studied, the effect of Hg adsorption on the electronic
structure of graphene is strongly dependent on adatom coverage (concentration).
Whereas isolated adatoms have a minor effect on the electronic structure of
graphene (only a small acceptor-like effect) Hg monolayer configurations induce
a metallic state, with the Fermi level moving well above the Dirac point (donor-
like behavior). Additionally, we showed that the formation of the Hg monolayer
also renders the entire system metallic since the Hg monolayer introduces energy
bands that cross the Fermi level.
The electric field gradient (EFG) was studied for each adatom on graphene,
for different configuration/high-symmetric positions. For each adatom element,
the calculations showed that EFG exhibits some variation when comparing
different high-symmetry sites (with different correspondent binding energies)
and are dependent on the nominal concentration of the adatom relative to C
atoms. It was found that the EFG is extremely sensitive to the local atomic
structure, distinguishing isolated from monolayer configurations, and for some
CONCLUSION AND OUTLOOK 109
cases, allowing to identify the high-symmetry site occupied by the adatoms.
For each element, we calculated the respective EFG parameters (larger value
Vzz and assymmetry parameter η), and we studied the observed dependence
of the Vzz on the graphene-adatom distance d in the dilute regime, for a ratio
metal to carbon atoms of 1 : 18. In fact, the sensitivity of Vzz to changes in d
varies significantly among the different elements. Indium, which exhibits the
highest binding energy also has the highest Vzz (25.0 VÅ−2), as well the largest
∆Vzz/∆d value (2.50 VÅ−2/pm). We established a relation between the binding
energy and the EFG tensor for each adatom, suggesting that the EFG can be
used to probe the binding stability of adatoms on graphene. A close relation
between the strength of the graphene-adatom binding and the EFG in the
isolated adatom regime was demonstrated, a clear indication that the binding
and the EFG have a common origin: orbital overlap (charge sharing) between
the adatom and the graphene layer. In other words, stronger charge sharing
implies a stronger binding and more pronounced asymmetry of the outer electron
shells along the binding direction, which in turn tends to produce a larger Vzz
and a stronger sensitivity of Vzz to variations in d (since an increasing d is
associated with a decrease in charge sharing). This notion is further supported
by the fact that the same trend is not observed for the monolayer (HTT) regime,
since there the EFG is dominated by contributions from the neighboring metal
atoms (in the isolated adatom regime, this contribution is negligible), masking
the effects of the interaction with the graphene lattice.
Our findings show that the EFG can be used to study the stability of adatom-
graphene systems and to measure small variations in graphene-adatom distance
with sub-Å precision due to its high sensitivity with respect to changes in
the local charge distribution at the adatom. In particular, the calculations
indicate the level of detail that can be addressed via the EFG parameters (e.g.
positional precision) which increases with the stability (binding energy). In
other words, the more stable graphene-adatom system (i.e. more relevant in
a application scenario), the more it lends itself to be studied using hyperfine
techniques. In this context, we discussed how perturbed angular correlation
(PAC) spectroscopy can be used to measure the EFG parameters and thereby
provide detailed information of the atomic local environment. As an example,
we discussed the In case, for which the EFG shows the highest sensitivity
among the elements considered here. Based on PAC measurements of Vzz on
the decay of 117Cd to 117In through the 660 keV intermediate state 3/2− state
with 53.6 ns half-life (where the PAC measurement takes place), it would be
possible to distinguish the two main regimes of In adatom concentration on
graphene, i.e. between isolated In adatoms (1 : 18) and the HTT monolayer
(3 : 8). Furthermore, in the isolated adatom regime, a measurement of the
EFG would allow to identify which high-symmetry sites are occupied by In
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adatoms on graphene, and determine the adatom-graphene distance with high
(sub-Å) precision. Upon random deposition of sub-monolayer amounts of this
atoms at a sufficiently low temperature, the isolated state would in principle
be observed. With increasing temperature, and therefore increasing mobility
of the adatoms, the monolayer configuration and its associated higher Vzz
could eventually be observed. Although for perfect and free-standing graphene
we predict that the dilute configuration is more stable than monolayer or
cluster configurations, it is plausible that under different conditions, clustering
may occur. For example, shifts of the Fermi level due to defects or specific
substrates may affect the electrostatic interaction between the adatoms and
thereby stabilize monolayer/cluster configurations. Similar considerations could
be done for example for Cd, Ag, and Hg, for which suitable isotopes exist for
PAC spectroscopy, to experimentally unravel details of atomic adsorption on
graphene. Such experiments can be performed, for example, using the ASPIC
setup at the ISOLDE facility at CERN, where adatoms can be deposited at
low temperature, down to liquid He, and PAC measurements can be performed
in-situ as a function of temperature. While ASPIC has been previously used to
investigate structural and magnetic properties of metal surfaces (e.g. Ni and
Pd), the calculations presented here show the potential of hyperfine techniques
in the context of adatoms on graphene and on 2-dimensional materials in general,
by extension. The principle of this approach is described in Ref. [285], which
includes a (preliminary) subset of the DFT calculations presented in full in the
present thesis. One of the advantages of this approach is that it allows to locally
probe the adatom without affecting it, i.e. avoiding the influence of external
probes, such as the tip of a scanning probe microscope or the intense electron
beam of a transmission electron microscope. Additionally, a PAC spectrum can
be measured with as little as 1010 probe atoms, corresponding to a coverage of
100 ppm for a typical 5× 5 mm2 sample, i.e. the approach can be applied down
to extreme levels of adatom dilution. Moreover, measurements are compatible
with applied electric or magnetic fields. Also very importantly, our calculations
strongly indicate that the amount of information that can be addressed via the
EFG parameters (sensitivity of the Vzz to changes in the atomic configuration)
increases with the stability (binding energy), i.e. that the more robust the
graphene-adatom system, the more prone it is to be studied using this approach.
The DFT studies mentioned above considered the interaction of one adatom
element with pristine graphene, without interference from other species (e.g.
gaseous species in the atmosphere). In an experimental scenario, this corresponds
to deposition and characterization under ultra-high vacuum conditions. In this
thesis, we investigated as well the role of extrinsic species on the adsorption
and stability of Hg, by implanting radioactive 199mHg into ice, depositing the
radioactive solution on graphene, and evaporating the water before carrying out
PAC measurements. Combining the PAC results with density functional theory
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(DFT) calculations, we concluded that a significant part of the Hg probes were
adsorbed in the form of linear HgO2 molecules. Our data indicates that these
highly stable O-Hg-O molecules are oriented in a configuration, where O-Hg-O
is parallel to the graphene plane, with the Hg atom at the H site, with O-Hg-O
bonds pointing in the direction of the C-C bonds. The formation of stable HgO2
molecules is crucial for the efficient adsorption, since the O atoms strengthen the
binding to graphene (binding energy above 1 eV). Graphene acts as an epitaxial
template, possibly also responsible for the specific coordination of the formed
Hg-oxygen complex, with oxygen delivered by partially oxidized graphene. This
work also constitutes a proof-of-principle for the use of hyperfine techniques to
study the interaction between graphene and adsorbed atoms and molecules, at
the atomic scale.
Outlook
It would be interesting to extend our study in heavy metals (Ag, Cd, In and
Hg) to other elements, particularly to transition elements (e.g. 3d transition
metals and 4f rare earths). In fact, transition metals typically have high
binding energies, and therefore , based on our findings for Ag, Cd, In and Hg,
they can be expected to exhibit a high sensitivity of the EFG to structural
observables. Moreover, their magnetic properties could also be addressed via
the magnetic hyperfine interaction. In addition to the ability to probe multiple
adatom properties and phenomena (e.g. structural and magnetic), such an
experimental approach based on hyperfine techniques is generally compatible
with ultra-high vacuum (typically necessary when studying surfaces, to minimize
contamination), low temperature (typically necessary when studying isolated
adatoms, due to their high surface mobility), and applied electric or magnetic
fields (often used to investigate both basic and functional properties).
Moreover, in this thesis we also reported the first PAC experiment based on the
decay of 68mCu (6−, 721 keV, 3.75 min). By characterizing the nuclear moments
for this state we demonstrated the feasibility of using a copper isotope (68mCu)
as a probe nuclei for PAC for applications in the fields of solid state physics,
chemistry, and biophysics. In the context of graphene research, since Cu is
the most widely employed catalyst for obtaining graphene monolayers with
reasonable quality, establishing 68mCu as a suitable PAC probe enables the use
of PAC spectroscopy to study the influence of the Cu substrate, e.g. on grain
size and orientation, number of layers and quality of the grown graphene.
The effects on the intrinsic properties, particularly in the electronic band
structure of graphene, should be assessed in more detail using other theoretical
methods such as hybrid functionals and Green's functions to obtain with more
accuracy the intrinsic changes of graphene induced by the adatoms.
112 CONCLUSION AND OUTLOOK
I believe that there is great potential in continuing this study and extend it
to other 2-dimensional materials and their heterostructures. If on the one
hand, the adsorbed atoms or molecules on graphene promote modifications
of its functionality, allowing to obtain systems with tunable properties, the
combination of different 2D materials would increase that versatility even more.
Future experimental studies can be carried out at the ISOLDE facility at
CERN, using ASPIC (Apparatus for Surface Physics and Interfaces at CERN)
for graphene and other 2D materials, using different probe-isotopes and hyperfine
techniques such as PAC and MS spectroscopy. In ASPIC it is possible to gently
deposit the adatoms and carry out the measurements in an ultra-high vacuum,
in contrast to the experiments presented here where water was used as ion
carrier. The results of such experiments could then be interpreted using the
DFT studies reported in sections 6.1 and 6.2 of this thesis.
Appendix A
Other DFT calculations
Density functional theory (DFT) calculations were performed to model
different kinds of coordination on graphene to support the interpretation of
the experimental data obtained with perturbed angular correlation (PAC)
spectroscopy. The electric field gradient (EFG) tensor was examined after ionic
relaxation of the structure using VASP code. The following configurations were
considered:
i) Water and Hg orderd on graphene (Figure A.1 (a)). We examined the
adsorption of H2O on graphene at the center of a carbon hexagon by employing
1 × 1 graphene periodic supercell (one H2O molecule per two C atoms)
representing a full monolayer of ordered "ice". Different orientations of the
freestanding H2O molecule with respect to the graphene surface were studied:
starting from the O atom the H-O bonds pointing up (u), down (d) or parallel
to the graphene surface (n). Hg can be located relative to the H2O molecule
above H atoms (site i) or above O atoms (site ii). The constructed supercell
reproduces a nominal concentration (θ) of 1 Hg per 8 C atoms.
ii) Hg-cluster up to 7 atoms in a pristine graphene lattice (Figure A.1 (b)):
supercell 6 × 6 (72 C atoms) for each Hg-cluster with a specific dimension
(dimmax = 7) in terms of the number of Hg atoms. Two main configurations
were assumed for the clusters: linear alignment (l) and a t-shaped cluster (t).
iii) Hg-cluster up to 7 atoms on damaged graphene with different kinds of
defects on its lattice (Figure A.1 (c)): Graphene removed of 1, 2 or 4 C atoms
in a 6× 6 periodic supercell works, underneath different Hg-clusters in terms of
dimensions and shape.
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iv) ordered structures based on Hg adatoms coordinated with oxygen or
hydrogen (Figure A.1 (d)). Several configurations in terms of the kind of
defect, coordination and spatial orientation were considered.
Table A.1 summarizes the DFT results obtained for the mentioned configurations
that are shown in Figure A.1. In particular the table shows for each configuration
the Vzz and η EFG parameter of the Hg atoms and the Hg-graphene equilibrium
distance (d).
The results show that Vzz and η are very sensitive with respect to the
coordination of the system (e.g. for G+W+Hg, or G+Hg-cluster), shape,
dimension of the cluster and spatial configuration. A wide range of values of
Vzz EFG component are obtained for the different configurations. It shows that
the EFG parameters are a powerful observable to probe the configuration and
position of a certain structure adsorbed on graphene.
Configuration NºHg/NºC Defects Vzz η dHg−G
(V/Å2) (Å)
u,i 1/8 - 30.4 0.2 7.2
u, ii 1/8 - 30.8 0.3 7.1
d, i 1/8 - 2.2 0.0 -3.3
d, ii 1/8 - −2.3 0.1 3.2
n, i 1/8 - 1.8 0.0 7.8
n, ii 1/8 - 0.4 0.1 7.4
2, l 2/72 - 24.1 0.1
−24.1 0.1
3, l 3/72 - −25.3 0.1
−48.2 0.0
−26.4 0.1
3, t 3/72 - 27.4 0.9
27.0 0.9
27.0 0.9








5, t 5/72 - 31.9 0.9
69.0 0.8











-1C, 1Hg 1/71 −1C 1064.6 0.0
-2C, 1Hg 1/70 −2C 1411.0 0.0
-4C, 1Hg 1/68 −4C 491.9 0.0

















-1C, OHgO, u 1/71 −1C −62.0 0.0
-1C, HgO, u 1/71 −1C −4.0 0.0
-1C, HHgH, u 1/71 −1C 339.3 0.0
-2C, 2O, Hg 1/70 −2C −62.0 0.0
-6C, 6O, Hg 1/12 −6C −1.7 0.4
-6C, 6H, Hg 1/12 −6C −2.7 0.5
Table A.1: Summary of the DFT results obtained for various
configurations of Hg adsorbed on graphene, in the presence of
other species: water, oxygen and hydrogen. The Vzz, η and Hg-
graphene distance (d) are obtained after ionic relaxation of the
structure using VASP.
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Figure A.1: View from the top and the side of different configurations
investigated of water and Hg on top of graphene, Hg in a cluster configurations
on pristine graphene and on defective graphene.
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