We present two data-driven distributionally robust optimization formulations for the look-ahead economic dispatch (LAED) problem with uncertain renewable energy generation. In particular, the goal is to minimize the cost of conventional energy generation subject to uncertain operational constraints. Furthermore, these constraints are required to hold for a family of distributions with similar characteristics as the observed past samples of the uncertain parameters. First, we present a tractable convex reformulation of the problem when the uncertain constraints are defined via the conditional-value-atrisk. Then, we develop a scalable robust optimization formulation to approximately solve the distributionally robust chanceconstrained formulation of the LAED problem. Numerical results illustrate the effectiveness and the robustness-performance tradeoffs for the proposed techniques.
I. INTRODUCTION
The electricity grid is witnessing an increasing penetration of renewable energy sources (such as solar photovoltaic and wind) [1] . In sharp contrast with conventional sources of electricity (such as coal-fired or nuclear power plants), the energy produced from renewable energy sources is highly variable, intermittent, and not fully dispatchable. Thus, efficient integration of renewable energy sources so as to meet the demand for electricity while respecting the operational constraints (such as line flow limits and ramp constraints) remains a fundamental challenge for modern power grids [2] .
The problem of determining the cost-efficient dispatch schedule for (conventional) generators in order to meet the forecast demand subject to operational constraints is referred to as the optimal power flow (OPF) or economic dispatch (ED) problem [2] , [3] . Both single period as well as multiperiod version − referred to as the look-ahead economic dispatch (LAED), have been investigated; the latter includes the ramp constraints of conventional generators [3] , [4] . Due to the nonlinearity of AC power flow, the OPF problem is challenging to solve, even in the absence of uncertainty. Ashish Cherukuri is with the University of Groningen, Netherlands. Email: a.k.cherukuri@rug.nl Ashish R Hota is partially supported by a grant from IIT Kharagpur under the ISIRD scheme. 1 Prior work has relied on either solving a DC approximation or other linearizations of the power flow equation [5] , or solving a semidefinite programming (SDP) relaxation of the OPF problem [2] , [6] .
The OPF under uncertain renewable energy generation leads to a stochastic or a robust optimization problem. In this context, the uncertain constraints are required to hold either for all realizations of uncertainty (leading to a robust optimization formulation) or with high probability (leading to a chanceconstrained program (CCP) formulation) [7] . The latter yields less conservative solutions, but requires the decision-maker to know the distribution of the uncertainty. Early research on chance-constrained OPF has relied on DC approximation of the power flow equations (which renders the constraints linear) with the assumption of a Gaussian distribution for uncertain parameters [2] , [8] . However, CCPs are computationally intractable except for a special class of distributions and constraints. Thus, recent research has focused on developing tractable convex approximations of the chance-constrained OPF problem [9] - [11] . Sample based methods, inspired by the so-called scenario approach [12] and its variations, have been investigated in this context [13] - [15] . Under the scenario approach, if independently distributed samples are drawn from the true distribution, then the solution of a suitably formulated deterministic optimization problem satisfies the chanceconstraint with high probability [12] .
However, as we demonstrate in this paper, historical data on renewable energy generation is highly variable on longer timescales, and highly correlated in shorter time-scales. As a result, we can not necessarily assume that the data comprises of independent and identically distributed samples of an underlying distribution. Consequently, it is desirable to find a dispatch solution that is robust to slow trends, seasonal variations, and non-ergodicity in the renewable generation data. Hence, we focus on a distributionally robust framework where we construct a family of probability distributions or an ambiguity set that has similar characteristics as the available data (as opposed to learning a single distribution from a suitable class of distributions that best explains the observed data). We then find a solution to the LAED problem which satisfies the operational constraints for all distributions in the ambiguity set. Thus, the solution is robust to potential variation in the distribution energy generation characteristic.
Distributionally robust (DR) OPF has previously been explored in [9] , [16] , [17] , where the ambiguity set contains all distributions subject to certain constraints on the moments. In contrast, recent work has shown that ambiguity sets defined via the Wasserstein distance directly utilizing the observed samples or data have several attractive properties in terms of finite sample guarantees, tractable reformulations, and asymptotic consistency [18] , [19] . Recall that CCPs and thereby, distributionally robust chance-constrained programs (DRCCPs) are computationally intractable. Therefore, in this work, we present two distributionally robust approaches to approximately solve the DRCCP formulation of the LAED problem under data-driven Wasserstein ambiguity sets.
Note that conditional-value-at-risk (CVaR)-constraints act as convex inner approximations to chance-constraints [20] . Furthermore, CVaR is a widely used coherent risk measure [21] which guarantees that the constraints not only hold with high probability, but also the magnitude of constraint violation is small with high probability. With the above motivation, we first investigate the LAED problem with DR-CVaR constraints. Thereafter, building upon our recent work [19] , we present a convex finite-dimensional reformulation of the CVaR-constrained LAED problem under Wasserstein ambiguity sets.
However, the number of constraints of the DR CVaRconstrained program increases with the number of samples, leading to a high dimensionality, despite the convexity. Therefore, we develop a scalable approach to approximately solve the DRCCP formulation of the LAED problem inspired by [22] for CCPs. First, we construct a distributionally robust uncertainty set by solving a DRCCP of dimension 2 for each component of the uncertainty by leveraging recently developed reformulations in [19] . Then, we present a robust optimization formulation of the LAED problem where the constraints are required to hold over the entire uncertainty set. The advantage is that the size of the LAED problem does not grow with the number of samples and the solution of the robust optimization problem satisfies the distributionally robust chance-constraints.
Finally, in Section IV, we evaluate both the proposed approaches for the IEEE 37-bus test network with real solar PV generation data [23] and compare the quality of solutions with those obtained by solving the scenario approach.
A. Related Work
Several recent papers have considered the LAED problem under various robust and stochastic optimization frameworks [24] - [26] . However, with the exception of [27] , [28] , distributionally robust LAED or OPF problems under data-driven Wasserstein ambiguity sets have not been considered.
Specifically, [27] considers a multi-period version of the problem, but the operational specifications are stated in the cost function as opposed to being treated as constraints. On the other hand, [28] considers DR chance-constraints and considers a similar approach as our robust optimization formulation. However, the uncertainty set constructed in [28] is a hyper-cube, where each component of the uncertainty has an identical upper, lower bound and both bounds are equal in magnitude. In contrast, by leveraging recent results in [19] , we compute upper and lower bounds for each component of the uncertainty separately, leading to our uncertainty set being a less conservative hyper-rectangle.
II. LOOK-AHEAD ECONOMIC DISPATCH UNDER UNCERTAINTY
In this section, we define the look-ahead economic dispatch (LAED) problem. Our formulation is inspired by a similar structure in [14] . The primary objective of the LAED problem is to minimize the total cost of generation over a time-horizon of length T + 1, while satisfying the forecasted power demand in an appropriate sense in the presence of uncertainty. The primary source of uncertainty is power generation from renewable (solar and wind) energy sources (RESs). With a slight abuse of notation, let G, R, and L denote the set of conventional generators, RESs, and loads as well as the corresponding nodes in the power network, and let |G| = N g , |R| = N r , and |L| = N l . We do not require G and R to be disjoint, i.e., it is possible to have a node with both conventional generation as well as RESs.
We denote by p gi [t], w rj [t], and p lk [t] the power generation of the conventional generator i ∈ G, the RES j ∈ R, and the power consumed by a load k ∈ L at time t, respectively. The corresponding aggregate quantities in vector form are denoted by p g [t] ∈ R Ng , w r [t] ∈ R Nr , and p l [t] ∈ R N l , respectively. Now, let c gi [t] denote the per-unit cost of power generation by the conventional power plant i ∈ G at time t. We assume that the marginal cost of renewable energy generation is zero. Let T := {t 0 , t 0 +1, . . . , t 0 +T }. The LAED problem with starting time t = t 0 and horizon T + 1 is mathematically expressed as
where the constraints (1d) and (1f) hold for t ∈ T and the constraints (1c) and (1e) hold for t ∈ T \ {t 0 }. The power generation of the conventional generators are the decision variables, the power consumed by the load(s) are assumed to be known, and the power generation of the RESs are treated as uncertain parameters. We assume that the power generated from the RESs at t 0 is known at time t 0 , and thus, the constraints (1b), (1c), and (1d) are deterministic. The parameter RD i [t] (respectively, RU i [t]) denotes the rampdown (respectively, ramp-up) capacity and P gi [t] (respectively, P gi [t]) denotes the lower bound (respectively, upper bound) on the conventional power generation at time t.
Although written as deterministic for ease of representation, constraints (1e) and (1f) have uncertain or stochastic parameters w r [t], t ∈ T \ {t 0 }. The constraint (1e) ensures sufficient generation and can be adapted to account for the available reserves.
The inequality (1f) requires that the power flow in the edges or lines to be within permissible limits with the vector of line flow limits denoted by F . The flows in the transmission lines are computed by leveraging the so-called Power Transfer Distribution Factor (PTDF) matrix Λ, a linear sensitivity that represents the marginal change of the active power flow on a line if we apply a marginal increase of the power injection at a node. We refer the reader to [14] , [29] , [30] for analytical and [31] for numerical approaches to compute PTDF matrices. Now, let N s and N e denote the total number of nodes, lines (edges) in the network and B g ∈ R Ns×Ng , B r ∈ R Ns×Nr , and B l ∈ R Ns×N l denote the appropriate incidence matrices. 2 The vector of line flows at time t can be expressed as F [t] = ΛP [t] [14] where Λ ∈ R Ne×Ns is the PTDF matrix and
denotes the vector of power injections at the nodes. For ease of exposition, we equivalently represent (1) as
where x ∈ R nx is a compact representation of the decision variables {p gi [t]} i∈G,t∈T with n x = N g (T + 1), ω ∈ R nw denotes the stochastic power generation by RESs {w rj [t]} j∈R,t∈T with n ω = N r (T + 1), and c, A, b, D, E, f are vectors and matrices of appropriate dimensions. In particular, we denote the dimension of f by K, i.e., f ∈ R K .
Though ω is stochastic in nature, we retain the representation as introduced in (1) for readability. Furthermore, let d ⊤ k and e ⊤ k denote the kth row of the matrices D and E, respectively. Then, the constraint (3c) is equivalent to the scalar constraint
Our goal is to solve the above optimization problem where the uncertain constraint (3c) (a compact representation of (1e) and (1f)) is modeled as a chance-constraint or via a suitable risk measure. In the former, the chance-constraint is stated as
where P denotes the probability according to the distribution of the random variable ω. This ensures that the future power generation will be able to meet the load and the power flow on the transmission lines will remain within the limits with probability at least 1 − α.
As discussed in the introduction, we also consider a wellestablished convex risk measure conditional value-at-risk (CVaR) for the uncertain constraints, which is stated as
(6) Note that the chance-constrained program where (3c) is replaced by (5) , is non-convex except for a restrictive class of distributions. On the other hand, the CVaR-constrained optimization problem (with (3c) replaced by (6)) is a convex conservative approximation of the chance-constrained counterpart [20] . In the definition (6), t is interpreted as the smallest value such that P(Z(x, ω) ≥ t) ≤ α, and CVaR P α (Z(x, ω)) denotes the expected value of Z(x, ω) subject to Z(x, ω) 2 The matrix Bg is constructed such that {i, j}-th entry is 1 only if the j-th element of vector pg is connected to the i-th node of the network, else it is 0. A similar process is followed for the other two matrices Br, B l . exceeding t. Hence, CVaR captures the mean of the magnitude of the violation of the chance-constraint.
Remark II.1 The methodology presented in this paper is also applicable to any other chance-constrained optimization formulation, as long as the constraint function is affine in both the decision variables as well as the uncertainty. For instance, the presented methods are applicable in formulations that include curtailment factors or when uncertain parameters are described via the variations of renewable power generation. The latter formulation may be preferable when ramp constraints are the determining factor of the optimization problem.
•
III. DATA-DRIVEN OPTIMIZATION FOR LAED
We now describe the data-driven techniques to solve the LAED problem formulated above with chance or CVaRconstraints. Throughout, we assume that the distribution P is not known to the decision-maker who instead has access to a set of samples Ω N := { ω 1 , ω 2 , . . . , ω N } of the uncertain parameters. As in (3), each ω k ∈ Ω := R nω ≥0 denotes a (nonnegative) vector of power generation by the RESs over an interval of length T + 1.
A. Distributionally Robust CVaR-Constrained LAED
As discussed in the introduction, we first consider the distributionally robust CVaR-constrainted program (DRCVP) for the LAED problem. In particular, we require the CVaR constraint (6) to hold for a family of distributions, referred to as an ambiguity set, defined directly from observed samples via the Wasserstein metric. The corresponding optimization problem is given by
where M θ N is the Wasserstein ambiguity set defined using the samples Ω N . Specifically,
contains all distributions with a finite first-moment and support Ω (represented by the set P 1 (Ω)) within a distance θ, measured by the Wasserstein metric, from the empirical distribution constructed from the observed samples P N := 1 N N i=1 δ ωi (δ ωi is the unit point mass at ω i ). The Wasserstein metric W 1 is formally defined in [19] . The optimization problem (7) is potentially infinite-dimensional due to the supremum over a set of probability distributions. We now present a finitedimensional convex reformulation of (7) when the support of the uncertain parameters is a compact subset of R nω .
Proposition III.1 Let Ω := {ω ∈ R nω |Gω ≤ h}. Then, (7) is equivalent to the program
where the inequalities involving s i and η ik hold for every i ∈ [N ], k ∈ [K], and t has an analogous interpretation as in (6) .
In our recent work [19] , a slightly different form of the above result was stated without proof. In this paper, we present the proof in Appendix A. If the support of the uncertain parameters is not known, i.e., Ω = R nω , then the tractable reformulation of (7) is obtained by setting G = 0, h = 0, and without considering the decision variables η in (9) .
Recall from the earlier discussion that the CVaR constraint (6) acts as a convex conservative approximation to the chanceconstraint (5) . Note, however, that the size of the above optimization problem increases with the number of samples, leading to a large computational burden. We now describe a scalable approach to approximately solve the distributionally robust chance-constrained program (DRCCP) counterpart of the LAED problem over the ambiguity set M θ N .
B. Scalable Approximation of Distributionally Robust Chance-Constrained LAED via Robust Optimization
The DRCCP corresponding to the LAED problem for the ambiguity set M θ N (defined in (8)) can be stated as min
i.e., we require the uncertain constraint to hold for all distributions in the ambiguity set. As discussed earlier, chanceconstrained programs and hence DRCCP is non-convex. Our approach extends an analogous approach developed in [22] for chance-constrained programs to DRCCPs. For each component of the uncertain parameter ω, i.e., for each w rj [t], j ∈ R, t ∈ T , we obtain upper and lower bounds such that the renewable energy generation at location j and time t lies within those bounds with a high probability for all distributions in the ambiguity set. In terms of the componentwise bounds thus obtained, we then construct the hyperrectangle Ω ⋆ and solve a robust LAED program where we require the uncertain constraints to hold for all ω ∈ Ω ⋆ .
This approach requires solving n w = N r (T + 1) DRCCPs each with a two dimensional decision variable. Once the bounds are computed, we solve a robust optimization problem whose size does not increase with the number of data points due to the special structure of the LAED problem. It can be shown that the solution of the robust optimization problem is feasible for the DRCCP (10), i.e., the robust optimization problem is an inner approximation of the DRCCP. 
where ω stands for the random variable w rj [t] with support R ≥0 . An optimal solution y ⋆ jt is such that
However, the optimization problem (11) involves optimization over probability distributions and is infinite-dimensional. We now present a finite-dimensional reformulation of (11).
Proposition III. 2 The optimization problem (11) can be equivalently stated as
The proof, presented in Appendix B, generalizes an analogous reformulation shown in [19, Theorem III.1] for the case where the support of the uncertainty Ω = R. (12) is an exact reformulation of the DRCCP (11), it is still non-convex. However, since the decision variable is two dimensional, it can be solved by nonlinear optimization solvers or via suitably designed heuristics based on line search methods up to a reasonable degree of accuracy. For the purpose of simulations, we solve the problem by adaptively updating the upper and the lower bounds y and y, such that (12c)-(12e) is feasible at each step.
Remark III.3 Although
• 2) Robust optimization formulation: As described above, we solve (12) for each w rj [t], j ∈ R, t ∈ T and denote an optimal solution by [y ⋆ jt y ⋆ jt ] ⊤ . Further, we define the hyperrectangle as the Cartesian product
As a result, the robust optimization problem
is a conservative approximation of the DRCCP (10) .
Recall that the uncertain constraints (1e) and (1f) have a special structure and as a result, we can express (13c) as
Note that once the bounds are obtained by solving (12) for each j ∈ R and t ∈ T , the resulting robust optimization problem (13) (with (13c) replaced by (14a), (14b), and (14c)) has the same size as the deterministic LAED problem independent of the number of samples used to find the hyper-rectangle Ω ⋆ . While the size of (12) increases with the number of samples, it is a much smaller problem as the decision variable y is two-dimensional. Through an argument analogous to [22, Proposition 1] , it can be shown that any feasible solution of (13), where [y ⋆ jt y ⋆ jt ] ⊤ is feasible to (12) is feasible for the DRCCP (10) . The proof is omitted in the interest of space.
Remark III.4 The authors in [28] also considered the DR-CCP version of the OPF problem with linearized AC power flow equations. While their approach is similar to the robust optimization framework developed here, we note two fundamental differences. First, [28] considered uncertainty sets that are hypercubes, i.e., the upper and lower bounds on all components of the uncertain parameters were equal in magnitude. In contrast, we construct a hyper-rectangle by computing the distributionally robust bounds on each component of the uncertain parameters separately and in the process, solve n w different DRCCPs. Second, unlike [28] , we do not bound the support of the uncertainty. Since we present an exact reformulation of the DRCCP (11) , any feasible solution of (13) is guaranteed to be feasible for (10) .
• Remark III.5 The Wasserstein radius θ captures the robustness-performance trade-off in both the formulations discussed above. For larger values of θ, we require the chance or CVaR constraints to hold for a larger set of distributions, which provides a higher degree of robustness at the cost of performance. Similarly, as θ becomes small, the constraints are required to hold over a smaller set of distributions which improves the optimal cost. • Remark III.6 Earlier works [18] , [28] 
IV. NUMERICAL EXPERIMENTS

A. Test Case Description
We consider a modified IEEE 37-bus test case [32] , a schematic of which is presented in Figure 1 . The network is assumed to be balanced, comprises a total of 36 nodes or buses with bus 799 designated as the slack bus. The RESs consisting of solar PV generation are considered and we use the data collected by National Renewable Energy Laboratory (NREL) pertaining to Sacramento Municipal Utility District (Anatolia) from 23 April to 21 July 2012 at a one minute time resolution [23] . Finally, the area of the irradiated spaces for PV ranges from 200 m 2 to 380 m 2 . For the load forecast, we use the Global Energy Forecasting Competition (GEFCom) 2012 load history data with an hourly resolution for zones 11-20. Each zone is assumed to correspond to one load location. Furthermore, we consider the LAED problem with sampling time of 1 hour and horizon T = 15 from 05:00 to 19:00 hrs; the intervals during which the PV generation is not negligible.
B. Data Characteristics
We now analyze the properties of the PV irradiation dataset obtained from the NREL repository and report two key features of the data. In Figure 2 , we plot the correlation between the irradiation data time series for every two consecutive days, for the time period from 23 April to 21 July, 2012 during 05:00 to 19:00 hrs. As illustrated, the data is highly correlated with a mean "r" value of 0.99. This suggests that on a faster-time scale, we cannot assume the data to have been drawn from independent distributions.
On a slower time-scale, we consider the temporal variation in two time periods of identical duration, i.e., 23 April to 22 May and 22 June to 20 July. Next, we consider the incident irradiation at 17:00 with the data in the ± 30 minutes band (i.e., all data between 16:30 and 17:30). The histogram for this data is presented in Figure 3 . We note that the distributions are fairly different; thus, we cannot assume the data to be drawn from identical distributions.
Consequent to combining these two inferences, the data cannot be assumed to be independently drawn from an underlying distribution, therefore, justifying the analysis via distributionally robust optimization as the guarantees provided under the scenario approach (for i.i.d. samples from an underlying distribution of the uncertain parameters [14] ) are not necessarily applicable in this context. We now present a few simulation results both for the scenario approach (which serves as a baseline for comparison) as well as the two distributionally robust approaches.
C. Simulation Results
We consider the test case and solar irradiation data as introduced in the previous sections. Furthermore, we aggregate the solar irradiation data at an hourly resolution by collecting the minute-scale data between two hours, e.g., the data between 10:00 and 11:00 hrs is attributed to 11:00. With this approach, for each hour of the day, we have 60 data points for the irradiation. Next, independent, uniformly drawn random samples (100 to 400) are generated 3 for the irradiation at each hour of the day. In addition, for each conventional generator i, identical generation costs c gi [t], ramp-up RU i [t], and rampdown RD i [t] capacities for all time periods of interest are considered for simulations. The minimum conventional generation contribution is set at 8% of the rated power generation. Finally, the maximum allowable flow on the lines is chosen such that at each stage, the problem in either of the three approaches is not rendered infeasible.
We then independently solve the look-ahead economic dispatch for all the solution approaches, with the same random samples of PV generation and the available load forecast data at hourly intervals. All computations are carried out in a MATLAB environment with the convex optimization solver CVX [33] on a personal computer with 16 GB of memory. We present some of the most significant findings below.
(a) The results presented in Table I are the % change in the averaged optimal costs obtained for 20 independent sets of random samples of solar irradiance with respect to a baseline LAED cost-computed with all (5340) available samples. For the scenario approach, we observe that as the number of samples of the renewable injections from uncertain PV is increased, the % change in the optimal values reduces, i.e., the optimal cost increases. This follows from the increase in the number of constraints as the sample size increases.
(b) For the distributionally robust LAED with CVaRconstraints (i.e., the DRCVP approach), we consider a violation probability of α = 0.1 and vary the parameter θ to demonstrate the robustness/performance trade-off. In particular, a larger value of θ implies that the solution satisfies the CVaR constraint over a larger set of probability distributions, and therefore, is more robust to the variability in the uncertain parameters, albeit at a greater cost of economic dispatch or a net positive % change as shown in Table I for θ = 0.1. Similarly, smaller values of θ lead to a better performance as indicated by a smaller dispatch cost. This trend is observed across different sample sizes. The DRCVP approach is computationally intensive in contrast with the inexpensive scenario approach. (c) For the DRCCP approach via robust optimization, we again observe from Table I that for a given sample size, smaller values of θ lead to an improved % change (smaller optimal cost) as anticipated from the above discussion. For a given θ, as the sample size increases, this approach outperforms scenario in terms of the % improvement. Furthermore, the time required to compute the bounds and the robust optimization problem is significantly lesser when compared to the DRCVP approach and does not increase as the number of samples increases. However, the optimal cost is higher (% improvement is smaller) compared to the DRCVP, which has better performance at a much higher computational cost. (d) In Figure 4 , we depict one instance of the evolution of the bounds obtained by solving (12) for data at 14:00 hrs. We observe that the upper bound progressively becomes tighter as the number of samples N increases. Furthermore, reducing the Wasserstein radius θ, improves the bounds at the expense of robustness. The fraction of total load met by conventional generation is plotted for comparison in Figure 5 .
V. CONCLUSION
In this paper, chance and risk-constrained multi-period economic dispatch problems are studied, and two tractable distributionally robust optimization formulations are developed in a mathematically rigorous manner. The numerical results illustrate robustness-performance trade-off of the proposed techniques. This work lays the foundation for further exploration of applications of data-driven distributionally robust optimization techniques in power systems. Several open interesting and challenging problems include-a robustness analysis of the proposed solutions under future renewable energy generation scenarios, solving the LAED problem in a receding horizon fashion while refining the ambiguity set or the Wasserstein radius as more data becomes available, especially in conjunction with meteorological forecasts. Similarly, there have been limited investigations of distributionally robust semi-definite programs which are quite relevant for OPF problems. We hope this work stimulates further research in the above-mentioned topics. The first equality follows as a consequence of the min-max theorem in [34] . The second equality is a consequence of the strong duality theorem in [35] , which also shows that the infimum over λ ≥ 0 is attained. On introducing auxiliary variable s i for each term in the above summation, it can be easily shown that the feasibility set of (7) is equivalent to the set
Ax ≤ b,
Thus, one can find η i,k such that the expression on the righthand side of the first inequality in (20) is negative, thereby, reducing (20) to s i ≥ 0. This concludes the proof.
APPENDIX B PROOF OF PROPOSITION III.2
Proof: On drawing parallels between the notation here and that of [19, Theorem III.1], we have x = y y ⊤ , c = −1 1 ⊤ , X = {y ∈ R 2 |0 ≤ y ≤ y}, ξ = ω, and the constraint function F (y, ω) = max(ω − y, −ω + y). However, we have the support of the uncertainty Ω = R + in contrast with [19] where the support was R.
We proceed in an analogous manner as [19] and evaluate 
and thus, Ω 1 is non-empty for every y ∈ R 2 such that 0 ≤ y ≤ y. For each term in the summation (21) Note that if ω i ∈ Ω 1 , the first term above is 1 while the second term is non-positive and consequently, s i = 1. On the other hand, if ω i ∈ Ω 2 , the second term is 0. Therefore,
On following the definition of Ω 1 in (22), we have This concludes the proof.
