Rapid urbanization makes cities an increasingly important habitat for mosquito-borne infections. Although these diseases are both climate and poverty driven, the interaction of environmental and socio-economic factors at different spatial scales within cities remain poorly understood. We analyze 10 years of extensive surveillance dataset of falciparum malaria resolved at three different spatial resolutions for the city of Surat in Northwest India. The spatial pattern of malaria risk is found to be largely stationary in time. A Bayesian hierarchical mixed model that combines spatially explicit indicators of temperature, population density and poverty with interannual variability in humidity best explains and predicts these patterns. For the Indian subcontinent, which harbors a truly urban mosquito vector, malaria elimination should target disease hotspots within cities. We show that urban malaria risk patterns are strongly driven by fixed spatial structures, highlighting the key role of social and environmental inequality and the need for targeted control efforts.
Introduction
Urban areas have become the new dominant ecosystem around the world and are characterized by large spatial heterogeneity (Harpham 2009 ). Urbanization is a complex phenomenon that has been associated with rapid and pronounced environmental variation, such as flooding events caused by extreme rainfall or variation in the increase of sensible heat, which in turn can increase temperature by 2-10 °C in highly urbanized areas (Vittal et al. 2016 , Shepperd et al. 2002 . The remarkable expansion of cities has also increased heterogeneity in terms of population density, economy, and infrastructure, exacerbating . Given the lack of suitable breeding sites for the vectors in African cities (Qi et al. 2012 ), the better access to health care services and an increased ratio of humans to mosquitoes (Hay et al. 2005 ), a common assumption is that urbanization reduces malaria transmission. Nevertheless, transmission continues to persist in cities, in some cases at even higher levels than in surrounding (rural) areas (De Silva and Marshall 2012) .
In contrast to Africa, the Indian subcontinent harbors a truly urban vector, Anopheles stephensi, enabling the transmission of urban malaria for both parasites, Plasmodium falciparum and Plasmodium vivax. This mosquito breeds in various artificial containers within homes and construction sites (Murdock et al. 2014 , Cator et al. 2013 . Given the rapid urbanization rate in this region, there is growing interest in understanding how the spatio-temporal structure of urban malaria reflects the socio-economic and environmental heterogeneities of large cities (Ahern et al. 2005 , Santos-Vega et al. 2016). A previous study described within-city spatial patterns in malaria risk (Santos-Vega et al. 2016 ). However, the relative influence of several key drivers and how this varies across a range of spatial scales remain poorly understood, including the role population density humidity and the impact of high temperatures (Cator et al. 2013 ). The recent reports of A. stephensi in some locations in Africa (REFS) provides a warning of the possible future expansion of urban malaria beyond its current geographical distribution.
Climate variability and climate change are expected to impact urban areas in particular ways, and as such are major determinants of global health (Watts et al. 2015) . Some authors have argued that at coarser spatial resolutions (e.g. >10 km), the effect of climate in urban areas could be negligible (Trusilova et al. 2013 ).
Others have argued that even at coarse aggregated scales, the effects of climate change should be evident, not only in cities, but also in larger peri-urban areas (Georgescu et al. 2014 ). Finally, mosquito vectors could experience environmental variation at fine spatial scales (Potter et al. 2013 , Pincebourde et al. 2016 ) and this variation would interact with local features such as housing density and material, vegetation cover, and distance to water (Afrane et al. 2004 ). Since climatic variables at coarse scales are averages over large regions, land types and populations, they tend to hide extremes and can lead to spurious correlations with disease risk (Baker 2008, Crane and Daniere 1996) . The level of aggregation at which infectious disease models should be formulated to best capture effects of spatial heterogeneity in climatic factors remains unclear.
Here, we investigate the spatial distribution of urban malaria risk and the influence of climatic, demographic, and socio-economic drivers in a large city in India. Based on an extensive surveillance data set, we document a spatial pattern of malaria risk that is largely stationary in time. Using a Bayesian hierarchical modeling framework, we compare thee different levels of aggregation within the city (zones, units and worker units corresponding to the different levels at which the reporting is performed, see Figure 1 ) and analyze the factors that explain patterns of spatial variation at these different spatial aggregations. By zooming in and out to higher and lower spatial resolution, we investigate if changes in spatial scale modify the association with climate and economic variables and the prediction accuracy of the model. Finally, we provide an evaluation of prediction accuracy for our best statistical model at these different resolutions over a 10-year time period. Implications of these findings for malaria control and elimination efforts in the Indian subcontinent are discussed.
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Results
The pattern that results from ranking malaria risk based on incidence is largely stationary, as shown in Fig   1 and S1 Fig 1, with locations of high and low risk persisting over time, independent of the inter-annual variation in total malaria cases. This temporal regularity of the spatial pattern suggests the existence of strong underlying determinants that are themselves largely stationary over the temporal scales of malaria variation considered here (Fig 2A and S1 Fig 1) . This stationary pattern is supported by a significant spatial autocorrelation through time ( Fig 2C) . Results from the local indicators of the spatial association test (LISA) show that the units spatially associated with high malaria risk differ significantly between the center of the city and its periphery (Fig 2 B ). Specifically, units in the central and northern part of the city exhibit (positive/positive) associations in malaria risk, whereas some units in the periphery show (negative/negative) associations. The clusters identified through spatial associations also show a striking regularity from season to season (Fig 1 B ).
[FIGURE 2]
For the socioeconomic data from census and surveys in the city (S1 table 1), we first assessed if we could simplify the variation in a low dimensional space. The results from PCA showed that just the first three dimensions explained 80.9% of the variability among units. Dimensions 1, 2 and 3 respectively explained 45.1%, 27% and 3, 8.84% of the variance ( Fig. 3 A) . These three dimensions were retained for further analysis. These contributions show that PC1 largely represents economic level and is also correlated with the amount of water stored. PC2 is associated with labor and employment, likely representing the effect of movement and exposure in particular environments within the city, and PC3 exhibits a strong contribution from population density . Fig 3 B shows the spatial distribution for PC1 and PC3. The spatial pattern of the economic level and population density summarized by the PC closely matches that of disease risk (Fig 2 B and S1 Fig 1) .
[FIGURE 3]
We then tested if the spatially stationary pattern in malaria risk was associated with variation in environmental factors (Relative humidity (RH) and temperature) and/or in socioeconomic and demographic indicators, including population density, as summarized in the three main components of the PCA axes ( Fig   3) . S1 Fig 3 A illustrates the temporal associations between ranked malaria risk and mean temperature and humidity, respectively. A statistically significant linear correlation was found only between malaria risk and humidity (p < 0.01). S1 Fig 3 B shows spatial correlations between the three main principal components and the mean ranked cases. The results also detect a significant positive correlation (p<0.05) of income level/water management and population density.
Goodness-of-fit metrics for models of increasing complexity are shown in Table 1 . Comparisons between different models that account for, or neglect, the effect of climate, economy, demography, and neighborhood structure show that the model that best accounts for spatiotemporal variation in malaria risk/incidence based on WAIC (Watanabe-Akaike information criterion) is the one including the combined effects of temperature, humidity, population density, economy, and spatial random variations. Specifically, the effects of population density and economic level/water storage practices (represented by PC1) are significant when considered together with structured and unstructured random effects, explaining 56% of the variance based on the R 2 likelihood ratio test ( Table 1 ). Of the 56% variance explained overall, 28% can be explained by temperature and a monthly autoregressive term of order one. An additional 10% is accounted for by including relative humidity. To test if the climate variables better explain malaria risk at the regional or local level, we fitted models with temperature and humidity that were either spatially resolved or averaged over the spatial units. The best fitting model incorporated aggregated humidity and spatially explicit temperature. These findings suggest that interannual variations in humidity explains temporal variation in malaria, whereas variations in temperature across the city strongly influences spatial malaria variability. Importantly, accounting for spatial fixed and random effects accounted for 17% of the total variance explained by the model. Table 2 summarizes the posterior mean parameter estimates for the best model. All parameters are significantly different from zero, with posterior distributions from the two chains well mixed and converged based on the Gelman-Rubin diagnostic ( Table 2 ). Note that the overdispersion parameter of the negative binomial (i.e. the reciprocal of the scale parameter) has a posterior mean value of 2.519 with a 95% credible interval (CI) of [1.456, 3.243 ]. Thus, the estimated overdispersion parameter (q) is significantly different from zero (the value expected for the Poisson special case of the negative binomial). Additionally, population density exhibits a positive and statistically significant association with malaria incidence. The effect of temperature is negative, consistent with the non-monotonic effect of temperature on the reproductive number 
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A comparison of modeled and observed malaria cases is illustrated in Fig 4. In general, the predicted patterns reflect the observations for individual units (Fig 4 C -F and S1 Fig S4) and for averages over the units (Fig 4 A-B and S1 Fig 6) , although the best model tends to over predict the number of cases. The maps show comparisons for observed and predicted cases at the unit level for 2008 (a high incidence year) (Fig 4 C and D), and for 2011 (a low incidence year) (C-F). We observe correct quantile predictions for 73% and 66% of the units respectively. The GLMM tends to under predict malaria in certain areas and is better able to capture instances of very high malaria risk across the southwest part of the city.
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To compare the best model coefficients at different spatial levels (zones, units, workers), we refitted the unit model for 2008 to 2014 (the period of time for which we also have high resolution malaria data), and then fitted the model at both the aggregated zone level (7 zones) and the worker level (478 worker units). Table   3 shows changes in the values of the model coefficients and the level of significance of the coefficients for the best model (see Table 2 ) at the different spatial scales (parameter estimates are considered to be statistically significant if their 95% credible interval do not contain zero). Temperature and humidity show variation in their contribution across the spatial levels: when we disaggregate the system, the effect of temperature strengthens whereas the effect of humidity weakens. Also, the effect of the economy and population density intensifies at the highest resolution.
[ of the locations (Fig 5 A) , and the model fitted at the workers level (486 areas) provides added value to 33% of the units. When the system is modeled at the zone level, malaria risk falls in the same observed quantile for only 29% of the locations. By contrast, when the system is disaggregated further, this proportion increases to 57% and 49% for the worker and unit levels respectively.
[FIGURE 5]
Discussion
Urban environments exhibit pronounced heterogeneity from rapid and unplanned urbanization (Santos-Vega explicitly incorporate the effect of population density and economic level in the space-time patterns of urban malaria. Importantly, we found that two climate covariates contribute differentially to explain the variation in the data: humidity helps in capturing inter-annual variability and peak timing of outbreaks; temperature explains some of the spatial variation synergistically with economic and demographic covariates. These effects are confirmed when we fit the models at different spatial scales and find the variation explained by temperature is greatest at the highest spatial resolution, while the variation explain by humidity is greater when aggregated across the whole city.
Our analyses show the presence of three distinct explanatory components in the social and economic covariates. The first component of the PCA is related to economic level and water management, including income, the quality and size of housing, and the amount of water stored, which can all influence the recruitment of mosquitoes (Sharma, 1996) . Access to water is an important determinant for malaria in India, given that water is supplied irregularly, leading to water storage within houses, which in turn creates multiple Our study further shows a negative relationship between malaria cases and high temperatures. This complements the more commonly documented positive relationship near or below optimal temperature conditions for physiological and epidemiological parameters of the mosquito, and for the malaria parasite Humidity and temperature show contrasting effects in our model. A model that incorporates aggregated humidity (averaged for the whole city) and spatially explicit temperature performs better than one with both spatially resolved temperature and humidity. This difference could be explained by the strong dependence of humidity on the winds, which can alter evaporation by changing water vapor in the air. Winds tend to vary at a regional scale making humidity change over large regions (Singh et al. 2007 ). Conversely, temperature can exhibit large variation within a city at the local level, given the pronounced heterogeneity of impervious surfaces, with differing radiative, thermal, aerodynamic, and moisture properties (Siraj et al.
2015, Arnfield 2003).
Our model captures the seasonal pattern and the main trends in interannual variation in malaria cases, by including climatic and socioeconomic covariates, and allowing for spatial dependency between areas.
Overall, a model including only autoregressive effects (to account for seasonality) and climate covariates accounted for 29% of the variance in urban malaria risk. Economic covariates and population density explained an additional 15%, and finally spatial dependencies added the biggest increase in the explained variance, underscoring the importance of considering local dependencies. Although our spatio-temporal statistical model is able to predict the peak of epidemics and also to capture the inter-annual variation in malaria cases, it could be improved in several directions. In particular, an extended formulation could include: (1) mobility fluxes derived with movement models from the spatial distribution of the population, has experienced seasonal outbreaks whose overall level has remained fairly constant. The stationary pattern in space described here, together with major drivers of this variation, indicate that targeted control could help reduce transmission even further, and that control measures could be implemented ahead of the season based on known spatial heterogeneity. In particular, ongoing efforts to provide better access to water may contribute to reduce urban malaria transmission, and possibly other vector-borne infections. Although we were unable to separate here the correlated effects of poverty and water access/storage, this is an important area for further study. Ultimately, at longer time scales, a reduction in poverty concomitant with better access to water is fundamental to reduce and eliminate malaria not only within cities but at a more regional level. 
Materials and Methods
Study site and data description
Surat is located on the banks of the Tapi River in the western part of India in the state of Gujarat (Fig 1) . It is one of the fastest growing Indian cities due to immigration from various parts of Gujarat and other Indian states. In this largely semi-arid state where malaria is seasonally epidemic, Surat reports more than 1300
Plasmodium falciparum cases every year, and an even larger number of Plasmodium vivax cases. We concentrate our analyses on the former since it is largely the target of control efforts. The current burden of malaria for both parasites has been greatly reduced in the city after the higher levels of the 1990s. Extensive For passive case detection (PCD), each worker collects the data reported by the sentinel centers (hospitals, urban health centers, laboratories, clinics) within their area.
[FIGURE 5]
We collated a multi-sourced spatio-temporal (climatic and socioeconomic) dataset using the statistical computing software R. We reconciled data of different types and aggregation levels (i.e. economic, demographic) to the gridded climate data. The interpolation approaches and description of the generated datasets are explained below.
Climate and socioeconomic data
Socioeconomic data
A database of candidate drivers of urban malaria risk in Surat was generated for each reporting unit (zones, units, and workers) for 2010 (the year of the most recent census) using a universal kriging method to generate an estimated interpolation surface for each covariate (Supplementary text 2). For this, we used census data from the District Census Handbook at the district level for the year 2010 from the Directorate of Census Operations, Gujarat. In addition, variables such population density and slum density were calculated using annual population estimates from the Surat Municipal Corporation (SMC). Data on urbanization, housing, water provision, water storage, sanitation, and water scarcity were obtained from water management surveys conducted by Taru Leading Edge, a leading development advisory company in India (http://taru.co.in/). This household survey included 80 locations and 400 households across the city.
Climate data
We obtained gridded (1km x 1km latitude longitude grid) monthly mean surface air temperature data from MODIS (Moderate Resolution Imaging Spectroradiometer https://modis.gsfc.nasa.gov/data/). To estimate surface relative humidity (RH) within the city, we used MODIS data and meteorological parameters obtained from ground-based measurements extracted from GSOD (Global Summary of the Day from NOAA https://www7.ncdc.noaa.gov/CDO/cdoselect.cmd?datasetabbv=GSOD&countryabbv&georegionabbv) and 10 meteorological stations located throughout the city that have measured daily temperature, humidity and dew point in the city of Surat since 2014 (S1 text 3.5.2, (Peng et al. 2006) ).
Data analyses
To examine spatial patterns of malaria risk independently from the inter-annual variation of incidence, we accumulated reported cases for a given year and normalized this sum by the total yearly cases for the whole city. We then conducted univariate statistical analyses to evaluate the spatial dependency of the malaria cases (Fig 1 B and C) . First, a univariate Moran Index (Moran's I) was computed through time (Anselin 1988 , Anselin 1996 (Fig 1 C) . Moran's I identifies the global degree of spatial association (or how much the magnitude of an indicator in one location is influenced by the magnitude of the indicator in an area close to it) (Anselin 1996 , Anselin 2001 . Then the Local Moran statistic was obtained to identify local clusters and spatial outliers (Anselin 1995) (Fig 1 A) . This indicator identifies units with spatial association in malaria In order to reduce the dimensionality of the socioeconomic variables (S1 Table 1 ) and to address the existence of a spatial pattern in these indicators, we used principal component analysis (PCA) to find the best low-dimensional representation of the variation in this multivariate data set. Graphical visualization reveals organization of the variables in a low-dimensional space as well as the spatial organization of the variables (Fig 2 A) . We explored the spatial distribution of the components that account together for more than the 80% of the variance by plotting the spatial distribution of the factor loadings of each component.
Then we evaluated the association between the loading values of each PC and the mean malaria rankings ( Fig S1 3 B) . We examined the environmental data for the existence of temporal associations between the interannual variation in relative humidity, temperature and malaria rankings ( Fig S1 3 A) . To explore spatial relationships between the malaria annual cases and the climate factors, we conducted a bivariate Moran analysis. This index shows the correlation between one variable (malaria incidence) at a location, and a different variable (temperature and humidity) at neighboring locations (S1 Table 2 ). The general form of the GLMM is as follows:
Statistical models
Where are the malaria counts for each administrative unit (here we show an example of the model structure at the level of the 32 units, but this structure holds for the 7 zone and 486 worker units), i (i = 1,…, 32 and time t (t = 1,…, 132), where the population is treated as an offset. The variables represent the selected climate influences: temperature one month earlier (j=1) and humidity two months earlier (j=2). The variables correspond to the components PC1 (j=1), PC2 (j=2) identified by the PCA analysis, described above, and to population density (j=3). As such, they vary only in space and not in time. They summarize the spatial heterogeneity in socio-economic and demographic conditions. represents a first order autoregressive term to account for temporal autocorrelation in the data. An independent diffuse Gaussian exchangeable prior was assumed for the unstructured random effect ( ), as well as a normal conditional autoregressive (CAR) prior distribution for the spatially structured random effects, :
where controls the strength of local spatial dependence, and are neighborhood weights for each unit as defined above, with simple binary values of 1 when unit i is a neighbor of unit j, and 0 otherwise. Since the CAR distribution is improper, we applied a 'sum to zero' constraint on each . First, we fitted the 
Scale dependency
Based on the best model identified at the intermediate level of aggregation, we then tested the extent to which the association and significance of the coefficients in the model varied between different levels of spatial resolution. To this end, we first fitted the previously identified best model at both a higher spatial resolution (478 worker units) and a lower resolution (7 zones) with the same approach outlined above. Then, for each of the resulting models we checked the convergence of the individual parameter estimates and calculated the potential scale reduction (see (Gelman et al. 2004 ) and note that values below 1.1 are considered to be acceptable in most cases). We also evaluated changes in the 95% credible interval (CI) to see if the interval contained zero. If the CI does not contain zero, the covariates contribute significantly to the model fit (Table 3) .
Model comparisons
To assess the predictive ability of the best model, posterior predictive distributions of malaria incidence were obtained for each unit and month. New pseudo-observations were simulated by drawing random values from a negative binomial distribution with mean and scale parameter estimated using 10.000 samples from the posterior distribution of the parameters in the model and computing the median cases from the simulations.
To summarize this information, the observed and posterior predictive mean malaria risk estimates were aggregated across space, and predictions for each unit in high and low incidence years were generated ( Fig   A-B) . For the best model, we compared the temporal evolution of the fitted posterior median cases with the observed cases for Surat as a whole (S1 Fig 3.6 ).
We also compared the proportion of places in which the model accurately predicts malaria incidence. For this, we classified the cases into 5 categories, generated by considering all zero cases in one class and by subdividing all remaining non-zero cases into four equally sized intervals. The resulting categories correspond to no cases, very low, low, high and very high cases. We then mapped the categories of the spatial predictions and observed cases for 2008 ( the values for the units within a zone to be able to subtract the alternative RMSE (the same process was performed for the workers areas within each unit). 
