A heuristic version of the particle swarm optimization (PSO) is introduced in this paper. In this new method called "The heuristic particle swarm optimization(HPSO)", we use heuristics to choose the next particle to update its velocity and position. By using heuristics , the convergence rate to local minimum is faster. To avoid premature convergence of the swarm, the particles are reinitialized with random velocity when moving too close to the global best position. The combination of heuristics and reinitialization mechanism make HPSO outperform the basic PSO and recent versions of PSO.
INTRODUCTION
In the traditional PSO, all particles' positions and velocities are updated in a predefined order. In this manner, all particles have the same role. In our algorithm (HPSO), only the position and velocity of the best particle at the current time are updated. Moreover, we use small range of re-initialized random velocity to make HPSO good at fine-tuning the solution.
DESCRIPTION OUR APPROACH
The main idea of the HPSO is heuristic choosing the next particle, whose fitness value is the best at the current time. Suppose Next is its index:
If distance between a particle and the global best particle is smaller than the bounded factor λ then particle's velocity will be 
EXPERIMENTAL RESULTS
The experimental results of HPSO are compared with the basic PSO (BPSO) and the gregarious PSO (GPSO) 
