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1. Introduction
Consider the set Sm of symmetric bilinear forms on an m-dimensional vector space over K = GF(q),
where q is a power of two. We study subsets Y of Sm having the property that for all distinct B,C ∈ Y
we have rank(B − C) d for ﬁxed integer d. Such subsets will be called (m,d)-sets. In particular, for
given m and d, we are interested in (m,d)-sets containing as many elements as possible.
Two similar problems have been studied in the 1970s. Delsarte [1] considered sets of unrestricted
bilinear forms, and Delsarte and Goethals [2] studied sets of alternating bilinear forms (both studies
apply in fact to ﬁelds of arbitrary characteristic). These references make heavy use of the fact that the
sets of unrestricted and alternating bilinear forms give rise to distance-regular graphs (with the dis-
tance deﬁned by the rank), and therefore, the powerful theory of association schemes can be applied.
In contrast, the graph naturally associated with symmetric bilinear forms is not distance regular (see
[3, Section 9.5.D], for example).
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Our main tools, introduced in Section 2, are two mappings φ and ψ from Sm to Am+1 and Am ,
respectively. The crucial property of these mappings is that they act, in some sense, rank preserving.
Given an (m,d)-set Y , we then study the images φ(Y ) and ψ(Y ), which allows us to apply the theory
of association schemes again. This approach is used in Section 3 to derive a bound on the size of
(m,d)-sets, which turns out to be tight for odd d and for d =m. Moreover, if Y is a subgroup of Sm
and φ(Y ) is a t-design (according to Delsarte [4]) for some t  (m − d)/2, then the rank distribution
of Y is explicitly given. In Section 4 we provide constructions of (m,d)-sets being subgroups of Sm .
When d is odd and when d = m, these constructions yield optimal sets in the sense that their size
is as large as it can be. Except when m is odd and d is even, the rank distance distributions of our
constructed sets can be obtained from the results of Section 3.
The theories developed by Delsarte [1] and Delsarte and Goethals [2] have found applications in
classical coding theory. In particular, since each K -valued alternating bilinear form is associated with
a K -valued quadratic form, [2] gives rise to several interesting subcodes of the second-order Reed–
Muller code, including the Kerdock code and the chain of Delsarte–Goethals codes (see [5, Ch. 15], for
example). The present study was motivated by the fact that every K -valued symmetric bilinear form is
associated with an R-valued quadratic form, where R is the Galois ring of size q2 and characteristic 4
(see [6,7] for R = Z4 and [8] for the general case). R-valued quadratic forms, derived from (m,m)-sets,
have been used to construct Kerdock codes over R , which can be mapped back to K by a distance-
preserving map (see [9] for R = Z4 and [10] for the general case). Further connections of (m,d)-sets
to codes over Z4 and to Z4-valued sequence sets with mutually low correlation are reported in [11].
2. Bilinear forms
2.1. Sets of bilinear forms
Let K = GF(q) be the ﬁnite ﬁeld of q elements, where q is a power of 2. Let V and W be vector
spaces over K with dimK (V ) =m and dimK (W ) = k. Without loss of generality, we shall assume that
m k. A bilinear form is a mapping B : V × W → K satisfying
B
(∑
i
aixi,
∑
j
b j y j
)
=
∑
i
∑
j
aib j B(xi, y j) for all ai,b j ∈ K , xi ∈ V , y j ∈ W .
If V ′ and W ′ are subspaces of V and W , respectively, then B|V ′×W ′ denotes the bilinear form that is
induced on V ′ × W ′ by B .
Let {ξ1, ξ2, . . . , ξm} and {ζ1, ζ2, . . . , ζk} be bases for V and W over K , respectively. Then, relative to
these bases, the bilinear form B is uniquely determined by the matrix of size m × k
B = (bij)1im,1 jk, where bij = B(ξi, ζ j). (1)
The left radical rad(B) of the bilinear form B is deﬁned as the set of all x ∈ V such that B(x, y) = 0
for all y ∈ W . The rank of B is deﬁned to be
rank(B) := dimK (V ) − dimK
(
rad(B)
)
.
Note that the rank of B is precisely the rank of its associated matrix (1).
A symmetric bilinear form on V is a bilinear form B : V × V → K that satisﬁes symmetry:
B(x, y) = B(y, x) for all x, y ∈ V .
Letting ξi = ζi for i = 1,2, . . . ,m, we conclude from (1) that a matrix associated with a symmetric
bilinear form is symmetric. Hence, after ﬁxing a basis for V over K , there is a one-to-one corre-
spondence between symmetric bilinear forms on V and m × m symmetric matrices over K . The
set of symmetric bilinear forms on V will be denoted by Sm . For later reference, we note that
|Sm| = qm(m+1)/2.
An alternating bilinear form on V is a bilinear form B : V × V → K that satisﬁes
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It is known that the rank of an alternating bilinear form is always even (see [2, Lem. 10], for example).
Observe that B(x, x) = 0 for each x ∈ V forces B(x, y)+ B(y, x) = 0. Thus, since the characteristic of K
is even, every such alternating bilinear form is also symmetric. Letting ξi = ζi for i = 1,2, . . . ,m in (1),
the corresponding matrix of an alternating bilinear form on V is an m ×m alternating matrix over K
(that is, a symmetric matrix over K with zero main diagonal). We shall denote the set of alternating
bilinear forms on V by Am . Note that |Am| = qm(m−1)/2.
We are interested in subsets Y ⊆ Sm having the property
rank(B − C) d for all distinct B,C ∈ Y
and for ﬁxed integer d. We call such a subset an (m,d)-set. If, in addition, every B ∈ Y is alternating,
the set Y is called an alternating (m,d)-set. We say that Y is additive if Y is a subgroup of Sm .
The distance distribution of Y is the (m + 1)-tuple (b0,b1, . . . ,bm), where
bi = 1|Y |
∣∣{(B,C) ∈ Y × Y : rank(B − C) = i}∣∣.
Clearly, for every (m,d)-set Y , we have
bi = 0 for each i = 1,2, . . . ,d − 1.
The rank distribution of Y is the (m + 1)-tuple (a0,a1, . . . ,am), where ai is the number of elements
in Y of rank i. The subset Y is called distance invariant if ai = bi for each i = 0,1, . . . ,m. In particular,
every additive set is distance invariant.
2.2. The association scheme of alternating bilinear forms
In what follows, we recall some facts about the association scheme of alternating bilinear forms
that are relevant for this paper. More background of association schemes in general can be found,
for example, in [12,4,13]. For details of the association scheme of alternating bilinear forms we refer
to [2].
Throughout this section let n := m2 . We deﬁne the following relations
Ri =
{
(B,C) ∈ Am × Am: rank(B − C) = 2i
}
for i = 0,1, . . . ,n,
and write R = (R0, R1, . . . , Rn). Then (Am, R) is the association scheme of alternating bilinear forms. This
is a self-dual metric association scheme with n classes. Let ((Di)u,v)u,v∈Am be the incidence matrix
of Ri , that is,
(Di)u,v =
{
1 if (u, v) ∈ Ri,
0 otherwise.
Then {D0, D1, . . . , Dn} is a basis for a real vector space of symmetric matrices, called the Bose–Mesner
algebra of (Am, R). It is a consequence of a general property of association schemes that, for this vector
space, there exists another uniquely deﬁned basis { J0, J1, . . . , Jn}, consisting of minimal idempotent
matrices given by
Jk = 1|Am|
n∑
i=0
qk(i)Di . (2)
The numbers qk(i) (i,k = 0,1, . . . ,n) are the Q (and P )-eigenvalues of the scheme (Am, R). These
numbers were determined in [2] and are best expressed in terms of Gaussian binomial coeﬃcients.
Once and for all we deﬁne p := q2 and, for real x and nonnegative integer k, denote by [xk] the
p-binomial coeﬃcient, which is given by
[x
k
] = ∏ki=1(px−i+1 − 1)/(pi − 1). Elementary properties of
p-binomial coeﬃcients can be found, for example, in [14] and [2]. From [2, Eq. (15)] we have
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k∑
j=0
(−1)k− j p(k− j2 )
[
n − j
n − k
][
n − i
j
]
Q j for i,k = 0,1, . . . ,n,
where Q := qm(m−1)/2n . Equivalently, the numbers qk(i) can be deﬁned via the n + 1 equations
j∑
k=0
[
n − k
n − j
]
qk(i) =
[
n − i
j
]
Q j for j = 0,1, . . . ,n (3)
(see [2, Eq. (29)]).
Now let Y be a subset of Am , and let (a0,a1, . . . ,am) and (b0,b1, . . . ,bm) be the rank and distance
distribution of Y , respectively. Note that ai = bi = 0 if i is odd. The dual rank distribution of Y is
deﬁned to be the (n + 1)-tuple (a′0,a′1, . . . ,a′n), where
a′k =
n∑
i=0
qk(i)a2i . (4)
Similarly, the dual distance distribution of Y is the (n + 1)-tuple (b′0,b′1, . . . ,b′n), where
b′k =
n∑
i=0
qk(i)b2i. (5)
Note that we have
a′0 = b′0 = |Y |. (6)
We shall need the following lemma relating the dual rank and dual distance distributions.
Lemma 1. Let Y be a subset of Am, and suppose that Y contains the zero form. Let (a′0,a′1, . . . ,a′n) and
(b′0,b′1, . . . ,b′n) be the dual rank and dual distance distribution of Y , respectively. Then
b′k = 0 ⇒ a′k = 0 for each k = 0,1, . . . ,n.
Proof. Let χ = (χu)u∈Am be the incidence vector of Y , that is,
χu =
{
1 if u ∈ Y ,
0 otherwise.
By convention, we order the elements in Am such that the ordering starts with the zero form. Hence,
by assumption, the ﬁrst element in χ is always equal to one. If (b0,b1, . . . ,bm) is the distance distri-
bution of Y , we have by deﬁnition
b2i = 1|Y |χDiχ
T ,
and by (5) and (2),
b′k =
1
|Y |
n∑
i=0
qk(i)
(
χDiχ
T )
= 1|Y |χ
(
n∑
i=0
qk(i)Di
)
χ T
= |Am||Y | χ Jkχ
T .
Hence, b′k = 0 is equivalent to χ Jkχ T = 0.
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diχ T , and similarly as above, a′k = |Am| · jkχ T , where jk is the ﬁrst row of Jk . Since Jk is idempotent,
it has eigenvalues 0 or 1, and therefore, Jk is positive semi-deﬁnite. This last fact can be used to show
that χ Jkχ T = 0 is equivalent to Jkχ T = 0. In particular, the latter implies jkχ T = 0 and a′k = 0. 
Delsarte [4] deﬁned the notion of a t-design in a general metric association scheme. We quote this
deﬁnition for the association scheme of alternating bilinear forms.
Deﬁnition 2. Let Y be a subset of Am , and let (b′0,b′1, . . . ,b′n) be its dual distance distribution. Then
Y is called a t-design if
b′k = 0 for each k = 1,2, . . . , t.
A combinatorial interpretation of t-designs in Am was obtained by Munemasa [15] (see also Stan-
ton [16]).
Theorem 3. (See Munemasa [15, Thm. 1].) Let the elements in Am be deﬁned on the m-dimensional vector
space V , and let t be an integer satisfying 0 t  m−12 . Then a subset Y of Am is a t-design if and only if for
every (2t + 1)-dimensional subspace U of V the multiset
{B|U×U : B ∈ Y }
contains each alternating bilinear form on U equally often.
2.3. From symmetric to alternating bilinear forms
In what follows, we study two mappings from Sm to Am and Am+1, which will be of crucial
importance in our analysis of (m,d)-sets. Let V be an m-dimensional vector space over K . Given a
symmetric bilinear form B : V × V → K , we associate the following two alternating bilinear forms
with B . We deﬁne ψ(B) : V × V → K by
ψ(B)(x, y) := B(x, y) +√B(x, x)B(y, y),
and φ(B) : (V × K ) × (V × K ) → K by
φ(B)
(
(x,α), (y, β)
) := ψ(B)(x, y) + β√B(x, x) + α√B(y, y). (7)
Notice that, since the characteristic of K is even, the square root always exists in K .
Once we ﬁx a basis for V over K , ψ and φ induce mappings acting on the set of m×m symmetric
matrices over K , which we shall also denote by ψ and φ, respectively. Given an m × m symmetric
matrix B over K , it will be useful to have an expression for ψ(B) and φ(B). To this end, we deﬁne
d(B) to be a row vector that contains, in the natural order, the square roots of the elements in the
main diagonal of B . Then, for a suitably chosen basis for V over K , the m ×m matrix ψ(B) is given
by
ψ(B) = B + d(B)T d(B),
and the (m + 1) × (m + 1) matrix φ(B) is given by
φ(B) =
(
ψ(B) d(B)T
d(B) 0
)
.
In this matrix notation, the mapping φ has been previously used in [9] and [10] as a transition from
the set of m × m symmetric matrices over K to the set of (m + 1) × (m + 1) alternating matrices
over K . Notice that φ acts as a bijection from Sm to Am+1.
Next we state some “rank-preserving” properties of ψ and φ.
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rank
(
ψ(B)
)= 2⌊ rank(B)
2
⌋
,
rank
(
φ(B)
)= 2⌊ rank(B) + 1
2
⌋
.
Proof. It is suﬃcient to prove the statements in the lemma for B being an m ×m symmetric matrix
over K . Let x ∈ Km be a row vector. We can write(
xd(B)T
)2 = xBxT ,
and therefore have
xB = 0 ⇒ xd(B)T = 0. (8)
Hence, if xB = 0, then xψ(B) = 0, which implies that the rank of ψ(B) is at most the rank of B . But
the ranks of B and ψ(B) can differ by at most one, so that
rank(B) − 1 rank(ψ(B)) rank(B).
Since ψ(B) has even rank, we have proved the claim for ψ .
Now observe that
( x 0 )φ(B) = ( xB + xd(B)T d(B) xd(B)T ).
From (8) we ﬁnd that xB = 0 forces (x 0)φ(B) = 0, which implies that the rank of φ(B) is at most
rank(B) + 1. On the other hand, if xB 	= 0, then (x 0)φ(B) 	= 0, so that the rank of φ(B) is at least the
rank of B . In summary,
rank(B) rank
(
φ(B)
)
 rank(B) + 1,
and the claim for φ follows since φ(B) has even rank. 
Lemma 5. For all B,C ∈ Sm we have
rank
(
φ(B + C))= rank(φ(B) + φ(C)).
Proof. It is suﬃcient to prove the assertion in the lemma for B and C being m×m symmetric matri-
ces over K . Abbreviating b := d(B) and c := d(C), we then have
φ(B + C) =
(
B + C + (b + c)T (b + c) bT + cT
b + c 0
)
and
φ(B) + φ(C) =
(
B + C + bT b + cT c bT + cT
b + c 0
)
.
Deﬁne the matrix
R :=
(
I bT
0 · · ·0 1
)
,
where I is the identity matrix of the same size as B and C . Then it is easy to verify that
φ(B) + φ(C) = Rφ(B + C)RT .
The lemma follows since R is nonsingular. 
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rank(φ(B) + φ(C))
2
=
⌊
rank(B + C) + 1
2
⌋
. (9)
This shows that φ has a “distance-preserving” property. We refer to Section 5 for consequences of this
fact, which are of independent interest.
For the remainder of this paper we deﬁne three mappings acting on an (m,d)-set Y :
φ(Y ) := {φ(B): B ∈ Y },
ψ(Y ) := {ψ(B): B ∈ Y },
θ(Y ) := {B: B ∈ Y ∧ B is alternating}.
Since every element in θ(Y ) has even rank, θ(Y ) is an alternating (m,2 d+12 )-set. By (9), φ(Y ) is an
alternating (m + 1,2 d+12 )-set.
3. Properties of (m,d)-sets
3.1. An upper bound on the size of (m,d)-sets
Delsarte and Goethals proved a bound on the size of alternating (m,2e)-sets [2, Thm. 4(i)]. More-
over, if the bound is attained, then the set is automatically an (m2  − e + 1)-design [2, Eq. (33)]. We
shall summarise these results in the following theorem.
Theorem 6. (See Delsarte and Goethals [2].) Write n := m2  and Q := qm(m−1)/2n. Then every alternating
(m,2e)-set Y satisﬁes
|Y | Q n−e+1.
Moreover, in case of equality, Y is an (n − e + 1)-design.
Let Y be an (m,d)-set. Since φ(Y ) is an alternating (m + 1,2 d+12 )-set by (9), Theorem 6 implies
the following.
Corollary 7. Deﬁne n := m+12  and Q := qm(m+1)/2n. Then every (m,d)-set Y satisﬁes
|Y | Q n− d−12 .
Remark 8. (1) The constructions in Section 4 show that the bound on the size of (m,d)-sets is tight for
odd d. (2) When d is even, the bound in Corollary 7 cannot be tight, as seen by inspecting Theorem 10
below. Indeed, if d = m and m is even, an improvement of the bound can be obtained as follows.
Identify an (m,m)-set Y with a set of m×m symmetric matrices over K . Then all the matrices in the
set must have distinct ﬁrst rows. Therefore, every (m,m)-set Y satisﬁes |Y | qm for either m, which
is attained by the constructions given in Section 4. This bound should be compared with the bound
|Y | Q , given in Corollary 7.
3.2. Rank and distance distribution
In this section we compute, under certain conditions, the rank distribution of additive (m,d)-
sets and their alternating subsets. We proceed in two steps. In a ﬁrst step, we prove in Theorem 9
below a result on the rank and distance distribution of subsets of Am , which generalises a result
by Delsarte and Goethals [2, Thm. 4(ii)]. From Theorem 9 we can obtain the distance distribution of
the alternating subset θ(Y ) of an (m,d)-set Y provided that d m − 2t and θ(Y ) is a t-design. In
a second step, we compute in Theorem 10 below the rank distribution of an additive (m,d)-set Y
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the rank distributions of the images φ(Y ) and ψ(Y ), which after combination with Lemma 4 give the
rank distribution of Y .
Theorem 9. Let m > 1 be an integer, and write n := m2  and Q := qm(m−1)/2n. Let Y be a subset of
Am that contains the zero form, and suppose that Y is a t-design for some t satisfying 0  t < n. Let
b = (b0,b1, . . . ,bm) be the rank or the distance distribution of Y , and suppose that
b2i = 0 for i = 1,2, . . . ,n − t − 1. (10)
Then
b2n−2i =
[
n
i
] t∑
j=i
(−1) j−i p( j−i2 )
[
n − i
n − j
]( |Y |
Q j
− 1
)
for i = 0,1, . . . ,n − 1.
Proof. First suppose that b is the distance distribution of Y , and let (b′0,b′1, . . . ,b′n) be the dual dis-
tance distribution of Y deﬁned in (5). Then by the deﬁnition of a t-design
b′k = 0 for k = 1,2, . . . , t. (11)
Using (3), we obtain
j∑
k=0
[
n − k
n − j
]
b′k = Q j
n∑
i=0
b2i
[
n − i
j
]
for j = 0,1, . . . ,n,
and from (10), (11), and b′0 = |Y | by (6), we then deduce[
n
j
]( |Y |
Q j
− 1
)
=
t∑
i=0
[
i
j
]
b2n−2i for j = 0,1, . . . , t.
By the inversion formula for p-binomial coeﬃcients (see [2, Eq. (10)], for example), this is equivalent
to the claim of the theorem.
Now suppose that b is the rank distribution of Y , and let (b′0,b′1, . . . ,b′n) be the dual rank distri-
bution of Y deﬁned in (4). Then by Lemma 1, (11) holds again, and the conclusion of the theorem
remains true if b is the rank distribution of Y . 
The special case of Theorem 9, where b is the distance distribution of an alternating (m,2n − 2t)-
set Y whose size meets the bound in Theorem 6, was proved in [2, Thm. 4(ii)]. We can recover [2,
Thm. 4(ii)] from Theorem 9 since, if b is the distance distribution of Y , the condition (10) is satisﬁed
for every (m,2n − 2t)-set Y and, by Theorem 6, an alternating (m,2n − 2t)-set of maximum size
is automatically a (t + 1)-design. Moreover, it follows from a general theorem on metric association
schemes (see [13, Thm. 11], for example) that, if Y is an alternating (m,2n − 2t)-set and a t-design,
then Y is distance invariant. Therefore, if the condition (10) is satisﬁed for b being the distance
distribution of Y , then it is satisﬁed for b being the rank distribution of Y .
The new contribution of Theorem 9 is therefore twofold. Firstly, the theorem allows us to compute
the rank or the distance distribution of an alternating (m,d)-set that has not necessarily maximum
size. This situation occurs for example in Section 4, where we are interested in the rank distribution
of alternating subsets of (m,d)-sets. (We note in passing that the alternating subset of an (m,d)-set
of maximum size does not necessarily have maximum size as well.) Secondly, and more importantly,
the theorem enables us to compute the rank distribution of a (non-additive) alternating (m,d)-set
for which the distance distribution does not necessarily satisfy the condition (10). This fact will be
crucially required in the proof of the following theorem.
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additive (m,m − 2t)-set, and suppose that φ(Y ) is a t-design. Let Y have rank distribution (a0,a1, . . . ,am).
Then, if m is odd,
am−2i =
[
n
i
] t∑
j=i
(−1) j−i p( j−i2 )
[
n + 1− i
n + 1− j
]( |Y |
q jm
− 1
)
for i = 0,1, . . . , m−12 , (12)
am−2i+1 = pn−i+1
[
n
i − 1
] t∑
j=i
(−1) j−i p( j−i2 )
[
n + 1− i
n + 1− j
]( |Y |
q jm
− 1
)
for i = 1,2, . . . , m−12 , (13)
and if m is even,
am−2i =
[
n
i
] t∑
j=i
(−1) j−i p( j−i2 )
[
n − i
n − j
]( |Y |
q(m−1) j+2i
− 1
)
for i = 0,1, . . . , m−22 , (14)
am−2i+1 =
(
pn−i+1 − 1)[ n
i − 1
] t∑
j=i
(−1) j−i p( j−i2 )
[
n − i
n − j
] |Y |
q(m−1) j+2i
for i = 1,2, . . . , m2 . (15)
Proof. First note that the elements in ψ(Y ) are obtained by restricting the elements in φ(Y ) onto
an m-dimensional subspace. Thus, since φ(Y ) is a t-design by assumption, ψ(Y ) is also a t-design by
Theorem 3. Notice further that, for even m and t = n, we have φ(Y ) = Am+1 by Theorem 3, which
implies ψ(Y ) = Am . For odd m and t = n, we also have ψ(Y ) = Am by Theorem 3.
Now write r := |Y |/|ψ(Y )|. Then, for t < n, we have a1 = 0 and therefore r = 1 using Lemma 4
and the additive property of Y . If t = n, then ψ(Y ) = Am and furthermore, since φ(Y ) is an n-
design, Theorem 3 implies that each element in Am has r preimages in Y under ψ . Therefore, letting
(b0,b1, . . . ,bm+1) and (c0, c1, . . . , cm) be the rank distributions of φ(Y ) and ψ(Y ), respectively, appli-
cation of Lemma 4 gives
a2i + a2i−1 = b2i for i = 0,1, . . . ,n′,
a2i + a2i+1 = rc2i for i = 0,1, . . . ,n, (16)
where n′ := m+12  and, by convention, a−1 = am+1 = 0. Solving this system for (a0,a1, . . . ,am), we
obtain for odd m,
am−2i =
i∑
k=0
b2n′−2k −
i−1∑
k=0
r c2n−2k for i = 0,1, . . . ,n′ − 1, (17)
am−2i+1 =
i−1∑
k=0
r c2n−2k −
i−1∑
k=0
b2n′−2k for i = 1,2, . . . ,n, (18)
and for even m,
am−2i =
i∑
k=0
r c2n−2k −
i−1∑
k=0
b2n′−2k for i = 0,1, . . . ,n′ − 1, (19)
am−2i+1 =
i−1∑
b2n′−2k −
i−1∑
r c2n−2k for i = 1,2, . . . ,n. (20)
k=0 k=0
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we have
ai = 0 for i = 1,2, . . . ,m − 2t − 1. (21)
By assumption φ(Y ) is a t-design, and by (21) and Lemma 4 we have b2i = 0 for i = 1,2, . . . ,n′ −t−1.
We can therefore apply Theorem 9 to φ(Y ) to give
b2n′−2k =
[
n′
k
] t∑
j=k
(−1) j−k p( j−k2 )
[
n′ − k
n′ − j
]( |Y |
(Q ′) j
− 1
)
for k = 0,1, . . . ,n′ − 1, (22)
using |φ(Y )| = |Y | and writing Q ′ := qm(m+1)/2n′ . If t < n′ , then (22) is a direct consequence of The-
orem 9, while for t = n′ , we ﬁrst apply Theorem 9 with t := n′ − 1 and then change the upper
summation limit to n′ since in this case |φ(Y )| = |Am+1| = (Q ′)n . Similarly, since ψ(Y ) is a t-design
and by (21) and Lemma 4 we have c2i = 0 for i = 1,2, . . . ,n − t − 1, Theorem 9 gives
r c2n−2k =
[
n
k
] t∑
j=k
(−1) j−k p( j−k2 )
[
n − k
n − j
]( |Y |
Q j
− r
)
for k = 0,1, . . . ,n − 1, (23)
using r |ψ(Y )| = |Y | and writing Q := qm(m−1)/2n . For t = n, we can use Newton’s identity for p-
binomial coeﬃcients (see [2, Eq. (8)], for example) to show that the right-hand side of (23) is
independent of r. Therefore, since r = 1 for t < n, we can rewrite (23) as
r c2n−2k =
[
n
k
] t∑
j=k
(−1) j−k p( j−k2 )
[
n − k
n − j
]( |Y |
Q j
− 1
)
for k = 0,1, . . . ,n − 1. (24)
Now, by applying elementary manipulations, we ﬁnd from (22) that
i∑
k=0
b2n′−2k =
t∑
j=0
(−1) j−i p( j−i2 )
[
n′
j
][
j − 1
i
]( |Y |
(Q ′) j
− 1
)
for i = 0,1, . . . ,n′ − 1, (25)
where we have used the identity
i∑
k=0
(−1)k p( j−k2 )
[
j
k
]
= (−1)i p( j−i2 )
[
j − 1
i
]
,
which is easily proved by induction on i. A similar calculation applied to (24) gives
i∑
k=0
rc2n−2k =
t∑
j=0
(−1) j−i p( j−i2 )
[
n
j
][
j − 1
i
]( |Y |
Q j
− 1
)
for i = 0,1, . . . ,n − 1, (26)
and the claimed result follows by substituting (25) and (26) into (17), (18), (19), and (20) and applying
elementary manipulations. We omit the details. 
The theorem also gives the rank distribution of an additive (m,m − 2t + 1)-set Y provided that
φ(Y ) is a t-design. However, as shown below, this works only when m is even.
Remark 11. For odd m, Theorem 10 precludes the existence of an additive “true” (m,m − 2t + 1)-
set Y such that φ(Y ) is a t-design. To see this, suppose for a contradiction that Y is an additive
(m,m − 2t + 1)-set, but not an (m,m − 2t + 2)-set, and that φ(Y ) is a t-design. By assumption, we
have am−2t = 0, forcing |Y | = qtm by (12). But then (13) gives am−2t+1 = 0, so that Y is in fact an
(m,m − 2t + 2)-set. This yields the desired contradiction.
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the bound in Corollary 7, then φ(Y ) is an alternating (m + 1,2(n − t + 1))-set whose size meets the
bound in Theorem 6. Hence, by Theorem 6, φ(Y ) is a (t + 1)-design for odd m and φ(Y ) is a t-
design for even m. Therefore, Theorem 10 certainly gives the rank distribution of additive (m,d)-sets
of maximum size for odd d.
4. Constructions of (m,d)-sets
In this section we provide constructions of (m,d)-sets for all possible values of m and d. It should
be noted that, if Y is an alternating (m + 1,2e)-set whose size meets the bound in Theorem 6, then
φ−1(Y ) is an (m,2e − 1)-set whose size meets the bound in Corollary 7. Therefore, when d is odd,
an (m,d)-set of maximum size can be obtained from the results in [2]. However, we prefer to work
directly in Sm , thereby getting uniﬁed constructions for odd and even d. Indeed, for odd m and odd d,
we obtain an alternative description of the construction given in [2], while for even m and odd d, we
could not decide whether our construction differs from that in [2].
Throughout this section we shall make use of the trace function Trm : GF(qm) → GF(q), which is
deﬁned by
Trm(x) :=
m−1∑
j=0
xq
j
.
It is easy to check that the trace function satisﬁes Trm(xq) = Trm(x) and acts linearly, that is,
Trm(ax + by) = a Trm(x) + b Trm(y) for a,b ∈ GF(q). Another useful property is that the mapping
(x, y) → Trm(xy) is an inner product on GF(qm), as a vector space over GF(q).
4.1. The case when m − d is even
In what follows, we take V = GF(qm). Let t be an integer satisfying 0  t  m−12 , and let λ =
(λ0, λ1, . . . , λt) ∈ V t+1. Let Bλ : V × V → K be given by
Bλ(x, y) := Trm(λ0xy) +
t∑
j=1
Trm
(
λ j
[
xq
j
y + xyq j ]). (27)
It is readily veriﬁed that Bλ is a symmetric bilinear form. We deﬁne the subset Y of Sm by
Y := {Bλ: λ ∈ V t+1}.
By the linearity of the trace function, Y is an additive set.
We show in Theorem 12 below that Y is an (m,m − 2t)-set of size qm(t+1) . We note that, when
m is odd, the size of Y meets the upper bound in Corollary 7. In particular, for t = m−12 (hence, m is
odd), we have Y = Sm . By Remark 8, Y has also maximum size for even m and t = 0. We will then
use the combinatorial property of a t-design, given in Theorem 3, to show in Theorems 14 and 15
that θ(Y ) (the alternating subset of Y ) and φ(Y ) are t-designs. Therefore, Theorem 10 gives the rank
distribution of Y and Theorem 9 gives the rank distribution of θ(Y ).
Before we prove these properties of Y , we include a discussion on the relation of Y to the results
of [2] and comment on connections of this relation to the celebrated Z4-linearity [17] of the Kerdock
code. In particular we show that, for m odd, φ(Y ) is identical to the original (non-additive) alternating
(m+ 1,m+ 1− 2t)-set constructed in [2, Thm. 9], and therefore, we give an alternative description of
this construction. Since K has even characteristic, we have√
Trm
(
x2
)= Trm(x), (28)
and therefore,√
Bλ(x, x) = Trm
(
λ′0x
)
,
1022 K.-U. Schmidt / Journal of Combinatorial Theory, Series A 117 (2010) 1011–1026where λ′0 =
√
λ0. We then conclude from the deﬁnition (7) of φ that
φ(Bλ)
(
(x,α), (y, β)
)
= Trm
((
λ′0
)2
xy + λ′0 y Trm
(
λ′0x
)+ λ′0(βx+ αy) +
t∑
j=1
λ j
[
xq
j
y + xyq j ]
)
,
where we have used the linearity of the trace function. By comparing φ(Bλ) with the last displayed
equation on [2, p. 43], we conclude that for m odd, φ(Y ) is identical to the alternating (m + 1,
m + 1− 2t)-set constructed in [2, Thm. 9].
For q = 2 and t = 0, the equivalence between φ(Y ) and the construction in [2] for odd m was
established in [9] by giving a new viewpoint on the Z4-linearity of the Kerdock code. In this case,
φ(Y ) gives rise to the Z2-Kerdock code K2(m + 1) (see [5, Ch. 15], for example), and it was shown
in [9, Ex. 9.2] that Y itself can be used to construct the Z4-Kerdock code K4(m), as deﬁned in [17].
A landmark result established in [17] states that K2(m+ 1) is obtained from K4(m) via the Gray map,
and a main result of [9] is that this transition is in fact induced by the mapping φ. We refer to [9,
Section 8] for a detailed discussion of this fact and to [10] for a treatment of the more general case
where q is a power of 2. We ﬁnally point out that, in analogy with [9, Ex. 9.2], we may also use the
(m,m− 2t)-set Y for t > 0 and odd m to construct the Z4-Delsarte–Goethals code, as deﬁned in [17].
In the remainder of this subsection, we prove the announced properties of Y .
Theorem 12. Y is an (m,m − 2t)-set of size qm(t+1) .
Proof. Since Y is an additive set, it is suﬃcient to show that, if λ is nonzero, then Bλ has rank at
least m − 2t . Pick a nonzero λ ∈ V t+1, and note that we can write (27) as
Bλ(x, y) = Trm
(
yLλ(x)
)
,
where
Lλ(x) = λ0x+
t∑
j=1
(
λ jx
q j + (λ j x)q− j
)
.
Observe that Bλ(x, y) = 0 for each y ∈ V if and only if Lλ(x) = 0. Since x → xqt is an automorphism
on V and Lλ(xq
t
) has algebraic degree at most q2t , Lλ(x) has at most q2t roots in V . Therefore,
dimK
(
rad(Bλ)
)
 2t,
so that Bλ has rank at least m − 2t , as required. 
In order to show that φ(Y ) and θ(Y ) are t-designs, we prove the following lemma.
Lemma 13. Let U be a k-dimensional subspace of V , and let  be an arbitrary, but ﬁxed, integer. Then every
bilinear form B : U × V → K can be expressed in the form
B(x, y) =
k−1∑
j=0
Trm
(
a j yx
q j−)
for some uniquely determined a0,a1, . . . ,ak−1 ∈ V .
Proof. The multiset containing the bilinear forms in the lemma has size qmk and is closed under
addition. It therefore remains to show that, if B(x, y) is identically zero, then a0 = a1 = · · · = ak−1 = 0.
We may write
B(x, y) = Trm
(
yL(x)
)
, where L(x) =
k−1∑
j=0
a jx
q j− .
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most qk−1. Hence, if the a j ’s are not all zero, then L(x) has at most qk−1 roots in V . The lemma
follows since U is a subset of V containing qk elements. 
Theorem 14. θ(Y ) is a t-design.
Proof. It is not hard to verify that Bλ ∈ θ(Y ) if and only if λ0 = 0, so that all Bλ ∈ θ(Y ) can be written
as
Bλ(x, y) =
t∑
j=1
Trm
(
λ j
[
xq
j
y + xyq j ]). (29)
Let U be a (2t + 1)-dimensional subspace of V . In view of Theorem 3, we wish to show that the
multiset{
B|U×U : B ∈ θ(Y )
}
(30)
contains each alternating bilinear form on U equally often.
Let μ = (μ0,μ1, . . . ,μ2t) ∈ V 2t+1, and consider the bilinear form Dμ : V × V → K given by
Dμ(x, y) =
2t∑
j=0
Trm
(
μ j yx
q j−t ). (31)
By applying Lemma 13 with k = 2t + 1 and  = t , we conclude that {Dμ|U×V : μ ∈ V 2t+1} is the
set of all bilinear mappings from U × V to K , and therefore, the multiset {Dμ|U×U : μ ∈ V 2t+1}
contains each bilinear mapping from U × U to K equally often. Now deﬁne the alternating bilinear
form Cμ : V × V → K by
Cμ(x, y) = Dμ(x, y) + Dμ(y, x). (32)
Then the multiset {Cμ|U×U : μ ∈ V 2t+1} contains each alternating bilinear form on U equally often.
Substitution of (31) into (32) gives
Cμ(x, y) =
2t∑
j=0
Trm
(
μ j yx
q j−t + μ j yq j−t x
)
=
t−1∑
j=0
Trm
(
μ j yx
q j−t + μ j yq j−t x
)+ 2t∑
j=t+1
Trm
(
μ j yx
q j−t + μ j yq j−t x
)
=
t∑
j=1
Trm
(
μt− j yxq
− j + μt− j yq− j x
)+ t∑
j=1
Trm
(
μt+ j yxq
j + μt+ j yq j x
)
=
t∑
j=1
Trm
(
σ j
[
xq
j
y + xyq j ]), (33)
where
σ j = μt+ j + μq
j
t− j for j = 1,2, . . . , t.
When μ runs through V 2t+1, the t-tuple (σ1, σ2, . . . , σt) ranges over V t , where each t-tuple occurs
qt+1 times. Then, by comparing (29) and (33), we conclude that the multiset (30) contains each
alternating bilinear form on U an equal number of times. This completes the proof. 
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Proof. From the deﬁnition of Y it is seen that Y is a union of qm cosets of θ(Y ) with coset represen-
tatives Rμ , where μ ∈ V and Rμ : V × V → K is given by
Rμ(x, y) = Trm(μxy). (34)
Note that we have ψ(B + C) = ψ(B) + C for each B ∈ Sm and each C ∈ Am . Hence, ψ(Y ) is a union
of qm cosets of θ(Y ) with coset representatives ψ(Rμ). For each μ ∈ V , the coset ψ(Rμ) + θ(Y ) has
the same distance distribution as θ(Y ). Therefore, since θ(Y ) is a t-design by Theorem 14, each coset
ψ(Rμ) + θ(Y ) is also a t-design. Now let U be a (2t + 1)-dimensional subspace of V . Theorem 3
asserts that, for each μ ∈ V , the multiset{
ψ(Rμ + B)|U×U : B ∈ θ(Y )
}
(35)
contains each alternating bilinear form on U equally often.
We also have φ(B + C) = φ(B) + φ(C) for each B ∈ Sm and each C ∈ Am . It follows that φ(Y ) is a
union of qm cosets of φ(θ(Y )) with coset representatives φ(Rμ), given by
φ(Rμ)
(
(x,α), (y, β)
)= ψ(Rμ)(x, y) + β√Rμ(x, x) + α√Rμ(y, y).
From (28) and (34) we conclude
√
Rμ(x, x) = Trm(√μx), and hence, when μ ranges over V , then√
Rμ(x, x) ranges over all linear mappings from V to K . Using the properties of (35), we then con-
clude that the multiset{
φ(Rμ + B)|(U×K )×(U×K ): B ∈ θ(Y ) ∧ μ ∈ V
}= {φ(B)|(U×K )×(U×K ): B ∈ Y }
contains every alternating bilinear form on the (2t + 2)-dimensional subspace U × K of V × K an
equal number of times. In view of Theorem 3, this completes the proof. 
4.2. The case when m − d is odd
In what follows, let V ′ = GF(qm+1). We deﬁne V to be the m-dimensional subspace of V ′ given by
the decomposition V ′ = V ⊕ K , where V ⊕ K is the direct sum of V and K .
Let t be an integer satisfying 1  t  m2 . Write λ = (λ1, λ2, . . . , λt) ∈ (V ′)t , and deﬁne Bλ : V ×
V → K to be the mapping
Bλ(x, y) :=
t∑
j=1
Trm+1
(
λ j
(
xq
j − x)(yq j − y)). (36)
It is straightforward to show that Bλ is a symmetric bilinear form. We deﬁne the subset Y of Sm by
Y := {Bλ: λ ∈ (V ′)t}.
By the linearity of the trace function, Y is an additive set. We will show in Theorem 16 that Y is an
(m,m − 2t + 1)-set of size q(m+1)t . Note that, when m is even, the size of Y meets the upper bound
in Corollary 7. In particular, for t = m2 , we have Y = Sm .
When m is even, we will also show in Corollary 17 that φ(Y ) is a t-design and in Theorem 18
that θ(Y ) is a (t −1)-design. Therefore, for even m, the rank distribution of Y is given by Theorem 10
and the rank distribution of the alternating subset θ(Y ) is given by Theorem 9. By Remark 11, φ(Y )
is not a t-design for odd m (if it were, then Y would be an (m,m − 2t + 2)-set of size q(m+1)t ,
which contradicts the bound |Y | qmt in Corollary 7). Hence, for odd m, we cannot deduce the rank
distribution of Y from the results of the previous section.
Theorem 16. Y is an (m,m − 2t + 1)-set of size q(m+1)t .
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least m − 2t + 1. Pick a nonzero λ ∈ (V ′)t , and write (36) as
Bλ(x, y) = Trm+1
(
yLλ(x)
)
,
where
Lλ(x) =
t∑
j=1
[
λ j
(
x− xq j )+ λq− jj (x− xq− j )].
Since x → xqt is an automorphism on V ′ and Lλ(xqt ) has algebraic degree at most q2t , we conclude
that Lλ(x) = 0 has at most q2t solutions in V ′ . Since Lλ(x) is a linearised polynomial, we can write
Lλ(x+ a) = Lλ(x) + Lλ(a) for all x,a ∈ V ′ . But, for each a ∈ K , we have Lλ(a) = 0, which implies that,
if Lλ(x) = 0, then Lλ(x+a) = 0. For each x ∈ V and each a ∈ K , we have (x+a) /∈ V , so the number of
x ∈ V such that Lλ(x) = 0 is at most q2t−1. Since Bλ(x, y) = 0 for each y ∈ V occurs only if Lλ(x) = 0,
we conclude that
dimK
(
rad(Bλ)
)
 2t − 1.
Hence, the rank of Bλ is at least m − 2t + 1, as required. 
When m is even, φ(Y ) is an (m + 1,m − 2t + 2)-set whose size meets the bound in Theorem 6,
and hence Theorem 6 gives the following.
Corollary 17.When m is even, φ(Y ) is a t-design.
We now use this result to show that θ(Y ) is a (t − 1)-design.
Theorem 18.When m is even, θ(Y ) is a (t − 1)-design.
Proof. Let m be even, and let U be a (2t)-dimensional subspace of V , so that U × K is a (2t + 1)-
dimensional subspace of V × K . By Corollary 17, φ(Y ) is a t-design, and hence by Theorem 3, the
multiset{
φ(B)|(U×K )×(U×K ): B ∈ Y
}
contains each alternating bilinear form on U × K equally often. But for each B ∈ Y we have
φ(B)
(
(x,α), (y, β)
)= B(x, y) if and only if B ∈ θ(Y ).
Therefore, denoting by O = {0} the trivial subspace of K , it follows that the multiset{
φ(B)|(U×O )×(U×O ): B ∈ θ(Y )
}= {B|U×U : B ∈ θ(Y )}
contains each alternating bilinear form on U equally often. In view of Theorem 3, this completes the
proof. 
5. Final remarks
We have already noted that our constructions of (m,d)-sets are optimal (that is, they have largest
possible size) when d is odd and when d =m. It is an open question whether our constructions are
also optimal when d is even and d <m. We found it diﬃcult to improve the bound on the size of an
(m,d)-set, given in Corollary 7, and leave such an improvement as an open problem.
We have constrained our study to ﬁelds of even characteristic, mainly because the mappings φ and
ψ are only deﬁned when the characteristic of K is even. Some results, however, hold also for ﬁelds of
odd characteristic. It is a consequence of Proposition 19, stated below, that Corollary 7 is valid for all
1026 K.-U. Schmidt / Journal of Combinatorial Theory, Series A 117 (2010) 1011–1026ﬁnite K . Moreover, our constructions work for all ﬁnite K , as the proofs of Theorems 12 and 16 do
not require that K has even characteristic.
Finally, we comment on a connection between the association scheme of alternating bilinear forms
(Am+1, R), as deﬁned in Section 2.2, and an association scheme deﬁned on Sm . Suppose that the
characteristic of K is arbitrary (but nonzero). Write n := m+12 . Deﬁne the relations
R ′i =
{
(B,C) ∈ Sm × Sm: rank(B − C) = 2i or 2i − 1
}
for i = 0,1, . . . ,n,
and write R ′ = (R ′0, R ′1, . . . , R ′n).
Proposition 19. The association schemes (Sm, R ′) and (Am+1, R) have the same intersection numbers (and
consequently the same eigenvalues).
Proof. If the characteristic of K is odd, the theorem was proved by Egawa [18, Thm. 2]. If the charac-
teristic of K is even, the theorem is a consequence of (9) (or, alternatively, of the remarks at the end
of [9, Section 7]). 
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