Using a measure-theoretic definition of entropy in velocity space, we show mathematically that a maximum entropy production principle selects the Lebesgue phase space measure solution from among alternate solutions of the Euler equations. The proof depends on a conjecture that the maximum entropy velocity field is a solution of the Euler equations.
I. INTRODUCTION

A. Background
The main result of this paper is a proof of a maximum entropy production principle for physical solutions of fluid turbulence. Mathematical proofs for 'physical' measures corresponding to entropy production maxima are verifications. Experimental validation is out of the scope of the present analysis. By the physical measure, we understand, for the mathematical purposes of this article, a finitely additive measure proportional to the Lebesgue measure on the full phase space of possible velocity fields.
Our result is thus a necessary condition for admissibility of solutions of the Euler equations of fluid dynamics. The many examples of nonunique and nonphysical solutions of the Euler equations show the need for an admissibility principle (cf. [1] ) For fluid mixing, an entropy of mixing, similar in form to the entropy considered in this paper but defined based on concentration gradients, is subject to the same physical laws of entropy maximization. Such concepts have been discussed in numerical simulations, for example [2, 3] .
The total entropy of a turbulent flow can be decomposed into a sum of a configurational or thermal entropy related to fluid density fluctuations, a related entropy of mixing, and a kinetic energy entropy related to fluid velocity fluctuations. For a constant density fluid, that is, classical turbulence, the entropy is exclusively kinetic, and related to the fluid velocities.
The distinction between Ziegler's principle of maximum entropy production [4, 5] and Prigogine's principle of minimum entropy production [6] lies in the distinction between open and closed systems. In an open system, the entropy, which must increase for any irreversible processes, can escape to the external world and not be present in the model. For a closed system, there is no such escape. Thus we view Ziegler as applicable to closed systems and Prigogine to open ones. To illustrate this distinction, consider the irreversible experiment of dropping a stone from the tower of Pisa. The entropy, which must increase due to the irreversibility of the experiment, is not found in the stone. Considered in isolation, the stone is an open system and its entropy increase is minimized (zero) according to Prigogine. The entropy does increase within the air disturbed by the falling stone. This disturbance accounts for the aerodynamic (turbulent) drag on the falling stone and if included in the model, the system has a maximum rate of increase, according to Ziegler. Thus we see the Prigogine-Ziegler distinction not as a controversy regarding laws of physics but as alternate modeling strategies in the construction of a physical model. All models involve approximations or idealizations. The selection of a model is judgment on the part of the modeler and is not uniquely determined by the problem. It is for this reason that the two opposite principles coexist.
The main result of the program proposed here, in support of Ziegler, is that classical fluid turbulence is a closed system.
B. Prior studies
The maximum entropy production principle (MEPP), as a principle of physics, has a long history, of which we cite [7, 8] . This principle has been used in two key ways: (i) to derive an evolution equation, and (ii) to select the physically relevant solution given an evolution equation. Both uses of the principle are encountered in this paper (Secs. III, IV). We give a heuristic argument for the derivation of the Euler equations from entropy maximization. The main contribution of this paper is a mathematical proof for the selection of a physically relevant solution to the Euler equations using entropy maximization.
Particle physics
MEPP has been used to derive Kirchhoff's circuit laws [9] ; Fick's law from Onsager's minimum dissipation principle [10] , which was recently shown to be equivalent to MEPP [11] ; and Fourier's law from MEPP [12] . Jordan, Kinderlehrer and Otto showed that the heat equation is the gradient flow, or steepest descent, of a functional equal to the negative of the Boltzmann-Gibbs entropy [13, 14] . This result will be referenced in Sec. IV. A proof of entropy maximization for lattice gases is given by Lanford [15] . Dewar showed that MEPP, as well as other known principles such as the fluctuation theorem, can be derived from maximum entropy [16, 17] .
Euler equations solutions
As a selection principle, MEPP has been used in a variety of applications, from the study of enzyme kinetics [18] to the spatial organization of vegetation in river basins [19] . In the physical analysis of fluid turbulence, MEPP has been successfully used to select the physical solution for the evolution of the global climate system [20, 21] . In regard to the Euler equations, successful results have been obtained for the two-dimensional equations, most significantly by Chavanis et al., who maximized the mixing entropy to obtain the equilibrium distribution, given standard energy and momentum constraints, and then used MEPP to derive the equation governing the evolution of the phase space density probabilities [22] . Boucher et al. derived maximum entropy principles for continuum models of 2D turbulence using the theory of large deviations, noting, however, that certain results obtained for 2D turbulent flow contrast starkly with their 3D counterparts [23] . Thalabard et al. used entropy maximization to select solutions for the 3D axi-symmetric Euler equations in a Taylor-Couette geometry, finding that such flows can be seen as intermediates between 2D and 3D Euler flows, allowing for a significant simplification of the 3D problem [24] . A rigorous mathematical treatment of entropy production for the 3D Euler equations is missing, and is the aim of this paper. The physical measure and the alternate measures used in entropy comparison are drawn from the C([0, T ]; H) dual space. Both the physical measure and the alternate measures must be modified in two ways before making comparisons. The first modification is the replacement of the distinguishable particle phase space by a quotient under symmetry groups of particle interchanges to define an indistinguishable particle phase space. The same modification extends to functionals on the phase space, namely the physical and alternate measures. The second modification is the restriction of the physical and alternate measures to an energy surface.
II. PHASE SPACE AND PARTICLE PHYSICS
A. Indistinguishability
The first of the two modifications is to draw a distinction between distinguishable and indistinguishable phase spaces and linear functional on them. For this purpose, we assume a distinguished basis has been chosen for H, and let H n be the span of the first n basis elements. Using this (self dual) space, we define the cylinder sets which allow us to define distinguishability and indistinguishability. We consider both cylinder sets at a fixed time t ∈ [0, T ] and also general cylinder sets, not so restricted.
We consider a fixed time t ∈ [0, T ] and define the fixed time cylinder set (δ t , H n ) ⊂ M([0, T ]; H) of phase space and its dual (t, H n ) ⊂ C([0, T ]; H) of functionals on phase space. Any Borel set A n ⊂ H n similarly defines a Borel cylinder set at fixed time. To define a general cylinder set, we specify an n-dimensional subset M n ([0, T ]; H n ) of M([0, T ]; H n ) and as before, also consider Borel subsets of this space.
With this preparation, we define the subspaces of totally distinguishable and totally indistinguishable phase space and phase space linear functionals. Relative to the basis for H, consider the symmetry group S n on n objects, acting on the first n coefficients of the velocity when expanded in this chosen basis. An element of H n is called totally distinguishable if its orbit under S n has n! elements and totally indistinguishable if its orbit under S n is a single point. These definitions apply to cylinder sets of phase space, or A n ⊂ M n ([0, T ]; H n ), and to linear functionals on phase space, and they apply to both general cylinder sets and to cylinder sets defined at a fixed time.
Given a totally distinguishable linear functional µ d on the n particle fixed time phase space, we associate to it a new indistinguishable functional µ on the indistinguishable particle phase space, as the average of µ i over the symmetry group orbit. This average is the original measure of the orbit (the sum over the n! orbit elements) divided by n!. In the case of subspace inclusion H m ⊂ H n , consistency requirements involving the n! and m! are readily verified. These same consistency relations are the formal definition of projective limits for groups, so that an infinite dimensional symmetry group is defined on the phase space and linear functionals on phase space. The consistent linear functionals µ satisfy the criteria of a projective limit and define a finitely additive fixed time linear functional on the fixed time phase space.
We are concerned with a system of cylinder sets defined by a distinguished basis for H and a finite dimensional subspace H n spanned by the first n basis elements. We are concerned with either a distinguished time t ∈ [0, T ] or an n-dimensional subspace M n of measures on [0, T ]. We construct projective limits for each of these objects, and identify limiting properties of the projective limit and consistency conditions for its validity. We use the notion of projective limit to pass from cylinder sets to an infinite space limit (cf. [25, 26] ).
Definition 2. Consider a projective system (X n , g mn ) defined by an object X n , and the maps g mn : X n → X m , satisfying the consistency condition:
for l ≤ m ≤ n. The projective limit is then (X, g n ), where X = lim ←− X n is an object and g n is a map g n : X → X n , satisfying:
(X, g n ) is universal if for any other pair (Y, f n ), where f n : Y → X n satisfies (2), there is a unique morphism k : Y → X, such that f n = g n • k.
Proposition 1. The system X consists of the following structures:
The indistinguishable particle phase space and linear functionals µ n on it.
We verify the consistency conditions for Defintion 2, the properties of the projective limit it enables, and the universality of the projective limit.
Proof. We consider the morphisms for each of the cases individually: (i) g −1 mn : H m → H n is the inclusion map of a smaller Hilbert space to a larger one. (ii) g −1 mn is an inclusion map. (iii) g −1 mn : S m → S n is the inclusion map from a smaller symmetry group to a larger one. It is readily verified that (i) -(iii) satisfy the necessary consistency conditions. (iv) Let V l , V n and V m be the indistinguishable cylinder subsets of V such that V l ⊂ V n ⊂ V m , and µ l , µ n and µ m be the measures defined on them, respectively.
Without loss of generality, we let their dimensions (denoted by their respective subscripts) be such that l < m < n. Define a restriction map g mn : V n → V m given by g mn
The linear functionals on the indistinguishable particle phase space equal those on the distinguishable particle phase space, after division by a factor of n!. Given the restriction map g mn , we verify that these indistinguishable particle linear functionals are consistent:
We next prove the universality of the projective limit. Consider the projective limits P 1 and P 2 , each defined by an ordered basis set such that P 1 ⊂ P 2 if every basis element of P 1 occurs within the P 2 basis list.
From these we define a quotient of the P 2 limit by the P 1 limit and the construction is universal for all P 1 ⊂ P 2 . We verify not g mn conditions but g −1 nm conditions. These are simply subset relations and trivially consistent, other than the n! analysis for indistinguishable object, which are verified as before.
If P 1 ⊂ P 2 and P 2 ⊂ P 1 , then the two basis sets are identical up to reordering. In this case we have identity of the projective limits, so that we write P 1 = P 2 .
Given a general P 1 and P 2 , neither subsets of the other, we consider the projective limit P which chooses basis elements alternately from the P 1 and P 2 basis sets. Then P 1 ⊂ P and P 2 ⊂ P, and each is a subset of the projective limit P.
The universal limit P is the union over all possible projective limits P i , and it is universal in that any projective limit is a subset of P.
Projective limits are used to define the physical (Lebesgue) measure on the phase space of distinguishable velocity values, the symmetry group of velocity interchanges, the phase space of indistinguishable velocity values (which is the quotient space of equivalence classes under this symmetry group), and the physical (Lebesgue) measure on the indistinguishable velocity phase space.
Limits of consistent measures to a finitely additive limit are known as a special case of this formalism. The formalism serves mainly to clarify the conceptual issues relating to the limit over cylinder sets, as most of the analysis of the paper occurs at the level of a single cylinder set. We proceed at the level of cylinder sets. n-dimensional cylinder subset of the distinguishable phase space is defined by the Lebesgue measure on that cylinder subset. The indistinguishable physical measure µ * n = µ d, * n /n! is the same Lebesgue measure divided by n!.
The physical measure µ d, * on the distinguishable particle phase space is the finitely additive projective limit of the projective system defined by the cylinder subsets and the physical cylinder set measures on them.
The factor n! accounts for the fact that the interchange of velocities v i ↔ v j defines an identical point in the phase space of indistinguishable particles.
Definition 4. The indistinguishable particle phase space of order n, V n , is the set of equivalence classes of the cylinder set phase space of dimension n under the particle interchange symmetry.
The physical measure µ * on the indistinguishable particle phase space is the finitely additive projective limit of the projective system defined by the cylinder subsets and the physical cylinder set measures on them.
Definition 5. A (fixed time) candidate measure µ n on the indistinguishable particle phase space is a consistent family of indistinguishable particle Borel measures defined on the cylinder set phase space V n such that each cylinder set measure is absolutely continuous with respect to the (fixed time) indistinguishable particle Lebesgue measure.
The physical measure at fixed time is a candidate measure.
B. The energy surface
Entropy is a function of two thermodynamic variables, energy e and density ρ. We set the density ρ = 1, so that the energy e is given by e(x, t) = v(x, t) 2 /2.
We next restrict the candidate measures to the energy surface for a cylinder subset of the phase space.
Proposition 2. Fix a value of t ∈ [0, T ] and let µ n be a candidate measure on the indistinguishable particle cylinder set phase space. Let V n (e, V ) denote the energy surface of the cylinder subset of the phase space, with r = r(e) its radius, and let Y be a Borel subset of the region enclosed by V n (e, V ). The restriction of µ n to the energy surface with energy e(t) is defined as the measure µ n,e on V n (e, V ) given by
Proof. We change variables to a radial variable and n − 1 angular variables. The Jacobean for this transformation is smooth away for r = 0. In these coordinates, the evaluation of the integral is elementary.
III. ENTROPY AND PARTICLE PHYSICS
The thermodynamic entropy is defined by Boltzmann and Gibbs as
where σ(v) is a probability density function [27] [28] [29] . The information-theoretic entropy defined by Shannon for discrete random variables is extended to continuous ones by a similar formula [30] . A generalization of these definitions is the Baron-Jauch entropy [27, 31, 32] , defined as follows. Definition 6. The (Baron-Jauch) entropy defined by a probability measure η e on a measure space V with measure v (where η e is absolutely continuous with respect to v) is
In what follows we take V = V n (e, V ), the cylinder subset of the phase space V restricted to the energy surface. This entropy has different properties depending primarily on the reference measure v used. In particular, it was shown that the Baron-Jauch entropy (5) agrees with the thermodynamic entropy (4) when the reference measure is the Lebesgue measure [28] . Thus, we let v be the distinguishable particle Lebesgue measure restricted to the energy surface as defined by Proposition 2.
Remark. The formula (5) can be extended to define the entropy for a finite but not necessarily unitary measure restricted to the energy surface. By defining the probability measure in (5) as µ e (X) = η e (X)/η e (V n (e, V )), with η e (X) a finite measure, we obtain S(η e , V n (e, V )) = log η e (V n (e, V ))
All our results below hold for finite measures as well by using (6) instead of (5) in the proofs. However, proceeding with (5) and probability measures allows for cleaner, less congested proofs. Moreover, using (6) in the proofs, one can readily verify that all our results for the physical measure are obtained for any measure proportional to the Lebesgue measure (i.e., for the Lebesgue measure with any constant prefactor).
A key step in the proof of our main theorem is a reformulation of the entropy defined by the physical measure. S(µ * n,e , V n (e, V )) = log |V n (e, V )| ,
where | · | = v(·) denotes the distinguishable particle Lebesgue measure restricted to the energy surface.
Proof. We write µ * n,e (X) = |X|/|V n (e, V )|. Since µ * n,e (X) = X dµ * e dv dv = |X|/|V n (e, V )|, the Radon-Nikodym derivative dµ * n,e /dv = 1/|V n (e, V )|. Starting with (5) with µ n,e = µ * n,e , we have
We show that entropy production is maximized by the physical measure defined on a cylinder subset of the phase space restricted to the energy surface. Theorem 1. The entropy production on the cylinder sets of the phase space restricted to the energy surface is maximized by the physical measure:
Maximization for each value of t maximizes, in turn, the entropy production rate.
Proof. We first maximize the entropy production. Starting from Eq. (5), we denote µ ′ e = dµ e /dv, and use the concavity of the logarithm and Jensen's inequality:
where the last equality is due to Proposition 3. As our analysis proceeds through fixed time cylinder sets, the maximization is for each fixed value of t and thus applies to the entropy production rate.
We generalize and strengthen the result of Theorem 1 to the full phase space restricted to the energy surface, V(e, V ).
Theorem 2. The entropy production rate on the phase space restricted to the energy surface is maximized by the physical measure:
S(µ e , V(e, V )) ≤ S(µ * e , V(e, V )) .
Proof. We analyze at each fixed value of t. Replacing V 2 with V 1 ∪ V 2 , etc., we can assume that the V i 's are a nested sequence of cylinder sets.
We enclose the finite velocity space in a box V v . The cylinder set phase space is an n-dimensional space, whose Lebesgue measure is given by
the inequality reflecting the fact that the box V v may be larger than the velocity space it encloses. The full phase space V is given by the union of the cylinder sets, which we show to have an upper bound:
We take the logarithm of both sides of (11) (recognizing that, by Proposition 3, the left hand side is the physical measure entropy of the full phase space), and obtain the upper bound for S * ,∞ = S(µ * e , V):
entropy S(V i ) = S(µ e , V i ) is a monotone increasing functional by formula (6) .
IV. THE PHYSICAL SOLUTION OF THE EULER EQUATIONS
The fluid Euler equations
model classical constant density turbulence, where u is the velocity and p the pressure. The Navier-Stokes equations are obtained through addition of a dissipative force term ν∆u on the right hand side of the first equation in (13) , with ν the kinematic viscosity. Rewritten in Lagrangian variables and with projection onto the divergence free subspace, the Navier Stokes equations become the diffusion equation
from which the Euler equations emerge in the zero viscosity limit. In [13, 14] , Jordan, Kinderlehrer and Otto showed that many partial differential equations in physics can be reformulated as the gradient flows, or the steepest descent, of a certain functional in the space of probability measures (Wasserstein space). One of their results is Theorem 3 (Jordan-Kinderlehrer-Otto). The heat equation is the gradient flow of a functional that is the negative of the Boltzmann-Gibbs entropy (4) . The heat equation emerges as the result of maximum entropy production. This same argument gives a similar result, now for the diffusion of momentum, from which the Navier-Stokes equations are derived. We make the following conjecture.
The Navier-Stokes equations for the conservation of momentum are the gradient flow of a functional proportional to the negative of the Boltzmann-Gibbs entropy (4) . This implies that the Navier-Stokes equations emerge as a consequence of the maximum entropy production. The Euler equations result in the zero viscosity limit of this analysis. Conjecture 1. The cylinder set physical measure converges through subsequences to weak solutions of the Navier-Stokes equations (14) , and as the Navier-Stokes viscosity ν → 0, (again through subsequences) to Young measure solutions of the Euler equations.
We remark that a proof of the conjecture will require use of cylinder sets that depend on both space and time, going beyond the fixed time cylinderset formalism of Sec. II.
We expect on the basis of physical reasoning that the global in space energy is nonincreasing. Its rate of decrease defines the system viscosity as a function of time, with the Euler equation solutions occurring for times that the energy is constant in time.
Our main result follows from the conjecture and the previous results of Sec. III. Theorem 4. The physical solutions to the Euler equations defined by Conjecture 1 maximize the entropy on the phase space relative to Young measure solutions of the Euler equations defined as limit points of alternate consistent measures.
Proof. This is just a special case of Theorem 2.
V. CONCLUSIONS
We have verified mathematically that maximum entropy production is a necessary condition to select the physical solution of the Euler equations for incompressible fluids. Experimental validation of this result is still necessary to confirm this dynamic extension of the second law. Future mathematical analysis is also required to extend the result, e.g., for fluid mixing through the transport equation or more general physics, and to prove the conjecture upon which our result is based.
