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Structuring of 2D materials and their heterostructures with ion beams is a challenging task,
because typically low ion energies are needed to avoid damage to a substrate. In addition, at
the very first monolayers of a material, ions are not yet in charge equilibrium, i.e. they may
either charge up or neutralize depending on their velocity. The change in electronic structure
of the ion during scattering affects the energy, which can be transferred to the recoil and
therefore the energy available for defect formation. In order to make reliable use of ion beams
for defect engineering of 2D materials, we present here a model for charge state and charge
exchange dependent kinetic energy transfer. Our model can be applied to all ion species, ion
charge states, and energies. It is especially powerful for predicting charge state dependent
stopping of slow highly charged ions.
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Tailoring electronic, optical, and structural properties of 2Dmaterials by defect engineering is a promising strategy fordevice fabrication1. Point defects with a missing lattice
atom2, substitutional defects with foreign atoms3, rotational
defects4, line defects5, and complex defects as a combination of
the former ones6, constitute a rich toolbox for material property
manipulation. The importance of defects was shown in context of
electronic, optical, vibrational, magnetic, elastic, and chemical
properties of graphene7–10 and transition metal dichalcogen-
ides11. To introduce defects deliberately and reliably, a variety of
processes can be used: direct host atom displacement by electron
knock-on in a transmission electron microscope12, wet or dry
chemical etching13,14, as well as focused and broad ion beam
irradiation15. The latter approach is especially efficient in intro-
ducing specific structural defects and substitutional defects with
foreign atoms16–19. The efficiency for structural defect formation
(defect per ion) increases both with ion mass and decreasing
kinetic energy20,21, because the ion scattering cross section
increases. Thus, slow heavy ions may be ideally suitable in
application.
The energy transfer to the target material, governing the defect
formation, is determined by the sum of three terms: elastic energy
transfer to the target nucleus (nuclear stopping), inelastic energy
transfer to the target electrons (electronic stopping), and potential
energy deposition into the target electronic system. The latter is a
result of the neutralization of the ion, while the former two are
traditionally treated as independent contributions to the stopping
force22.
Recent experimental work showed that heavy ions, especially in
high initial charge states, undergo ultrafast neutralization and
de-excitation within less than 10 fs when transmitted through a
freestanding monolayer of graphene23 or 1 nm thick polymeric
carbon nanomembranes24. The neutralization is accompanied
by a strong enhancement of the ion stopping25, which depends
on both, the ion incident charge state Qin and the amount of
charge exchange ΔQ=Qin−Qout. Established stopping force
models26–28 cannot describe this charge state enhanced stopping
and only recently attempts to improve this were made29. How-
ever, the largely enhanced kinetic energy losses can not be pre-
dicted by any existing reliable theory, yet.
Here we show that charge exchange between the target material
and the ion, which drives the neutralization, also affects the
scattering potential of the ion-target system and consequently
influences elastic and inelastic energy transfer. In fact, it leads to a
close coupling between nuclear and electronic losses such that
also nuclear energy transfer becomes inelastic and both terms
cannot be treated independently anymore. The effect of the time-
dependent potential alteration due to charge exchange is espe-
cially important in the very first monolayer at a surface and thus
in 2D materials. For deeper surface layers the ion accommodates
a constant (apart from small fluctuations) mean charge state, i.e.
charge equilibrium is reached quickly. In a 2D material the ion is
typically in the pre-equilibrium regime of charge exchange, which
received only little attention so far. In this work we propose a
Time-Dependent Potential (TDPot) model, which gives the total
and the inelastic nuclear energy losses of slow ions impacting on
2D materials. We distinguish both as: the energy lost by the
projectile (total energy loss) and the energy received by the target
recoil (inelastic nuclear energy loss). The difference is dissipated
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Fig. 1 Maps of some quantities extracted from Time Dependent Potential (TDPot) simulations for 40 keV Xe40+ ions on a graphene single layer. a Values
of the distance of closest approach Rmin. b Final charge of the projectile Qout. c Total energy loss. Possible excitation of C atoms is not considered here.
a–c are for scattering into Ω= 4π and d–f for δ= 1.6° detector acceptance angle
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dominating contribution to atom displacement and therefore
structural defect creation. The key point of our model is that the
scattering of ion and target is determined by the screened Cou-
lomb potential, which becomes time-dependent due to charge
exchange. Also the details of level population and their dynamical
change due to de-excitation processes in the ion and excitations
of the target are included. Our de-excitation model is based on
Interatomic Coulombic Decay (ICD)30,31 quenching an excited
atom/ion upon collision with a surface. The distance-dependent
de-excitation rate γ is taken from literature where-ever possible to
reduce the number of free parameters of our model. In fact, our
model depends only on one unknown free parameter (the target
excitation parameter ξ). If we do not consider target atom exci-
tation during collision, the only uncertainty of the model is given
by the extrapolation of γ from literature values. On the one hand,
ongoing research into ICD in a collisional system will reduce the
uncertainty of our model results. On the other hand, our model
can be used to gauge ICD rates in these systems by comparing
with experimental data from ion scattering difficult to obtain with
other methods. The TDPot model predicts ion stopping for all
types of 2D materials, ion species, charge states, and kinetic
energies. It also gives an atomistic picture of impact-parameter
dependent charge exchange, i.e. it predicts the exit charge state of
an ion transmitted through a 2D material. Since only slow ions
contribute significantly to atom displacement, we focus on keV
heavy ions in the following.
Results
40 keV Xe40+ ions on graphene. We use our TDPot model (see
Methods section) to investigate the extreme case of highly
charged Xe ions transmitted through a freestanding single layer of
graphene, because it nicely illustrates the importance of charge
exchange for ion stopping. As an example, we consider 40 keV
Xe40+ ions, because experimental data exists for this case. Fig-
ure 1 shows the values of the distance of closest approach Rmin
between the ion and a carbon atoms in the graphene lattice, exit
projectile charge Qout and total energy loss for each impact
position of 40 keV Xe40+ ions on a graphene layer. All parameters
used in the calculation are depicted in Table 1. The positions of
the C atoms are in the middle of each triangular unit cell (18 unit
cells are visible in the plot). As expected, ions impinging with
small impact parameter on a C atom approach it to smaller
minimal distances (see Fig. 1a). Also charge exchange is larger, i.e.
Qout is smaller at close encounters. Additionally, the energy loss is
impact-parameter dependent and also highest for central colli-
sions. To compare with experiments, one should scan over all
impact parameters within a unit cell in Fig. 1b and c to determine
the histograms of outgoing charge state and energy loss. The
histograms yield the mean energy loss and mean outgoing charge
state. Since each impact parameter is also associated with a
scattering angle, the detector acceptance angle δ needs to be taken
into account. The white parts of the plots in Fig. 1d–f correspond
to cases where the Xe ions are not detected since their angular
deflections are larger than the angular acceptance, here used as
δ= 1.6°. Then, the maximum electronic energy loss values cor-
respond to regions between two C neighbors.
Our models is based on the time-dependent change of the
number of electrons bound to the ion, which is expressed by three
values: Ncore, the number of frozen core electrons; Ncap(t), the
number of electrons captured into highly excited Rydberg states;
and Nstab(t), the number of electrons stabilized at the ion after de-
excitation. The values are determined by the rate Eqs. (6)–(8).
Figure 2a shows the results for the solution of the rate equations
using the values of λ and γ given by Eqs. (9) and (10),
respectively, for 40 keV Xe40+ on graphene (see Methods
section). Ncore= 14 is constant. Ncap has a fast rise at about
−1.2 nm (graphene layer at 0 nm), increasing by 40 electrons.
From this point the Xe atom is neutralized as a hollow atom.
Close to the membrane, the stabilization phase starts. Depending
on the impact parameter p, a different number of electrons
captured in high-Rydberg states decays to low lying empty states
of the projectile (stabilization). As observed in Fig. 2a for p=
0.07 nm, 22 electrons are stabilized maintaining 8 electrons in
high-Rydberg states. These electrons are assumed to leave the
atom on the way towards the detector via intra-atomic Auger
processes (μs time of flight) and therefore the final charge of
the projectile Qout will be close to Qin−Nstab(∞)=Ncap(∞).
The changed number of electrons after interaction alters the
scattering potential accordingly, see Fig. 2b. Consequently, the
kinetic energy of the ion is lower on the outgoing trajectory
and the kinetic energy difference is inelastic (Fig. 2b is for the
center-of-mass).
The results for the total and nuclear energy losses are displayed
in Fig. 3a for 40 keV Xe40+ ions impinging on a single layer of
graphene as a function of the final ion charge state Qout. They are
calculated from the velocities of the Xe and C atoms after a
distance of 50 atomic units from the graphene membrane. Our
model is based on the time-dependent scattering potential and
charge exchange, which is a highly dynamic process, where level
population of the projectile is important. We assume classical-
over-barrier charge transport above the surface forming a hollow
atom32. Subsequently, captured electrons de-excite into atomic
states with higher binding energy and thus form a compact lowly
charged ion (i.e. ion with Qout <Qin in the ground state)33 (see
Fig. 2). On the one hand, the result of the calculated energy loss is
insensitive to the chosen classical-over-barrier transport rate,
because as a resonant process its rate is much larger than the
inverse of the time the ion spends above the surface (we consider
slow ions). On the other hand, the electron stabilization phase, i.e.
the time scale of the hollow-atom collapse is of fundamental
importance. This time scale is taken by the ICD rate γ as
described in the Methods section. The ICD rate γ is strongly
atom–atom distance dependent (mainly γ∝ 1/R6)30,34–36 and
consequently highest for smallest Rmin in our case. A change of
this quantity from Eq. (10) by a factor of 2 affects essentially the
value of the exit charge-state Qout by 8–10 charge units. We take
the ICD rate γ from literature, where time-resolved experiments
of ICD in Ne2 and Ar2 dimers and theoretical calculations for a
variety of diatomic molecules were performed (see Methods
section). Thus, it is not a free parameter in our model. The
sensitivity of our results to the ICD rate is an advantage, because
ion transmission experiments together with the TDPot model can
be used to extract the ICD rate in collisional systems not easily
accessible with other methods.
To evaluate the influence of the ICD rate γ on our results
quantitatively, we used our extrapolation function (see Eq. (10))
and varied it by a factor 1/2 and 2, respectively (see Fig. 3a). The











Angular acceptance δ 1.6°
λmax, μ, Rc for the formation of the hollow atom, γ for the stabilization process, α for the target
excitation and δ for the opening angle of the detector
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calculated energy loss varies by a factor of 2–3. Due to lack of
better knowledge, we use γ as obtained from an extrapolation
from literature values without correction factor in the following.
In Fig. 3a, we can also observe that both energy loss terms
decrease for increasing exit charge Qout. For the electronic energy
loss (difference between total and nuclear loss) this is a
consequence of the sudden change in the potential energy of
the system when the ions cross the membrane and therefore the
electronic energy loss should be (mainly) proportional to
ΔVðRminÞ ¼ ðQin  QoutÞZ2 ϕðRminÞRmin , where Qin is the initial pro-
jectile charge, Z2 is the atomic number of the target, Rmin the
distance of closest approach and ϕ is a screening function (see
Methods section). However, we would expect a different behavior
for the nuclear energy loss since the momentum transfer to the
target atoms is proportional to the interaction strength and thus it
should increase with Qout (Q on average is higher). Nevertheless,
there is a strong correlation between Qout and the distance of
closest approach Rmin as can be observed in Fig. 1a, b. Because of
the stabilization phase, smaller values of Qout arise from smaller
values of Rmin and therefore larger nuclear energy loss. Hence, for
larger exit charges the nuclear stopping and corresponding
damage will be smaller. To shed more light on the energy loss
processes, it should be noted that the kinetic energy is not
conserved in a scattering event where the potential is explicitly
time dependent. However, the momentum is conserved. Conse-
quently, we solve Newton’s equations of motion and define the
nuclear energy loss as the kinetic energy of all target atoms after
scattering. The electronic energy loss is therefore the difference
between projectile kinetic energy after scattering and the nuclear
energy loss. This energy is contained in the change of the internal
energy of the system (projectile and target material) and is
reflected by charge redistribution and excitation. The latter is also
explicitly taken into account by a dynamical change of the target
atom screening in our model (see below, c.f. stretching parameter
ξ). In a physical picture, which goes beyond results of our present
model, target excitation may result in electron excitation and
emission (ionization) and subsequently in material damage due to
Coulomb explosion or more complex damage formation
scenarios (electronic sputtering, defects induced by electronic
transitions (DIET)37). It also changes optical and electronic
properties transiently due to a large excitation of electrons from
the valence to the conduction band of the material.
Charge-state dependent energy-loss in graphene. The energy
loss of slow Xe ions in graphene was measured recently23 as a
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Fig. 2 Description of the charge-exchange and energy-loss model. a Number of electrons attached to a 40 keV Xe40+ for different distances from the
graphene layer. For initial charge Qin= 40 follows the constant number of core electrons Ncore= 14. Upon approach electrons are captured (Ncap(t)) in
outer high-Rydberg states. At close distance to the graphene (position= 0) outer electrons are quenched into inner states by Interatomic Coulombic
Decay (ICD). The stabilization time τstab, obtained from the Full-Width-At-Half-Maximum (FWHM) of the derivative of Nstab(t), amounts to 0.46 fs. The
final projectile charge Qout is determined from Nstab and the nuclear charge Z as Qout= Z−Nstab− Ncore after the collision. b Schematic of the scattering
potential as a function of the inter-atomic distance before and after charge exchange. The sudden change of the kinetic energies Einkin and E
out
kin at the distance
of closest approach Rmin is responsible for the inelastic energy loss ΔEinelastic. The time t= 0 refers to the time of impact on the atomic plane, i.e. when the
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Fig. 3 Total and nuclear energy losses as a function of the exit charge state Qout for 40 keV Xe40+ ions on graphene. a Different Interatomic Coulombic
Decay (ICD) rates γ, 2γ, and γ/2 affect the exit Xe charge Qout significantly. Without better knowledge, we use γ as obtained from an extrapolation from
literature values without correction factor. b For an excited graphene layer and ICD rate γ. The stretching parameter ξ with α= 25 (see Eq. (13)) was used
to modify the time-dependent potential in Eq. (1). The acceptance angle δ= 1.6° was used in a, b
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experimental energy loss results increase with increasing charge
exchange ΔQ=Qin−Qout. This trend is corroborated by the
present calculations and was not predicted by any other energy
loss model before.
Our TDPot calculations underestimate the experimental values
by about a factor of 2 if we neglect target atom excitation. In fact,
due to charge exchange, a large number of electrons is drawn
locally from graphene followed by an ultrafast neutralization of
the C atoms nearby (in-plane current)23. During the collision
time, these C atoms will not be in the ground-state anymore as
required by the typical statistical models used to describe the
interatomic potential. The easiest way to describe an excited
potential in the framework of statistical models is the introduc-
tion of a stretching parameter ξ, which stretches the screening
length of the (excited) scattering partners. Details are described in
the Methods section.
The effect of excited C atoms is shown in Fig. 3b for the 40 keV
Xe40+ ions on graphene as a function of Qout. The results from
Fig. 3a for non-excited C are also shown in this figure for
comparison. The excitation of the C atoms strongly increases
both energy losses and maintains the general trend of decreasing
energy loss for increasing exit charge. The excitation of the C
atoms before the impact on graphene and fast quenching
afterwards lead to a strong change of the time-dependent
potential and thus to a larger inelastic energy loss. The same
holds true for the nuclear energy loss, where the reduced
screening before the collision enlarges the momentum transfer to
the C atoms. The process of ICD is responsible for the rapid
quenching of the hollow atom and subsequent excitation of the
target material. Thus, ICD causes directly (i) target electron
excitation by transfer of the projectile potential energy and
indirectly (ii) charge redistribution due to a stretching of the
target screening, which acts on the scattering potential and
subsequently adds to nuclear energy loss (to a minor extent) and
electronic energy loss. Certainly, other de-excitation channels are
present and in competition with ICD. Intra-atomic (within the
projectile alone) non-radiative and radiative de-excitation
processes would not directly cause target excitation. This would
only be facilitated by secondary processes, like electron-electron
scattering. The importance of target excitation during scattering is
shown in Fig. 3. Further, the importance of other competing
processes was already ruled out based on comparison of the
process lifetimes/rates31. Other inter-atomic processes also
contribute only to a minor extend for a highly asymmetric
scattering system like Xe–C, where (quasi-)molecular orbital
formation is suppressed. As a consequence, side-feeding of
electrons directly into low-lying projectile states is absent, because
states of C and highly excited Xe are not in resonance. Similarly
penning ionization and exchange transition mediated decay
(ETMD38), direct Auger neutralization are not important. The
picture may change for more symmetric projectile-target systems.
Target excitation and charge redistribution from these processes
may be similar to the ones from ICD. However, we can conclude
from our results here, that the dominant inter-atomic de-
excitation mechanism must follow an inter-atomic distance (R)
dependence similar to Eq. (10) from ICD. Note, that at R≪ 1 Å
for similar mass scattering partners, the distinction between ICD,
ETMD and penning ionization may blur out.
The results of the energy loss and exit charge abundance for an
excited graphene layer are present in Fig. 4a, b. The magnitude of
the experimental energy loss values is well reproduced by the
calculations, but charge exchange is somewhat underestimated for
small Qin and energy loss is underestimated for large Qin≳ 30. A
larger discrepancy occurs for Qin= 20, which may be due to an
uncertainty in the measurement. A scatter in the measured data
in similar magnitude can also be seen for the Qin= 30 data. Note,
that data acquisition in experiment takes about 24–72 h per
incident charge state, where small fluctuations in beam energy
and focus may occur and influence the results. Since all
parameters but one (α or ξ, respectively) used in the calculations
are either taken from literature (γ(R)) or show only little influence
on the results within a reasonable range of variation (λ, Rc, ϕ, μ,
β), we see this as evidence for (1) a strong excitation of the
graphene layer due to charge extraction such that target excitation
always need to be considered, (2) charge extraction appears even
when the projectile is still above the surface, and thus before the
actual impact, and (3) ultrafast interatomic electron excitation
energy release from the projectile without recharging, i.e. ICD
during the collision. Discrepancies between our model results and
experimental values could in the future be reduced by treating α
and γ(R) as entirely free parameters.
Discussions
Our results show that the kinetic energy loss of ions is sig-
nificantly enhanced by the charge state. Electron capture of the
ion reduces the charge state during collision and therefore
reduces the charge state effect of the total energy loss. However,
the energy sharing between nuclear losses (energy transfer to
target atoms) and electronic losses (energy transfer to target
electrons) is altered by charge exchange. In case of strong charge
exchange, electronic losses are increased more than nuclear losses
(see Fig. 3b). Note, that in cases where charge exchange is
important, also the potential energy (internal energy) of the ion is
released contributing additionally to target damage. Heavy ions in
higher charge states ≥1 should therefore be used in experiments
in order to increase defect creation efficiency (defect per ion). It is
pointed out that the electronic excitations due to kinetic energy of
the projectile also take place but are of minor importance for the
example depicted in Fig. 4a. They can be estimated by using the
transport cross-section approach (TCS)26,28 and amount to few
tens of eV for neutral Xe projectiles or few hundreds of eV for a
hollow Xe ion.
The most sensitive parameter in TDPot is the stabilization rate
γ taken from ICD models. The sensitivity to the ICD rate can be
used to determine the interatomic deexcitation rate of neutralized
ions in a collisional system from transmission experiments, not
directly accessible with other methods. It should be emphasized
that the rate γ is a deexcitation rate of the ion, where it was shown
that deexcitation is mainly driven by non-radiative processes
(such as ICD). One should be aware, that at close collisions, the
term “interatomic” in ICD may loose its meaning, even though
multi-electron dynamics is still active leading to the quenching of
the hollow atom.
The microscopic picture given by our TDPot model allows us
also to interpret measured data from ion transmission through
2D materials, where highly differential data is acquired. Ions are
detected under a certain scattering angle with a charge state Q
and a kinetic energy E, significantly different from their initial
values before transmission. Our model can predict further angle-
resolved charge exchange and energy loss measurements (charge
exchange dependent scattering pattern). When comparing mea-
sured data to models, it is imperative to consider the measure-
ment geometry, i.e. detector acceptance angle, which is already
included in TDPot. Based on TDPot, we can also calculate dif-
ferential cross sections, and therefore probabilities for charge
exchange, which we do not discuss in this paper.
It should be emphasized here, that for 2D materials multiple
scattering is of minor importance and therefore it exists a strong
correlation between Rmin, Qout and ΔE. When thicker targets are
considered, this correlation gets lost. Still, TDPot could be
implemented in a Binary Collision Approximation simulation for
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few-layer 2D materials where the charge state of the ion is still
higher than its equilibrium value. TDPot in its present form could
further be useful for thick materials if swift ions are used, where
charge exchange at the surface proceeds in the opposite direction,
i.e. ions charge up. Due to the high ion velocities in this case, a
charge state far from equilibrium will be maintained for several
nanometers.
TDPot is an easy to handle, low-computational cost model to
predict energy deposition of ions in 2D materials. It goes well
beyond standard software packages like SRIM and its results
show clearly that charge exchange of keV ions typically used in
sputtering experiments of 2D materials is significantly enhanced.
With TDPot we finally understand the origin of this enhance-
ment and have a microscopic picture of ion charge exchange in
the 2D lattice. TDPot further enables a comprehensive under-
standing of ion beam spectroscopy measurements with wide
applicability in techniques like Low and Medium Energy Ion
Scattering, High-Resolution Rutherford Backscattering Spectro-
scopy and Elastic Recoil Detection where quantification of charge
fractionization is important.
Methods
Time-dependent interatomic potential. Here we describe the model for the
electronic and nuclear energy losses of slow heavy ions on graphene using the
concept of the time-dependent interatomic potential. The input of this model is the
time-dependent number of electrons bound to the projectile N1(t)=Ncore+
Ncap(t)+Nstab(t), which is separated into 3 parts. The first one is the number of
unchanged or frozen electrons during the collision (Ncore), which populate the
inner-shells of the ion. The second part is the number of captured electrons (Ncap)
from the graphene into highly excited Rydberg states in the ion. Part of these
electrons (Nstab) are stabilized via Auger decay or via extremely fast ICD31.
The time-dependent interaction potential proposed here is given by (atomic
units are used throughout this section)
VðR; tÞ ¼ ðNcoreþNstabðtÞÞZ2R ϕ Ra1ððNcoreþNstabðtÞÞ;Z2Þ
 
þ NcapðtÞZ2R ϕcaphollowðR; r0Þ




which is the straightforward generalization of the potential used to calculate the
charge-dependent energy loss in elastic collisions29. It is based on the statistical
description of an ion with a positive nucleus (charge Z1) and surrounding electron
cloud (with N1 electrons) interacting with a neutral target atom (charge Z2). The
distance between the two nuclei is R; ϕ and ϕcaphollow are screening functions
discussed below. The first and second terms of Eq. (1) describe the interaction of
the screened part of the projectile’s nuclear charge (Z1−Q(t)=N1(t)) with the
neutral target atom. The last term is the remaining interaction with the total
(unscreened) ion charge Q(t)= Z1−N1(t) with the (initially) neutral target atom.
Different statistical models (e.g. Moliere39,40, Ziegler-Biersack-Littmark (ZBL)41,
Krypton–Carbon KrC42) can be utilized for the screening function ϕ(x) in
connection with corresponding screening lengths41. For energies larger than few
tens of keV, the difference between them is of minor importance and therefore we
adopted here the KrC potential to describe the interaction between a heavy ion and










where N2= Z2 for a a neutral target atom.
We advance the statistical description of atoms in order to take electrons
properly into account which occupy levels with large principal quantum numbers
n. A neutral atom with many empty inner shells, and consequently many electrons
in high-n Rydberg states is called a hollow atom and forms due to classical-over-
barrier charge transport in front of a solid surface32. The weakly bound electrons
Ncap lead to a different screening described by the function ϕ
cap
hollowðR; r0Þ. It is
obtained by calculating the interaction of the target atom with the projectile
captured electrons, which are distributed over a spherical shell of radius r0 and

















bix ¼ ϕKrCðxÞ). The value of r0 is taken to be the critical
capture distance for first electron transfer above the surface, Rc. It is a function of
Qin, and could be determined from the classical-over-barrier model directly32. To
describe the experiments from Gruber et al.23 we used the following expression





determined from TDDFT calculations23 and differing only little from the result of
Burgdörfer et al.32.
Projectile electrons. The time-dependent potential Eq. (1) depends on the fixed
number of core electrons Ncore and the number of captured (Ncap(t)) as well as
stabilized electrons Nstab(t), which explicitly depend on the time. These numbers
are obtained from the solution of the following coupled rate equations, which
include the formation and collapse of the hollow atom as
dNcapðtÞ
dt










with the initial conditions Ncap(−∞)= 0, Nstab(−∞)= 0 and Ncore= Z1−Qin
determined from the incident projectile charge Qin. Initially electrons are captured
from the membrane into highly excited Rydberg states of the projectile at a rate λ,
Experimental data
TDPot result
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Fig. 4 Comparison of the present model (TDPot) with experiments. a Experimental data (diamonds) on energy loss as function of charge exchange (ΔQ)
for different incident Xe charge states (Qin) and Ekin= 40 keV on graphene23. The symbol size represents the abundance of ions with this charge exchange
and energy loss. Results of our TDPot model are shown as dots. Again, the dot size represents the abundance extracted from the model. Carbon excitation
is taken into account with a stretching parameter ξ including α= 25 (see Eq. (13)). b Exit charge state distribution from the same experimental data (red
diamonds) for Qin= 32 compared to TDPot results (blue dots)
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and very close to the membrane they are stabilized by ICD31. This rapid deexci-
tation of the hollow atom takes place with the rate γ.
According to the over-barrier-model32, the capture rate λ should be constant for




erfðμðvpt þ RcÞÞ þ 1
 
erfðμðRc  vptÞÞ þ 1
 
; ð9Þ
where λmax is the maximum value of λ, erf(x) is the error function, vp is the
projectile velocity and μ is related to the rise and fall time (steepness of the onset of
the capture rate). Rc is given by Eq. (5). The results do not depend very much on
the parameters λmax and μ, and therefore details of the formation of the hollow
atom before the impact with the membrane are of minor importance.
Consequently we choose λmax= μ= 1 (see Table 1).
However, the ICD rate γ is important for the results of our model. As the ICD
line width is unknown for interatomic distances of less than about 2 Å, we estimate
its value from extrapolating literature values rather than treating it as a free
parameter. Figure 5 shows the line width of ICD for various dimers found in
literature. Most of the calculations are based on ab initio calculations solving
Schrödinger’s equation for the multi-electron system. The CaNe and MgNe system
was calculated using the most reliable Green’s function method treating the many-
body system. Some experimental results are also available and agree with the
calculations within a factor of 10. So, in general the trends are correct, but the
absolute agreement is not satisfactory. Further, for our extrapolation to small R, we
get a consistent rate of about 500–4000 meV (for R= 0−1.4 Å) for CaNe, MgNe,
and Ar2. In case of HeNe a different functional form is found in literature and
therefore we used a slightly different extrapolation. All extrapolations are based on
exponential R-dependencies as this fits literature values best and it can clearly be
seen in Fig. 5 that none of the literature results follow the simple 1/R6 scaling over
the entire range. However, we decided to use a 1/Rn (n= 8) functional form, to
keep a simple expression for the ICD rate, which may in future be compared to ab
initio calculations. As it turns out, ICD in a collisional process is dominated by the
rate at small R anyway (where it is roughly constant) and therefore the exact R
dependence is of minor importance. Our model here is very sensitive to the ICD
rate (see Fig. 3a) and extrapolation of literature values points in the right direction.
We want to emphasize, that the ICD rate γ and the stretching parameter ξ related
to the target excitation (see below) are the only uncertain ingredients to our model.
We see this as an opportunity to determine the ICD rate in a collisional system for
the first time, by varying γ with a scaling factor leaving the shape constant. Current
models for ICD cannot easily treat interatomic distances below a few Å, also
because electronic states may loose their atomic character. Experimental
determination would demand a truly time-resolved ion scattering experiment with
fs timing resolution not feasible today.
We used the following expression for the ICD rate
γðRÞ ¼ 900





), where p is the impact parameter relative to the C atom at
the center of the unit cell. Note, that a R−6 dependence, as typically assumed, does
not fit literature data well and it was further shown, that the ICD rate may increase
even stronger than R−6 for small R if we go beyond the virtual photon model34.
Monte Carlo calculations. The nuclear and electronic energy losses were calcu-
lated by simulating the ion and target classical trajectories. Random numbers are
used to select the projectile impact parameters inside a Wigner–Seitz cell, where
each C atom is located at the center and the nearest first neighbors are outside. The
effect of thermal vibrations can also be simulated by randomizing the initial target
positions. After selecting the position of the ion and target C atoms, the corre-
sponding classical trajectories are determined deterministically by solving the
equations of motion through the Runge–Kutta method.
The ions impinge a single layer of graphene under normal incidence with an
initial velocity vp and charge Qin. The Wigner–Seitz cell is an equilateral
triangle, whose apothem corresponds to the half of the smallest distance d
between two C atoms in graphene (d= 1.42 Å). The area of the unit cell is
A ¼ n1A , where nA = 3.87 × 1015 C cm−2. Besides the main interaction between
the ion and the C atom at the center of the triangle, the interactions between the
ion and the first 3 C neighbor atoms were also taken into account. Therefore, 5
equations of motion were solved (ion+ 4 C atoms) numerically using the time-
dependent potential Eq. (1) coupled with the rate Eqs. (6)–(8). Specifically, the
resulting force on the ion is calculated considering the interaction with the first
four nearest C atoms. The force on each of these C atoms, which are initially at
rest, is exerted from the projectile. Of course the sum of all forces is zero and
hence the total momentum is conserved. The sum of all C kinetic energies is
ascribed as the nuclear energy loss. The difference of kinetic energies of the
projectile before and after the impact is the total energy loss. For a time
independent potential (the case of a Xe with a frozen charge) the total energy
loss of the projectile is equal to the nuclear energy loss and therefore the
inelastic energy loss is zero. Our model calculates the inelastic energy loss upon
a variation of the projectile charge state.
For each ion trajectory, we obtain the total energy loss ΔE and the nuclear
energy loss ΔEn, where ΔE was determined from the final energy of the projectile
and ΔEn from the kinetic energy given to C atoms. Since the potential is time-
dependent, the total mechanical energy is not conserved and therefore ΔE− ΔEn
corresponds to the electronic energy loss. The final projectile charge state Qout was
determined from the simulation as shown in Fig. 2b according to
Qout ¼ Z1  Ncore  Nstabð1Þ: ð11Þ
Only projectile trajectories having angular deviations smaller than the detector
acceptance of 1.6° were used to generate the data of energy loss as a function of
Qout. The results from Eq. (11) are used as mean values for a Gaussian distribution
of FWHM= 3 unit charges.
Excited potential. The excitation of the target atoms is modelled by changing the
screening length between the projectile and the target atom. This screening length
depends on the size of the electron cloud around the target atom and hence it
increases for an excited electron density. Therefore, the screening length should be
stretched when the target electrons are excited. Thus, the effect of an excited C









1þ eβt ; ð13Þ
where α is the parameter to describe the maximum stretching effect and β is the
parameter responsible for the switching time, i.e. the rate of excitation. The exci-
tation of the target atoms is asymmetric in time (before and after the interaction)
because of the stabilization (quenching) process. In the beginning the excitation is
small. When ICD sets in, target electrons are excited and at the late stage of the
interaction, excitation is still large but the ion is (almost) in its ground state and the
potential is consequently screened efficiently irrespective of target electron exci-
tation. The “switching time” is taken from the stabilization time, which depends on
the rates λ and γ. The maximum stretching parameter was obtained from a best
fitting of the experimental data. Here we used α= 1–25, and β= 2vp, which cor-
responds to a switching time of about 0.4 fs for 40 keV Xe ions.
Data availability
The data sets generated during and/or analysed during the current study are available
from the authors on reasonable request.
Code availability
The custom computer code used in this study is based on standard procedures to solve
Eqs. (6)–(8) including the steps outlined in the Methods section. A standard Monte Carlo
approach is used to vary the impact parameter. The full code is available from the
authors on reasonable request.
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Fig. 5 Interatomic Coulombic Decay width from various literature
sources34,43–45 and extrapolated to R≪ 1 Å. The black dashed line is our γ
(R) from Eq. (10)
COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-019-0188-7 ARTICLE
COMMUNICATIONS PHYSICS |            (2019) 2:89 | https://doi.org/10.1038/s42005-019-0188-7 |www.nature.com/commsphys 7
Received: 9 January 2019 Accepted: 5 July 2019
References
1. Ding, X. et al. Enhanced ferromagnetism in WS2 via defect engineering. J.
Alloy. Compd. 772, 740–744 (2019).
2. Hong, J., Jin, C., Yuan, J. & Zhang, Z. Atomic defects in two-dimensional
materials: from single-atom spectroscopy to functionalities in opto-/
electronics, nanomagnetism, and catalysis. Adv. Mater. 29, 1606434 (2017).
3. Bangert, U. et al. Ion implantation of graphene—toward IC compatible
technologies. Nano Lett. 13, 4902–4907 (2013).
4. Lin, Y.-C. et al. Three-fold rotational defects in two-dimensional transition
metal dichalcogenides. Nat. Commun. 6, 6736 (2015).
5. van der Zande, A. M. et al. Grains and grain boundaries in highly crystalline
monolayer molybdenum disulphide. Nat. Mater. 12, 554–561 (2013).
6. Banhart, F., Kotakoski, J. & Krasheninnikov, A. V. Structural defects in
graphene. ACS Nano 5, 26–41 (2011).
7. Carr, L. D. & Lusk, M. T. Graphene gets designer defects. Nat. Nanotechnol. 5,
316–317 (2010).
8. Vicarelli, L., Heerema, S. J., Dekker, C. & Zandbergen, H. W. Controlling
defects in graphene for optimizing the electrical properties of graphene
nanodevices. ACS Nano 9, 3428–3435 (2015).
9. Liu, L., Qing, M., Wang, Y. & Chen, S. Defects in graphene: generation,
healing, and their effects on the properties of graphene: a review. J. Mater. Sci.
Technol. 31, 599–606 (2015).
10. López-Polín, G. et al. Increasing the elastic modulus of graphene by controlled
defect creation. Nat. Phys. 11, 26–31 (2015).
11. Lin, Z. et al. Defect engineering of two-dimensional transition metal
dichalcogenides. 2D Mater. 3, 022002 (2016).
12. Meyer, J. C. et al. Accurate measurement of electron beam induced
displacement cross sections for single-layer graphene. Phys. Rev. Lett. 108,
196102 (2012).
13. Xie, L., Jiao, L. & Dai, H. Selective etching of graphene edges by hydrogen
plasma. J. Am. Chem. Soc. 132, 14751–14753 (2010).
14. Ye, G. et al. Defects engineered monolayer MoS2 for improved hydrogen
evolution reaction. Nano Lett. 16, 1097–1103 (2016).
15. Schleberger, M. & Kotakoski, J. 2D material science: Defect engineering by
particle irradiation. Mater. (Basel). 11, 1885 (2018).
16. Krasheninnikov, A. V. & Nordlund, K. Ion and electron irradiation-induced
effects in nanostructured materials. J. Appl. Phys. 107, 071301 (2010).
17. Ritter, R. et al. Fabrication of nanopores in 1 nm thick carbon nanomembranes
with slow highly charged ions. Appl. Phys. Lett. 102, 063112 (2013).
18. Vázquez, H. et al. Creating nanoporous graphene with swift heavy ions.
Carbon 114, 511–518 (2017).
19. Susi, T. et al. Single-atom spectroscopy of phosphorus dopants implanted into
graphene. 2D Mater. 4, 021013 (2017).
20. Lehtinen, O. et al. Effects of ion bombardment on a two-dimensional target:
atomistic simulations of graphene irradiation. Phys. Rev. B 81, 153401 (2010).
21. Ghorbani-Asl, M., Kretschmer, S., Spearot, D. E. & Krasheninnikov, A. V.
Two-dimensional MoS 2 under ion irradiation: from controlled defect
production to electronic structure engineering. 2D Mater. 4, 025078 (2017).
22. Ziegler, J. F., Ziegler, M. & Biersack, J. SRIM—the stopping and range of ions
in matter (2010). Nucl. Instrum. Methods Phys. Res. Sect. B Beam Interact.
Mater. At. 268, 1818–1823 (2010).
23. Gruber, E. et al. Ultrafast electronic response of graphene to a strong and
localized electric field. Nat. Commun. 7, 13948 (2016).
24. Wilhelm, R. A. et al. Charge exchange and energy loss of slow highly charged
ions in 1 nm thick carbon nanomembranes. Phys. Rev. Lett. 112, 153201 (2014).
25. Wilhelm, R. A., Gruber, E., Smejkal, V., Facsko, S. & Aumayr, F. Charge-state-
dependent energy loss of slow ions. I. Experimental results on the
transmission of highly charged ions. Phys. Rev. A 93, 052708 (2016).
26. Grande, P. L. & Schiwietz, G. Convolution approximation for swift particles.
CasP program. http://www.casp-program.org/ (2006).
27. Grande, P. & Schiwietz, G. The unitary convolution approximation for heavy
ions. Nucl. Instrum. Methods Phys. Res. Sect. B: Beam Interact. Mater. At. 195,
55–63 (2002).
28. Sigmund, P. Stopping of Heavy Ions—A Theoretical Approach 2nd edn
(Springer, Berlin, 2004).
29. Wilhelm, R. A. & Möller, W. Charge-state-dependent energy loss of slow ions.
II. Stat. At. model. Phys. Rev. A 93, 052709 (2016).
30. Cederbaum, L. S., Zobeley, J. & Tarantelli, F. Giant intermolecular decay and
fragmentation of clusters. Phys. Rev. Lett. 79, 4778–4781 (1997).
31. Wilhelm, R. A. et al. Interatomic coulombic decay: the mechanism for rapid
deexcitation of hollow atoms. Phys. Rev. Lett. 119, 103401 (2017).
32. Burgdörfer, J., Lerner, P. & Meyer, F. W. Above-surface neutralization of
highly charged ions: the classical over-the-barrier model. Phys. Rev. A 44,
5674–5685 (1991).
33. Arnau, A. et al. Interaction of slow multicharged ions with solid surfaces. Surf.
Sci. Rep. 27, 113–239 (1997).
34. Averbukh, V. & Cederbaum, L. S. Ab initio calculation of interatomic
decay rates by a combination of the Fano ansatz, Green’s-function
methods, and the Stieltjes imaging technique. J. Chem. Phys. 123, 204107
(2005).
35. Hemmerich, J. L., Bennett, R. & Buhmann, S. Y. The influence of retardation
and dielectric environments on interatomic Coulombic decay. Nat. Commun.
9, 2934 (2018).
36. Bennett, R. et al. Virtual photon approximation for three-body interatomic
coulombic decay. Phys. Rev. Lett. 122, 153401 (2019).
37. Ageev, V. N. Desorption induced by electronic-transitions. Prog. Surf. Sci. 47,
55–204 (1994).
38. Sakai, K. et al. Electron-transfer-mediated decay and interatomic Coulombic
decay from the triply ionized states in argon dimers. Phys. Rev. Lett. 106, 1–4
(2011).
39. Moliere, G. Theorie der Streuung schneller geladener Teilchen 1 -
Einzelstreuung am abgeschirmten Coulomb-Feld. Z. f. Naturforsch. A A2,
133–145 (1947).
40. Moliere, G. Theory of the scattering of fast charged particles. 2. Repeated and
multiple scattering. Z. f. Naturforsch. A A3, 78–97 (1948).
41. Ziegler, J, Biersack, J. & Littmark, U. The Stopping and Range of Ions in Solids.
(Pergamon Press, New York, 1985).
42. Wilson, W. D., Haggmark, L. G. & Biersack, J. P. Calculations of nuclear
stopping, ranges, and straggling in the low-energy region. Phys. Rev. B 15,
2458–2468 (1977).
43. Takanashi, T. et al. Time-resolved measurement of interatomic coulombic
decay induced by two-photon double excitation of Ne2. Phys. Rev. Lett. 118,
033202 (2017).
44. Rist, J. et al. A comprehensive study of interatomic coulombic decay in argon
dimers: extracting R -dependent absolute decay rates from the experiment.
Chem. Phys. 482, 185–191 (2017).
45. Jabbari, G. et al. Ab initio calculation of ICD widths in photoexcited HeNe. J.
Chem. Phys. 140, 224305 (2014).
Acknowledgements
This study was financed in part by the Coordenação de Aperfeiçoamento de Pessoal de
Nível Superior - Brasil (CAPES) - Finance Code 001, by CNPq and PRONEX-FAPERGS.
The Deutsche Forschungsgemeinschaft (DFG) is gratefully acknowledged for financial
support through project WI 4691/1-1 (no. 322051344) and also the Austrian Science
Fund (FWF) is acknowledged (Y 1174-N36).
Author contributions
Both authors contributed equally to the completion of this work.
Additional information
Supplementary information accompanies this paper at https://doi.org/10.1038/s42005-
019-0188-7.
Competing interests: The authors declare no competing interests.
Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.
Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.
© The Author(s) 2019
ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-019-0188-7
8 COMMUNICATIONS PHYSICS |            (2019) 2:89 | https://doi.org/10.1038/s42005-019-0188-7 | www.nature.com/commsphys
