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Resum 
En el siguiente documento se analiza el comportamiento de las disciplinas de 
servicio NEDF (Normalized Earliest Deadline First) y SCFQ (Self-Clocked Fair 
Queue) aplicadas en el enlace descendente de un recurso móvil con tecnología 
GSM/GPRS/EDGE. 
 
En la gestión de los recursos móviles tenemos en cuenta tanto el tráfico de voz 
(llamadas), como el tráfico de datos (descarga de email y navegación wap) y 
estudiamos en que medida la aplicación de las anteriores disciplinas de servicio 
mejora el funcionamiento del sistema en términos de retardo y ancho de banda. 
 
Para asegurar que los resultados obtenidos son correctos, se empieza por 
simular sistemas sencillos (p.ej.: M/M1, M/D/1, M/M/C/C ) y verificar 
analíticamente los resultados obtenidos. A partir de esta base sólida se simulan 
escenarios más complejos donde aplicamos las disciplinas de servicio 
comentadas para extraer conclusiones al respecto. 
 
 
Overview 
In the following document is analyzed the behavior of disciplines of service 
NEDF (Normalized Earliest Deadline First) and SCFQ (Self-Clocked Fair 
Queue) applied in the downlink of a mobile resource with GSM/GPRS/EDGE 
technology. 
 
In the mobile radio resource management, we consider voice traffic (calls), data 
traffic (downloading of email and wap) and we study who the application of the 
previous disciplines of service improves the operation of the system in terms of 
bandwidth and delay.  
 
In order to assure that the obtained results are correct, one begins to simulate 
simple systems (p.e: M/M1, M/D/1, M/M/C/C) and verify the obtained results. 
From this solid base, complex scenes are simulated where we apply the 
commented disciplines of service and we extract some conclusions.  
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1. INTRODUCCIÓN 
 
 
En este TFC se analizan los resultados obtenidos de aplicar disciplinas de 
servicio en un entorno móvil celular con tecnología GSM/GPRS/EDGE en 
términos de tiempos de espera en cola. Para ello se ha desarrollado una 
herramienta en C por medio de la cual se simula tráfico de voz, tráfico de datos: 
descarga de email y navegación wap. Cada uno de estos tráficos tiene 
asignada una cola propia y por medio de un planificador, el cual ejecuta la 
disciplina de servicio correspondiente, el sistema es capaz de tomar decisiones 
sobre qué flujo debe tener prioridad y acceder antes al medio de transmisión. 
Las disciplinas de servicio implementadas en este TFC son las siguientes: 
 
- NEDF (Normalized Earliest Deadline First)  
- SCFQ (Self-Clocked Fair Queue) 
 
La utilidad de aplicar un planificador es la capacidad de mejorar la QoS del 
sistema priorizando un tráfico respecto a los demás en función de las 
características y requerimientos de cada uno de ellos. Por ejemplo, sabiendo 
que para el tráfico wap el retardo es un parámetro crítico, podemos aplicar una 
técnica de planificación que minimice este parámetro frente al caso del tráfico 
e-mail en donde el retardo no es clave y, por tanto, el planificador le puede 
otorgar una menor prioridad. 
 
En primer lugar, este documento empieza con una breve explicación de la 
tecnología móvil empleada, la arquitectura y la gestión de los recursos del 
sistema. En segundo lugar se hace una descripción detallada de la herramienta 
programada y una verificación detallada con resultados contrastados 
analíticamente. A continuación se describe como se generan los tráficos email 
y wap en el simulador acompañados de diagramas de flujo para que sean más 
comprensibles. 
 
El siguiente punto trata acerca de las disciplinas de servicio aplicadas en este 
TFC ( FIFO: First In First Out, NEDF y SCFQ). Más adelante se  tratan de los 
resultados obtenidos por el simulador y se proporcionan algunas conclusiones 
referentes a los resultados obtenidos. Finalmente se expone la bibliografía y un 
anexo donde se muestra con más detalle el procedimiento para verificar 
algunos modelos de forma analítica por medio de la resolución de las 
ecuaciones de Markov. 
 
Los objetivos de este TFC son básicamente dos, el primero es validar la 
herramienta de forma exhaustiva para  acreditar los resultados obtenidos y que 
también lo fueran los resultados posteriores al añadir nuevos módulos en el 
simulador y, en segundo lugar, extraer conclusiones sobre las mejoras 
introducidas en el funcionamiento del sistema en términos de tiempos de 
espera en cola con la aplicación de distintas disciplinas de servicio. 
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2. TECNOLOGÍA MÓVIL CELULAR 
 
2.1. Breve reseña histórica y evolución 
 
Durante la década de los 80, los sistemas móviles analógicos experimentaron 
un rápido crecimiento por toda Europa, especialmente en Escandinavia, 
Inglaterra, Francia y Alemania. Cada uno de estos países empezó a desarrollar 
su propio sistema móvil de comunicaciones. Este hecho era totalmente 
indeseable por lo que suponía para la compatibilidad entre los distintos 
sistemas.  
 
La CEPT (Conference of European Post and Telegraphs) creó un grupo 
llamado Group Special Mobile (GSM) para desarrollar un sistema móvil de 
comunicaciones único para toda Europa. Se decidió que este sistema debía 
tener las siguientes características: 
 
- Codificación de la voz: De la misma calidad que en el caso analógico 
- Terminales económicos 
- Soportar itinerancia (roaming) internacional 
- Nuevos servicios de mensajería (SMS) 
- Eficiencia espectral 
- Compatibilidad con RDSI 
- Permitir posibles mejoras y ampliaciones 
 
En 1989 se transfirió este proyecto al ETSI (European Telecommunication 
Standard Institute). Dos años después, en 1991 se empezó a dar servicio.  A 
día de hoy el sistema Global System for Mobile communications (GSM) es el 
sistema de telefonía móvil de segunda generación más extendido por todo el 
mundo además del estándar predominante en Europa, así como el mayoritario 
en el resto del mundo (alrededor del 70% de los usuarios de teléfonos móviles 
del mundo en 2001 usaban GSM). 
 
A partir de los 90 el protocolo IP se ha convertido en el protocolo de red por 
excelencia con aplicaciones del tipo Web o de correo e integración de servicios 
típicos de redes de circuitos como el caso de la voz. Pero el sistema GSM no 
fue concebido con intención de ofrecer de forma óptima servicios de 
transmisión de datos, es por ello que la necesidad de añadir estos nuevos 
servicios provoca la introducción de GPRS. El sistema GPRS (General Packet 
Radio Service) se propone como una extensión del sistema GSM para la 
transmisión de datos mediante conmutación de paquetes con el propósito de  
que los usuarios tuvieran una velocidad de conexión a Internet parecida a la de 
un modem. 
La conmutación de paquetes implica que los canales de comunicación son 
utilizados de forma compartida entre varias comunicaciones y no de manera 
exclusiva por una única comunicación durante el tiempo de la conexión y 
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supone un cambio  en la forma de utilizar los recursos radio respecto GSM, ya 
que se pasa de una  conmutación de circuitos a la conmutación de paquetes  
Para servicios de transmisión de datos cuyo flujo es variable en el tiempo, se 
puede conseguir una ocupación de los canales mucho más eficiente al ser 
compartido entre varias comunicaciones, de forma que los períodos de 
inactividad de un flujo puedan ser utilizados por otro. Gracias a la capacidad 
multislot de los terminales  GPRS (de hasta cuatro canales en recepción y dos 
en transmisión) pasamos de velocidades de 9,6 Kbps en el sistema GSM a 
valores superiores a 40 Kbps en recepción y a 20 Kbps de transmisión en un 
terminal usando red GPRS. 
 
2.2 Arquitectura GSM/GPRS 
 
En relación a la arquitectura del sistema GSM/GPRS se distinguen tres partes 
diferenciadas: La red de acceso, la red de conmutación de circuitos y la red de 
conmutación de paquetes (o red troncal GPRS). 
 
 
Fig. 2.2.1 Arquitectura red GPRS 
 
 
La red de acceso dispone de los dispositivos necesarios para la transmisión y 
recepción radio, administración (asignación y liberación) de los recursos radio y 
el cifrado de la comunicación 
 
La red de conmutación de circuitos se encarga de establecer la comunicación 
entre usuarios móviles mediante la conmutación interna de red de un operador 
o entre usuarios del sistema GSM y usuarios de otras redes de telefonía, ya 
sea de telefonía fija o de telefonía móvil de otros operadores. 
 
Además, la red de conmutación de paquetes es la interfaz que permite la 
transmisión radio de datos entre la red móvil y otras redes de conmutación de 
paquetes, por ejemplo redes IP como Internet. 
 
El simulador desarrollado en este TFC se ubica dentro de la red de acceso, 
concretamente simula el enlace descendente correspondiente a una frecuencia 
determinada de una estación base. Para cada frecuencia o portadora, el medio 
4    Estrategias de scheduling para asignación 
derecursos radio en una red móvil celular 
se multiplexa en 8 slots temporales. En la figura siguiente se muestra un 
ejemplo de comunicación entre estación base y un terminal móvil en donde el 
enlace descendente viene marcado en color rojo y representa la portadora n 
que se divide en time slots que representan la ubicación en el tiempo, en dicha 
frecuencia, de cada uno de los canales que se utilizan para la comunicación. 
 
 
Fig. 2.2.2 Comunicación entre Estación Base y terminal móvil 
 
2.3. Recurso radio 
 
Las bandas de frecuencia en las que opera GSM, son la banda 900MHz y la 
1800MHz. En la siguiente figura se representan la reservas de frecuencias para 
el sistema GSM/GPRS. 
 
 
Fig. 2.3.1 Bandas de frecuencias reservadas para GSM/GPRS 
 
 
Es un sistema FDD/FDMA/TDMA. FDD porque para cada canal de tráfico 
descendente tiene su simétrico en el enlace ascendente para el otro sentido de 
la comunicación.  
 
Por otro lado también es un sistema FDMA porque de los 25MHz de ancho de 
banda disponible del sistema GSM – 900 para cada sentido de la comunicación 
se subdividen en 124 canales con 200KHz de ancho de banda cada uno. Los 
dos canales de los extremos no se usan por problemas de aliasing (distorsión 
de la señal), ya que al tratarse de las bandas extremas este efecto se 
produciría fuera de las frecuencias asignadas para GSM. 
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Fig. 2.3.2 Efectos del Aliasing 
 
Y por último es un sistema TDMA porque de los 122 canales multiplexados en 
frecuencia se subdividen a su vez en 8 time slots temporales. El multiplexado 
temporal da lugar a un total de 976 canales lógicos. 
 
 
Fig. 2.3.3 Multiplexado temporal de una frecuencia en GSM 
 
2.3.1 Gestión del recurso radio 
La transmisión de información en el caso de una llamada de voz se basa en un 
codificador GSM que codifica voz a una tasa constante 13Kbits/s. Esta 
información se introducirá en un slot temporal libre y ocupará este de forma 
continua hasta que la llamada finalice. 
La transmisión de la información en el caso de datos sigue el siguiente 
proceso: a partir de las capas superiores de aplicación se generan paquetes (IP 
en la mayoría de los casos), pero el tamaño de estos paquetes IP es 
demasiado grande como para poderse transmitir por el medio radio con 
garantías de éxito. Por este motivo se hace necesario fraccionar los paquetes 
IP en radio bloques de menor tamaño.  
 
La cantidad de datos útiles que se puede transmitir en un radio bloque depende 
del algoritmo de codificación usado. En este TFC consideramos que se usa la 
codificación CS-4 que se caracteriza por tener muy poca protección de la 
información frente a errores  pero con la ventaja de que es transmitida a mayor 
velocidad, ya que los radio bloques tienen un  campo de datos más grande que 
con otros esquemas de codificación. Los parámetros que emplea el algoritmo 
CS-4 se muestran en la siguiente tabla: 
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La capa que se encarga del fraccionamiento de los paquetes IP es la RLC/MAC 
(Radio Link Control / Medium Access Control). Cada radio bloque consta de un 
campo de cabecera MAC, un campo de datos RLC y el campo Block Check 
Sequence (BCS) por parte de la interfaz radio. Con ello se obtiene el radio 
bloque final que se transmite en un time slot. 
 
 
Fig. 2.3.1.1 Estructura de un radio bloque 
 
Al producirse la llegada de un paquete IP al sistema, el procedimiento que se 
sigue es fraccionar el paquete IP en bloques de 423 bits y añadir a cada uno de 
estos bloques las cabeceras y el Block Check Sequence (BCS) 
correspondientes. Todo el proceso desde la llegada de un paquete IP hasta la 
obtención de cada uno de los radio bloques finales que se introducirán en los 
time slots del medio radio se muestra en la siguiente figura:  
 
 
 
 
Fig. 2.3.1.2 Procedimiento de fraccionamiento de un paquete IP en radio 
bloques 
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3. DESCRIPCIÓN DEL SIMULADOR 
 
3.1 Funcionamiento general del simulador 
 
La primera observación a tener en cuenta para detallar el funcionamiento de la 
herramienta programada es que ha sido implementada con programación 
dirigida por eventos, la cual se caracteriza porque tanto la estructura como la 
ejecución de los programas van determinados por los sucesos que ocurren en 
el sistema o que ellos mismos provoquen.  
 
En la programación dirigida por eventos, al comenzar la ejecución del programa 
se llevará a cabo las inicializaciones y a continuación el programa quedará 
esperando hasta que se produzca algún evento. Cuando alguno de los eventos 
esperados por el programa tenga lugar, el programa pasará a ejecutar el 
código correspondiente. Los eventos posibles en nuestro sistema son: 
 
- Llegada de una llamada 
- Llegada de un email 
- Llegada de una sesión wap 
- Finalización de un cliente 
- Contador de muestras 
 
Al ejecutar el programa se inicializan los tres tráficos posibles (voz, email y 
wap) generando el primer evento de cada uno de ellos. Los eventos se 
introducen en la cola de eventos y por cada iteración del programa se cursa el 
código correspondiente según el tipo evento del primer elemento en cola. 
 
Si el evento es la llegada de una llamada, el sistema introduce la llamada en un 
servidor en caso de haber alguno disponible y en caso contrario pone la 
llamada en espera en la cola de voz. Después genera el instante de la próxima 
llegada de una llamada mediante una distribución de Poisson y se ordenan 
según el orden de llegada en la cola de eventos. 
 
Si el evento es una descarga de  email, el sistema fracciona este email en radio 
bloques y sirve tantos radio bloques como servidores haya libres en ese 
instante, el resto los pone en espera en la cola para el tráfico email. Acto 
seguido genera el instante de la próxima llegada de un email y ordena el 
evento según su orden de llegada. 
 
Si el evento es la llegada de una sesión wap el sistema fracciona el deck (un 
deck es lo equivalente a una página Web de Internet en el protocolo WAP) en 
radio bloques y sirve todos aquellos que pueda, tantos como servidores libres 
haya en ese instante, el resto los demora en la cola de datos para el tráfico wap 
y, como el resto de tráficos, genera la próxima llegada de una sesión wap e 
introduce el evento en la cola de eventos. 
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Por otro lado, si el evento actual representa una finalización de la llamada o del 
servicio de datos, esto implica que un cliente va a liberar un servidor ya que se 
ha terminado de cursar el cliente. El programa entonces almacena el tiempo 
que ha estado ese cliente esperando en cola y el tiempo de servicio. Como ha 
quedado un servidor libre se comprueba si hay algún cliente esperando en 
alguna de las colas. En caso afirmativo se decide cuál de ellos tiene prioridad 
mediante alguno de los  algoritmos de planificación que se han implementado 
en este TFC (NEDF, SCFQ o FIFO), el cliente correspondiente accederá al 
servidor. 
 
Por último, hay un evento que cada vez que ocurre incrementa el contador de 
muestras tomadas por el sistema, cuando éste llegue al máximo establecido la 
simulación se dará por terminada y guardará en un fichero de texto las 
estadísticas obtenidas durante la simulación 
 
El siguiente esquema (figura 3.1) expresa de manera gráfica el funcionamiento 
del simulador y la explicación anterior. 
 
 
Fig. 3.1 Diagrama del funcionamiento del simulador 
 
3.2 Verificación del simulador 
 
El objetivo inicial que se marcó al principio de este TFC fue validar la 
herramienta de forma rigurosa, de tal forma que todo el trabajo posterior tenga 
una base sólida y los resultados que se obtengan fueran fiables. Para ello, se 
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empieza simplificando la herramienta al máximo y validando los sistemas 
estándares estudiados y referenciados en cualquier bibliografía de Teoría de 
Colas y Teletráfico. 
 
3.2.1 Sistema M/M/1/1 
 
El primer sistema que comprobaremos es el más sencillo de todos, es un 
sistema de pérdidas puro M/M/1/1.  Formado por un servidor que en caso de 
que se encuentre ocupado, la llamada se descarta y se pierde. 
 
 
 
Fig. 3.2  Esquema del sistema simulado 
 
Comprobaremos para distintos valores de entrada que la probabilidad de que el 
servidor esté ocupado, probabilidad de bloqueo, que obtenemos de la 
simulación coincide con la probabilidad de bloqueo calculada analíticamente. 
 
Podemos usar las tablas de Erlang ya que este sistema se corresponde a un 
sistema de perdidas puro con un servidor, de manera que, su probabilidad de 
bloqueo se calcula como : 
 
(3.1) 
   
 
Donde A  es el tráfico ofrecido y C  el número de servidores, en este caso un 
servidor.  
 
A modo de ejemplo fijamos la tasa media de llegadas (?) a 1 y variamos el valor 
del tiempo medio de servicio (1/µ ).Aunque cualquier valor de ? y 1/µ  seria 
válido mientras el tráfico ofrecido sea inferior al tráfico máximo capaz de cursar 
el sistema. En la siguiente tabla se muestran los resultados obtenidos: 
 
Tabla 3.1  Comparación entre la PB teórica y PB del simulador 
 
Tiempo medio de 
servicio 
Probabilidad de bloqueo 
teórica 
Probabilidad de bloqueo 
simulación 
1/µ = 0,1 0,0909 0,091262765 
1/µ = 0,3 0,2307 0,227773279 
1/µ = 0,5 0,333 0,337362461 
1/µ = 0,7 0,4117 0,41490429 
1/µ = 0,9 0,4736 0,479668218 
 
Representamos gráficamente los datos de la tabla anterior: 
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0
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Probabilidad bloqueo teórica Probabilidad bloqueo simulación
 
 
Gráfica. 3.1 Comparación entre la PB teórica y PB del simulador 
 
Como podemos ver, la herramienta simula correctamente un sistema M/M/1/1. 
Para otros valores de tasa media de llegadas y tiempo medio de servicio 
comprobamos que las probabilidad de bloqueo seguian coincidiendo. 
 
3.2.2 Sistema M/M1 
 
El siguiente sistema a verificar se trata de un sisitema de espera puro M/M/1. 
Es un sistema idéntico al anterior pero añadiendo una cola, de esta manera, las 
llamadas no se perderán, simplemente serán demoradas. El esquema es el 
siguiente: 
 
 
 
 
Fig. 3.3 Esquema del sistema simulado 
 
En este caso verificaremos la probabilidad de demora y el tiempo medio de 
espera en cola. La probabilidad de demora la podemos obtener teóricamente 
mediante las tablas de Erlang usando la siguiente expresión: 
 
(3.2) 
  
   
Siendo A  el tráfico ofrecido y C el numero de servidores. Fijando  la tasa media 
de llegadas (?) a 1 y variamos el valor del tiempo medio de servicio (1/µ).Igual 
que en el caso anterior tomamos los valores de ? y 1/µ a modo de ejemplo, 
cualquier valor seria válido mientras el tráfico ofrecido no supere la cantidad de 
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tráfico que el sistema es capaz de cursar. Los resultados obtenidos se 
muestran en la siguiente tabla: 
 
Tabla 3.2  Comparación entre la PB teórica y PB del simulador 
 
Tiempo medio de servicio 
Probabilidad de demora 
teórica 
Probabilidad de demora 
simulación 
1/µ = 0,1 0,1 0,1004 
1/µ = 0,3 0,3 0,29997 
1/µ = 0,5 0,5 0,5024 
1/µ = 0,7 0,7 0,6955 
1/µ = 0,9 0,9 0,89694 
 
 
El tiempo medio de servicio en este caso aumento de manera lineal a medida 
que aumenta el tiempo de servicio de las llamadas. A continuación se muestra 
gráficamente los valores de la tabla anterior.  
 
Verificación sistema M/M/1
0
0,2
0,4
0,6
0,8
1
1/µ = 0,1 1/µ = 0,3 1/µ = 0,5 1/µ = 0,7 1/µ = 0,9
Tiempo medio de servicio
P
ro
ba
bi
lid
ad
 d
e 
d
em
o
ra
Probabilidad de demora teórica Probabilidad de demora simulación
 
Gráfica 3.2  Comparación entre la PB teórica y PB del simulador 
 
 
Y por otro lado, el tiempo medio de espera en cola lo podemos calcular de 
forma analítica con la expresión correspondiente para este sistema de colas: 
 
 
 
(3.3) 
 
 
Siguiendo el mismo procedimiento que para calcular la probabilidad de demora, 
extraemos los siguientes resultados por medio de la herramienta: 
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Tabla 3.3  Comparación entre el tiempo medio de espera en cola teórico y el 
obtenido por medio de la simulación 
 
Tiempo medio de 
servicio 
Tiempo medio de espera en 
cola teórico 
Tiempo medio de espera en cola 
simulación 
1/µ = 0,1 0,011 0,01088 
1/µ = 0,2 0,05 0,049009 
1/µ = 0,3 0,12857 0,125313 
1/µ = 0,4 0,2667 0,26694 
1/µ = 0,5 0,5 0,4933 
1/µ = 0,6 0,9 0,882 
1/µ = 0,7 1,633 1,59812 
1/µ = 0,8 3,2 3,258 
1/µ = 0,9 8,1 8,1706 
 
De forma gráfica se puede observar claramente que la herramienta obtiene 
unos tiempos medios de espera en cola correctos comparados con los 
obtenidos teóricamente. 
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Gráfica 3.3  Comparación entre el tiempo medio de espera en cola teórico y el 
obtenido por medio de la simulación 
 
Utilizando otros valores de ? y  1/µ, tanto la probabilidad de demora como el 
tiempo de espera en cola coinciden con los cálculos teóricos, no se añaden en 
este  documento ya que resultaría redundante. 
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3.2.3 Sistema M/M/C/C 
 
El siguiente sistema que se quiso comprobar fue un sistema M/M/C/C. Se trata 
de una ampliación del ya verificado sistema M/M/1/1 pero extendido para un 
número C  de servidores. 
 
El motivo de querer comprobar este sistema es debido a que nos aparece otro 
término que no existía para sistemas de un solo servidor, el término de ráfaga. 
Entendemos por ráfaga la cantidad de time slots libres consecutivos, donde 
cada time slot se representa por medio de un servidor en nuestro sitema. 
 
Elegimos para la simulación 8 servidores, ya que es el número de time slots del 
que dispone el canal descendente para cada frecuencia de la estación base. 
De forma gráfica lo podemos representar por medio del esquema siguiente: 
 
 
 
Fig. 3.4 Diagrama de la simulación 
 
 
A través de programar en Matlab el sistema, podemos obtener la probabilidad 
de tener n time slots libres consecutivos.  Los parámetros elegidos para la 
simulación son: 
 
 
 
 
Se eligen estos valores porque fijamos la probabilidad de bloqueo del 1%, lo 
que a su vez genera un tráfico de 3,13Erlangs. En la siguiente tabla se muestra 
la comparación entre las probabilidades obtenidas de forma analítica mediante 
el código de Matlab y las obtenidas por nuestro simulador. 
 
Tabla 3.4  Comparación entre la probabilidad de ráfaga teórica y la 
probabilidad de ráfaga del simulador. 
 
Numero slots libres 
consecutivos 
Probabilidad Ráfaga 
Teórica Probabilidad Ráfaga Simulador 
0 0,101 0,101 
1 0,0611 0,0602 
2 0,1303 0,1288 
3 0,1853 0,18052 
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4 0,2006 0,19974 
5 0,1728 0,17535 
6 0,1242 0,13081 
7 0,0716 0,07119 
8 0,0439 0,04315 
 
Representando gráficamente los datos de la tabla anterior podemos observar 
que las probabilidades prácticamente coinciden, con lo que podemos dar por 
válidos los resultados del simulador. 
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Gráfica 3.4  Comparación entre la probabilidad de ráfaga teórica y la 
probabilidad de ráfaga del simulador. 
 
Al igual que para los dos sistema analizados anteriormente se eligen los 
valores de tasa media de llegadas (?)  y tiempo medio de servicio (1/µ) a forma 
de ejemplo, pudiéndose variar estos valores por los que se deseen mientras el 
trafico que generen no saturen el sistema. 
 
El siguiente paso que se siguió en este TFC fue simular un sistema mixto de 
pérdidas y de espera como el que se muestra en la imagen: 
 
 
Fig. 3.5 Esquema del sistema simulado 
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Una vez simulado nos encontramos con el problema que no podíamos 
verificarlo, ya que al tratarse de un sistema híbrido no podíamos ayudarnos de 
las tablas de Erlang al influir dos tráficos con características distintas, uno con 
cola, y otro sin ella. 
 
Para solventar este problema, redujimos la complejidad del sistema, de manera 
que quedara lo suficientemente tratable como para poder representarlo 
mediante diagramas de estados. Si en un sistema se consiguen validar todos 
sus estados, el sistema está totalmente caracterizado y analizado. La parte 
analítica referente al cálculo de la probabilidad de encontrarse en un estado 
está incluida en el anexo de este proyecto. A continuación comentaremos los 
sistemas simulados. 
 
3.2.4 Sistema Híbrido 1 
 
El sistema simulado consta de un servidor al que acceden dos flujos, el flujo de 
voz y el flujo de datos, el denominado flujo de datos además dispone de un 
buffer donde se puede almacenar un radio bloque. Este sistema corresponde al 
siguiente esquema: 
 
 
Fig. 3.6 Esquema del sistema simulado 
 
Al dibujar el diagrama de estados observamos que el sistema consta de 5 
estados diferenciados. Para distinguir cada uno de los estados se usa la 
siguiente nomenclatura: 
 
Pij à  i= Buffer:   0 -> Buffer vacío 
1 -> Buffer lleno 
 
j= Servidor:  0 -> Servidor libre 
  v -> Servidor ocupado en una llamada 
  d -> Servidor ocupado en radio bloque 
 
Después de calcular la probabilidad de cada uno de los estados de este 
sistema de forma analítica, adaptamos nuestro simulador para obtener la 
probabilidad de permanecer en cada uno de los estados, y así compararlos con 
los teóricos (anexo 1). Caracterizamos los dos tipos de tráfico con los 
parámetros siguientes: 
     
   
 
La elección de estos parámetros se hizo para simplificar los cálculos, aunque 
estos parámetros podrían tomar cualquier valor mientras el tráfico generado no 
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sature el sistema. Los resultados que se obtienen son los que se muestran en 
la tabla 3.5 y se representan en la gráfica 3.5. 
 
Tabla 3.5  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
 
Estados Probabilidad Teórica Probabilidad Simulador 
P00 0,30769 0,30725 
P0d 0,25641 0,25418 
P1d 0,12821 0,13087 
P0v 0,20513 0,20604 
P1v 0,10256 0,10164 
 
Con estos resultados podemos garantizar que el simulador se comporta de 
manera correcta y simula a la perfección el sistema descrito, con el gráfico 
vemos que la línea correspondiente a los va lores teóricos se solapa con la 
línea de los datos de la herramienta. 
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Gráfica 3.5  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
3.2.5 Sistema Híbrido 2: 
 
El sistema simulado consta de dos servidores al que acceden dos flujos, el de 
voz y el de datos en un esquema de pérdidas puro. Este sistema corresponde 
al siguiente esquema: 
 
 
 
Fig. 3.7 Esquema del sistema simulado 
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En este caso, la nomenclatura que se usa para definir cada uno de los estados 
varía ligeramente con respecto al mostrado en el apartado anterior. De tal 
forma que queda de la siguiente manera: 
 
Pij à  i= Servidor 1:  0-> Servidor libre 
   v-> Servidor ocupado en una llamada 
   d->Servidor ocupado en radio bloque 
j= Servidor 2:  0-> Servidor libre 
 v-> Servidor ocupado en una llamada 
 d-> Servidor ocupado en radio bloque 
 
Para poder confrontar los valores obtenidos, se decide caracterizar los flujos 
con los siguientes parámetros: 
 
   
    
 
En esta ocasión también los parámetros elegidos son estos para simplificar los 
calculos. El siguiente paso consiste en dibujar el diagrama de estados y 
resolver las ecuaciones (anexo 1). Una vez resuelto el sistema, los resultados 
que se obtienen son los mostrados en la tabla 3.6. 
 
 
Tabla 3.6  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
 
Estados Probabilidad Teórica Probabilidad Simulador 
P00 0,29573 0,29733 
Pv0 0,12235 0,1242 
P0v 0,055263 0,05685 
Pvv 0,0533 0,0556 
Pd0 0,17102 0,1688 
P0d 0,6556 0,0645 
Pdv 0,0675 0,0673 
Pvd 0,07449 0,0718 
Pdd 0,0946 0,0933 
 
El siguiente gráfico corresponde a la representación de los valores mostrados 
en la tabla anterior. Después de observar el gráfico podemos asegurar que la 
herramienta simula de forma satisfactoria el sistema descrito. 
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Gráfica 3.6  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
 
Se realizaron cálculos para varias combinaciones de tiempo medio entre 
llegadas y tiempo medio de servicio para los dos flujos, obteniendo también 
unos valores prácticamente idénticos a los teóricos. 
 
3.2.6 Sistema Hibrido 3 
 
El sistema simulado en este caso consta de dos servidores al que acceden dos 
flujos, el de voz y el de datos, teniendo el flujo de datos además una cola 
donde se puede almacenar un radio bloque. Corresponde al siguiente 
esquema: 
 
 
 
Fig. 3.8 Esquema del sistema simulado 
 
En esta ocasión el sistema aumenta considerablemente la complejidad de 
análisis ya que para nombrar a todos los estados de los que dispone el sistema 
necesitamos tres subíndices: 
 
Pijkà  i= Servidor: 0-> Servidor libre 
   v-> Servidor ocupado en una llamada 
   d-> Servidor ocupado en radio bloque 
  
j= Servidor 0-> Servidor libre 
      v-> Servidor ocupado en una llamada 
      d-> Servidor ocupado en  radio bloque 
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k= Buffer 0-> Buffer vacío 
      1-> Buffer lleno 
 
Seguimos el procedimiento empleado para los dos casos anteriores. 
Asignamos unos valores de tiempo medio entre llegadas y tiempo medio de 
servicio para los dos flujos de la simulación, en este caso: 
 
   
    
 
 
Recordar que al igual que para el resto de sistemas verificados hasta el 
momento que la elección de estos parámetros se hizo para simplificar los 
cálculos, aunque estos parámetros podrían tomar cualquier valor mientras el 
tráfico generado no sature el sistema A continuación en la siguiente tabla se 
muestran los resultados obtenidos tanto de forma teórica como a través del 
simulador. 
 
Tabla 3.7  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
 
Estados Probabilidad Teórica Probabilidad Simulador 
P000 0,271 0,2734 
Pv00 0,0956 0,0976 
P0v0 0,04 0,038 
Pvv0 0,0261 0,02513 
Pvv1 0,0145 0,01486 
Pd00 0,167 0,1648 
P0d0 0,0652 0,0672 
Pdv0 0,054 0,0544 
Pvd0 0,056 0,0574 
Pdv1 0,028 0,0266 
Pvd1 0,0276 0,02703 
Pdd1 0,045 0,0434 
Pdd0 0,112 0,109 
 
 
Y por ultimo expresamos los datos en forma de grafico para observar si los 
datos teóricos con los experimentales concuerdan. 
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Gráfica 3.7  Comparación entre la probabilidad de encontrarse en un estado 
teórica y la obtenida por el simulador 
 
Después de analizar todos estos sistemas y comprobar que la herramienta que 
hemos programado funciona correctamente, ya podemos dar por validada la 
herramienta e implementar tráfico wap y email para luego aplicarles las 
estrategias de scheduling sobre las que trata este TFC y ver las mejoras que 
estas incorporan al funcionamiento del sistema. 
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4. GENERACIÓN TRÁFICO EMAIL 
 
Para la generación del tráfico email nos basamos en los estudios realizados en 
la tesis que realizó Stuckmann[1] en donde caracteriza varios tipos tráficos 
mediante distribuciones estadísticas con sus respectivos valores de medias y 
varianzas. Para el caso de la generación del tráfico email Stuckmann detalla la 
siguiente tabla: 
 
Tabla 4.1  Generación tráfico email por Stuckmann 
  
El único parámetro a definir para el caso del tráfico email corresponde al 
tamaño en bytes del correo electrónico. Basándonos en esta tabla el tamaño de 
los emails se generan en función de los valores de dichas distribuciones 
estadísticas además de un valor constante de 300bytes. 
 
Mediante esta información se han generado valores aleatorios y se han 
almacenado en dos archivos, el primero de ellos corresponde a valores 
aleatorios para generar correos electrónicos de tamaño pequeño, y, en el 
segundo caso, se han almacenado los valores aleatorios correspondientes a la 
generación de emails de tamaño grande.  
 
Hasta ahora nuestra herramienta solo simulaba tráfico de voz caracterizado por 
una distribución poissoniana del tiempo de llegadas y una distribución 
exponencial negativa del tiempo de servicio. El siguiente paso es añadir ,los 
valores correspondientes al tráfico email caracterizado por los parámetros 
relacionados en la tabla 4.1 en el archivo correspondiente. 
 
La implementación que se ha realizado es la siguiente: al ejecutar el simulador 
se carga en memoria los valores almacenados en los ficheros y seguidamente 
se genera la primera petición de descarga del tráfico email. Esta petición 
produce que el sistema decida de forma aleatoria si se genera un email de 
tamaño pequeño o de tamaño grande, pero respetando las proporciones que 
se indica en la tabla 4.1 donde  un 80%  corresponde a  emails de tamaño 
pequeño y un 20% de emails grandes. 
 
Si la decisión tomada es generar un email de tamaño pequeño, tomará un valor 
correspondiente del fichero de distribución de email pequeños y le sumará una 
constante de 300bytes. En cambio si se decide generar un email de tamaño 
grande cogerá un valor correspondiente al fichero de distribución de email 
grande y le sumará también una constante de 300 bytes. En este instante ya se 
conoce el tamaño en bytes del email a descargar. Con el paquete IP generado, 
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el siguiente paso es descargarlo pero para poder ser descargado por el recurso 
radio se requiere fraccionarlo en radio bloques. Cuando todos los radio bloques 
hayan llegado a su destino se habrá descargado todo el email. 
 
El proceso se reinicia para cada nueva llegada de una petición de descarga de 
email, en el sistema se define una variable denominada tiempo_medio_ 
entre_llegadas_email que determina cada cuántos segundos se recibe una 
petición de descarga de email en media. El siguiente diagrama de bloques 
expresa gráficamente el proceso de generación de tráfico email. 
 
 
 
 
Figura 4.1  Esquema de la generación del tráfico email en el simulador 
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5. GENERACIÓN TRÁFICO WAP 
 
5.1 Introducción 
 
WAP (Wireless Aplication Protocol) es un protocolo basado en los estándares 
de Internet que ha sido desarrollado para permitir a teléfonos móviles navegar 
a través de Internet. Con la tecnología WAP se pretende que desde cualquier 
teléfono móvil WAP se pueda acceder a la información que hay en Internet así 
como realizar operaciones de comercio electrónico. Sin embargo, existen 
algunas restricciones a tener en cuenta al diseñar estos servicios para usuarios 
móviles, fundamentalmente debidas a las características de los terminales: 
pantalla significativamente más pequeña que la de un ordenador, teclados más 
limitados que los de un ordenador, limitaciones en la memoria disponible, tanto 
memoria RAM como memoria ROM, y limitaciones en la capacidad del 
procesador, en comparación con la memoria y procesador de un ordenador de 
sobremesa. 
 
A pesar de que un site WAP tiene similitudes con los de una WEB, existen 
algunas diferencias. Por ejemplo, la estructura del código es distinta. Un sitio 
WAP está compuesto de un deck  (sitio wap) y de varias cards (páginas). 
 
El deck es la menor unidad transmitida al móvil y debe ser inferior a 1200bytes 
y está compuesto de varias cards, cada una de ellas representa una página 
visualizada en la pantalla de manera independiente. Una card sería equivalente 
a un hipervínculo en caso de HTML.  
 
Las ventajas que tiene WML (el lenguaje de presentación de contenidos que 
emplea WAP) son, en primer lugar, requierimientos de menos ancho de banda 
que HTML y, en segundo lugar, que requiere menos capacidad de 
procesamiento y memoria. Por el contrario y como contrapartida, el tamaño de 
los decks no puede superar los 1200bytes y la gran cantidad de terminales 
móviles, cada uno con su tamaño de pantalla, teclados y software dificulta su 
implementación. 
 
A continuación detallamos como simulamos tráfico WAP en nuestra 
herramienta. 
 
5.2 Implementación 
 
Al igual que para el caso del tráfico email, nos basaremos en la tesis de 
Stuckmann [1] para definir los parámetros para simular el tráfico WAP en 
nuestra herramienta. Las distribuciones estadísticas que considera Stuckmann 
para el caso de la generación de tráfico WAP se representan en la tabla 5.1. 
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Tabla 5.1  Generación tráfico email por Stuckmann 
 
 
En dicha tabla podemos observar que hay dos parámetros básicos a 
caracterizar, el primero de ellos es la cantidad de decks de los que dispone una 
sesión, que correspondería al número de páginas que visita el cliente antes de 
cerrar la conexión y el segundo al tamaño de cada uno de estos decks 
descargados. 
 
El intervalo entre decks se entiende como el intervalo de tiempo que el usuario 
está leyendo la página y no solicita una nueva descarga. Por otro lado, la 
petición de descarga de un nuevo deck (Get Request) no la consideraremos en 
este TFC ya que solo tratamos en enlace descendente y la petición de 
descarga de un nuevo deck corresponde al enlace ascendente. 
 
El siguiente gráfico muestra el transcurso de una sesión WAP con un número N 
de decks, sus tiempos de lectura y de servicio correspondientes: 
 
 
Figura 5.1  Esquema de una sesión wap 
 
El siguiente paso es introducir el tráfico WAP en nuestra herramienta . Para ello 
la forma de implementarlo es parecida al caso del tráfico email. Al ejecutar el 
simulador se cargan en memoria los ficheros con los valores de las 
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distribuciones estadísticas correspondientes al tráfico WAP y se genera la 
llegada de la primera sesión WAP. Como ya se ha comentado, una sesión 
WAP está formada por un número de decks, este número lo obtiene el 
simulador a partir de los ficheros. Se genera el primer deck con un tamaño en 
bytes x. Para que se pueda transmitir por el medio radio es necesario 
fraccionar el paquete IP en radio bloques y cuando todos los radio bloques se 
hayan servido, la descarga del deck se considera que ha sido satisfactoria. 
 
Una vez descargado el primer deck, se inicia el tiempo de inactividad que 
corresponde al tiempo de lectura por parte del usuario de dicho deck, a 
continuación se genera la próxima llegada del siguiente deck pasado este 
intervalo. Se repite el mismo procedimiento hasta completar el número total de 
decks que tiene la sesión. Cuando se han descargado todos los decks se da 
por terminada la sesión WAP. El proceso se reinicia para cada nueva llegada 
de una sesión WAP, en el sistema se define una variable denominada 
tiempo_medio_entre_llegadas_wap lo que determina cada cuantos segundos 
se recibe una nueva sesión WAP.  
 
El diagrama (figura 5.2) de bloques expresa gráficamente como se implementa 
la generación de tráfico wap en la herramienta: 
 
 
 
Figura 5.2  Esquema de generación tráfico wap en el simulador. 
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6. SHEDULING 
 
6.1 Introducción 
 
Las  redes de comunicación permiten a múltiples usuarios compartir una serie 
de recursos. Los algoritmos de scheduling o planificadores tienen un papel 
importante para proporcionar justicia en el acceso y reparto de los  recursos 
existentes y garantizar parámetros mínimos de servicio para comunicaciones 
con exigencias de QoS más críticas. Los planificadores tienen la función de 
decidir el orden en que se sirven las peticiones de admisión al recurso. 
6.1.1 Porque  necesitamos algoritmos de scheduling? 
 
Actualmente podemos considerar  que las redes transportan dos tipos de 
comunicaciones diferentes. 
  
- Comunicaciones Best-Effort. 
 - Comunicaciones con calidad de servicio (QoS). 
 
Las comunicaciones Best-Effort son aquellas que independientemente del 
funcionamiento de la red son capaces de adaptarse y seguir trabajando 
correctamente. Un ejemplo seria una comunicación FTP. Para que una 
descarga de un fichero por FTP funcione de manera adecuada solamente hay 
que garantizar que sus paquetes llegaran correctamente y no es necesario 
reservar una cantidad de recursos de manera permanente de la red. 
 
En cambio, las comunicaciones con requerimientos de QoS, como el caso de la 
codificación de voz a 64Kbps necesitan como mínimo 64Kbps de manera 
continúa de la red,  y un retardo máximo de 150ms. 
 
La tarea del planificador es clasificar y repartir los recursos de manera eficiente 
para garantizar las necesidades de cada una de las comunicaciones. 
 
6.1.2 Requerimientos 
 
Un algoritmo de scheduling debe satisfacer los siguientes requisitos: 
 
- Fácil implementación 
- Protección y justicia  
- Requerimientos mínimos de QoS 
- Control de admisión sencillo y eficiente. 
 
Estos requisitos pueden ser en parte contradictorios pero cada disciplina de 
servicio ofrece unas ventajas y unos inconvenientes. Según la situación 
algunos de estos requerimientos serán más importantes que otros, la mejor 
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elección será aquella que nos garantice el funcionamiento para el tráfico más 
exigente. 
 
Fácil implementación: 
 
Un caso claro donde se hace necesario que el planificador tenga una fácil 
implementación es en redes de alta velocidad, en cada liberación de un 
servidor, el planificador debe seleccionar el siguiente paquete para transmitir, 
esto puede ocurrir cada pocos milisegundos, en consecuencia hay poco tiempo 
para que el planificador tome una decisión, por lo cual se necesita que el 
algoritmo empleado requiera poca carga computacional para permitir una 
rápida respuesta. 
 
Protección y Justicia: 
 
A cada comunicación se le asignan unos recursos de la red. Definimos justicia 
como el concepto por el cual existe un reparto justo y equitativo de los 
recursos, por los que normalmente se paga una cantidad a la operadora que te 
los subministra y protección es el concepto por el cual no se es vulnerable a 
perder los recursos contratados por el mal comportamiento de otras 
comunicaciones. 
 
Requerimientos mínimos de QoS: 
 
Para comunicaciones con necesidades de QoS, el planificador tiene que ser 
capaz de otorgarle a estos tráficos los requerimientos mínimos para su correcto 
funcionamiento. Por ejemplo aquellas aplicaciones que requieren un ancho de 
banda mínimo el planificador debe ser capaz de reservarles ese ancho de 
banda necesario, un retardo máximo extremo a extremo, un porcentaje de 
pérdidas máximo o un jitter determinado. 
 
Control de admisión sencillo y eficiente: 
 
El planificador empleado debe implementar un control de admisión sencillo. Se 
encargara de decidir si permite el acceso de una nueva comunicación acorde a 
la capacidad de la red, si la acepta esta no tiene que hacer peligrar el resto de 
comunicaciones activas, y tampoco denegarla si no es necesario para no 
infrautilizar la red. 
 
En las siguientes líneas nos centraremos en los algoritmos aplicados en 
nuestra herramienta para este TFC 
 
6.2 Disciplina de servicio NEDF (Normalized Earliest Dead 
First). 
 
La disciplina NEDF aplicada en este TFC es un caso particular de la disciplina 
EDF (Earliest Dead First). Por este motivo detallaremos primero las 
características de la disciplina EDF, y seguidamente, el caso particular de la 
NEDF. 
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El funcionamiento de la disciplina EDF es el siguiente, se asigna a cada 
paquete de una conexión un plazo máximo antes del cual debe ser transmitido, 
de manera que, el parámetro discriminador para decidir cual de los paquetes 
debe ganar el acceso será el tiempo que le resta para alcanzar el plazo 
máximo de servicio, con lo que el planificador dará prioridad a aquel paquete 
que este más próximo de cumplir el plazo máximo. El plazo Di para el paquete 
k de la conexión i se define como: 
 
           (6.1) 
 
Donde  es el instante de entrada en el sistema del paquete k y donde di  es la 
cota del retardo máximo que se permite a los paquetes de la conexión i.  
 
Para que sea posible transmitir todos los paquetes antes de que venza su 
plazo se parte de la premisa que el tráfico de entrada de cada conexión i esta 
restringido por un leaky bucket de parámetros (s i , ?i) y las cotas de retardo ( 
d1,d2…dN), cumplen que  d1=d2 =… =dN  y que: 
 
 
           (6.2) 
 
            
(6.3) 
 
 
Donde: 
 
 Lmax = Longitud máxima del paquete 
 r = Tasa del enlace 
 s 1 = Ráfaga máxima primer flujo 
 s 2 = Ráfaga máxima segundo flujo 
 ?1 = Trafico ofrecido por el flujo 1. 
 
Como se ha comentado antes, en EDF se transmite primero el paquete con el 
valor   menor, pero esto no significa que sea el paquete que lleve 
más tiempo en espera en e l sistema. La función de prioridad es calculada por la 
siguiente ecuación: 
 
 
           (6.4) 
 
Con esta ecuación lo que se consigue es normalizar el tiempo de espera en 
cola de cada paquete con respecto al tiempo máximo que puede permanecer 
en cola. 
 
De manera que  el paquete de una comunicación i al entrar en el sistema parte 
desde un valor de prioridad igual a 1 y con el avance del tiempo este valor va 
disminuyendo a una velocidad que depende de la cota de retardo máximo 
definida para esta comunicación. Por lo tanto, para el caso de la NEDF, el 
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paquete más prioritario será aquel con un valor de prioridad menor (más 
próximo a cero). 
 
En la siguiente figura aparece un ejemplo de cómo la disciplina NEDF actúa, en 
los instantes ao y a1 se producen dos llegadas  con cotas de retardo máximo d0 
y d1 respectivamente. Como d1 < d0 hay un instante to  a partir de donde a1 tiene 
mayor prioridad aun habiéndose producido su llegada mas tarde que ao. 
 
 
Figura 6.1  Asignación de prioridad en NEDF 
 
6.2.1 Verificación disciplina NEDF 
 
Para asegurarnos que la implementación de que la disciplina de servicio NEDF 
funciona correctamente en nuestro simulador calcularemos analíticamente los 
tiempos medios de espera. Para facilitar el calculo analítico escogeremos un 
sistema lo mas simplificado posible. El sistema elegido es el siguiente: 
 
 
 
Figura 6.2  Diagrama del sistema simulado para verificar la disciplina NEDF 
 
Para simular un sistema que fuera  contrastable teóricamente con los 
resultados obtenidos por la herramienta necesitamos fijar el tiempo de servicio 
de los paquetes (en la herramienta se usaba un tiempo medio de servicio 
poissoniano). 
 
Se trata de un sistema con dos tráficos y un solo servidor, a uno le hemos 
llamado tráfico de voz y al otro tráfico de datos, cada uno de ellos con una cola 
infinita.  
 
6.2.1.1 Calculo tiempo máximo de espera en cola: 
 
El primer aspecto a determinar para aplicar esta disciplina de cola son los 
tiempos de espera máximos que se fijan para cada una de las colas. En este 
documento mostraremos únicamente las formulas finales usadas. 
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Como se ha comentado en líneas anteriores, si cada conexión esta restringida 
por un leaky bucket, se puede asegurar una tasa máxima de llegadas por 
unidad de tiempo y por lo tanto una cota de retardo máximo. En nuestra 
herramienta esto no se cumple, ya que se usa una tasa media de llegadas 
poissoniana con lo cual no puedes garantizar una tasa máxima de llegadas por 
unidad de tiempo por la naturaleza del tráfico poissoniano. La aproximación 
que se realiza es tomar un valor de s1, s 2  suficiente para adaptarnos a las 
posibles ráfagas que genere el tráfico poissoniano. 
 
Como se indicó anteriormente, el tiempo máximo en cola para la cola más 
restrictiva se describe por la siguiente ecuación: 
 
 
           (6.5) 
 
El tiempo máximo en cola de la segunda cola (datos) vendrá influenciada por el 
valor anterior. La expresión que la caracteriza es la siguiente: 
 
 
 
           (6.6) 
 
 
6.2.1.2 Calculo del tiempo medio de espera en cola: 
 
Tomaremos s 1 = s 2  = 5, con lo que  
 
 
 
 
Además, para calcular el tiempo medio de espera en cola se definen los 
siguientes parámetros: 
 
- W0 : tiempo de espera provocado por un paquete que se esta 
cursando en ese instante. 
- W1: tiempo de espera en la cola más restrictiva ( en este caso voz ) 
- W2: tiempo de espera en la cola menos restrictiva (en este caso 
datos). 
 
 
Las ecuaciones correspondientes a cada uno de estos parámetros son: 
 
 
(6.7) 
 
 
                 (6.8) 
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          (6.9) 
 
 
Los dos tráficos generados los caracterizamos de la siguiente manera:  
 
Tráfico voz: 
 
Tasa media de llegadas (Poisson)(?v) =  fijo a 0.25 
Tiempo de servicio (fijo) (1/µ) = 1 seg 
 
Tráfico datos: 
 
Tasa media de llegadas (Poisson)(?d) =   variable (ver tabla) 
Tiempo de servicio (fijo)(1/µ) = 1 seg 
 
Con todos estos parámetros ya tenemos los necesarios para obtener los 
tiempos medios de espera en cola analíticamente y compararlos con los 
obtenidos por el simulador. 
 
Los resultados referentes al tiempo medio de espera en la cola de voz (W1) 
obtenidos son los siguientes: 
 
Tabla 6.1  Comparación del tiempo medio teórico de espera en cola W1 con el 
tiempo medio de espera en cola obtenido por el simulador. 
 
? datos W1 teórico W1 simulador 
?= 0.1 0.245 0.255 
?= 0.2 0.341 0.365 
?= 0.3 0.47 0.52 
?= 0.4 0.663 0.72 
?= 0.5 1 1.09 
?= 0.6 1.771 2 
?= 0.7 5.588 5.31 
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Gráfica 6.1  Comparación del tiempo medio teórico de espera en cola W1 con 
el tiempo medio de espera en cola obtenido por el simulador. 
 
Como se puede observar los valores son prácticamente idénticos exceptuando 
el ultimo valor para  ?d = 0.7. Consideramos este valor aceptable, el sistema 
esta al borde de la saturación ya que el tráfico ofrecido es 0.95 estando el valor 
de saturación en 1. Además hay que tener en cuenta la aproximación utilizada 
para poder verificar el algoritmo de la NEDF debido a  que en nuestro sistema 
no existe un leaky bucket sino una distribución de llegadas poissonianas. 
 
Los resultados referentes al tiempo medio de espera en la cola de voz (W2) 
obtenidos son los siguientes: 
 
Tabla 6.2  Comparación del tiempo medio teórico de espera en cola W2  con el 
tiempo medio de espera en cola obtenido por el simulador. 
 
? datos W2 teórico W2 simulador 
?= 0.1 0.33 0.365 
?= 0.2 0.495 0.477 
?= 0.3 0.796 0.72 
?= 0.4 1.09 1.073 
?= 0.5 1.75 1.759 
?= 0.6 3.275 3.61 
?= 0.7 10.897 10.13 
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Gráfica 6.2  Comparación del tiempo medio teórico de espera en cola W2  con 
el tiempo medio de espera en cola obtenido por el simulador. 
 
De la misma manera que en la cola anterior, el ultimo valor para ?d = 0.7 difiere 
un poco del valor teórico esperado. Cuya explicación es la misma del caso 
anterior, el sistema esta al borde de la saturación. 
 
6.2.1.3  Comprobación NEDF trabajando como FIFO: 
 
Otro método que se utilizó para comprobar el buen funcionamiento de NEDF 
fue hacerlo funcionar como una FIFO. Se puede comprobar con las formulas 
anteriores que para valores de D1 = D2, la disciplina NEDF se comporta como 
una FIFO. Por ejemplo, para: 
 
 
 
Al tomar el mismo valor D1 y D2  las ecuaciones para calcular los tiempos de 
espera en cola quedan simplificadas de la siguiente manera:  
 
 
        (6.10) 
 
 
El siguiente gráfico compara los resultados obtenidos de aplicar la NEDF con 
los valores comentados y los obtenidos usando una cola FIFO. 
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Gráfica 6.3  Comparación del tiempo medio de espera en cola W1 usando la 
NEDF como FIFO 
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Gráfica 6.4  Comparación del tiempo medio de espera en cola W2 usando la 
NEDF como FIFO 
 
Como se observa en las gráficas coinciden a la perfección. Es un dato más que 
nos indica que nuestra implementación del a NEDF es correcta. 
 
6.3 Disciplina de servicio SCFQ (Self-Clocked Fair Queuing) 
 
El funcionamiento de la disciplina de servicio SCFQ es totalmente diferente al 
de la NEDF. Lo que se pretende con esta disciplina es asegurar la reserva de 
ancho de banda lo cual a su vez garantiza una cota de retardo y proporcionar 
protección contra otros flujos 
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Para ello, SCFQ se basa en la idea de que se dispone de un servidor que 
opera a una tasa constante. El mecanismo que se usa para multiplexar todas 
las comunicaciones que requieren acceso sobre el servidor es asignándoles un 
parámetro llamado peso, cuyo valor determina como las diferentes 
comunicaciones pueden acceder al recurso. Para cada uno de los clientes que 
entran en el sistema se les calcula una marca temporal, mediante la siguiente 
ecuación. 
 
 
           (6.11) 
 
Donde: 
 = Marca temporal del paquete k de la comunicación i. 
 = Longitud del paquete a transmitir. 
  = Peso asignado a la comunicación i. 
 = Marca temporal del paquete k-1 de la comunicación i. 
 = Marca temporal del  último paquete que se ha servido. 
 
El parámetro peso (ri) representa que porcentaje del enlace se reserva para 
una comunicación en concreto. Al resultado del factor li / ri  se le añade el 
máximo entre la marca temporal del paquete anterior de esa comunicación y la 
marca temporal del último paquete servido.  El motivo de calcular este máximo 
es que, una comunicación que ha permanecido un periodo de tiempo sin 
transmitir, tendría su marca temporal anterior, con un valor muy pequeño y 
hasta que  alcanzara el valor actual de las marcas de otras 
comunicaciones podría monopolizar el canal creando injusticia. Añadiendo el 
cálculo de ese máximo evitamos este efecto. Para decidir que paquete se 
merece el acceso al medio, el planificador consulta la marca temporal del 
cliente de cada  cola y otorga prioridad al cliente con la marca temporal menor.  
 
Para verificar el correcto funcionamiento del algoritmo SCFQ simulamos un 
sistema sencillo, dos flujos (voz y datos) con sus respectivas colas y un único 
servidor.  
 
 
 
Figura 6.3  Diagrama del sistema simulado para verificar la disciplina NEDF 
 
Como ya hemos dicho la SCFQ garantiza que el ancho de banda reservado 
para una comunicación no será ocupado por otros tráficos. Pero en el caso que 
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haya recursos disponibles un flujo puede ocupar mas ancho de banda del que 
tenía estrictamente reservados. El procedimiento que seguimos en esta 
verificación es ver que ocurre mientras el sistema no esta saturado y observar 
también que ocurre cuando el sistema esta saturado. Los parámetros de los 
dos flujos que utilizamos para esta simulación son los siguientes: 
 
Tráfico voz: 
 
Tasa media de llegadas (Poisson)(?v) =  fijo a 0.25 
Tiempo de servicio (fijo) (1/µ) = 1 seg 
Peso = 0.7 
 
Tráfico datos: 
 
Tasa media de llegadas (Poisson)(?d) =   variable (ver tabla) 
Tiempo de servicio (fijo) (1/µ) = 1 seg 
Peso = 0.3 
 
En la siguiente tabla se recopilan los datos obtenidos de la simulación: 
 
 
Tabla 6.3  Resultados SCFQ 
 
? datos Tráfico cursado 
voz 
Tráfico cursado 
datos 
Tiempo espera en 
cola voz 
Tiempo espera en 
cola datos 
?= 0.5 0.25 0.5 0.594 2.01 
?= 0.6 0.25 0.6 0.594 4.17 
?= 0.7 0.25 0.697 0.69 11.74 
?= 0.8 0.25 0.75 0.78 23.24 
?= 0.9 0.25 0.75 0.825 53.4 
 
Se observa como mientras el servidor es capaz de absorber el tráfico de datos 
este era cursado aún superando su reserva de canal que es del 30%, pero en 
el momento que no era capaz de cursar todo el tráfico, se limitaba a garantizar 
el 70% del enlace para el tráfico de voz (en este caso el tráfico de voz solo 
necesitaba el 25% del enlace, por lo tanto ese 25% de tráfico es cursado 
íntegramente) y luego intenta cursar lo máximo de tráfico de datos que le 
permite el enlace (hasta el 75% restante) y el resto es descartado. 
 
Con estos resultados podemos dar por buena la implementación en nuestra 
herramienta de la planificación SCFQ ya que cumple la función de reservar 
ancho de banda y proveer de protección frente a comportamientos 
malintencionados de otros flujos. 
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7. RESULTADOS 
 
El proceso que se ha seguido en este TFC antes de obtener los resultados 
finales ha sido, primero validar la herramienta, después detallar los parámetros 
y generación del tráfico email y wap e implementarlo y por ultimo decidir que 
disciplinas de servicio utilizaríamos y exponer las características y 
funcionamiento de estas. Con todos estos puntos alcanzados con éxito 
estamos en disposición de obtener resultados y analizarlos. 
 
El esquema definitivo del simulador realizado se trata de un flujo de voz, un 
tráfico email y por ultimo un tráfico wap cada uno con su respectiva cola. El 
sistema consta de 8 servidores y en caso de encontrarse todos ocupados se 
recurrirán al planificador para que mediante la disciplina de servicio 
seleccionada determine el  acceso al medio para los diferentes flujos. 
 
 
 
Figura 7.1  Diagrama del sistema simulado final 
 
7.1 Resultados de la simulación empleando la disciplina de 
servicio NEDF 
 
El objetivo es ver de qué manera influye el uso de una u otra disciplina de 
servicio u otra en términos de retardo. En el caso de la disciplina de servicio 
NEDF, como ya se dijo anteriormente, se define para cada cola un parámetro 
que indica el tiempo máximo que un paquete permanecerá en esa cola. A 
continuación pasamos a analizar de qué manera influye en el sistema el 
empleo de NEDF. 
 
Para ello fijamos el parámetro de tiempo máximo en cola de dos de los tres 
tráficos en un valor igual a 10 segundos y el tercero lo variamos desde 1 
segundo hasta 10 segundos, de manera que podemos observar como varia el 
retardo medio del tercer flujo a medida que va perdiendo prioridad (o sea, que 
se va aumenta el tiempo máximo en cola para ese flujo). Este proceso se 
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repetirá para cada una de las colas para ver como responde cada flujo al variar 
el tiempo máximo de  espera en cola. 
 
El objetivo de escoger esos valores de tiempo máximo en cola era para dar 
diez veces mas prioridad a un flujo respecto a los otros dos y no para asegurar 
un retardo inferior a 10 segundos, ya que, luego nos facilita la comparación con 
la disciplina SCFQ. Los parámetros característicos elegidos en esta simulación 
para cada tráfico son los siguientes: 
 
Parámetros tráfico voz: 
?voz = 1 llegadas / s 
1/µvoz = 1.5 s 
TO = 1.5 Er 
Parámetros tráfico email: 
?email = 1 llegadas / s 
1/µradiobloque = amaño radio bloque/velocidad tx = 456/21400 = 0.021308 s 
TO = 1.977 Er 
Parámetros tráfico wap: 
?wap = 1 llegadas / s 
1/µradiobloque = = 456/21400 = 0.021308 s 
TO = 0.290 Er 
 Probabilidad de bloqueo = 33.58% 
 
Se eligieron esos parámetros porque daban nos interesaba tener una 
probabilidad de bloqueo elevada para que el planificador tuviera que intervenir 
constantemente durante la simulación y analizar los resultados de usar la 
disciplina NEDF .La siguiente tabla y posterior gráfica corresponden a fijar el 
valor de espera máximo de los tráficos de email y wap e ir incrementando el 
valor de espera máximo para el tráfico de voz. 
 
Tabla 7.1  Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola de voz. 
 
Tiempo 
máximo en la 
cola de voz 
Tiempo 
máximo en la 
cola de email 
Tiempo 
máximo en la 
cola de  wap 
Espera 
media en la 
cola de  voz 
Espera 
media en la 
cola de email 
Espera 
media en la 
cola de wap   
1 10 10 0,0215433 0,1815926 0,173835 
2 10 10 0,0380463 0,181525 0,1696047 
3 10 10 0,0559977 0,1808997 0,1662012 
4 10 10 0,0698718 0,1752324 0,1599275 
5 10 10 0,0892152 0,1722021 0,1652249 
6 10 10 0,1046627 0,1704002 0,160612 
7 10 10 0,1182878 0,1669956 0,1559246 
8 10 10 0,1289516 0,1647132 0,1518449 
9 10 10 0,1422184 0,1618428 0,1515861 
10 10 10 0,1549926 0,1552067 0,141797 
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Gráfica 7.1 Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola de voz. 
 
Las observaciones que podemos extraer de la gráfica son que a medida que se 
aumenta el tiempo máximo de espera en cola del tráfico de voz el retardo sube 
significativamente. También se observa que a medida que el tráfico de voz 
tiene menos prioridad la demora en cola para email y wap va disminuyendo 
ligeramente. Además, en el momento que los tres flujos tienen como máximo 
10 segundos para salir de la cola, los tiempos de demora son prácticamente 
iguales, lo que nos demuestra que la disciplina NEDF esta trabajando de 
manera correcta. 
 
A continuación se fijan los valores máximos de espera en cola para el tráfico de 
voz y wap y se va aumentando progresivamente el valor máximo de espera en 
cola para el tráfico email desde 1 segundo hasta llegar a 10 segundos. 
 
Tabla 7.2 Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola  de email. 
 
Tiempo 
máximo en la 
cola de voz 
Tiempo 
máximo en la 
cola de email 
Tiempo 
máximo en la 
cola de  wap 
Espera 
media en la 
cola de voz 
Espera 
media en la 
cola de email 
Espera 
media en la 
cola de  wap 
10 1 10 0,1974618 0,1400227 0,181574 
10 2 10 0,1874342 0,1428828 0,1759014 
10 3 10 0,1900595 0,147158 0,1810363 
10 4 10 0,170184 0,1412795 0,1662359 
10 5 10 0,1765052 0,1539576 0,1668542 
10 6 10 0,1721889 0,1552631 0,1617012 
10 7 10 0,1694212 0,1577783 0,1598075 
10 8 10 0,1641893 0,1529526 0,1582366 
10 9 10 0,1616709 0,1547329 0,1529538 
10 10 10 0,1549926 0,1552067 0,141797 
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Gráfica 7.2  Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola de email. 
 
El tráfico email es el que genera más volumen de información y además en 
forma de grandes ráfagas, ya que la llegada de un email produce que del 
fraccionamiento se obtengan  gran cantidad de radio bloques. Justificamos de 
esta manera que la variación del tiempo máximo en cola no tenga 
repercusiones muy destacables. Debido a las elevadas ráfagas es difícil reducir 
mucho el retardo. Aunque no se reduzca mucho la demora en la cola de email 
se observa que el hecho que tengo menos prioridad afecta en los otros dos 
flujos reduciendo el retardo en cola. 
 
Se ha comprobado también que para simulaciones con una probabilidad de 
bloqueo mayor, la variación del retardo en cola para el flujo de email aplicando 
NEDF es más significativa. 
 
Por último queda variar el valor máximo de espera en cola de wap y fijar el de 
voz y email, que corresponden a los siguientes datos: 
 
Tabla 7.3  Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola wap. 
 
Tiempo 
máximo en la 
cola de voz 
Tiempo 
máximo en la 
cola de email 
Tiempo 
máximo en la 
cola de wap 
Espera 
media en la 
cola de voz 
Espera 
media en la 
cola de email 
Espera 
media en la 
cola wap 
10 10 1 0,1676119 0,1646817 0,046497 
10 10 2 0,1639381 0,1662352 0,0337446 
10 10 3 0,1595476 0,1583517 0,0466543 
10 10 4 0,1699407 0,1689321 0,0648881 
10 10 5 0,1531971 0,1532924 0,0739983 
10 10 6 0,1596798 0,169403 0,0923722 
10 10 7 0,1527174 0,1534546 0,1028872 
10 10 8 0,1562244 0,1635893 0,1184097 
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10 10 9 0,1581006 0,1554565 0,1346999 
10 10 10 0,1549926 0,1552067 0,147797 
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Gráfica 7.3  Tiempos medios de espera en cola obtenidos de la simulación 
usando NEDF y variando el parámetro de espera máximo en la cola wap. 
 
De la gráfica se extrae que a medida que el tráfico wap es menos prioritario el 
tiempo de demora en cola para los decks aumenta de manera destacada 
mientras que el retardo en cola de tanto voz como email se mantiene más o 
menos constante. En la simulación donde los tres flujos tienen un valor de 
retardo de 10, los resultados obtenidos son prácticamente idénticos, lo que es 
una señal de que NEDF funciona bien. 
 
7.2 Resultados de la simulación empleando la disciplina de 
servicio SCFQ 
 
Después de analizar el comportamiento de la disciplina NEDF toca el turno a la 
SCFQ. Recordamos con  el caso de la SCFQ se asignaba un valor denominado 
peso que determinaba que porcentaje del enlace se reservaba para una 
comunicación en concreto. El procedimiento para analizar la SCFQ será subir 
el peso de un tráfico desde 0.1 hasta 0.9 y asignar el restante a partes iguales 
entre los dos otros tráficos. 
 
Los parámetros característicos elegidos en esta simulación para cada tráfico 
son los siguientes: 
 
Parámetros tráfico voz: 
?voz = 1 llegadas / s 
1/µvoz = 1.5 s 
TO = 1.5 Er 
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Parámetros tráfico email: 
?email = 1 llegadas / s 
1/µradiobloque = tamaño radio bloque/velocidad tx =456/21400 = 0.021308 s 
TO = 1.977 Er 
Parámetros tráfico wap: 
?wap = 1 llegadas / s 
1/µradiobloque = 456/21400 = 0.021308 s 
TO = 0.290 Er 
 Probabilidad de bloqueo = 33.58% 
 
Se eligieron esos parámetros porque daban nos interesaba tener una 
probabilidad de bloqueo elevada para que el planificador tuviera que intervenir 
constantemente durante la simulación y analizar los resultados de usar la 
disciplina SCFQ.  
 
Empezamos analizando que ocurren cuando variamos el peso del tráfico de 
voz. Se muestran los resultados en la siguiente tabla: 
 
Tabla 7.4  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de voz. 
 
Reserva 
enlace para 
voz (%) 
Reserva 
enlace para 
email (%) 
Reserva 
enlace para 
wap (%) 
Espera 
media en la 
cola de voz 
Espera 
media en la 
cola de email 
Espera 
media en la 
cola wap 
0,1 0,45 0,45 0,21462064 0,1539414 0,0892755 
0,2 0,4 0,4 0,20640396 0,1604067 0,0974293 
0,3 0,35 0,35 0,17200062 0,1528641 0,0929406 
0,4 0,3 0,3 0,1444846 0,1667127 0,0952338 
0,5 0,25 0,25 0,11881118 0,1692434 0,0950959 
0,6 0,2 0,2 0,11867102 0,1691919 0,0989942 
0,7 0,15 0,15 0,11585756 0,1711123 0,1024286 
0,8 0,1 0,1 0,1115083 0,1644692 0,0996664 
0,9 0,05 0,05 0,1115083 0,1644692 0,0996675 
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Gráfica 7.4  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de voz. 
 
En la gráfica observamos que a medida que aumenta el peso asignado para el 
tráfico de voz disminuye la demora de las llamadas en media, ya que, al tener 
más porcentaje del enlace reservado, la llamada obtiene una prioridad mayor 
que en los otros casos. Por otro lado los retardos de email y wap se mantienen 
en niveles parecidos en todos los casos. 
 
A continuación modificaremos el peso asignado a la comunicación de email y 
comentaremos los resultados obtenidos: 
 
Tabla 7.5  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de 
email. 
 
Reserva 
enlace para 
voz (%) 
Reserva 
enlace para 
email (%) 
Reserva 
enlace para 
wap (%) 
Espera 
media en la 
cola de voz 
Espera 
media en la 
cola de email 
Espera 
media en la 
cola de wap 
0,45 0,1 0,45 0,10801325 0,1738482 0,0503405 
0,4 0,2 0,4 0,12084316 0,1771969 0,0656808 
0,35 0,3 0,35 0,14435973 0,1601754 0,0741479 
0,3 0,4 0,3 0,18037585 0,1540569 0,0944205 
0,25 0,5 0,25 0,18989954 0,1561508 0,1080594 
0,2 0,6 0,2 0,19653327 0,1449511 0,1121706 
0,15 0,7 0,15 0,2045205 0,1481951 0,1127714 
0,1 0,8 0,1 0,19390161 0,1428241 0,1163277 
0,05 0,9 0,05 0,19559934 0,1401982 0,1130044 
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Gráfica 7.5  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de 
email. 
 
Como pasaba también con la NEDF el tráfico email no disminuye 
significativamente, pero el efecto de que tenga más o menos prioridad si es 
visible en los otros dos flujos, produciendo que estos tengan más o menos 
demora según la cantidad de enlace que sea reserva para email. Como ya se 
dijo, eso es debido a que se trata de un tráfico que genera ráfagas elevadas de 
radio bloques siendo difícil reducir mucho su retardo, si bien en casos de 
sistemas con mayor probabilidad de bloqueo se reduce de manera mucho mas 
destacable. 
 
Por ultimo, se analizan los resultados obtenidos de variar el peso asignado a la 
comunicación wap. 
 
Tabla 7.6  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de wap. 
 
Reserva 
tráfico voz 
Reserva 
tráfico 
email 
Reserva 
tráfico wap 
Espera media 
en cola de voz 
Espera media 
en cola de 
email 
Espera media 
en cola de 
wap 
0.45 0.45 0.1 0.1378 0.1360 0.11641 
0.4 0.4 0.2 0.14369 0.1555 0.0619 
0.35 0.35 0.3 0.1364 0.1432 0.0835 
0.3 0.3 0.4 0.13767 0.1525 0.0666 
0.25 0.25 0.5 0.14369 0.1555 0.0619 
0.2 0.2 0.6 0.14097 0.1551 0.0526 
0.15 0.15 0.7 0.13712 0.1510 0.04832 
0.1 0.1 0.8 0.14053 0.1503 0.04767 
0.05 0.05 0.9 0.13973 0.1487 0.0496 
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Gráfica 7.6  Tiempos medios de espera en cola obtenidos de la simulación 
usando SCFQ y variando el parámetro de reserva de enlace en la cola de wap. 
 
En este caso, a medida que el peso específico para el tráfico wap aumenta 
genera que los decks sean más prioritarios consiguiendo que en media, los 
tiempos de demora disminuyan en relación a un mayor  peso asignado. Por 
otro lado los tiempos de espera de voz y wap se mantienen estables. Se 
explica por un lado que los tiempos de demora de wap sean tan bajos y que 
además no aumenten los tiempos de espera en cola de voz y email en que el 
tráfico ofrecido por wap es mucho mas pequeño que los otros dos flujos, de 
manera que el enlace esta disponible la mayoría de veces para email y voz 
aunque wap tenga una reserva del enlace muy alta. Por otro lado el tener una 
reserva de enlace muy por encima de lo que realmente necesita provoca que 
sus tiempos de espera en cola sean muy reducidos. 
 
7.3 Comparación entre NEDF y SCFQ. 
 
Una vez extraídos los resultados de aplicar en el sistema las disciplinas NEDF 
y SCFQ se hace necesaria una comparación de ambas para sacar 
conclusiones de cual de ellas funciona mejor. Para compararlas cogeremos los 
datos obtenidos en los apartados anteriores.  Se opina sobre cual de las dos 
disciplinas funciona mejor, recordamos que los parámetros que hemos usado 
para cada flujo son: 
 
Parámetros tráfico voz: 
?voz = 1 llegadas / s 
µvoz = 1.5 s 
TO = 1.5 Er 
Parámetros tráfico email: 
?email = 1 llegadas / s 
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µradiobloque = tamaño radio bloque / velocidad tx = 456/21400 = 0.021308 s 
TO = 1.977 Er 
Parámetros tráfico wap: 
?wap = 1 llegadas / s 
µradiobloque = = 456/21400 = 0.021308 s 
TO = 0.290 Er 
 
Para otros valores, los resultados varían ya que la cantidad de tráfico que 
genere cada flujo también varia, pero nos servirá para ver en que condiciones 
en concreto cada disciplina funciona mejor. 
 
En primer lugar se cogieron los resultados de tiempo de espera en la cola de 
voz obtenidos usando la disciplina NEDF cuando se variaba el parámetro de 
tiempo máximo de espera en la cola de voz y lo contrastaremos con los 
resultados obtenidos de espera media en la cola de voz usando la disciplina 
SCFQ cuando se variaba la reserva del enlace para el flujo de voz. Por ultimo 
también se contrastan con los valores que se obtienen si se usa FIFO para ver 
si realmente resulta beneficiosa emplear estas disciplinas. 
 
Tabla 7.7  Comparación del tiempo medio de espera en la cola de voz  
aplicando NEDF, SCFQ y FIFO. 
 
 NEDF SCFQ FIFO 
+ prioridad al tráfico voz 0,0215433 0,1115083 0,15499 
 0,03804625 0,1115083 0,15499 
 0,05599773 0,11585756 0,15499 
 0,06987177 0,11867102 0,15499 
 0,08921519 0,11881118 0,15499 
 0,1046627 0,1444846 0,15499 
 0,11828785 0,17200062 0,15499 
 0,12895156 0,20640396 0,15499 
- prioridad al  tráfico voz 0,14221836 0,21462064 0,15499 
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Gráfica 7.7  Comparación del tiempo medio de espera en la cola de voz  
aplicando NEDF, SCFQ y FIFO. 
Resultados  47 
 
Podemos observar que la disciplina que obtiene mejores resultados es NEDF. 
En ningún momento supera el valor de retardo que obtendríamos en caso de 
usar FIFO ni tampoco supera el valor de retardo aplicando SCFQ. Si en nuestro 
sistema quisiéramos conseguir el mínimo retardo posible para el tráfico de voz 
la mejor opción seria elegir la disciplina NEDF. 
 
Por otro lado la SCFQ funciona bien hasta un cierto umbral, a partir del cual la 
reserva para el enlace de voz es insuficiente para absorber el tráfico ofrecido 
de forma eficiente e incluso en ese punto aplicar FIFO seria más beneficioso. 
 
En segundo lugar cogeremos los resultados de tiempo de espera en la cola de 
email obtenidos usando la disciplina NEDF cuando se variaba el parámetro de 
tiempo máximo de espera en la cola de email y lo contrastaremos con los 
resultados obtenidos de espera media en la cola de email usando la disciplina 
SCFQ cuando se variaba la reserva del enlace para el flujo de email. 
Juntamente con los valores que se obtendrían de usar únicamente FIFO. 
 
Tabla 7.8  Comparación del tiempo medio de espera en la cola de email 
aplicando NEDF, SCFQ y FIFO. 
 
 NEDF SCFQ FIFO 
+ Prioridad al tráfico de email 0,14000227 0,1401982 0,15552067 
 0,1428828 0,1428241 0,15552067 
 0,147158 0,1481951 0,15552067 
 0,1412795 0,1449511 0,15552067 
 0,1539576 0,1561508 0,15552067 
 0,1552631 0,1540569 0,15552067 
 0,1577783 0,1601754 0,15552067 
 0,1529526 0,1771969 0,15552067 
- Prioridad al tráfico de email 0,1547329 0,1738482 0,15552067 
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Gráfica 7.8  Comparación del tiempo medio de espera en la cola de email 
aplicando NEDF, SCFQ y FIFO. 
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Para los valores elegidos el hecho de usar NEDF o SCFQ en el caso del flujo 
de email no resulta muy beneficioso ya que apenas hay variación entre usar 
estas o usar FIFO. El motivo de porque ocurre esto ya se argumentó en el 
apartado anterior y era debido por la naturaleza a ráfagas del tráfico. también 
se comento que para sistemas con mayor saturación si se notaban cambios de 
usar NEDF o SCFQ respecto FIFO. Por otro lado, en caso de tener que elegir 
seria mejor NEDF ya que en ningún caso supera FIFO, mientras que con 
SCFQ los últimos valores son peores que con FIFO al no reservar suficientes 
recursos. 
 
En último lugar cogeremos los resultados de tiempo de espera en la cola de 
wap obtenidos usando la disciplina NEDF cuando se variaba el parámetro de 
tiempo máximo de espera en la cola de wap y lo contrastaremos con los 
resultados obtenidos de espera media en la cola de wap usando la disciplina 
SCFQ cuando se variaba la reserva del enlace para el flujo de wap. Y para ver 
la utilidad de usar scheduling se compara con los valores que se obtendrían de 
usar únicamente FIFO. 
 
Tabla 7.9  Comparación del tiempo medio de espera en la cola de wap 
aplicando NEDF, SCFQ y FIFO. 
 
 NEDF SCFQ FIFO 
+ Prioridad al tráfico wap 0,046497 0,0528335 0,14179 
 0,0337446 0,0508678 0,14179 
 0,0466543 0,1127714 0,14179 
 0,0648881 0,0545018 0,14179 
 0,0739983 0,0648123 0,14179 
 0,0923722 0,0944205 0,14179 
 0,1028872 0,0741479 0,14179 
 0,1184097 0,0656808 0,14179 
- Prioridad al tráfico wap 0,1346999 0,1380864 0,14179 
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Gráfica 7.9  Comparación del tiempo medio de espera en la cola de wap 
aplicando NEDF, SCFQ y FIFO. 
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Para el caso del tráfico wap la mejor elección seria elegir la disciplina SCFQ, ya 
que, debido a que genera poco volumen de información, el hecho de reservarle 
una cantidad de recursos y que ocupe pocos de ellos, SCFQ le asigna mucha 
prioridad y obtiene unos valores de retardo mejores que con NEDF, que en vez 
de trabajar a nivel de ancho de banda lo hace a nivel de tiempo de espera en 
cola. En los dos primeros casos NEDF obtiene valores ligeramente mejores, 
pero en los demás casos SCFQ tiene retardos inferiores. Aun así cualquiera de 
las dos disciplinas resulta interesante ya que mejora los resultados frente a 
usar FIFO. 
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8. CONCLUSIONES 
 
Tras  evaluar  todos  los  resultados  obtenidos  por  las  dos disciplinas de 
servicio obtenemos las siguientes conclusiones: 
 
- La disciplina NEDF es la más adecuada para aquellas comunicaciones 
que necesitan unos requerimientos de retardo máximo, asignando a la 
cola correspondiente el valor máximo de espera en cola para que se 
garantice el correcto funcionamiento. Así aseguramos que los paquetes 
no se demoren por encima de ese tiempo preestablecido y permitimos 
un correcto funcionamiento de ese flujo. 
 
- La disciplina SCFQ es la más adecuada para aquellas comunicaciones 
que necesitan tener garantizado un cierto ancho de banda. Ya que 
mediante el parámetro peso, aseguramos que ese flujo dispone de cierta 
cantidad de ancho de banda mínimo de forma permanente y 
protegiéndole frente a otros flujos. 
 
- La disciplina NEDF en general ofrece menores tiempos de retardo 
porque trabaja con tiempos de retardo máximos y, en el caso de SCFQ, 
donde se trabaja con el ancho de banda mínimo garantizado, para el 
caso en el que el sistema tenga una alta carga de trabajo, se obtienen 
valores de retardo mayores. 
 
- La disciplina SCFQ evita que un solo flujo monopolice el canal puesto 
que al reservar el ancho de banda protege del mal funcionamiento las 
otras comunicaciones dentro del sistema. 
 
- El rendimiento de NEDF no depende del tráfico generado por un flujo 
sino únicamente del retardo máximo en la cola, de manera que un tráfico 
que genere un porcentaje alto de llegadas, si el tiempo de espera en 
cola es pequeño, puede provocar que monopolice totalmente el canal, 
aislando al resto de los flujos. 
 
- SCFQ obtiene buenos resultados cuando el tráfico generado por el flujo 
es inferior al ancho de banda reservado para este flujo, mejorando en 
algunos casos los resultados obtenidos con NEDF. En cambio cuando el 
tráfico generado por el flujo es superior al ancho de banda reservado  la 
demora se incrementa de forma destacada, resultando poco apropiada 
para flujos con requerimientos de retardo. 
 
Como línea futura de ampliación del presente TFC se podría comentar que el 
planificador sea capaz de tomar decisiones tales que permitan una adecuación 
al medio óptima. Por ejemplo, si ciertas aplicaciones necesitaran un número de 
time slots consecutivos (implica una velocidad de transmisión mayor), el 
planificador podría evitar que cuando un time slot se liberara, éste se ocupara, 
con tal de conseguir una ráfaga suficiente para poder canalizar los datos de 
esa aplicación con unos requerimientos mínimos de retardo. 
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ANEXO 1. CÁLCULO DE LA PROBABILIDAD DE 
ENCONTRARSE EN UN ESTADO PARA LOS SISTEMAS 
HÍBRIDOS 
 
El motivo de este anexo es detallar como se calculo la probabilidad de 
encontrarse en un estado de los sistemas híbridos analizados en el capítulo 3 
de este documento.  
 
1.1 Cálculo de la probabilidad de encontrarse en un estado 
para el sistema híbrido 1 
 
Recordamos que en el sistema híbrido 1, el esquema que corresponde al 
sistema que se simula es el siguiente: 
 
 
 
Fig. 1.1 Diagrama de la simulación 
 
La nomenclatura que usamos para definir cada estado es: 
 
Pij à  i= Buffer:   0 -> Buffer vacío 
1 -> Buffer lleno 
 
j= Servidor:  0 -> Servidor libre 
v -> Servidor ocupado en una llamada 
d -> Servidor ocupado en radio bloque 
 
Para calcular la probabilidad de encontrarse en un estado antes se debe 
dibujar un esquema con el diagrama de estados para ver las transiciones entre 
estados. En esta simulación, en concreto, existen 5 estados y las relaciones 
entre ellos se muestran en la siguiente figura: 
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Fig. 1.2 Diagrama de estados para el sistema híbrido 1 
A través del diagrama de estados somos capaces de plantear las ecuaciones 
de transición del sistema, para este diagrama de estados son las siguientes: 
 
(P00)  (?v  +?d)P00 – µd P0d – µvP0v = 0 
(P0v)  (µv+ ?d)P0v – ?vP00 = 0 
(P0d)  (?d  + µd)P0d – µdP1d – ?dP00 – µvP1v= 0 
(P1v)  µvP1v -  ?dP0v = 0 
(P1d)  µdP1d – ?d P0d =0 
  P1v + P0v+ P1d + P0d+ P00 = 1 
 
La última ecuación se añade para evitar que las otras ecuaciones sean 
linealmente dependientes y así poder resolver el sistema. Por medio de la 
resolución del sistema de ecuaciones obtenemos la probabilidad de cada 
estado. 
 
1.2 Cálculo de la probabilidad de encontrarse en un estado 
para el sistema híbrido 2 
 
Recordamos que para el sistema híbrido 2, el esquema que corresponde al 
sistema que se simula es el siguiente: 
 
 
 
Fig. 1.3 Diagrama de la simulación 
 
En este caso, la nomenclatura que se usa para definir cada uno de los estados 
varía ligeramente. Queda de la siguiente manera: 
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Pij à  i= Servidor 1:  0-> Servidor libre 
 v-> Servidor ocupado en una llamada 
 d->Servidor ocupado en radio bloque 
j= Servidor 2:  0-> Servidor libre 
v-> Servidor ocupado en una llamada 
d-> Servidor ocupado en radio bloque 
 
Igual que antes, dibujamos el diagrama de estados para este sistema, en este 
caso aparecen 9 estados diferentes: 
 
 
Fig. 1.4 Diagrama de estados para el sistema híbrido 2 
 
 
A través del diagrama de estados obtenemos las ecuaciones de transición que 
se muestran a continuación: 
 
(P00)  (?v  +?d) P00-  µv Pv0 – µv P0v – µd P0d = 0 
(P0v)  (µv + ?v + ?d) P0v – µv Pvv – µd Pdv = 0 
(P0d)  (?d+ ?v +µd) Pd0 – µv Pvd – µd Pdd = 0 
(Pv0)  (?v + ?d + µv) Pv0 - ?v P00– µv Pvv – µd Pvd =0 
(Pvv)  2µv Pvv - ?v Pv0 – ?v P0v = 0 
(Pvd)  (µd+ µv) Pvd - ?d Pv0 - ?v P0v = 0 
(Pd0)  (?d + ?v +µd) Pd0 - ?d P00 –µv Pdv – µd Pdd = 0 
(Pdv)  (µd+ µv) Pdv - ?d P0v – ?v Pd0 = 0 
(Pdd)  (µd+ µd) Pdd - ?d Pd0 – ?d P0d =0 
  P00 +Pv0 +P0v +Pvv +Pd0+ P0d +Pdv+ Pvd+ Pdd  = 1 
 
57    Estrategias de scheduling para asignación 
derecursos radio en una red móvil celular 
 
Con ayuda de la herramienta Matlab resolvemos el sistema de ecuaciones y 
somos capaces de obtener la probabilidad de cada estado concreto para 
cualquier valor de  ?v, ?d , µd y µv. 
 
1.3 Cálculo de la probabilidad de encontrarse en un estado 
para el sistema híbrido 3 
 
 
 
 
Fig. 1.5 Diagrama de la simulación 
 
En esta ocasión el sistema aumenta considerablemente la complejidad de 
análisis ya que para nombrar a todos los estados de los que dispone el sistema 
necesitamos tres subíndices: 
 
Pijkà  i= Servidor: 0-> Servidor libre 
   v-> Servidor ocupado en una llamada 
   d-> Servidor ocupado en radio bloque 
  
j= Servidor 0-> Servidor libre 
      v-> Servidor ocupado en una llamada 
      d-> Servidor ocupado en  radio bloque 
     
k= Buffer 0-> Buffer vacío 
      1-> Buffer lleno 
 
Además, como se ve en la siguiente figura, el nivel de complejidad del 
diagrama de estados aumenta considerablemente. 
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Fig. 1.6 Diagrama de estados para el sistema híbrido 3 
 
 
 
(P000)  (?d+ ?v)P000 – µdPd00 – µvPv00 - µvP0v0 – µdP0d0 = 0 
(P0v0)  (µv+ ?d+ ?v) P0v0 - µv Pvv0 - µd Pdv0 = 0 
(P0d0)  (µd + ?d + ?v)P0d0 – µvPvd0 – µdPdd0 = 0 
(Pv00)  (µv + ?d+ ?v)Pv00 – µvPvv0 – µdPvd0 – ?vP000 = 0 
(Pvv0)  (2µv + ?d)Pvv0 – ?vP0v0 – ?vPv00 = 0 
(Pvd0)  (µd + ?d + µv)Pvd0 – ?vP0d0 – µdPvd1 – µvPvv1 – ?dPv00 = 0 
(Pd00)  (µd + ?d + ?v)Pd00 – ?dP0d0 – µdPdd1 – ?dPd00 – µdPvd1=0 
(Pdv0)  (µd + ?d + µv)Pdv0 – µvPvv1 – µdPdv1 – ?dP0v0  – ?vPd00 = 0 
(Pdd0)  (2µd + ?d)Pdd0 – ?dP0d0 – µdPdd1 – ?dPd00 –µdPvd1 = 0 
(Pvv1)  2µv Pvv1 – ?dPvv0=0 
(Pvd1)  (µd + µv)Pvd1 – ?dPvd0 = 0 
(Pdv1)  (µd + µv)Pdv1 – ?dPdv0 =0 
(Pdd1)  µdPdd1 – ?dPdd0 = 0 
  P000 +Pv00 +Pvv0 +Pvv1+ Pd00 +Pdd0 +Pdd1 +Pdv1+ P0d0 +Pdv0+ Pvd0+ Pvd1=1 
  
Una vez obtenidas las ecuaciones de transición el último paso que queda para 
saber la probabilidad de encontrarse en cada estado es resolver el sistema de 
ecuaciones para cualquier valor de ?v, ?d , µd y µv. 
 
 
 
 
 
