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Abstract—The study of the fundamental limits of covert com-
munications, where a transmitter Alice wants to send information
to a desired recipient Bob without detection of that transmission
by an attentive and capable warden Willie, has emerged recently
as a topic of great research interest. Critical to these analyses is
a characterization of the detection problem that is presented to
Willie. Previous work has assumed that the channel distribution
information (CDI) is known to Alice, hence facilitating her char-
acterization of Willie’s capabilities to detect the signal. However,
in practice, Willie tends to be passive and the environment
heterogeneous, implying a lack of signaling interchange between
the transmitter and Willie makes it difficult if not impossible
for Alice to estimate the CDI exactly and provide covertness
guarantees. In this paper, we address this issue by developing
covert communication schemes for various assumptions on Alice’s
imperfect knowledge of the CDI: 1) when the transmitter knows
the channel distribution is within some distance of a nominal
channel distribution; 2) when only the mean and variance of the
channel distribution are available at Alice; 3) when Alice knows
the channel distribution is complex Gaussian but the variance is
unknown. In each case, we formulate new optimization problems
to find the power allocations that maximize covert rate subject to
a covertness requirement under uncertain CDI. Moreover, since
Willie faces similar challenges as Alice in estimating the CDI,
we investigate two possible assumptions on the knowledge of the
CDI at Willie: 1) CDI is known at Willie, 2) CDI is unknown at
Willie. Numerical results are presented to compare the proposed
schemes from various aspects, in particular the accuracy and
efficiency of the proposed solutions for attaining desirable covert
system performance.
Index Terms— Covert communication, Uncertain CDI, robust
power allocation.
I. INTRODUCTION
Security and privacy are vital issues in wireless commu-
nications but are made challenging by the broadcast nature
of the medium. To address these challenges, cryptographic
and information-theoretic secrecy approaches have been con-
sidered, generally to protect a message’s content from being
obtained by eavesdroppers. However, in some scenarios, we
want not only to protect the message content but also prevent
an adversary from knowing that the message even exists [1],
[2]; that is, transmitter Alice wants to reliably send a message
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to intended recipient Bob without detection of the mere
presence of that message by a capable and attentive adversary
warden Willie. This method which hides the communication
between nodes has been termed “covert” communication [2],
[3].
Despite great historical interest in hiding a signal in low
probability of detection (LPD) systems, the fundamental limits
of covert communications were considered only relatively
recently in [1]. Since that time, the fundamental limits of
covert communication have attracted significant research inter-
est. In particular, covert communication has been studied for
the additive white Gaussian noise (AWGN) channel, binary
symmetric channel, and discrete memoryless channel in [1],
[2], and [3], respectively. The authors in [4] investigate covert
communication in the presence of a friendly jammer, in which
the jammer transmits a signal to aid covert communication by
confusing the warden Willie about the nature of the back-
ground environment. Covert communication in one-way relay
networks is studied in [5]. A comparison between covert com-
munications and information-theoretic security from different
points of view is studied in [6]. In [7], covert communications
is considered for quasi-static wireless fading channels when
artificial noise (AN) generated by a full-duplex receiver is
employed.
The provisioning of covert communications relies criti-
cally on an accurate performance characterization of warden
Willie’s detector. In order to evaluate the detection error
probability at Willie, the probability distribution function of
the channel coefficient affecting the transmission from Alice
to Willie should be known at Alice. However, in covert
communications, Willie tends to be passive (it does not
transmit a jamming signal), in part because its jamming
signal can aid Alice’s covertness [4]. Hence, the study of
covert communication under partial and uncertain channel
distribution information (CDI) is important; if the transmitter
makes the wrong assumption, covertness is lost. Note that
prior studies on covert communication (e.g. [4]) assume that
the transmitter knows the CDI for the channel between Alice
and Willie. In contrast, uncertain CDI has been investigated
in different fields. For example, in [8], the authors investigate
the outage probability of a class of block fading Multi-Input
Multi-Output (MIMO) channels. Effects of imperfect CDI on
the performance of wireless networks is studied in [10]. Robust
transmit power and bandwidth allocation for cognitive systems
is evaluated in [11] when partial information of an interference
channel is known. To the best of our knowledge, there is
no work on the important topic of uncertain CDI in covert
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2communications.
In this paper, we investigate covert communication in the
presence of the transmitter Alice, a jammer, a legitimate
receiver Bob, and warden Willie, with all nodes equipped with
a single antenna. In contrast to [4], the CDI for the channel
between Alice and Willie is uncertain at Alice. Since different
characterizations of the CDI may be available in different
applications and systems, we consider the following cases:
1) Nominal probability density function (N-pdf)
• Availability of a nominal probability density func-
tion (pdf) of the channel.
• We investigate a situation in which perfect CDI
is not available at legitimate transmitters. In this
scenario, only a class centered on the nominal
distribution exists and the real CDI is a member
of that class.
2) Mean and variance (MV)
• Availability of only the mean and variance of the
channel distribution.
• In some situations, estimation of partial statistical
information, such as the mean and variance, is prac-
tical and easier than the estimation of the channel
distribution. In this case, we employ probabilistic
inequalities.
3) Full CDI with unknown variance (FCDI-UV)
• Availability of the channel distribution with un-
known variance.
• We investigate a situation in which legitimate trans-
mitters know Willie’s channel distribution is com-
plex Gaussian, but the variance is unknown. In this
case, we evaluate the worst case scenario.
Our aim is to maximize the covert rate subject to satisfying
the covert communication requirements for the three proposed
scenarios. We investigate two possible assumptions for Willie:
1) Willie knows CDI perfectly, 2) Willie knows CDI imper-
fectly. Our key contributions are summarized as follows:
• We present novel optimization problems for solving the
covert communications problem when Alice has uncer-
tainty about the CDI on the channel from herself to
warden Willie.
• We devise new iterative algorithms to solve the proposed
optimization problems.
• We provide extensive numerical results to characterize
the performance of the proposed algorithms.
The remainder of this paper is organized as follows: In
Section II, the system model and covertness metrics are pre-
sented. Section III provides the problem formulations. Power
optimization for the three different cases of uncertainty for
the CDI at Willie and the legitimate parties are investigated
in Sections IV. Moreover, assumptions of certain CDI at
Willie and uncertain CDI at legitimate parties are studied in
Section V. Numerical results and performance evaluation are
presented in Section VI. Finally, the conclusions of the paper
are presented in Section VII.
II. SYSTEM MODEL
We consider a system model which consists of Alice, Bob,
a jammer, and a single Willie, as shown in Fig. 1. Alice,
Bob, the jammer and Willie are each equipped with a single
antenna. Alice attempts to transmit private messages to Bob
covertly, and the jammer broadcasts the jamming signal to
confuse Willie. This communication occurs in a discrete-time
channel with Ω time slots, and the length of each time slot
is n symbols. The private message and jamming signal in
each time slot can be written as xd =
[
xd1, x
d
2, . . . , x
d
n
]
and
xj =
[
xj1, x
j
2, . . . , x
j
n
]
, respectively. We define the distance
from Alice to Bob, Alice to Willie, the jammer to Bob, and
the jammer to Willie as dab, daw, djb, and djw, respectively.
Moreover, hab, haw, hjb, and hjw are the channel coefficients
for the channel from Alice to Bob, Alice to Willie, the jammer
to Bob, and jammer to Willie, respectively.
The problem can be easily solved if Alice transmits both
data and jamming, or Alice informs the jammer about the
timing of her transmission [4]. In particular, if Alice and
the jammer each draw their transmissions from the same
distribution and the jammer uses knowledge of the timing
of Alice’s transmission to silence the jammer transmission
whenever Alice transmits, the statistics of the received signal
at Willie are the same whether Alice is transmitting or not,
since xd and xj will have identical statistics. Accordingly,
Willie cannot detect the covert transmission and hence the
covert communication problem is readily solved. Hence, in
this paper (as in [4]), we investigate the more interesting case
in which Alice and the jammer do not interact.
Because we want to make certain that covertness is not
compromised, we pessimistically assume that legitimate trans-
mitters have imperfect CDI for the channels between system
nodes and Willie. In particular, although the legitimate nodes
might be communicating with each other in a similar propaga-
tion environment, the environment might be heterogeneous and
thus the lack of a signaling interchange between the legitimate
transmitters and Willie make it difficult for the legitimate
transmitter to estimate this CDI exactly. Moreover, because the
warden Willie can be faced with the same challenge due to the
covertness of Alice’s transmission, it is necessary to study two
possible assumptions: 1) Willie knows the CDI of the Alice-to-
Willie and the jammer-to-Willie channels perfectly, 2) Willie
knows the CDI of Alice-to-Willie and the jammer-to-Willie
channels imperfectly.
The received signal at receiver m (Bob or Willie) is given
by [4]:
ym =

√
pjhjmx
j
d
α/2
jm
+ zm, Ψ0,
√
pjhjmx
j
d
α/2
jm
+
√
pdhamx
d
d
α/2
am
+ zm, Ψ1,
(1)
where pd and pj are the transmit power for the data and
the jamming signals, respectively, where pd = ρP , pj =
(1− ρ)P with ρ defined as the power allocation factor, α is
the path-loss exponent, and zm ∼ CN
(
0, σ2mIn
)
represents
the complex Gaussian received noise vector at user m, where
In is the n × n identity matrix and 0 is the length-n zero
vector. Moreover, P indicates the total transmit power and
3Fig. 1: System model: Legitimate transmitter Alice attempts to
communicate with legitimate receiver Bob without the detection of
that message by capable and attentive warden Willie in the presence
of a jammer.
ym =
[
y1m, y
2
m, . . . y
ι
m, ..., y
n
m
]
. The events Ψ0 and Ψ1 indi-
cate that Alice does not transmit data to Bob and transmits
data to Bob, respectively.
Without loss of generality, we assume that Alice and the
jammer employ Gaussian codebooks and Gaussian jamming,
respectively [4]. Hence, According to (1), the conditional
distribution of each element of the received vector at Willie
given haw and hjw has a complex Gaussian distribution
with zero mean and variance σ2w + γ, i.e., y
ι
w|haw, hjw ∼
CN (0, σ2w + γ), where γ is defined as:
γ =

(1−ρ)P |hjw|2
dαjw
, Ψ0,
(1−ρ)P |hjw|2
dαjw
+ ρP |haw|
2
dαaw
, Ψ1.
(2)
When Willie decides Ψ1 while Ψ0 is true, a False Alarm
(FA) with probability PFA has occurred. If Willie decides
Ψ0 while Alice transmits data to Bob, the Miss Detection
(MD) with probability PMD has occurred. As in prior work
in covert communications, we adopt the covertness criterion
of [1]. Alice has the covert communication to Bob when the
following constraint is satisfied for ε > 0 [4]:
PMD + PFA ≥ 1− ε, as n→∞. (3)
We assume a capable Willie, which means that he employs a
well-considered decision rule to minimize his detection error.
In the case that Willie knows the fading coefficient ha,w of the
Alice-to-Willie channel and the CDI of the jammer-to-Willie
channel perfectly, the optimal decision rule at Willie for our
scenario can be shown to be a power detector [4]:
<
n
Ψ1
≷
Ψ0
ϑ, (4)
where ϑ is the decision threshold and < denotes the total re-
ceived power at Willie in each time slot; that is, < =
n∑
ι=1
|yιw|2.
In the case where Willie does not know haw or the CDI of the
Alice-to-Willie channel perfectly, the result of [4] no longer
applies and it is difficult to establish the optimal decision
rule at Willie; however, a power detector is still likely to
be employed and is often adopted in the literature, [7], [12].
Therefore, we can formulate the FA and MD probabilities as
follows:
PFA =
P

n∑
ι=1
|yιw|2
n
> ϑ |Ψ0
 , PMD = P

n∑
ι=1
|yιw|2
n
< ϑ |Ψ1
 .
(5)
As yιw|haw, hjw ∼ CN
(
0, σ2w + γ
)
, we have
n∑
ι=1
|yιw|2|haw, hjw ∼
(
σ2w + γ
)
χ22n, where χ
2
2n is a
chi-squared random variable with 2n degrees of freedom.
Hence, (5) can be rewritten as follows:
PFA =
P

n∑
ι=1
|yιw|2
n
> ϑ |Ψ0
 = P((σ2w + γ) χ22nn > ϑ |Ψ0
)
,
(6)
and
PMD =
P

n∑
ι=1
|yιw|2
n
< ϑ |Ψ1
 = P((σ2w + γ) χ22nn < ϑ |Ψ1
)
.
(7)
Much of the literature in covert communications has consid-
ered performance as a function of n, which captures the effect
of the rate of convergence of power measurements at Willie.
However, it is also instructive to take an “outage” approach,
as has been considered in [7], [13]. In the outage approach,
the dependence on n is suppressed by letting n → ∞, and
we consider the probability that the channel conditions are
such that covertness or reliability is obtained when Willie
has a perfect estimate of the power at his receiver. This
often captures the salient aspects of the problem while more
clearly illustrating the underlying mechanisms; for example,
the achievability results in [4] can be readily obtained in a
more transparent fashion by first taking n→∞ to give Willie
a perfect estimate of his received power and then performing
the analysis.
To take this outage approach, we let n → ∞ and employ
the Strong Law of Large Numbers (SLLN) to obtain χ
2
2n
n → 1.
Based on Lebesgue’s Dominated Convergence Theorem [14],
4χ22n
n can be replaced with 1, as n→∞. Hence, we can rewrite
(6) and (7) as follows:
PFA = P
((
σ2w + γ
) χ22n
n
> ϑ |Ψ0
)
= P
(
σ2w + γ > ϑ |Ψ0
)
,
= P
(
σ2w +
|hjw|2
dαjw
(1− ρ)P > ϑ
)
,
= P
(
|hjw|2 >
(
ϑ− σ2w
)
dαjw
(1− ρ)P
)
, (8)
PMD = P
((
σ2w + γ
) χ22n
n
< ϑ |Ψ1
)
= P
(
σ2w + γ < ϑ |Ψ1
)
,
= P
(
σ2w +
|haw|2
dαaw
ρP +
|hjw|2
dαjw
(1− ρ)P < ϑ
)
. (9)
III. OPTIMIZATION PROBLEM
We aim to maximize the covert rate when there is un-
certainty about the CDI between legitimate transmitters and
Willie, subject to a transmit power limitation and a covert
communication constraint in (3). Hence, the following opti-
mization problem is considered:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γj
)
, (10a)
s.t. : 0 ≤ ρ ≤ 1, (10b)
min
ϑ
( PFA + PMD) ≥ 1− ε, (10c)
where Pψ1 , γb, and γj represent the probability of transmission
of data by Alice in each time slot, γb =
P |hab|2
dαabσ
2
b
, and
γj =
P |hjb|2
dαjbσ
2
b
, respectively. Constraint (10b) represents upper
and lower bounds on the power allocation factor, ρ. Constraint
(10c) represents the requirement of covert communication
based on the worst case threshold from the point of view of
Alice. As mentioned before, for investigation of imperfect
CDI, we study three scenarios with different assumptions: 1)
N-pdf: Availability of a nominal probability density function
of the channel. In this scenario, we investigate a situation in
which perfect CDI is not available at the legitimate transmit-
ters. Rather a class centered around a nominal distribution
exists, and the desired channel distribution is a member of that
class. This scenario might arise when the CDI is calculated
based on multiple but limited observations. Moreover, when
legitimate transmitters cannot estimate the channel distribution
in the current time slot, this scenario is useful, with the
nominal distribution being the channel distribution estimated
in the prior time slot. 2) MV: Availability of only mean and
variance of channel distribution. In some situations, estimation
of some statistical information such as the mean and variance
are practical and easier than estimation of the full channel
distribution. In this scenario, we assume legitimate transmit-
ters only know mean and variance of channel distribution.
3) FCDI-UV: Availability of the distribution with unknown
variance. In this scenario, we investigate a situation in which
legitimate transmitters know the channel distribution but the
variance estimation is unknown. In the following, we study
these schemes for two assumptions at Willie: 1) CDI is known
at Willie, 2) CDI is unknown at Willie.
IV. SCENARIO I: CDI IS UNKNOWN AT WILLIE
In this scenario, we assume that the environment is het-
erogeneous or changing rapidly; hence, Willie does not know
the CDI perfectly due to similar problems as the legitimate
transmitters in obtaining such. In this case, since the CDI is
uncertain at Willie, he should calculate the decision thresh-
old that minimizes the worst case detection error from his
point of view. And hence Alice will allocate transmit power
under this strategy at Willie. Thus, (10c) is replaced with
min
ϑ
min
fw ,fj
( PFA + PMD) ≥ 1− ε.
A. N-pdf Scenario
Legitimate transmitters do not know the perfect CDI and
only know that a class centered around a nominal distribution
exists, and the channel distributions are members of it. In
particular, in this scenario, legitimate transmitters know that
the channel coefficient probability density functions (pdf)
f|haw|2 (x) and f|hjw|2 (y) are within a specified distance of
the nominal distributions f
0,|haw|2
(x) and f
0,|hjw|2
(y), respec-
tively. We employ relative entropy to measure the distance
between two distributions. Therefore, the following inequality
is satisfied by a feasible distribution f|haw|2 (x) [15]:
D
(
f|haw|2 (x)
∥∥∥f
0,|haw|2
(x)
)
= (11)∫
f|haw|2(x) ln
f|haw|2(x)
f
0,|haw|2
(x)
dx ≤ `
where D
(
f|haw|2(x)
∥∥∥f
0,|haw|2
(x)
)
is defined as the relative
entropy between two pdfs f|haw|2(x) and f0,|haw|2 (x), and `
is the maximum distance from the nominal distribution. In
this scenario, legitimate transmitters know ` and f
0,|haw|2
(x).
Likewise, we have the analog of (11) for f|hjw|2 (y) and
f
0,|hjw|2
(y). In this paper, for simplification of the notation,
we use fa, fj , f0,a , f0,j , ha, and hj instead of f|haw|2 (x),
f|hjw|2 (y), f0,|haw|2 (x), f0,|haw|2 (y), |haw|
2, and |hjw|2, re-
spectively.
In this scenario, our optimization problem is formulated as
follows:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γj
)
, (12a)
s.t. : (10b),
min
ϑ
min
D(fa‖f0,a )≤`
D(fj‖f0,j )≤`
( PFA + PMD) ≥ 1− ε, (12b)
where (12b) demonstrates the worst case covert communi-
cation requirement from the point of view of the legitimate
transmitters. For solving (12), first we investigate (12b). The
inner minimum in the left side of (12b) cannot be solved
directly. Hence, we again are pessimistic from Alice’s per-
spective and consider a lower bound for this minimization.
Define random variable W = ρP |haw|
2
dαaw
+
(1−ρ)P |hjw|2
dαjw
,
5which leads to PMD = P
(
σ2w +W < ϑ
)
. Finally, the
lower bound of the inner minimum (12b) can be written
as: min
D(fj‖f0,j )≤`
PFA + min
D(fw‖f0,w )≤`
PMD, where fW and
f
0,W
are the simplified notations of f
W
(w) and f
0,W
(w),
respectively, f
W
is the desired pdf of random variable W and
f
0,W
(w) =
dαaw
ρP f0,|haw|2
(
dαaww
ρP
)
∗ d
α
jw
(1−ρ)P f0,|hjw|2
(
dαjww
(1−ρ)P
)
,
where ∗ is the convolution operator. The reason is that for
given g1 and g3, there is unique g2 such that g1 = g2 ∗ g3.
Finally, in order to find the optimal fj and fw, we should
solve the following optimization problems:
min
fj
PFA, (13a)
s.t. :
∫
fj ln
(
fj
f
0,j
)
dy ≤ `,
(13b)∫
fjdy = 1. (13c)
min
fw
PMD, (14a)
s.t. :
∫
fw ln
(
fw
f0,w
)
dw ≤ `,
(14b)∫
fwdw = 1. (14c)
By the definition of ξ0(y) and ξ1(w) as
indicators of the FA and MD complementary
sets, i.e., ξ0 (y) =
{
1, y <
(ϑ−σ2w)dαjw
(1−ρ)P ,
0, else,
and
ξ1 (w) =
{
1, w >
(
ϑ− σ2w
)
,
0, else, respectively, we can
reformulate (13) and (14) as follows
min
fj
1−
∫
ξ0(y)fjdy,
s.t. : (13b), (13c), (15)
min
fw
1−
∫
ξ1(w)fwdw,
s.t. : (14b), (14c). (16)
In order to obtain the optimal fj and fw, it is sufficient to
solve the following equivalent optimization problems
max
fj
∫
ξ0(y)fjdy,
s.t. : (13b), (13c), (17)
max
fw
∫
ξ1(w)fwdw,
s.t. : (14b), (14c). (18)
The solution to the above optimization problems has already
been proposed in [8]; consequently, we can write the worst-
case channel distributions f∗j and f
∗
w as follows, [8]:
f∗j =
(
e
1
β∗
j − 1
)
ξ0 (y) + 1(
e
1
β∗
j − 1
)
=j + 1
f
0,j
, (19)
f∗w =
(
e
1
β∗w − 1
)
ξ1 (w) + 1(
e
1
β∗w − 1
)
=w + 1
f0,w , (20)
where =j =
∫
ξ0 (y) f0,jdy and =w =
∫
ξ1 (w) f0,wdw.
Moreover, β∗j and β
∗
w are given by (21) and (22), respectively,
at the top of the next page.
In order to facilitate further analysis, we continue by
assuming the nominal distributions for haw and hjw are
complex Gaussian with zero mean and unit variance, i.e.,
haw ∼ CN (0, 1) and hjw ∼ CN (0, 1); hence, the nomi-
nal distributions of |haw|2 and |hjw|2 are exponential with
parameter one, and we have:
min
D(fj‖f0,j )≤`
PFA = 1−
∫
ξ0(y)f
∗
j dy = 1−
∫ (ϑ−σ2w)dαjw
(1−ρ)P
0
f∗j dy
= 1− e
1
β∗
j(
e
1
β∗
j − 1
)
=j + 1
(
1− e−
(ϑ−σ2w)dαjw
(1−ρ)P
)
, (23)
and
min
D(fw‖f0,w )≤`
PMD = 1−
∫
ξ1(w)f
∗
wdw = 1−
∫ ∞
ϑ−σ2w
f∗wdw =
1 +
e
1
β∗w(
e
1
β∗w − 1
)
=w + 1
× 1
ρd−αaw − (1− ρ) d−αjw
×
−ρd−αaw e− (ϑ−σ2w)ρPd−αaw + (1− ρ) d−αjw e− (ϑ−σ
2
w)
(1−ρ)Pd−α
jw
 . (24)
Next, we solve the outer minimization (12b), which is refor-
mulated as:
min
ϑ
2− ∫ ξ0(y)f∗j dy − ∫ ξ1(w)f∗wdw
 . (25)
It is clear that the objective function (25) with respect to ϑ is
a quasiconvex function because of the convexity of its domain
and all sublevel sets. Hence, the problem (25) is a quasiconvex
optimization problem. It can be solved via quasiconvex pro-
gramming that can be performed by the bisection method [9].
Because of the convex representation of the sublevel sets in
the quasiconvex objective function in (25), we can reformulate
this problem as follows
Find ϑ
s.t. : E = 2−
∫
ξ0(y)f
∗
j dy −
∫
ξ1(w)f
∗
wdw − λ ≤ 0, (26)
where λ ∈ R and R is the set of real numbers. We employ
the bisection method as shown in Algorithm 1.
Since the logarithmic function is increasing, we can maxi-
mize g(x) instead of log(1 + g(x)). Therefore, we maximize
g(ρ) = ργb1+(1−ρ)γb instead of the objective function in (12).
Moreover, g(ρ) is equivalent to z(ρ) = 11
ργb
+ 1ρ−1
. Finally, we
can minimize the denominator of z(ρ) instead of maximizing
6β∗j =

− ln
(
1 + =j
(
e
1
βj − 1
))
+
e
1
βj =j
1+=j
(
e
1
βj −1
) 1
βj
= `, ` < ln (1/=j)
0, else
(21)
β∗w =

− ln
(
1 + =w
(
e
1
βw − 1
))
+ e
1
βw =w
1+=w
(
e
1
βw −1
) 1
βw
= `, ` < ln (1/=w)
0, else
(22)
Algorithm 1 BISECTION METHOD FOR FINDING THE
OPTIMAL ϑ in (25)
1: Initialization:
Set η → 0, l ≤ E (ϑ = ϑ∗), u ≥ E (ϑ = ϑ∗), where
l = 0, u = 2,
2: λ = l+u2 ,
3: Solve the convex feasibility problem (26),
4: If (26) is feasible,
u = λ,
else
l = λ,
5: If |u− l| ≤ η,
Stop,
else
Go back to step 2.
g(ρ). Therefore, the optimization problem can be reformulated
as follows:
min
ρ
ρ−1 + ρ−1γb, (27a)
s.t. : (10b),
(2−
∫
ξ0(y)f
∗
j dy −
∫
ξ1(w)f
∗
wdw)|ϑ∗≥ 1− ε. (27b)
As the problem has an optimization variable ρ, first we obtain
the feasible set of ρ which satisfies constraint (27b) through
numerical methods. Next, we solve the following convex
optimization problem with available software such as the CVX
solver [19],
min
ρ
ρ−1 + ρ−1γb, (28a)
s.t. : (10b),
ρ ∈ F , (28b)
where F is the feasible set of the optimization variable ρ which
satisfies constraint (27b).
Finally, in order to solve optimization problem (12), we
propose an iterative algorithm which is given in Algorithm
2. This algorithm is stopped when the stopping conditions
|ρ(k + 1)− ρ(k)| ≤ τ and |ϑ(k + 1)− ϑ(k)| ≤ τ are satis-
fied, where k and τ are the iteration number and the stopping
threshold, respectively.
Algorithm 2 PROPOSED ITERATIVE POWER ALLOCA-
TION ALGORITHM FOR SCENARIO I
1: Initialization: Set k = 0 (k is the iteration number) and
initialize to the power allocation factor ρ(0),
2: Set ρ = ρ(k),
3: Solve (25) by employing Algorithm 1 and set the outcome
to ϑ(k + 1),
4: Solve (28) and set the outcome to ρ(k + 1),
5: If |ρ(k + 1)− ρ(k)| ≤ τ and |ϑ(k + 1)− ϑ(k)| ≤ τ
Stop,
else
set k = k + 1 and go back to step 2.
B. MV Scenario
In many situations, the estimation of some statistical
information such as the mean and variance are practical
and easier than estimation of the full channel distribu-
tion. Define sets K1 and K2 to have all possible distri-
butions with a given mean and variance. In other words,
K1 =
{
fa|µha = E {ha} , σ2ha = E
{
h2a
}− µ2ha} , K2 ={
fj |µhj = E {hj} , σ2hj = E
{
h2j
}− µ2hj}, where E {.} is the
expectation operator. In this scenario, our optimization prob-
lem is formulated as follows:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γb
)
, (29a)
s.t. : (10b),
min
ϑ
inf
fa∈K1
fj∈K2
(PFA + PMD) ≥ 1− ε. (29b)
Constraint (29b) is not in closed-form; hence, it is difficult to
solve the optimization problem (29). To tackle this issue, we
again are pessimistic from Alice’s perspective and assume a
lower bound for (29b) to obtain a constraint that leads to a
tractable problem. In particular, we find lower bounds for PFA
and PMD through the use of probabilistic inequalities. In order
to obtain these lower bounds for PMD and PFA, we employ
Markov’s inequality and Cantelli’s inequality, respectively,
[16], [17]. For non-negative random variable X with mean
µ, ∀a > 0, Markov’s inequality states:
P(X ≥ a) ≤ µ
a
, (30)
Moreover, Cantelli’s inequality states that for real-valued ran-
dom variable X with mean µ and variance σ2, the following
inequity is satisfied [16]:
7P(X − µ ≥ t)
{
≤ σ2σ2+t2 t > 0,
≥ 1− σ2σ2+t2 t < 0.
(31)
By employing (30), we have:
PMD = P
(
σ2w +
ρP |haw|2
dαaw
+
(1− ρ)P |hjw|2
dαjw
< ϑ
)
,
= 1− P
(
σ2w +
ρP |haw|2
dαaw
+
(1− ρ)P |hjw|2
dαjw
≥ ϑ
)
,
≥ 1−
σ2w +
ρPµha
dαaw
+
(1−ρ)Pµhj
dαjw
ϑ
. (32)
By employing (31), the lower bound of PFA is written as
follows:
PFA = P
(
σ2w +
|hjw|2
dαjw
(1− ρ)P > ϑ
)
= P
(
σ2w +
|hjw|2
dαjw
(1− ρ)P − µfa > ϑ− µfa
)
≥ 1− σ
2
fa
σ2fa + (ϑ− µfa)2
, ∀ϑ ≤ µfa, (33)
where µfa = σ2w +
µhj
dαjw
(1− ρ)P and σ2fa =
σ2hj
d2αjw
((1− ρ)P )2. By employing (32) and (33), the inner inf
in (29b) can be calculated as follows:
inf
fa∈K1 , fj∈K2
(PFA + PMD) = 2− (34)
σ2fa
σ2fa + (ϑ− µfa)2
−
σ2w +
ρPµha
dαaw
+
(1−ρ)Pµhj
dαjw
ϑ
, ∀ϑ ≤ µfa
By using (34), (29) is reformulated as:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γj
)
, (35a)
s.t. : (10b),
min
ϑ
2−
σ2w +
ρPµha
dαaw
+
(1−ρ)Pµhj
dαjw
ϑ
(35b)
− σ
2
fa
σ2fa + (ϑ− µfa)2
}
≥ 1− ε, ∀ϑ ≤ µfa.
The disadvantage of this approach is that the Cantelli inequal-
ity is usable subject to ϑ ≤ µfa. For solving the optimization
problem (35), we exploit the well-known iterative algorithm
called Alternative Search Method (ASM) [18], in which the
problem is converted to two subproblems: which one of them
employs ϑ as the optimization variable, and the other employs
ρ. In each iteration, we find optimal ϑ and ρ separately. In
other words, we find optimal ϑ by considering fixed ρ and
vice versa. This is shown in Algorithm 3. The algorithm is
stopped when the stopping condition |ρ(k + 1)− ρ(k)| ≤ τ
is satisfied, where τ is the stopping threshold and k is the
Algorithm 3 PROPOSED ITERATIVE POWER ALLOCA-
TION ALGORITHM FOR SCENARIO II
1: Initialization: Set k = 0 and initialize to the power
allocation factor ρ(0),
2: Set ρ = ρ(k),
3: Solve (36) and set the outcome to ϑ(k + 1),
4: Solve (37) and set the outcome to ρ(k + 1),
5: If |ρ(k + 1)− ρ(k)| ≤ τ ,
stop,
else
set k = k + 1 and go back to step 2.
iteration number. The optimization variable ϑ only exists in
constraint (35b). Hence, the optimal ϑ can be obtained by
solving (35b), and we employ the Geometric programing (GP)
method for solving it. Therefore, the left side of (35b) is
equivalent to the following problem in the GP format:
min
ϑ, t,t1,t2
t−1, (36a)
s.t. : tt−13 ≤ 1, (36b)
σ2fat
−1
1 t
−1
3 + σ
2
wϑ
−1t−13 + (36c)(
ρPµha
dαaw
+
(1− ρ)Pµhj
dαjw
)
ϑ−1t−13 ≤ 1,
σ2fat
−1
2 + µ
2
fat
−1
2 + ϑ
2t−12 ≤ 1, (36d)
t1t
−1
2 + tµfaϑt
−1
2 ≤ 1. (36e)
For solving the optimization problem (36), we can employ
available softwares such as the CVX solver [19].
After obtaining the optimal ϑ, we aim to obtain the optimal
ρ with fixed ϑ. By the same argument which is employed in
Section IV-A, we are able to replace minρ ρ−1+
(
ρ−1 − 1) γj
with maxρ Pψ1 log
(
1 + ργb1+(1−ρ)γj
)
. In the following, we
employ the GP method to solve (35). Therefore, the optimiza-
tion problem (35) is equivalent to the following problem with
the GP format:
min
ρ
ρ−1 + ρ−1γj , (37a)
s.t. : (10b),
ϑ−1
(
σ2w + ρPµha
dαaw
+
Pµhj
dαjw
)
+ q−1 ≤ q5, (37b)
1 + ε+
(
ρPµhj
dαjw
)
ϑ−1 ≤ q5, (37c)(
ρ2 + 1
)
P 2σ2hjq
−1
2 ≤ 1, (37d)
q1q
−1
2 + 2ρP
2σ2hjq
−1
2 ≤ 1, (37e)
q−14 +
(
ϑdαjw − µhjP − σ2wdαjw
)2
q−11 q
−1
4 + (37f)
ρ2µ2hjP
2q−11 q
−1
4 + 2ρµhjPϑd
α
jwq
−1
1 q
−1
4 ≤ 1,
2ρµhjP
(
µhjP + σ
2
wd
α
jw
)
q−11 q
−1
4 + qq
−1
4 ≤ 1, (37g)
For solving the optimization problem (37), we can again
employ available softwares such as the CVX solver [19].
8C. FCDI-UV Scenario
In this section, we investigate a situation in which le-
gitimate transmitters know Willie’s channel distribution is
complex Gaussian but the variance is unknown. The channel
coefficients for the channels from Alice to Willie and the
jammer to Willie are complex Gaussian with zero mean and
variance σ2a and σ
2
j , respectively, i.e., haw ∼ CN
(
0, σ2a
)
and hjw ∼ CN
(
0, σ2j
)
, where σ2a and σ
2
j are unknown at
the legitimate transmitters. Hence, |haw| ∼ Rayleigh
(√
σ2a
)
,
|hjw| ∼ Rayleigh
(√
σ2j
)
, |haw|2 ∼ exponential
(
σ2a
)
, and
|hjw|2 ∼ exponential
(
σ2j
)
. Then, the pdfs of the random
variables in (2) are given by:
fΓΨ (γ) =
{
1
ψ0
e−
γ
ψ0 , Ψ0,
1
ψ1−ψ0
[
e−
γ
ψ1 − e− γψ0
]
, Ψ1,
(38)
where ψ0 =
(1−ρ)Pσ2j
dαjw
and ψ1 =
ρPσ2a
dαaw
. By employing (38),
we have:
PFA =
 e
− 1ψ0 (ϑ−σ
2
w), ϑ− σ2w > 0,
1, ϑ− σ2w ≤ 0.
PMD =
1 + 1ψ1−ψ0
×
[
−ψ1e−
1
ψ1
(ϑ−σ2w) + ψ0e
− 1ψ0 (ϑ−σ
2
w)
] ϑ− σ2w > 0,
0 ϑ− σ2w ≤ 0.
(39)
Willie selects ϑ > σ2w, because otherwise PFA + PMD =
1. For mathematical simplification, we assume σ2a = σ
2
j =
σ. Please note that this assumption is reasonable because the
nodes are located in the same environment; hence, although
the variances are unknown, it is reasonable to assume that
the channel coefficients have the same variance, i.e., σ. In this
scenario, we again are pessimistic from Alice’s perspective and
investigate the worst-case scenario; therefore, our optimization
problem is formulated as:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γj
)
, (40a)
s.t. : (10b),
min
ϑ
min
σ
e−
1
ψ0
(ϑ−σ2w) + 1 +
1
ψ1 − ψ0
×
[
−ψ1e−
1
ψ1
(ϑ−σ2w) + ψ0e
− 1ψ0 (ϑ−σ
2
w)
]
≥ 1− ε.
(40b)
We first solve the inner minimization in (40b). Taking the
derivative of the left side of (40b) with respect to σ, we have
d (PFA + PMD)
dσ
= (41)(
ρdαjwe
dαjw(−σ2w+ϑ)
(−1+ρ)Pσ + dαawe
− d
α
aw(−σ2w+ϑ)
ρPσ (−1 + ρ)
)
σ2P (−1 + ρ) ((−1 + ρ) dαaw + ρdαjw) ×(
σ2w − ϑ
)
dαjw = 0.
After some mathematical manipulation, the optimal σ is given
by
σ∗ =
(
ϑ− σ2w
) (
dαawρ+ ρd
α
jw − dαaw
)
ρ ln
(
− (ρ−1)dαawdαjwρ
)
(ρ− 1)P
(42)
Finally, the left side of (40b) is equivalent to (43) at the top
of the next page. Hence, the optimization problem (40) can be
rewritten as:
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γb
)
, (44a)
s.t. : (10b)
(1− ρ) dαaw
ρdαjw − (1− ρ) dαaw
ln
(
(1− ρ) dαaw
ρdαjw
)
≤ ln (ε) ,
(44b)
By utilizing an auxiliary variable t, the optimization problem
(44) is equivalent to the following problem
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γb
)
, (45a)
s.t. : (10b)
ln
(
(1− ρ) dαaw
ρdαjw
)
× (1− ρ) dαaw − t ln (ε) < 0,
(45b)
ρdαjw − (1− ρ) dαaw ≤ t (45c)
Moreover, by the same argument which is employed in Section
IV-A, we are able to replace minρ ρ−1 +
(
ρ−1 − 1) γj with
maxρ Pψ1 log
(
1 + ργb1+(1−ρ)γj
)
. Finally, we have a convex
optimization problem as follows:
min
ρ
ρ−1 + ρ−1γj − γj , (46)
s.t. : (10b), (45b), (45c)
In order to solve the convex optimization problem (46), we
can employ available softwares such as the CVX solver [19].
V. SCENARIO II: CDI IS KNOWN AT WILLIE
In this scenario, we assume that the CDI is known at
Willie but still unknown at the legitimate transmitters. In this
case, since Willie knows the CDI perfectly, he can calculate
the threshold for his decision exactly based on the known
channel distribution. But, since Alice does not know the CDI,
we first should find ϑ over all fs, and then finds the worst
f . In other words, in this scenario, (10c) is replaced with
min
fw ,fj
min
ϑ
( PFA + PMD) ≥ 1 − ε, i.e., the optimization
problem is as follows
max
ρ
Pψ1 log
(
1 +
ργb
1 + (1− ρ) γj
)
, (47a)
s.t. : (10b)
min
fw ,fj
min
ϑ

∞∫
(ϑ−σ2w)dαjw
(1−ρ)P
fj dy +
ϑ−σ2w∫
0
fw dw
 ≥ 1− ε,
(47b)
9min
ϑ
min
u
(PFA + PMD) = 1 +
ρdαjwe
ρ ln
− (−1+ρ)dαawd−αjw
ρ
dαjw
((−1+ρ)dαaw+ρdαjw) − ρdαjwe
−
ln
− (−1+ρ)dαawd−αjw
ρ
(−1+ρ)dαaw
((−1+ρ)dαaw+ρdαjw)

(
(−1 + ρ) dαaw + ρdαjw
) (43)
Algorithm 4 PSO for inner minimum in the left side of (47b)
1: Initialization:
Step 1) MT: Iteration number of PSO algorithm,
nP: Number of particles of PSO algorithm,
For ϑ:
Φi: Position of one particle, i = 1, 2, ..., nP
Vi: Velocity of one particle, i = 1, 2, ..., nP
Step 2) Evaluate inner minimum in the left side of (47b)
as a cost for all particles, named Ci
Set bestpi = Φi and bestpi.Ci = Ci
Set bestg and bestg.C equal to the best
initial particle
—————————————————————————
2: Main Loop:
for q = 1 : MT
for i = 1 : nP
Update the velocity and position of particles
according to [22]
Evaluate inner minimum in the left side of (47b)
if (Ci < bestp.Ci)
do: bestpi = Φi and bestp.Ci = Ci
if (bestp.Ci < bestg.C)
do: bestg = bestpi and bestg.C = bestp.Ci
end
end
In order to solve optimization problem (47), first we investigate
(47b). The inner minimum on the left side of (47b) is solved
with a Particle Swarm Optimization (PSO) algorithm [20], [21]
by employing Algorithm 4. Next, we find the worst case fw
and fj with the mentioned policies in IV-A, IV-B, and IV-C.
VI. NUMERICAL RESULTS
In this section, we present numerical results to evaluate the
performance of the proposed schemes in terms of covert rate
in the case when the channel distribution information for the
channels from the transmitters (Alice, jammer) to Willie is
uncertain at Alice. For comparison purposes, we will also
consider the case of “perfect CDI”; in this case, both Alice
and Willie know the CDI exactly.
The simulation parameters employed are: the noise power at
Willie is σ2w = −10 dBW, the noise power at Bob is σ2b = −10
dBW, the probability of data transmission is Pψ1 = 0.5, and
the covertness requirement is  = 0.1.
Fig. 2 depicts the covert rate versus the distance between
Alice and Bob with the locations of the other nodes fixed when
Willie knows the CDI perfectly and the legitimate transmitters
(Alice, in particular) know CDI imperfectly in the N-pdf
1 2 3 4 5 6 7 8 9
d
ab [m]
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
C
ov
er
t r
at
e 
[bp
s/H
z]
Perfect CDI, P=10 [Watts]
Exhuastive search, imperfect CDI, ℓ=0.05, P=10 [Watts],
Exhuastive search, imperfect CDI, ℓ=0.2, P=10 [Watts]
Proposed solution, imperfect CDI, ℓ=.05, P=10 [Watts]
Proposed solution, imperfect CDI, ℓ=0.2, P=10 [Watts]
Perfect CDI, P=5 [Watts]
Exhuastive search, imperfect CDI, ℓ=0.05, P=5 [Watts],
Exhuastive search, imperfect CDI, ℓ=0.2, P=5 [Watts]
Proposed solution, imperfect CDI, ℓ=.05, P=5 [Watts]
Proposed solution, imperfect CDI, ℓ=0.2, P=5 [Watts]
P= 10 Watts
P= 5 Watts
Fig. 2: Covert rate versus dab when Willie knows CDI perfectly and
legitimate transmitters know CDI imperfectly in the N-pdf scenario,
daw = 7 m, djb = 7m, and djw = 5m.
scenario. The curves are plotted for different values of the
maximum distance ` around the nominal distribution and show
the degree to which increasing ` causes the covert rate to
decrease. We also show the gap in performance between the
solution found through our efficient search method and that
found by exhaustive search. In particular, the gap between
the proposed solution and exhaustive search is roughly 8.8%.
Finally, we illustrate the loss in performance in the N-pdf
scenario relative to the case where Alice has perfect CDI,
which has been investigated in [6]. As can be seen, there is
approximately a 4.7% gap between the case when Alice has
perfect CDI and the N-pdf scenario. This figure can also be
employed to explore the impact of increased total transmit
power, and it shows that by increasing total transmit power by
a factor of two that the covert rate increases 1.2 times.
In Fig. 3, the covert rate versus dab when Willie knows
the CDI perfectly and legitimate transmitters know CDI im-
perfectly in the MV scenario is shown. As can be seen,
there is a 10.6% gap between the perfect CDI and the MV
scenario, approximately. Furthermore, this figure evaluates the
performance of the proposed optimization problem solution by
comparing it with exhaustive search, and we see that there is a
4% performance loss relative to exhaustive search. Moreover,
it shows that by increasing total transmit power two times the
covert rate increases 1.2 times.
Fig. 4 evaluates the optimal covert rate versus dab when
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TABLE I: Comparison among methods, in points of view efficiency and accuracy
Items Features Efficiency of the Proposed Solutions (Gap withexhaustive search)
Performance Loss under Uncertain
CDI (Gap with perfect CDI scenario)
MV scenario Availability of only mean and vari-ance of channel distribution High, 1.47%
High, 10.6%
N-pdf scenario Availability of nominal probabilitydensity function of channel Medium, 8.8% Medium, 4.7%
FCDI-UV scenario Availability of distribution with un-known variance Low, 31.6% Low, 1.7%
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Fig. 3: Covert rate versus dab when Willie knows CDI perfectly and
legitimate transmitters know CDI imperfectly in the MV scenario,
daw = 7 m, djb = 7m, djw = 5m, and P = 5 Watts.
Willie knows CDI perfectly and legitimate transmitters know
CDI imperfectly in the FCDI-UV scenario. The curves are
depicted for different values of total transmit power. Imper-
fect CDI in the FCDI-UV scenario leads to a 1.7% gap in
performance relative to the case when Alice has perfect CDI.
As seen in this figure, the gap between exhaustive search and
proposed solution is 31.6%.
Fig. 5 evaluates the impact of the availability of CDI at
Willie. Fig. 5(a) evaluates this issue when the nominal prob-
ability density function of channels are available at legitimate
transmitters (N-pdf), and Fig. 5(b) evaluates it when only the
mean and variance of the channel distribution are available
at legitimate transmitters (MV). As expected, perfect CDI at
Willie decreases the covert rate compared to the case when
he has imperfect CDI, but the degree to which it decreases
significantly depends on the nature of the uncertainty in the
CDI.
A summary of the efficiency of our solutions versus exhaus-
tive search and the loss in covert rate when CDI is uncertain
is given in Table I.
VII. CONCLUSION
In order to design covert communication schemes, a cal-
culation of the detection error at the adversary warden Willie
under different approaches is necessary, but it is often difficult
for the transmitter Alice to have an accurate characterization
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Fig. 4: Covert rate versus dab when Willie knows CDI perfectly
and legitimate transmitters know CDI imperfectly in the FCDI-UV
scenario, daw = 7 m, djb = 7m, and djw = 5m.
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Fig. 5: Comparison between scenarios of imperfect and perfect CDI
at Willie, daw = 7 m, djb = 7m, djw = 5m , and P = 5 Watts.
of the channel between herself and Willie. Unlike prior studies
which assume the transmitter precisely knows this channel dis-
tribution information (CDI), hence risking a loss of covertness
when this knowledge is inaccurate, we assume uncertainty in
Alice’s knowledge of such. In particular, we have considered
covert communication under partial and uncertain channel
distribution information in the presence of a single warden
Willie, legitimate transmitter Alice, a jammer, and legitimate
receiver Bob. To this end, we proposed schemes for each
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of three different characterizations of the uncertainty in the
channel distribution: 1) when the transmitter knows a nominal
probability density function, 2) when only the mean and vari-
ance of the channel distribution are available to the transmitter,
3) when the transmitter knows the channel distribution is
complex Gaussian but the variance is unknown. Moreover, we
investigated two possible assumptions: 1) CDI is known at
Willie, 2) CDI is unknown at Willie. We have then considered
optimal power allocations that maximize covert rate subject to
the covertness requirement in each case. The power allocation
optimization problems in some scenarios are non-convex and
intractable, and hence we have proposed iterative solutions.
In order to investigate the optimality gap, the performance
of the proposed solutions was compared to that of solutions
obtained with an exhaustive search. Numerical results illustrate
the accuracy of each of schemes and the optimality gap of the
proposed solutions.
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