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La tomografı´a por emisio´n de positrones (PET, del ingle´s Positron Emission Tomo-
graphy) es una te´cnica de imagen me´dica, encuadrada en la medicina nuclear, consistente
en la generacio´n de ima´genes a partir de la deteccio´n de radiacio´n γ resultante de la
aniquilacio´n de positrones, emitidos por un radiotrazador, con los electrones de tejidos
circundantes. Las ima´genes PET son de tipo funcional, lo que permite la observacio´n y
estudio de procesos fisiolo´gicos, sin embargo, se ha probado que la integracio´n de estos
esca´neres con otros sistemas de imagen me´dica que proporcionen ima´genes de cara´cter
anato´mico mejora notablemente las prestaciones clı´nicas de ambos equipos. Este tipo de
equipos multimodales se conocen como sistemas hı´bridos y, en esta direccio´n, la inte-
gracio´n de tomo´grafos PET con equipos de resonancia magne´tica es un campo activo de
investigacio´n cuyos beneficios, algunos potenciales y otros ya verificados, son de gran
consideracio´n en el a´mbito me´dico. Asimismo, la mejora en la resolucio´n espacial de los
tomo´grafos PET, con el objetivo de alcanzar resoluciones submilime´tricas en las ima´ge-
nes reconstruidas, conforma gran parte de la investigacio´n actual entorno a estos sistemas.
Partiendo de estas motivaciones, se ha estudiado el disen˜o de varios bloques detectores,
definiendo como bloque detector al conjunto mı´nimo de elementos necesarios para la
deteccio´n de radiacio´n γ y con capacidad de posicionamiento tridimensional de la mis-
ma, tomando como restricciones fundamentales la insensibilidad del detector a campos
magne´ticos, posibilitando su integracio´n en equipos de resonancia magne´tica y circuns-
crito a un coste reducido adema´s de ser operativo a temperaturas pro´ximas a las existentes
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en el entorno clı´nico o preclı´nico. Con este fin se ha realizado un ana´lisis exhaustivo de
los procesos fı´sicos y electro´nicos involucrados en la deteccio´n de radiacio´n γ, obtenien-
do un marco teo´rico para el posterior desarrollo de algoritmos de posicionamiento de las
interacciones de la radiacio´n en el detector de alta resolucio´n espacial.
Teniendo en cuenta estas consideraciones se han investigado un conjunto de tres can-
didatos de bloque detector, todos ellos basados en un centelleador del tipo LYSO como
detector de radiacio´n ionizante y fotodetectores de silicio (SiPMs) para la deteccio´n de la
luz de centelleo. Dos candidatos se han disen˜ado con SiPMs analo´gicos, basados en dos
configuraciones electro´nicas de front-end diferentes. La primera versio´n se ha disen˜ado
mediante una pseudored de resistencias programable integrada en un ASIC y la segunda
versio´n basada en una red de resistencias que proporciona las proyecciones cartesianas
de la luz detectada en el plano de fotodeteccio´n. Finalmente, el u´ltimo candidato se ha
disen˜ado usando SiPMs digitales (dSiPMs). La resolucio´n energe´tica de estos bloques
detectores ha variado entre el 30 % hasta valores de 17 %, en funcio´n de la cantidad de
luz detectada y las cuentas oscuras de los fotodetectores empleados. El bloque detector
cuya lectura se ha realizado mediante ASICs ha permitido, a trave´s del control digital de
sus coeficientes, calibrar diferencias de ganancia de cada SiPM a la vez que ha permitido
establecer combinaciones lineales de las distribuciones de luz producidas en el centellea-
dor, sin embargo todos estos procedimientos, al realizarse antes de la digitalizacio´n, son
de cara´cter destructivo, lo que ha impedido la aplicacio´n de algoritmos complejos. El blo-
que detector basado en dSiPMs, por su parte, al proporcionar informacio´n de cada uno de
sus pixeles ha permitido el uso de todos los algoritmos de posicionamiento desarrollados,
sin embargo la elevada presencia de tiempo muerto de este bloque detector ha obligado a
tiempos largos de adquisicio´n. Los bloques detectores basados en SiPMs analo´gicos y con
lectura de sus respectivas filas y columnas han permitido usar, como en el caso anterior,
todos los algoritmos de posicionamiento desarrollados al digitalizar las proyecciones uni-
dimensionales de la distribucio´n de luz de cada evento siendo, en definitiva, la solucio´n
o´ptima de bloque detector.
Los resultados obtenidos de los algoritmos implementados han demostrado la capaci-
dad de estos bloques detectores de alcanzar un resolucio´n espacial intrı´nseca, en algunos
casos, por debajo del milı´metro. Asimismo, es posible observar una resolucio´n en el eje
z, es decir de la profundidad de interaccio´n (DOI, del ingle´s Depth of Interaction) mi-
lime´trica. Para la aplicacio´n de los momentos estadı´sticos la resolucio´n espacial del blo-
que detector basado en el ASIC se situ´a en el entorno de los 5 mm en la regio´n central
del plano de fotodeteccio´n, llegando a degradarse hasta casi 8 mm cerca de los bordes
del detector. Esta degradacio´n es debida, fundamentalmente, al bajo muestreo de la PCB
de fotodetectores, lo que implica una magnificacio´n del efecto de compresio´n. El bloque
detector basado en dSiPMs tiene una resolucio´n espacial promedio de ∆r = 1.5 ± 0.2
mm en el plano XY y de ∆z = 4.5 ± 0.8 mm. La aplicacio´n del algoritmo RTP2, por
su parte, redujo de forma significativa los efectos de compresio´n a la par que mejoraron
los resultados de resolucio´n espacial. Dichos valores de resolucio´n espacial alcanzan los
valores de ∆r = 1.0 ± 0.1 mm con la serie B y de ∆r = 0.9 ± 0.1 mm con la serie C.
El algoritmo RTP2 se utilizo´ en combinacio´n con el algoritmo E I para la obtencio´n de
la tercera coordenada espacial, obtenie´ndose unos valores de ∆z = 1.2 ± 0.4 mm para
la serie B y de ∆z = 1.0 ± 0.1 mm para la serie C. La aplicacio´n de los ajustes por
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mı´nimos cuadrados supuso la obtencio´n de los mejores resultados en cuanto resolucio´n
espacial se refiere, encontra´ndose unos valores de ∆r = 1.0 ± 0.2 mm para la serie B y
∆r = 0.65 ± 0.1 mm para la serie C. Finalmente la aplicacio´n de las redes neuronales,
como alternativa a los ajustes iterativos por mı´nimos cuadrados mostraron resoluciones
espaciales de ∆r = 1.0 ± 0.2 mm para la serie B y ∆r = 0.9 ± 0.2 mm para la serie
C, pero su aplicacio´n exige de un filtrado previo de los datos para minimizar los efectos
del ruido, y la sensibilidad del bloque detector se ve afectada al tener que descartarse
alrededor de un 20 % de los datos.
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La combinacio´n de imagen anato´mica y funcional ha sido un objetivo ampliamente
perseguido en los desarrollos de tecnologı´a de imagen me´dica. En este sentido, la com-
binacio´n de PET/CT (PET del ingle´s Positron Emission Tomography y CT del ingle´s
Computer Tomography) lleva usa´ndose durante mucho tiempo, en el entorno clı´nico y
preclı´nico y ha demostrado proporcionar importantes ventajas para el diagno´stico clı´nico
[1–4]. Sin embargo, el CT expone a los pacientes a un incremento de la dosis radioacti-
va recibida [5], ası´ como proporciona ima´genes con un contraste relativamente bajo para
tejidos blandos. Estas limitaciones pueden ser superadas a trave´s de la combinacio´n de
esca´neres PET con equipos de resonancia magne´tica (MRI, del ingle´s Magnetic Resonan-
ce Imaging). Adema´s, la fusio´n de la informacio´n anato´mica que proporciona el MRI con
la informacio´n funcional de un tomo´grafo PET ofrece un amplio espectro de informacio´n
que se puede utilizar para comprender nuevos aspectos de la anatomı´a y la fisiologı´a de
una enfermedad [6]. Una de las principales aplicaciones clı´nicas de los sistemas hı´bridos
PET/MRI son el diagno´stico, tratamiento y seguimiento de tumores, sobre todo de la ca-
beza y el cuello, y del abdomen y de pro´stata, para los cuales las capacidades superiores
de formacio´n de ima´genes de MRI de tejidos blandos sobre el CT son ma´s relevantes
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[7]. Dicha combinacio´n implica, sin embargo, una serie de modificaciones sustanciales
en la tecnologı´a PET y, especialmente, en la tecnologı´a de sus detectores. En este sentido,
los retos que implica el desarrollo de un bloque detector PET compatible con esca´neres
de MRI conllevan la minimizacio´n del taman˜o de dicho bloque detector, de forma que
pueda acoplarse al reducido espacio de estos equipos, asegurar su insensibilidad a cam-
pos magne´ticos intensos y evitar materiales que puedan producir heterogeneidades del
campo magne´tico principal B0. La tecnologı´a de detectores esta´ndar en PET esta´ basada,
en su mayorı´a, en el acoplamiento de cristales centelleadores, encargados de convertir
la radiacio´n gamma en luz visible (o cercana al espectro visible) a tubos fotomultipli-
cadores (PMT, del ingle´s Photomultiplier Tube) [8]. Esta tecnologı´a de detectores, sin
embargo, debe ser sustituida puesto que los PMTs son extremadamente sensibles a cam-
pos magne´ticos al estar compuestos de tubos de vacı´o, relativamente largos, en los que se
aceleran electrones a trave´s de un campo ele´ctrico intenso con el fin de obtener sen˜ales su-
ficientemente amplificadas a su salida. Una alternativa a los PMTs son los fotodetectores
de silicio (SiPM, del ingle´s Silicon Photomultiplier), basados en fotodiodos de avalan-
cha (APD, del ingle´s Avalanche Photodiodes), de los que se ha probado que pueden ser
buenos candidatos para la deteccio´n de luz de centelleo [9–11] y que son insensibles a
campos magne´ticos intensos [12].
Por otra parte, la resolucio´n espacial de un esca´ner PET esta´ limitada, en primer lugar,
por la resolucio´n espacial de sus bloques detectores y, en general, no proporcionan infor-
macio´n acerca de la profundidad alcanzada por la radiacio´n en ellos. Esta profundidad,
conocida como profundidad de interaccio´n (DOI, del ingle´s Depth of Interaction), puede
ser considerada como una tercera coordenada espacial desde la que parte la LOR y que,
en caso de no estar disponible, conduce al denominado error de paralaje. En tomo´grafos
PET basados en geometrı´a de anillo, el error de paralaje tiene un efecto significativo en la
direccio´n radial del esca´ner, de tal manera que la resolucio´n espacial, caracterizada por la
funcio´n de dispersio´n de punto (PSF, del ingle´s Point Spread Function), sufre una especie
de enlongacio´n hacia las regiones ma´s excentricas del FOV.
1.2. Objetivos y organizacio´n de la tesis
Ası´ pues, se establece como objetivo de este proyecto de tesis el desarrollo de un
bloque detector para PET compatible con campos magne´ticos intensos, de forma que se
posibilite su integracio´n en equipos de resonancia magne´tica y con resolucio´n espacial
inferior al milı´metro, ası´ como capacidad de determinacio´n de la profundidad de interac-
cio´n. Puesto que los objetivos expuestos involucran una serie de a´reas bien diferenciadas
se ha organizado la tesis en tres partes. En primer lugar se ha destinado la primera parte
a una introduccio´n gene´rica del estado del arte de la imagen me´dica, con especial e´nfasis
en las te´cnicas de imagen para medicina nuclear y PET, de forma que esta primera parte
situ´e los antecedentes de la investigacio´n. La segunda parte de la tesis, definida como un
bloque de materiales y me´todos, se estudian pormenorizadamente los principios fı´sicos
asociados a la deteccio´n de radiacio´n gamma producida tras la aniquilacio´n de positrones
y las caracterı´sticas electro´nicas de los fotodetectores, de forma que se establecen disen˜os
de electro´nica de front-end optimizados. En esta misma parte de la tesis se desgranan los
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algoritmos desarrollados para el posicionamiento tridimensional de la radiacio´n incidente
sobre los bloques detectores y que conducen a unos resultados de resolucio´n espacial o´pti-
mos. Finalmente, la tercera parte de la tesis esta´ dedicada a la verificacio´n experimental
de los disen˜os de bloque detector y algorı´tmica desarrollados en la parte anterior, desti-
nando un u´ltimo capı´tulo de este bloque a la discusio´n de los resultados obtenidos con los
distintos me´todos. Adicionalmente la tesis posee una parte destinada a las conclusiones
generales de la investigacio´n completa y la coleccio´n bibliogra´fica empleada durante la
misma, y que esta´ citada en los diferentes capı´tulos.
1.3. Publicaciones
El desarrollo de la investigacio´n, conducente a la escritura de esta tesis, ha dado lugar
a un serie de contribuciones cientı´ficas tanto en congresos de a´mbito internacional como
en revistas arbitradas. En particular, el desarrollo del primer bloque detector y sus pres-
taciones fueron objeto de las siguientes publicaciones [13–16]. Los estudios llevados a
cabo con el segundo bloque detector estudiado dieron lugar a las publicaciones [17, 18] y
los estudios llevados a cabo con el tercer bloque detector condujeron a las publicaciones
[19–23]. Finalmente el desarrollo y la aplicacio´n de los algoritmos de posicionamiento





Se denomina por imagen me´dica al conjunto de te´cnicas y procesos usados para crear
ima´genes del cuerpo humano, o partes de e´l, con propo´sitos clı´nicos (procedimientos
me´dicos que buscan revelar, diagnosticar o examinar enfermedades) o para la ciencia
me´dica. El mayor campo de aplicacio´n de la imagen me´dica es el radiolo´gico, que es el
a´mbito de la imagen me´dica que se ocupa de generar ima´genes del interior del cuerpo.
En general, la generacio´n de este tipo de ima´genes se consigue mediante diferentes agen-
tes fı´sicos, de forma que es necesaria el uso de algu´n tipo de energı´a con capacidad de
penetracio´n a trave´s de los tejidos que se desean analizar. En el caso de la luz visible, su
capacidad para penetrar tejidos con cierta profundidad limita su uso en a´reas de imagen
me´dica alejadas de la radiologı´a, tales como pueden ser dermatologı´a (ima´genes relativas
a la piel), gastroenterologı´a y obstetricia (endosco´pia), a pesar de que evidentemente todas
las disciplinas implicadas en medicina hacen uso de la luz visible para observacio´n direc-
ta. En el caso de la radiologı´a diagno´stica, el espectro electromagne´tico fuera de la regio´n
visible es el ma´s empleado para obtener imagen, lo que incluye rayos-X en radiografı´a y
tomografı´a computerizada (CT, del ingle´s Computed Tomography); radiofrecuencia (RF)
en imagen por resonancia magne´tica (MRI, del ingle´s magnetic resonance imaging), y
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rayos-γ en medicina nuclear. Por otro lado tambie´n puede hacerse uso de energı´a de
cara´cter meca´nico, tal como ondas acu´sticas de alta frecuencia, usadas en el campo de
la imagen ultraso´nica. Adema´s de categorizar las ima´genes me´dicas por el tipo de energı´a
empleada, se pueden establecer dos grandes grupos de tipos de imagen me´dica en funcio´n
de si se trata de ima´genes con cara´cter anato´mico o ima´genes de cara´cter funcional. La
figura 2.1 representa esquema´ticamente las te´cnicas ma´s habituales de imagen me´dica en
funcio´n del tipo de la energı´a empleada y sus principales caracterı´sticas. En el caso de la
imagen anato´mica, todas las te´cnicas mencionadas requieren, no so´lo que la energı´a em-
pleada tenga capacidad de penetracio´n en los tejidos de estudio, sino que adema´s, deben
interactuar de alguna forma con dichos tejidos (e.g. absorcio´n o dispersio´n). Si los tejidos
de estudio fuesen transparentes a la energı´a empleada, es decir que pasasen a trave´s de
las mismas sin interactuar de ninguna manera, la energı´a detectada no contendrı´a ninguna
informacio´n de intere´s sobre la estructura interna y por tanto no serı´a posible construir


















Figura 2.1: Esquema representativo de las distintos tipos de imagen me´dica en funcio´n
del tipo de fuente empleada y sus principales caracterı´sticas.
La utilidad diagno´stica de una imagen me´dica reside tanto en la calidad te´cnica de
la misma como en las condiciones de su adquisicio´n, de tal manera que en la mayorı´a
de los casos, la calidad de imagen que se obtiene a trave´s de equipos de imagen me´dica
establece un compromiso entre la ma´xima calidad te´cnica posible y los mı´nimos riesgos
potenciales para el paciente y el personal me´dico ası´ como la confortabilidad en el proce-
so. De esta manera, las mejores ima´genes de rayos X pueden producirse cuando la dosis
de radiacio´n a la que es sometido el paciente es alta, sin embargo, la reduccio´n de la dosis
empleada es deseable para minimizar posibles efectos adversos. Igualmente, las mejores
ima´genes de resonancia magne´tica pueden obtenerse cuando el tiempo de adquisicio´n es
largo o las mejores ima´genes ultraso´nicas se obtienen cuando la potencia de los ultraso-
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nidos es elevada. En definitiva, la potencia y la energı´a que se usa para producir ima´genes
me´dicas requiere de un balance entre la seguridad y comodidad del paciente y la cali-
dad de imagen. Diferentes tipos de ima´genes me´dicas puede producirse variando los tipos
de energı´as empleadas y la tecnologı´a de adquisicio´n empleada. A los diferentes modos
de produccio´n de ima´genes se referira´n en adelante como modalidades, de tal manera
que cada modalidad tiene sus propias aplicaciones en medicina. [26]. A continuacio´n, se
describen someramente algunas de estas modalidades:
Radiografı´a. La radiografı´a consiste en la obtencio´n de una imagen radiolo´gica pla-
na de una zona anato´mica que se desea estudiar. Esta´ considerada como el primer
tipo de imagen me´dica moderna y su origen se debe al descubrimiento de los rayos
X en 1895 por Wilhelm Roentgen [27]. Esta imagen surge de la interposicio´n de la
zona anato´mica a estudio entre una fuente emisora de radiacio´n ionizante (rayos X) y
una placa radiogra´fica o un registro fotogra´fico digital, como puede observarse en el
diagrama de la figura 2.2a. La imagen de rayos X es una imagen agrupada en la que
todos los objetos entre la fuente de radiacio´n X y la radiografı´a aparecen superpues-
tos uno encima de otro. Cuando los rayos X pasan a trave´s del cuerpo se absorben en
distinta cantidad dependiendo de la densidad y composicio´n de los objetos con los
que se encuentran. Los tejidos blandos absorben pequen˜as cantidades de radiacio´n,
mientras que los huesos absorben ma´s. Como resultado, en la imagen final, los te-
jidos blandos aparecen oscuros y los huesos aparecen claros reflejando el grado de
absorcio´n que ha sufrido el haz durante su camino. Un ejemplo de imagen producida
mediante rayos X puede observarse en la figura 2.2b.
e-μx
(a) (b)
Figura 2.2: (a) Diagrama de funcionamiento de una radiografı´a. (b) Radiografı´a obtenida
mediante rayos X. Puede observarse co´mo en la radiografı´a los objetos emplazados entre
la fuente de rayos X y la placa radiogra´fica aparecen superpuestos uno encima de otro
(Imagen extraı´da de la web www.bedsidexray.com).
Existen dos casos particulares de radiografı´a mediante rayos X, que merecen ser
mencionados por sus particularidades. En primer lugar la fluoroscopı´a, es una te´cni-
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ca de imagen que consiste en la adquisicio´n continua de ima´genes de rayos X en
una secuencia temporal. Se trata, esencialmente, de una te´cnica de obtencio´n de ra-
diografı´as en tiempo real, de forma que puede ser usada para procesos invasivos
tales como el posicionamiento de cate´teres en arterias o para ana´lisis de movimiento
anato´mico, como por ejemplo los movimientos cardiacos o del eso´fago. Tambie´n es
una te´cnica ampliamente usada en conjuncio´n con el uso de contrastes para el ana´li-
sis de determinados procesos fisiolo´gicos. En segundo lugar, la mamografı´a es otra
te´cnica radiogra´fica basada en rayos X, pero que requiere de energı´as ma´s bajas que
las usadas en ima´genes de rayos X convencionales para acentuar el contraste.
Tomografı´a Computerizada (CT). Esta te´cnica de imagen me´dica, desarrollada a
principios de la de´cada de 1970, puede considerarse como la evolucio´n natural de las
radiografı´as [28]. Las ima´genes de CT se obtienen interponiendo una fuente de rayos
X entre el objeto de estudio y una matriz de detectores, de forma que la fuente de ra-
yos X y los detectores rotan solidariamente alrededor del objeto, tomando ima´genes
a distintos a´ngulos, como se puede observar en el esquema de la figura 2.3a. Es-
tas ima´genes se registran en un ordenador, de forma que componen un conjunto de
proyecciones del objeto escaneado. Retroproyectando dichas proyecciones, a trave´s
de una transformacio´n matema´tica conocida como la transformacio´n de Radon, se
obtiene una imagen tridimensional del objeto escaneado (ver figura 2.3b). En la ac-
tualidad los esca´neres CT clı´nicos existentes adquieren ima´genes con resoluciones
en el entorno de 0.5 mm para todo el cuerpo, tomando alrededor de 800 ima´genes en








Figura 2.3: (a) Diagrama de funcionamiento de un CT. (b) Imagen tridimensional del
corazo´n obtenida mediante tomografı´a computerizada (CT).
Resonancia Magne´tica (MRI). Al igual que en la te´cnica de CT, la imagen por reso-
nancia magne´tica crea ima´genes transversales de sus o´rganos internos. Sin embargo,
la MRI usa imanes muy potentes en lugar de radiacio´n para crear las ima´genes. Una
MRI puede tomar cortes transversales (vistas), al igual que el CT, desde muchos
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a´ngulos, como si alguien estuviera mirando una seccio´n de su cuerpo de frente, de
costado, o por encima de su cabeza. La MRI proporciona ima´genes de partes del
tejido blando del cuerpo con un contraste mayor que las proporcionadas por otras
te´cnicas. El campo magne´tico, junto con una radiofrecuencia, altera en general el
alineamiento natural de los a´tomos de hidro´geno en el organismo. Se crea un cam-
po magne´tico y se envı´an pulsos de ondas de radio desde una bobina. Las ondas de
radio golpean el nu´cleo de los a´tomos desplaza´ndolos fuera de su posicio´n normal.
Mientras los nu´cleos se vuelven a alinear en la posicio´n correcta, envı´an sen˜ales
de radiofrecuencia. Estas sen˜ales son recibidas por una bobina receptora y poste-
riormente un ordenador las analiza y las convierte en una imagen de la parte del
cuerpo que esta´ siendo examinada. Un ejemplo de imagen tridimensional producida
por MRI se observa en la figura 2.4. Las ima´genes producidas por MRI poseen una
mayor resolucio´n en tejidos blandos, tales como tendones, ligamentos y otros.
Figura 2.4: Imagen tridimensional del corazo´n obtenida mediante MRI (Imagen obtenida
de GE Healthcare).
En el a´mbito de la resonancia magne´tica, adema´s de la imagen, cabe destacar otras
te´cnicas de uso clı´nico comu´n. La espectroscopı´a por resonancia magne´tica (MRS,
del ingle´s Magnetic Resonance Spectroscopy) es, por su parte, un procedimiento no
invasivo utilizado para evaluar las anomalı´as quı´micas de ciertos tejidos del cuer-
po, como el cerebro. La espectroscopı´a por resonancia magne´tica puede utilizarse
para evaluar trastornos como infeccio´n por VIH en el cerebro, accidente cerebrovas-
cular, lesiones en la cabeza, coma, enfermedad de Alzheimer, tumores y esclerosis
mu´ltiple. Las ima´genes por resonancia magne´tica funcional en el cerebro (fMRI) se
utilizan para determinar la ubicacio´n especı´fica del cerebro donde tiene lugar una
determinada funcio´n, como el habla o la memoria. Aunque se conocen las zonas
generales del cerebro donde se producen estas funciones, la ubicacio´n exacta puede
variar de una persona a otra.
Ultrasonido. La ultrasonografı´a me´dica utiliza ondas acu´sticas de alta frecuencia
de entre dos y diez MHz que son reflejadas por el tejido en diversos grados para
producir ima´genes 2D, normalmente en un monitor de TV. Esta te´cnica es utilizada
a menudo para visualizar el feto de una mujer embarazada (ver figura 2.5). Otros
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usos importantes son ima´genes de los o´rganos abdominales, corazo´n, genitales mas-
culinos y venas de las piernas. Mientras que puede proporcionar menos informacio´n
anato´mica que te´cnicas como CT o MRI, tiene varias ventajas que la hacen ideal
en numerosas situaciones, en particular las que estudian la funcio´n de estructuras
en movimiento en tiempo real. Tambie´n es muy segura, ya que el paciente no es
expuesto a radiacio´n ionizante y los ultrasonidos no parecen causar ningu´n efecto
adverso, aunque la informacio´n sobre esto no esta´ bien documentada. Tambie´n es
relativamente barato y ra´pido de realizar. Los esca´neres de ultrasonidos pueden lle-
varse hasta pacientes en estado crı´tico en unidades de cuidados intensivos, evitando
el dan˜o causado en el transporte del paciente al departamento de radiologı´a. La ima-
gen obtenida en tiempo real puede ser usada para guiar procedimientos de drenaje
y biopsia. El Doppler de los esca´neres modernos permiten la evaluacio´n del flujo
sanguı´neo en arterias y venas.
Figura 2.5: Imagen obtenida mediante ultrasonidos.
En el caso de las ima´genes funcionales, sin embargo, el objetivo no es la observacio´n
de estructuras anato´micas sino que se persigue la observacio´n de procesos fisiolo´gicos.
En este sentido la ima´genes funcionales permiten observar estos procesos a trave´s de
compuestos quı´micos, que o bien sera´n emisores o absorbentes para la radiacio´n, que se
inyectan, o se ingieren de forma que las interacciones fisiolo´gicas del agente dan lugar a
informacio´n en las ima´genes producidas.
2.1.1. Medicina Nuclear
La medicina nuclear es la rama de la radiologı´a en la que un compuesto quı´mico,
contenedor de un iso´topo radioactivo, es proporcionado al paciente de forma oral, por
inyeccio´n, vı´a oral o por inhalacio´n. Una vez que este compuesto se ha distribuido por el
organismo, de acuerdo al estado fisiolo´gico del paciente, se utilizan detectores de radia-
cio´n para obtener ima´genes proyectadas de la radiacio´n emitida durante el decaimiento del
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agente. La medicina nuclear produce, por tanto, ima´genes a partir de emisores (en lugar de
las ima´genes radiolo´gicas obtenidas por transmisio´n, que se han descrito anteriormente),
puesto que los radioiso´topos emiten su energı´a desde el interior del paciente. La medicina
nuclear es, a su vez, una parte fundamental de la rama de las ima´genes me´dicas de cara´cter
funcional, donde en lugar de proporcionar informacio´n acerca de la anatomı´a del paciente,
se pueden obtener ima´genes acerca de procesos fisiolo´gicos. Una de las principales venta-
jas que presentan estas te´cnicas en el a´mbito me´dico es la capacidad de reducir los falsos
positivos en lesiones tumorales, puesto que algunas lesiones benignas pueden compartir
muchas caracterı´sticas morfolo´gicas de las lesiones tumorales en ima´genes convencio-
nales de CT y MRI. Las ima´genes nucleares pueden considerarse, esencialmente, como
mapas bidimensionales de la distribucio´n tridimensional del radioiso´topo. Las te´cnicas
de produccio´n de imagen me´dica en el a´mbito de la medicina nuclear son las denomi-
nadas como Tomografı´a por Emisio´n de Foto´n U´nico o Tomografı´a Computerizada por
Emisio´n de Fotones Individuales (SPECT, del ingle´s Single Photon Emission Computed
Tomography) y Tomografı´a por Emisio´n de Positrones (PET, del ingle´s Positron Emission
Tomography). A continuacio´n se hace referencia a algunas de sus caracterı´sticas esencia-
les, teniendo en cuenta que el PET es la te´cnica de la que esta tesis es objeto y que, por
tanto, sera´ desarrollado en mayor detalle en los siguientes apartados.
SPECT: La tomografı´a computerizada por emisio´n de fotones individuales se com-
pone, habitualmente, de dos o tres ca´maras γ que rotan alrededor del paciente, re-
gistrando una imagen en cada paso angular a partir de los fotones emitidos por el
radiotrazador. El disen˜o tı´pico de estas ca´maras consta de un cristal centelleador
acoplado a un conjunto de fotodetectores a trave´s de una guı´a de luz. A continuacio´n
se encuentra la electro´nica analo´gica para la amplificacio´n, conformacio´n y transmi-
sio´n de las sen˜ales por cable. La conversio´n digital y su procesado suele realizarse en
un mo´dulo separado que recibe el nombre de unidad de control. El detector esta´ pre-
cedido de un sistema, conocido como colimador, que garantiza que la radiacio´n que
incida sobre detector lo haga u´nicamente de forma directa [29]. Los colimadores con
los que esta´n equipadas estas ca´maras varian en funcio´n del radiofa´rmaco empleado,
de forma que para trazadores de baja energı´a como 99mTc se utilizan habitualmen-
te colimadores paralelos o colimadores para radiofa´rmacos de media energı´a como
67Ga,111In o 131I . Las ima´genes que se obtienen a trave´s de estas ca´maras son bi-
dimensionales y se conocen como proyecciones pero, ana´logamente al caso del CT,
dichas proyecciones pueden combinarse para reconstruir ima´genes tridimensionales.
Las ima´genes que se obtienen con los esca´neres SPECT son de tipo funcional, por lo
que resulta habitual que estos equipos se integren con sistemas de imagen anato´mica,
como el CT, en equipos hı´bridos [30].
PET: Los esca´neres de tomografı´a por emisio´n de positrones esta´n formados, en
general, por un conjunto de detectores de radiacio´n γ ubicados en una geometrı´a
de anillo, evitando la necesidad de sistemas meca´nicos de rotacio´n, como es el caso
del SPECT. Adema´s, contrariamente al caso del SPECT, la emisio´n de fotones por
parte de los radiofa´rmacos utilizados en PET es indirecta. Los radiofa´rmacos son
emisores de positrones y es, a trave´s de la aniquilacio´n de estos con los electrones
de su entorno que se produce la emisio´n de dos fotones en sentido opuesto y que
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son detectados en coincidencia temporal por parejas de detectores en el anillo. En
el a´mbito me´dico los principales campos de aplicacio´n de esta te´cnica son las a´reas
de oncologı´a, neurologı´a y cardiologı´a [31] en funcio´n del radiotrazador elegido.
Algunos ejemplos de radiofa´rmacos y su aplicacio´n me´dica pueden observarse en la
tabla 2.1. Sin embargo, igual que en el caso del SPECT, las ima´genes de PET son de
cara´cter funcional por lo que la combinacio´n con modalidades de imagen anato´mica,
principalmente el CT, aumenta notablemente las prestaciones de estos sistemas [32].




[15O]O2 Consumo de oxı´geno
[11C]Acetato Metabolismo oxidativo del corazo´n
[11C]CFT Reabsorcio´n de dopamina en el cerebro
[11C]Flumazenil Receptores de benzodiacepina en el cerebro
[18F ]EF5 Hipoxia tisular
[18F ]FDG Metabolismo de la glucosa
[18F ]Fluoruro Gammagrafı´a o´sea
aDatos extraidos de [31].
2.1.2. Imagen Molecular
La imagen molecular, cuyas raı´ces provienen de la medicina nuclear, es una disci-
plina de diagno´stico por imagen in vivo que esta´ emergiendo y extendie´ndose a pasos
agigantados [33]. En imagen molecular, sondas moleculares son enviadas contra dianas
biolo´gicas especı´ficas, con el fin de obtener una imagen que permita estudiar procesos
celulares y/o moleculares en su medio natural intacto o en el medio caracterı´stico de un
proceso patolo´gico. La finalidad es obtener un mayor conocimiento de las diferentes en-
fermedades y mejorar ası´ su diagno´stico y tratamiento [34]. Mu´ltiples disciplinas forman
parte de la imagen molecular: Medicina Nuclear, Biofı´sica, Resonancia Magne´tica, Inge-
nierı´a Biolo´gica, Farmacologı´a, Bioquı´mica, etc. [35] Esto implica que en el a´mbito de
la imagen molecular sea necesaria la colaboracio´n de cientı´ficos y me´dicos con el fin de
fusionar las te´cnicas moleculares y de biologı´a celular ma´s modernas con la tecnologı´a
punta en imagen no invasiva. La idea de esta cooperacio´n es crear puentes de colaboracio´n
e intercambio de conocimientos entre ciencias ba´sicas, ingenierı´a experta en la obtencio´n
de imagen no invasiva y las disciplinas me´dicas de diagno´stico por la imagen. Esto po-
sibilitara´ el desarrollo de te´cnicas de imagen que permitan la caracterizacio´n in vivo de
procesos biolo´gicos a nivel celular/molecular en su medio natural. Se puede definir, por
tanto, la imagen molecular como la visualizacio´n, caracterizacio´n y medida de procesos
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biolo´gicos a nivel molecular y celular en organismos vivos. Dado que estas te´cnicas per-
miten la visualizacio´n de la funcio´n celular y el seguimiento de los procesos moleculares
en organismos vivos sin perturbarlos, resultan de gran utilidad en procesos de terapia,
como puede observarse en la figura 2.6.














Figura 2.6: Imagen molecular y terapia para el tratamiento del ca´ncer. Ilustracio´n perte-
neciente a Opensource Handbook of Nanoscience and Nanotechnology [36].
Comparada con las te´cnicas tradicionales in vitro, la imagen molecular proporciona un
conjunto de ventajas [37]:
La imagen molecular permite estudios no-invasivos de ce´lulas en un microentorno
natural, sin perturar el sistema que se encuentra bajo investigacio´n, en contraposicio´n
con las te´cnicas tradicionales in vitro que requieren de la extraccio´n de dichas ce´lulas.
A trave´s de diferentes te´cnicas de formacio´n de ima´genes moleculares, se puede ras-
trear el movimiento de las ce´lulas y por lo tanto percibir procesos biolo´gicos dina´mi-
cos. La imagen molecular permite al investigador observar los procesos celulares en
tiempo real, con lo que mejora en gran medida el valor y la veracidad de la investi-
gacio´n.
Se puede obtener informacio´n ra´pida en relacio´n con productos farmace´uticos (far-
macocine´tica y la farmacodina´mica), reduciendo ası´ la cantidad de tiempo que se
necesita para evaluar la eficacia, el metabolismo, y el perfil de seguridad de un po-
tencial terape´utico [38].
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La imagen molecular hace que sea posible llevar a cabo la repeticio´n del estudio en
el mismo animal. Por lo tanto es posible la recogida de grandes series de datos, lo
que resulta en el uso de un menor nu´mero de animales, puesto que cada animal sirve
como su propio control.
La mayorı´a de las te´cnicas de imagen molecular disponibles pueden llevarse a ca-
bo con una resolucio´n temporal y espacial suficiente para el estudio de los procesos
biolo´gicos y fisiolo´gicos intrincados en sujetos vivos (por ejemplo, la visualizacio´n
de la formacio´n de nuevas neuronas utilizando ima´genes o´pticas [39]). Sin embar-
go, los avances en la mejora de la resolucio´n espacial puede habilitar estudios ma´s
avanzados.
Un esquema general de los procesos involucrados en un estudio de imagen molecular
puede encontrarse en la figura 2.7. En dicha figura se observa co´mo el primer paso es
identificar un proceso bioquı´mico o patologı´a de intere´s. El segundo paso es decidir sobre
una diana molecular que permitira´ la visualizacio´n directa o indirecta de los feno´menos de
intere´s. Esto es generalmente seguido por la seleccio´n de una te´cnica de imagen apropiada
y, si es necesario, un agente de imagen. Tı´picamente, se requieren procesos quı´micos y
etiquetado para sintetizar el agente de formacio´n de ima´genes. Se requieren un nu´mero de
pruebas in vitro e in vivo (basado en modelos con animales) para evaluar la especificidad
y la selectividad del me´todo de imagen. Si los estudios clı´nicos son el objetivo final, se re-
quiere el desarrollo de ciertos modelos matema´ticos / algoritmos de manera que los datos
significativos se pueden obtener a partir de ima´genes. Uno de los retos ma´s importantes en
imagen molecular es, por tanto, el entendimiento entre las diferentes disciplinas. Para ello,
expertos en imagen molecular tienen que aprender el lenguaje caracterı´stico de cada una
de ellas. El reciente florecimiento de la imagen molecular no ha sido una casualidad sino
el resultado de los avances sin precedentes que han ocurrido en los u´ltimos an˜os en Bio-
logı´a celular y molecular (lo que ha permitido utilizar las innovaciones en pruebas in vitro
y traducirlas a in vivo), del uso de animales transge´nicos como modelos de enfermedad,
de la disponibilidad de dianas biolo´gicas y sondas moleculares cada vez ma´s especı´ficas,
y al e´xito en la creacio´n de instrumentos disen˜ados especı´ficamente para la obtencio´n
de ima´genes de animales de taman˜o pequen˜o. La idea final de esta infraestructura es la
ra´pida traduccio´n de te´cnicas verificadas en animales de taman˜o pequen˜o (normalmente
roedores) al campo clı´nico. La imagen molecular se cree que proporcionara´ la posibilidad
de lograr importantes metas en la investigacio´n biome´dica, como, por ejemplo [33]:
Monitorizacio´n de mu´ltiples procesos moleculares casi simulta´neamente
El desarrollo de te´cnicas de imagen no invasiva in vivo que reflejen procesos celula-
res y moleculares claves y a la vez especı´ficos de una enfermedad determinada (por
ejemplo interacciones entre proteı´nas),
Seguimiento in vivo de tra´fico celular y sondas moleculares.
Optimizacio´n de fa´rmacos y terapias ge´nicas.
Monitorizacio´n de los efectos terape´uticos, ambientales, experimentales y tiempo-
dependientes de productos gene´ticos en un mismo animal o paciente.
IMAGEN ME´DICA 17
Obtencio´n de ima´genes que permitan caracterizar/analizar los efectos terape´uticos
de fa´rmacos a nivel molecular, casi inmediatamente tras el inicio terape´utico
Identificacio´n temprana de fa´rmacos prometedores en la industria farmace´utica, pro-
porcionando de esta manera un importante ahorro en tiempo y dinero
Obtencio´n de ima´genes de “pre-enfermedad”, lo que acelerarı´a el desarrollo de tra-
tamientos ma´s precoces e incrementarı´a las posibilidades de e´xito terape´utico






































Figura 2.7: Figura esquema´tica de algunos pasos clave que participan en un estudio de
imagen molecular. (Figura extraı´da de [37]).
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El desarrollo, validacio´n y aplicacio´n de estas nuevas te´cnicas de imagen in vivo pre-
tende ayudar, por tanto, a incrementar nuestro entendimiento y conocimiento de los me-
canismos de enfermedad, lo que permitira´ lograr su deteccio´n precoz y un mejor manejo
diagno´stico y terape´utico con el fin de crear una medicina personalizada a cada uno de
los pacientes. Las te´cnicas empleadas para imagen molecular son mu´ltiples y diversas,
y entre ellas destacan la tomografı´a por emisio´n de positrones, tomografı´a por emisio´n
de foto´n u´nico, autorradiografı´a digital, resonancia magne´tica, resonancia magne´tica con
espectroscopia, bioluminescencia o´ptica, fluorescencia o´ptica o ecografı´a.
2.1.3. Imagen Hı´brida
Para finalizar con este apartado introductorio, se hara´ mencio´n a la imagen hı´brida
o multimodal. Tal y como se ha descrito hasta aquı´, cada modalidad de imagen me´dica
posee un conjunto de ventajas, como la alta resolucio´n espacial en radiografı´a, y de li-
mitaciones, como pueda ser la superposicio´n de estructuras entre la fuente de radiacio´n
y la placa detectora en la misma te´cnica de la radiografı´a. En particular en el a´mbito
de las te´cnicas de imagen para medicina nuclear, tanto el SPECT como el PET propor-
cionan ima´genes de cara´cter funcional, donde normalmente se muestran irregularidades
fisiolo´gicas con un alto contraste, pero con un nivel de detalle anato´mico insuficiente que
permita identificar con claridad el o´rgano o tejido afectado. En este sentido, puesto que
las decisiones clı´nicas no deben estar sujetas u´nicamente a la deteccio´n de una sen˜al (ya
sea, por ejemplo, un incremento o descenso de la acumulacio´n de un radiotrazador), sino
que deben ser tomadas conociendo con el mayor grado de precisio´n posible el lugar de
origen de dicha sen˜al, la alternativa resulta en la combinacio´n de la informacio´n de un
tomo´grafo PET o un esca´ner SPECT con algu´n otro sistema de imagen me´dica del que
pueda obtenerse una imagen con buena definicio´n anato´mica, como puede ser el caso de
ima´genes de CT o MRI. Adema´s, en medicina nuclear, la atenuacio´n por parte del pacien-
te de la radiacio´n emitida desde el radiofa´rmaco, ası´ como las interacciones en funcio´n de
los tejidos u o´rganos atravesados por dicha radiacio´n, degradan la calidad de la imagen
final, por lo que la informacio´n anato´mica proporcionada por una te´cnica complementaria
permite an˜adir correcciones que mejoren la imagen de los esca´neres PET o SPECT. Este
hecho ya se tenı´a en cuenta antes del desarrollo de sistemas hı´bridos, de forma que la
fusio´n de ima´genes se llevaba a cabo post-hoc superponiendo las ima´genes provenientes
de las distintas modalidades, inicialmente de forma manual y a trave´s de software dedi-
cado posteriormente [40]. Estos procedimientos de superposicio´n funcionaban de forma
razonablemente satisfactoria para o´rganos fijos, tales como el cerebro, pero resultaban
claramente inadecuadas para o´rganos internos cuyo movimiento se produce de forma
independiente. Con el fin de superar dichas limitaciones se desarrollaron los primeros
esca´neres hı´bridos PET/CT, a principios de la de´cada de 1990, de forma que permitiesen
la realizacio´n de ambas te´cnicas en una u´nica sesio´n clı´nica [41, 42], au´n siendo la apli-
cacio´n de ambas te´cnicas de forma secuencial. Desde esos primeros esca´neres hı´bridos
hasta la fecha, es ya una pra´ctica habitual la integracio´n de equipos PET o SPECT con
esca´neres CT. Los sistemas hı´bridos tambie´n son comunes, hoy en dı´a, en equipos para
animales pequen˜o y en estudios de imagen preclı´nicos. Al igual que en el entorno clı´nico,
la informacio´n anato´mica proporcionada por CT puede ser u´til tanto para la interpretacio´n
IMAGEN ME´DICA 19
y el ana´lisis cuantitativo de PET y SPECT. En el apartado de desventajas, sin embargo,
resulta de importancia considerar el aumento de la dosis de radiacio´n recibida por los
pacientes en la aplicacio´n de equipos hı´bridos PET/CT o SPECT/CT. Debe tenerse en
cuenta que dicha dosis es el factor limitante principal a la hora de poder realizar, de forma
repetida, un esca´ner de estas caracterı´sticas sobre un paciente. Se ha estimado que los
pacientes sometidos a esca´neres PET/CT reciben una dosis total que se situ´a entre los 20-
25 mSv [43] a pesar de que los avances en te´cnicas recientes de reconstruccio´n permiten
reducir la dosis de forma significativa [44]. En este sentido el uso de MRI, en sustitucio´n
del CT, como te´cnica complementaria al PET o SPECT evita el uso de radiacio´n ionizante
adicional, adema´s de poseer un mejor contraste de imagen para los tejidos blandos [45].
No obstante, la implementacio´n de esca´neres hı´bridos PET/MRI involucran una serie de
dificultades te´cnicas an˜adidas y suponen una gran parte del campo de investigacio´n actual
en lo relativo a la te´cnica PET.
2.1.3.1. SPECT/CT y PET/CT Los equipos hı´bridos actuales de SPECT/CT consisten,
tı´picamente, en un sistema SPECT dual de dos cabezas en combinacio´n con un esca´ner CT
multicorte. En comparacio´n con los primeros sistemas desarrollados, tantos los detectores
como la electro´nica se encuentran integrados en un mismo contenedor y se controlan
desde el mismo equipo informa´tico. Normalmente ambas pruebas se realizan de forma
secuencial, con un desplazamiento de la camilla, para tener el mismo campo de visio´n y
producir una imagen de la misma regio´n de intere´s. En la figura 2.8a puede observarse un
equipo clı´nico de SPECT/CT comercial. En general, la integracio´n de ambas modalidades
no supone una merma en el rendimiento de ninguna de ellas, siendo la mayor desventaja
de estos equipos el volumen que tienen, dificultando su instalacio´n en lugares de espacio








Figura 2.8: (a) Esca´ner comercial Philips BrightView XCT SPECT/CT. (b) Esca´ner co-
mercial Philips GEMINI TF PET/CT.
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Los esca´neres clı´nicos modernos de PET/CT, por su parte, se basan mayoritariamente
en una configuracio´n de tipo tandem, de forma que los campos de visio´n del PET y del
CT esta´n separados en la direccio´n axial en una distancia de, tı´picamente, 60 a 20 cm.
En la figura 2.8b puede observarse un esca´ner comercial. En la figura 2.9 se observa una
imagen obtenida en esca´ner hı´brido PET/CT.
Figura 2.9: Imagen hı´brida obtenida mediante PET/CT.
2.1.3.2. SPECT/MRI y PET/MRI La fusio´n de la informacio´n anato´mica que proporcio-
na el MRI con la informacio´n funcional de un tomo´grafo PET ofrece un amplio espectro
de informacio´n que se puede utilizar para comprender nuevos aspectos de la anatomı´a y
la fisiologı´a de una enfermedad [6]. Una de las principales aplicaciones clı´nicas de los
sistemas hı´bridos PET/MRI son el diagno´stico, tratamiento y seguimiento de tumores,
sobre todo de la cabeza y el cuello, y del abdomen y de pro´stata, para los cuales las capa-
cidades superiores de formacio´n de ima´genes de MRI de tejidos blandos sobre el CT son
ma´s relevantes [7]. Los esca´neres hı´bridos PET/MRI se han desarrollado, inicialmente,
mediante el uso de fibras o´pticas o guı´as de luz encargadas de transmitir la luz detecta-
da en los centelleadores (ubicados en el interior del esca´ner MRI) a una regio´n con bajo
campo magne´tico, de forma que los tubos fotomultiplicadores no vean afectado su funcio-
namiento [46]. Tambie´n se han desarrollado equipos basados en un tandem PET/MRI en
los que, igualmente que en el caso de los tandem PET/CT, la camilla se mueve de forma
automa´tica desde la zona de MRI hasta la zona del esca´ner PET usando como detecto-
res tubos fotomultiplicadores (PMT, del ingle´s PhotoMultiplier Tubes) blindados [47]. La
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principal desventaja de esta configuracio´n, adema´s de las dificultades te´cnicas del blin-
daje de los detectores, es que las pruebas de PET y MRI deben hacerse secuencialmente
desestimando la potencial capacidad de adquisicio´n de ima´genes simulta´neas. La figura
2.10 muestra una imagen hı´brida de PET/MRI tomada de forma secuencial.
Figura 2.10: Imagen hı´brida secuencial obtenida mediante PET/MRI. (Fuente: Stony
Brook, School of Medicine. Department of Radiology)
El desarrollo de una nueva generacio´n de fotodetectores basados en materiales semi-
conductores permite la integracio´n completa de los sistemas PET con los sistemas de MRI
(imagen hı´brida simulta´nea) gracias a su insensibilidad a campos magne´ticos, de forma
que su uso en presencia de campos magne´ticos muy intensos ha sido probada [48]. Las
desventajas, no obstante, que implican los sistemas hı´bridos PET/MRI incluyen mayores
tiempos de examen comparado con el caso de CT, ası´ como la imposibilidad de su uso en
pacientes con implantes meta´licos o marcapasos. Adema´s, en general la te´cnica de MRI
es ma´s cara que la te´cnica de CT.
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2.2. Tomografı´a por Emisio´n de Positrones
2.2.1. Introduccio´n
La Tomografı´a por Emisio´n de Positrones histo´ricamente esta´ basada en una serie de
hitos, que esta´n relacionados con mu´ltiples galardones Nobel en fı´sica, quı´mica y me-
dicina. En primer lugar, debe considerarse el descubrimiento del positro´n por Anderson
[49], que le supuso el premio Nobel en fı´sica en el an˜o 1936, de forma que no so´lo con-
firmo´ experimentalmente la prediccio´n de la existencia de antimateria, llevada a cabo por
Dirac [50], sino que, junto con la teorı´a fundamental de la radiacio´n β, forma la base
teo´rica fundamental de la te´cnica PET. Sin embargo, para la consecucio´n de radioiso´to-
pos adecuados para aplicaciones me´dicas, comunmente denominados como radioiso´topos
fisiolo´gicos, tales como 11C,13N ,15O y 18F fue necesaria la invencio´n de aceleradores
de particulas especı´ficos. De esta manera, Ernest Orlando Lawrence recibio´ el premio No-
bel de fı´sica en 1939 ”por la invencio´n y desarrollo de un ciclotro´n y por los resultados
obtenidos con el mismo, especialmente en lo que respecta a elementos radioactivos artifi-
ciales”. El siguiente paso, en desarrollo de la te´cnica PET, fue el desarrollo del concepto
de radiotrazador, es decir, la validacio´n empı´rica de que el cambio de un a´tomo en una
mole´cula, para la produccio´n de un radiofa´rmaco, no afecta de forma significativa a los
procesos quı´micos y/o biolo´gicos. Este descubrimiento proporciono´ el Nobel de quı´mi-
ca a Gyorgy Hevesy en 1943. Debido a este principio, la distribucio´n y la concentracio´n
de una mole´cula puede medirse asociando la mole´cula de intere´s con un radioiso´topo y
detectando el producto de su decaimiento γ o β. La necesidad de un detector de fotones
apropiados es otro paso fundamental en el desarrollo de la te´cnica PET, y la principal
aportacio´n en este a´mbito se debe al descubrimiento del centelleador inorga´nico de yodu-
ro de sodio dopado con talio (NaI:Tl) por Robert Hofstadter, galardonado con el premio
Nobel de fı´sica en 1961. Finalmente, para producir ima´genes en tres dimensiones, apa-
recen los principios de reconstruccio´n desarrollados teo´ricamente por Radon [51], a los
que se llama transformada de Radon. Esta te´cnica de reconstruccio´n de imagen es la mis-
ma que la usada por Godfrey N. Hounsfield y Allan M. Cormack, quienes recibieron el
premio Nobel de medicina en 1979 por el ”desarrollo de la tomografı´a asistida por orde-
nador”. Ahora bien, la Tomografı´a por Emisio´n de Positrones nace 1951, cuando William
Sweet presento´ la idea preliminar en el centro de investigacio´n del Hospital General de
Massachusetts [52]. En 1952, Gordon L. Brownell y William Sweet [53] construyeron el
primer prototipo de esca´ner PET para cerebro, usando dos detectores en oposicio´n con
cristales centelleadores de NaI:Tl acoplados a dos fotomultiplicadores como detectores y
con una impresora de tinta como dispositivo de imagen (ver figura 2.11).
Los siguientes desarrollos fueron llevados a cabo a comienzos de la de´cada de 1970
por James Robertson en Brookhaven, Chris Thompson y otros colaboradores en el Ins-
tituto Neurolo´gico de Montreal [54], donde desarrollaron el primer tomo´grafo completo
llamado ”Positome” [55] (una fotografı´a del mismo se encuentra en la figura 2.12), pero
esencialmente por Ed Hoffman y Michael Phelps en la UCLA, donde desarrollaron un
tomo´grafo basado en 48 detectores de NaI:Tl y demostraron la potencialidad de la te´cnica
en PET en estudios neurolo´gicos y como te´cnica de imagen funcional del cerebro.
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(a) Primer esca´ner PET en el que se encuentran el Dr. G.L.
Brownell (izquierda) y Dr. Aronow (Imagen extraida de
[53]).
(b) Resultados obtenidos en un esca´ner de un paciente con
un tumor cerebral obtenido con el primer esca´ner PET (Ima-
gen extraida de [53]).
Figura 2.11
Un tomo´grafo PET esta´ disen˜ado, por tanto, para detectar la radiacio´n procedente de la
reaccio´n de aniquilacio´n de los positrones con los electrones de la materia y en el a´mbito
de la imagen molecular, esto aporta informacio´n sobre algu´n tipo de proceso biolo´gico.
Dos principios ba´sicos de la fı´sica, el de conservacio´n del momento y de la energı´a, pre-
dicen con exactitud la direccio´n y energı´a de los dos fotones de aniquilacio´n [56]. Cada
uno viajara´ en la misma direccio´n y sentidos opuestos portando una energı´a equivalente a
la masa del electro´n (o del positro´n) en reposo, es decir, 511 keV. A la lı´nea que unirı´a a
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Figura 2.12: Fotografı´a del escaner PET desarrollado por Chris Thompson y colaborado-
res en el Instituto Neurologico de Montreal, denominado Positome (Fuente: Christopher
J. Thompson, McGill University, Ca, 2015).
los dos detectores opuestos e implicados en la misma aniquilacio´n, se la denomina Lı´nea
de Respuesta (LOR, del ingle´s line of response). Como la direccio´n de las LORs viene
definida intrı´nsecamente por las leyes que gobiernan la interaccio´n de los positrones con
la materia y adema´s la aceptacio´n de ambos eventos por parte del sistema (para dar lugar a
lo que se denomina una coincidencia real), se realiza electro´nicamente en base a criterios
energe´ticos y temporales, se dice, de esta manera, que un tomo´grafo PET se basa en un
sistema de “colimacio´n electro´nica”. Este aspecto es el principal elemento diferenciador
entre un tomo´grafo PET y las gammaca´maras usadas en medicina nuclear con las que, sin
embargo, comparte un sistema de deteccio´n pra´cticamente ide´ntico, basado en cristales
de centelleo acoplados a fotosensores. Ahora bien, los aspectos te´cnicos ma´s relevantes
de esta te´cnica de imagen se desarrollan en el siguiente apartado.
2.2.2. Fundamentos te´cnicos
Un esca´ner PET actual esta´ compuesto por un conjunto de detectores de radiacio´n γ, de
forma que estos detectores proporcionan las coordenadas de los extremos de cada LOR.
Este tipo de detectores son posibles partiendo de multiples soluciones tecnolo´gicas, desde
ca´maras de ionizacio´n hasta detectores de estado so´lido. En la actualidad los detectores
usados en PET son mayoritariamente los basados en cristales de centelleo, encargados del
frenado de la radiacio´n ionizante y su conversio´n a fotones o´pticos, tı´picamente en la re-
gio´n visible y su posterior deteccio´n por un fotodetector. El acoplamiento o´ptico entre un
cristal de centelleo y el fotodetector para transformar energı´a electromagne´tica en impul-
sos ele´ctricos es un recurso empleado durante muchas de´cadas con muy buenos resultados
[57]. A diferencia de los tomo´grafos PET, las ca´maras gamma, que no trabajan en coinci-
dencia, requieren necesariamente para formar las ima´genes (gammagrafı´as), de elementos
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externos (colimadores) cuya finalidad u´ltima es la de definir la direccio´n de la que proce-
de cada foto´n que alcanza el sistema detector. Este proceso de “colimacio´n extrı´nseca” es
mucho menos eficiente que el caso anterior y se traduce en un coste enorme para el siste-
ma en te´rminos de sensibilidad. El razonamiento es fa´cil de entender si se tiene en cuenta
que un colimador no es ma´s que una pieza de material atenuante para la radiacio´n, inter-
puesta entre fuente y detector, perforada por pequen˜os agujeros a trave´s de los que so´lo
una mı´nima fraccio´n de los fotones emitidos por el o´rgano estudiado, alcanza el sistema
detector. Otras diferencias que afectan en menor medida a mejorar la sensibilidad de los
tomo´grafos PET respecto a las ca´maras gamma es la disposicio´n cilı´ndrica de la superficie
detectora. Adema´s de rodear por completo la parte del cuerpo del paciente bajo estudio,
se configura mediante unidades independientes llamadas bloques detectores cuya eficacia
en el procesamiento de los eventos es superior a la obtenida en el caso de los monocrista-
les de las ca´maras gamma. Adema´s de la sensibilidad existe otro para´metro fundamental
para un equipo dedicado a la imagen diagno´stica, la resolucio´n espacial [58]. En la ma-
yorı´a de tomo´grafos PET comerciales el cristal de centelleo es generalmente una matriz
de pequen˜os cristales o en su defecto soluciones te´cnicas que lo simulan. El taman˜o de los
cristales que componen la matriz esta´ directamente relacionado con la resolucio´n espacial
del tomo´grafo PET [59]. La resolucio´n espacial es la capacidad del sistema para distin-
guir dos objetos aproximadamente puntuales cercanos. El uso de colimadores externos
en las ca´maras gamma define necesariamente una relacio´n inversa entre la sensibilidad y
la resolucio´n espacial. La colimacio´n electro´nica permite al tomo´grafo PET superar es-
ta dependencia y proporcionar aceptables valores de resolucio´n espacial con excelentes
niveles de sensibilidad. Buscando este compromiso, los tomo´grafos comerciales clı´nicos
de cuerpo entero, considerados de alta resolucio´n, situ´an su lı´mite de resolucio´n en unos
4 mm [60]. Este valor puede mejorarse de forma considerable reduciendo el taman˜o del
FOV del tomo´grafo, como sucede en esca´neres preclı´nicos para animales pequen˜os o en
esca´neres PET dedicados donde la resolucio´n espacial del bloque detector mejora [61]. El
objetivo de un esca´ner PET es, por tanto, obtener una imagen tridimensional de la distri-
bucio´n de actividad, ρ(x, y, z), de un radiotrazador emisor de partı´culas β+. Dado que la
aniquilacio´n de los positrones con electrones resulta en la emisio´n, aproximadamente en
la misma direccio´n y con sentidos opuestos, de dos fotones que poseen ide´ntica energı´a
de 511 keV, la geometrı´a ma´s habitual para un esca´ner PET es la geometrı´a de anillo,
de forma que se puede establecer una imagen tridimensional del volumen que abarque
su campo de visio´n (FOV, del ingle´s field of view). En la figura 2.13 puede observarse
esquema´ticamente un tomo´grafo PET.
Al conjunto total de LORs detectadas, es decir, a la conexio´n de todas las posibles





ρ(x, y, z) dL (2.1)
De esta manera puede considerarse que los datos registrados son debidos a las proyec-
ciones obtenidas desde una fuente externa haciendo la consideracio´n de que cada elemen-
to de la imagen es representativo de la actividad a lo largo de la lı´nea proyectada a trave´s













Figura 2.13: Diagrama esquema´tico del funcionamiento de un esca´ner PET.
que se corresponden a una adquisicio´n completa es en un sistema de representacio´n co-
nocido como sinograma [62]. En un esca´ner PET simplificado, de tal manera que se trate
de un esca´ner cuyo FOV es u´nicamente en dos dimensiones, el sinograma consiste en
guardar el conjunto de LORs usando dos variables, r y ψ, donde r representa la distancia
desde el centro del FOV hasta la LOR y ψ es el a´ngulo de inclinacio´n que forma la LOR.
Se conoce como sinograma a este me´todo de registrar datos porque si se situ´a una fuente
puntual en las coordenadas polares (r,θ) del FOV, la representacio´n en el sinograma es
una sinusoide con amplitud r y fase θ como se observa en la figura 2.14.
Una vez generado el sinograma de la adquisicio´n, cada fila del mismo se correspon-
de con una proyeccio´n de la imagen, de tal manera que la reconstruccio´n de la imagen
consiste en la retroproyeccio´n del sinograma a trave´s de la transforma de Radon [51]. Sin
embargo un conjunto de artefactos alteran la distribucio´n real del trazador como conse-
cuencia de los procesos fı´sicos implicados en la adquisicio´n de los eventos radiactivos o
los asociados a la reconstruccio´n de los datos. Entre los ma´s importantes se encuentran:
Feno´menos de Dispersio´n (Scatter). En su recorrido hacia los detectores, los foto-
nes pueden sufrir cambios continuos de direccio´n por interaccio´n con los nu´cleos de
la materia [63]. Si estas colisiones son lo suficientemente importantes podrı´an mo-
dificar la trayectoria original del foto´n generando una LOR incorrecta. La magnitud
del cambio de direccio´n esta´ relacionada con la energı´a transferida en la colisio´n del
foto´n incidente con el nu´cleo de la materia. Por ello resulta habitual encontrar en
los tomo´grafos PET actuales discriminadores de energı´a que rechazan los fotones
con energı´a inferior o superior a ciertos umbrales. Existen muchos otros me´todos









Figura 2.14: Formacio´n del sinograma para una fuente puntual.
para evitar sus efectos y sobre cada uno de ellos numerosas variantes. Algunos se
basan en me´todos analı´ticos [64, 65], otros en caracterizar la distribucio´n del scatter
mediante funciones parabo´licas o gaussianas [66, 67]. Uno de los ma´s prometedores
que se esta´n desarrollando consiste en algoritmos matema´ticos capaces de simular
este efecto de forma estadı´stica como es el caso del me´todo Montecarlo [68]. El
feno´meno de dispersio´n se hace especialmente patente en aquellas zonas donde la
concentracio´n del trazador es elevada, aportando un ruido no homoge´neo que degra-
da localmente el contraste de la imagen.
Coincidencias fortuitas o aleatorias (Randoms). Puede ocurrir que detectores opues-
tos registren la llegada de su correspondiente foto´n, de energı´a apropiada y en la ven-
tana temporal establecida para cada coincidencia pero que cada uno de ellos proceda
de un proceso de aniquilacio´n distinto. Como para este feno´meno no hay direcciones
ni zonas privilegiadas es de esperar que su contribucio´n sea un ruido homoge´neo al
fondo de la imagen. Existen dos me´todos para corregirlo: el primero se basa en el
uso de una segunda ventana de coincidencia posterior en el tiempo a la que registra
las coincidencias reales y aleatorias con cuyos datos se crea la imagen [69]. En esta
segunda ventana no aparece contribucio´n de las coincidencias reales, cuyo pico es
anterior en el tiempo al de las coincidencias aleatorias, pero se mantiene constante
la tasa de randoms. Restando a la primera ventana (trues+randoms) la contribucio´n
de la segunda (randoms) queda corregido este efecto. El segundo me´todo de correc-
cio´n se hace en base a la tasa de eventos individuales (fotones cuyos compan˜eros
de aniquilacio´n no fueron detectados en el campo de visio´n del tomo´grafo, conocida
habitualmente por el te´rmino en ingle´s singles) registrados por cada detector y a la
ventana de coincidencia [70].
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Pe´rdidas por tiempo muerto (Dead time). En general el tiempo muerto de un de-
tector se hace mayor a medida que aumenta la tasa de recuento de eventos. Para
concentraciones elevadas del trazador, la electro´nica de los detectores es incapaz de
generar un pulso ele´ctrico para cada foto´n que alcanza el detector, producie´ndose
una pe´rdida considerable de cuentas asociadas a ese punto que puede acabar incluso
en un feno´meno de saturacio´n del detector por apilonamiento de impulsos. De no
ser caracterizado este feno´meno, las captaciones de alta intensidad presentarı´an una
concentracio´n del trazador inferior a la real que inducirı´an a un importante error de
cara a su cuantificacio´n.
Correccio´n de atenuacio´n. Es la ma´s significativa de las correcciones que se realiza
en una imagen de PET en el entorno clı´nico. Una imagen no corregida por atenuacio´n
presentara´ una pe´rdida considerable de captacio´n de sus estructuras ma´s mediales
frente a un realzamiento de las ma´s perife´ricas y adema´s no podra´ ser cuantifica-
da casi en ningu´n caso. Aunque en ciertos casos puede realizarse teo´ricamente, los
tomo´grafos comerciales realizan la correccio´n de atenuacio´n mediante una imagen
de transmisio´n. De esta forma cada punto de la imagen de emisio´n es corregido por
un factor que pondera la probabilidad de que los fotones procedentes de una aniqui-
lacio´n en ese punto alcancen los detectores, en funcio´n de su posicio´n y densidad del
tejido a atravesar [71].
Adema´s de los comentados existen dos feno´menos que de forma intrı´nseca limitan la
resolucio´n espacial de un PET: uno es el recorrido libre medio que realiza el positro´n
antes de producirse la aniquilacio´n y durante el cual sufre sucesivos choques que van dis-
minuyendo su energı´a. So´lo cuando el β+ pierde pra´cticamente toda su energı´a cine´tica,
se dan las condiciones necesarias para desencadenarse la aniquilacio´n entre positro´n y
electro´n. El caso del 18F es uno de los ma´s favorables al ser la energı´a de emisio´n de sus
positrones menor que en el caso del 13N , 11C u 15O y como media introduce un error
de posicio´n de algunas de´cimas de milı´metro. El otro feno´meno, es una consecuencia del
anterior y se produce por el hecho de que en el instante mismo de la aniquilacio´n, el po-
sitro´n no esta´ totalmente parado. El principio de conservacio´n del momento ajusta esta
circunstancia alterando ligeramente el a´ngulo de emisio´n de los fotones de aniquilacio´n,
que altera los 180o teo´ricos, en una fraccio´n de grado. Para que una coincidencia sea con-
siderada como va´lida los dos fotones deben alcanzar sendos detectores enfrentados en un
intervalo de tiempo establecido (ventana de coincidencia) que es del orden de los 6-12 na-
nosegundos y su energı´a debe superar un umbral mı´nimo que asegure que no han sufrido
dispersiones de importancia en su camino. Son factores decisivos a la hora de establecer la
ventana temporal de coincidencia, la capacidad del cristal de centelleo para producir luz y
el tiempo de extincio´n de dicho pulso. Cuanto mejor sean estas cualidades, menos tiempo
necesita el sistema para reconocer el impacto de un nuevo foto´n, y mayor su capacidad de
registro de eventos por unidad de tiempo, lo que se traduce finalmente en un aumento de
sensibilidad. La elevada energı´a de los fotones de aniquilacio´n afecta negativamente a la
capacidad del cristal de centelleo para detener los fotones de aniquilacio´n y dar ası´ lugar
a un pulso de luz. Por esta razo´n la densidad del material es el tercer elemento clave en la
eleccio´n de un cristal de centelleo dedicado a PET. El cristal de referencia ha sido duran-
te de´cadas el BGO (Germanato de Bismuto) aunque sus prestaciones han sido superadas
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por una nueva generacio´n de cristales que encabeza el LSO (Ortosilicato de Lutecio), el
LYSO (Ortosilicato de Lutecio, dopado con Ytrio) y el GSO (Ortosilicato de Gadolinio)
[72].
2.2.3. Profundidad de interaccio´n
Una de las principales caracterı´sticas de la radiacio´n γ es su amplia capacidad de pe-
netracio´n, lo que exige que los materiales encargados de la deteccio´n de esta radiacio´n
posean un nu´mero ato´mico (Z) alto y que tengan un grosor suficiente para permitir el
frenado de la ma´xima fraccio´n de fotones incidentes posibles. Este hecho implica que,
dado que los detectores no esta´n, en general, opuestos entre si, la profundidad alcanzada
por un foto´n en el interior del centelleador cobre especial importancia. Esta profundidad,
conocida como profundidad de interaccio´n (DOI, del ingle´s Depth of Interaction), puede
ser considerada como una tercera coordenada espacial desde la que parte la LOR y que,
en caso de no estar disponible, conduce al denominado error de paralaje. Esquema´tica-
mente puede observarse este error en el trazado de LORs en la figura 2.15. En tomo´grafos
PET basados en geometrı´a de anillo, el error de paralaje tiene un efecto significativo en la
direccio´n radial del esca´ner, de tal manera que la resolucio´n espacial, caracterizada por la
funcio´n de dispersio´n de punto (PSF), sufre una especie de enlongacio´n hacia las regiones
ma´s excentricas del FOV. La contribucio´n a la FWHM de la PSF, en la direccio´n radial





donde r es la posicio´n radial en la que se ha obtenido la PSF, R es el radio del anillo y
α es un te´rmino que depende del material centelleador ası´ como de su grosor.
En los tomo´grafos basados en cristales centelleadores pixelados la obtencio´n de es-
ta tercera coordenada espacial en el interior del volumen centelleador implica una alta
dificultad te´cnica, de tal manera que no ha sido implementada en la mayor parte de los
esca´neres comerciales. En aquellos casos en los que se ha corregido esta falta de informa-
cio´n, ha sido a trave´s de soluciones que implican un elevado coste, tales como la ubicacio´n
de fotodetectores en la cara superior e inferior de los cristales centelleadores, o a trave´s de
la combinacio´n de dos tipos de cristales en modo phoswich o staggered [73]. Sin embar-
go, como se enunciara´ en los apartados dedicados a me´todos de esta tesis, la obtencio´n de
esta tercera coordenada espacial mediante el uso de cristales centelleadores continuos o
monolı´ticos es mucho ma´s sencilla, de forma que dicha informacio´n es inferible a trave´s
de la forma que posee la distribucio´n de luz de centelleo producida por la interaccio´n con
un foto´n de 511 keV.
2.2.4. Tiempo de vuelo
Una fuente de ruido, inherente al proceso de reconstruccio´n, se debe a la atribucio´n
de la distribucio´n de la actividad de un punto emisor a la LOR completa, conocida co-
mo el modelo de la integral de lı´nea [74]. Este modelo implica que se asigna la misma












Figura 2.15: Error de paralaje. La linea continua representa la LOR real, cuyas coordena-
das de origen y final han profundizado unas distancias zc1 y zc2 en los detectores, mientras
que la linea punteada muestra la LOR que se trazarı´a en ausencia de informacio´n sobre
esta profundidad.
electro´n, y que fue el origen de la emisio´n de los dos fotones de 511 keV a toda la LOR.
Este feno´meno podrı´a evitarse si se dispusiera de informacio´n temporal del momento de
llegada de cada foto´n, del par producido en la aniquilacio´n, a los detectores, de tal ma-
nera que si la precisio´n en la obtencio´n de estos tiempos fuera lo suficientemente buena
podrı´a obtenerse las coordenadas exactas de la aniquilacio´n, reduciendo la LOR a un u´ni-
co punto emisor, como se puede observar en la figura 2.16. El tiempo de llegada de dos
fotones emitidos desde el punto C a los detectores A y B viene dado por TA = dA/c y
TB = dB/c, donde D es la distancia total entre los dos detectores, y c es la velocidad de
la luz. dA y dB esta´ relacionadas a trave´s de la expresio´n dA + dB = D. La diferencia
entre los tiempos de llegada viene dada por:






donde ∆S es la distancia del punto en el que se produjo la aniquilacio´n con respecto





Por tanto, si se mide ∆T con una precisio´n infinita se puede obtener la diferencia
exacta, ∆S y los valores dA y dB, de tal manera que se puede localizar exactamente la
posicio´n de aniquilacio´n en 3D. Sin embargo, dado que la precisio´n de obtencio´n de ∆T ,
















Figura 2.16: Diagrama conceptual sobre la te´cnica TOF.
A esta te´cnica se la conoce como tiempo de vuelo (TOF, del ingle´s time of flight). La
incorporacio´n de la funcio´n del ca´lculo del TOF de los rayos gamma que se generan en
una aniquilacio´n positro´n-electro´n en un sistema PET tiene numerosos beneficios. Uno
de ellos es la mejora en la calidad de imagen a consecuencia de la reduccio´n del nivel de
ruido, de tal manera que esta mejora puede establecerse a trave´s de la relacio´n sen˜al-ruido




c ·∆T · SNRno−TOF (2.6)
Otro beneficio de gran impacto es que la dosis del radiofa´rmaco que se utiliza pue-
de reducirse debido a que se mejora la SNR de la imagen y la estadı´stica necesaria es
menor. Esto implica, por un lado, menor tiempo de exposicio´n del paciente al fa´rmaco
radiactivo; y por otro lado, un ahorro en costes al utilizar menos cantidad de trazador, el
cual suele tener un coste relativamente alto [75]. Otra de las ventajas que ofrece poder
determinar con alta precisio´n la diferencia temporal entre los dos rayos gamma, reside en
su aportacio´n cuando se tiene una estructura de detectores parcial. Esto se da en disen˜os
donde la colocacio´n de detectores alrededor del punto de intere´s no puede llevarse a cabo
o en casos donde algu´n detector se encuentra fuera de operacio´n. En ambos casos, se ha
demostrado que el conocimiento de la diferencia temporal precisa aporta una mejora en
la calidad de la imagen [76–78]. Aunque en esta tesis no se hara´ mencio´n a la capacidad
de medir el tiempo de vuelo en los bloque detectores estudiados, multiples estudios han








Denominamos bloque detector al conjunto de elementos necesarios para la deteccio´n
de radiacio´n γ producida en la aniquilacio´n de positrones con electrones y con la ca-
pacidad de determinar la posicio´n de deteccio´n de dicha radiacio´n. La eleccio´n de los
elementos que componen dicho bloque detector no solo tendra´ un impacto determinante
en la calidad de imagen final del tomo´grafo sino que, adema´s, las caracterı´sticas de dichos
elementos imponen un conjunto de restricciones que deben ser tomadas en consideracio´n.
Debe recordarse que, a pesar de que se estudie el comportamiento de un bloque detector
de forma aislada, la radiacio´n producida en la aniquilacio´n se detecta en coincidencia, lo
que implica la existencia de un par de bloques detectores opuestos en las medidas experi-
mentales. Con el objetivo de cuantificar la calidad del bloque detector, pueden distinguir-
se tres criterios relativos al rendimiento de e´ste. En primer lugar, la resolucio´n espacial
del bloque detector se define como la distancia mı´nima entre dos fuentes de radiacio´n,
aproximadamente puntuales, que son distinguibles. Asimismo, podemos definir la resolu-
cio´n energe´tica como la capacidad del bloque detector para distinguir la deposicio´n de la
energı´a incidente de forma que permita la discriminacio´n de eventos dispersados de even-
tos absorbidos. La resolucio´n temporal, por su parte, es la precisio´n con la que el bloque
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detector es capaz de distinguir el origen temporal de la radiacio´n incidente. La resolucio´n
temporal debe maximizarse con la finalidad de mejorar la capacidad de discriminacio´n
de eventos aleatorios con respecto a coincidencias reales e incluso con el objetivo de es-
timar con la ma´xima precisio´n posible las coordenadas de la aniquilacio´n a lo largo de
la linea de respuesta. Adema´s de los criterios mencionados de resolucio´n, la sensibilidad
del bloque detector es otra caracterı´stica de gran importancia. La sensibilidad o eficiencia
del bloque detector esta´ relacionada con la fraccio´n de radiacio´n incidente que se detecta.
Esta caracterı´stica viene determinada por la cobertura geome´trica que abarca el detector,
la capacidad de frenado de la radiacio´n de 511 keV en el material centelleador y, en fun-
cio´n de la tasa de llegada, por el tiempo muerto del bloque detector. La sensiblidad afecta
de forma directa al contraste de la imagen final. Finalmente, el bloque detector puede di-
sen˜arse de forma que sea insensible a campos magne´ticos, posibilitando la integracio´n en
equipos de resonancia magne´tica. No debe de perderse de vista, adema´s, que el disen˜o del
bloque detector debe ser viable comercialmente, lo que implica que debe estar circunscri-
to a un coste reducido y que debe operar a temperaturas pro´ximas a las existentes en el
entorno clı´nico o preclı´nico. Teniendo en cuenta estas consideraciones previas, el bloque
detector puede separarse en tres grandes partes:
Deteccio´n de radiacio´n ionizante. La primera parte del bloque es la encargada de
la deteccio´n de radiacio´n ionizante. Comunmente se utiliza un material centelleador
inorga´nico, de forma que para obtener una alta sensibilidad, la eficiencia de deteccio´n
del centelleador debe ser lo ma´s alta posible. La eficiencia depende de la densidad,
del nu´mero ato´mico efectivo Zeff , y del grosor del cristal centelleador. Hay que te-
ner en cuenta que para un centelleador con Zeff alta, la proporcio´n de interacciones
por efecto fotoele´ctrico aumenta, ası´ como la fraccio´n de fotones secundarios absor-
bidos tras alguna interaccio´n de tipo Compton. Este extremo es fundamental, dado
que cuanto mayor es la fraccio´n de interacciones dispersivas mayor es la incertidum-
bre en el posicionamiento de la interaccio´n y por tanto, se produce una degradacio´n
del cociente sen˜al/ruido. La resolucio´n energe´tica, por su parte, se ve sensiblemente
mejorada eligiendo un centelleador con una alta generacio´n de fotones o´pticos de
centelleo, tipicamente en el rango visible, por energı´a absorbida caracterı´stica cono-
cida como light yield. Igualmente se mejora la resolucio´n energe´tica minimizando
las pe´rdidas o´pticas en los acoplamientos con las subsiguientes etapas del bloque
detector. Las caracterı´sticas crı´ticas para la mejora en resolucio´n temporal vienen
dadas por unos tiempos de produccio´n y decaimiento de los fotones o´pticos cortos,
ası´ como por un corto periodo de tiempo para el tra´nsito de los mismo a trave´s del
centelleador.
Fotosensores o fotodetectores. Los detectores fotosensibles con capacidad de po-
sicionamiento deben optimizar, fundamentalmente, la eficiencia de deteccio´n y la
precisio´n en el posicionamiento. Es, por tanto, imprescindible el uso de fotosenso-
res que poseen una elevada probabilidad de conversio´n de un foto´n incidente en una
sen˜al ele´ctrica apreciable y que e´sta se de, a su vez, en la longitud de onda de emi-
sio´n del centelleador. A esta caracterı´stica se la denomina eficiencia de deteccio´n de
fotones (PDE, del ingle´s Photon Detection Efficiency). La PDE del fotodetector esta´
determinada fundamentalmente por dos factores. En primer lugar esta´ limitada por
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el factor de relleno (fill factor) de la superficie del sensor, es decir, por el cociente
entre la superficie de deteccio´n activa y el a´rea total que compone el fotosensor. En
segundo lugar, la PDE, viene dada por la eficiencia cua´ntica interna (QE, del ingle´s
Quantum Efficiency), es decir, por la probabilidad de que un foto´n absorbido en el
a´rea activa del sensor produzca una sen˜al. Adema´s, para minimizar la influencia de
ruido electro´nico y del factor de exceso (excess noise) debido a la variacio´n de ganan-
cia, el fotodetector debe poseer una ganancia elevada. Adicionalmente, es deseable
una respuesta ra´pida para obtener una buena resolucio´n temporal, caracterı´stica co-
nocida como dispersio´n del tiempo de tra´nsito (TTS, del ingle´s transit time spread).
Finalmente, el fotodetector no debe interferir con campos magne´ticos con el fin de
ser compatible con equipos de resonancia magne´tica.
Electro´nica de Front-End. La electro´nica de lectura, tı´picamente denominada co-
mo front-end para la parte asociada al bloque detector, debe disen˜arse de forma que
la relacio´n sen˜al/ruido se maximize. Para fotodetectores analo´gicos, adema´s, resulta
conveniente reducir el nu´mero de salidas con el fin de digitalizar el mı´nimo de ca-
nales posibles, reduciendo el coste del sistema de adquisicio´n, pero garantizando un
buen cociente sen˜al/ruido. En el caso de fotosensores digitales, la adquisicio´n debe
producirse de forma ra´pida, limitando la aparicio´n de tiempos muertos altos por la
gran cantidad de datos que deben transferirse.
Para la correcta caracterizacio´n y estudio de distintas configuraciones de bloque de-
tector, todos los factores que influyan en dichas caracterı´sticas deben ser previamente
analizados. El objetivo de este capı´tulo es el ana´lisis de los procesos fı´sicos involucrados
en la produccio´n de la radiacio´n gamma y en su deteccio´n, de forma que se puedan de-
terminar las incertidumbres intrı´nsecas que se deriven de los procesos analizados, y que
suponen, a su vez, el lı´mite inferior de las caracterı´sticas del bloque detector.
3.2. Rango de aniquilacio´n del positro´n y acolinearidad
La resolucio´n espacial esta´ limitada, en primera instancia, por la distancia recorrida
por los positrones antes de su eventual aniquilacio´n. A esta distancia se la denomina
comunmente rango de aniquilacio´n y esta´ relacionada tanto con la energı´a cine´tica inicial
del positro´n como con las caracterı´sticas fı´sico-quı´micas del tejido en el que interacciona.
Adicionalmente, el posible momento residual que posea el positro´n en el momento de la
aniquilacio´n, tambie´n degrada la resolucio´n espacial, puesto que introduce una desviacio´n
en el a´ngulo de emisio´n de los fotones, feno´meno conocido como acolinearidad.
La primera prediccio´n sobre el positro´n fue realizada por Dirac en 1930 [50], en sus
trabajos sobre el electro´n. En dicho trabajo, se mostro´ que una partı´cula de energı´a ne-
gativa (carga positiva) satisfarı´a tambie´n la ecuacio´n de ondas del electro´n. Sin embargo,
la primera evidencia experimental, no se produjo hasta 1933 en los estudios de Anderson
sobre la radiacio´n co´smica [49]. Cuando un positro´n se genera en un proceso de decai-
miento, posee una energı´a cine´tica que depende de la energı´a compartida con el neutrino
generado en el mismo proceso. La distribucio´n teo´rica de energı´a [85] se obtiene a trave´s
de la expresio´n:
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N(E) dE = g · F (Z,E)p · E(Emax − E2) dE (3.1)
Siendo g una constante de acoplamiento, E es la energı´a cine´tica del positro´n y p es su
momento correspondiente, en unidades de mc2 y mc, respectivamente. Emax se corres-
ponde con la energı´a cine´tica ma´xima del positro´n y F es la funcio´n de Fermi. Utilizando
la ecuacio´n (3.1), pueden obtenerse las distribuciones de energı´a esperadas para los posi-
trones generados para algunos radionucleidos de intere´s, tal y como se observa en la figura
3.1. Los radionucleidos representados se han elegido tanto por su uso clı´nico o preclı´nico
(11C, 18F ) como por su empleo en las tareas de caracterizacio´n y estudio de detectores en
el laboratorio (22Na). En la tabla 3.1 se pueden observar algunas caracterı´sticas impor-
tantes para dichos iso´topos de intere´s. La tabla contiene las energı´as ma´ximas, ası´ como
el modo de decaimiento, la vida media y la energı´a cine´tica media, Emean.
Tabla 3.1: Propiedades de radionucleidos usados en PET
Radionucleido 11C 18F 22Na
T1/2 1221.8 s. 109.77 min. 2.6018 an˜os
Nucleido hijo 11B 18O 22Ne
Emax (keV) 960.4 633.5 545.7
Emean (keV) 385.7 249.8 215.5
aDatos extraidos de [86].

























Figura 3.1: Distribuciones de energı´a, con la probabilidad normalizada, para diferentes
emisores de positrones (11C, 18F y 22Na) obtenidos a trave´s de la ecuacio´n (3.1).
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La interaccio´n entre los positrones y la materia puede describirse en dos fases. En la
primera, los positrones, au´n con altas energı´as cine´ticas, se frenan ra´pidamente a trave´s de
procesos inela´sticos tales como la ionizacio´n o la excitacio´n electro´nica del medio, alcan-
zando finalmente el equilibrio te´rmico con la materia. Estas interacciones se caracterizan
por la poca cantidad de energı´a transferida a los a´tomos en las colisiones. Incluso para
energı´as cine´ticas muy altas, la excitacio´n electro´nica del medio es ma´s probable que la
ionizacio´n, y los electrones secundarios resultantes poseen una energı´a cine´tica media de
unos pocos eV. La energı´a total perdida, una vez atravesado un determinado grosor de
material es, por tanto, el resultado de una gran cantidad de pequen˜as perdidas de energı´a.
La energı´a perdida en promedio por distancia debida a procesos inela´sticos viene dada






















+ 1− (2γ2 + 2γ − 1)ln 2
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,
donde r0 es el radio cla´sico del electro´n, β = v/c, γ = (1− β)−1/2, N es la densidad
de a´tomos del medio, Z es el nu´mero ato´mico e I el potencial promedio de excitacio´n del
medio en eV.
Para obtener los rangos de aniquilacio´n de los distintos radionucleidos de intere´s y
en distintos medios de interaccio´n, se han realizado simulaciones Montecarlo de fuentes
puntuales, mediante la librerı´a de simulacio´n Geant4 [88] y a trave´s de la herramienta de
software GATE [89]. Tanto el 11C como el 18F se han simulado en agua, mientras que
el 22Na se ha simulado en PMMA, puesto que las fuentes usadas en laboratorio esta´n
encapsuladas en dicho material.
Existen diversos modelos semi-empı´ricos que sirven de validacio´n para las simulacio-
nes, como el publicado por Evans en su libro sobre el nu´cleo ato´mico [90], en el que se
estima la distancia media recorrida por un positro´n en un medio en funcio´n de la energı´a








En el mismo libro se estima, a trave´s de formulas semiempı´ricas, el valor ma´ximo del
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Figura 3.2: Izda. Histogramas bidimensionales de las coordenadas de aniquilacio´n para
11C, 18F y 22Na obtenidas mediante simulacio´n. Dcha. Histograma de las distancias












Emaxβ [MeV ]− 106
)
ρ[mg/cm3]
2.5 ≤ E ≤ 20MeV (3.5)
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siendo n = 1.265 − 0.0954 · ln(Emaxβ [MeV ]). En la tabla 3.2 se muestran los resul-
tados obtenidos en la simulacio´n. En general los resultados de la simulacio´n del rango de
aniquilacio´n muestran distancias ligeramente inferiores a las establecidas por el modelo
de Evans, pero con un alto grado de acuerdo, de forma que la desviacio´n en el valor del
rango de aniquilacio´n medio (Rmedio) no supera en ningu´n caso los 15 µm y en el caso
del rango ma´ximo (Rmax) la desviacio´n entre los valores obtenidos en la simulacio´n y los
obtenidos mediante el modelo es siempre inferior a 40 µm.
Tabla 3.2: Comparativa entre los resultados simulados y los obtenidos a trave´s de modelos
semiempı´ricos.
Radionucleido Rmedio (mm) Rmax(mm) aRmedio (mm) bRmax(mm)
11C 0.89 3.86 1.03 3.91
18F 0.49 2.00 0.64 2.27
22Nac 0.30 1.47 0.54 1.85
a,b Modelo de Evans (Ecuaciones 3.3y 3.4).
c El radionucleido 22Na se ha simulado en PMMA.
Una vez alcanzado el equilibrio te´rmico (energı´as cine´ticas de unos pocos eV) los
positrones terminan aniquila´ndose o formando un a´tomo metastable de positronio (Ps),
a pesar de que las interacciones entre positrones y la materia varı´en sustancialmente en
funcio´n del tipo de medio en el que se encuentren [91]. Este a´tomo metaestable puede
formarse en estado singlete (1S0, para-positronio, p-Ps) o triplete (3S1, orto-positronio, o-
Ps) [92]. El positronio es similar al a´tomo de hidro´geno en muchas de sus caracterı´sticas,
pero con una masa reducida de 0.5 unidades ato´micas (u.a.) y un radio de 2 u.a. El p-Ps
posee una vida media de τp = 1.25× 10−10s, mientras que la vida media del o-Ps es de
τo = 1.41. × 10−7s. Es interesante destacar que para el caso del p-Ps, el a´tomo decae
aniquila´ndose mediante la emisio´n de un nu´mero par de fotones, siendo la emisio´n de dos
fotones de 511 keV la ma´s probable. Sin embargo, el decaimiento del o-Ps resulta en la
emisio´n de un nu´mero impar rayos γ, siendo tres fotones la emisio´n ma´s probable y cuyo
espectro energe´tico se distribuye de forma continua hasta los 511 keV. La mayor parte de
aniquilaciones en un tejido resultan en la emisio´n de dos fotones [93].
En el sistema de referencia asociado al centro de masas, en un decaimiento a dos
fotones del Ps, el momento de cada foto´n es me · c, siendo me la masa del electro´n (o
el positro´n). El momento residual que tenga el a´tomo de Ps estara´ relacionado con su
energı´a cine´tica residual (Ek). Finalmente, en la primera fase de altas energı´as cine´ticas
del positro´n, cabe destacar que la probabilidad de aniquilacio´n en vuelo no es nula. De
hecho, dicho proceso es formalmente equivalente a la produccio´n de Bremsstrahlung en
las colisiones de electrones ra´pidos con nu´cleos. La fraccio´n de electrones que pierden













Utilizando la ecuacio´n (3.6) puede estimarse que la fraccio´n de positrones que se ani-
quilaran en vuelo, en un medio acuoso, y para el rango de energı´as medias de los radionu-
cleidos de intere´s (∼ 300 keV) se situ´a en el entorno del 0.6 %, lo que permite considerar


















Figura 3.3: Diagrama de acolinearidad.
Como se muestra en la figura 3.3 la desviacio´n, frente al caso colinear en reposo, puede




m · c2 (3.7)
Utilizando la te´cnica que relaciona la vida del positro´n con el momento del par electro´n-
positro´n (AMOC, del ingle´s Age-Momentum Correlation) [94], se ha observado que en
situaciones con decaimientos del Ps tempranos, es decir, aquellos formados por p-Ps,
sufren de un ensanchamiento Doppler en el espectro de aniquilacio´n significativamente
mayor que en el caso de decaimientos tardı´os, i.e. decaimiento de o-Ps. La FWHM de
la distribucio´n de a´ngulos para eventos acolineares producidos por 18F en una solucio´n
acuosa es de 0.47◦ [95]. Las implicaciones que se derivan de este efecto dependen directa-
mente del dia´metro del esca´ner, de forma que en un esca´ner PET preclı´nico para animales
pequen˜os, cuyo dia´metro puede encontrase en el entorno de los 10 cm, la desviacio´n de
la LOR, para un objeto en el centro del FOV, alcanza un valor de 0.4 mm, sin embargo,
en un esca´ner PET de cuerpo completo, cuyo dia´metro se encuentra en el entorno de los
80 cm, este efecto puede alcanzar desviaciones de 3.2 mm.
3.3. Interacciones en cristal centelleador monolı´tico
Los fotones generados en los procesos de aniquilacio´n, descritos en el apartado ante-
rior, son detectados primariamente por un material centelleador. El mecanismo de cente-
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lleo depende de la estructura cristalina del material, de forma que en un cristal inorga´nico
la absorcio´n de energı´a puede elevar los electrones del material desde la banda de valencia
hasta la banda de conduccio´n, dejando un hueco en la banda de valencia. El decaimiento
de dichos electrones, de vuelta a la banda de valencia, resulta en la emisio´n de fotones.
Sin embargo, dicho proceso es altamente ineficiente y adema´s estos fotones no son emi-
tidos en el rango visible. Para optimizar el rendimiento de los centelleadores se an˜aden
a la red cristalina pequen˜as cantidades de impurezas, en el caso de los cristales LYSO el
dopado se realiza mediante pequen˜as cantidades de cerio (Ce). Estas impurezas se deno-
minan activadores, de forma que modifican la estructura de bandas energe´ticas del cristal
en las regiones de la red cristalina en la que son introducidos, como se observa en la figu-
ra 3.4. De esta forma, los electrones puede desexcitarse a trave´s de estos nuevos niveles





























Figura 3.4: Estructura de bandas energe´ticas en un cristal centelleador.
La emisio´n de fotones en el entorno del espectro visible, tras la absorcio´n de la radia-
cio´n incidente, recibe el nombre de luminiscencia. Sin embargo, la luminiscencia puede
darse por dos mecanismos diferenciados, la fluorescencia y la fosforescencia. La fluores-
cencia es el proceso ma´s ra´pido, en el entorno de los nanosegundos a los microsegundos,
mientras que la fosforescencia, por su parte, es un proceso equivalente pero con un tiempo
de decaimiento mucho ma´s largo (milisegundos hasta segundos). La funcio´n principal del
centelleador es, por tanto, convertir la mayor fraccio´n posible de energı´a de la radiacio´n-
γ en fluorescencia inmediata, disminuyendo de esta manera la probabilidad de que se de´
fosforescencia. Un centelleador ideal deberı´a poseer las siguientes propiedades [96]:
Eficiencia energe´tica: Debe convertir la energı´a cine´tica de las partı´culas cargadas
en luz visible con alta eficiencia.
Linealidad: La cantidad de luz producida en la conversio´n debe ser proporcional a
la energı´a depositada por la radiacio´n incidente.
Transparencia: El material debe ser transparente a la longitud de onda de la luz
que emite.
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Resolucio´n temporal: El tiempo de decaimiento de la luminiscencia producida debe
ser lo menor posible.
Acoplamiento: El ı´ndice de refraccio´n del centelleador debe ser cercano al de la
ventana de entrada de los fotodetectores.
Existen en la actualidad dos tipos de materiales centelleadores: los orga´nicos y los
inorga´nicos. En tomografı´a de rayos-γ se suelen usar centelleadores inorga´nicos con una
elevada densidad y un alto nu´mero ato´mico, de forma que sea posible tener un mayor
poder de frenado y mayor probabilidad de que se produzca el efecto fotoele´ctrico. Asi-
mismo, una caracterı´stica importante del material centelleador es el tiempo de respuesta.
Una respuesta ra´pida permite tasas de conteo elevadas y evita efectos no deseados, tales
como el pile-up (acumulacio´n de dos o ma´s pulsos durante el tiempo de integracio´n de
la sen˜al). Algunos de los materiales centelladores ma´s comu´nmente utilizados en PET se
muestran en la tabla 3.3.
Tabla 3.3: Materiales centelleadores usados en PETa
Centelleador BGO GSO(Ce) LaBr(Ce) LSO(Ce) LYSO(Ce)
Zeff 74 59 46.9 66 63
ρ(g/cm3) 7.13 6.7 5.06 7.4 7.1
I´ndice de refraccio´n 2.15 1.89 1.9 1.81 1.82
Produccio´n de luz (fot/MeV) ∼ 9000 ∼ 9000 ∼ 42500 ∼ 29000 ∼ 32000
tdecay (ns) 300 56 16 40 41
Coef. lineal de atenuacio´n (cm−1) 0.95 0.698 0.476 0.866 0.83
aDatos extraidos de [97].
A lo largo del desarrollo de esta tesis, se utilizara´n cristales centelleadores del tipo
LYSO(Ce).
Cuando la radiacio´n incide en el material centelleador, e´sta puede ser transmitida o
atenuada y, a su vez, la atenuacio´n puede ser debida a procesos de absorcio´n o disper-
sio´n. En general, las interacciones que se producen pueden describirse en te´rminos de
colisiones entre partı´culas, de tal manera que la energı´a incidente es transferida, de forma
completa o parcial, o bien a los electrones del medio o bien a los nucleidos del a´tomo
que lo constituye. Diversos mecanismos pueden tener lugar cuando un foto´n incide sobre
el centelleador, sin embargo, los tres procesos dominantes son el efecto fotoele´ctrico, la
dispersio´n Compton y la produccio´n de pares. Dichos procesos se caracterizan por la de-
posicio´n de energı´a del foto´n en el medio. En el efecto fotoele´ctrico, el foto´n incidente
se absorbe completamente por el a´tomo y un electro´n de la corteza del mismo a´tomo,
tı´picamente denominado fotoelectro´n, es expulsado. La energı´a a la que dicho electro´n es
extraı´do de la corteza, viene determinada por:
Ee = hν − Eb, (3.8)
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donde, Eb es la energı´a del fotoelectro´n en la corteza del a´tomo, es decir, la energı´a
de ligadura y hν es la energı´a del foto´n. Adema´s del electro´n emitido, durante el efec-
to fotoele´ctrico se crea un a´tomo ionizado. La vacante en el orbital se llena mediante la
captura de un electro´n libre o por medio de una transicio´n de un electro´n de algu´n nivel
de mayor energı´a, donde la diferencia de energı´a entre los niveles es emitida en forma de
radiacio´n. En la mayorı´a de los casos, estos fotones emitidos son rayos X caracterı´sticos
que viajan algunos milı´metros antes de volver a sufrir otra interaccio´n o bien pueden esca-
par, sin embargo, algunas veces puede tener lugar un efecto Auger. Durante este proceso,
el foto´n emitido despue´s de la transicio´n puede colisionar con otro electro´n de una capa
superior del mismo a´tomo, arranca´ndolo del orbital e impartie´ndole una energı´a cine´tica.
A ese electro´n se le llama electro´n Auger. No obstante, como se desprende un electro´n
el a´tomo sigue ionizado. Se produce entonces otra transicio´n del nivel de energı´a de otro
electro´n, teniendo como resultado una fluorescencia donde se emite un electro´n o foto´n
Auger. El electro´n y fotones de Auger son de baja energı´a (E < 1 keV) por lo que tie-
nen una trayectoria libre media muy corta. La fluorescencia sucede cuando el intervalo de
tiempo entre la excitacio´n y desexcitacio´n del a´tomo es muy corto; se emite primero un
foto´n con energı´a mayor de 1 keV, y si el a´tomo continu´a teniendo una energı´a residual
de excitacio´n mayor de dicha energı´a, se emite un segundo foto´n (segunda fluorescencia).
Se asume que todos los fotones son emitidos de forma iso´tropa.
En la dispersio´n Compton, por su parte, la radiacio´n incidente interacciona con un
electro´n del material, transfiriendo parte de su energı´a a este y siendo desviado de su
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Figura 3.5: Diagrama del efecto Compton.
La energı´a transferida por la radiacio´n incidente al electro´n puede variar desde cero
hasta una gran parte de la energı´a total del foto´n incidente. Dicha transferencia de energı´a




1 + ∆(1− cos θ)] , (3.9)
donde ∆ = E0/Ee representa la energı´a reducida del foto´n incidente y mc2 es la
energı´a en reposo del electro´n. En el caso de radiacio´n proveniente de aniquilacio´n, la
energı´a E0 se corresponde con la energı´a del electro´n (Ee) y por tanto ∆ = 1, lo que
reduce la ecuacio´n (3.9) a una expresio´n ma´s simple:
E1 =
E0
2− cos θ (3.10)
El proceso de produccio´n de pares, por su parte, es un tipo de absorcio´n que sucede
esponta´neamente cuando el foto´n incidente interactu´a con la fuerza coulombiana de un
nu´cleo. Solo puede ocurrir cuando los fotones incidentes poseen una energı´a igual o ma-
yor a 1.022 MeV, debido a que el foto´n se materializa en un par electro´n-positro´n, y la
energı´a electromagne´tica se convierte en energı´a en reposo (511 keV). La energı´a sobrante
se convierte en energı´a cine´tica para las particulas recie´n creadas.
La probabilidad de ocurrencia de cada uno de estos feno´menos es directamente pro-
porcional a la seccio´n eficaz. Las diferentes clases de interaccio´n, la energı´a del foto´n
incidente o el tipo de material, contribuyen a la variacio´n del taman˜o de la seccio´n efi-
caz. Las secciones eficaces de los distintos procesos son aditivas, de forma que la seccio´n







siendom el nu´mero total de procesos posibles y n los elementos que forman el material
detector. De esta forma, la probabilidad de ocurrencia de un tipo de interaccio´n en un










donde m varı´a de 4 a 5 y n fluctu´a de 1 a 3.5. En la figura 3.6 se muestran las regiones
donde predominan cada uno de los procesos fı´sicos descritos. Las regiones esta´n delimi-
tadas por las secciones eficaces crı´ticas, donde dos tipos de interaccio´n son equiprobables.
De la figura se puede extraer que para el caso de interacciones de fotones de 511 keV con
un bloque centelleador LYSO (Z ≈ 70) las interacciones ma´s probables son de tipo Com-
pton, aunque se encuentra relativamente pro´ximas a la curva de seccio´n eficaz crı´tica con
el efecto fotoele´ctrico. La seccio´n eficaz del efecto Compton, esta´ aproximada en forma
diferencial por la ecuacio´n de Klein-Nishina [87] , donde se asume, entre otras cosas, que
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los electrones se encuentran libres y en reposo. La seccio´n eficaz del efecto Compton, en







[1 + ∆(1− cos θ)]2
(
1 + cos2θ +
∆2(1− cos θ)2
1 + ∆(1− cos θ))
)
, (3.14)
donde re = e2/Ee es el radio cla´sico del electro´n (re ≈ 2.83 × 10−13 cm). La pro-
babilidad de interaccio´n disminuye gradualmente conforme aumenta la energı´a del foto´n
incidente E, hasta aproximarse a E−1. Adema´s, el efecto Compton depende de la densi-
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Figura 3.6: Efectos dominantes en las interacciones radiacio´n-materia en funcio´n de la
energı´a y el nu´mero ato´mico del material absorbente.
En la ecuacio´n (3.10) se observa la dependencia angular que existe en la transmisio´n de
energı´a entre la radiacio´n incidente y los electrones [98], de forma que la ma´xmia energı´a
depositada por efecto Compton tiene lugar cuando el foto´n se dispersa en el sentido inver-
so al de su llegada y la energı´a mı´nima en el caso contrario (ver figura 3.7a). Resulta, a su
vez, que la probabilidad de ocurrencia, en funcio´n del a´ngulo, de una dispersio´n Compton
es ma´xima para el sentido opuesto al de llegada como se deriva de la ecuacio´n (3.14), y
se representa en la figura polar 3.7b.
Resulta pertinente, dado que las interacciones ma´s probables en el volumen centellea-
dor son de tipo Compton, simular los procesos fı´sicos que tienen lugar en una geometrı´a
concreta de cristal similar a la que se utilizara´ en el bloque detector. De esta forma, se
pueden analizar tanto la ocurrencia de cada uno de los feno´menos, como el error que in-
troducira´n en la determinacio´n de las coordenadas de interaccio´n. Las dimensiones del
bloque monolı´tico simulado son 50 × 50 × 20 mm3, puesto que es el utilizado, en ge-
neral, en la parte experimental de esta tesis. La simulacio´n muestra, en primer lugar, los
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Figura 3.7: Dependencia angular de la energı´a final del foto´n (E1), la energı´a transferida
(E0−E1) y la seccio´n eficaz diferencial dσdΩ . (a) Energı´a depositada en funcio´n del a´ngulo
θ y en unidades de E0. (b) Seccio´n eficaz en funcio´n del a´ngulo, tomando ∆ = 1 y
normalizada para el valor ma´ximo en θ = 0.
porcentajes relativos a la ocurrencia de eventos que sufren una o mu´ltiples interacciones,
ası´ como el porcentaje de eventos que no interaccionan o lo hacen sin depositar toda la
energı´a. En la figura 3.8 se observa que los eventos que interaccionan una sola vez deposi-
tando toda su energı´a, es decir, aquellos que interaccionan directamente a trave´s de efecto
fotoele´ctrico suponen un 33± 3 % del total de fotones que inciden en el cristal. El mismo
porcentaje se obtiene para aquellos eventos que sufren una dispersio´n Compton previa al
efecto fotoele´ctrico y hasta un 12± 1 % de fotones sufren dos dispersiones Compton pre-
vias a su absorcio´n. Cabe destacar, adema´s, que en un bloque centelleador de 20 mm de
grosor hasta un 18± 1 % de los fotones incidentes, no interaccionan o lo hacen sin llegar
a ser absorbidos. Estos eventos son excluidos del ana´lisis posterior, puesto que podra´n ser
separables en medidas reales por filtrados energe´ticos, pero debe tenerse en cuenta que
suponen una merma en la sensibilidad del detector.
Puesto que pra´cticamente la mitad de los fotones incidentes sufren algu´n tipo de in-
teraccio´n dispersiva antes de ser absorbidos por efecto fotoele´ctrico, resulta indispensable
analizar la distancia recorrida por los mismos en dichas interacciones. La figura 3.9 mues-
tra, en escala logarı´tmica, el histograma de distancias recorridas por los fotones desde su
primera interaccio´n en las direcciones x, y (3.9a) y la direccio´n Z correspondiente a la
profundidad de interaccio´n del foto´n de 511 keV con el cristal (3.9b). En las direcciones
x e y, la distancia mediana recorrida es de 0.3 mm, mientras que en el eje z es ligeramente
superior y su mediana es de 0.4 mm. Estas distancias, que suponen una degradacio´n de la
resolucio´n espacial intrı´nseca del bloque detector, resultan ma´s crı´ticas con centelleadores
pixelados, dado que en estos detectores las coordenadas de interaccio´n esta´n cuantizadas

























Eventos sin interacción o E < 511 keV
Efecto fotoeléctrico




Figura 3.8: Porcentaje del nu´mero de interacciones en un bloque de cristal LYSO de 20
mm de espesor.
a los centros de cada pixel, lo que implica que una pequen˜a distancia recorrida tras una
interaccio´n de un foto´n en el centelleador puede disparar el error a una distancia igual a
la que exista entre centros de los cristales.








































Figura 3.9: Distancia entre la u´ltima interaccio´n y la primera, para eventos con multiples
interacciones en el cristal.
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Los resultados obtenidos tras la simulacio´n, mostrados en la figura 3.9, son los debidos
a radiacio´n incidente perpendicular a la superficie de entrada del centelleador. Esta es
la forma ma´s habitual de realizar medidas para la caracterizacio´n de los detectores en
el transcurso de la tesis. Sin embargo, como puede derivarse de la figura 3.9b, el error
asociado a la distancia recorrida tras alguna interaccio´n Compton es mayor en la direccio´n
del eje z. Es decir, las medidas de resolucio´n de DOI utilizando radiacio´n en incidencia
normal, pueden subestimar ligeramente los valores de resolucio´n.
3.4. Distribucio´n de luz de centelleo
3.4.1. Modelo de contribucio´n directa
Una vez definidas las asunciones que se han de tener en cuenta para considerar que la
radiacio´n γ, producida en la aniquilacio´n de un positro´n con un electro´n, interacciona en
un entorno puntual en el cristal centelleador, queda deducir la forma que tendra´ la distri-
bucio´n de luz de centelleo proyectada sobre el plano de fotodeteccio´n tras la interaccio´n.
Considerando, de forma ideal, que los fotones generados por fluorescencia tras la interac-
cio´n con radiacio´n incidente se propagan iso´tropamente, el nu´mero de fotones, o lo que es
lo mismo, la intensidad lumı´nica que alcanza cualquier punto r del volumen centelleador
se rige por la ley de la inversa del cuadrado:
dJ(r, rc) =
Jc
4pi|r − rc|2 dS, (3.15)
Ahora bien, dado que la geometrı´a de la ventana de entrada de la matriz de fotosensores
se constrin˜e al plano XY , u´nicamente la proyeccio´n sobre dicho plano sera´ muestreada.
Teniendo en cuenta adema´s, que la posicio´n de la fuente de luz queda confinada en el
volumen del cristal centelleador, el flujo de fotones correspondiente a la superficie dS
se cubre con la superficie dS′ del a´rea sensitiva de la matriz de fotodetectores, como se
observa en la figura 3.10. Por similitud de los tria´ngulos abarcados por dS y dS′ y (r−rc)
y zc se puede deducir:
dS = dS′cosθ = dS′
zc
|r − rc| (3.16)





|r − rc|3 dS
′ , (3.17)
siendo rc las coordenadas del punto de interaccio´n y Jc el nu´mero de fotones produ-
cidos en dicho punto. Por otra parte, conviene obtener un modelo unidimensional de la
distribucio´n de luz dado que, en general, los algoritmos de obtencio´n de las coordenadas
de interaccio´n sera´n de aplicacio´n sobre una dimensio´n. La proyeccio´n de la distribu-
cio´n de luz sobre uno de los ejes, por ejemplo en el eje x, teniendo en cuenta los lı´mites













Figura 3.10: Correccio´n de la ley del inversa del cuadrado por la geometrı´a plana del a´rea
de fotodeteccio´n.







(x− xc)2 + (y − yc)2 + z2c
)3/2 dy (3.18)




















αx(A, x, xc, yc, zc) =
√
(A− yc)2 + (x− xc)2 + z2c
βx(B, x, xc, yc, zc) =
√
(B − yc)2 + (x− xc)2 + z2c
Ahora bien, el valor que toman A y B no tiene porque corresponderse directamente
con los lı´mites geome´tricos del a´rea de fotodeteccio´n, dado que el acoplamiento o´ptico
entre el cristal centelleador y los fotodetectores reduce el a´ngulo de aceptacio´n del sistema
(θAA). El valor de dicho a´ngulo puede obtenerse a partir de la ley de Snell, considerando
que existe un a´ngulo crı´tico a partir del cual se produce reflexio´n interna total:







Usando esta definicio´n, puede obtenerse la distancia ma´xima, con respecto a la coor-










La distribucio´n de luz que alcanza directamente el plano de fotodetectores, descrita por
la ecuacio´n (3.17), es sime´trica con respecto a las coordenadas de la interaccio´n. Ahora
bien, dado que el plano de fotodeteccio´n posee unas dimensiones limitadas y los siste-
mas poseen un a´ngulo de entrada limitado, dicha simetrı´a se vera´ truncada en general,
a excepcio´n de los eventos producidos en las coordenadas centrales xc = 0 , yc = 0 y
∀ zc. Los algoritmos que utilicen criterios de simetrı´a en la obtencio´n de las coordenadas
de interaccio´n, como se vera´ en detalle en el capı´tulo dedicado a los algoritmos de posi-
cionamiento, tendera´n a subestimar la posicio´n de dichas coordenadas hacia las caras del
cristal. A este efecto se le denomina tı´picamente compresio´n de la imagen en el detector.
3.4.2. Modelo con reflexiones
Hasta ahora se ha considerado que todos aquellos fotones de fluorescencia que alcan-
cen las distintas caras del centelleador, con la excepcio´n de la cara asociada al plano de
fotodeteccio´n, no influyen en la distribucio´n muestreada. Este extremo puede conside-
rarse va´lido en una primera aproximacio´n y en el caso de que todas aquellas caras del
centelleador, distintas de la acoplada a la matriz de fotodetectores, posean una cobertura
absorbente. Sin embargo, au´n cuando se apliquen este tipo de tratamientos al cristal, la
probabilidad de reflexiones no es nula. En el caso de que las superficies presenten ciertas
rugosidades, parte de los rayos reflejados se dispersan en todas direcciones. En el caso
ideal en el que tuvie´ramos un medio difusor perfecto, la luz incidente sobre la superficie
entre regiones seguirı´a la ley de Lambert, en la cual el nu´mero de fotones dispersados de
una regio´n pequen˜a para un medio difusor ideal en cualquier direccio´n es proporcional al
coseno del a´ngulo entre la direccio´n y la normal:
Jr(θr) = kdJncos(θr) (3.22)
donde θr es el a´ngulo de reflexio´n con respecto a la normal de la superficie, Jn =
J0cos(θi) es la intensidad en la direccio´n normal a la superficie (siendo J0 los fotones
incidentes y θi el a´ngulo de estos con la normal) y kd es un para´metro dependiente de la
longitud de onda de la luz que toma valores entre 0 y 1 dependiendo de la difusividad del
medio.
En las distribuciones Lambertianas, por tanto, el a´ngulo de reflexio´n es independiente
del a´ngulo de incidencia. La distribucio´n de los rayos reflejados cubre el hemisferio com-
pleto sobre cada punto, siguiendo una distribucio´n pesada por el coseno del a´ngulo, tal y
como se muestra en la Figura 3.11, de forma que es ma´s probable la reflexio´n de fotones
en la direccio´n normal al plano que hacia el ecuador del hemisferio [99]. Considerando
que solo se pueden producir reflexiones difusas en las caras absorbentes para fotones que
inciden directamente desde la fuente, despreciando, por tanto, las posibles reflexiones se-
cundarias producidas por fotones previamente reflejados en otra cara, puede observase














Figura 3.11: Los fotones reflejados en la superficie difusora ideal se propagan en todas
las direcciones, cubriendo un hemisferio completo desde la superficie, siguiendo una dis-
tribucio´n de probabilidad pesada por el coseno del a´ngulo entre el punto de observacio´n
y la normal a la superficie.
que las reflexiones difusas producidas por una fuente puntual provocan una distribucio´n
de luz aproximadamente continua que podemos considerar como una luz de fondo en el











Figura 3.12: Luz de fondo producida en el plano de fotodeteccio´n por reflexiones difusas
en las caras del centelleador.
Por otra parte podemos considerar que las diferentes caras del centelleador pueden
comportarse como espejos ideales, de forma que todas las reflexiones que se produzcan
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en las mismas sean de cara´cter especular. La reflexio´n especular obedece a la ley de Snell,
de forma que:
ds = 2 (dn · di) dn − di (3.23)
siendo ds la direccio´n del haz reflejado, di es la direccio´n del haz incidente y dn es la
direccio´n normal a la superficie de la cara donde se produce la reflexio´n. En caso de que
dicha cara sea plana, el conjunto de reflexiones producidas son equivalentes a la definicio´n
de una fuente virtual situada fuera del volumen del centelleador, tal y como se muestra en
la figura 3.13a, donde θi = θr.
Para obtener la relacio´n que existe entre la DOI y la forma de la distribucio´n de luz,
en caso de tener reflexiones, las soluciones analı´ticas se vuelven muy complejas y se hace
necesario un planteamiento basado en simulaciones del transporte de luz. Para llevar a
cabo la simulacio´n del comportamiento o´ptico del centelleador se disen˜o´ un algoritmo
basado en el mapeado de fotones proveniente de la sı´ntesis de ima´genes por ordenador
[100]. El algoritmo se basa en la emisio´n de fotones de forma equiprobable en todas las
direcciones, ya sea desde una fuente puntual o extensa. Para cada foto´n emitido se obtiene
la interseccio´n de su vector director con la superficie ma´s cercana, donde, a trave´s del
me´todo Monte Carlo denominado ruleta rusa se decide si el foto´n es absorbido o reflejado
[101]. Este me´todo se basa en la utilizacio´n de una variable aleatoria uniformemente
distribuida, ξ ∈ [0, 1], donde se toma la siguiente decisio´n:
ξ ∈ [0, d] ⇒ Reflexio´n difusa
ξ ∈ [d, d+ s] ⇒ Reflexio´n especular
ξ ∈ [d+ s, 1] ⇒ Absorcio´n
donde d y s son los coeficientes de reflexio´n difusa y especular respectivamente, pre-
viamente asignados en funcio´n de la cobertura que tenga cada cara del cristal. La proba-
bilidad de absorcio´n queda unı´vocamente definida por a = d + s, siendo d + s < 1. Si
el foto´n es absorbido en alguna superficie, el algoritmo se detiene y se genera un nuevo
foto´n desde la fuente, pero si es reflejado se le asigna una nueva direccio´n, a trave´s de la
ecuacio´n (3.23) o la distribucio´n de Lambert (reflexio´n difusa), y se vuelve a obtener la
interseccio´n con la superficie correspondiente, invocando de nuevo a la toma de decisio-
nes en la ruleta rusa. Un ejemplo del funcionamiento del algoritmo puede observarse en
la figura 3.14a.
Las simulaciones se llevaron a cabo variando los para´metros de reflectividad, tanto di-
fusa como especular, y estableciendo una comparacio´n con resultados experimentales. Se
encontro´, finalmente, que los valores de los para´metros que mejor reproducen los resul-
tados experimentales son 20 % para reflexiones difusas y 80 % para absorcio´n [102]. En
la figura 3.14b se muestran los resultados para la simulacio´n de una fuente o´ptica puntual
en el centro del centelleador con estos para´metros. A partir de los resultados de la simu-
lacio´n se observa que la expresio´n para una dimensio´n de la distribucio´n de luz, que se
obtuvo teo´ricamente en la ecuacio´n (3.19), puede simplificarse mediante la distribucio´n
de Cauchy truncada y que se expresa de la siguiente manera:




(x− xc)2 + σ2 (3.24)
























Figura 3.13: (a) Formacio´n de la fuente virtual a trave´s de la ley de Snell. (b) Conjunto de













y siendo A y B los lı´mites de integracio´n cumpliendo −∞ ≤ A ≤ x ≤ B ≤ ∞. La
distribucio´n Jt(x, xc, σ, η) es una densidad de probabilidad normalizada entre los lı´mites






Figura 3.14: (a) Ejemplo de funcionamiento de la simulacio´n o´ptica basada en el me´todo
de mapeado de fotones. (b) Resultado de la simulacio´n o´ptica para una fuente centrada en
el plano de fotodeteccio´n.
cero, de forma que la pendiente depende u´nicamente de la posicio´n en el eje complemen-
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Figura 3.15: Relacio´n entre σ y zc para distintas posiciones yc.
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3.5. Fotodetectores de Silicio
3.5.1. Introduccio´n
Una de las caracterı´sticas fundamentales en la eleccio´n de los fotosensores es que sean
insensibles a campos magne´ticos de forma que sean compatibles con campos magne´ticos
y permitan su integracio´n en equipos de resonancia magne´tica. En este sentido, los foto-
detectores ma´s habituales en PET, que son aquellos basados en PMT, quedan descartados
puesto que son inoperantes, dejando como opcio´n o´ptima los sensores de estado so´lido.
Los fotodiodos son sensores de estado so´lido basados en una unio´n p-n que cuando se
alimentan inversamente, se produce un campo ele´ctrico en el entorno de la unio´n que
mantiene a los electrones confinados en la zona n y a los huecos confinados en la zona
p. Cuando un foto´n incide con la suficiente energı´a (> 1.1 eV en el caso del silicio),
este es absorbido en la regio´n donde existe el campo, y se genera un par electro´n-hueco.
Bajo la influencia del campo, el electro´n cruza hacia la zona n y el hueco hacia la zona
p, resultando en un flujo de fotocorriente en el circuito externo. Este proceso tambie´n se
da de forma esponta´nea a temperatura ambiente, de forma que existe una corriente resi-
























Figura 3.16: El eje vertical representa la direccio´n espacial paralela al campo ele´ctrico
(perpendicular al plano de la unio´n); y el eje horizontal representa el tiempo.
Los procesos fı´sicos anteriormente descritos se muestran en la figura 3.16. La pendien-
te de la trayectoria del electro´n (o del hueco) es la velocidad de tra´nsito, que para campos
ele´ctricos altos en Si, esta´ en el entorno de los ∼ 107 cm/s tanto para electrones como
para huecos. Cuando un fotodiodo se usa para detectar luz, el nu´mero de pares electro´n-
hueco generados por foto´n incidente se denomina eficiencia cua´ntica (QE). Las pe´rdidas
debidas a reflexiones y/o absorciones en las regiones de campo cero, normalmente bajan
la eficiencia cua´ntica.
Un fotodiodo de avalancha (APD) se rige por estos mismos principios en la deteccio´n
de luz, con la salvedad de que esta´ disen˜ado para soportar campos ele´ctricos muy inten-
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sos. Cuando se ha generado un par electro´n-hueco, el electro´n (o el hueco) se aceleran,
ganando suficiente energı´a del campo, para colisionar con la red cristalina y generar un
nuevo par electro´n-hueco, perdiendo parte de su energı´a cine´tica en el proceso. El electro´n
puede acelerarse de nuevo, igual que el electro´n o el hueco secundario, y crear ma´s pares
electro´n-hueco. A este proceso se le conoce como avalancha. El voltaje que iguala la tasa
a la que se crean nuevos pares con la tasa a la que escapan del campo, se conoce como
voltaje de ruptura (breakdown voltage). En el caso de que la alimentacio´n se situ´e por en-
cima del voltaje de ruptura, la poblacio´n de electrones y huecos crece exponencialmente
con el tiempo hasta alcanzar un nivel de corriente estable que viene determinado por la
impedancia del sistema [103]. Para conseguir que el sistema vuelva a estar listo para la
deteccio´n de un nuevo foto´n, proceso conocido como quenching, se utilizan dos me´to-
dos denominados por quenching activo y quenching pasivo. Cuando esta configuracio´n
de fotodiodo opera en modo Geiger, es decir por encima de la tensio´n de ruptura, y con
su preceptivo circuito de quenching, ya sea activo o pasivo, se le denomina SPAD. Po-
demos considerar, por tanto, que un SPAD actu´a como una puerta lo´gica que determina
si se ha producido una interaccio´n con un foto´n o no. Cabe destacar que los APDs y sus
desarrollos no son la u´nica alternativa a los PMT como fotodetectores compatibles con
resonancia magne´tica, existen estudios dedicados al estudio de la compatibilidad de otros
tales como los detectores de telurio de cadmio y zinc (CdTe/CZT) [104, 105], pero sin
embargo sus prestaciones no han sido probadas ampliamente [6].
3.5.2. Fotomultiplicadores analo´gicos de silicio (SiPM)
La conexio´n en paralelo de multiples SPADs, es lo que se conoce como fotomultipli-
cador de silicio (SiPM). La suma de las salidas analo´gicas de los SPADs constituyentes
del SiPM producen una corriente macrosco´pica, proporcional al nu´mero de los mismos
que se han disparado y proporcional, en consecuencia, al nu´mero de fotones que hayan
incidido o por una cuenta oscura [106], [107]. Habitualmente, el nu´mero de SPADs que
constituyen un SiPM se situ´a en el entorno de los 102-105, dependiendo del fabricante
y su configuracio´n [108]. La eleccio´n del nu´mero de SPADs o celdas constituyentes esta´
fuertemente ligada al nu´mero de fotones que se espera medir, dado que la corriente de
salida mantiene una relacio´n lineal con el nu´mero de fotones detectados siempre y cuan-
do estos sean menos sensiblemente que el nu´mero de celdas. En definitiva, un SiPM esta´
compuesto de multiples SPADs, cada uno de ellos con su respectiva resistencia de quen-
ching (Rq) y alimentado inversamente a un voltaje VBIAS . El pulso de corriente de salida
del SiPM se convierte a un pulso de voltaje a trave´s de la resistencia de shunt (Rs) y se
amplifica, tı´picamente, por un preamplificador de voltaje, como se observa en la figura
3.17. La relacio´n de la ganancia con el nu´mero de fotones puede describirse a trave´s de:







En la ecuacio´n (3.25) el te´rmino PDE o eficiencia de fotodeteccio´n, esta´ relacionado
con tres factores:
PDE(λ,∆, T ) = Fgeom ·QE(λ, T ) · Pavalancha(λ,∆, T ) (3.26)
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siendo Fgeom el factor geome´trico, que relaciona el a´rea sensible de fotodeteccio´n con
el a´rea muerta, QE la eficiencia cua´ntica de los SPADs, relacionada con la longitud de
onda de los fotones incidentes y la temperatura de operacio´n. Pavalancha, por su parte, es
la probabilidad de que se produzca una avalancha y depende tanto de la longitud de onda
de los fotones, la temperatura de operacio´n como con el sobrevoltaje ∆ = Vo − Vb.
El ruido de los SiPMs se caracteriza, fundamentalmente, por cuatro factores principales
[109], a saber:
Tasa de cuentas oscuras (DCR): Una cuenta oscura es la producida en una avalan-
cha de un detector que no ha sido generada por un foto´n. Las cuentas oscuras pueden
ser debidas a cuatro factores [110]: difusio´n desde regiones neutrales, generacio´n
te´rmica, tunelling entre bandas o liberacio´n de una carga atrapada (ver afterpulsing).
La tasa de generacio´n de cuentas oscuras en un SiPM se conoce como DCR y se
expresa en unidades de frecuencia. Esta tasa depende del a´rea de fotodeteccio´n y
aumenta exponencialmente con la temperatura. Asimismo, el DCR depende lineal-
mente con la intensidad del campo ele´ctrico en la unio´n debido al aumento de la
probabilidad de inicio de avalancha.
Afterpulsing: Debido a la existencia de impurezas y defectos en la red cristalina del
silicio, algunas cargas pueden quedar atrapadas, siendo liberadas un tiempo despue´s
y generando una segunda avalancha [110]. El tiempo que transcurre hasta la libera-
cio´n de estas cargas depende de la banda energe´tica en la que hayan sido atrapadas.
Las cargas que se encuentren entre la banda de valencia y la de conduccio´n son las
que tienen una vida ma´s larga y se denominan trampas profundas (deep traps).
Crosstalk: El crosstalk por su parte, puede definirse como la aparicio´n de pulsos en
SPADs vecinos al receptor de un foto´n primario por la existencia de fotones secun-
darios, capaces de disparar el SPAD.
Tiempo muerto: Se denomina tiempo muerto al periodo que transcurre mientras los
SPAD no son sensibles a la incidencia de nuevos fotones. Este periodo de tiempo,
que abarca desde el quenching de la avalancha hasta el reset total de las condiciones
del voltaje de bias es dependiente del taman˜o del a´rea activa de los SPAD.
Durante el desarrollo de la tesis se hara´ uso de dos configuraciones diferentes de ma-
trices de SiPMs analo´gicos. Los motivos del uso de dichas configuraciones esta´n ligadas
a la evolucio´n en las prestaciones de los mismos por parte de los fabricantes. De este mo-
do la primera matriz de SiPMs usada pertence al fabricante Hamamatsu Photonics, que
en su nomenclatura denominan a estos dispositivos como MPPCs, mediante el modelo
S10362-11-50. Las principales caracterı´sticas de estos fotodetectores pueden encontrarse
en la tabla 3.4. Debido a la elevada tasa de cuentas oscuras que presentaban estos dispo-
sitivos (400 kcps/mm2) se eligieron estos primeros detectores con un a´rea activa de 1×1
mm2 de forma que para cubrir el a´rea total 50×50 mm2 del cristal centelleador fue nece-
sario el montaje de 256 MPPCs en una placa de circuito impreso (PCB, del ingle´s printed
circuit board) e incurriendo en espacio muerto entre ellos de aproximadamente 3 mm.
Los efectos derivados de esta configuracio´n se discutira´n en mayor detalle en la seccio´n











Figura 3.17: Modelo esquema´tico de un SiPM y su circuito de acondicionamiento.
Tabla 3.4: Especificaciones te´cnicas del SiPM Hamamatsu S10362-11-50a
A´rea activa 1×1 mm2
Pixel (µm) 50
Fill Factor 61.5
Voltaje o´ptimo de ruptura (V) ∼ 70




Variacio´n del VB con la temperatura (mV/oC) 56
aDatos extraidos de las especificaciones proporcionadas por el fabricante.
La siguiente generacio´n de fotodetectores utilizados fueron dos modelos del fabricante
SensL, a saber la serie MicroFB-30035 y MicroFC-30035, cuyas especificaciones ma´s
importantes se encuentran en la tabla 3.5. La transicio´n de los MPPCs de Hamamatsu
a los SiPMs del fabricante SensL se llevo´ a cabo por diversos motivos. En primer lu-
gar los SiPMs de SensL se fabrican utilizando tecnologı´a de montaje superficial (SMT),
contrariamente a los MPPCs que eran de tecnologı´a de agujeros pasantes (THT, del ingle´s
through-hole technology, habilitando la posibilidad de reducir enormemente el a´rea muer-
ta en el montaje de la PCB. Adema´s, estos dispositivos se alimentan un voltaje menor (≥
30 V, comparados con la tensio´n ≥ 70 V de los MPPCs) y con una mayor estabilidad
a variaciones de tensio´n. Finalmente, a pesar de que la serie B presentaba una tasa de
cuentas oscuras ligeramente superior a los MPPCs de Hamamatsu, la evolucio´n de estos
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dispositivos en su serie C redujo de forma considerable este factor crı´tico, alcanzando
valores pro´ximos a las 30 kcps/mm2.
Tabla 3.5: Especificaciones te´cnicas de los SiPMs SensL MicroFB-30035 y MicroFC-
30035a
Serie B Serie C
A´rea activa 3×3 mm2 3×3 mm2
Pixel (µm) 35 35
Fill Factor 64 64
Voltaje o´ptimo de ruptura (V) ∼ 24.5 ∼ 24.5
Ma´ximo en respuesta espectral(nm) 420 420
PDE ∼ 41 ∼ 41
Ganancia 3×105 3×105
DCR/mm2 (kHz) 740 33
Variacio´n del VB con la temperatura (mV/oC) 21.5 21.5
aDatos extraidos de las especificaciones proporcionadas por el fabricante.
3.5.3. Fotomultiplicadores de silicio digitales (dSiPM)
Los fotomultiplicadores de silicio digitales, fabricados por Philips Digital Photon Coun-
ting, son dispositivos similares a los SiPMs analo´gicos descritos en la secc io´n anterior,
de forma que tambie´n esta´n compuestos por un conjunto de SPADs conectados en para-
lelo [111], pero cuya salida, en lugar de sumarse analo´gicamente, esta´ integrada en un
proceso CMOS para su digitalizacio´n temprana y la salida del conjunto es puramente di-
gital [107]. La integracio´n de cada SPAD en un proceso CMOS de 180 nm se produce
mediante un circuito de quenching activo, como el que se observa en el diagrama de la
figura 3.18, de forma que tanto el fotodiodo como el circuito de quenching compartan el
mismo substrato.
El circuito activo de quenching permite adema´s inhabilitar SPADs de forma indivi-
dual. La digitalizacio´n temprana de los pulsos de cada SPAD permite minimizar el ruido
electro´nico del front-end evitando, entre otras cosas, la aparicio´n de capacidades para´sitas
en las interconexiones de los distintos componentes necesarios para el acondicionamien-
to de la sen˜al para su posterior digitalizacio´n. La agrupacio´n mı´nima accesible de SPADs
dentro de un dSiPM de los usados en esta tesis es la compuesta por 800 de ellos, de forma
que a dicha agrupacio´n se la denomina subpixel. El conjunto de cuatro subpı´xeles confor-
man un pixel del dSiPM, de forma que la suma digital de las 3200 celdas que lo integran
proporcionan el nu´mero de cuentas detectadas. Los pı´xeles se agrupan, a su vez, en una
matriz de 2×2 pı´xeles, que se nombra por die o dado, donde se comparte un convertidor










Figura 3.18: Diagrama de funcionamiento de un circutito de quenching activo.
Tabla 3.6: Especificaciones te´cnicas del dSiPM 3200 22-44a
A´rea activa 3.2 ×3.840 mm2
Pixel (µm) 59.4× 64
Fill Factor ( %) 55
Nu´mero de pı´xeles 3200
Voltaje o´ptimo de ruptura (V) ∼ 27
Ma´ximo en respuesta espectral(nm) 420
PDE ( %) ∼ 40
DCR/mm2 (kHz)b 390
Variacio´n de la ganancia con la temperatura ( %/oC) -0.3
aDatos extraidos de las especificaciones proporcionadas por el fabricante. bCuentas oscuras en un dado con el
10 % de las celdas ma´s ruidosas desactivadas [112].
En la tabla 3.6 se encuentran las caracterı´sticas ma´s importantes del modelo 3200-
22-44 de estos dispositivos. Igual que en el caso de los SiPMs analo´gicos de SensL la
tensio´n de alimentacio´n es relativamente baja (≥ 27 V) y con la ventaja an˜adida de que se
controla digitalmente. La tasa de cuentas oscuras se encuentra en nu´meros muy similares
a los proporcionados por los MPPCs de Hamamatsu, pero debe tenerse en cuenta que el
a´rea activa es mucho mayor con lo que los efectos derivados de estas cuentas oscuras sera´n
ma´s pronunciados. Adema´s, el DCR marcado en la tabla es el obtenido desactivando un
10 % de celdas, que se miden como las ma´s ruidosas, lo que aumenta el a´rea muerta del
dispositivo. La relacio´n entre el DCR y el nu´mero de celdas desactivado puede observarse
en la figura 3.19.




















Figura 3.19: DCR de un dSiPM en funcio´n del nu´mero de celdas desactivadas [112].
3.6. Electro´nica de Front-End
3.6.1. Introduccio´n
El u´ltimo elemento del bloque detector PET es el formado por la electro´nica encargada
de acondicionar y procesar las sen˜ales provenientes de los fotodetectores para su posterior
digitalizacio´n en el sistema de adquisicio´n (DAQ). En el caso de SiPMs analo´gicos en
nuestros desarrollos podemos dividir la electro´nica de front-end en dos etapas, la primera
encargada de reducir el nu´mero de canales a digitalizar y la segunda etapa destinada al
acondicionamiento de la sen˜al para su digitalizacio´n. En el caso de SiPMs digitales, la
electro´nica de front-end esta´ integrada en los mismos, de forma que en este apartado se
hara´ mencio´n a las posibilidades de control sobre la secuencia de adquisicio´n, ası´ como
de los para´metros o´ptimos para trabajar en conjuncio´n con cristales monolı´ticos.
3.6.2. Red de resistencias programable - ASIC
La ma´xima reduccio´n de canales a digitalizar se puede obtener realizando combinacio-
nes lineales de las salidas de los SiPMs. Con este fin se ha utilizado un circuito integrado
de aplicacio´n especifica (ASIC), denominado AMIC2GR [15,113] desarrollado en el i3M,
cuya arquitectura esta´ compuesta por tres secciones fundamentales:
Etapa de entrada: Esta seccio´n esta´ compuesta por 64 buffers de corriente que
envı´an copias de la sen˜al de entrada al bloque analo´gico computacional. El consumo
por canal de entrada es de aproximadamente 1.4 mW y el nivel de ruido a la salida
de los preamplificadores es de aproximadamente 0.1 µArms. Las posibles diferen-
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cias de corriente a la salida de los preamplificadores conduce a desviaciones en las
corrientes de entrada al bloque computacional y, por tanto, a errores en posteriores.
Sin embargo, este efecto puede ser compensado realizando un proceso de calibra-
cio´n en el que los valores de los coeficientes aplicados en el bloque computacional
compensen las diferencias de corriente.
Bloque Computacional: El ASIC implenta ocho bloques computacionales (CBs)
disen˜ados para obtener ocho combinaciones lineales de la distribucio´n de luz. La
estructura de cada CB esta´ basada en un filtro FIR bidimensional. Cada una de las 64
entradas se pesa con un coeficiente programable y el resultado de cada uno de esos
productos se suma a la salida. Esta operacio´n es equivalente a integrar la distribucio´n
de luz detectada en la superficie del detector, J(x, y), multiplicada por una funcio´n
bidimensional determinada, m(x, y):
CBout =
∑∑
m(x, y) · J(x, y)· (3.27)
Salida y Control Digital: La etapa de salida recibe las sen˜as de corriente que llegan
de los bloques computacionales. En primer lugar, el control de offset programable
evita que las salidas se saturen. Asimismo, esta etapa esta´ compuesta por diferences
salidas, una de corriente y otra de voltaje. La salida de corriente es necesaria para
conectar varios ASIC, mientras que la salida de voltaje es la que se usara´ en la fase
posterior de digitalizacio´n. El control digital del sistema esta´ implementado usando
el protocolo de comunicacio´n serie I2C. La informacio´n relativa al offset de corriente
y los coeficientes queda localmente registrada.
Esquema´ticamente el funcionamiento de un bloque computacional, del total de ocho
que componen el ASIC AMIC2GR, queda descrito en la figura 3.20.
3.6.3. Proyecciones cartesianas - Filas y columnas
Una desventaja del ASIC mencionado en el apartado anterior proporciona una com-
binacio´n lineal del total de fotones detectados en la matriz de fotodetectores del bloque
detector, de forma que en esta adicio´n global se encuentra tambie´n sumado el ruido de
cada uno de los SiPMs y el ruido electro´nico asociado a la cadena de sumas. Adema´s,
el procesado que se realiza sobre la distribucio´n de luz, a trave´s de las combinaciones
lineales, es destructivo, de forma que impide cualquier modificacio´n posterior. Una alter-
nativa, evitando la digitalizacio´n de todos los SiPMs de la matriz de fotodetectores, es la
digitalizacio´n de cada una de las filas y las columnas que lo componen. De esta manera
se digitalizan las proyecciones de la distribucio´n de luz muestreada por los SiPMs sobre
los ejes x e y. En la figura 3.21 puede observarse una proyeccio´n unidimensional sobre el
eje y al digitalizar las filas de la matriz de fotodetectores.
Para poder digitalizar la suma de los SiPMs en cada fila y en cada columna, se di-
sen˜o´ una red de resistencias, cuyo esquema´tico simplificado se muestra en la figura 3.22.
La principal ventaja que proporciona este sistema es que se digitalizan las proyecciones
en una dimensio´n de las distribuciones de luz para cada evento, lo que permite utilizar
diferentes algoritmos de posicionamiento de forma no destructiva.
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Figura 3.20: Esquema de las fases que componen cada bloque computacional del ASIC
AMIC2GR.







Figura 3.21: Esquema de la proyeccio´n obtenida sobre uno de los ejes cartesianos de la
distribucio´n de luz muestreada.
3.6.4. Sistema de adquisicio´n
En el caso de SiPMs analo´gicos, las salidas de la electro´nica del front-end del mo´dulo
se conectan a un sistema de adquisicio´n, encargado de digitalizar dichas sen˜ales y enviar-
las a un PC para su posterior procesamiento. El sistema de adquisicio´n esta basado en
una arquitectura modular ampliable con reloj y disparo centralizado en una sola tarjeta
de control. Esta tarjeta de trigger se encarga de generar las sen˜ales de sincronizacio´n de
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Figura 3.22: Esquema´tico simplificado de la red de resistencias que proporciona la infor-
macio´n de filas y columnas.
todos los elementos y controlar el comienzo de conversio´n de cada una de las tarjetas
analo´gico/digital (A/D) en funcio´n de una serie de para´metros que han sido previamente
programados. Si un rayo gamma incide en 2 detectores opuestos dentro de una ventana
de tiempo va´lida y segu´n una combinacio´n de detectores predefinida, la tarjeta de trigger
detecta un evento va´lido y activa la conversio´n A/D de las sen˜ales analo´gicas correspon-
dientes a estos detectores. Dichas sen˜ales analo´gicas provienen o bien de las salidas del
ASIC o de la red de resistencias de filas y columnas descrita anteriormente. Las tarjetas
digitalizadoras A/D envı´an los datos a trave´s de puertos Ethernet a una velocidad ma´xima
de 1Gb. Estos puertos, se conectan a un switch con varias entradas y un u´nico puerto de
salida para la transmisio´n de datos al sistema informa´tico de almacenamiento y procesado.
Todo el control y procesado digital esta basado en tecnologı´as de lo´gica programable tipo
CPLD y FPGA. En estos dispositivos se han implementado algoritmos paralelizables que
trabajan en tiempo real y esta´n disen˜ados para incrementar notablemente el rendimien-
to y la velocidad respecto a tecnologı´as basadas en sistemas con microprocesador. Cada
tarjeta A/D tiene 24 canales analo´gicos ide´nticos y cada canal dispone de un convertidor
A/D independiente con un tiempo de conversio´n de 450 ns aproximadamente, aunque la
velocidad ma´xima de transmisio´n Ethernet esta´ limitada a 100 Mbits/seg, lo cual permite
una velocidad de adquisicio´n ma´xima de unos 780k eventos/seg. A cada evento se le aso-
cia una marca de tiempo con un contador interno de 31bits lo cual permite una resolucio´n
temporal de 20 ns con un error absoluto del oscilador de referencia de ±50ppm. El reloj
se distribuye desde la tarjeta de trigger a todos los mo´dulos ADC consiguiendo ası´ una
operacio´n completamente sı´ncrona. La transmisio´n de datos al PC se realiza por puerto
Ethernet. El mo´dulo A/D envı´a la informacio´n de 6 canales analo´gicos por cada puerto,
mediante una trama de datos UDP. En total existen 4 puertos Ethernet por cada tarjeta
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de adquisicio´n. La trama de datos que llegan por cada puerto Ethernet esta formada por
la cabecera UDP seguida de los datos de Timestamp, 6 canales A/D, marca de BIT de
singles, identificacio´n del mo´dulo, etc. En total son 128 bits divididos en 4 palabras de 32
bits.
3.6.5. Secuencias de adquisicio´n digital
En el caso de los dSiPMs la informacio´n proveniente de los sensores es digital, de
forma que el sistema de adquisicio´n es puramente digital. La sen˜ales de disparo o trigger
se generan en los pı´xeles cuando se alcanza un umbral programado. Estos umbrales de
trigger pueden definirse a trave´s de un esquema de puertas lo´gicas interconectadas entre
los cuatro subpixeles que componen un pixel. Estas puertas lo´gicas permiten tanto estados
de tipo AND como OR, de tal manera que si se seleccionan todas en estado AND es
necesario que los cuatro subpı´xeles hayan sido disparados para que se genere una sen˜al
de trigger. Este esquema de trigger es el o´ptimo para el uso de cristales monolı´ticos dado
que la distribucio´n de luz se expande por toda el a´rea de fotodeteccio´n, lo que implica
que un evento va´lido debe garantizar la existencia de luz en todos los subpı´xeles de un
pixel. Tras la generacio´n del trigger se inicia una etapa de validacio´n, cuya extensio´n es
variable hasta 40 ns. Igual que en la etapa de trigger, existe una interconexio´n de puertas
lo´gicas que permite definir una lo´gica de validacio´n. En este caso la interconexio´n se
produce entre filas de SPADs dentro de cada subpixel, a estas agrupaciones de filas se las
denomina RTLs (del ingle´s row trigger lines). De la misma forma que en el caso de la
lo´gica aplicada a la sen˜al de trigger, es esperable que la luz producida por un evento en
un cristal monolı´tico abarque todas las filas de SPADs que componen un pixel, de forma
que la conexio´n de todos las RTLs por puertas tipo AND implica que debe producirse
descargas en al menos un SPAD por fila, lo que esta´ garantizado para cristales monolı´ticos.
Tanto la lo´gica de trigger como la de validacio´n implican una reduccio´n de la tasa de
cuentas oscuras, pero a la vez resultan en un aumento del tiempo muerto del detector. Un
diagrama de la secuencia de adquisicio´n puede verse en la figura 3.23.
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Figura 3.23: Secuencia de adquisicio´n.
La aplicacio´n de la lo´gica de trigger y validacio´n descritas son las ma´s restrictivas que
ofrecen los dSiPMs, lo que permiter garantizar que los eventos debidos al ruido esta´n mi-
nimizados lo ma´ximo posible. Sin embargo, extendiendo el criterio que se ha empleado
para definir los umbrales de funcionamiento tanto para el disparo como para la valida-
cio´n es esperable que un evento producido en el interior de un cristal monolı´tico cubra
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el a´rea completa de fotodeccio´n pero es posible que en los pı´xeles ma´s alejados de las
coordenadas de interaccio´n el nu´mero de fotones que lleguen sean insuficientes para ini-
ciar un disparo. Con el fin de que en una adquisicio´n se transmitan el nu´mero de fotones
detectados por todos los pı´xeles de la matriz de dSiPMs se aplica un sistema lo´gico com-
plementario a la secuencia de adquisicio´n en el que se fuerza a que cuando un pixel haya
superado los umbrales de disparo y validacio´n se adquieran el resto de pı´xeles, sin que
estos necesiten superar ninguno de los umbrales. A este sistema se le denomina lo´gica de
vecinos (NL, del ingle´s Neighbour logic) [114]. Es importante, de todas maneras, recalcar
que aunque se fuerce la adquisicio´n de todos los pı´xeles, obviando los umbrales de vali-
dacio´n, es posible que e´stos se encuentren en algu´n punto de la secuencia de adquisicio´n
y no sean accesibles. Este efecto puede aumentar considerablemente los tiempos muertos
del detector y, en definitiva, la sensibilidad del bloque detector completo, como se vera´ en




Hasta aquı´ se han analizado los procesos fı´sicos involucrados en la deteccio´n de la
radiacio´n γ debida a la aniquilacio´n de positrones con electrones de su entorno, lo que
ha permitido establecer un modelo teo´rico de la distribucio´n de luz que miden los foto-
detectores. Resta, por tanto, definir un me´todo que, a partir de esta distribucio´n de luz
detectada por los fotodetectores, devuelva las coordenadas de la interaccio´n que la pro-
dujo y, a saber posible, que estas coordenadas sean en los tres ejes x, y, z. El objetivo de
esta seccio´n, en definitiva, es disponer un conjunto de algoritmos con estas capacidades
de posicionamiento tridimensional. En esta direccio´n, partiremos de algoritmos simples
que explotan la simetrı´a de la distribucio´n de luz hacı´a algoritmos ma´s complejos basados
en ajustes por mı´nimos cuadrados a funciones no lineales y redes neuronales artificiales.
69
70 ALGORITMOS DE POSICIONAMIENTO
4.2. Momentos estadı´sticos




xk · f(x) · dx∫
f(x) · dx (4.1)
µ′k =
∫
(x− µ1)k · f(x) · dx∫
f(x) · dx (4.2)
Las secuencias de nu´meros µk y µ′k se denominan los momentos normalizados y mo-
mentos centrados normalizados de la distribucio´n f(x) respectivamente. La integral de
f(x) sobre todo su dominio es un factor de normalizacio´n aplicado a los momentos y
se considera como el momento cero. En el caso de un bloque detector de radiacio´n γ el
momento cero, µ0 ,se corresponde con la carga total detectada por la matriz de fotode-
tectores, o lo que es lo mismo, es proporcional a la energı´a depositada en un evento. El
primer momento, µ1, denominado como valor medio o valor esperado de una distribu-
cio´n, ofrece informacio´n sobre el centroide geome´trico de la misma. Al primer momento
tambie´n se le denomina habitualmente como centro de gravedad (CoG, del ingle´s center
of gravity). El segundo momento centrado, µ′2, se denomina varianza de la distribucio´n, y
proporciona una medida sobre el ancho de la misma. El tercer momento centrado µ′3, co-
munmente llamado sesgo o skewness, proporciona informacio´n sobre el grado de simetrı´a
de la distribucio´n f(x). La distribucio´n de luz en una dimensio´n para un detector con
caras absorbentes fue descrita en la ecuacio´n (3.24) del capı´tulo anterior y se expresaba
de la forma:

















y siendo A y B los lı´mites de integracio´n cumpliendo −∞ ≤ A ≤ x ≤ B ≤ ∞. La
distribucio´n Jt(x, xc, σ, η) es una densidad de probabilidad normalizada entre los lı´mites
A y B, es decir, normalizada por el momento cero y la relacio´n entre σ y la coordenada
zc es lineal, con ordenada en el origen en cero. Esta distribucio´n se corresponde con la
distribucio´n de Cauchy truncada y cuyos momentos estadı´sticos [115, 116] vienen dados
por las expresiones:
µ1 = xc +
σ
2η













(B −A− σ · η) (4.4)
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El truncamiento de la distribucio´n, que viene dado por los lı´mites finitos del a´rea de
fotodeteccio´n, produce una desviacio´n en el valor del primer momento, µ1 , con respecto
a la coordenada de interaccio´n, xc, que es dependiente de la posicio´n y de la profundidad
de interaccio´n, σ como se expresa en el segundo te´rmino de la ecuacio´n (4.3). En la figura
4.1a puede observarse la posicio´n de µ1 con respecto a xc para una σ fija. La figura 4.1b,
a su vez, muestra los valores de la desviacio´n para distintas σ.





























(a) Distribuciones de luz generadas en tres coordenadas de interaccio´n xc dis-
tintas. El primer momento µ1 se desvı´a una distancia δ con respecto a la coor-



























(b) Desviacio´n entre los valores de la coordenada de interaccio´n real y la obte-
nida a trave´s del primer momento µ1 para diferentes valores de zc.
Figura 4.1
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La ecuacio´n (4.4), donde se expresa el segundo momento de la distribucio´n truncada,
muestra la relacio´n que existe entre el mismo y la profundidad de interaccio´n. De la misma
forma que en el caso del primer momento, la relacio´n entre la DOI y el segundo momento
centrado depende de la coordenada xc de interaccio´n, es decir, esta´ afectada por el grado















Figura 4.2: Relacio´n entre el segundo momento, µ′2, y la profundidad de interaccio´n, σ,
para las posibles coordenadas xc de interaccio´n.
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4.3. Centro de gravedad elevado a una potencia (RTP)
El error que se comete en la obtencio´n de la coordenada de interaccio´n xc con el primer
momento estadı´stico (centro de gravedad) es principalmente debido al truncamiento de la
distribucio´n de la luz registrada por los fotosensores, como se ha mostrado en el apartado
anterior. Este efecto puede minimizarse amplificando los valores digitalizados a trave´s de
una potencia.





Figura 4.3: Minimizacio´n del efecto de compresio´n elevando la distribucio´n de luz a una
potencia.
A este algoritmo, derivado del primer momento estadı´stico o centro de gravedad, se le












En la figura 4.3 puede observarse el efecto que tiene la aplicacio´n de una potencia
sobre los datos en el ca´lculo del primer momento estadı´stico. Sin embargo, debe tenerse
en cuenta que a pesar de que un aumento en la potencia aplicada reduce el efecto de
compresio´n, el incremento de mejora no es proporcional a este aumento de la potencia. Se
estima, de esta manera, que la potencia o´ptima es RTP2 reduciendo de forma considerable
los efectos de compresio´n y minimizando los posibles efectos negativos de la atraccio´n




















(A− xc)2 + σ2
β =
xc −B
(B − xc)2 + σ2
En la figura 4.4 puede observarse las coordenadas de interaccio´n obtenidas con RTP1
(equivalente al primer momento estadı´stico) y RTP2 para impactos a una altura zc = 10
mm. La linea azul con guiones son las coordenadas determinadas por el primer momento,
la linea roja so´lida son las coordenadas determinadas por RTP2 y la linea punteada negra
muestra las coordenadas ideales








































Figura 4.4: Comparacio´n entre las coordenadas de interaccio´n determinadas por el primer
momento y RTP2 a una distancia de los fotodetectores zc = 10mm.
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4.4. Obtencio´n de la profundidad de interaccio´n mediante E/I
Dado que la distribucio´n de luz que se digitaliza esta´ truncada debido tanto a los lı´mi-
tes finitos de la superficie de fotodeteccio´n como por el a´ngulo de aceptacio´n o´ptica del
sistema, puede encontrarse una relacio´n sencilla a trave´s del cociente entre la suma del




















Se obtiene, por tanto:













4.5. Ajuste por mı´nimos cuadrados
Una alternativa a interpolar las coordenadas de interaccio´n, ya sea mediante los mo-
mentos estadı´sticos o sus variantes tales como RTP, es el ajuste, por mı´nimos cuadrados,
evento a evento a la distribucio´n de luz teo´rica. La te´cnica de los mı´nimos cuadrados
consiste en encontrar una solucio´n a los para´metros a ajustar de forma que la suma de
los cuadrados de los residuos sea mı´nima. Existen varios me´todos para resolver este pro-
blema, de forma que las condiciones ideales se tienen cuando la funcio´n a ajustar es
continua, doblemente diferenciable y estrictamente convexa, como es nuestro caso. El
me´todo Levenberg-Marquardt, en este sentido, es la te´cnica ma´s habitual utilizada para
resolver por mı´nimos cuadrados problemas de naturaleza no lineal (el caso no lineal es el
que existe cuando la relacio´n entre los para´metros y la funcio´n no es lineal). Los ajustes
por mı´nimos cuadrados involucran un proceso iterativo, de tal manera que el objetivo es
reducir, a cada iteracio´n, el error entre la funcio´n y los datos experimentales. El me´todo
denominado Levenberg-Marquardt es una combinacio´n de dos me´todos de minimizacio´n,
conocidos como el me´todo de descenso por gradiente y el me´todo de Gauss-Newton. En
el descenso por gradiente, la suma del cuadrado de errores se reduce actualizando los
para´metros en la direccio´n decreciente del gradiente de la funcio´n. El me´todo de Gauss-
Newton, por su parte, reduce la suma del cuadrado de errores asumiendo que la funcio´n
es cuadra´tica localmente, y buscando el mı´nimo en dicha regio´n. Puesto que el me´todo
Levenberg-Marquardt es una combinacio´n de ambos me´todos, el peso de cada uno de
ellos en la actualizacio´n de los para´metros esta´ relacionado con la lejanı´a inicial de los
para´metros con respecto al caso ideal, de forma que el descenso por gradiente es la opcio´n
ideal en el caso de que el valor de los para´metros se encuentre muy lejano de la conver-
gencia y el me´todo de Gauss-Newton se utiliza cuando los para´metros esta´n ma´s cercanos
a su valor o´ptimo.










Figura 4.5: Descenso por gradiente.
En una funcio´n de ajuste yˆ(t;p) con una variable independiente t y un vector de n
para´metros p a un conjuntom de puntos experimentales (ti, yi), es habitual y conveniente
minimizar la suma de los cuadrados de los errores pesados (o residuos pesados) entre los
datos experimentales y(ti) y la curva teo´rica de ajuste yˆ(ti;p). A este valor escalar, que









= (y − yˆ(p))TW (y − yˆ(p)) (4.11)
= yTWy − 2yTWyˆ + yˆTWyˆ (4.12)
El valor wi es una medida del error en la medida y(ti). La matriz de pesos W es
diagonal con Wii = 1/w2i . Si la funcio´n yˆ es no-lineal con respecto a los para´metros del
modelo p, entonces la minimizacio´n de χ2 con respecto a los para´metros debe llevarse
a cabo iterativamente. El objetivo de cada iteracio´n es encontrar la perturbacio´n h de
los para´metros p que reduce χ2. El algoritmo de Levenberg-Marquardt varı´a, de forma





TW (y − yˆ), (4.13)
donde pequen˜os valores de los para´metros del algoritmo λ resultan en una actuali-
zacio´n mediante Gauss-Newton y valores altos de λ implican una actualizacio´n de los
para´metros a trave´s del descenso por gradiente. El para´metro λ se toma, inicialmente,
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como un valor alto para forzar a que las primeras actualizaciones de los para´metros se
realizan en pequen˜os pasos y en la direccio´n de mayor descenso. Si una iteracio´n lleva
a un peor resultado que la iteracio´n que le precede, λ se incrementa. A medida que la
solucio´n mejora, λ se va reduciendo y el me´todo de Levenberg-Marquardt se aproxima
al me´todo de Gauss-Newton, lo que tı´picamente acelera la solucio´n a un mı´nimo local
[119, 120]. La relacio´n de actualizacio´n de para´metros sugerida por Marquardt es la si-
guiente [121]: [
JTWJ + λ diag(JTWJ)
]
hlm = J
TW (y − yˆ), (4.14)
de tal manera, que el problema depende en menor medida del para´metro λ. Para lle-
var a cabo el proceso de ajuste por mı´nimos cuadrados, se ha utilizado una librerı´a de
cara´cter open-source llamada ALGLIB [122]. Esta libreria esta´ escrita en un pseudo-
co´digo disen˜ado especialmente para ser traducida automa´ticamente a diversos lenguajes
de programacio´n, siendo nuestro caso la aplicacio´n de la libreria en C++. ALGLIB per-
mite la realizacio´n de ajustes por mı´nimos cuadrados a funciones no lineales utilizando el
optimizador de Levenberg-Marquardt. Con este fin, la libreria ALGLIB, tiene tres modos
de operacio´n que difieren en la cantidad de informacio´n que necesitan para llevar a cabo
los ca´lculos. Estos modos de operacio´n son:
Modo F. En este modo, tan solo es necesario la funcio´n para llevar a cabo el ajuste.
Modo FG. El modo FG necesita tanto de la funcio´n como de su primera derivada
con respecto a los para´metros, es decir, el gradiente con respecto a los para´metros
ajustables.
Modo FGH. Finalmente el modo FGH requiere tanto del gradiente como el hessiano,
es decir, la segunda derivada de la funcio´n con respecto a los para´metros a ajustar.
El coste computacional varı´a ampliamente con los modos de operacio´n de la libreria
en funcio´n del problema al que se apliquen, de tal manera que este coste forma parte del
ana´lisis. Generalmente, cuanta ma´s informacio´n se utilice, es decir, cuanto mayor sea el
orden de las derivadas utilizadas, ma´s eficiente es el me´todo en cuanto al nu´mero de ite-
raciones. Pero por otra parte, conseguir toda esa informacio´n es costoso y, dependiendo
de la funcio´n, puede hacer lento el proceso. Debe tenerse en cuenta que el co´digo no tiene
ma´s dependencia ni seccio´n crı´tica ma´s alla´ de los datos de entrada, por tanto, cada ajuste
para cada evento es plenamente independiente de los dema´s, lo que permite una parale-
lizacio´n completa del proceso. Esto significa que la velocidad alcanzable, a trave´s de la
paralelizacio´n, es igual al nu´mero de nu´cleos disponibles. Siguiendo la ley de Amdahl
[123]:








donde T (n) es el tiempo de ejecucio´n para n ∈ N nu´cleos y α ∈ [0, 1] es la fraccio´n
del algoritmo que es estrictamente secuencial. Dado que en nuestro caso α = 0, no hay
un limite superior en la escalabilidad del proceso de paralelizacio´n.
El estudio de tiempo de ejecucio´n por evento se llevo a cabo en un ordenador dotado
de un procesador Intel Core i7-4770 3.4Ghz. Como puede observarse en la gra´fica 4.6,















Δt = (380±50) μs
(a) Tiempo modo F


















Δt = (150±10) μs
















Δt = (220±15) μs
(c) Tiempo modo FGH.
Figura 4.6: Histogramas del tiempo de ca´lculo para los tres tipos de casos estudiados.
la diferencia entre tiempos de ejecucio´n por evento en funcio´n del me´todo empleado es
significativa. De tal forma que el me´todo o´ptimo es el denominado modo FG, donde se
implementan tanto la funcio´n de ajuste como el gradiente de dicha funcio´n con respecto a
los para´metros. El tiempo obtenido con dicho modo de funcionamiento del algoritmo de
ajuste de 150 ± 10 µs, paralelizado sobre los cuatro nu´cleos disponibles en el ordenador
proporciona una capacidad de procesamiento de 27± 2 kcps.
4.6. Ajustes mediantes redes neuronales
Las Redes Neuronales Artificiales (NNs, del ingle´s Neural Networks) son sistemas de
procesamiento de la informacio´n cuya estructura y funcionamiento esta´n inspirados en
las redes neuronales biolo´gicas. Consisten en un conjunto de elementos simples de pro-
cesamiento llamados nodos o neuronas conectadas entre sı´ por conexiones que tienen un
valor nume´rico modificable llamado peso. La actividad que una unidad de procesamiento
o neurona artificial realiza en un sistema de este tipo es simple. Normalmente, consiste
en sumar los valores de las entradas que recibe de otras unidades conectadas a ella, com-
parar esta cantidad con el valor umbral y, si lo iguala o supera, enviar activacio´n o salida
a las unidades a las que este´ conectada. Tanto las entradas que la unidad recibe como las
salidas que envı´a dependen a su vez del peso o fuerza de las conexiones por las cuales
se realizan dichas operaciones. De esta manera, con el entrenamiento adecuado, las NNs
son capaces de aproximar cualquier funcio´n medible hasta el nivel de precisio´n deseado.
En particular, las NNs basadas en el modelo del perceptro´n multicapa esta´n consideradas
como un sistema aproximador universal, lo que implica que cualquier fallo en el funcio-
namiento de la red sera´ debido a un aprendizaje inadecuado, a un nu´mero insuficiente de
capas o la falta de una relacio´n determinista entre las entradas y la salida [124]. El uso
de NNs puede considerarse, por tanto, una alternativa efectiva a las te´cnicas estadı´sticas
tradicionales, con la ventaja an˜adida de que, una vez entrenada la red, e´sta no necesita de
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ninguna suposicio´n apriorı´stica y posee la capacidad de modelar funciones altamente no
lineales. En la figura 4.7 puede observarse el esquema de una red neuronal basada en tres




















Figura 4.7: Esquema de funcionamiento de una red neuronal.
La parte ma´s importante de una NN es, por tanto, el aprendizaje. El esquema de apren-
dizaje de una red es lo que determina el tipo de problemas que sera´ capaz de resolver.
Dado que las NNs usan sistemas de aprendizaje basados en ejemplos, es indispensable
disponer de un cuerpo de entrenamiento amplio. Desde el punto de vista del cuerpo de
entrenamiento o conjunto de aprendizaje, el conjunto de datos que se usen en el entrena-
miento deben poseer las siguientes caracterı´sticas:
Ser significativo. Debe haber un nu´mero suficiente de ejemplos. Si el conjunto de
aprendizaje es reducido, la red no sera´ capaz de adaptar sus pesos de forma eficaz.
Ser representativo. Los componentes del conjunto de aprendizaje debera´n ser di-
versos. Si un cuerpo de entrenamiento tiene muchos ma´s ejemplos de un tipo que del
resto, la red se especializara´ en dicho subconjunto de datos y no sera´ de aplicacio´n
general. Es importante que todas las regiones significativas del espacio de estados
este´n suficientemente representadas en el cuerpo de entrenamiento.
El objetivo del proceso de entrenamiento es, de esta manera, ajustar los pesos de la red.
El proceso general de aprendizaje consiste en ir introduciendo paulatinamente todos los
ejemplos del conjunto de aprendizaje, y modificar los pesos de las conexiones siguien-
do un determinado esquema de aprendizaje. En nuestro caso, el esquema de aprendizaje
empleado es el conocido como algoritmo de retropropagacio´n. Este algoritmo de aprendi-
zaje pertenece al grupo de algoritmos conocidos como algoritmos supervisados; es decir,
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la modificacio´n de los para´metros se realiza para que la salida de la red sea lo ma´s pro´xima
posible a la salida proporcionada por el supervisor o salida deseada. Puesto que el objeti-
vo es que la salida de la red sea lo ma´s pro´xima posible a la salida deseada, el aprendizaje
de la red se formula como un problema de minimizacio´n del siguiente modo:
MinWE
siendo W el conjunto de los para´metros de la red (pesos y umbrales) y E una funcio´n
error que evalu´a la diferencia entre las salidas de la red y las salidas deseadas. La funcio´n







donde N es el nu´mero de patrones o muestras y e(n) es el error cometido por la red







siendo Y (n) = (y1(n), ..., ync(n)) y S(n) = (s1(n), ..., snc(n)) los vectores de sali-
das de la red y las salidas deseadas para el patro´n n, respectivamente. De este modo, si
W∗ es un mı´nimo de la funcio´n errorE, en dicho punto el error es pro´ximo a cero, lo cual
implica que la salida de la red es pro´xima a la salida deseada, alcanzando ası´ la meta de
la regla de aprendizaje. En definitiva, el aprendizaje de la red es equivalente a encontrar
un mı´nimo de la funcio´n error, para lo que se inicializan los pesos de la red con valores
aleatorios y el algoritmo de entrenamiento de retropropagacio´n modifica dichos valores
en la direccio´n negativa del gradiente de la funcio´n E, me´todo conocido como descenso
por gradiente, hasta converger en un valor que se corresponde con un mı´nimo global de
la superficie de error. Esquema´ticamente el algoritmo de retropropagacio´n esta´ resumido
en la figura 4.8.
Para mejorar el proceso de entrenamiento, y realizar una evaluacio´n del funcionamien-
to de la NN durante dicho proceso, es indispensable probar la red con datos que no hayan
sido considerados en el cuerpo de entrenamiento. A este procedimento se le conoce co-
mo la capacidad de generalizacio´n de la red. Con este propo´sito, la pra´ctica habitual es
dividir el conjunto de datos que componen el cuerpo de entrenamiento de forma aleato-
ria en dos subconjuntos, de tal manera que al primer conjunto obtenido en esta divisio´n
sera´ usado como cuerpo de entrenamiento, es decir, sera´ el empleado para el ca´lculo de
la funcio´n error y la actualizacio´n de los pesos mediante el descenso por gradiente, mien-
tras que el segundo conjunto de datos, que denominamos cuerpo de validacio´n o conjunto
de validacio´n, se utilizara´ a cada paso del entrenamiento de la misma forma que el cuer-
po de entrenamiento, es decir, calculando su propia funcio´n de error, pero sin influencia
sobre la actualizacio´n de los pesos. El entrenamiento de la red se detendra´ cuando la fun-
cio´n de error del cuerpo de validacio´n alcance su mı´nimo, dado que es el punto en el
que se considera que la red tiene mayor capacidad de generalizacio´n [125]. Si el entre-
namiento no se detiene en ese punto, habitualmente se alcanza una fase conocida como
sobre-entrenamiento en la que el rendimiento esperado de la red empeora a pesar de que
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Figura 4.8: Esquema de funcionamiento del algoritmo de aprendizaje de retropropaga-
cio´n.
la funcio´n error del conjunto de datos de aprendizaje continua disminuyendo. Finalmente,
tras la conclusio´n de la fase de entrenamiento se realiza una comprobacio´n de la NN con
un tercer conjunto de datos conocido como cuerpo de test o conjunto de datos de prueba.
Dado que la aplicacio´n de las NNs se ha hecho con dos bloques detectores diferen-
tes, uno basado en SiPMs digitales y otro basado en SiPMs analo´gicos y electro´nica de
lectura de filas y columnas, hemos construido dos redes neuronales diferentes aunque el
procedimiento de entrenamiento ha sido ide´ntico. Este proceso de entrenamiento se ha
llevado a cabo, en ambos casos, mediante el uso del software SNNS (Stuttgart Neural
Network Simulator) desarrollado por el Institute for Parallel and Distributed High Per-
formance Systems en la universidad de Stuttgart [126]. Ahora bien, puesto que una de las
principales caracterı´sticas negativas de los SiPMs es la existencia de cuentas aleatorias,
producidas por causas te´rmicas al tratarse de dispositivos basados en semiconductores,
conocidas como cuentas oscuras, que se suman al muestreo de la distribucio´n de luz real
producida por el centelleador, ha sido necesario realizar un filtrado previo de los datos,
antes de su paso por la NN. Para la obtencio´n del filtro o´ptimo hemos considerado que el
ruido producido por las cuentas oscuras se une de forma aditiva a la distribucio´n de luz,
de forma que en una dimensio´n puede expresarse como:
φ(x) = ψ(x) + η (4.16)
Ahora bien, definiendo la relacio´n sen˜al-ruido (SNR, del ingle´s signal to noise ratio),
como el cociente entre la distribucio´n de luz (ψ) en la coordenada (xd) y el promedio del
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De esta manera, podemos buscar el filtro que maximice la SNR, de tal forma que la
aplicacio´n del filtro sobre el numerador en la coordenada xd produce:




H(ω) ·Ψ(ω) · ej2piωxd
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Figura 4.9: Filtrado mediante autocorrelacio´n con distribucio´n teo´rica.
Asumiendo,por otra parte, que el ruido tiene un comportamiento Gaussiano, carac-
terı´stico de fuentes de ruido aleatorias, con una densidad espectral de potencia de N0/2,
un valor medio de cero y un espectro plano donde todas las frecuencias esta´n presentes






La ecuacio´n de la SNR puede reescribirse, por tanto, como:
SNR(xd) =






Para encontrar el ma´ximo de la ecuacio´n (4.18), tenemos que hacer uso de la desigual-













siempre y cuando f1(x) = kf∗2 (x). Aplicando esta desigualdad en la expresio´n de la
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y puesto que H(ω) = kΨ∗(ω), la expresio´n de la respuesta impulsional del filtro
buscado es:
h(x) = k · ψ(xd − x). (4.20)
Es decir, el filtro que maximiza la SNR es una copia desplazada de la distribucio´n de
luz teo´rica. La aplicacio´n de dicho filtro en todos los desplazamientos posible produce
una nueva sen˜al, cuya SNR esta´ maximizada, de 2·N - 1 puntos, siendo N el nu´mero de
entradas. En la figura 4.9 puede observarse un ejemplo con un evento de 12 entradas y la
salida de 23 puntos tras el filtrado.
Finalmente, los conjuntos de datos para el entrenamiento se crearon a partir de la dis-
tribucio´n teo´rica de luz, basada en la ecuacio´n (3.19), con una precisio´n de 0.01 mm en
las direcciones x e y, y una precisio´n de 0.1 mm en la direccio´n del eje z. En funcio´n
del nu´mero de salidas del bloque detector (8 para el caso de los dSiPMs y 12 para el
bloque detector basado en filas y columnas), se crearon redes con 2·N - 1 entradas y una
u´nica salida, correspondiente a la coordenada de interaccio´n del evento de entrada. En










En este capı´tulo de la tesis se explicara´n los montajes experimentales utilizados para
el ana´lisis de cada uno de los bloques detectores, ası´ como los me´todos de obtencio´n de
las coordenadas de interaccio´n de los fotones en e´stos, usados en cada uno de ellos. Estos
montajes fueron disen˜ados de formas muy similares, de tal manera que los resultados
obtenidos pueden ser comparados entre sı´. Por otra parte, en este apartado de la tesis se
discutira´n los distintos me´todos de enfriamiento utilizados para cada sistema y el conjunto
de caracterı´sticas te´cnicas que conciernen a los detectores utilizados.
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5.2. SiPMs analo´gicos y readout con ASIC.
El bloque detector, cuya electro´nica de Front-End esta´ basada en el ASIC conocido
por AMIC (del ingle´s Analog Moment Integrated Circuit), se ha utilizado en combinacio´n
con una matriz de 256 SiPMs (Hamamatsu Photonics, modelo S10362-11). Esta matriz
de SiPMs se monto´ en una PCB de forma que cada SiPM esta´ separado una distancia
d1 = 3 mm en el eje X y una distancia d2 = 3.05 mm en el eje Y entre sı´ y presentan
un a´rea activa definida por las distancias τ1 = 1 mm y τ2 = 1 mm en los ejes X e Y
respectivamente [109]. El conjunto de los 256 SiPMs presentan una desviacio´n media en
altura entre los detectores es 33 µm y no supera los 87 µm en ningu´n caso.
Figura 5.1: Estructura de la matriz de 256 SiPMs Hamamatsu S10362-11
A esta matriz de 256 fotodetectores se le acopla un cristal centelleador LYSO median-
te grasa o´ptica (Rhodorsil Paste 7), cuyas dimensiones son 50 × 50 mm2 para la cara
en contacto con el plano de fotodeteccio´n, 40 × 40 mm2 para la cara de entrada de la
radiacio´n y 12 mm de altura. Esta geometrı´a de pira´mide truncada se eligio´ para intentar
minimizar los efectos derivados del truncamiento de la distribucio´n de la luz registrada
[127]. Las caras del centelleador esta´n sin pulir y pintadas de negro para maximizar la
absorcio´n de luz en las mismas, a excepcio´n de la cara de salida que esta´ en contacto con
la matriz de SiPMs que so´lo esta´ pulida. La idea que subyace en la arquitectura del AMIC,
como se explica detalladamente en el capı´tulo dedicado a las electro´nicas de Front-End
empleadas, es calcular de forma analo´gica combinaciones lı´neales de la distribucio´n de
luz registrada por la matriz de fotodetectores para cada evento [14]. De esta manera, cada
ASIC es capaz de realizar un total de ocho combinaciones lı´neales de sus entradas, que
pueden usarse para obtener informacio´n sobre la energı´a del evento, las coordenadas de
interaccio´n x e y e incluso podrı´a estimarse la profundidad de interaccio´n o cualquier otro
para´metro relacionado con la distribucio´n de luz [128]. Por otra parte, aunque el nu´me-
ro de entradas por ASIC esta´ restringido a un total de 64, dada la naturaleza aditiva del
ca´lculo, el sistema es escalable al nu´mero de entradas deseado. En nuestro caso el bloque
detector consta de 256 entradas, lo que implica el uso de cuatro ASICs, de forma que cada
uno de ellos calcula una combinacio´n lı´neal parcial, que se suma al resto posteriormente.
Este esquema de cuatro ASICs se muestra en la figura 5.2.















Figura 5.2: Esquema de 4 ASICs usados en el bloque detector.
Los pesos del ASIC son programables a trave´s de un bus I2C y se guardan en regis-
tros de 8 bits. Con el fin de programar correctamente el ASIC, ası´ como de obtener una
comunicacio´n efectiva con el mismo, se desarrollo´ una aplicacio´n software completa de
cara´cter gra´fico, que puede observarse en la figura 5.3. Por otra parte, aunque cada SiPM
de la PCB de la matriz de fotodetectores posee un voltaje de alimentacio´n o´ptimo diferen-
te, cuyo valor proporciona el fabricante, la placa se ha alimentado a un u´nico voltaje para
reducir complejidad en el sistema y costes. El valor de alimentacio´n global es de 71 V, de
forma que se corresponde con el voltaje o´ptimo mı´nimo presente en la PCB. Se eligio´ este
valor de tensio´n con el fin de minimizar la tasa de cuentas oscuras al evitar la presencia
de SiPMs alimentados por encima de su tensio´n o´ptima de funcionamiento. Sin embar-
go, la alimentacio´n global a una u´nica tensio´n produce una desviacio´n significativa entre
las diferentes ganancias de cada SiPM que componen la matriz de fotodeteccio´n. Para
compensar estas diferencias, los coeficientes programables del ASIC deben ecualizarse
previamente. Este procedimiento puede realizarse a trave´s de la informacio´n suministrada
por el fabricante o a trave´s de me´todos iterativos [13, 14]. Esta ecualizacio´n es importan-
te, puesto que la precisio´n en las medidas de resolucio´n energe´tica, y por extensio´n de
resolucio´n espacial, esta´n directamente ligadas a la precisio´n de los coeficientes utiliza-
dos. En el caso de esta tesis, con el fin de establecer la calibracio´n de los coeficientes, se
realizo´ una adquisicio´n con una fuente radioactiva lo suficientemente alejada del bloque
detector como para poder considerar que a este le llega radiacio´n de forma iso´tropa. En
la figura 5.4a se observa el resultado de esta adquisicio´n utilizando coeficientes sin cali-
brar. Teniendo en cuenta las tablas de ganancia en funcio´n del voltaje de alimentacio´n que
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proporciono´ el fabricante, se corrigieron los coeficientes y se repitio´ la misma medida, de
forma que en la figura 5.4b, puede observarse la mejorı´a en la uniformidad de la imagen.










































































Figura 5.4: Calibracio´n de ganancias con ASIC. (a) Imagen sin correccio´n. (b) Imagen
con correccio´n por no uniformidad en las ganancias.
Una vez realizada la calibracio´n en ganancias de los SiPMs, el montaje experimental
se llevo´ a cabo con dos bloques detectores en coincidencias, i.e. el bloque detector a es-
tudio conformado por la PCB de 256 SiPMs y el centelleador de 50× 50× 12 mm3 y un
bloque detector que sirve de referencia basado en un PMT sensible a posiciones H8500
de Hamamatsu Photonics y un cristal centelleador monolı´tico de las mismas dimensiones
que el utilizado en el bloque detector a estudio. Para comprobar la variacio´n de la resolu-
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cio´n espacial en distintos puntos del campo de visio´n del bloque detector, se utilizo´ una
fuente de 22Na de 1 mm de dia´metro, colimada a trave´s de un bloque de Tungsteno de 3
cm de grosor y una apertura de 1.2 mm. Dicha fuente, solidaria con el colimador, se mo-
vio´ paralelamente al bloque detector en pasos de 5 mm con un sistema posicionador de la
marca OWIS, controlado electro´nicamente. Finalmente, para minimizar la influencia de
las cuentas oscuras en las medidas, se utilizo´ un sistema de enfriamiento lı´quido mediante
un chiller de agua. Este dispositivo posee un circuito cerrado, que contiene un liquido
refrigerante, cuya temperatura se puede controlar electro´nicamente con un alto grado de
precisio´n. En el montaje experimental se conecto´ el circuito de agua a una placa de alu-
minio, conocida como liquid cold plate, encima de la cual se instalaron los detectores.
El montaje completo se encerro´ en una caja de poliestireno expandido para estabilizar la
temperatura del montaje experimental a una temperatura alrededor de T = 25◦C.
















Figura 5.5: Resolucio´n energe´tica de la PCB de 256 SiPMs con ASIC.
La energı´a depositada por evento en el bloque detector es proporcional al nu´mero de
fotones o´pticos producidos y, por tanto, proporcional a la carga total detectada por la ma-
triz de SiPMs en cada evento. En consecuencia es posible medir la resolucio´n energe´tica
del bloque detector a trave´s del histograma de los valores de carga detectada por la ma-
triz de SiPMs por cada evento. La carga total detectada por evento se mide sumando las
cargas detectadas por cada SiPM, es decir, programando los coeficientes del ASIC a un
valor constante, de forma que la salida sea la suma total de la carga detectada por la matriz
de SiPMs. Debido a la diferencia de ganancias entre SiPMs, los coeficientes programados
son los coeficientes de ecualizacio´n, en lugar de un mismo coeficiente para todos ellos. La
resolucio´n energe´tica del bloque detector presenta un valor de ∆E = 33.1±0.1 %, como
puede observarse en la figura 5.5. Este valor elevado se debe, en gran medida a dos facto-
res fundamentales. En primer lugar, el a´rea muerta de la matriz de SiPMs representa una
fraccio´n de aproximadamente el 89.9 % de la superficie total, lo que incide directamente
en una baja cantidad de luz transferida a los fotodetectores por evento. Adema´s, la presen-
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cia de cuentas oscuras a la temperatura del experimento tiene una afeccio´n significativa
ası´ como la baja ganancia de los SiPMs cuyo voltaje o´ptimo esta´ por encima de la tensio´n
comu´n. Durante el uso de este sistema de deteccio´n se llevaron a cabo otras pruebas en la
aplicacio´n o´ptica del cristal centelleador con los fotodetectores en la bu´squeda de reducir
el a´rea muerta y mejorar la coleccio´n de luz hacia dichos fotosensores [129]. Sin embargo
en dichos estudios no se obtuvo en ningu´n caso una mejora significativa de la resolucio´n
energe´tica o espacial, como puede observarse en la publicacio´n [16].
5.3. dSiPMs
El bloque detector basado en dSiPMs, igual que en el resto de casos, necesita un siste-
ma de refrigeracio´n para minimizar los efectos adversos de las cuentas oscuras. Con este
fin la refrigeracio´n de los bloques detectores basados en dSiPMs se ha basado en la utili-
zacio´n de celdas Peltier. Estas celdas esta´n basadas en el efecto Peltier, que se caracteriza
por la aparicio´n de una diferencia de temperaturas entre las dos caras de un semicon-
ductor cuando por e´l circula una corriente. Una celda Peltier esta´ conformada por dos
materiales semiconductores uno tipo P y otro tipo N, producie´ndose internamente el ası´
llamado efecto termoele´ctrico de Peltier. Internamente la celda Peltier posee elementos
semiconductores altamente impurificados y dispuestos ele´ctricamente en serie mediante
conductores de cobre [130, 131]. Para aislar los conductores de cobre del disipador se
agrega entre ellos una placa de cera´mica que funciona como aislante. Puesto que la capa-
cidad de refrigeracio´n de la celda esta constren˜ida a la diferencia de temperaturas entre
sus caras, se instala un disipador solidario a un ventilador en la cara caliente, de forma
que mantenga la temperatura de esta cara constante. En la figura 5.6a pueden observarse
desglosadas las distintas partes que conforman el bloque detector. Siguiendo la figura de
derecha a izquierda se observa una cubierta pla´stica negra que cubre el bloque detector
completo y cuya funcio´n reside en el aislamiento o´ptico del sistema. Seguidamente se
encuentra el cristal centelleador LYSO, cuyas dimensiones son de 32 × 32 mm2 y 12
mm de altura, acoplado a la PCB de dSiPMs mediante grasa o´ptica. La matriz de dSiPMs
esta´ alojada en un soporte pla´stico que acoplamos mediante pasta te´rmica a una placa de
aluminio para optimizar la transferencia de calor. Finalmente, la placa de aluminio esta´
acoplada, tambie´n mediante pasta te´rmica, a la celda peltier por su cara fria y e´sta se en-
cuentra acoplada a un disipador por su cara caliente. Para mejorar las caracterı´sticas de
funcionamento del disipador se le adjunta un ventilador.
En la figura 5.6b se observa una fotografı´a del bloque dSiPM completo. Por otra parte,
la geometrı´a de la PCB de dSiPMs no mantiene una equidistancia entre los fotodetectores,
como se observa en la figura 5.7. Este efecto debe tenerse en cuenta en la aplicacio´n de
algoritmos ubicando las posiciones de los centros de cada sensor de forma precisa.
Debido a que cada bloque de 4× 4 pixeles (denominado dado) de la matriz de dSiPMs
contiene un conversor de tiempo digital (TDC) independiente, las etiquetas temporales
que proporciona cada una de ellas pueden estar desfasadas entre sı´. Para corregir los
efectos derivados de este sesgo temporal se necesita realizar una calibracio´n [132]. Con
este propo´sito se ha realizado un montaje experimental en el que la matriz de dSiPMs

















































Figura 5.7: Dimensiones (mm) de la PCB de dSiPMs Philips 3200 22-44.
cristales, con una distancia entre ellos de 2 mm, de forma que el a´rea cubierta por dicha
matriz es de 24 × 24 mm2 y los cristales individuales esta´n recubiertos de un material
reflector de 70 µm. El detector en oposicio´n, usado para realizar medidas en coincidencia,
se acoplo´ a un u´nico cristal de 3× 3 mm2, de forma que el cristal cubre un u´nico dado.
La calibracio´n del sesgo temporal se lleva a cabo mediante la alı´neacio´n de los cen-
troides de los histogramas de diferencias de tiempo entre el detector con un solo cristal
LYSO y uno seleccionado de cristal LYSO por dado del otro detector. Puesto que la matriz
de cristales no cubre toda el a´rea activa de la PCB de dSiPMs, resulta necesario realizar
cuatro medidas consecutivas desplazando la matriz de cristales por cuadrantes fotodetec-
tores (ver figura 5.8b). La calibracio´n de la desviacio´n de tiempos entre los TDCs de una
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(a) (b)
Figura 5.8: (a) Fotografı´a del mo´dulo dSiPM acoplado a un u´nico cristal LYSO. (b) Dia-
grama de las posiciones del cristal pixelado en el mo´dulo dSiPM.
PCB de dSiPMs resulto´ en diferencias de tiempos que varı´an entre 7.8 a 1378 ps entre los
dados (Figura 5.9). Puesto que el dado nu´mero 9 estaba presente en todas las medidas, se
utiliza como un origen de tiempos.

















Figura 5.9: Sesgo temporal del bloque detector.
Esta´ bien establecido en la bibliografı´a que la tasa de cuentas oscuras puede reducirse
de forma significativa si se deshabilitan las celdas ma´s ruidosas de estos fotosensores, de
tal forma que inhabilitando entre el (5− 10) % de e´stas este efecto es suficiente [133]. En
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nuestro caso se llevo´ a cabo una adquisicio´n sin ningu´n tipo de radiacio´n incidente, y se
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Figura 5.10: Resolucio´n energe´tica del bloque detector basado en dSiPMs.
Puesto que el uso de cristales monolı´ticos obliga a usar la lo´gica de vecinos en la se-
cuencia de adquisicio´n, tal y como se explico´ en el apartado dedicado a las secuencias de
adquisicio´n de los dSiPMs, aparece un elevado porcentaje de eventos en los que, a pesar
de que un pixel ha alcanzado el umbral necesario para iniciar una adquisicio´n, mu´ltiples
pı´xeles se encuentran en un ciclo de validacio´n o recarga (cabe recordar que dicho ciclo
puede alcanzar tiempos de hasta ∼ 850 ns) impidiendo la digitalizacio´n completa de la
distribucio´n de luz. Con el fin de evitar que estos eventos contribuyan a degradar la reso-
lucio´n, tanto temporal como energe´tica, se filtran previamente de forma que u´nicamente
son considerados como eventos va´lidos aquellos en los que este´ presente informacio´n de
todos los pı´xeles de la matriz de dSiPMs. Esta restriccio´n supone que, en nuestras con-
diciones experimentales, so´lo el 39 ± 2 % de los eventos registrados sean considerados
va´lidos y usados posteriormente para el ana´lisis de algoritmos. En la figura 5.10 esta´n
representados los espectros de energı´a normalizados por su ma´ximo valor teniendo en
cuenta el total de los eventos (lı´nea punteada de azul), los eventos va´lidos (lı´nea disconti-
nua de color roja) y los eventos va´lidos alrededor de una regio´n de intere´s (ROI, del ingle´s
region of interest) alrededor de las coordenadas de una fuente de 22Na. Puede observarse
en dicha figura la sensible reduccio´n de ruido que se produce con el filtrado de eventos
debidos a la aplicacio´n de la lo´gica de vecinos, de tal manera que la resolucio´n energe´tica
mejora desde un valor de 31.5± 2.5 % hasta 24.6± 1.4 %. En el entorno de una fuente la
resolucio´n energe´tica del bloque detector alcanza un valor de 17.6 ± 0.9 %. Finalmente,
para obtener las proyecciones sobre los ejes del plano, es decir sobre x e y, se suman los
valores de los pixeles por cada fila, proyectando sobre el eje y, y de forma ana´loga se hace
sobre el eje x sumando los valores de cada columna. Este procedimiento se lleva a cabo
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previamente a la aplicacio´n de todos los algoritmos, puesto que e´stos han sido obtenidos
en forma unidimensional [17, 18].
5.4. SiPMs analo´gicos y readout de Filas y Columnas.
El montaje experimental utilizado para los bloques detectores basados en SiPMs analo´gi-
cos con lectura basada en el esquema de filas y columnas es similar a los anteriores. An-
teriormente se usaron me´todos de refrigeracio´n en un circuito lı´quido cerrado y celdas
de efecto Peltier, sin embargo, ambos me´todos resultaron poco eficientes y en el caso de
las celdas Peltier directamente incompatibles con su uso en campos magne´ticos intensos.
Por estos motivos se sustituyo´ el sistema de refrigeracio´n por un sistema basado en ai-
re comprimido, a trave´s de un tubo vortex. Estos dispositivos utilizan aire comprimido
en su entrada, de forma que este aire pasa por unos inyectores que son tangentes a un
contrataladro interno. Este sistema de inyectores ponen el aire del vortex en movimiento
generando una corriente de aire giratoria. Una va´lvula en el extremo opuesto al bloque
detector permite escapar una parte del aire caliente. Lo que no sale, vuelve a la otra parte
del tubo en la parte de baja presio´n donde pierde calor y sale por una apertura situada en
el extremo conectado al bloque detector en forma de aire frı´o. Esquema´ticamente puede








Figura 5.11: Esquema de funcionamiento de tubo vortex para refrigeracio´n.
Tras la placa de fotodetectores, compuesta por 12×12 SiPMs con un pitch de 4.2 y 3×3
mm2 de a´rea activa (ver figura 5.12), se conecta la red de resistencias que proporciona
las salidas de las filas y las columnas. En estas medidas se uso´ un cristal centelleador
LYSO de 20 mm de grosor y 50 × 50 mm2 de base con sus caras de entrada y laterales
lijadas y pintadas de negro, mientras que la cara de salida estaba u´nicamente pulida. Para
las medidas experimentales se situ´an dos bloques detectores identicos enfrentados a una
distancia de 10 cm, estando pegado uno de ellos a un colimador de tungsteno de 24 mm
de espesor y 1.2 mm de diametro cada agujero en el que se encuentra una matriz de 81
fuentes de 22Na (1×1×1 mm3) emplazadas equidistantemente a 5 mm. En la figura 5.13
se muestra una fotografı´a de la PCB de fotodetectores y el cristal monolı´tico LYSO.
Para este bloque detector se utilizaron dos matrices de fotodetectores pra´cticamente
ide´nticos, cuyas principales caracterı´sticas se describieron anteriormente en el apartado
de materiales y me´todos, y cuya resolucio´n energe´tica puede observarse en la figura 5.14,
donde se observa co´mo dicha resolucio´n mejora desde ∆E = 34.1 ± 0.1 % para la serie
B hasta ∆E = 17.2± 0.1 %.




Figura 5.12: Dimensiones de la PCB de SiPMs analo´gicos para el readout con filas y
columnas.
Figura 5.13: Fotografı´a de un cristal centelleador monolı´tico LYSO de 50×50×20 mm3
y la matriz de fotodetectores SensL.
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Serie B ΔE = (34.1 ± 0.1) %  
Serie C ΔE = (17.2 ± 0.1) %  
Figura 5.14: Resolucio´n energı´a para los fotosensores SensL serie B y serie C.
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5.5. Resolucio´n espacial en cristales monolı´ticos
La resolucio´n espacial puede definirse como la mı´nima distancia entre dos objetos
puntuales a las que el sistema formador de imagen es capaz de distinguirlas. El bloque
detector puede considerarse como un sistema formador de ima´genes tridimensionales, sin
embargo, los me´todos de obtencio´n de las coordenadas en el plano (x, y) y la tercera
coordenada espacial (z), asociada a la profundidad de interaccio´n, son, en general, sig-
nificativamente diferentes, tal y como se ha desarrollado en el capı´tulo anterior. Resulta
pertinente, en consecuencia, distinguir entre la resolucio´n espacial en el plano y la resolu-
cio´n espacial para la profundidad de interaccio´n, utilizando diferentes metodologı´as para
su obtencio´n.
En general, la imagen formada por cualquier tipo de sistema puede modelarse como:
I = O ⊗ PSF + n (5.1)
siendo O el objeto, PSF (del ingle´s point spread function) la funcio´n de dispersio´n de
punto del sistema formador de imagen y n el ruido. La PSF es la imagen que se forma
a partir de una fuente puntual. Si la fuente puntual se coloca en diferentes posiciones
del receptor de imagen del sistema y se obtiene la misma PSF, se dice que el sistema es
estacionario o invariante en el espacio. Una vez determinada la PSF se puede definir la
resolucio´n espacial midiendo directamente la FWHM de la PSF. Dado que el objeto del
que se forma imagen es conocido, en nuestro caso la matriz de fuentes de 22Na, pode-
mos deconvolucionar la imagen con dicho objeto para obtener la PSF (ver figura 5.15).
Para llevar a cabo la deconvolucio´n usamos el algoritmo de deconvolucio´n de Richardson-
Lucy. La potencia de este algoritmo de deconvolucio´n reside en su habilidad para tratar
con ima´genes con un alto contenido de ruido, por lo que resulta ma´s conveniente que la
deconvolucio´n directa. Inicialmente este algoritmo parte del teorema de Bayes y fue desa-
rrollado por Richardson y Lucy en los an˜os 1970 [134,135]. Sin embargo, a principios de
la de´cada de 1980 ha sido redefinido por Shepp y Vardi [136] como un algoritmo o´ptimo
para corregir efectos de borrosidad en equipos PET utilizando estadı´sticas Poissonianas
[137].
Por otra parte, los algoritmos de obtencio´n de coordenadas de interaccio´n sufrira´n,
en general, del denominado efecto de compresio´n. Este efecto es el producto de la in-
fravaloracio´n de las coordenadas de interaccio´n hacia los bordes del cristal, debido fun-
damentalmente al truncamiento en la simetrı´a de la distribucio´n de luz registrada. Para
establecer una comparativa entre me´todos de la afeccio´n que poseen a la degradacio´n por
compresio´n, utilizaremos una medida de lı´nealidad usada habitualmente en el a´mbito de
las telecomunicaciones. Dicha medida de lı´nealidad sera´ el punto de intercepcio´n de ter-
cer orden o IP3, que se define matema´ticamente como el valor de la ordenada en el origen
para un polinomio de tercer orden. En el caso ideal, dicho valor debe tender a ser nulo tal
y como se observa en la figura 5.16. Sin embargo, puesto que el a´rea de fotodeteccio´n no
es el mismo en todos los bloques detectores estudiados se usara´ como medida de compre-










Figura 5.15: Ilustracio´n de la convolucio´n de un objeto con la correspondiente PSF de un
sistema, ma´s la adicio´n de ruido, para formar una imagen.

































Figura 5.16: Relacio´n de lı´nealidad entre las coordenadas medidas y las reales. La lı´nea
punteada representa el caso ideal, mientras que la lı´nea roja continua representa el caso
de medidas con compresio´n. La ordenada en el origen de la lı´nea roja continua representa





La obtencio´n de la resolucio´n para la tercera componente espacial, es decir para la
profundidad de interaccio´n, debe definirse de una forma ma´s compleja. En primer lugar
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asumimos que para una profundidad determinada zc, los valores obtenidos de zc a trave´s
de un algoritmo determinado se distribuyen de forma gaussiana, es decir:
D(z, zc) = A · e−
(z−zc)2
2σ2z (5.3)
de tal forma que σz es la desviacio´n tı´pica de la distribucio´n de coordenadas zc medidas
y, por tanto, definimos la resolucio´n en DOI a trave´s de la FWHM de esa distribucio´n, que
al tratarse de una distribucio´n gaussiana es:
FWHM = 2
√
2 · ln2 σz
Ahora bien, en experimentos realizados en incidencia normal los fotones no penetran
siempre a la misma profundidad sino que lo hacen a todas las profundidades posibles en-
tre los lı´mites geome´tricos del cristal centelleador y distribuye´ndose siguiendo la ley de
atenuacio´n exponencial (puesto que la distancia z la tomamos desde el plano de fotode-
tectores, el signo de la atenuacio´n exponencial se toma como positivo):
Dat(z) = K · eλz (5.4)
siendo λ el coeficiente de atenuacio´n para fotones de 511 keV del cristal centelleador.
En definitiva, la distribucio´n de valores z observada en incidencia normal debe ser
proporcional a la convolucio´n de la resolucio´n para cada z, expresada por la distribucio´n
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Figura 5.17: Distribucio´n de los valores de DOI en incidencia normal.
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donde los lı´mites de integracio´n a y b se corresponden con los lı´mites observables de
profundidad, inferior y superior, por el bloque detector. Integrando la anterior expresio´n
se obtiene:













Debe tenerse en cuenta que el valor mı´nimo observable de DOI, a = zmin, no se
corresponde con el plano de fotodetectores (z = 0), sino que esta´ relacionado con la
distancia entre ellos, es decir, con la capacidad de muestreo. El lı´mite inferior lo podemos
suponer como aquella profundidad a la que las distribuciones de luz tienen un ancho
menor de la distancia entre dos fotodetectores consecutivos. Teniendo en cuenta que la
FWHM de la distribucio´n de luz es:
FWHM(J (t)x ) = 2 · σc (5.7)
y, puesto que para distancias cercanas al plano de fotodetectores σc ≈ zc, podemos
concluir que so´lo sera´n visibles las distribuciones de luz que se hayan producido a una
distancia de los fotodetectores superior a la mitad de la distancia comprendida entre dos
fotodetectores consecutivos:
zmin = p/2 (5.8)
Es importante hacer notar tambie´n que a pesar de usar un colimador fı´sico de tungsteno
en todas las medidas experimentales los fotones que alcanzan los detectores en coinciden-
cia no esta´n perfectamente colimados, de forma que es habitual que existan desviaciones
importantes entre ellos. Con el fin de garantizar que so´lo se consideren en el ana´lisis las
parejas de fotones que han incidido normalmente a los detectores establecemos un proce-
dimiento de colimacio´n electro´nica. Este procedimiento consiste en calcular la ecuacio´n
de la recta que une las coordenadas de interaccio´n, es decir la LOR (del ingle´s Line of Res-
ponse), entre la pareja de fotones que componen una coincidencia y filtrar todas aquellas
LORs cuya pendiente sea mayor de un umbral preestablecido. En la figura 5.18a pueden
observarse el conjunto de LORs que componen una adquisicio´n con una matriz de fuentes
y colimadas unicamente a trave´s del colimador fı´sico, mientras que en la figura 5.18b se
observa la misma adquisicio´n tras el filtrado de las LORs dejando aquellas cuya pendiente
no exceda un 0.5 %.





























































Figura 5.18: (a) LORs en una adquisicio´n colimada fisicamente. (b) LORs tras procedi-





El objetivo de esta seccio´n de la tesis es el ana´lisis de los resultados obtenidos en
cada uno de los montajes experimentales descritos en el capı´tulo anterior con los distintos
algoritmos de obtencio´n de las coordenadas de interaccio´n. De esta manera se analizara´n
los resultados relativos a la resolucio´n espacial en el plano y en profundidad que permitan
establecer una comparativa y que se discutira´ en detalle en el capı´tulo final de discusio´n
de resultados. El orden de ana´lisis de los me´todos empleados sera´ el mismo que el usado
en la descripcio´n de los mismos, de forma que se partira´ de los me´todos de momentos
estadı´sticos y RTP2 para continuar con aquellos que requieren de procedimientos ma´s
complejos, es decir los ajustes por mı´nimos cuadrados al modelo de distribucio´n de luz





El primer momento estadı´stico en una dimensio´n, una vez normalizado por la energı´a
y para una distribucio´n truncada, se expresa a trave´s de la ecuacio´n (4.3) y que se recuerda
a continuacio´n:
µ1 = xc +
σc
2η






















El primer momento estadı´stico de la distribucio´n de luz truncada posee dos te´rminos,
siendo el primer sumando las coordenadas de interaccio´n en el eje considerado y el se-
gundo sumando puede considerarse como una desviacio´n respecto a dicha coordenada
de interaccio´n, que denominamos compresio´n. Este efecto de compresio´n del primer mo-
mento varı´a fundamentalmente en funcio´n de la profundidad de interaccio´n (zc), que a
priori es desconocida para cada evento. De esta manera, la aplicacio´n del primer momen-
to estadı´stico devolvera´ la superposicio´n de todas las coordenadas de interaccio´n en las
distintas profundidades y e´stas se encuentran sujetas a un grado de compresio´n variable.
Este efecto hace que para obtener una medida de resolucio´n espacial a partir del primer
momento deba asumirse una profundidad de interaccio´n promedio que permita aplicar
una curva de calibracio´n u´nica para toda la imagen. Dicha calibracio´n la obtenemos reali-
zando un ajuste por mı´nimos cuadrados a un polinomio de tercer orden de las posiciones
reales de las fuentes radioactivas frente a las posiciones obtenidas con el primer momento
estadı´stico:
x[mm] = A+B · x[pixel] + C · x2[pixel] +D · x3[pixel] (6.1)
Previamente a la obtencio´n de la curva de calibracio´n, y por tanto previamente a la
descompresio´n de la imagen, se deconvoluciona la imagen obtenida a trave´s del primer
momento con la imagen simulada de la fuente de 22Na con el fin de obtener una medida
de resolucio´n espacial independiente del taman˜o de la fuente experimental. Extrayendo
perfiles de la imagen, una vez deconvolucionada, en la direccio´n del eje x y en la direc-
cio´n del eje y, se lleva a cabo a la descompresio´n obteniendo la curva de calibracio´n a
trave´s del ajuste a la ecuacio´n anterior (ver imagen 6.1). La medida de la FWHM de cada
fuente deconvolucionada, que podemos considerar como el valor de la PSF del detector
en ese punto, sirve como medida de resolucio´n espacial del detector. Una vez obtenido el
primer momento, para poder tener una estimacio´n de la tercera coordenada espacial (zc),
es decir, informacio´n sobre la profundidad de interaccio´n de cada evento, se calcula el
segundo momento centrado, que viene dado por la expresio´n (4.4) para una distribucio´n




















































La relacio´n entre el segundo momento y la profundidad de interaccio´n no es directa-
mente lı´neal y adema´s depende de la coordenada complementaria espacial (yc). Por este
motivo se han obtenido diferentes curvas de calibracio´n que relacionan el segundo mo-
mento y la coordenada zc para cada fuente de forma separada utilizando como para´metro
fijo la atenuacio´n exponencial del material centelleador. Tras la calibracio´n y recordando
que en medidas realizadas en incidencia normal la distribucio´n estadı´stica de las coorde-
nadas de interaccio´n en el eje z siguen la distribucio´n expresada por la ecuacio´n (5.6):












Ajustando, finalmente, las distribuciones del segundo momento calibrado para cada
fuente a la ecuacio´n (5.6), se obtienen los valores de resolucio´n en z, teniendo en cuenta
que la transformacio´n a unidades de milı´metros se realiza a trave´s de los para´metros a y b
del ajuste, puesto que b representa la altura ma´xima con respecto al plano de fotodeteccio´n
posible y a se corresponde con la altura mı´nima medible. En la figura 6.2 se muestra una
distribucio´n de zc experimental, su ajuste a la funcio´n 5.6 y la resolucio´n obtenida como







































Figura 6.2: Obtencio´n de la resolucio´n en DOI a trave´s de la distribucio´n de zc en inci-
dencia normal.
6.2.2. SiPMs analo´gicos y readout con ASIC.
Los coeficientes en una dimensio´n ix, para la programacio´n del primer momento vie-






dondeE es la energı´a medida a trave´s del momento cero, es decir la suma total de carga
detectada por los fotodetectores y sirve como factor de nomalizacio´n. Los coeficientes
deben estar compensandos por la ecualizacio´n en ganancias. Dado que la ecuacio´n (6.2)
se refiere a una u´nica dimensio´n, para la obtencio´n de coordenadas en ambos ejes del
plano, la programacio´n del primer momento exige la utilizacio´n de, al menos, dos de los
ocho momentos disponibles en el ASIC. Sin embargo, para minimizar en mayor medida
los efectos derivados de las diferencias de ganancias, se opto´ por la programacio´n de los
coeficientes en diagonal (ver figura 6.3), utilizando la conocida como lo´gica de Anger
[138], lo que obliga al uso de un total de cuatro momentos, de donde las coordenadas X,
Y se extraen de la siguiente forma:
X =
(A+B)− (C +D)
(A+B + C +D)
(6.3)
Y =
(A+D)− (B + C)
(A+B + C +D)
(6.4)
Los datos digitalizados de este bloque detector sera´n, por consiguiente, los coeficien-







Figura 6.3: Esquema de las diagonales utilizadas en los coeficientes para la aplicacio´n de
la lo´gica de Anger.
coordenadas xc e yc respectivamente, se procede a calcular el histograma de ambas coor-
denadas para cada una de las posiciones de la fuente colimada de 22Na, que se movio´
paralelamente al plano de deteccio´n en pasos de 5 mm. Los histogramas obtenidos para
la coordenada xc de cada una de estas medidas se pueden observar en la figura 6.4. Dada






















Figura 6.4: Perfiles obtenidos para las nueve posiciones de la fuente colimada de 22Na.
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Debido al truncamiento de la distribucio´n de luz, las coordenadas obtenidas a trave´s
del primer momento, mediante la aplicacio´n de la lo´gica de Anger, sufren del denominado
efecto de compresio´n. Para corregir este efecto, se obtiene la curva de calibracio´n tal y
como se explico´ en el apartado anterior. Los resultados de la curva de calibracio´n se
observan en la figura 6.5a. La aplicacio´n de esta curva a los datos obtenidos a trave´s del
primer momento, convierten los histogramas de la figura 6.4 a perfiles en unidades de
milı´metros. Asumiendo para este sistema que el taman˜o de la fuente es menor que la
PSF del detector, la medida de FWHM de cada uno de los histogramas proporciona una
medida de resolucio´n espacial.

















































 = 2.5 ± 0.1 mm
Δr = 5.5 ± 2.0 mm
(b)
Figura 6.5: (a) Calibracio´n de las posiciones medidas mediante la aplicacio´n del primer
momento. (b) Resolucio´n espacial para las nueve posiciones medidas.
En la figura 6.5b puede observarse la degradacio´n de la resolucio´n espacial hacia los
bordes, de forma que la mejor resolucio´n se consigue en las coordenadas centrales del
detector alcanzando un valor de ∆rc = 2.5 ± 0.1 mm, sin embargo la resolucio´n espa-
cial promedio en toda la superficie de deteccio´n es ∆r = 5.5 ± 2.0 mm. Los motivos de
tan pobre resolucio´n se deben a dos factores principalmente. En primer lugar, como se
ha mencionado anteriormente, el montaje de los SiPMs en la PCB obligo´ a dejar gran-
des superficies muertas, de hecho esta a´rea muerta supone el 89.9 % del a´rea de la PCB,
lo que implica una pe´rdida muy importante de luz en la digitalizacio´n y reduce la SNR
del detector. En segundo lugar, la presencia de cuentas oscuras no es despreciable, y te-
niendo en cuenta que el ASIC devuelve la suma de todos los SiPMs, multiplicados por
sus respectivos coeficientes, el ruido electro´nico que se haya propagado por la red tiene
tambie´n una influencia notable. Finalmente, los valores de resolucio´n espacial obtenidos
desaconsejan el ca´lculo de momentos de orden superior, puesto que es previsible que la
resolucio´n total no mejore.
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6.2.3. dSiPMs
El bloque detector basado en dSiPMs proporciona el nu´mero de fotones que han si-
do detectados por cada pixel del fotosensor (8×8) por evento, de manera que sumando
los fotones medidos por los pı´xeles que componen cada fila y los pı´xeles que componen
cada columna se obtienen los perfiles unidimensionales de la distribucio´n de luz medida
para cada evento. Aplicando el primer momento estadı´stico a estos perfiles se obtienen
las coordenadas de interaccio´n xc e yc. La imagen proporcionada por el histograma bidi-
mensional de coordenadas xc e yc se deconvoluciona con la imagen de la fuente de 22Na

















Figura 6.6: (a) Histograma bidimensional de las coordenadas obtenidas mediante la apli-
cacio´n del primer momento. (b) Histograma bidimensional de las coordenadas de interac-
cio´n obtenidas mediante el primer momento y deconvolucionadas con la fuente emisora
de 22Na.
Posteriormente, siguiendo el procedimiento establecido para la calibracio´n del primer
momento a posiciones en unidades reales se lleva a cabo un ajuste por mı´nimos cuadrados
al polinomio de calibracio´n entre las coordenadas medidas por el algoritmo y las posicio-
nes reales de las fuentes. El valor porcentual de compresion es CP[ %]=14.7± 0.4 %. La
medida de la FWHM de cada fuente deconvolucionada y descomprimida, que podemos
considerar como el valor de la PSF del detector en ese punto, sirve como medida de reso-
lucio´n espacial. Dichos resultados de resolucio´n espacial mediante el primer momento se
muestran en la figura 6.7. Las cinco curvas representadas en dicha figura se corresponden
con los perfiles horizontales visibles de la imagen 6.6.
Debido a los efectos derivados del truncamiento de la distribucio´n de luz, la resolucio´n
espacial tiende a degradarse hacia los bordes, por este motivo se miden tres valores medios
de resolucio´n espacial, considerando para tal fin el conjunto total de fuentes presentes
en la medida (∆r), las 2 × 2 fuentes centrales (∆rc) y finalmente la resolucio´n media
considerando las fuentes ma´s perife´ricas (∆rb), como se observa en la figura 6.7. Los
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 = 1.3±0.2 mm
Δr
b
 = 1.8±0.2 mm
Figura 6.7: Resolucio´n espacial obtenida para las cinco filas de fuentes observadas a trave´s
del primer momento estadı´stico para el bloque detector basado en dSiPMs.
valores para las tres regiones definidas son ∆r = 1.5± 0.2 mm, ∆rc = 1.3± 0.2 mm y
∆rb = 1.8± 0.2 mm.
Una vez obtenido el primer momento se calcula el segundo momento centrado para
cada una de las fuentes obteniendo diferentes curvas de calibracio´n que relacionan el se-
gundo momento y zc para cada una de ellas de forma separada utilizando como para´metro
fijo la atenuacio´n exponencial del material centelleador. Ajustando las distribuciones del
segundo momento calibrado para cada fuente a la ecuacio´n (5.6), se obtienen los valores
de resolucio´n en z, teniendo en cuenta que la transformacio´n a unidades de milı´metros
se realiza a trave´s de los para´metros a y b del ajuste, puesto que b representa la altura
ma´xima con respecto al plano de fotodeteccio´n posible, en este caso b = 12 mm y a se
corresponde con la altura mı´nima medible, que como se derivo´ anteriormente se corres-
ponde con la mitad de la distancia entre fotodetectores, en este caso, a = 1.94 mm. Los
resultados de resolucio´n en z para cada una de las fuentes se encuentra en la figura 6.8.
La resolucio´n en profundidad de interaccio´n, en promedio, observada es de ∆z =
4.5 ± 0.8 mm. Este valor de resolucio´n en z solamente permite plantear una separacio´n
de los datos en dos regiones en funcio´n de la profundidad de interaccio´n para el volu-
men centelleador, dado que el espesor del centelleador es de 12 mm, sin embargo la baja
poblacio´n estadı´stica de datos, motivada por la baja sensibilidad del bloque detector con
dSiPMs, impide realizar dicha separacio´n. El valor de la resolucio´n en z obtenido puede
explicarse tanto por la presencia de cuentas oscuras, que degradan la forma de la distri-
bucio´n de forma significativa, como la relacio´n entre el ancho del a´rea activa del plano de
fotodeteccio´n, que se situ´a en 23.6× 23.9225 mm2 frente a los 12 mm de alto que posee
el cristal, obteniendo una relacio´n de aspecto superior a 0.5.
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Figura 6.8: Resolucio´n en DOI en funcio´n de la posicio´n de impacto en el plano obtenida
a trave´s del segundo momento estadı´stico para el bloque detector basado en dSiPMs.
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6.2.4. SiPMs analo´gicos y readout de Filas y Columnas
El histograma bidimensional de coordenadas xc e yc obtenidas a partir del primer mo-
mento estadı´stico para las medidas experimentales realizadas con los bloques detectores
basados en fotodetectores de la serie B y la serie C de SensL, respectivamente, produ-
cen las imagenes que se observan en las figuras 6.9a y 6.9c. El valor de compresio´n es de
CP[ %] = 10.0±0.4 %. en el caso de la serie B, mientras que en el caso de la serie C el gra-
do de compresio´n es CP[ %] = 4.8±0.2 %. E´sta mejora en el grado de compresio´n global
se debe a la reduccio´n de cuentas oscuras de la serie C, de forma que la contribucio´n al
ca´lculo del primer momento de aquellos fotodetectores ma´s alejados de las coordenadas
de interaccio´n es menor. Como en el resto de los casos, para poder establecer una medida
de resolucio´n espacial del detector se deconvolucionan las imagenes obtenidas a trave´s
del primer momento con la imagen de la fuente simulada de 22Na. Los resultados de la
































































(d) Serie C deconvolucionado
Figura 6.9: Histogramas bidimensionales de las coordenadas de interaccio´n xc e yc obte-
nidas mediante el primer momento estadı´stico para las matrices de fotodetectores SensL.
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Los valores de resolucio´n espacial, tras la aplicacio´n de las curvas de calibracio´n y
deconvolucio´n, se muestran en la figura 6.10a para la serie B, donde pueden observarse los
siete perfiles horizontales visibles, y en la figura 6.10b para la serie C, estando presentes
las nueve filas de fuentes observables en la imagen. En ambos casos se observa co´mo
la resolucio´n espacial tiende a degradarse hacia los bordes de forma aproximadamente
cuadra´tica.



























 = 2.1±.0.2 mm
Δr
b
 = 7.0±2.0 mm
(a) Serie B































 = 1.0±0.1 mm
Δr = 3.0±1.5 mm
(b) Serie C
Figura 6.10: Resolucio´n espacial obtenida mediante el primer momento estadı´stico.
En el caso de la serie B las fuentes situadas en las zonas ma´s cercanas a los bordes
del cristal resultan indistinguibles, de forma que so´lo es posible observar una matriz de
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7 × 7 fuentes. La resolucio´n espacial promedio de toda la superficie de fotodeteccio´n,
en este caso, resulta en un valor de ∆r = 4.0 ± 3.0 mm. En la medida realizada con
la serie C son distinguibles las 9 × 9 fuentes y se obtiene una resolucio´n promedio de
∆r = 3.0 ± 1.5 mm. La resolucio´n en el a´rea central que contiene las 3×3 fuentes
ma´s centradas, valga la redundancia, se obtiene un valor de ∆rc = 2.1 ± 0.2 mm para
la serie B y un valor de ∆rc = 1.0 ± 0.1 mm para la serie C. La resolucio´n espacial
alcanza un valor promedio de ∆rb = 7.0 ± 2.0 mm para las fuentes situadas en los
bordes tanto en el caso de la serie B como la serie C, pero debe recordarse que en la serie
B las fuentes ma´s perife´ricas son indistinguibles, es decir, la resolucio´n en los bordes
esta´ desfasada 5 mm con respecto a la resolucio´n en los bordes de la serie C. Como
se ha sen˜alado anteriormente, la imagen global obtenida a trave´s del primer momento
estadı´stico esta´ compuesta por la superposicio´n de todas las coordenadas de interaccio´n
que se han producido a diferentes profundidades. La aplicacio´n del segundo momento
estadı´stico permite distinguir, a trave´s del ancho de cada distribucio´n de luz, la coordenada









Figura 6.11: Imagen tridimensional de coordenadas de interaccio´n en el cristal centellea-
dor.
Calibrando para cada fuente el valor del segundo momento en relacio´n con la coorde-
nada z, establecemos una medida de resolucio´n en este eje ajustando por mı´nimos cuadra-
dos a la distribucio´n de DOIs esperada, que viene dada por la ecuacio´n (5.6). En la figura
6.11a pueden observarse las coordenadas de interaccio´n tridimensionales obtenidas me-
diante la aplicacio´n del primer y del segundo momento estadı´stico en el caso de la serie B
y en la figura 6.11b para la serie C. Los resultados obtenidos en relacio´n con la resolucio´n
en DOI, a trave´s del segundo momento, para los fotodetectores de la serie B suponen un
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valor promedio de ∆z = 1.7 ± 0.4 mm, como se muestra en la figura 6.12a a trave´s de
un plot de contornos. La figura 6.12b muestra los valores de resolucio´n en z para la serie
C, de forma que la resolucio´n promedio es de ∆z = 1.1± 0.3 mm.
























































Figura 6.12: Resolucio´n en Z obtenida a trave´s del segundo momento estadı´stico para el
bloque detector basado en SiPMs analo´gicos y readout de filas y columnas.
Ambas resoluciones son lo suficientemente buenas para separar los datos por regiones
de DOI, de forma que dividimos los datos en cuatro regiones (tanto por criterios de resolu-

































































(d) zc = [15− 20] mm
Figura 6.13: Separacio´n de las coordenadas de interaccio´n en cuatro regiones de DOI para el
bloque detector basado en SiPMs SensL serie B y centelleador de 20 mm.
cada una de estas regiones (una vez deconvolucionadas con la fuente simulada) pueden
observarse en las figuras 6.13 y 6.14.
Uno de los efectos ma´s visibles de la separacio´n en regiones es la variacio´n del grado
de compresio´n en funcio´n de la profundidad alcanzada. Este efecto se debe a que a mayor
altura de un evento, con respecto al plano de fotodeteccio´n, mayor sera´ el ancho de la
misma y, en consecuencia, mayor sera´ el grado de truncamiento que e´sta sufra hacia los
bordes del centelleador. En la tabla 6.1 puede observarse la variacio´n del para´metro de

































































(d) zc = [15− 20] mm
Figura 6.14: Separacio´n de las coordenadas de interaccio´n en cuatro regiones de DOI para el
bloque detector basado en SensL serie C y centelleador de 20 mm.
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observable entre la serie B y la serie C se debe, fundamentalmente, a la reduccio´n del
DCR de estos u´ltimos fotodetectores.
Tabla 6.1: Compresio´n por capa DOI para los bloques detectores SensL
Serie B Serie C
DOI 0 0.8 ± 0.1 % 1.0 ± 0.1 %
DOI 1 4.7 ± 0.1 % 1.5 ± 0.1 %
DOI 2 7.2 ± 0.2 % 5.2 ± 0.2 %
DOI 3 11.0 ± 0.3 % 7.0 ± 0.3 %
Adema´s del efecto de variacio´n de compresio´n con la DOI la resolucio´n espacial tam-
bie´n varı´a, de forma que tomando un perfil central en cada una de las ima´genes de las
figuras 6.13 y 6.14, la FWHM de las fuentes presentes en estos perfiles permite medir la
resolucio´n espacial por capa. Los resultados de estas medidas, que se encuentran en la
figura 6.15a, muestran una degradacio´n paulatina de la resolucio´n espacial con la distan-
cia de los eventos con respecto al plano de fotodeteccio´n, es decir inversamente a la DOI.
De tal manera que para la capa ma´s cercana a la matriz de SiPMs la resolucio´n espacial
obtenida, en promedio, para la serie B es de ∆r0 = 1.5±0.5 mm, en la segunda capa, que
comprende la seccio´n que va desde zc = 5 mm hasta zc = 10 mm, la resolucio´n espacial
en promedio es de ∆r1 = 2.0± 0.5 mm en el caso . La tercera seccio´n de DOI, que com-
prende los eventos entre las alturas zc = 10 mm a zc = 15 mm es de ∆r2 = 2.2 ± 0.5
mm. Finalmente, en los eventos en la seccio´n ma´s alejada del plano de SiPMs se observa
una resolucio´n promedio de ∆r3 = 2.7 ± 0.6 mm. En el caso de la serie C la resolucio´n
espacial promedio es apro´ximadamente constante, a pesar de las variaciones de compre-
sio´n, obteniendose un valor de ∆r0,1,2 = 0.8± 0.1 mm. La u´ltima capa, que comprende
las alturas que van desde zc = 15 mm hasta zc = 20 mm, presenta un valor de resolucio´n
espacial promedio de ∆r3 = 1.7± 0.9 mm.
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 = 1.5±0.5 mm
(a) Serie B.


































 = 0.8±0.1 mm
(b) Serie C.
Figura 6.15: Resolucio´n espacial en cada una de las capas de DOI para los bloques detec-
tores basados en SensL.
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6.3. RTP y E/I
6.3.1. Metodologı´a
La metodologı´a de aplicacio´n de los algoritmos de RTP y E/I para la obtencio´n de las
coordenadas de interaccio´n por evento es similar a la utilizada en el caso de los momen-
tos estadı´sticos. Sin embargo, hay una serie de diferencias significativas que deben ser
explicadas. La primera particularidad del algoritmo RTP estriba en su propia naturaleza,
de forma que el hecho de amplificar a trave´s de una potencia los valores obtenidos por
los fotodetectores para cada evento contribuye a mitigar los efectos de compresio´n de
imagen, producidos por el truncamiento de la distribucio´n de luz, pero a medida que se
aumenta el valor de esta potencia los valores medidos tienden a constren˜irse al entorno de
las coordenadas del centro del fotodetector que obtuvo el valor ma´ximo en cada evento
particular. Este efecto, que en adelante denominaremos como efecto de pad, se agrava
para eventos cercanos al plano de fotodeteccio´n donde las distribuciones de luz son ma´s
estrechas. El compromiso entre el valor ma´ximo de potencia aplicable que mantenga el
efecto de pad de forma asumible, se realiza de forma experimental, observando el grado
de descompresio´n y el porcentaje de eventos que sufren efecto de pad. De esta manera se
ha encontrado que la potencia o´ptima es al cuadrado. La aplicacio´n del algoritmo RTP2
permite minimizar, por tanto, los efectos de compresio´n debidos al truncamiento de la
distribucio´n de luz, al amplificar cuadra´ticamente los valores de intensidad recibidos por
el fotodetector. Sin embargo, a pesar de la reduccio´n en el efecto de compresio´n, este
efecto sigue presente, como puede deducirse de la ecuacio´n (4.6), que de forma similar al




















siendo en este caso el primer multiplicando la coordenada de interaccio´n (xc) y el se-
gundo multiplicando el grado de compresio´n. Ana´logamente al caso del primer momento
estadı´stico, la imagen obtenida con RTP2 es una superposicio´n de las interacciones a to-
das las profundidades, de forma que para la calibracio´n y medidas de resolucio´n espacial
se asume un valor de z constante. Para el ca´lculo de resolucio´n espacial se deconvolu-
ciona la imagen con la fuente de 22Na simulada obteniendo una aproximacio´n de la PSF
del sistema detector. Con la imagen deconvolucionada se toman perfiles en ambos ejes
y se ajustan los centroides de cada fuente a trave´s de la curva de calibracio´n definida
por el polinomio de tercer orden, es decir, aplicando el mismo criterio de calibracio´n que
en el caso del primer momento. El valor de la FWHM calibrada de cada fuente se toma
como valor de resolucio´n espacial. Por otra parte, como la obtencio´n de la profundidad
de interaccio´n solo puede realizarse de forma indirecta es necesario la utilizacio´n de un
algoritmo dedicado. Podrı´a usarse el segundo momento estadı´stico, pero la complejidad
en el proceso de calibracio´n ası´ como los pobres resultados obtenidos anteriormente su-
gieren la utilizacio´n de otro me´todo. De esta manera resulta conveniente la aplicacio´n del
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me´todo definido como E/I en combinacio´n con RTP2, y cuya ecuacio´n (4.9) se expresa de
la siguiente manera:












La relacio´n entre los valores de E/I y zc es aproximadamente lı´neal, lo que simplifica
el procedimiento de calibracio´n, a pesar de que debe realizarse de forma regional para
cada una de las fuentes, puesto que esta relacio´n depende de la posicio´n. Para obtener los
valores de resolucio´n en el eje z, puesto que las medidas son en incidencia normal, se
ajustan los histogramas de zc obtenidos a la distribucio´n teo´rica de profundidades dada
por la ecuacio´n (5.6).
124 RESULTADOS EXPERIMENTALES
6.3.2. dSiPMs
La representacio´n de las coordenadas de interaccio´n obtenidas a trave´s de RTP2 en un
histograma bidimensional producen una imagen que se corresponde con la superposicio´n
de las coordenadas de interaccio´n en todas las profundidades, como se observa en la figura
6.16a. Para establecer una medida de resolucio´n espacial se deconvoluciona la imagen con

















Figura 6.16: Imagen obtenida con RTP2 para la superposicio´n de todas las profundidades
de interaccio´n.
Una vez descomprimidas las coordenadas de interaccio´n, la medida de la FWHM de
cada fuente se toma como el valor de resolucio´n espacial en esa posicio´n. Los distintos
valores de resolucio´n espacial medidos se encuentran en la figura 6.17.
La resolucio´n espacial global, es decir considerando un valor de zc promedio, mejora
sensiblemente con respecto al caso del primer momento, produciendo adema´s una de-
gradacio´n menor hacia los bordes del centelleador. La resolucio´n espacial promedio para
toda la superficie de fotodeteccio´n es de ∆r = 1.1. ± 0.2 mm, mientras que si se consi-
deran u´nicamente las fuentes ubicadas en la regio´n central, e´sta mejora hasta un valor de
∆rc = 1.0±0.1 y la degradacio´n observada hacia los bordes, considerando para el ca´lcu-
lo las fuentes situadas ma´s en la periferia del a´rea de fotodeteccio´n resulta en un valor de
resolucio´n de ∆rb = 1.2 ± 0.2 mm. En definitiva, puede observarse co´mo la desviacio´n
entre los distintos promedios de resolucio´n, ya sea considerando todas las fuentes o por
regiones, es mı´nima estando contenida, incluso, en el error de las medidas.
Los resultados de resolucio´n en z para cada una de las fuentes analizadas pueden ob-
servarse en la figura 6.18. Puede verse co´mo dichos resultados son pra´cticamente iguales
a los obtenidos con el segundo momento.
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 = 1.0±0.1 mm
Δr = 1.1±0.2 mm
Δr
b
 = 1.1±0.2 mm
Figura 6.17: Resolucio´n espacial de las cinco filas de fuentes usando RTP2 y dSiPMs.





























Figura 6.18: Resolucio´n en z del bloque detector basado en dSiPM en funcio´n de la posi-
cio´n de impacto en el plano obtenida con el indicador E/I.
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6.3.3. SiPMs analo´gicos y readout de Filas y Columnas
Las ima´genes obtenidas a partir del histograma bidimensional que resultan tras la apli-
cacio´n del algoritmo RTP2 para los fotodetectores de la serie B y serie C de SensL pueden
































































(d) Serie C deconvolucionado.
Figura 6.19: Histograma en dos dimensiones de las coordenadas de interaccio´n obtenidas
mediante RTP2.
Una vez descomprimidos los perfiles, mediante la aplicacio´n de las curvas de calibra-
cio´n, se puede establecer una medida de resolucio´n espacial como el valor de FWHM que
se obtiene para cada una de las fuentes deconvolucionadas. Estos valores, para lass 81
fuentes medidas y para los dos bloques detectores, se encuentran en la figura 6.20. En di-
cha figura puede observarse como los valores de resolucio´n espacial tienden a degradarse
a medida que se alejan de la zona central del centelleador.
La resolucio´n espacial global obtenida para estas ima´genes mantienen la degradacio´n
cuadra´tica hacia los bordes que se ha visto anteriormente, de tal forma que la resolucio´n
espacial promedio total es de ∆r = 2.0 ± 0.6 mm para la serie B y ∆r = 1.2 ± 0.3
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Figura 6.20: Resolucio´n espacial mediante RTP2 para los bloques detectores basados en
SensL.
mm para la serie C. Si consideramos tan solo las fuentes ubicadas en la zona central, la
resolucio´n espacial promedio en esa regio´n es de ∆rc = 1.5 ± 0.2 mm para la serie B y
∆rc = 1.0± 0.1 mm para la serie C. Finalmente, en el caso de considerar u´nicamente las
fuentes ma´s perife´ricas la resolucio´n espacial promedio es de ∆rb = 2.6 ± 0.5 mm para
la serie B y ∆rb = 1.5± 0.4 mm para la serie C.
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Tras la aplicacio´n del algoritmo E/I y una vez calibrados los datos en z, puede ob-
tenerse una imagen tridimensional de las coordenadas de interaccio´n en el interior del









Figura 6.21: Imagen tridimensional de coordenadas de interaccio´n en el cristal centellea-
dor..
Ajustando los datos calibrados obtenidos con el algoritmo E/I a la distribucio´n teo´rica
de DOI, expresada en la ecuacio´n (5.6), se obtienen los valores de resolucio´n en DOI que
se muestran en las figuras 6.22a y 6.22b. Esta resolucio´n de la coordenada zc para la serie
B de SensL presenta un valor promedio de ∆z = 1.2± 0.4 mm y de ∆z = 1.0± 0.1 mm
para la serie C.
Para hacer un ana´lisis de resolucio´n espacial en funcio´n de la DOI, se separan los datos
en cuatro capas, i.e. cubriendo los intervalos zc = [2.1− 5] mm, zc = [5− 10] mm, zc =
[10−15] mm y zc = [15−20] mm. Las ima´genes obtenidas, una vez deconvolucionadas,
para cada una de las capas de DOI pueden observarse en la figura 6.23 para la serie B y
en la figura 6.24 para la serie C .
Tomando el perfil central en cada una de las ima´genes, y aplicando sus respectivas
curvas de calibracio´n, podemos obtener la resolucio´n espacial en funcio´n de la capa ana-
lizada. Para el caso de la serie B la resolucio´n promedio para la capa ma´s cercana al plano
de fotodeteccio´n es de ∆r0 = 1.0 ± 0.1 mm, la resolucio´n espacial en la segunda ca-
pa, que comprende las distancias que van desde zc = 5 mm hasta zc = 10 mm, es de
∆r1 = 1.2 ± 0.3 mm. La tercera capa de DOI, de zc = 10mm a zc = 15 mm, tiene
una resolucio´n espacial promedio de ∆r2 = 1.3 ± 0.1 mm y la capa ma´s alejada de los
fotodetectores tiene una resolucio´n espacial de ∆r3 = 1.5 ± 0.3 mm. En el caso de la
serie C la resolucio´n espacial medida, en cada una de las capas de DOI analizadas, se
mantiene aproximadamente constante en el entorno del milı´metro, como puede observar-
se en la figura 6.26, de forma que en las dos capas ma´s cercanas al plano de fotodeteccio´n
la resolucio´n espacial observada es de ∆r1,2 = 0.9 ± 0.1 mm y en las dos capas ma´s
alejadas de dicho plano es de ∆r3,4 = 0.9± 0.1 mm.
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(d) zc = [15− 20] mm
Figura 6.23: Separacio´n de las coordenadas de interaccio´n en cuatro regiones de DOI para el
bloque detector basado en SiPM SensL serie B y centelleador de 20 mm.
































































(d) zc = [15− 20] mm
Figura 6.24: Separacio´n de las coordenadas de interaccio´n en cuatro regiones de DOI para el
bloque detector basado en SensL serie C y centelleador de 20 mm.
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Figura 6.25: Resolucio´n espacial SensL serie B por capas DOI.





































 = 0.9 ± 0.1 mm
Figura 6.26: Resolucio´n espacial SensL serie C por capas DOI.
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6.4. Ajustes por mı´nimos cuadrados
6.4.1. Metodologı´a
La aplicacio´n de me´todos para la obtencio´n de las coordenadas de interaccio´n basados
en la simetrı´a de la distribucio´n de la luz que se han mostrado hasta aquı´ requieren de
procesos de calibracio´n complejos puesto que la relacio´n entre las coordenadas medidas
y las reales no es lı´neal. Este efecto no esta´ presente cuando se ajusta cada evento a la dis-
tribucio´n teo´rica de luz puesto que la relacio´n entre los datos medidos y los teo´ricos sera´n
lı´neales. La distribucio´n teo´rica para el ajuste viene expresada por la ecuacio´n (3.24):

















Siendo los para´metros a ajustar xc y σ. Puesto que el me´todo de ajuste ma´s eficiente,
como se describio´ en el apartado de algoritmos, es el me´todo que cuenta con la infor-
macio´n del gradiente con respecto a los para´metros de la funcio´n a ajustar, es necesario
introducir las ecuaciones:










σ2 + (x− xc)2
)2










σ2 + (x− xc)2
)2
En el caso de la relacio´n entre el ancho de la distribucio´n y la DOI sigue dependiendo
de la posicio´n, por lo que el ana´lisis de la resolucio´n en el eje z exige que se haga para
cada una de las fuentes por separado.
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6.4.2. dSiPMs
Los resultados del para´metro xc e yc en el ajuste por mı´nimos cuadrados (LSfit) de los
eventos medidos por el bloque detector basado en dSiPMs se muestran en la figura 6.27.
Como en el resto de algoritmos usados hasta el momento, al no separar los datos por DOI
en la imagen esta´n presentes la superposicio´n de todos ellos. Para poder establecer una
medida de resolucio´n espacial se deconvoluciona la imagen obtenida en el histograma























Figura 6.27: Imagen de las coordenadas de interaccio´n obtenida con ajustes por mı´nimos
cuadrados para la superposicio´n de todas las profundidades de interaccio´n.
Como se ha mencionado en el apartado de metodologı´a de este me´todo, los resultados
presentan un grado de compresio´n mı´nimo, por lo que la curva de calibracio´n se convierte
en un polinomio de primer orden que convierta las unidades de pı´xeles a milı´metros. Al
igual que en el resto de me´todos la FWHM de cada fuente, para cada perfil de la imagen,
se usa como medida de resolucio´n espacial y esta´ representada en la figura 6.28. Puede
observarse como, contrariamente a los anteriores me´todos, los valores de resolucio´n espa-
cial son independientes de la posicio´n, de forma que no se aprecia una tendencia marcada
de degradacio´n hacia los bordes. La resolucio´n espacial en promedio obtenida por los
ajustes es de ∆r = 1.8± 0.5 mm.
El segundo para´metro del ajuste, σ, esta´ directamente relacionado con la DOI, pero
depende de la posicio´n. Analizando de forma separada cada fuente de la matriz se esta-
blece la calibracio´n entre los valores obtenidos de σ y zc. Puesto que la distribucio´n de
zc se comporta como se describe en la ecuacio´n (5.6), el ajuste a dicha ecuacio´n permite
establecer los valores de resolucio´n en z y que se muestran en la figura 6.29. La resolucio´n
promedio en z para el me´todo de ajustes por mı´nimos cuadrados es de ∆z = 2.0 ± 0.5
mm.
A pesar de que el valor de resolucio´n de DOI es lo suficientemente bueno como para
separar los datos por regiones, la estadı´stica no es suficiente para establecer una separa-
cio´n de cuatro regiones como se viene haciendo con los datos de otros bloques detectores.
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Δr = 0.75+0.2 mm
Figura 6.28: Resolucio´n espacial para el bloque detector basado en dSiPMs y mediante el
algoritmo LSfit.





























Figura 6.29: Resolucio´n z mediante LSfit para el bloque detector basado en dSiPMs.
Esta merma de estadı´stica se debe, principalmente, a la criba de datos que debe hacerse
como consecuencia de la lo´gica de vecinos.
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6.4.3. SiPMs analo´gicos y readout de Filas y Columnas
Los histogramas bidimensionales de las coordenadas de interaccio´n obtenidas median-
te los ajustes por mı´nimos cuadrados para los bloques detectores con la serie B y C de
































































(d) Serie C deconvolucionado.
Figura 6.30: Imagen de las coordenadas de interaccio´n obtenida obtenidas con LSFit para
la superposicio´n de todas las profundidades de interaccio´n.
Puede observarse como, contrariamente a los anteriores me´todos, la resolucio´n espa-
cial es independiente de la posicio´n, de forma que no se aprecia una tendencia marcada de
degradacio´n hacia los bordes. La resolucio´n espacial en promedio obtenida por los ajustes
es de ∆r = 1.9±0.5 mm para la serie B (ver figura 6.31a) siendo e´sta resolucio´n espacial
promedio ∆r = 1.6±0.3 mm para la serie C (ver figura 6.31b). Aquı´ tambie´n se muestra
el valor de FWHM para las 9 filas de fuentes observadas en cada caso (serie B y C).
El segundo para´metro del ajuste, σ, esta´ directamente relacionado con la DOI, ana-
lizando de forma separada cada fuente de la matriz se establece la calibracio´n entre los
valores obtenidos de σ y zc. Puesto que la distribucio´n de zc se comporta como se des-
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Δr = 1.9±0.5 mm
(a) Serie B



























Δr = 1.6±0.3 mm
(b) Serie C.
Figura 6.31: Resolucio´n espacial obtenida mediante LSfit para el bloque detector de
12×12 SiPMs de SensL.
cribe en la ecuacio´n (5.6), el ajuste a dicha ecuacio´n permite establecer los valores de
resolucio´n en z y que se muestran en las figuras 6.32a y 6.32b. La resolucio´n promedio
en z para el me´todo de ajustes por mı´nimos cuadrados es de ∆z = 1.1.± 0.2 mm para la
serie B y de ∆z = 1.0± 0.1 mm para la serie C.
Separando los datos por diferentes capas de DOI, de la misma forma que se ha venido
haciendo con los anteriores me´todos, y deconvolucionando las ima´genes producidas por
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Figura 6.32: Resolucio´n z mediante LSfit y para el bloque detector de 12×12 SiPMs .
los histogramas bidimensionales de cada capa se obtienen las ima´genes representadas en
la figura 6.33.
La resolucio´n espacial de las fuentes presentes en un perfil central de cada una de las
ima´genes, medida como la FWHM de dichas fuentes se muestra en las figuras 6.35 y 6.36
para la serie B y C, respectivamente. Puede observarse como dicha resolucio´n espacial
se mantiene aproximadamente constante en todas las capas con un valor promedio de
∆r = 1.0± 0.2 mm para la serie B y un valor promedio de ∆r = 0.7± 0.1 mm para la
serie C.
































































(d) zc = [15− 20] mm
Figura 6.33: Separacio´n de las coordenadas de interaccio´n en cuatro regiones de DOI para el

































































(d) zc = [15− 20] mm
Figura 6.34: Separacio´n de las coordenadas de interaccio´n xc, yc, en cuatro regiones de DOI para
el bloque detector basado en SensL serie C y centelleador de 20 mm.
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Figura 6.35: Resolucio´n espacial con el bloque detector basado en SensL serie B mediante
LSfit por capas.

































Δr = 0.65 ± 0.1 mm




La sensibilidad de las NNs al ruido obligo´ a preprocesar los datos provenientes de los
fotodetectores, ya sea digitales o analo´gicos, a trave´s de un filtro de autocorrelacio´n, com-
parando cada evento experimental con la funcio´n teo´rica definida por la ecuacio´n 3.19.
Para obtener una estimacio´n del ancho de la funcio´n de la funcio´n teo´rica empleada en el
filtro de autocorrelacio´n se hizo uso del algoritmo E/I. El uso de este filtro proporciona a
la salida 2 · N − 1 valores, siendo N el nu´mero de fotodetectores por fila o columna (8
en el caso de los dSiPMs y 12 en el caso de los SiPMs analo´gicos), por lo que las redes
entrenadas con datos teo´ricos se componen de 15 entradas en el caso del bloque detec-
tor basado en dSiPMs y de 23 entradas para los bloques detectores basados en SiPMs
analo´gicos y lectura por filas y columnas. Estas NNs se aplican de forma independiente
a filas y columnas, obteniendo a su salida las coordenadas de interaccio´n xc e yc. Los
conjuntos de datos para el entrenamiento se crearon con una precisio´n de 0.01 mm en las
direcciones x e y, y una precisio´n de 0.1 mm en la direccio´n del eje z. En ambos casos se
han utilizado dos capas ocultas con el fin de mejorar la precisio´n de los resultados. En la













Figura 6.37: Conexiones de red neuronal de 15 entradas entrenada para bloque detector
basado en dSiPMs.
Cabe destacar que para la obtencio´n de la profundidad de interaccio´n serı´a necesario
implementar una red neuronal extra que infiera, a trave´s del ancho de cada distribucio´n, la
coordenada zc. Dicha red no ha sido implementada con e´xito debido a la sensibilidad del
ruido del algoritmo, ası´ como la naturaleza indirecta de la obtencio´n de esta coordenada.
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6.5.2. dSiPMs
El histograma bidimensional de las coordenadas de interaccio´n xc e yc obtenidas con
la red neuronal de 15×15 entradas para el bloque detector basado en dSiPMs se muestra
en la figura 6.38a, ası´ como la misma imagen una vez deconvolucionada por la imagen
de la fuente de 22Na simulada (figura 6.38b). Hay que hacer mencio´n a que cerca de un
12 % de los eventos procesados proporcionaron coordenadas de interaccio´n fuera de los

















Figura 6.38: Imagen de las coordenadas de interaccio´n obtenida con NNs del bloque de-
tector basado en dSiPMs para la superposicio´n de todas las profundidades de interaccio´n.
(a) Imagen original. (b) Imagen deconvolucionada.
Ana´logamente al caso de los ajustes por mı´nimos cuadrados, la aplicacio´n de las re-
des neuronales devuelve unas coordenadas de interaccio´n cuyo grado de compresio´n es
muy bajo, lo que permite establecer como un curva de calibracio´n un polinomio de pri-
mer orden. La resolucio´n espacial obtenida en los cuatro perfiles horizontales visibles (las
fuentes situadas en el primer perfil horizontal son pra´cticamente indistinguibles) se mues-
tra en la figura 6.39, de forma que se obtiene un valor promedio de resolucio´n espacial de
∆r = 2.2± 0.2 mm.
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Δr = 2.2±0.2 mm
Figura 6.39: Resolucio´n espacial del bloque detector basado en dSiPM obtenidos con el
algoritmo de NNs
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6.5.3. SiPMs analo´gicos y readout de Filas y Columnas.
Las coordenadas de interaccio´n xc e yc obtenidas a trave´s de la red neuronales para
los bloques detectores con los SiPMs de la serie B y serie C de SensL se muestran en los
histogramas bidimensionales, ası´ como dichas imagenes una vez deconvolucionadas, en la
figura 6.40. Debe destacarse, como en el caso del bloque detector basado en dSiPMs, que
alrededor del 20 % de los eventos poseı´an coordenadas fuera de los lı´mites geome´tricos
































































(d) Serie C deconvolucionado.
Figura 6.40: Histograma en dos dimensiones de las coordenadas de interaccio´n obtenidas
mediante NNs para el bloque detector basado en SiPMs de SensL.
Tras convertir las coordenadas de interaccio´n obtenidas a unidades reales a trave´s de las
curvas de calibracio´n, que en este caso se corresponden con un polinomio de primer orden
debido al bajo grado de compresio´n, se mide la resolucio´n espacial de ambos bloques
detectores a trave´s de la FWHM de cada una de las fuentes presentes en cada uno de
los perfiles horizontales de las ima´genes. Los resultados relativos a resolucio´n espacial se
muestran en las figuras 6.41 y 6.42, donde puede observarse como el valor promedio de
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resolucio´n se situ´a en ∆r = 1.0± 0.2 mm para la serie B y ∆r = 0.9± 0.2 mm para la
serie C.



























Δr = 1.0 ± 0.2 mm
Figura 6.41: Resolucio´n espacial SensL serie B mediante NNs.



























Δr = 0.9 ± 0.2 mm
Figura 6.42: Resolucio´n espacial SensL serie C mediante NNs.
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6.6. Discusio´n de resultados
La lectura realizada a trave´s de los ASICs resulta plenamente funcional y escalable,
como se demuestra con el uso de cuatro ASICs para el control de una matriz de fotodetec-
tores basada en 256 SiPMs. Ası´mismo, el control digital de los coeficientes programables
establece una ventaja con respecto a las redes de resistencias convencionales, habitual-
mente basadas en la lo´gica de Anger, utilizadas en los bloques detectores de radiacio´n γ,
puesto que permite, entre otras cosas, la ecualizacio´n de los coeficientes en funcio´n de
las propiedades de ganancia de cada SiPM individual. Esta posibilidad es fundamental si
se alimenta de forma comu´n la matriz completa de SiPMs, como es nuestro caso, de tal
manera que la salida de cada SiPM individual posee una ganancia diferente. En particu-
lar, con los SiPMs S10362-11 de Hamamatsu, montados en la PCB de fotodeteccio´n, esta
diferencia de ganancias alcanza valores del ∼ 15 %. En cuanto a los resultados obtenidos
con este bloque detector, en primer lugar la pobre resolucio´n energe´tica encontrada, alre-
dedor del 33 % esta´ directamente relacionada con la cantidad de a´rea muerta que posee
la PCB de SiPMs, de forma que representa pra´cticamente el 90 % de la superficie de fo-
todeteccio´n total. Esta baja resolucio´n espacial implica una degradacio´n, tambie´n, en la
resolucio´n espacial, ası´ como el bajo sampling implica una magnificacio´n del efecto de
compresio´n, de tal manera que la resolucio´n espacial, que en la zona central del detector
se situ´a en el entorno de los 5 mm, llega a degradarse hasta casi 8 mm de resolucio´n es-
pacial cerca del borde del detector. En esta pobre resolucio´n espacial influye, adema´s, la
presencia de cuentas oscuras, a pesar del enfriamiento del sistema experimental, puesto
que los detectores S10362-11 de Hamamatsu poseen una tasa de cuentas oscuras alrede-
dor de 400 kcps (miles de cuentas por segundo y por mm2) a una temperatura de 20◦C. Es
posible concluir, en definitiva, que si bien el ASIC permite de forma efectiva un control
sobre los coeficientes de una pseudored de resistencias, lo que permite calibrar diferencias
de ganancia a la vez que permite establecer combinaciones lı´neales de las distribuciones
de luz, todos estos procedimientos, al realizarse antes de la digitalizacio´n, son de cara´cter
destructivo, lo que impide la aplicacio´n de algoritmos ma´s complejos. Adema´s, como se
ha comentado, la limitada capacidad de entrada del ASIC restringe su compatibilidad con
los distintos fotodetectores presentes en el mercado. Por otra parte, la reduccio´n del a´rea
activa de los SiPMs, reduce la importancia de las cuentas oscuras permitiendo el fun-
cionamiento del bloque detector a temperaturas elevadas (T > 20◦C), a pesar de que
siempre deban estar controladas, sin embargo, la elevada presencia de a´rea muerta, fun-
damentalmente debida a las posibilidades de montaje en PCB, reduce la cantidad de luz
digitalizada lo que conduce a unos pobres resultados de resolucio´n, tanto espacial como
energe´tica.
El bloque detector basado en dSiPMs al proporcionar informacio´n de cada uno de
sus pixeles permite el uso de todos los algoritmos de posicionamiento desarrollados, sin
embargo la necesaria activacio´n de la lo´gica de vecinos conlleva un aumento del tiempo
muerto del bloque detector lo que obliga a grandes tiempos de adquisicio´n para obtener
la estadı´stica necesaria. La resolucio´n energe´tica de este bloque detector, en una ROI al-
rededor de una fuente de 22Na es de aproximadamente el 18 %, mejorando notablemente
las prestaciones del bloque detector expuesto anteriormente. La aplicacio´n del me´todo
de posicionamiento basado en los momentos estadı´sticos se traduce en una resolucio´n
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espacial promedio de ∆r = 1.5 ± 0.2 mm en el plano y de ∆z = 4.5 ± 0.8 mm. La
diferencia entre la resolucio´n espacial en el plano y en DOI puede explicarse por la ele-
vada relacio´n de aspecto (longitud del a´rea de fotodeteccio´n frente a la altura del cristal
centelleador) y por la presencia de cuentas oscuras (en el entorno de las 400 kcps/mm2,
similar al bloque detector anterior). La aplicacio´n del me´todo RTP2 supuso una mejora en
resolucio´n espacial en el plano, alcanzando un valor promedio de ∆r = 1.1± 0.2 mm, y
adema´s reduciendo el grado de compresio´n de un valor de CP[ %] ≈ 15 % a un valor de
CP[ %] ≈ 5 %. Sin embargo el uso del indicador E/I para la DOI arrojo´ una resolucio´n de
∆z = 4.4± 0.5 mm, muy similar a la obtenida con el segundo momento estadı´stico. Los
ajustes por mı´nimos cuadrados a la funcio´n teo´rica de la distribucio´n de luz resultaron
en la mejor resolucio´n espacial del bloque detector, siendo la resolucio´n en el plano de
∆r = 0.75±0.2 mm y en DOI de ∆z = 2.0±0.5 mm. Sin embargo la aplicacio´n de este
me´todo redunda de forma negativa en el tiempo muerto del bloque detector debido a los
tiempos de iteracio´n necesarios para que el ajuste converja. Finalmente, la aplicacio´n de
las redes neuronales para la obtencio´n de las coordenadas de interaccio´n no reprodujeron
con la fiabilidad esperada los ajustes por mı´nimos cuadrados, de forma que la resolucio´n
espacial medida con e´ste me´todo fue de ∆r = 2.2 ± 0.2 mm, lejos de las prestaciones
de los ajustes por mı´nimos cuadrados. Este valor de resolucio´n se debe, fundamentalmen-
te, a la alta sensibilidad del me´todo de redes neuronales con el ruido. Adema´s, cerca de
un 12 % de los datos tuvieron que ser descartados del ana´lisis al poseer coordenadas de
interaccio´n fuera de los lı´mites geome´tricos del bloque detector.
Los bloques detectores basados en SiPMs analo´gicos y con lectura de sus respectivas
filas y columnas han permitido usar, como en el caso anterior, todos los algoritmos de
posicionamiento desarrollados al digitalizar las proyecciones unidimensionales de la dis-
tribucio´n de luz de cada evento. Los dos bloques detectores usados con esta configuracio´n
son ide´nticos a excepcio´n de las prestaciones de los fotodetectores, en particular en lo
que a tasa de cuentas oscuras se refiere, de forma que el bloque detector compuesto de
la matriz de SiPMs de la serie B de SensL presentaba un DCR en el entorno de las 740
kcps/mm2, mientras que la serie C tiene un valor de DCR alrededor de las 33 kcps/mm2.
Esta diferencia en la presencia de cuentas oscuras se ve reflejada en la mejora de la reso-
lucio´n espacial, siendo ∆E = 34.1 ± 0.1 % para la serie B y ∆E = 17.2 ± 0.1 % para
la serie C. La aplicacio´n de los momentos estadı´sticos resulto´ en una resolucio´n media
global en el plano de ∆r = 4.0 ± 3.0 mm para la serie B y ∆r = 3.0 ± 1.5 mm. Los
elevados errores en estas medidas de resolucio´n son debidos a la diferencia de resolucio´n
que existe en funcio´n de la regio´n del fotodetector, de forma que en el a´rea central estos
valores se reducen a ∆rc = 2.1 ± 0.2 mm y ∆rc = 1.0 ± 0.1 mm respectivamente,
mientras que en las regiones ma´s cercanas a los bordes del centelleador la resolucio´n se
degrada hasta un valor promedio de ∆rb = 7.0 ± 2.0 mm en ambos casos. Debe desta-
carse que, a pesar de que el valor de resolucio´n promedio en las zonas ma´s perife´ricas del
a´rea de deteccio´n es el mismo, en el caso de la serie B e´sta zona perife´rica se encuentra a
15 mm del centro, puesto que las fuentes situadas ma´s alla´ resultan indistinguibles, mien-
tras que en el caso de la serie C, la regio´n perife´rica resulta distinguible hasta distancias
superiores a los 20 mm con respecto al centro del a´rea de deteccio´n. El segundo momento
estadı´stico, por su parte, permitio´ separar los eventos en funcio´n de su DOI al presentar
valores de resolucio´n de ∆z = 1.7± 0.4 mm para la serie B y ∆z = 1.1± 0.3 mm para
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la serie C. La separacio´n de datos se llevo´ a cabo considerando cuatro regiones diferentes
en funcio´n de su DOI, de forma que al realizar el ana´lisis de resolucio´n espacial de cada
regio´n de DOI por separado se alcanzan resoluciones de hasta ∆r = 1.5 ± 0.1 mm para
la serie B y ∆r = 0.8± 0.1 mm para la serie C en las regiones ma´s cercanas al plano de
fotodeteccio´n. Sin embargo, a medida que los eventos se alejan de dicho plano, la resolu-
cio´n se degrada en ambos casos. La aplicacio´n del algoritmo RTP2, por su parte, redujo
de forma significativa los efectos de compresio´n a la par que mejoraron los resultados de
resolucio´n espacial. Dichos valores de resolucio´n espacial fueron de ∆r = 2.0± 0.6 mm
y ∆r = 1.2± 0.3 mm para la serie B y C respectivamente. Para la obtencio´n de la tercera
coordenada espacial se hizo uso del algoritmo E/I, obteniendo unos valores de resolucio´n
en DOI de ∆z = 1.2±0.4 mm y ∆z = 1.0±0.1 mm. Ana´logamente a la aplicacio´n de los
momentos estadı´sticos se separaron los datos en cuatro regiones, en funcio´n de su DOI, de
forma que la resolucio´n espacial mejoro´ hasta alcanzar los valores de ∆r = 1.0±0.1 mm
con la serie B y es de ∆r = 0.9± 0.1 mm con la serie C. La aplicacio´n de los ajustes por
mı´nimos cuadrados supuso la obtencio´n de los mejores resultados en cuanto resolucio´n
espacial se refiere, encontra´ndose unos valores de ∆r = 1.0 ± 0.2 mm para la serie B y
∆r = 0.65± 0.1 mm para la serie C, tras la separacio´n de datos en regiones de DOI. La
resolucio´n en la coordenada z, por su parte, fue de ∆z = 1.1± 0.2mm y ∆z = 1.0± 0.1
mm respectivamente. Finalmente la aplicacio´n de las redes neuronales, como alternativa
a los ajustes iterativos por mı´nimos cuadrados mostraron unas resoluciones espaciales de
∆r = 1.0 ± 0.2 mm para la serie B y ∆r = 0.9 ± 0.2 mm para la serie C, pero su
aplicacio´n exige de un filtrado previo de los datos para minimizar los efectos del ruido,
y la sensibilidad del bloque detector se ve afectada al tener que descartarse alrededor de
un 20 % de los datos, puesto que las coordenadas de interaccio´n de e´stos se encontraban








Los objetivos de las que parte esta tesis pueden sintetizarse en dos:
Desarrollo de un bloque detector PET con cristales monolı´ticos y compatible con
campos magne´ticos intensos, de forma que sea posible su integracio´n en equipos
hı´bridos de PET/MRI.
Disen˜o e implementacio´n de algoritmos que permitan tener informacio´n tridimen-
sional sobre las coordenadas de interaccio´n en el bloque detector, lo que incluye la
capacidad de medir la DOI con resolucio´n submilime´trica.
Ası´ pues, para cumplir con el primer objetivo fue necesario migrar toda la tecnologı´a
basada en fotodetectores de tipo PMT, con los que se dispone de una dilatada experiencia
en la construccio´n de bloques detectores PET, a fotodetectores de estado so´lido y en par-
ticular a los dispositivos conocidos como fotomultiplicadores de silicio o SiPMs. Estos
dispositivos consisten en la conexio´n en paralelo de un conjunto de fotodiodos de ava-
lancha en modo Geiger (SPADs) que definimos como celdas. Sin embargo, aunque estos
sensores son capaces de trabajar en presencia de campos magne´ticos y proporcionan una
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salida con una alta ganancia, conllevan una desventaja principal: la generacio´n de ruido de
forma inherente debida a falsos disparos producidos por efectos te´rmicos. Este feno´meno
de cuentas oscuras se produce de forma independiente en cada uno de los SPADs de for-
ma que el nu´mero de disparos por cuentas te´rmicas, conocido por tasa de cuentas oscuras
(DCR) en un SiPM esta´ ligado a la cantidad de celdas que contenga y en consecuencia
con el taman˜o del a´rea activa. Este feno´meno ha obligado a desarrollar sistemas de re-
frigeracio´n que, si bien deben ser eficientes en su capacidad de enfriamiento, no deben
suponer una gran infraestructura o potenciales riesgos para equipos completos. Con estas
consideraciones se han estudiado tres alternativas de bloque detector durante la tesis.
El primer bloque detector estudiado estaba basado en una matriz de 256 SiPMs, mo-
delo S10362-11-50 de la marca Hamamatsu Photonics, conocidos como MPPCs. Dichos
dispositivos se integraron en una misma PCB y se alimentaron a una tensio´n comu´n. Cada
uno de los fotodetectores montados en la PCB contaba con un a´rea activa de 1×1 mm2
y una separacio´n entre ellos de aproximadamente 3 mm, conformando un a´rea de detec-
cio´n de total de aproximadamente 50 mm. A esta PCB se le acoplo´ un cristal centelleador
monolı´tico LYSO, cuyas dimensiones son 50 × 50 mm2 para la cara en contacto con el
plano de fotodeteccio´n, 40× 40 mm2 para la cara de entrada de la radiacio´n y 12 mm de
altura. Esta geometrı´a de pira´mide truncada se eligio´ para intentar minimizar los efectos
derivados del truncamiento de la distribucio´n de la luz registrada y que producen el efecto
de compresio´n de la imagen final. Adema´s el cristal centelleador posee todas sus caras
pintadas de negro, exceptuando la cara en contacto con la PCB de SiPMs, con el fin de
minimizar las reflexiones en sus caras y habilitar un marco teo´rico para las distribuciones
de luz producidas en cada evento simple. La lectura de cada uno de los SiPMs presentes
en la PCB se realizo´ a trave´s de cuatro ASICs desarrollados en el i3M y conocidos como
AMIC. Estos ASICs pueden calcular de forma analo´gica combinaciones lineales de la
distribucio´n de luz registrada por la matriz de fotodetectores para cada evento y puesto
que su nu´mero de entradas por ASIC esta´ restringido a un total de 64 cada uno de los
ASICs calcula una combinacio´n lineal parcial, que se suma al resto posteriormente. Los
coeficientes de cada ASIC son programables a trave´s de un bus I2C y se guardan en re-
gistros de 8 bits. Con el fin de programar correctamente el ASIC, ası´ como de obtener
una comunicacio´n efectiva con el mismo, se desarrollo´ una aplicacio´n software completa
de cara´cter gra´fico. La alimentacio´n global a una u´nica tensio´n produce una desviacio´n
significativa entre las diferentes ganancias de cada SiPM que componen la matriz de foto-
deteccio´n, de forma que la programacio´n de los coeficientes tuvo que realizarse de forma
que se compensasen estas diferencias, ecualizando las ganacias. El enfriamiento de este
bloque detector se realizo´ a trave´s de un sistema de refrigeracio´n liquida. La resolucio´n
energe´tica encontrada para este bloque detector resulto´ en el entorno del 33 %.
El segundo bloque detector estudiado consistio´ en el uso de una matriz de fotodetec-
tores de silicio digitales, conocidos como dSiPMs de la marca Philips Photon Counting,
cuyas dimensiones son de 32× 32 mm2, y se acoplaron mediante grasa o´ptica a un cristal
centellador monolı´tico de 32× 32 mm2 y 12 mm de altura. El cristal centelleador poseı´a
todas sus caras pintadas de negro, excepto la cara en contacto con el plano de fotode-
teccio´n. La agrupacio´n mı´nima accesible de SPADs dentro de un dSiPM de los usados
en esta tesis es la compuesta por 800 de ellos, de forma que a dicha agrupacio´n se la
denomina subpixel. El conjunto de cuatro subpı´xeles conforman un pixel del dSiPM, de
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forma que la suma digital de las 3200 celdas que lo integran proporcionan el nu´mero de
cuentas detectadas. Los pı´xeles se agrupan, a su vez, en una matriz de 2×2 pı´xeles, que
se nombra por die o dado, donde se comparte un convertidor de tiempo a digital (TDC),
lo que permite obtener una marca de tiempo o timestamp por cada dado. Las etiquetas
temporales que proporciona cada uno de estos TDCs estaban desfasadas entre sı´, por lo
que fue necesario corregir los efectos derivados de este sesgo temporal a trave´s de unas
medidas previas de calibracio´n, llegando a osbervarse diferencias de tiempos que variaban
entre 7.8 a 1378 ps. La informacio´n proveniente de los sensores es digital, de forma que
el sistema de adquisicio´n es puramente digital, disponiendo de unos esquemas lo´gicos de
disparo y validacio´n de eventos. La lo´gica aplicada ha sido las ma´s restrictivas posible,
lo que permitio´ minimizar el DCR del bloque detector pero resulto´ en aumento consi-
derable de los tiempos muertos del detector y, en definitiva, la sensibilidad del bloque
detector. El me´todo de refrigeracio´n, para este bloque detector, se baso´ en la utilizacio´n
de celdas de efecto Peltier, de forma que este sistema permitio´ establecer un control sobre
la temperatura y su estabilidad de forma o´ptima, sin embargo conlleva un aumento im-
portante del consumo ele´ctrico de los bloques detectores y su integracio´n en equipos de
resonancia magne´tica es compleja puesto que puede presentar interferencias. La resolu-
cio´n energe´tica de este bloque detector, en una ROI alrededor de una fuente de 22Na es
de aproximadamente el 18 %.
El tercer bloque detector estudiado estaba compuesto de una matriz de 12×12 foto-
detectores producido por la marca SensL. Estos fotodectores se fabrican utilizando tec-
nologı´a de montaje superficial (SMT), posibilitando una reduccio´n significativa del a´rea
muerta en el montaje de la PCB, de forma que presentaban una distancia entre si de 4.2 y
3 × 3 mm2 de a´rea activa. Adema´s, estos dispositivos se alimentan un voltaje menor (≥
30 V, comparados con la tensio´n ≥ 70 V de los MPPCs) y con una mayor estabilidad a
variaciones de tensio´n. Este bloque detector se acoplo´ a un cristal centelleador LYSO de
20 mm de grosor y 50 × 50 mm2 de base con sus caras de entrada y laterales lijadas y
pintadas de negro, mientras que la cara de salida estaba u´nicamente pulida. La primera
versio´n de este bloque detector estaba basada en la serie B de estos fotodetectores y pre-
sentaba una tasa de cuentas oscuras ligeramente superior a los MPPCs de Hamamatsu, la
evolucio´n de estos dispositivos en su serie C, que conformo´ la segunda versio´n del bloque
detector, redujo de forma considerable este factor crı´tico, alcanzando valores pro´ximos a
las 30 kcps/mm2. La lectura de este bloque detector se llevo´ a cabo a trave´s de una red de
resistencias que proporcionaba informacio´n de cada una de las filas y las columnas que lo
componen. De esta manera se digitalizan las proyecciones de la distribucio´n de luz mues-
treada por los SiPMs sobre los ejes x e y. La refrigeracio´n de este bloque detector estaba
basada en la inyeccio´n de aire frı´o. Esta inyeccio´n se consigue mediante un dispositivo
conocido como tubo vortex que usando aire a presio´n en su entrada provee de aire frı´o a
su salida. El control de este sistema se establece a trave´s de la presio´n y el caudal de aire a
la entrada del mismo, en un sistema que puede situarse fuera de un equipo PET terminado
y no entran˜a riesgos a los bloques detectores ni supone ningu´n tipo de interferencia con
la integracio´n en esca´neres de MRI. En definitiva, la necesaria refrigeracio´n del bloque
detector basado en SiPMs puede conseguirse con un control adecuado a trave´s del sis-
tema de refrigeracio´n por aire con tubos vortex. La resolucio´n energe´tica de este bloque
detector fue de ∆E = 34.1± 0.1 % para la serie B y ∆E = 17.2± 0.1 % para la serie C.
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El segundo objetivo de la tesis, consistente en el desarrollo de algoritmos de obtencio´n
de las coordenadas de interaccio´n con precisio´n por debajo del milı´metro y en las tres
direcciones espaciales requirio´ de la realizacio´n de un estudio exhaustivo de los procesos
fı´sicos involucrados en la deteccio´n de radiacio´n γ. En esta direccio´n se determinaron, a
trave´s de simulaciones, la distancia media recorrida por los positrones previamente a su
aniquilacio´n, distancia conocida como rango de aniquilacio´n, para distintos radionuclei-
dos de intere´s y en distintos medios de interaccio´n. Se encontro´ que para fuentes de 22Na
encapsuladas en PMMA, el rango de aniquilacio´n medio es de 0.30 mm, proporcionando
una imagen ma´s realista de la fuente. Se simularon seguidamente la probabilidad de ocu-
rrencia de los distintos tipos de interaccio´n y las distancias que tı´picamente recorren los
fotones en el interior del material centelleador cuando sufren ma´s de una interaccio´n. Fru-
to de estas simulaciones se encontro´ que resulta razonable asumir que las interacciones
que produce un foto´n de 511 keV en un centelleador monolı´tico tienen lugar, mayoritaria-
mente, en el entorno de una regio´n muy pequen˜a, de tal manera que puede considerarse
que la luz de centelleo producida por cada evento es debida a una fuente o´ptica puntual
que emite fotones iso´tropamente. La distancia mediana recorrida es de 0.3 mm en las di-
recciones x e y, mientras que en el eje z es ligeramente superior (en incidencia normal)
y su mediana es de 0.4 mm. Partiendo de esta asuncio´n se ha derivado un modelo teo´rico
de la distribucio´n de luz que alcanza el plano de fotodeteccio´n para un evento, teniendo
un cuenta para´metros fı´sicos como los coeficientes de absorcio´n y/o reflexio´n de las dis-
tintas caras del centelleador. A partir de los resultados de simulaciones o´pticas se observo´
que la expresio´n para una dimensio´n de la distribucio´n de luz puede asumirse como la
distribucio´n de Cauchy truncada. Partiendo de este modelo teo´rico para la distribucio´n
de luz producida en el centelleador por las interacciones de fotones en el centelleador se
han estudiado un total de cuatro algoritmos que proporcionan las coordenadas de dichas
interacciones. Estos algoritmos parten de los ma´s simples, que explotan la simetrı´a de la
distribucio´n de luz, hacı´a algoritmos ma´s complejos basados en ajustes por mı´nimos cua-
drados a funciones no lineales y redes neuronales artificiales. Los mejores resultados para
los algoritmos se obtuvieron, en todos los casos, para el bloque detector basado en SiPMs
analo´gicos, lectura por filas y columnas, y los fotodetectores de la serie C de SensL, de
tal manera que la aplicacio´n de los momentos estadı´sticos proporcino´ unos valores de
resolucio´n en DOI de ∆z = 1.1 ± 0.3 mm y de ∆r = 0.8 ± 0.1 mm para los eventos
ma´s cercanos al plano de fotodeteccio´n. Sin embargo, a medida que los eventos se ale-
jan de dicho plano, la resolucio´n espacial se degrada por encima del milı´metro debido
a la incidencia de los efectos de compresio´n. La aplicacio´n del algoritmo RTP2, por su
parte, redujo de forma significativa los efectos de compresio´n obteniendo un valor de re-
solucio´n en DOI de ∆z = 1.0 ± 0.1 mm y una resolucio´n espacial de ∆r = 0.9 ± 0.1
mm. La aplicacio´n de los ajustes por mı´nimos cuadrados supuso la obtencio´n de los me-
jores resultados en cuanto resolucio´n espacial se refiere, encontra´ndose unos valores de
∆r = 0.7 ± 0.1 mm y ∆z = 1.0 ± 0.1 mm respectivamente. Finalmente la aplicacio´n
de las redes neuronales, como alternativa a los ajustes iterativos por mı´nimos cuadrados
mostraron unas resoluciones espaciales de ∆r = 0.9 ± 0.2 mm para la serie C, pero su
aplicacio´n exige de un filtrado previo de los datos para minimizar los efectos del ruido, y
la sensibilidad del bloque detector se ve afectada al tener que descartarse alrededor de un
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20 % de los datos, puesto que las coordenadas de interaccio´n devueltas por el algoritmo
para estos eventos se encontraban fuera de los lı´mites geome´tricos del detector.
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