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Abstract
Beyond Discourse
Computational Text Analysis and Material Historical Processes
José Tomás Atria
This dissertation proposes a general methodological framework for the application
of computational text analysis to the study of long duration material processes of
transformation, beyond their traditional application to the study of discourse and
rhetorical action. Over a thin theory of the linguistic nature of social facts, the proposed
methodology revolves around the compilation of term co-occurrence matrices and their
projection into different representations of an hypothetical semantic space. These
representations offer solutions to two problems inherent to social scientific research:
that of “mapping” features in a given representation to theoretical entities and that
of “alignment” of the features seen in models built from different sources in order to
enable their comparison.
The data requirements of the exercise are discussed through the introduction of
the notion of a “narrative horizon”, the extent to which a given source incorporates
a narrative account in its rendering of the context that produces it. Useful primary
data will consist of text with short narrative horizons, such that the ideal source will
correspond to a continuous archive of institutional, ideally bureaucratic text produced
as mere documentation of a definite population of more or less stable and comparable
social facts across a couple of centuries. Such a primary source is available in the
Proceedings of the Old Bailey (POB), a collection of transcriptions of 197, 752 criminal
trials seen by the Old Bailey and the Central Criminal Court of London and Middlesex
between 1674 and 1913 that includes verbatim transcriptions of witness testimony. The
POB is used to demonstrate the proposed framework, starting with the analysis of the
evolution of an historical corpus to illustrate the procedure by which provenance data
is used to construct longitudinal and cross-sectional comparisons of different corpus
segments.
The co-occurrence matrices obtained from the POB corpus are used to demonstrate
two different projections: semantic networks that model different notions of similarity
between the terms in a corpus’ lexicon as an adjacency matrix describing a graph
and semantic vector spaces that approximate a lower-dimensional representation of an
hypothetical semantic space from its empirical effects on the co-occurrence matrix.
Semantic networks are presented as discrete mathematical objects that offer a
solution to the mapping problem through operations that allow for the construction of
sets of terms over which an order can be induced using any measure of significance of
the strength of association between a term set and its elements. Alignment can then be
solved through different similarity measures computed over the intersection and union
of the sets under comparison.
Semantic vector spaces are presented as continuous mathematical objects that offer a
solution to the mapping problem in the linear structures contained in them. This include,
in all cases, a meaningful metric that makes it possible to define neighbourhoods and
regions in the semantic space and, in some cases, a meaningful orientation that makes it
possible to trace dimensions across them. Alignment can then proceed endogenously in
the case of oriented vector spaces for relative comparisons, or through the construction
of common basis sets for non-oriented semantic spaces for absolute comparisons.
The dissertation concludes with the proposition of a general research program
for the systematic compilation of text distributional patterns in order to facilitate a
much needed process of calibration required by the techniques discussed in the previous
chapters. Two specific avenues for further research are identified. First, the development
of incremental methods of projection that allow a semantic model to be updated as
new observations come along, an area that has received considerable attention from the
field of electronic finance and the pervasive use of Gentleman’s algorithm for matrix
factorisation. Second, the development of additively decomposable models that may be
combined or disaggregated to obtain a similar result to the one that would have been
obtained had the model being computed from the union or difference of their inputs.
This is established to be dependent on whether the functions that actualise a given
model are associative under addition or not.
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Introduction
“The first and most fundamental rule is: Consider social
facts as things.”
— Emile Durkheim, The Rules of Sociological Method
“You are gonna need a bigger boat”
— Chief Brody, Jaws
Sociology is the study of social facts. Social facts are a tricky object of study, because they
combine a material aspect with its symbolic interpretation, such that a proper understanding
of social facts requires the consideration not only of the material facts that actualize them,
but also their meaning. The first rule of sociological method dictates that social facts should
be treated as things because they are not things: they are things and their meaning.
This ontological feature of social facts imposes a problem for their epistemology, because
the need to account for meaning in their proper understanding blurs the distinction between
(the materiality of) data and (the manipulation of symbols in) theory. This imposes a
particular form of the identification problem: In addition to the confusion between variations
in an indicator and variations in the underlying phenomenon of interest presented by the
classic identification problem, the study of social facts requires an additional distinction
between variations in the material basis of social facts, their symbolic interpretation or
both.1
This epistemological problem is more or less inescapable, as it is imposed by the ontology of
social facts themselves. But it is fundamentally practical (and an instance of an identification
problem in a meaningful sense) to the extent that it is associated to the observational
1 Or neither, in the case of methodological artefacts. It must be noted that the version of the identification
problem that I’m associating to the ontology of social facts is valid even in a situation of “perfect indicators”
in the context of the traditional version of the identification problem
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difficulties of studying meaning, which we normally access through interpretation. It is the
need for interpretation in order to access meaning that produces the blurring of data and
theory that I am claiming to be constitutive2 of the epistemological problems associated
to the study of social facts. If there was an alternative way of accessing meaning, at least
as data, that did not rely on interpretation such that the latter is restricted (or properly
contained) to theoretical issues, some of the harder implications of the problem could be
avoided. This would also allow discussions about the relationship between meaning and
social facts to move outside questions around the epistemological bases of the social sciences
into properly theoretical questions about how to best account for data, as there would not
be any confusion about meaning as object of study, captured as data and meaning as theory,
produced by interpretation3.
I think there is ample agreement about the generality of this problem, discussion around
which has plagued the social sciences since it was first formulated as a Methodenstreit in our
discipline’s origins in German economics4. However, the general problem takes on different
particular forms in its application in different sociological fields. In the case of historical
sociology, the problem takes on a more precise and more subtle form that nonetheless
makes its problematic aspect more patent, as I will discuss below. By historical sociology, I
understand the study of social facts across time, which we can call social processes5.
The indeterminacy of the past
Danto (1985) argues that historical knowledge is constructed through narrative sentences, in
which an event occurring at a given point in time is described by reference to other events
2 Or, in softer terms, “a large source of”. The general argument still applies even if this point is conceded.
3 This can’t be emphasized enough: I may be arguing against some perils of interpretation in the
production of sociological knowledge, but this critique is restricted exclusively to the role that interpretation
plays in the production of data. The perspective I am proposing in this dissertation does not prohibit
interpretation, it just restricts it. Or alternatively: it facilitates it as it protects it from the empirical
questions that are relevant at the point of assessing the signals from data, releasing it from this problem in
order to be freely applied in its proper place within a theoretic discussion.
4 Its aftermath being, incidentally, the intellectual context in which Durkheim wrote his Rules of
Sociological Method and, to a large extent, the background for his controversy with Tarde, which revolved
specifically around the question about how the meanings associated to social facts by the actors that
participate in them should be incorporated in their scientific understanding
5 Sociology is the study of social facts. Social facts across time are social processes. The sum total
of social facts is society, the sum total of social processes is history. The sociological study of history is
historical sociology. The idea that what used to be called “classical” sociology has evolved into contemporary
historical sociology is not new (Mahoney and Rueschemeyer, 2003).
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that occur at points in time in the future of the event being described. This implies that
in the description of events in the past, we incorporate information that is generally not
available at the point in time in which the events themselves occur6. This characteristic of
narrative historical knowledge is known as the indeterminacy of the past: The description of
an event (i.e. the basis for any knowledge that can be produced about it) will change as new
events occur and shed new light on the meaning of past events.
For Danto, the need for narrative knowledge to make sense of the past is justified because
even if we had access to an “ideal chronicle” that recorded “everything that happened as it
happened”, making sense of it would still require an exercise of imputation of the significance
of different points in the chronicle, and this imputation can only proceed in the context of
some narrative. Events and narratives are then mutually constitutive: the former are only
meaningful in the context of the latter, and the latter are nothing more than meaningful
arrangements of the former.
The connection between the indeterminacy of the past and the epistemological problem
discussed above, is given by the fact that we never actually have access to an ideal chronicle,
but only to prior narrative accounts. In other words, narrativity characterizes not only the
products of the historian’s work, but also the results of the archivist’s in their job of curating
and selecting what is to be preserved about the past: The sources that we have available as
primary data in the production of narrative accounts are themselves narrative, to the extent
that they are the result of a choice about their significance, and this choice is made in the
context of the narratives that were available at the moment in which they were chosen to be
preserved. From here on out, it’s turtles all the way down: narratives built upon narratives,
interpretations of interpretations, such that one’s historian’s theories are a future historian’s
data.
Just as the general epistemological problem formulated above was profound to the extent
that it is related to the ontology of social facts but still fundamentally practical in that
it is related to the way in which we access meaning, the historical version of the problem
(associated to the confusion between data and theory that we obtain when we deal with
narrative accounts) is profound to the extent that it is associated to the fundamental
6 The canonical example is the proposition that says that “the father of modern physics was born in
1643”, which can only be uttered after there was such a thing as modern physics that Isaac Newton could be
the father of.
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characteristics of the kind of knowledge required to make sense of events in the past, but
fundamentally practical, as this requirement is imposed by the choice of sequences of events
as a model for history.
To state the argument in full: The interpretation of history as an ordered sequence of
discrete events forces us to use some form of narrative description in order to build historical
knowledge. The results of knowledge produced in this way will always be ad-hoc, because
the basic entities that this knowledge will refer to are going to consist of events, and events
can only be known by the part they play in a specific narrative. Narratives can only be
produced from the future, thus incorporating information that is not available at the moment
in which the events themselves occur. This issue affects not only the narratives that are
produced by the historian (i.e. the theory that will be written by the sociologist) but also
the narratives that are contained in the historical sources that will inform the historian’s
work (i.e. the accounts that are contained in the historical record). And since narratives
provide a mechanism to determine the significance of events within them, but no means to
adjudicate between them, the only possible distinction that can be made between narrative
data and narrative knowledge is based on the authority of the historian, which is to say:
there is no valid distinction.
The inherent bias of eventful histories
The critique above could be accepted in full and discarded with a simple “so what?”. Let’s
accept that eventful histories provide no meaningful distinction between data and theory
and that narrative accounts are non-unique, ad-hoc and decidable only on their usefulness
(or the authority of their authors) and carry on without further complication; this is a
viable position in the social sciences, that enjoys the added benefit of wasting no time in
philosophico-epistemological disquisitions.
But there is an additional complication to the consideration of social processes (i.e.
history) as ordered sequences of events: it introduces a pernicious form of bias that renders
analyses blind to either continuity or change, and generally incapable of dealing with both
at the same time. This point merits a longer discussion.
One of the most enduring problems faced by the sociological analysis of large-scale
processes of transformation is given by the intrinsic difficulty of the problem of choosing a
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suitable model of time. In general, it is surprisingly unlikely that a chosen model will not bias
our observations towards instances of either continuity or change. More precisely, in most of
the available theoretical frameworks in historical sociology, time is not only incorporated as
a dimension of comparison (i.e. merely an “independent variable”), but also as a defining
feature of some theoretical entities. In brief, the problem is that time-as-a-dimension is
generally conceptualized in specific combinations as either continuity or change, producing
theoretical frameworks that are capable of dealing with one or the other, but not both.
Most of the available theoretical frameworks in sociological analysis are either theories
of continuity, or theories of change; change is not generally considered to be a contingent
result of historical development, but to be constitutive of a series of discrete events. In most
approaches, if there is no change, nothing happens.
A good example of this problem is given by analyses of political processes. If one reads
the available literature on political historical sociology, one finds that there are broadly two
major approaches7 to the analysis of politics in this field: Institutionalist approaches (Hall
and Taylor, 1996; Thelen, 1999, 2003; Mahoney and Thelen, 2009, 2010), that focus on the
explanation of the lack of change and are (correctly) criticized as being inherently static, and
theories of revolution (Skocpol, 1979; Goldstone, 1991, 2001; Sewell, 1985), that only apply
to situations of (rapid, profound) political transformations, and are thus restricted only to
the consideration of “complete” revolutionary processes. There is no general theory of the
political process that is applicable to both moments in political life and is thus capable of
explaining (what one could argue to be) the more interesting problem of how the transition
between the two operates; i.e. how it is that we move from a situation of continuity, maybe
dominated by institutional, path-dependent dynamics, to a situation of rapid structural
change which could be characterized as a revolution.
This is given by the fact that the two approaches incorporate a specific understanding of
time and process in the definition of their principal theoretical entities: For institutionalist
approaches in the end “institutions” are equated with that which remains stable and constrain
agency, and for revolutionary approaches, revolutions are defined as instances of rapid and
7 A third approach would be given by social movement studies, but work in this field is almost exclusively
focused on mobilization, or the collective action problem faced by political movements with an explicit
decision not to address the consequences of mobilization. If I were to extend my argument to incorporate
social movement studies, then my criticism would revolve around the lack of a proper theoretical model for
how institutions emerge out of processes of collective action, but this problem is, surprisingly, not within the
scope of most social movements research.
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profound structural change. There is no space in either approach to conceptualize, for
example, episodes of highly contentious non-institutional political struggle that, on the one
hand, are not generally governed by institutional dynamics while at the same time do not
produce any profound structural transformation8.
This limitation is not exclusive to political historical analysis and to some extent, the lack
of integrated accounts of large-scale historical processes of transformation stems from this
intrinsic limitation of the available theoretical frameworks, because large-scale processes of
historical transformation are more than just uninteresting periods of continuity punctuated
by events of structural change.
To avoid this problem, it becomes necessary to make a clean separation between tempo-
rality as a dimension of comparison (i.e. the mere temporal sorting of facts) and temporality
as a defining feature of the relevant theoretical entities. E.g. institutions should not be
defined as some residual category of that which does not change, because it is necessary
to allow institutional permanence and institutional change to be theoretically available,
contingent results of some observed historical process.
This implies rethinking what is normally understood by “event” in historical sociological
analysis. According to Sewell (1992, 1996), events “can be defined as that rare subclass of
happenings that significantly transform structures. An eventful conception of temporality,
therefore, is one that takes into account the transformation of structures by events”, which
implies that in the absence of change, there are no events; nothing happens, and whatever
does happen is considered to be a non-significant “happening” (sic). From this point of view,
history is an ordered sequence of discrete, significant changes and the only entities that can
be properly defined are those that do participate in events and experience some form of
“structural” change. The rest are just residual non-significant elements. In this sense, histories
of events imply a particular form of selection bias, because events that “fail” to introduce
“structural” change are not even considered to be events, and thus summarily eliminated
from consideration. This makes it impossible to speak of situations that fail to introduce
change, or periods in which there is no appreciable change or whatever change there is is
gradual and slow-moving, not associated to points of profound structural transformations.9
8 What happened in Zuccotti Park on September 17th, 2011?
9 See Hagen et al., 2013; Makovi et al., 2016 for a definitive demonstration of how the inclusion of “failed”
events that would otherwise be summarily eliminated from the analysis produces a completely different
explanation of an observed historical pattern.
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Alternative representations of the past
The use of events as the fundamental unit of analysis for historical knowledge produces then
an epistemological problem from the inevitable confusion between data and theory and a
practical problem from its inherent bias towards instances of change and relative blindness
to periods of uneventful continuity.
If it were possible to produce an alternative view of the past, that did not rely on events
as their primary unit of analysis and consequently did not require an exercise of narrative
interpretation in order to adjudicate their significance, these problems could be avoided.
In order to produce the kind of alternative representation of time that may provide a
solution to the problems discussed above, we have to begin by recognizing that what we call
events in narrative history are simply moments in time in which we observe some change
in the state of affairs. These changes may be qualified with additional adjectives, like in
the definition proposed by Sewell that requires change to be “structural”, but in any case
they are a particular instance of a more general class of transitions between states of affairs
that differ only in their locations in time. If the preceding state of affairs is not similar to
the succeeding state of affairs, we determine that we are in the presence of change, and we
identify that particular moment of transition as an event.
In general, we rely on narrative knowledge because in the production of the usual sources
of information about the past, what has been preserved for us in the historical record is not
a succession of pictures of states of affairs, but only those transitions between them that
were perceived, at the time, to be instances of change. This is what we call events and its
ideal, exhaustive collection is what makes up Danto’s ideal chronicle. But if we were able to
access some sort of ordered representation of the states of affairs at different points in time,
irrespective of the similarity or dissimilarity between adjacent states of affairs, we could
construct uneventful representations of the past, that would need no narrative account to
adjudicate significance; it would be possible to measure it directly from the difference between
adjacent states of affairs. This seems like a promising solution to the epistemological problem
discussed above, as it would allow for a narrative account if we were to focus our attention
to those points of transition at which we observe greater differences between adjacent states
of affairs to construct theoretical arguments, but it does not require a narrative account to
construct historical data. It also seems like a promising solution to the practical problem of
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bias, as it would not exclude some transitions as a function of their participation in moments
of change: “Eventfulness” would be a contingent result.
This dissertation is based on the idea that computational text analysis provides the means
to produce the rich characterizations of successive states of affairs that are sufficient to
sustain a non-eventful representation of the past. This exercise is possible because we now
have at our disposal immense amounts of machine readable text from the historical record
and a set of computational techniques that are capable of modeling the semantic content of
these textual sources in a general way, not restricted to specific domains of knowledge or
expertise, produced in a way in which they are particularly sensitive to small variations in
the underlying sources of textual data, and generally not dependent on knowledge possessed
by an analyst from the future.
In order for this approach to be viable, there are three requirements that must be
satisfied: First, we need to extend the scope of application of computational text analysis in
sociological work beyond the study of discursive phenomena to which it has been mostly
restricted so far. Second, we need to fill in the lack of theoretical foundations of most of these
techniques, both linguistically but above all sociologically, related to the specific relationship
language has to social facts (beyond its strategic uses as discourse). Finally, we need to
provide a methodological framework within which to evaluate and combine the different
techniques available for computational text analysis. My concern at this point is primarily
with the third issue; the other two are touched on to the extent they provide objectives and
justifications to it. The proposed methodological framework revolves around the solution to
two practical problems: the identification of sociological facts in the pictures of states of
affairs produced by computational text analysis, that I will refer to as the “mapping” problem,
and the construction of measurements for similarity or dissimilarity between representations
of pictures of different states of affairs that I will refer to as the “alignment” problem.
It seems necessary to emphasize a central idea behind this exercise: epistemological
problems (and the practical ones that stem from their consequences) are basically problems
that result not from the way things are, but from decisions we make about how to produce
knowledge. In the case of the problems discussed above, the specific choices that lie at their
root have to do with the way in which we choose to represent time, the data structures these
representations rely on and the analytical exercises that they necessitate.
In the specific case of historical knowledge and the problems associated to the role of
8
narrative in its construction, this dissertation follows in the footsteps of a certain tradition
within historical sociology that is based on this premise, however implicitly. Work in this
tradition is generally characterized by the same fundamental exercise proposed in this work,
of using alternative data structures to represent a given source of historical data and using
the analytical tools enabled by such representations to formulate new theoretical insights,
but departs from it in that most of this work has generally revolved around the so-called
“casing problem”; the question about how to locate the boundaries of a given sequence of
events in order to produce a case over which a narrative account can be sustained. The
approach presented here should be seen as a solution to a related problem: that of generating
(or “discovering”) meaningful sequences from undifferentiated data. It is, in this sense,
complementary to that approach as the results produced by the techniques discussed below
could be used as the basis for the production of event sequences, but it pretends to have a
more general application.
As argued above, I believe this exercise provides a solution to some deep problems in
historical sociology and, if successful, opens up a whole new way of conducting social scientific
research, to the extent that its application to historical sociological questions partly revolves
around a reduced theoretical centrality of time as a defining feature of theoretical entities10
But even if I fail in convincing of my giddy view of computational text analysis and the
impact it may have on our discipline, sceptics may find value in this work to the extent
that it offers a fundamentally practical overview of the many different techniques that are
piled together as computational text analysis these days, in order to show how they all
follow a more or less standard strategy of analysis, that can be parceled out into a series of
independent modeling decisions, centered on the construction and projection of co-occurrence
matrices.
I hope the practical emphasis of the discussion in the following pages will make these
techniques available to a broader audience within the sociological field. I don’t think sharing
my enthusiasm about their potential is necessary for them to be useful.
There are many buzzwords usually associated to the kind of work discussed in these pages,
like artificial intelligence, deep learning, natural language processing, etc. Marketing issues
aside, the techniques discussed below all come down to the same exercise: counting words
10 A “reduced theoretical centrality of time” means that the approach discussed in this work may have
applications to questions in general sociology. See section 1.1, and chapter 5.
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and then projecting the results of these counts into mathematical structures whose properties
happen to approximate the way in which human languages encode meaning and context.
There is no magic here, these techniques are not the result of fundamental breakthroughs
in our understanding of artificial intelligence or the linguistic machinery of natural human
languages; the fundamental theoretical ideas that lie at the heart of the techniques discussed
in this work were formulated in the nineteen fifties (Firth, 1957), their methodological
implications systematically explored in the nineteen nineties (Harris, 1988, 1991), and the
techniques themselves have been developed empirically11. They are the inevitable result
of having a bigger boat12, and even though using them may require some familiarity with
computer programming and understanding their inner workings may require some knowledge
of graph theory or linear algebra, the logic behind most of them is rather straightforward
once we look beyond the computational technicalities and intimidating topological theorems.
I expect the main value of this dissertation’s contribution to lie in that exercise.
Layout of the work
The first chapter provides some theoretical background for the effort. It first presents
a critical review of the current state of the art in the application of computational text
analysis to sociological problems, following the extremely thorough review recently compiled
by Evans and Aceves (2016). It then identifies the main limitations of current work in
this field with their restriction to the study of discursive phenomena, and associates this
limitation with a particular (and I argue insufficient) understanding of the social world as
series of communicative “games”. This is more or less in direct opposition to Evans and
Aceves’ proposed interpretation. As an alternative, the chapter formulates a thin theoretical
foundation for the application of text analysis to the study of non-discursive phenomena
(which is what I refer to in this work’s title by “material” processes). This thin theory
includes an exploration of the relationship between language and the social world that follows
11 “Developed empirically” means that we don’t really have an explanation of why they work, just good
results and performance metrics when they have been applied to concrete tasks. The fact that earlier
semantic models were premised on ambitious claims of modeling human thought (Landauer and Dumais,
1997; Lund and Burgess, 1996) and later models are not even properly understood by their authors (Mikolov,
Chen, et al., 2013; Levy et al., 2014) is exemplary of this
12 Write a computer program. Run it on some input. Now run it in parallel on thousands of CPUs on
terabytes of input, and see what happens. This is basically the current state of the art in contemporary
artificial intelligence and computational linguistics. It has shown to be extremely effective.
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Searle’s theory of the construction of social reality and Habermas’ theory of communicative
action, as well as an understanding of text as a sui-generis material artefact developed as a
technological solution to the problem of co-presence, an approach I like to think of as an
“archaeology of text”. Since the main objective of this chapter is to satisfy the requirements
imposed by the theoretical motivation discussed in this introduction, the first sections will
be of little interest to the sceptical reader referred to above. However, this chapter also
formulates in excruciating detail the general methodological framework within which I am
proposing to understand most computational text analysis for their application to sociological
research, through a clear distinction of the different stages that these analyses need to go
through, the problems that must be dealt with, the decisions they require from the researcher
and the consequences they will have for the results. The final section of the chapter offers
a summarised version of my understanding of computational text analysis that should be
sufficient to justify what I will attempt to show in the following chapters.
The second chapter introduces the Proceedings of the Old Bailey corpus, the primary
data that will be used to demonstrate the techniques discussed in this dissertation. In
its presentation of the POB corpus, this chapter also discusses the general requirements
that a time-ordered corpus needs to satisfy in order to be useful as a data source for the
construction of non-narrative pictures of states of affairs. This is fundamentally associated to
the short “narrative horizon” of bureaucratic texts, and motivates a brief digression on the
status of criminal trial proceedings as an historical source. In brief, this section explains why
sources like judicial transcripts and other legal or bureaucratic texts are more interesting
than speeches, diaries, letters or newspapers, even for analyses that are not interested in
legal or administrative phenomena. Finally, it produces a general characterisation of the
240 year period covered by the POB corpus from the data contained in it and demonstrates
how simple lexical analyses can be used to determine the outlines of historical processes
both longitudinally and cross-sectionally with respect to the time dimension. This is mostly
related to an exercise of comparison between relative term frequency distributions across
different time points and across different corpus regions, which motivates a discussion of
document sampling.
The third chapter deals with semantic networks, the many options available for their
construction and analysis and the requirements that must be satisfied in order to apply these
rich data structures to the study of non-discursive problems. These are fundamentally related
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to moving the focus of attention beyond questions of topicality for which I propose moving
the semantic target from syntagmatic to paradigmatic relations between words. This is first
demonstrated by presenting and contrasting different semantic-network representations of the
same object: the trial of Arthur Crouch, a case of domestic violence in the winter of 1894. This
comparison allows me to show how a particular social interaction can be characterised by the
general strategy behind all semantic network approaches: pairwise distances between words
induced by different measures of semantic similarity. It also illustrates how the produced
networks differ as we change the measures of similarity used to build them, specifically
those that capture syntagmatic and paradigmatic similarities. The same technique is then
scaled up to analyse the entire POB corpus in order to illustrate how the social processes
detected via the lexical analysis presented in the first chapter look like “from the inside”
and to illustrate how the mapping and alignment problems are solved when the information
contained in the co-occurrence matrix is projected into graph (network) structures.
The fourth chapter discusses semantic vector spaces and the general ideas behind their
construction and manipulation. Vector spaces overcome many of the limitations of semantic
networks because they do not rely on computationally intensive graph-theoretical operations
but on much simpler (and some would argue, more elegant) linear algebraic operations. The
study of meaning through linear algebraic operations in vector spaces is possible because
semantic vector spaces encode semantic relationships between words in linear relationships
between points in a high dimensional vector space, instead of the more complex encoding
of the same information through structural features in graphs as is the case in semantic
networks. From a practical point of view, these features of semantic vector spaces allow
them to cope with the entirety of the semantic space, eliminating the problems derived from
the lexical sampling that is necessary in order to make semantic networks manageable. In
addition, and because of the same reasons, vector spaces are more suitable for the study
of questions that do not map easily to the “groups of words” that are used to solve the
mapping problem in network structures, because they allow for an alternative strategy based
on the tracing of semantically relevant dimensions that organise and partition the vector
space and that allow mapping many phenomena of interest in the social sciences (like any
dimension of differentiation). This also requires a different strategy for dealing with the
alignment problem, based on the generation of compatible basis sets for different vector
space representations, through the generalised solution to the Procrustes problem.
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Finally, the fifth chapter presents a recapitulation of the general methodological principles
proposed for the application of computational text analysis to historical sociology, as well
as discussing the general outlines of a broad research program centred on the construction
and maintenance of “online”13 semantic spaces for different historical cases. This motivates
a discussion of the different strategies that are available for the computation of word
embeddings, the dense vectors that make up a semantic space, and discusses the differences
between online and offline algorithms. Two alternatives are presented as promising avenues
for future research: Sahlgren’s random indexing and Gentleman’s algorithm.
13 “Online” here refers to the fact that the values of the vector space are updated dynamically as new
observations are incorporated, per opposition to one-off solutions that compute vector spaces statically from




Not every application of computational tools for textual analysis is equally interesting for the
purposes of the approach presented in this dissertation. More concretely, we are interested in
the application of computational text analysis for the study of material historical processes,
by which I mean processes that are actualized by a component of social facts that is more or
less independent of its symbolic interpretation on the part of first-hand participants1. This
implies that our interest in text as a primary data source is radically distinct from its usual
consideration in most applications of text analyses, computational or not, since we are not
interested in its discursive content, but in the way in which text is capable of encoding the
(material) social context in which it is produced.
Using the pictorial metaphor again, if we think of some text as if it were a photograph, an
interest in material social facts means that we are more interested in the blurry, usually out
of focus background of the photograph, per opposition to its crisp and fully focused subject.
1 This is of course problematic, to the extent that the social facts that I refer to as material do incorporate
to a large extent the prior processes of symbolic interpretation by participants in the social world that
constitute their symbolic side, as clarified in the working definition provided in the opening sentence of this
dissertation. This apparent contradiction can be resolved by going back to the classics, and bringing back
Durkehim’s definition of social facts and the centrality it imposes on constraint, and Weber’s notion of social
action, per opposition to the idea of structure, to put this in terms of one of the more or less confusing,
perennial and at this point sterile discussions in sociological theory. In order to “kick it to the corner”, and
independently of its further implications in terms of the deep structure-and-agency debate, we can “step
on it” and assert that, at their point of occurrence, social facts have an element of Durkheimian constraint
and an element of Weberian agency and that prior social facts with their respective constraint and agency
components are a part of the current social fact’s constraint component, over which agency can operate.
“Material” social facts refers to those prior social facts, while the symbolic component of social facts at
their point of occurrence refer primarily to the symbolic interpretation processes that are actualised in the
intended meaning of action. I use the term material and symbolic instead of the more common structure
and agency because I want to emphasise their relationship to semantics, on the one hand, and because I
don’t want to bring attention to the structure-and-agency problem (about which I will plainly assert that it
is a problem of levels of analysis. I.e. “take it meta” and the problem disappears, but this is not a discussion
I intend to participate in at this point).
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This is because the choice of subject and the way in which it is captured in the photograph
is dependent on the artistic sense of the photographer, rather than on the material context
in which the photograph is taken, and we are more interested in the material basis than on
the symbolic exercise that actualises the photographer’s (i.e. the social actor’s) intended
meaning.
On the other hand, this dissertation is arguing that computational text analysis provides
new solutions to some very old problems in historical sociology, by which I refer to a sociology
of social facts in which time plays a central role2 However, the proposed solution revolves
around dispensing with narrative in the production of historical data, and this implies
reducing the theoretical centrality of time in the representations used to carry out the
analysis, in stark departure to most work in this area (Abbott, 1990, 1992)3. This suggests
that the methodological approach proposed in this work for the solution of problems in
historical sociology may have a broader application to questions in general sociology, as
the clean separation between data and theory it proposes as a solution to the problems
derived from the uses of narrative knowledge have broader application; the techniques
discussed in this work treat time merely as an additional dimension of comparison from
whatever information is available about the provenance of different regions in a text corpus,
as discussed at length in the following chapter.
This chapter first presents a brief statement of my disagreement with the usual under-
standing of the status of textual sources in its applications in the social sciences centred on
the role of discourse, and then proceeds to formulate a very thin theoretical justification
for the way in which I’m proposing that text should be treated for the analysis of what I
call material social facts. This requires the formulation of some basic elements to anchor
a relationship between social facts in general and language, and the formulation of how
textual data should be treated if it is not to be considered as a form of discourse. This
discussion serves only to formulate the general requirements that we demand of any strategy
for semantic modelling, related to their capacity to account for non-discursive phenomena,
beyond the usual questions of topicality. The bulk of the chapter, however, is devoted to an
exposition of how I understand most computational text analysis techniques to be organised
around a series of concrete analytical tasks that are mostly independent of each other. It
2 See footnote 5 in the introduction.
3 Though this idea has already been formulated, somehow (Abbott, 2007).
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is from this understanding of computational text analysis that I claim to be providing
a methodology for the application of computational text analysis techniques to the study
of (historical) sociological problems, rather than merely a catalogue of useful tricks with
words. Independently of how convincing I may be with regards to this claim, a systematic
understanding of the many different techniques currently available for the computational
analysis of text makes it possible to overcome the generalised confusion that seems to reign in
this field, that prevents a clear distinction between the more profound aspects that determine
both its potential and their ultimate limits and the minute implementation details that
are usually thrown under the rug in most discussions of work in this area. I expect this
presentation will provide a useful framework for practitioners in sociology to take advantage
of the impressive technical achievements that have been recently produced in computational
linguistics.
1.1 Background
My particular view of the possibilities presented by contemporary computational text analysis
techniques may be more or less original (though it is already suggested in some work, like
Rule et al. (2015)), but there already are many applications of computational text analysis
to sociologically informed work, in at least two distinct fields: A small cottage industry of
media studies around topic models and sentiment analysis , and in “quantitative narrative
analysis” like the one carried out by hand by Griffin (1992, 1993) and championed as a
general framework by Franzosi (2004) (but see also Franzosi (1987, 1989)), mostly based
on named entity extraction techniques. On the other hand, there is an additional possible
connection to prior sociological work, to the extent that contemporary computational text
analysis techniques are analytically very similar to the principal component extraction and
correspondence analyses that feature prominently in field theory (Martin, 2003), at least in
its bourdieurean version (Bourdieu, 1984)4.
In this last sense, the approach presented here is very similar to the correspondence
analysis techniques that are used pervasively for modelling different social fields from the
locations of their associated markers in field theory research. From this point of view, the
method discussed below can be thought of as the modelling of a “semantic” field through
4 Though this has not been formulated in these terms, that I’m aware of.
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the locations acquired by words along the dimensions induced from their distributional
patterns, in a very similar way to how different social fields are modelled by the location
that their associated distinctive markers acquire in the dimensions induced through principal
component extraction5.
Evans and Aceves (2016) provide a thorough recent review of the state of the art in the
application of computational text analysis in sociological research, with the usual grandiose
claims that this dissertation evidently also suffers from. In their review, Evans and Aceves
place the different applications of computational text analysis in sociological work in the
context of the extent to which they approximate what they consider to be the central
phenomenon of interest in social facts: that they are basically games played by actors located
in structurally defined positions that determine their strategic interests. I consider this view
of the social world insufficient, because (1) it views text as nothing more than a form of
discourse, which means that it is fundamentally treated as a record of rhetorical exercises
and (2) because it implies a strong position on the question of exchange that I find simplistic
and, if I may, morally aberrant
The argument I’m making in this work, is that computational text analysis may walk a
line between the Manichean view of social facts as strategic games that treats text as mere
samples of rhetorical, discursive, interested action (the subject of the photograph in the
metaphor above) and the rather sterile attempts6 at extracting factual data from literal
sources that treats text as the mere first-hand account of (plain) facts. This is theoretically
possible if one adopts a slightly more sophisticated view of the relationship between linguistic
facts and social facts and between text and the social world within which it is produced.
It is this more nuanced relationship between language, social facts and text that makes it
possible to think about computational text analysis as a mechanism for producing pictures
5 More specifically, we are modelling words from their co-occurrence with other words in some context,
just like in the correspondence analysis of fields, social markers of distinction are modelled from their
co-occurrence with other social markers of distinction in (the context of) some individuals. This is touched
upon in slightly more detail in chapter 4
6 So far, at least. Even though Franzosi’s original proposal is extremely interesting, and when it was
first proposed almost revolutionary, its general promise of providing a method for the direct compilation of
information on large collections of factual occurrences from unstructured information has in general not been
delivered yet. This is mostly due to the inherent limitations of contemporary solutions to the problem of
named entity extraction, though recent work in the application of artificial intelligence to this task looks
extremely promising. See Huang et al. (2015) and Strubell et al. (2017) for the current state of the art in
NER. Since difficulties in NER are partly given by the lack of annotated domain-specific data, a lot of work
on this area is predicated on transfer learning, the “secret sauce” of modern AI techniques (Luong et al.,
2013), see footnote 17.
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of the state of affairs of the social world that I claim to provide an avenue for solution to the
problems associated to the uses of narrative knowledge in (historical) sociology, as discussed
in the introduction.
This means that, beyond the basic connection between prior work and this dissertation
given by their common reliance on the same technical infrastructure, most work in the field is
of little theoretical interest for my purposes, because a lot of it is oriented towards providing
solutions to a different problem, that bears little relation to the problems I’m interested in7.
In the end, the theoretical differences between the approach I’m proposing and the accepted
understanding of the state of the art in the field is given by the fact that I have different
research objectives to those pursued by most work in this field.
These different objectives are rooted in a different understanding of text, which we take
to contain not merely communication between strategically motivated actors playing a game,
but an artefact that results from the technical development of a solution to the problem of
co-presence in social action, as a consequence of which text encodes within it a big chunk
of the social context in which it is produced more or less independently of the motivated
strategic choices of its author.
Caveat
Before proceeding any further, there is a rather important clarification and qualification
that needs to be explicated in order to counter a particularly serious possible criticism of
the approach I am advancing in this work.
In brief, a harsh critic could very well accuse me of a form of logical positivism and a
veiled attempt to return to a naive, inductivist view of (social) scientific practice, as follows:
The effective elimination of interpretation as a mechanism for the production of narrative
explanations implies a rejection of the validity of ideographic knowledge. This rejection
in turn implies that the effective epistemology that sustains the proposed approach relies
on a form of inductivism, as the only avenue that is left available for the construction of
explanations is a generalisation from 1) partial sources of evidence that can be recovered from
a small set of finite sets of texts (i.e. a finite number of finite text corpora) that may contain
descriptions of some social practices in some social context to 2) all social practices across all
7 I also happen to have a general distaste for statistical procedures in general, so I do find probabilistic
inverse-sampling procedures like LDA rather inelegant, but this is a mostly aesthetical preference.
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social contexts. The illogical nature of this exercise of generalisation merely pushes down the
problem that the proposed methodology seeks to address: What was originally identified as a
limitation of the uses of narrative accounts (their non-uniqueness and ultimate arbitrariness)
is moved to the exercise of selection of textual sources. Independently of how these are
chosen they will fail to cover the relevant social practices across all relevant contexts. Hence,
any attempt at using some textual source to produce explanatory knowledge about anything
that would not be available to a human interpreter of that specific source will ultimately
rely on an exercise of generalisation that falls prey to the problem of induction and is valid
only from the point of view of hard-line logical positivism (which is thus smuggled in as an
implicit epistemology of the social world).
There are several independent counterarguments that can be formulated as a protection
against this line of critique.
The first and simplest of them is an idea that was formulated in general terms in
passing in the introduction8 and that I will return to again in section 3.1 in chapter 3: My
rejection of narrative accounts and the associated elimination of interpretation as fundamental
exercise for the construction of historical data does not imply a wholesale rejection of
narrative explanations nor an elimination of interpretation as the fundamental exercise in
the construction of theories, historical or otherwise. Hence, I’m not rejecting interpretative
explanations in a way that would leave no alternative to a nomothetic science open to charges
of inductivism. To put it in simpler terms, both the problems I identified in historical research
and the solutions I proposed to them operate at a lower level than that at which the harsh
criticism operates: I am not claiming that narrative and interpretation should be allowed no
part in the scientific study of historical societies. This would be equivalent to requiring all
historical knowledge to be based on formal theories backed or rejected by hard empirical tests
from data produced automatically via computational analysis of some exhaustive textual
record of all social practices across all contexts. Instead, I am claiming merely that it is
possible to substitute the data that is traditionally produced by manual interpretation of
sequences of events arranged in narrative accounts with formalised data structures produced
automatically by a machine via the aggregated analysis of more sources than any human
could conceivably read and much less interpret. Just as the narrative accounts prevalent in
8 See footnote 3, supra.
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the traditional approach can be arranged to produce historical knowledge (that in sociology
consists of theories), the formal data structures that are typical of the approach presented here
still need to be analysed and measured in order to serve as a basis for historical knowledge or
sociological theories. In brief: My critique of the interpretative approach and the framework
I am proposing as a solution to the problems it can not solve is not so much epistemological
but observational; this work is methodological in nature, not meta-theoretical.
A second defence is related to this last point, but from an even more practical point
of view: Independently of how we call them in the context of a controversy within the
analytical philosophy of history, the problems that this dissertation seeks to address have
their origin in the actual research practices of the field with which it should be put in
discussion: comparative historical sociology9. The defence sketched above refers to the
general form of my argument: interpretation shall be eliminated from the production of
data and this has no implication for the way in which theories are constructed. The one
advanced here applies more concretely to the specific field for which this methodology is
being proposed: Interpretation shall be eliminated specifically at the point at which historical
cases are constructed and compared but this should not be taken as a call for a return to
“general theory” (Kiser and Hechter, 1991).
A third counterargument concedes less to the original criticism though its scope is
somewhat more restricted than the ideas presented above. The first and second defences were
aimed at the epistemological implication that rejecting interpretation would imply acceptance
of the Baconian model, to which both replied by explicating different ways in which the
proposed methodology merely replaces practical aspects of current social scientific research
without embracing any further epistemological consequences. However, they conceded the
point that generalisation from some textual sources to all social contexts was in fact a form
of induction. This is not necessarily the case. It is entirely possible to think of research
problems for which the relevant social practices would be captured by textual sources in a
more or less invariant way across all of them, to the extent that those social practices are
general enough as to be a necessary part of virtually all (and most importantly, any) texts.
This is the case because the social processes that are relevant at the point of production,
selection and preservation of social textual sources are not necessarily the same processes
9 Which I already identified as the contemporary niche of what students of our discipline call “classical”
theory. See footnote 5.
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that one would like to study making use of those sources. This will be expanded in the
next section, but it is also related to the notion of narrative horizon discussed at length in
section 2.1.
Finally, one could deflect the impact of the criticism by pointing to its anachronism. Both
the critique of induction as a general method for generalisation and the critique of positivism
as a strategy for the construction of theories out of formalised data were formulated in a
context in which observation was a costly affair. This meant that the amount of error that
one would expect to come out of unwarranted generalisation was rather large, as claims were
typically broad and profound, while evidence few and far between. But this situation has
changed dramatically in recent years, in at least two directions: On the one hand, we now
face the opposite problem with regards to data; information and dimensionality reduction
have become more important topics than estimation. On the other, the epistemological
stance in our discipline has deviated even more than before from mainstream notions of
causality, to the extent that a complete description of an operating mechanism appears as
sufficient in lieu of an explanation. When taken together, both developments suggest that
it is no longer necessary to choose between the thorough interpretation of the few and the
shallow description of the many in between which the controversy about the scientific status
of our discipline festered. I suspect these changes to have moved the coordinates of the
central epistemological problems in our discipline, but I have not studied this issue enough
as to offer a definitive argument. Caveat emptor.
1.2 Theory10
Traditional approaches to text analysis are interested in recovering the subject in the picture:
what the text is saying, how it is combining different topics to make a point and communicate
some sentiment about it, mostly because they are interested in accessing the intended meaning
behind the social action of producing the text. We are interested in the background, the
extra details that the picture captures almost by accident in its attempt to present the
central subject.
10 An early version of the ideas contained in this section was presented at the NetGlow conference in
Saint Petersburg in July 2016 and at the regular session of the Methodology Section of the ASA at their
2016 meeting in Seattle, Washington in August of the same year. I’m grateful to Ronald Breiger, Charles
Ragin and other participants in both events for their useful and encouraging feedback.
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Pragmatists may argue that this distinction is of no consequence, but it does matter
to the extent that it is from this perspective that we judge the pertinence and utility of a
given technique. That is the reason for my lack of interest in topic modelling and sentiment
analysis, and why I go to great lengths to show alternative uses for semantic networks.
In order to provide a theoretical foundation for this use of text as primary data about
social facts, we need to clarify the relationship between social facts and language, on the one
hand, and the manner in which the linguistic components of social facts are captured by
text on the other. In this effort, I will use the central concepts and categories of two general
theories of the social world, in a rather eclectic manner. Eclectic, because I’m borrowing
some elements from these perspectives that are useful for my theoretical needs without
necessarily accepting all of their implications and consequences11.
Communicative rationality
The basic view of social facts that sits at the background of this dissertation revolves around
a distinction between their material and their symbolic components. The more ambitious
and systematic exploration of a general theory of the social based on such a distinction is
given by Habermas’s theory of communicative action, and the centrality it places on the
distinction between facts and norms. In brief, “facts” refer to the material basis of the social,
that are brought to bear on the context of social interaction via judgements of facticity,
propositions about how the world is, that are accepted or rejected on the basis of their truth
content, while “norms” refer to what I have called the symbolic component of the social,
and which are not available for adjudication on the basis of their truth content about the
state of the world, but on the basis of the validity they lend to factual accounts to operate
as ethical orientations for action.
A beautiful example of the way in which these abstract categories operate can be
constructed from Gould’s work on the relationship between social status and violence (Gould,
2003). The Gouldian thesis about the breakout of interpersonal violence consists on the idea
11 To the extent that both Habermas’ and Searle’s theoretical perspectives have pretensions of generality,
their central concepts about the role of language and communication in the make up of the social world are
associated to respective philosophies of history and the ethical implications of social interaction (however
implicitly). These are acknowledge to be mostly incompatible: [explain], but since I’m only interested in
the ontology of social facts and the relationship they have to linguistic phenomena, I will not attempt to
reconcile both perspectives. This borrowing of elements from different theoretical systems without much
concern for the full compatibility of their prior assumptions or subsequent implications is what I mean by
theoretical eclecticism.
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that a large part of interpersonal violence can be explained by ambiguity about social rank,
as this would motivate an escalation of conflict between parties trying to ascertain their
otherwise undetermined dominance over each other. This escalation eventually exhausts the
normative mechanisms that prevent social interaction from devolving into naked coercion,
resulting in interpersonal violence. This process can be seen, in light of the above discussion,
as an unresolved dispute in the determination of which party to the conflict has standing to
impose a given factual account of the social situation as the basis over which norms will be
applied. From a Habermasian point of view, the breakdown of communicative rationality
that is signalled by violence is interpreted as an incapacity by actors in a situation of
ambiguity about their relative standing to agree on a suitable normative interpretation of
the social situation in which they find themselves. Gould’s example of the narrow road and
the Sicilian cart drivers does not revolve around a factual disagreement about the width of
the road or the sizes of the carts, but about how the (agreed upon) factual narrowness of
the road is translated into normatively binding categories that are necessary for actors to
agree about the obligations towards each other that the factual situation requires of each.
Failure to obtain agreement about which party has standing to impose a given normative
interpretation (who has the right of way) and the absence of an impartial third eliminates the
possibility of a communicative resolution of the impasse, and forces an escalation in conflict
that degenerates into an attempt to impose a different factual situation by the application
of physical force in the form of coercion, i.e. violence.
For my purposes, the relevant aspect of Habermas’s theory of communicative action is
the basic distinction he takes as starting point, which is the same distinction I’m placing
at the centre of my view of social facts: they combine a material basis with a set of
symbolic interpretations that translate facticity into normativity. In Habermas’s view,
this distinction carries an ethical component, in as much as communication, the mutual
recognition of the other as a valid part in interaction, can only occur on symbolic bases, while
the factual component is always the sphere of naked coercion (i.e. “technical rationality”),
the imposition of a factual situation with complete disregard for any eventual symbolic
aspect. Since Weberian times we call this Power, and distinguish precisely on this basis from
Authority.
It has to be noted, however, that the view of social facts that can be constructed from
Habermas’ theory has a scope that is restricted to social interaction: it is only in the context
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of interactions (or even the more stable relationships that are built over recurrent interactions
across time) that the distinction between facts and norms plays a role, because in Habermas’s
theoretical system, the central problem is communicative action, such that the elements
of the distinction are fundamentally related to the modes of justification that are invoked
in communication and that make mutual recognition (i.e. “communicative rationality”)
possible. In other words, the theoretical objective of Habermas’s theory of communicative
action is to provide a solution to the problem of exchange, the question about whether there
is a generally valid distinction between coercive and non-coercive social interactions. In
Habermas’s view, sociality is distinct from materiality because the latter includes a notion
of validity that is not given by (and is mostly independent of) facticity.
Habermas’s theory thus contains a distinction that may provide an ontology of social facts
that (1) is easily connected to linguistic processes as it is rooted in communication, and (2)
goes well beyond the naif view of the social as “series of games”, as it allows for non-strategic
behaviour. However, from a practical point of view, his distinction is mostly restricted to
situations of interaction, and this would imply that in order to recover information about
Habermasian social facts from textual sources, the sources themselves would have to be
limited to accounts of interactions as their main content.
The linguistic construction of social reality
An alternative theoretical framework that also provides a linguistically based ontology of
social facts and is not generally restricted to situations of interaction, is given by Searle’s
theory of the linguistic construction of social reality. For Searle, social facts are always
combinations of a “brute” fact with an agentive function, under the formula “X counts as
Y in context C”, where X is a brute fact, Y is an agentive function that is associated to
the brute fact and C is the context in which the association between X and Y holds, and
is basically a residual category that encapsulates prior social facts that are necessary for
X → Y , but are left outside the scope of analysis.
Searle’s distinction between X and Y is harder than the distinction between facts and
norms, because it operates at a “lower level”, before the emergence of the entities that make
up the social world e.g. norms. It has a more general scope, as it is not an attempt at
“merely” solving the problem of exchange, but at providing a specification of the Durkheimian
question about the ontology of social facts, i.e. what they actually are.
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For Searle, the distinction between X and Y appears before interaction, as it is a
constitutive part of the elementary entities that make up the social world. His example of
the line of rocks that signal the existence of a frontier is illustrative of this: For Searle, the
relationship between the physical arrangement of rocks on the ground and their signalling of
a frontier between different socially relevant geographic regions occurs before or outside the
situations in which some actors will refer to either the fact of rocks on the ground or their
role as sign for a frontier in the context of an interaction.
Searle’s view of social facts is particularly useful for the purposes of justifying non-
discursive text analysis, because in his view the constitution of social facts is eminently
linguistic, associated to the application of the X → Y |C formula for the theoretical definition
of what I call material social facts. This specific aspect (rather than, say, its ethical
implications for the problem of exchange or for the space of normative orientations in our
interpretation and transformation of the social world12) makes this particular view useful
for our purposes, because it allows a direct mapping between linguistic features of textual
data with social facts, independently of the text’s content.
Accepting Searle’s view allows us to formulate a non-discursive use of textual data
irrestrictive of a text’s content and without further complication: Instead of looking at the
lexicality of words (i.e. their topical associations, given by what the text “is about”), we
should look at the way in which they actualise functional relationships between brute facts
and agentive functions, which is the same as saying that instead of looking at syntagmatic
relationships of similarity induced from direct collocation, we should look at paradigmatic
relationships of similarity induced by complementarity or substitutability13.
In other words, the analysis of a social process —defined in the introduction as social facts
across time— from linguistic data from a Searlean perspective can proceed by merely looking
at the way in which different semantic units appear in different functional associations at
12 I.e. the locus of the fundamental incompatibility between Searle’s and Habermas’s theories.
13 “Syntagmatic relations concern positioning, and relate entities that co-occur in the text; it is a relation
in praesentia. [...] Paradigmatic relations, on the other hand, concern substitution, and relates entities that
do not co-occur in the text; it is a relation in absentia.” (Sahlgren (2006, p. 60)) Consider the sentence
“ Arthur Crouch was indicted for feloniously wounding Mary Crouch ”, and the sentence “ James Ragan
was indicted for feloniously stealing, on the 26th of July, a watch, value 3£”. A syntagmatic relationship
exists between “Arthur Crouch”, “wounding” and “Mary Crouch” from the first one and between “James
Ragan”, “stealing” and “watch” from the second. Paradigmatic relationships exist between “James Ragan”
and “Arthur Crouch”, “wounding” and “stealing”, “Mary Crouch” and “watch”, not because of their direct
co-occurrence, but because of their “higher order co-occurrence”; the fact that they appear not in the same
context, but in contexts that are similar.
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different points in time and space, in order to look at the substitution of terms occupying
the X and Y role in the imputation of agentive functions to brute facts. In this view, this
corresponds to looking directly at “change” in social facts. Concretely, this means looking
synchronically at the way in which words relate to each other paradigmatically, instead of
the diachronic perspective in which we observe syntagmatic relationships between them, to
put it in the usual terms of classical structural linguistics (De Saussure, 2011).
This is best explained with an example: say we are interested in the social fact of group
affiliation. This social fact is actualised e.g. in the social practices of identification of
individuals as parts of social categories, and the association of these categories to groups of
people. The existence of an individual (say, ‘John’) is a material fact. The identification
of an individual as a member of a social category (e.g. subject of the English monarch) is
an agentive function. The social fact of group affiliation is thus obtained as a result of the
formula “John counts as a subject of the English monarch [in some context]”, and this social
fact is actualised to the extent that John is actually counted as a subject of the English
monarch through the social practices in which he participates. A change in this social fact
can be observed if in the social practices that actualise it, we observe a substitution in any of
the terms in this formula, such that e.g. “John counts as Englishman [in some context]”. If
this substitution occurs in the context of the same social practices, we are in the presence of
the process by which the social fact of group affiliation has been transformed, from personal
allegiance (to the English monarch), to his abstract affiliation to an imagined community
(England) (Anderson, 1991).
1.3 Method: a unified framework for computational text analysis
There is a lot of confusion and variation in the ways in which different styles of computational
text analysis produce their results. This confusion is mostly caused by the practical origin of
most of the models used in the field. The vast majority of the techniques that facilitate this
style of analysis have been developed specifically for solving concrete linguistic challenges14,
allowing for an evaluation strategy that is mostly independent of any theory of meaning
14 The SenseEval/SemEval task list maintained by the Association for Computational Linguistics, together
with some standardised, publicly available data-sets (e.g. the Google News Corpus or dumps of different
language editions of Wikipedia) have become the standard suite of tests for the validation of computational
linguistics models. See ACL Wiki (2017) for the current tasks, and Resnik and J. Lin (2012) for the discussion
leading to its standardisation.
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(Sahlgren, 2006, pp. 54) beyond the very general principle of the distributional hypothesis:
“You shall know a word by the company it keeps” (Firth, 1957). Practically, the theoretical
independence facilitated by the availability of concrete performance measures means that
models are generally developed and tuned empirically: try out different functional specifica-
tions and parameterization, test them against some concrete task and retain what works
and drop what doesn’t.
The empirical origins of most available models presents a complication for the application
of these models for sociological analysis15: First, because sociologists are generally not in
the business of developing new computational linguistics models, they tend to apply the
available ones wholesale without looking at the implementation details that produce a given
model or sustain a particular result, putting most of the details of the process that goes
from unstructured text to formalised mathematical structures inside a black box that hides
its details.16 The black-boxing of models and algorithms makes it very hard to reproduce or
compare results, but beyond these practical limitations, it makes it very hard to map the
results produced in one model to those produced from another model, even over the same
corpus.17
Second, since the practical tasks we sociologists usually demand from computational text
analysis models are not easily expressed in concrete performance measures, the strategy
used to select a specific functional expression or concrete parameterisation is usually not
available to practitioners in our discipline, and even if it were, forcing a complete exploration
of the full configuration space of the different models is prohibitively expensive and very
15 Or for any purpose that builds on the lower-order semantic capabilities of available models for higher-
order cognitive tasks; applications in the social sciences have already been recognised as one field of potential
application, for which the opacity of most models has been identified as a major obstacle. See Ramage et al.
(2009) for a discussion of this issue in the context of topic modelling.
16 Most of the time invested in the completion of this work was taken up by the process of implementing
the different models available in the relevant literature. In the vast majority of cases, this is an exercise
in futility because there are many details that severely impact a model’s performance that are simply too
minute to explicate in full in the context of a scientific paper (even in “supplementary information” addenda).
In most cases, the only available avenue to understand what is going on behind the pretty pictures is
to look at the source code used to produce a given analysis. The specific content of stop-word lists or
the specific patterns used in any regular expressions task are the most egregious examples of the kind of
information that seems too uninteresting to an academic audience to be published, but are critical to any
attempt at reproducing the published results. Trying to translate function specifications from their symbolic
representations to concrete algorithms for their computation is another. The usual software design choices of
academic programmers does not facilitate this effort.
17 The association of features in different representations is further discussed below in the restricted
context of what I call the “mapping” and “alignment” problems, but this is a more general topic that shows
up recurrently in artificial intelligence and related areas, solutions to which are known as “transfer learning”.
To a large extent, the success of “deep learning” as a general artificial intelligence strategy in recent years
has been predicated on this “secret sauce” (Luong et al., 2013).
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suspicious.18
I believe that the best available solution to this problem is to pry open the black boxes
of popular computational text analysis models, identify the elements that are common to
most (if not all) of them and explicate the specific problems that are solved by each of them,
the points at which a researcher is required to make decisions and the consequences that the
different options available for each of these decisions will have for the computational costs
of the analyses and the relationship between the produced results and the original textual
source.
In other words, instead of choosing wholesale between different available analysis pipelines,
we can decompose all of the relevant options into a series of successive steps that are mostly
independent of each other. This also solves (or at least minimises) an additional problem
that is seldom noted in applications of computational text analysis: most of the required
tasks can be carried out at different points in the pipeline, such that wholesale application of
an analysis strategy may at best duplicate efforts and at worst produce an effect similar to
statistical “double dipping” (Kriegeskorte et al., 2009), as the same analytical task is carried
out repeatedly by different means, often by accident. I will come back on this point below.
The framework I’m proposing to carry out this decomposition of models is based on
a claim first advanced by Levy et al. (2014) in their efforts to understand the alchemy
behind the work of Mikolov, Chen, et al. (2013) and Mikolov, Yih, et al. (2013), and then
demonstrated empirically at the Stamford NLP group by Pennington et al. (2014): Most if
not all of the relevant semantic information contained in text is captured in some way in
the distributional patterns of words with respect to each other, and most if not all of the
computational text analysis models currently available are (however implicitly or indirectly)
projections (in the broadest mathematical sense of the word) of a matrix built from the
occurrence of words in the context of other words into some higher-level mathematical
structure (most notably for our purposes, graphs when we treat this object as an adjacency
matrix or vector spaces when we treat it as a list of pair-wise distances that describe a metric
space, as we will see in the following chapters).
This is, in some sense, a more concrete specification of an idea that Sahlgren claims
18 This is not entirely unlike Sørensen’s complaint about the pernicious effect of increased computational
power on the theoretical support of contemporary statistical analyses (Sørensen, 1998). In brief, “throw
everything on the wall and see what sticks” is not the most convincing validation strategy (and, according to
Sørensen, the main cause behind the relatively poor state of theoretical development in quantitative social
sciences).
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to be the other theoretical pillar for vectorial semantics, together with the distributional
hypothesis: the “geometric metaphor of meaning”, which states that the manner in which
human languages encode meaning can be approximated by a semantic space with defined,
finite dimensions, in which distances between points in this space encode some notion of
semantic relatedness between words.
The geometric metaphor (which enjoys considerable support in general from the results
of vectorial semantics, and in the concrete version mentioned above from the experiments
carried out by Levy et al. and by the very hard fact that Pennington et al.’s GloVe model
is capable of replicating Mikolov, Chen, et al.’s results, as I will explain in chapter 4)
implies that we can treat a computational text analysis pipeline as a process that seeks to
approximate a theoretical “semantic” topological space that we will call S via the extraction
of distributional features into a co-occurrence matrix (or some point-wise function of it)
that we will call X and its projection onto some mathematical structure taken to present a
suitable approximation of S.
The actual choice of mathematical structure onto which to project the information
contained in the co-occurrence matrix X is dictated by hard tests of performance against
semantic tasks when pursuing computational-linguistical objectives, but on the much softer
test of their suitability to represent theoretically relevant entities when applied to the pursuit
of sociological research objectives. The capacity of a mathematical representation of S
to express sociologically relevant entities will be determined by its capacity to provide a
solution to two practical problems: (1) How theoretically relevant entities are mapped in the
features of the chosen mathematical representation of S and (2) how mathematical structures
containing the representations of S corresponding to its different regions can be aligned
in order to trace the mappings of theoretically relevant entities across different corpora or
different regions of the same corpus.
“Mapping” is the way in which computational text analysis provides a mechanism for
constructing pictures of states of affairs. “Alignment” is the way in which it provides the
means to measure the similarity or dissimilarity of different states of affairs.
The practical problems associated to these two abstract exercises will dominate the
discussion in the following chapters.
In terms that will be more familiar to researchers in historical sociology, this view of
computational text analysis interprets it in analytically similar terms to those that are
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relevant in sequence analysis and related techniques: transform data into a normalised
sequence, identify the unique elements that appear in this sequence, collect patterns that put
these unique elements in relationship to each other from their occurrence in the sequence,
and then analyse these patterns through some distance or similarity function. We are merely
changing the data from which the sequence is derived and the class of elements that are
contained in it.
In more concrete terms, this approach determines a series of tasks that any useful analysis
pipeline needs to carry out in order to serve as tools in the pursuit of our objectives:
1. Tokenisation of the character stream and compilation of a lexicon, a fixed set of words
(terms, types)
2. Context definition and indexing of the elements in the lexicon across the different
contexts presented by a corpus
3. Computation of co-occurrence counts and similarity measures from the distributional
patterns contained in the index
4. Projection of the matrix containing the computed measures of co-occurrence and
similarity into other mathematical structures.
In more general terms, the above steps correspond to (1) defining a population of
observations, (2) constructing feature vectors from corpus data for each of the observations
in the population, (3) computing measures of relatedness between the observations from their
feature vectors and (4) projecting the information contained in the relatedness measures into
some useful mathematical representation.
These tasks are usually not properly distinguished and/or isolated from each other, such
that decisions made in the context of one of them usually “leak” to the others. E.g. stop
words are used for tokenisation and lexical normalisation, but this summarily removes some
contexts from indexing and/or co-occurrence collection, instead of limiting the use of stop
words only for lexical sampling after normalisation and indexing19. This problem arises
because the different concrete analytical tasks that we demand from a computational text
analysis pipeline can be performed by different concrete operations.
19 More formally: the elimination of words at the point of tokenisation and normalisation not only
eliminates members from the lexicon set (i.e. “observations”), but also eliminates them as candidates for
relevant contexts (i.e. “features”).
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Lacking a unified methodological framework and a consistent terminology, in which we can
clearly differentiate the tasks of defining primary units of analysis, collecting distributional
patterns, transformation of distributional patterns and construction of higher order units of
analysis dooms us to generalised confusion. Hence the exercise in this section.
In consequence, the rest of this chapter will discuss each of these tasks in detail.
It must be noted that the tasks discussed below require a stable, fixed character stream
produced from primary textual sources. This is more a matter of data acquisition than
textual analysis proper, meaning that the practical and computational problems that must be
dealt with in its context belong to a different family, related to character stream processing
rather than the functional transformation of sequences that are typical of the tasks discussed
below. Appendix E discusses some of the gory details of this prior task; the discussion below
assumes that the underlying character stream has already been cleaned and normalised into
a fixed and stable representation.20
Tokenisation and lexical normalisation
The first step is the transformation of the unstructured, noisy and erroneous stream of
arbitrary symbols contained in source text materials into a normalised sequence of obser-
vations that we call “tokens”, each of which “points to” a member of a finite, controlled
set of fundamental units of meaning which linguists call “types”, but we will in general call
“words” or “terms”21. All tokens have two fundamental properties: the type they point to
and the position in the text sequence at which they occur. The concrete set of distinct types
pointed to by all the tokens contained in a corpus determines the corpus’ lexicon, which we
will normally call L.
The elements of the lexicon determine the rows of the matrices that constitute the primary
data structures that are manipulated in the techniques discussed in this work.
20 This can be formulated as the concrete requirement that it must always be possible to unambiguously
define references to locations in the source materials in terms of character offsets into the text source’s
character stream, which implies that there may be no further operations that modify the extension of the
character stream. This is a small implementation detail, but lack of care at this point can introduce a
particularly nasty (and very hard to detect) type of error.
21 “Type” is the preferred expression in the context of the token-type problem in linguistics, logic, etc. I
will use this expression when discussing this problem in abstract. “Term” is the preferred expression to refer
to primary indexing units. I will use this expression when discussing them as units for the compilation of
distributional information (which happens to be most uses in this work). “Word” is the preferred expression
from normal language use, but since terms don’t always point to words (e.g. they could be phrases, etc.), its
use is misleading. I will try to use it only if it does not introduce ambiguity.
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The computational implications of the association between elements in the lexicon and
the structure of the matrices implies that one would like the lexicon set to be as small as
possible (as the computational costs of any analyses will increase at least linearly and usually
exponentially with the number of words in it22) while at the same time (1) covering as much
of the corpus as possible and (2) being expressive enough to preserve the relevant semantic
information contained in the token stream.
An informal, quick and dirty test for the suitability of a given lexicon to account for a
given corpus, is to see if the version of some corpus segment that results from the substitution
of all its tokens with their associated lexicon terms “makes sense” to a human reader23.
This part of the analysis usually involves the deployment of a natural language processing
(NLP) pipeline, that carries out at least three specific operations: Tokenisation/Segmentation,
Part-of-speech (POS) tagging and Lemmatisation. Tokenisation refers to the splitting of
the unstructured, undifferentiated character stream from the primary source into discrete
tokens. A naive strategy for this would be to e.g. simply split on white space, but modern
tokenisers are smart enough to deal properly with punctuation marks, hyphenation, etc.
Segmentation is a similar exercise but for sentences and, more typically, paragraphs. As is
the case with tokenisation, segmentation could be as naive as e.g. splitting on periods or
newlines, but the tools currently available usually incorporate additional heuristics to deal
with abbreviations and other punctuation in order to properly identify sentence boundaries24.
POS tagging refers to the association of each token to a basic syntactic role (i.e. noun,
verb, adjective, etc.), usually carried out probabilistically through the use of Markov chains.
Finally, lemmatisation refers to the reduction of the words in natural usage to their “lemma”,
their dictionary form rid of all grammatical inflections for number, mode or time, etc. In
22 But see [ref needed] for additional implications.
23 E.g. under the lemma rule, that sentence is rendered as [a informal quick and dirty test
for the suitable of a give lexicon to account for a give corpus be to see if the version of
some corpus segment that result from the substitution of all it s token with they s associate
lexicon term make sense to a human read], which seems like a sufficiently close approximation of the
original.
24 Though these are in general not reliable enough for the analysis of long-duration historical corpora,
given changing usage, style and editing choices. The modern convention of using periods to separate sentences
and newlines to separate paragraphs was not settled during the time covered by the corpus used in this
work: e.g. the POB primarily uses em-dashes (—) as sentence separator (but not always), particularly in
its rendering of verbatim witness testimony. Note that most segmenters will not consider em-dashes as
sentence delimiters without additional configuration. This discussion does not even begin to cover the issue
of abbreviations, etc.
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general, most lemmatisers distinguish between simple stemming and proper lemmatisation25.
There is typically a relationship of dependency between the information produced by
each of these operations, such that tokenisation and segmentation results are necessary as
input for POS-tagging, and POS tags are necessary for proper lemmatisation. It is due to
this dependency that these operations are normally encapsulated in the “NLP pipeline”. Also
because of this, it is generally adviseable to deploy an NLP pipeline built from components
that have been designed more or less specifically to work with each other26.
There are additional NLP tasks that could be carried out at this stage by a more
sophisticated pipeline, like chunking, named entity recognition, co-reference resolution, full
dependency and constituency parsing, etc. These may be useful sometimes to the extent
that they enable the production of additional first-order observation units, but is in general
very computationally expensive27, and the results produced by these tools are not always so
useful for the style of analysis discussed in this work28, in part because we are confident that
the same results can be more consistently derived at subsequent steps in the full analysis29.
In any case, the results of additional NLP tasks may either modify the lexicon set (e.g. by
adding multi-word terms from noun phrases extracted by a chunker) or associate additional
information to the corpus tokens which may be incorporated in the definition of its context
(e.g. its participation in constituencies or dependencies produced by a corresponding parser),
but in this work we will deal exclusively with the basic tasks discussed above. More generally,
the comment above implies that there is a clear and definitive restriction to the part played
25 A word’s stem is the part of the word that never changes under morphological inflection. A word’s
lemma is its base form. E.g. the word “producing” corresponds to the lemma “produce”, but it’s stem
is “produc–”. The lemma and the stem sometimes coincide, but not always; this is usually exploited by
lemmatisers as an optimisation, and this is decided taking the POS into consideration.
26 Though different implementations may allow for some flexibility in choosing the different components
of an NLP pipeline. The technical aspects of deploying an NLP pipeline are discussed in Appendix E.
27 In the case of the POB corpus used as primary data for this work, the NLP pipeline is by far the
costliest operation and the less amenable to optimisation.
28 Modern NLP tools have generally achieved decent error rates, but the dependencies implicated in the
production of their results implies that errors tend to accumulate as they propagate down the pipeline; thus,
using more sophisticated NLP tools is not always worth it. Some operations are simpler than others, though,
and their results may prove invaluable for some analysis tasks. Cfr. Rule et al., 2015 for a use of regular
chunking to define multi-word terms from noun phrases.
29 This is related to a current disciplinary transition in computational linguistics. Traditionally, the tasks
we now associate to “NLP” were carried out through functional transformations of annotation sequences,
informed by probabilistic models to implement the necessary classifiers that would create new annotations for
different linguistic entities. This may be interpreted as the application of statistical tools to solve problems
traditionally associated to structural linguistics (parsing being the prime example, either from a dependency
or constituency view of grammatical units). The development of distributional semantics can be seen as the
final departure of corpus linguistics from structural linguistics.
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by results from an NLP pipeline: they are only considered if and only if and to the extent
they add entries in the lexicon or contribute to context definition. This is further explained
below.
The main decision that needs to be taken at this step is the token-type association rule:
how the information associated with each token by an NLP pipeline will be taken into
account to define its associated type, i.e. the “identity” function for elements in the lexicon
set. Using a basic NLP pipeline yields basically three options:
• Raw text: forget about POS tags and lemmatised forms and use the raw version of
each token to determine their type. dog, dogs, dogie, dogged will all point to different
types.
• Lemma: use the lemmatised form to determine a token’s type. dog, dogs, dogie,
dogged will all point to the same type.
• Lemma and POS: use the lemma, but associate each lemma-POS combination to
different types. dogie will point to [dog (NN)], dogged will point to [dog (V)], dog
and dogs will point to [dog (V)] when associated to the verb tag (V) and [dog (NN)]
when associated to the noun tag (NN).
This decision, as well as the lexical sample problem I’ve mentioned above and that I will
discuss in more detail below are primarily dominated by Zipf’s Law: an empirically derived
“law” that states that word frequencies in natural language usage follow a kind of power-law
pseudo-distribution such that the frequency of any word will be inversely proportional to
its rank in a frequency table sorted in descending order. In brief, the law predicts that
the most common word in a corpus will appear roughly two times as often as the second
more common word, three times as often as the third, and so on30. There are two critical
implications from Zipf’s Law for lexical analysis (including the construction of a lexicon and
the choice of a token-type association rule): First, a relatively small number of frequent
30 More formally, Zipf’s law states that the frequencies of occurrence of many empirical phenomena follow
the harmonic series such that the frequency of an outcome x, p(x) will be more or less proportional to a
function of the multiplicative inverse of its statistical rank r and the population size: p(x) ∝ 1/rxln(sN),
where N is the total number of occurrences (distinct words) and s is an empirical scaling factor usually
found to be equal to 1.78 (Weisstein, 2016). Since the harmonic series is divergent, this distribution is not a
proper probability distribution, and Zipf’s law tends to break around the 1000th observation; this is why we
call it a “pseudo-distribution”. Since we are not using it as a proper probability function (i.e. we don’t need
to integrate over it), for practical purposes we can think of it in the same terms as we do when dealing with
exponential, scale-free distributions.
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words will account for a relatively huge proportion of all tokens in a corpus31 and second,
different choices for a token-type association rule will tend to concentrate their impact on
the long tail of low-frequency words, vastly altering the final size of the lexicon without
necessarily improving the lexicon coverage over the token stream in any significant way, as
shown in the next chapter.
More practically, choosing the first option listed above will produce lexicons of unman-
ageable size, while the third one suffers from the problem of propagating any errors in the
POS identification creating many very low frequency entries from unusual (i.e. erroneous)
combinations of parts of speech with lemmas, partly from the incorporation of syntactical
information in what is primarily a morphological issue of lexical normalisation.
As will be explained in further detail in chapter 2, the analysis of the POB corpus in the
rest of this work follows the second option above: using lemmas as the rule for identifying a
token’s type (though POS counts are retained for other purposes).
In any case, it is worth remembering the main results of this part of the analysis: the
definition of a lexicon, an exhaustive population of first-order units of analysis and the
normalisation of the token stream to associate each of its positions to elements in this set.
Formally, the lexicon is a set L that contains all words w1, w2, ..., wn and the normalised
stream of tokens is an ordered set T of tokens tw such that each token’s position pos(tw)
associates a token’s type w to a specific location in T .
Context definition and indexing
The second step in the analysis is the collection of distributional information for each term in
the lexicon from the locations at which its associated tokens appear in the token stream of the
corpus. This requires defining a notion of “context”, such that each token can be interpreted
as an observation that associates its term to the context indicated by its location in the
corpus’ token stream. I will refer to the compilation of all the distributional information in
a corpus for all elements in the lexicon as “indexing”.
The contexts defined for the compilation of distributional information or some aggregation
of them define the columns of the matrices that constitute the primary data structures that
31 The 135 most common words in the Brown corpus account for over half of its entire token stream,
while the 33 highest frequency lemmas in the POB corpus account for half of its token stream under the
lemma rule.
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are manipulated in the techniques discussed in this work.
Of course, the intrinsic ambiguity of the word context in conventional usage is indicative of
the slipperiness of the concept; together with the lack of theoretical support for distributional
semantics, it is to be expected that there is no universally valid operational definition
of context. In principle, how to define context will depend on the purposes for which
distributional information is collected, and owing to the diverse disciplinary origins of the
techniques discussed in this work this is also a source of great confusion in the literature for
non-specialist audiences32. Hence, this section requires particular precision, at the cost of
appearing to discuss the obvious.
There are fundamentally two generally useful definitions of context for the different
purposes of the proposed analysis: (1) as some fixed region of the corpus induced by a
continuous, non-overlapping segmentation of the token stream and (2) as a possibly non-
continuous region defined by some higher-order linguistic property that may or may not
overlap with other similarly defined regions.
By “region” here I mean a set of positions C from the positions in the entire token stream
T such that C ⊂ T and that every token tw will associate its type w to C if its position
pos(tw) ∈ C. By “segmentation” I mean a set of such regions C1, C2, ...Ck that is exhaustive
(
⋃k
i=1 Ci = T ) and disjoint (Ci ∩ Cj = ∅ ∀i, j : i 6= j). From a practical point of view, the
question about context definition revolves around the issue of determining the identity of C
from the positions in T that are contained in it.
Note that the lack of a theoretically mandated correct definition of context implies that it
is possible to use the distributional hypothesis from either of these representations of context
and their associated distributional information for semantic modeling. For example, as will
be discussed further in section 4.1, this was the specific difference between the first two
viable vectorial semantic models: Landauer and Dumais’s LSA using a fixed-region context
and Lund and Burgess’s HAL using a co-occurrence context (see below). Early discussion on
distributional semantics was somewhat dominated by the question of how different definitions
of context would correspond to different notions of semantic relatedness between words:
Sahlgren’s otherwise illuminating early review of the field is exemplary of this understanding,
linking fixed-region contexts with syntagmatic similarity and co-occurrence contexts with
32 This issue is discussed at length in chapter 4.
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paradigmatic similarity. Turney, Pantel, et al. (2010) also takes on this point in his general
review, including other context definitions that leverage higher-order linguistic features, like
dependency trees, etc.
Given the emphasis I placed in section 1.2 on the connection between different forms of
semantic relatedness and the linguistic components of social facts, it would seem like the
question about a suitable context definition should be approached from this point of view.
However, it turns out that (1) different similarity measures can be constructed from the
distributional information collected with either understanding of context (as I’ll discuss in
the next section) and that (2) the practical implications of choosing one or the other tend
to dominate the decision, since they have dire consequences from a computational costs
perspective.
The practical consequences of choosing different context definitions is given by the point
emphasised at the beginning of this section: different context choices will determine the
shape of the corresponding distributional matrix.
In the case of fixed-region contexts, and owing to the disciplinary origins of distributional
semantic models in information retrieval, each region is associated to a “document” and the
resulting matrix is known as a “term-document” matrix, in which each term is associated
with a vector of dimensionality equal to the total number of documents in the corpus, D.
This is useful for the basic tasks typically associated with the problem of information retrieval:
given an information need formulated as some combination of terms that we call a “query”,
return a set of documents that are relevant for satisfying this information need. Though
it is possible to use the distributional information in a word’s document-vector to model
its semantic information, this notion of context is specifically designed to accomplish the
opposite exercise: characterise a document from the distributional information contained in
its term-vector33 (i.e. the elements in the column-space of the term-document matrix, of
dimensionality equal to the cardinality of L).
The main practical limitation of the term-document matrix is given by its direct asso-
ciation between the number of documents D and the dimensionality of the term-vectors.
33 Which yields one of the most successful models for information retrieval: the vector-space scoring model
(Manning, Raghavan, et al., 2008, ch. 6). The prominent role of “term-vectors” in this model, the relationship
of early semantic vector models to developments in this field and the current computational reliance on
document-oriented indices as primary data source for the computation of other matrices (see Appendix D)
explains in large part the confusion prevalent in the relevant literature, as “vectors” are pervasively discussed
without further qualification.
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First, for any reasonably sized corpus, the magnitude of D is simply too big, easily reaching
the order of 107, making any linear manipulation of the “document-space” computationally
prohibitive, and any analysis based on it incapable of scaling to larger text collections.
Second, even if it were possible to easily operate on million-dimensional spaces efficiently,
the direct association between corpus regions and the dimensions of the term-document
matrix implies that any change in the number of documents will have structural consequences
for any matrix representation of the corpus. The matrix-structural consequences of any
change in the number of relevant documents means that any subsetting of the corpus for
e.g. document sampling or for comparison between different regions of the corpus will
require dealing with matrices that do not have the same shape34. As will be made clear, the
construction of pictures of states of affair from corpus data uses these subsetting operations
pervasively, so this is a major limitation of term-document representations.
In this dissertation, fixed-region contexts produced by a segmentation of the corpus
will be referred to as “documents” when referring to primary indexing units in a term-
document matrix, but most usually simply as “segments”, which formally correspond to sets
of documents (including singleton sets).
The canonical data structure used to represent the term-document matrix is an inverted
index35 that associates terms (i.e. words in most cases) to a list of postings that represent
the non-zero entries of a term’s document vector.
In the case of the alternative understanding of context, the sets of positions contained
in each C are not mapped directly to the dimensions in the resulting matrix, overcoming
the main limitation of term-document representations in that subsets of the corpus will
not yield matrix representations with a different structure. Under this notion, the identity
of C is associated not to the continuous ranges of positions that are its elements, but to
some higher-order phenomenon associated to the entire set of ranges36. This can be as
34 The mathematical consequence of this problem is that different sets of documents will correspond
to different, non-overlapping subspaces of the “document space” described by the entire term-document
matrix, as subsetting documents will translate to subsetting dimensions. This complicates any meaningful
application of the geometric metaphor enormously, as it is now necessary to produce transition maps between
different subspaces or to include additional projection steps to make them comparable, even before we begin
to deal with the alignment problem.
35 The name “inverted index” is somewhat misleading, because every index is per definition “inverted”,
but that’s how they call it.
36 This is the only other point besides lexicon construction at which results from an NLP pipeline may be
considered.
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sophisticated as certain phrasal types (pair-patterns), dependency elements in a parse-tree,
etc. but in most current applications it is defined as some function of the types of all
the tokens with positions in C. This can be understood as a closer approximation of the
distributional hypothesis, as it emphasizes a word’s company directly, rather than trying to
induce it from where it appears. The association between terms induced by the locations of
their corresponding tokens in the relative vicinity of the tokens for other terms is what we
call co-occurrence.
The notion of vicinity of a token can be defined on the same basis as fixed-context
definitions such that it includes e.g. all other tokens located within the same document37,
but in most cases it is defined in terms of a window of positions in T centered around each
(context) term’s tokens.
Formally, we define contexts to be equal to a set of windows around a word c, each
centered on the position of a token for c, tc such that a word w will be associated to the
context word c38 by the occurrence of one of its tokens tw at a position pos(tw) such that
pos(tc)− δlo <= pos(tw) <= pos(tc) + δhi, where δlo and δhi are the width of the window
before and after each tc, respectively39.
Since both w and c are words from the lexicon, the distributional information collected
in this way produces a co-occurrence matrix, which we will call X, and in which each word
w is associated to a vector of dimensionality equal to the cardinality of the lexicon40.
Consequently, the data structure that contains this understanding of context is a “term-
term” matrix. Beyond the fact that larger sets of documents will tend to contain observations
37 This leads to a particularly insightful result: if computed like this, the co-occurrence matrix X will be
equal to the matrix product of the term-document matrix D and its transpose: X = DDT .
38 Note that w and c are interchangeable.
39 Note that it is not necessary that δlo = δhi; i.e. windows can be asymmetric and this may in principle
capture different aspects of the semantic relationship between w and c. All results discussed in this work
have been produced using symmetric moving windows with δlo = δhi = 10.
40 In the strictest of senses, there is no requirement for w and c to belong to the same lexical set. This
means that different lexical normalization rules could be used to define the set of words that will define
the population of observations and the set of words that will define the set of available features for those
observations, but this is seldom done explicitly. Differences in the sets for w and c do arise as a side-effect of
lexical sampling though, as explained in more detail in chapter 3 (p. 103ff.). Note how this offers a strategy
for validation of a given token-type rule, or, what is the same, for construction of an endogenous reduction
of the set of a corpus’ terms in raw inflected form into a tighter grouping with regards to a fixed lexicon.
This can be achieved via a comparison between the mapping from raw inflected forms and the entries in the
normalized set and the mapping induced via clustering the raw inflected forms into the same number of
groups as the cardinality of L and comparing the results. Note that when w and c are taken from the same
lexical set (virtually always), the co-occurrence matrix X will be square, with all associated advantages, but
this is not a requirement and, strictly, should not be assumed.
39
for larger subsets of L, the number of dimensions in this matrix representation of a corpus
has no connection to the number of documents in the corpus or any subset of it, meaning
that an arbitrary sample of documents will always be represented as a matrix with similar
structure41.
This produces the primary data structure that will be used to construct the higher-order
mathematical structures that form the bases for subsequent analyses, depending on how the
information contained in this matrix is produced and interpreted.
The inverted index is still of tremendous use, because it is the natural way in which
additional non-textual data may be associated to different corpus segments (i.e. “documents”)
in order to encode its provenance: the point in time at which it was produced and any
additional non-textual context data that may play a role in the analysis. From this point
of view, an inverted index may be considered a type of text-oriented database, useful for
any necessary manipulation prior to the production of the term-term co-occurrence matrices
that are the basis for further analysis42. Term-document matrices are also useful for the
aggregation of distributional patterns across gross corpus segments e.g. years across a
time-oriented corpus. The lexical analysis in the following chapter is based on this usage,
similar to the technique used in Rule et al. (2015) for periodisation of the SOTU corpus.
Production of the co-occurrence matrix
The third step in the analysis is the definition of the function that will be used for computation
of the values contained in the co-occurrence matrix, X. These represent the strength of
association between words and contexts and is the basis for all further transformations.
The definition of this function will determine the coefficients that are contained in the
41 In this sense, a term-term matrix can be thought of as a “collapsed” version of the term-document
matrix, in that the (term-vectors of the) documents in the corpus are “folded”, in a way, to spread the
distributional information for each term in the document as loadings for that term on all the other terms
as the coefficients of the row-space vectors of X, for every document in the set (cfr. footnote 37, supra).
Mathematically, this can be interpreted to mean that any arbitrary set of documents can be represented by
a matrix describing the same space, eliminating the need for transition maps or additional projections for
comparison between different samples of documents. In other words, the representations of a given word
induced from the data in a given set of documents is not taken to make up a different space, but merely
different locations in the same space. We will usually call this the “distributional” space. Also note that this
implies that co-occurrence collection is invariant under corpus size, at least in its storage costs. This is a
major advantage, because it allows the analysis to scale up to corpora of arbitrary size.
42 See Appendix D for further discussion of the relationship between inverted indices and co-occurrence
matrices as used in the analysis for this work. In the software produced for this dissertation, co-occurrence
counts are always collected over a set of documents, and these sets are defined using provenance data as
contained in the term-document matrix from an index.
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matrices that constitute the primary data structure that are manipulated in the techniques
discussed in this work.
The simplest functional form for the association between a term and a context is to
simply count the number of times that the word w appears in the context c, i.e. its term
frequency:
Xw,c = |{C ⊂ T : ∃tw ∈ C}|
Where C is the set of token stream regions associated to c that contain a token tw for w.
Simple counts like these discard all information beyond the number of times a token
pointing to a given term occurs in a given context, and are thus known as bag-of-word
models, because they treat contexts as unordered sets of tokens.
In general, the positional information discarded by bag-of-word models is useful to the
extent that some semantic information is encoded in the relative locations of words to each
other. E.g. some information is encoded in language via grammatical rules that impose
some constraints on the relative positions in which words may appear in a sentence43.
The incorporation of positional information is generally not available when contexts are
defined as documents, independent of the form chosen for the primary matrix44. When
contexts are defined as regions in the vicinity of other terms, positional information may be
incorporated by a factor that takes into account the differences between the positions of tw
and the locations of tc around which the moving windows for c are defined. In this case, the
value of the entries in the co-occurrence matrix X will be equal to the sum of the values of a
function f of the position of a word w’s tokens tw and the position of a token for a context





where C = {∀tc : pos(tc)− δlo <= pos(tw) <= pos(tc) + δhi}, i. e. the set of all tokens for
word c that occur in the vicinity of (i.e. inside the moving window centered on) a token for
word w.
43 This is of course not language-invariant, and may be more or less relevant depending on the reliance of
a language’s grammar on word order versus morphological inflection.
44 Though there are some options available for this; see Sahlgren et al. (2008) and Recchia et al. (2015)
for a process that incorporates positional information as permutations of random context vectors.
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Counting functions with structures similar to this are used for the computation of the
co-occurrence matrix in e.g. Pennington et al. (2014), in which f = 1|pos(tw)−pos(tc)|
45.
It is important to note at this point that independently of how sophisticated the counting
function may be, the compilation of the co-occurrence matrix always implies a loss of
information when compared to other corpus representations. For example, it is always
possible to reconstruct the original token stream from a “full” inverted index46, but it is not
possible to perform the same exercise from the collapsed representation of an inverted index
contained in the co-occurrence matrix47.
This highlights what could be considered the central idea of the entire methodological
framework proposed in this dissertation: no information that is not included in the distri-
butional matrix X is allowed to play any part in any analytical exercise beyond this point,
so this function should always considered to be not reversible; there is no going back after
computing the co-occurrence matrix and whatever information is discarded by the counting
function will be lost and not available at all.
As I have already mentioned, X is the primary data structure at the basis of most
semantic models and related computational analyses, and the primary data structure for all
analyses in this methodological framework.
From this point on, we can stop thinking in terms of character or token streams and
sequence or counting functions, and deal exclusively with matrices; a much more elegant
tool to tackle more civilised problems.
There are a few notable characteristics of X. First, even though its dimensionality bears
45 Which is the general counting function used for the production of all versions of X in this work, unless
clearly stated otherwise. The implementation of the counting function in the cooccurrence collection module
of the Lector package produced as a companion to this dissertation accepts arbitrary counting functions
taking w, c, pos(tw) and pos(tc) as parameters. See Appendix D for additional details.
46 A “full” inverted index is one that includes positions for each entry in its postings lists. In this case, the
inverted index can be thought of as a loss-less compression of the token stream, which can then be recovered
from the posting lists in the index. This operation is called, unsurprisingly, “un-inverting the index”. The
raw textual source can then be reproduced in full, if the token-type function used to induce the lexicon from
the raw inflected terms is reversible. This is usually not the case, requiring the production of a map that
retains the connection between raw forms and normalized forms at the moment of application of a lexical
normalization rule if this operation is to be carried out. This is in general only necessary if fast access to raw
forms is required by subsequent analyses, for e.g. implementing additional NLP tasks; in general it is much
easier to perform all of these operations at the time of constructing an index and avoid dealing with raw
forms that have not passed through a standard normalisation process. Alternatively, in most practical cases,
it is simply easier to look up a token’s raw form directly in the source material, assuming character stream
normalization was carried out correctly.
47 This may be mitigated somehow by using non-scalar valued functions for f , in which case X is not a
matrix, but some higher order tensor (also known in as an n-dimensional array). This would seem to offer an
indication of a more suitable data structure for semantic analysis than an inverted index, but I have not yet
explored this idea further.
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no relationship to the size of the corpus (being an instance of a term-term matrix), it must
be remembered that it still is of considerable size, as its rows and columns are both defined
by the size of a corpus’ lexicon48 and this is usually at least in the order of 105, meaning a
full instantiation of X will have in the order of 1010 entries49.
However, Zipf’s law also dictates the main feature of X: it is extremely sparse, as it
is populated mostly by zeros and dominated by co-occurrences between the most frequent
words50.
Analytically, Zipf’s law makes it necessary to apply some form of weighting to moderate
the effect of the extreme differences in relative frequency across different elements in the
lexicon. This is generally implemented as some point-wise function over the entries in X,
which is relevant because point-wise functions over a sparse matrix maintain their sparsity,
unlike linear-algebraic operations over the row- or column- vectors in X, which generally
do not51. From a more analytical point of view given by the framework discussed above,
point-wise functions that modulate the shape of the co-occurrence matrix as a weighting
operation will generally yield values that model first-order similarities, based on syntagmatic
relationships of direct co-occurrence, while linear algebraic operations over the row-vectors
in X will generally yield values that model higher-order similarities, like the ones based on
paradigmatic relationships of complementarity. This is discussed in the next section.
Weighting functions are a mapping from the distributional space described by X to itself:
X → X.
There are many variations for weighting functions. The review of different co-occurrence
retrieval functions by Weeds and Weir (2005) includes a rather comprehensive catalogue.
The canonical weighting strategy in most current work is the point-wise mutual information
48 Or some set of comparable cardinality. See footnote 40, supra.
49 I.e. it would occupy around 80GB if stored using double-precision floating point numbers. As the
discussion in the rest of the dissertation will eventually show, having to instantiate a full version of X (which
in this regard I will usually call “distance matrix”) is assumed to be prohibitively expensive and avoided at
all cost.
50 The proportion of non-zero entries in a sparse matrix is known as its saturation rate. The co-occurrence
matrix for the entire POB corpus has a saturation rate of 6%, consisting of merely 4.8e8 actual entries
instead of the ∼ 5e10 theoretically available entries. Just as the 33 most frequent words in the POB account
for 50% of the total mass of in the term frequency distribution of the POB lexicon, the sum of the entries in
X corresponding to co-occurrences between the same most-frequent words accounts for 99, 89% of the total
mass in the co-occurrence matrix for the POB.
51 This is because point-wise operations will produce the same value for all (non-realised) zeros in the
sparse co-occurrence matrix, which means that these functions may be computed correctly considering only
the non-zero entries.
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between words, PMI (Church and Hanks, 1990). This is sometimes modified to exclude
negative values52, yielding a positive point-wise mutual information matrix, (P )PMI53.




or the logarithm of the ratio between the observed co-occurrence between words i and j
as a proportion of all observed co-occurrences and the expected co-occurrence between i
and j under an assumption of independence. The bounds for PMI are −∞ ≤ pmi(i, j) ≤
min(−log(P (i)),−log(P (j)). Positive values indicate words that co-occur together more
often than what would be expected by chance with its maximum indicating words that
always occur together, negative values indicate words that occur together less often than
would be expected by chance with its minimum indicating words that never occur together,
and 0 indicates complete independence. The truncated version excluding negative values
is normally computed by a simple shift of the logarithm by 1. See Appendix B for a more
thorough discussion of weighting functions, including several variants of the PMI.
As shown by the experiments carried out by Levy et al., the PMI matrix can be used
directly for some semantic tasks but this is generally limited to baseline comparisons for
more sophisticated models because in addition to the computational issues discussed above,
sparse high-dimensional data-sets are generally not well-behaved54, providing an additional
motivation for their projection into other mathematical structures.
The use of PMI-like measures is so widespread at this point, that the literature generally
refers to the term-term PMI matrix and the co-occurrence matrix X interchangeably. I
will follow this convention and will generally use X to refer to matrices describing any
distributional space computed from raw co-occurrence counts or as a point-wise function
52 There is no general consensus about the proper interpretation of negative PMI values in the context
of semantic modelling. In brief, positive PMI values indicate words that co-occur more than what would
be expected by chance, while negative PMI values indicate words that co-occur less than what could be
expected by chance. However, it is not clear how to interpret this from a semantic point of view. In general,
empirical validation seems to indicate that the inclusion of negative values does not incorporate much useful
information while theoretically, we should expect lower-than-expected co-occurrence to be as significant as
higher-than-expected co-occurrence since they would signal the existence of some (grammatical) exclusion
rule between words, which may or may not be related to paradigmatic similarity based on complementarity.
53 The PMI is also sometimes normalised in order to prevent co-occurrences from very low frequency
words from dominating over co-occurrences from higher frequency words (Bouma, 2009). Since the canonical
normalisation of the PMI for two words depends on the self-information of one of the words, the normalised
value is not reciprocal, so usage of normalised PMI values is less common, as it breaks the symmetry of X
adding some further complications, but there are ways around them.
54 One of the many problems labelled as the “curse of dimensionality”.
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of raw co-occurrence counts. Unless stated otherwise, in the following discussion this
computation will always consist in the truncated point-wise mutual information between
words in L and context words55
Projection
As mentioned repeatedly above, X holds all the relevant distributional information contained
in a corpus for all elements of its associated lexicon, such that it is sufficient to sustain an
operationalisation of the distributional hypothesis capable of modelling the semantic content
of a corpus.
However, its extreme sparsity and very high dimensionality make it a very unfriendly
object of analysis, motivating some form of projection into a more concise and generally
more analytically powerful mathematical structure.
More formally, and as mentioned in passing above, X contains a description of a distri-
butional space of dimensionality equal to the cardinality of the lexicon. By projection, I
will refer to some (possibly non-linear) mapping of this distributional space to a “semantic
space”: X → S.
In the context of the framework proposed in this dissertation, S will correspond to
the pictures of states of affairs that will allow for a direct measure of significance of the
transitions between them.
There are many ways in which one can define an X → S projection, based on different
understandings of how S —the theoretical semantic space of natural human languages— looks
like and what relationship it maintains to the usage patterns that produce the distribution
of words contained in a corpus. This is partially related to the extent to which a given
projection relies on the distributional hypothesis and/or the geometric metaphor, and will
determine the general structure of the resulting representation of S, the different operations
it allows and, in the context of this dissertation, the strategies available for solving the
mapping and alignment problems that need to be resolved in order to associate elements in
S to sociologically relevant entities.
We are primarily interested in two different strategies for projection that subject X
to different operations. The first one is the production of semantic networks from the
55 Which in this case are also extracted from L, but see footnote 40.
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computation of some similarity measure between the distributional vectors in X for every
word in the lexicon, and the interpretation of the resulting distance or similarity matrix as
an adjacency matrix describing a graph. The second one is the result of embedding each
word in the lexicon into a dense vector-space of arbitrary dimensionality, the inner product
of which should approximate the coefficients contained in X.
Beyond the superficial similarity between both approaches given by their reliance on
some pair-wise function between the rows of X, the procedures for producing one or the
other differ dramatically, specifically in the role that such function plays.
In the first approach, a similarity or distance function is defined as some vector product
f(wi, wj)→ S that measures the extent to which the vectors for wi and wj share the same
features (i.e. the same patterns of occurrence of wi and wj across the entire corpus). Then
a distance/similarity matrix is constructed from the pair-wise computation of this measure
across the relevant words, and the resulting matrix interpreted as an adjacency matrix
containing the strength of association between words that will determine the weights of the
edges in a graph. Since the extent function will yield some value for all (i, j) pairs in the
lexicon, the graph corresponding to this adjacency matrix will be saturated i.e. all possible
edges in the resulting graph will be realised, generally necessitating a “pruning” process to
remove less relevant, redundant edges. In this sense, this projection strategy follows a two
step process: first compute a distance matrix from the given extent function, then prune the
resulting graph to remove redundant non-significant edges. From a computational point of
view, this strategy faces a severe limitation to the extent that it requires the computation of
a full distance matrix.
Unlike weighting functions, which are applied point-wise on the entries of X, extent
functions are by definition not point-wise operations, but operations over the row-vectors in
X which will not maintain its sparsity: word pairs that contain 0 values in X will not obtain
the same value from the extent function, as this value will not depend on the point-wise
0 entry for that pair, but on some vector-product of the corresponding rows in X. Hence,
computing the distance matrix for the full lexicon would produce a memory explosion that
makes it generally prohibitive. This makes it necessary to introduce some form of lexical
sampling to dramatically reduce the size of the lexical set over which the semantic network
can be produced. We have then that this approach is characterised by three procedures
that are, again, mostly independent of each other: Lexical sampling, computation of the
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distance/similarity matrix and edge pruning. In this approach, S is a graph, and the mapping
and alignment problems are solved by exploiting the structural properties of this graph.
Chapter 3 discusses semantic networks in full.
In the second approach, X is considered to be the result of an inner product of the semantic
space with itself, and used to produce a set of word vectors of arbitrary dimensionality
such that the pair-wise application of some inner product defined over this arbitrary vector
space will approximate the observed values in X. The resulting vector space is known as
an “embedding” because the exercise can be interpreted as immersing the high dimensional
distributional space in a lower dimensional vector space that should, in principle, capture
the semantic information contained in the distributional space. The procedure relies on two,
mostly independent steps: First, the definition of an inner product function F that seeks
to operationalise some theory of meaning in a functional form; that is, F is a functional
specification of a theory of meaning that operationalises principles such as the distributional
hypothesis, such that F (S) = X + ε. Second, an optimisation procedure is applied in
order to find a value for S that minimises the error ε between F (S) and X; argminS ε =
E(F (S), X) for some error function E. This should be immediately recognisable to readers
with some familiarity with multivariate regression and other related techniques widely in
use in sociological research: it is not unlike the procedure by which the coefficients for the
functional specification of a regression model are found from minimisation of some error
function against an empirical correlation matrix. And this should also point to the fact that
both steps in the process are mostly independent, as the definition of the inner product
function F (S)→ X imposes no constraints over which optimisation procedure to use, beyond
its necessary relationship to E. From a computational point of view, this approach enjoys the
advantage that at no point is a full distance matrix between the row-vectors in X actually
computed, eliminating the need for lexical sampling. On the other hand, it suffers from the
inherent difficulty of any optimisation problem, in that finding a version of S that minimises
ε is generally computationally expensive, but there are many possible avenues to address
this problem. In this approach, S is a (metric) vector space of arbitrary dimensionality
several orders of magnitude smaller than the original dimensionality of X, and the mapping
and alignment problems are solved by exploiting the internal linear structures of this vector
space.




“Edward Rogers Faning was indicted for stealing, on
the 18th of December, at St. Andrew, Holborn, 2 coats,
value 4l. 16s.; 2 shawls, value 15s., and 1 waistcoat,
value 15s., the goods of Edward Faning, in his
dwelling-house; to which he pleaded Guilty - Death.
Aged 19.”
—Trial record t18320105-8, January 5th, 1832.
“Francis Russel, a Boy of about 8 years of Age, was
Indicted for picking eleven Guineas, and seven shillings
in silver out of a Gentlewoman’s Pocket near St.
Dunstans Church. Convicted of the same by his own
Confession. Death. See summary.”
— Trial record t16810520-6, May 20th, 1681.
The previous chapter presented the theoretical and methodological bases of the approach
presented in this dissertation for the application of computational text analysis to the study
of material social facts. But a methodological strategy also establishes a specific relationship
to the primary data sources it may be applied to, in two relevant senses: it imposes some
constraints over the choice of primary data that will best serve its objectives, and it faces
some constraints over the available modelling choices from the general characteristics of the
data.
This chapter addresses both questions, with particular emphasis on the second: the
general characteristics of linguistic corpora data, the challenges it presents to the analysis,
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and the preliminary results that can be obtained from exploratory analysis of a suitable
corpus in order to establish some notion of its superficial characteristics as a baseline for
later comparisons.
Through the exposition, I will demonstrate concretely many of the operations discussed
in abstract in the previous chapter, up to the construction of the co-occurrence matrix, X.
The projection of X into different versions of S which forms the core of the proposed analytic
strategy will be presented in the following two chapters.
2.1 Narrative horizons
The discussion so far has centred on the general requirements of the proposed analytical
strategy in terms of (1) a theory of text as material artefact; (2) the relationship between
text and social facts that allows for its utilisation as a data source about non-discursive
phenomena and (3) the emphasis imposed by this relationship on the issues that dominate
the process by which agentive functions are actualised in language —related mostly to
paradigmatic semantic relations of complementarity— rather than on the topical issues
that dominate the study of discursive phenomena —related mostly to syntagmatic semantic
relationships of direct co-occurrence.
In addition to these analytical requirements, the proposed approach also indicates the
type of textual sources that would best serve its objectives. In brief, even though the actual
methodology presented in this work is applicable to any kind of text, not every textual source
will be equally useful for the general objective of studying changes in material social processes;
that is, some sources will bear a closer relationship to social practices per opposition to
discursive action than others.
The fundamental dimension along which variations in different textual sources will
determine their degree of usefulness for the purposes of the proposed approach is given by
the degree to which they incorporate a narrative in the process by which the social practices
that surround their production determine their content. In Danto’s terms, we can think of
this feature of socially produced text (i.e. all text) in terms of the distance that separates
whatever account of the social world is contained in a given textual artefact from the account
that we could reasonably expect to make up his “ideal chronicle”.
I will refer to this as a text’s narrative horizon, in order to highlight the theoretical
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origins of the idea.
In a sense, by “narrative horizon” I fundamentally refer to the extent to which the content
of a given source consists of an strategic use of language as discourse per opposition to a
factual description of social practices. Evidently, this distinction is not easy to establish on a
clear formal basis —though it should be intuitive enough to understand what I mean— but
a decent heuristic criterion is given by a simple question: The extent to which knowledge
about the identity of a text’s author is necessary for its proper understanding.
Brushing aside a large discussion around whether any text can be properly understood
without knowledge about its author, the above heuristic criterion generally determines that
we will be more interested in textual sources that are produced as a by-product of social
practices, rather than as a social action in itself. In other words, and following with the idea
of an archaeology of text introduced in the previous chapter, we are generally more interested
in the textual “remains” of social facts, and generally not in text the production of which is in
itself a form of social action because of their strategic discursive function. Legal documents,
administrative records, commercial ledgers and travel logs, medical records, and in general
any text that seeks to document an occurrence (particularly if it is of an institutional nature)
are considered to have a “short” narrative horizon and are generally more interesting than
personal letters, speeches, epistles, opinion pieces, and in general any text that seeks to
communicate a determined point of view, however indirectly, which I consider to have a
“long” narrative horizon. This is of course only a conceptual distinction, as no text can
be properly disentangled from the personal characteristics of its author, just as we should
consider all text to be “socially produced”: however short a given text’s narrative horizon
may be, it still has some extension. But it works as an intuitive notion of the criteria that
will determine the type of sources that will be most useful for the type of analysis presented
in this work.
I will encapsulate this discussion under the conceptual label of “narrative horizon”, and
assert that the objectives pursued by this approach will be best served by sources that have
a shorter narrative horizon.
In addition to this theoretically mandated criterion, there is an additional practical
criterion, necessitated by the more specific objective of using the techniques presented in this
work for the construction of pictures of states of affairs: The textual sources should provide
a sufficiently detailed description covering a sufficiently long period of time. Sufficiently
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detailed, because we need the corpus to be capable of sustaining time-wise partitions with
enough observations (i.e. word length) to produce “fully focused” pictures of the state of
affairs at different points in time, i.e. we need to avoid “running out of degrees of freedom”
as this would be called in traditional statistical analysis1. Sufficiently long, because the
type of processes that we are mainly interested in are slow-moving, profound yet subtle
transformations, the effects of which will only become apparent when observed across long
stretches of time (i.e. centuries).
With these considerations, we can say that the ideal source of textual data will be given
by a continuous archive of institutional, ideally bureaucratic text produced primarily as
detailed documentation of a definite population of more or less stable and comparable social
facts across a couple of centuries.
2.2 The Proceedings of the Old Bailey
News from Newgate: or, An Exact and true Accompt of the most Remarkable,
tryals of Several Notorious Malefactors: At the Gaol delivery of Newgate,
holden for the city of London, and county of Middlsex. In the Old Baily,
on Wednesday and Thursday the 29th and 30th of April, and on Friday and
Saturday the 1st. and 2d. of May, 1674.
These are the opening words of the oldest surviving issue of The Proceedings of the Old
Bailey (POB), a serialised publication of accounts of the criminal trials seen by the Central
Criminal Court of the counties of Middlesex and London, published continuously with few
interruptions between the late sixteenth century and April 4th, 1913. The POB started out
as a form of printed written entertainment, inexpensively priced and targeted to a popular
audience as part of the explosion of popular criminal literature in England in the 1670s2.
Early editions were fundamentally pamphlets containing a rather eclectic selection of the
most notorious criminal trials, excluding many that “would be too tedious to insert”, owing
1 The perceptive reader will have noticed by now that the proposed approach, based on the analysis
of co-occurrence matrices of dimensionality equal to the cardinality of the lexicon set squared, has many
degrees of freedom, particularly since, as explained in section 68, the basic exercise is analytically similar to
the factorisation of correlation matrices. I.e. we need text of word lengths in the order of millions.
2 This includes a sister corpus to the POB: The Ordinary of Newgate’s Accounts, documenting the
biographies of criminals executed at Newgate prison. Note that text in this collection has a much longer
narrative horizon, as they are “moral stories” compiled by the chaplain (the “ordinary”) of Newgate through
interviews with those about to be executed.
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to its commercial motivation. The earliest surviving issue dates from the court session of
April 29th, 1674, but starting in 1678 issues were published for every session of the court,
some ten per year, by several different publishers. In its origins, the POB had a sensationalist
approach and were very selective about which trials were published in a summarised and
highly edited version. The publication of trial proceedings was first regulated by the Court
of Aldermen of the City in January 1679, requiring authorisation from the Lord Mayour and
the other Justices of the court for publication.
From 1712 on the POB started to include some verbatim witness testimony, mostly for
trials that were thought to be particularly entertaining. Starting in the 1730s, the POB
started to transform from popular entertainment to legal record of the proceedings of the
court, possibly owing to its declining commercial viability. By 1778, the city demanded the
POB should contain a “true, fair and perfect narrative” of all the trials, and increasingly
became the de-facto official record of the court, even forming the basis of the Recorder’s
report to the King on which criminals should be pardoned. As a result, the length of the
reports increased significantly and publication ceased to be commercially viable, requiring
a subsidy for the first time in 1787. By this time publication had become targeted to a
legal audience, and reports included an exhaustive account of every trial seen by the court,
including more or less full transcriptions of the spoken words of witnesses, prosecutors,
defendants and justices.
The Central Criminal Court Act of 1834 changed the name of the court and expanded
its jurisdiction to the whole of England. Accordingly, the title of the POB changed to the
Central Criminal Court Sessions Papers, and it became a publicly funded publication for the
use of court officials. From 1905 to the end of publication, the POB was published by a single
publisher after a tendering process, and distributed exclusively on an annual subscription
basis. Publication ceased in February 1913. By then the POB had only 20 subscribers.
Ever since its original publication, the POB has been used as the single most relevant
source for legal historians into the social relations, crime and policing in 18th century England.
It has been studied profusely through a combination of close reading and statistical sampling,
though it has been mostly ignored by historians of the 19th century or outside the legal
history profession (Hitchcock and Turkel, 2016)3.
3 See footnote 9, infra.
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With a total of 127, 146, 394 words, the POB corpus is the single largest collection of
accurately transcribed historical text currently available in electronic format thanks to the
efforts of the the Old Bailey Online (OBO) project; a collaboration between the University
of Hertfordshire, the University of Sheffield and the Open University with funding from the
United Kingdom’s Arts and Humanities Research Council. The OBO project makes available
the entire collection of the 2, 163 known surviving issues of the POB in XML format, encoded
in a rather antiquated version of the TEI encoding schema4.
The POB includes more or less accurate accounts of 197, 752 criminal trials, covering a
more or less continuous period of 240 years (e.g. no known surviving issues exist for 1701
and 1705).
The electronic version of the POB corpus made available by the OBO project also
includes structured information in the form of mark-up identifying 211, 203 chunks of text
describing criminal offences, 223, 243 chunks of text describing verdicts, 169, 248 chunks
describing punishments, 71, 172 chunks corresponding to place names and 1, 212, 456 chunks
corresponding to personal names. The legal entities (offences, verdicts and punishments) are
classified in a non-contemporary two level hierarchical categorisation, and the personal names
include a categorisation of the role played by the alluded person in the corresponding trial
(victim, defendant or witness), though this is far from consistent. Some general historical
trends can be appreciated from simple tallies of the structured information contained in the
POB for its covered period of 240 years as shown in Figure 2.1, presented here for illustrative
purposes on the type and evolution of the structured information contained in the OBO
mark-up.
It must be emphasised that these numbers all refer to “chunks of text”, not to actual
entities in the world. A mapping from these chunks of text to objects in the world may be
more or less straightforward: it is rather conservative to expect each “Trial Account” to
correspond to one specific trial with a known time and place, a little less so to expect each
offence description to correspond to a specific occurrence of criminal activity, but it is much
more adventurous to assume each person name to correspond to one specific individual.
In addition, the utilisation of the structured information contained in the archive for
4 More precisely, an extremely simplified version of the now ancient version 2 of the TEI (an incompatible
version 6 is currently under review; the most widely used TEI version is version 5). See Appendix E for the
details of parsing the XML content of the OBO archive.
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Figure 2.1: General historical trends in Old Bailey trials as a proportion of all trials
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sociological statistical analysis is highly problematic, for two reasons: First, the encoding
of information in the electronic version of the corpus is not consistent across the entire
collection and is particularly poor in the section of the archive covering the period following
the passage of the Central Criminal Court Act of 1837, mostly due to a change from manual
encoding to an automatic encoding strategy. This resulted in a large drop in the amount of
available data encoded as marked entities in the text, which is in any case unreliable.
But apart from this rather unfortunate loss of data due to deficiencies in the electronic
encoding of the structured information in the corpus5, there is an additional reason to be
profoundly sceptical of data about criminality like the ones contained in the POB, related to
the nature of crime. It has been made clear to me that this requires a brief digression.
In short, the problem with criminal statistics is that “crime” does not constitute in
itself a proper object of study. There is no such thing as crime as an event that happens
in the world to which there may be some form of institutional reaction: The institutional
reaction itself constitutes the crime. This is very often forgotten in discussions about crime
in general6, as it is assumed that there is a class of events that we can identify as criminal
with independence of the operation of the criminal system7 (i.e. before the police shows up).
There is no such thing. “Innocent until proven guilty” is not only a legal principle for the
protection of the rights of citizens against the punitive action of the state, it implies that
there is no crime committed until a judge determines that a given action is constitutive of a
crime. In other words, “crime” is the result of three elements, each of which is intrinsically
necessary for a given event to be considered criminal: A rule; an individual that executes an
action; and an individual or institutional actor that determines this particular action to be
constitutive of a transgression of that particular rule and in turn acts in the name of the
5 It must be noted that these “deficiencies” refer exclusively to their usefulness for statistical analysis of
long trends, as the structured information produce on the POB by the OBO project is much less reliable
than its raw textual data. The OBO is by far the highest quality electronic transcription of a massive,
non-curated, single-source textual archive, in large part thanks to its excruciating process of manual “double
entry re-keying” which yields an accuracy rate of 99.9%. By comparison, a comparable corpus like the British
Library’s Nineteenth Century Newspaper Collection has an accuracy rate of 68.4% (Hitchcock and Turkel,
op. cit.). It must also be noted that the encoding of structured information in the OBO version of the POB,
however deficietary it may be, is only possible because of this impressive accuracy rate, and even though it
may not serve to sustain the level of stability required for statistical analysis of long trends, it is extremely
valuable as metadata for the textual content, as discussed below.
6 And particularly in the criminological literature that seems to be obsessed with answering a “crimino-
genic” question about the “origins” of crime.
7 This is partially necessitated by the requirements of the epidemiological approaches usually deployed for
the study of “crime”, mostly for policy-related reasons, like measuring the effectiveness of “crime prevention”
policies.
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rule to declare the act as a crime. Only after this normative sanction does the conduct in
question become criminal. Until then, it is just some conduct. Or, to be more precise, it is
a conduct that does not differ from any other type of conduct in itself, and in any case, it
does not differ in a sociologically meaningful way from non-criminal conduct8. The debate
about the status of so-called “white collar” crime in the criminological literature should be
sufficient evidence about the eminently arbitrary definition and politically motivated use of
the concept.
The value of the POB corpus is not given by its content of criminological information, but
by two elements which are generally not of criminological interest: First, the POB contains
accounts of criminal trials; that is, the specific moment at which a brute fact in the world of
which we only know because of its facticity is brought into an institutional setting that has
no reality beyond the purely symbolic forms of legal norms in order to be subsumed under
a normatively defined category: “crime”. In this sense, the POB contains a time-ordered
record of a defined population of comparable entities across a 240 year period, namely the
more or less stable and comparable instances of the process by which the Serlean imputation
of agentive functions to social facts is performed.
Second, and in a sense more relevant to the sceptical reader mentioned in the introduction
that may have no interest in Serlean brute facts and agentive functions, the specific way in
which trial accounts are recorded in the POB makes it a perfect textual source in terms of
the discussion of the preceding section: Most of the content in the POB corpus is verbatim
witness testimony. That is, most of the text in this archive corresponds specifically to
descriptions of social practices by first hand participants. Even more, these descriptions
of social practices have a particularly short narrative horizon, imposed by the operational
requirements of the legal system, that seeks to separate factual accounts of potentially
criminal activity from their legal interpretation. I.e. precisely because the population of
events recorded in the POB consists of the process by which agentive functions are associated
to brute facts, the actual descriptions of the social practices that are associated to the brute
facts in question is purposefully limited in the narrative horizon that they allow, and this
was rigorously enforced by court officials, as a reading of some of them illustrates:
8 With the rather important Weberian caveat that, to the extent that conduct is action and action is
determined by its intended meaning, the actual or expected operation of a criminal system will have an
effect on some of the relevant conducts via its anticipation by social actors. However, none of this enters into
consideration in usual discussions about “crime”, and it certainly does not impose a clear-cut categorical
delimitation of “crime” as a clearly defined class of social facts that we should be sociologically interested in.
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Mary Eldridge told me she had a Bundle left her by the Prisoner, and she was
offended with the Smell of it. I thought, as the Prisoner was a Servant to a
Butcher, she might have bundled up a Joint of Meat, and so I advised Eldridge
not to conceal it: So it was carry’d to Heston Church House, and I was by when
it was opened. There was in the Bundle a Shift and some Aprons, and a colour’d
Apron next the Child, which was a Female, and which the Prisoner own’d to have
been hers. She confess’d she had given Eldridge the Bundle to keep for her, and
had ordered her to let no Body see it. (Trial record t17361208-10, December
8th, 1736)
It is not surprising that the “entertainment value” of the POB fell dramatically as the
rigour and exhaustiveness of its coverage of court proceedings increased: in our terms, the
progressive transformation of the POB from popular entertainment to legal record should be
seen as a progressive shortening of its narrative horizon9.
Even though the value of the POB as a textual data source for the approach presented in
this dissertation is given mostly by the actual content of the text contained in it rather than
the named entities that are identified through its electronic encoding, these entities will play
a fundamental role in subsequent analyses: they make it possible to define complementary
document samples that run cross-sectionally across the time dimension, establishing several
axes of comparison. The four panels in Figure 2.1 present general trends about four distinct
sources of variation of the different trial accounts that we can reasonable expect to determine
differences between them that are relevant from a sociological point of view and that illustrate
the kind of baseline comparisons that can be constructed over a textual corpus taking into
account the provenance of the documents contained in it.
To clarify: by “provenance” of the textual sources I refer to any non-textual data that
can be used to associate corpus segments to different document sets that can be taken
to represent different samples of events from the stable population of comparable social
facts that are contained in a corpus of the required characteristics as a whole. The most
9 Trying to explain from this the relative lack of interest in the POB by historians of the nineteenth
century would require a number of assumptions about what historians consider useful for their work, and the
oblique relationship that this may or may not have to a sources “narrative horizon”. My own prejudices
about traditional historiography work may get in the way of intellectual honesty in such an exercise, but the
coincidence between the change in tone and extension in the POB and the rather complete lack of attention
it has received for study of the nineteenth century per opposition of the wide attention it has received for
study of the eigteenth is at least suggesting of some connection in this direction.
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relevant form of provenance data for the application of text analysis to historical research is,
unsurprisingly, the date of its production i.e. its location in time. But any distinction that
can be imposed over different corpus segments from non-textual data can be leveraged to set
up an axis of comparison. Methodologically, the date occupies no special status.
For the analysis of the POB corpus, the relevant provenance information associated with
the trends presented in the four panels of Figure 2.1 consist of: (1) The violent nature of
the relevant social interaction, operationalised from the classification of different offence
descriptions into current criminal types; (2) the corporal nature of the punishments imposed
by the court; (3) the participation of women either as defendant, victim or both in a criminal
trial and (4) the presence of collective action in the form of groups of either defendants,
victims or both in a criminal trial10.
With regards to the time dimension, there are four relevant points in time that should be
kept under consideration for subsequent analyses, as they introduced changes either in the
form of publication of the POB, or in the operation of the court. The first is associated to the
expansion of court dealings coverage by the POB in 1729, that greatly expanded its content
of verbatim witness testimony after this had begun to be included in 1712, and is labelled as
“expansion”. The second is associated to the introduction of the requirement for an exhaustive
account of all criminal trials in 1778 that ended the practice of editorial selection of cases by
the publisher, and is labelled as “regulation”. These two refer specifically to changes in the
selection of cases into the POB and are marked by red lines in all time series-plots. The
third one refers to the passing of the Central Criminal Court Act of 1837, that transformed
the venerable Old Bailey court from medieval times into the Central Criminal Court and
expanded its jurisdiction to the whole of England, and is labelled as “CCC act”. The fourth
and final relevant point in time is given by the passing of the Offences Against the Person
Act of 1861 that consolidated a number of traditional criminal rules into a codified system
of statutory criminal law into what was, until then, a primarily consuetudinary criminal
system. It is labelled as “OAP act”. These last two refer to changes in the operation of the
court rather than the process by which trials were selected for inclusion in the POB and are
marked by blue lines in all time-series plots.
I will come back on the uses of provenance data in section 2.4, below.
10 Note that presence of women or groups in any other capacity in a trial (e.g. witnesses) does not count
for the definition of either of these corpus samples.
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Figure 2.2: Text data amounts in Old Bailey trials
2.3 The evolution of an historical corpus
The publication history of the POB and its relationship with what actually transpired at
court can already be appreciated with a quick glance at the sheer amount of text recorded
in the corpus for each year. Figure 2.2 shows the evolution of the number of trials, the word
length of the POB, and the number of paragraphs per trial across the 240 year period.
As can be appreciated in the second panel, the origins of the POB as a short popular
pamphlet are evident in the trial paragraph distributions in the early period prior to its 1729
expansion, dominated by brief reports of a few trials no more than one or two paragraphs in
length.
The long middle period between 1730 and the passage of the Central Criminal Court act
in 1837 represent the most stable and consistent segment of the POB, characterised by a
more detailed reporting of each trial. Panel one also shows the effect that the requirement
of exhaustiveness introduced in 1778 had on the style of the POB, as the median paragraph
length remained more or less stable, but the total number of words shows a considerable
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increase. Starting in the 1800s, the increase in the number of trials heard at the court
translated into a slight decline in the number of paragraphs dedicated to each case, with the
total word length remaining more or less stable.
The Central Criminal Court act of 1837 enlarged the jurisdiction of the court, which
can be seen by the sharp increase in the number of cases heard after a period of gradual
expansion and sudden decline immediately preceding the introduction of this jurisdictional
change. Brief reports of trials became more common starting in the 1850s, mostly due to the
introduction of summary judgement for cases of petty theft with the passage of the Criminal
Justice Act of 1855 (not marked).
These general trends from a superficial analysis of the general structure of the POB
corpus have also been confirmed by more in-depth study of the textual content of the archive.
According to Huber (2007), the expansion in the amount of text per trial in the late 1720s
and 1730s is due to a more consistent attempt to represent the trial process at the Old Bailey
in the form of individual first-person witness testimonies.
All of this confirms the value of the POB for the purposes of the proposed analysis, though
the marked differences in the style of reporting of each trial in the POB suggest that the
narrative horizon of the different trial accounts was not stable, but rather became increasingly
shorter as the proceedings mutated from entertaining stories “of the most remarkable, tryals
of several notorious malefactors” to a “true, fair and perfect” record of the cases heard by
the court.
Following the discussion in chapter 1, the transformation of the unstructured textual
information in the POB begins with the construction of a stable and normalised token stream
from the definition of a suitable token-type identification rule over the results produced by a
standard NLP pipeline. As discussed in full in Appendix D, this was implemented as a set
of UIMA11 analysis components that coordinated the data acquisition and NLP stages of
the analysis. Two different sets of NLP tools were tested for tokenisation, POS-tagging and
lemmatisation: the Apache OpenNLP toolkit and the Stanford CoreNLP toolkit; the final
version of the data was produced with the Stanford toolkit (Manning, Surdeanu, et al., 2014).
No stop-word lists were used, and the only tokens that were excluded from consideration at
11 UIMA is the Unstructured Information Management Architecture, an OASIS standard originally
developed by IBM as the basis for the analysis of unstructured information in the Watson project (Ferrucci
and Lally, 2004).
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this point were those identified as punctuation by the POS-tagger.
The normalisation of the token stream proceeded in two steps: definition of a token-type
rule and conflation of certain words that do not carry much meaning by themselves but the
elimination of which would remove whole classes of relevant semantic indicators: cardinal
and ordinal numbers, money amounts, units of measurement, etc. These were substituted
by a class indicator [money], [length], [weight], etc. Some punctuation tokens that were
misclassified by the POS-tagger were also conflated in the same way into a [punct] class that
was not substituted but deleted. Part-of-speech was recorded using a coarse categorisation
of the Penn Treebank tag set into 12 POS “classes”12.
Two token-type rules were tested: raw inflected words and lemmas. Combined with the
choice of conflating generic lexical classes, this yields four possible lexical sets over the entire
token stream, each of them associated with a given rate of token loss and total lexicon size
shrinkage. There is an additional statistic that is relevant for the evaluation of different
lexical sets: the number of highest frequency terms that need to be taken into account in
order to cover a given percentage of the entire token stream to provide some indication
of the skewness of their associated term frequency Zipfian pseudo-distributions. Table 2.1
presents these measures for the different lexical sets together with their cardinality and the
corresponding length of their associated normalised token streams.
These numbers clearly show the implacable effect of Zipf’s law: Even though the full,
raw, uncontrolled lexicon of the POB has over 320, 000 distinct elements, the 4, 611 highest
frequency words account for > 95% percent of the tokens in the full corpus, and half of the
token stream is occupied by the top 51 most common words. These numbers are even more
extreme for any lexical rule that aggregates words, which in any case never fail to capture
more than 0.05% of the source token stream.
These patterns can be further exploited to dramatically shrink the size of the lexical set
while still maintaining a sufficient coverage over the entire corpus by simply excluding the
12 The resulting set of POS classes has 12 possible values: adjectives (ADJ), adverbs (ADV), articles and
determinants (ART), cardinal numbers (CARD), conjunctions (CONJ), nouns (NN and NP), prepositions
(PP), pronouns (PR) and verbs (V). An additional catch-all class (O for other) includes all words that could
not be reliably classified by the POS-tagger, but we generally assume these to be lexicals (i.e. we treat
them as nouns), and there is an additional class for punctuation (PUNCT) that was summarily deleted.
Note that the conflation procedure will impact most of the tokens classified as cardinals by the POS-tagger,
but conflation was carried out with our own regular classifier rather than with the probabilistic classifier
implemented by the tagger, so some lemmas associated to the CARD class will still appear in the normalized
token stream. This aggregation strategy was taken from the tag-set abstraction procedure used by the
DKPro suite. See Appendix E for additional details.
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Raw, full Raw, conf. Lemma, full Lemma, conf.
Size 329,353 310,967 315,072 296,684
Tokens 127,146,394 127,146,394 127,089,005 127,089,005
S50 51 44 33 29
S95 4,611 3,921 3,329 2,773
Loss N/A N/A 0.04% 0.05%
Shrink N/A 5.58% 4.33% 9.92%
excluding terms with tf < 5
Size 90,247 85,134 82,693 77,610
Tokens 126,790,799 126,811,123 126,744,342 126,764,716
S50 51 43 33 28
S95 4,314 3,685 3,116 2,605
Loss 0.28% 0.26% 0.32% 0.30%
Shrink 72.59% 74.15% 74.89% 76.43%
Table 2.1: Cardinaliy of lexical sets under different lexical normalization rules
lowest frequency words: eliminating all words with a total term frequency of less than 5
produces a ∼ 75% shrinkage of the different lexical sets while losing no more than ∼ 0.3% of
tokens.
With these considerations, the lexical set used in the rest of the analysis will correspond
to the lemmatised, conflated and censored set indicated by the entry in bold typeface in
Table 2.1. Our resulting lexicon has a total cardinality of 77, 610 distinct words, accounting
for 99.97% of the raw token stream with a total word-length for the full POB corpus of
126, 764, 716 tokens. Figure 2.3 shows the shape of the lexical distribution of this lexicon
in a log/log plot, indicating the rank position and total term frequency of the words for
prisoner (the standard term to refer to defendants in all Old Bailey trials), man, woman and
kill. Note the logarithmic scale used in both axes of this plot and how it produces the
funny ladder-like structure at the end of the long tail of low frequency words. The horizontal
component in each of the “steps” in that pattern corresponds to thousands of entries, while
the vertical component corresponds to a decrease in term frequency of just one, such that
the last two horizontal segments represent the 5, 817 and 7, 830 terms with a total term
frequency of only six and five tokens, respectively.
Note that no stop-word lists have been used up to this point. This is one of the points at
which the “double dipping” issue discussed in the previous chapter arises. Usually, stop-word
lists are used to eliminate terms from the token stream that are expected to carry no semantic
meaning; typically, this corresponds to words from “closed” linguistic classes that do not
carry lexical information but merely serve functional syntactic roles (prepositions being the
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Figure 2.3: (log/log) Term frequency/rank distribution
prime example). The reason for this is that since these words carry no lexical semantic
content, they are not relevant observations, in the sense that they are not basic units of
meaning, but merely the linguistic scaffolding required by a language’s grammar. However,
the elimination of these words at this point would also eliminate them from consideration as
features, i.e. it would eliminate these grammatical markers from the distributional vectors of
the words that do carry lexical semantic information, and it is very reasonable to expect that
the semantic content of a word is given largely in part by the functional words in conjunction
with which a language’s grammar allows it to be used.
This is also very relevant from the point of view of the theoretical framework proposed
in the previous chapter. In brief, the central importance of words with lexical semantic
content in most uses of lexicographic data for social scientific research is imposed, once
again, by the central importance of the issue of topicality in most of these applications. I.e.
the way in which different topics are captured in text —which is in ultimate instance the
underlying issue that we focus our attention to when we treat text as discourse and discourse
as strategic action— is given by the way in which different lexical elements are arranged in a
text, typically nouns, with some secondary consideration given to adjectives, seldom any
attention to verbs and never any consideration to to the linguistic scaffolding provided by
functionals. But moving the focus of attention beyond discourse and out of the question
for topicality demands consideration of these elements, because we are concerned with the
way in which social facts are actualised in language through paradigmatic relations, and
these are given to a large extent by the way in which words are similarly embedded in the



















Figure 2.4: POS distribution across tf rank classes
In consequence, the definition of our lexicon does not exclude functional words. Actually,
the construction of the lexicon does not consider the POS tag of words at all, beyond the
needs of the NLP pipeline that requires knowledge of the POS for proper lemmatisation.
Part of speech information is treated in a completely different way.
Because of the way in which the lexicon was constructed, in which a token’s POS is not
taken into account to determine the identity of its type, all terms in the lexicon may appear
in different combinations with all tags in the coarse POS class set. This allows us to illustrate
the way in which functionals and lexicals tend to be distributed in normal language use.
Figure 2.4 shows the relative distribution of POS classes across the entire lexical distribution
in the POB, grouped into 100 “rank classes” of relatively similar size13 but widely differing
total term frequency mass, given the heavily skewed distribution of frequencies in the lexicon.
As can be appreciated in this plot, functional words (the lower green and blue bands) occupy
a considerable chunk of the tokens corresponding to higher frequency words, while lexicals
tend to increasingly dominate the long tail of lower frequency words, particularly nouns.
This is relevant for our purposes because it moderates somewhat the opportunities available
to exploit Zipf’s law to create useful lexical samples, an element that will play a large part
in the discussion of the following chapter.
The unrestricted collection of POS classes for all terms in the lexicon also affords us the
opportunity of taking a first glance at usage patterns in the POB across time, as shown in
13 I.e. the entire list of terms in the lexicon is sorted in descending total term frequency order and split
into 100 groups such that each of the resulting groups contains more or less the same number of entries, but
extremely different total group term frequency masses. In the plot above, the width of bars is (somewhat
arbitrarily) proportional to the square root of each class’s total term frequency, in a more or less failed
attempt to indicate the wide variation in total term frequency mass.
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Figure 2.5: POS distribution across time
Figure 2.5. This offers an insight into a recurrent pattern in the POB: relative instability
and variation in the early period, with a subsequent period of stabilisation of usage patterns
after the 1729 expansion and 1778 regulation, which supports the characterisation of the
POB provided by the historians’ close reading of the archive: Text from the early POB
corpus is characterised by the idiosyncrasies of the editorial and stylistic choices of individual
authors, but as the representation of trials moved increasingly to a more accurate account of
first hand witness testimony, the text style tended to stabilise into more regular aggregated
usage patterns, lending credence to the idea that the text in this period was not dominated
by the choices of the individual recorders, but by the direct spoken words of the multitude
of participants in Old Bailey trials.
However, it is possible to construct a much more convincing test of these claims if we
incorporate provenance data to split the POB corpus into different samples.
2.4 Provenance and corpus sampling
Using provenance data in the analysis of a corpus requires an indexing strategy in order to
associate non-textual metadata to specific contexts C across the entire token stream of a
corpus, T 14.
The main reason why Figure 2.2 includes paragraph distributions in its second panel
instead of, for example, word length distributions, is given by the fact that the primary
indexing unit used in this work is the paragraph. In terms of the discussion about indexing
14 Note that here I am referring to the first kind of context discussed in chapter 1, a “segmentation”, such
that
⋃k
i=1 Ci = T and Ci ∩ Cj = ∅ ∀i, j : i 6= j.
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contexts from chapter 1, paragraphs, and not trials or POB issues, provide the primary
segmentation of the token stream. There are two reasons for this. First, it is desirable that
the primary segmentation of a corpus be determined by more or less “natural” breaks in
the text, related more to language use than to editorial choices. Linguistic theory would
indicate that sentences would provide the ideal segmentation for this purpose, as this is
the lowest dis-aggregation level that still carries semantic information as a unit, but this
is in-viable from a practical point of view because (1) sentence boundary detection is far
from reliable in general, and particularly unreliable on historical corpora spanning centuries,
due to the changing conventions about punctuation and sentence boundary markers that
prevent application of the typical strategies for unsupervised sentence boundary detection
and (2) because a sentence-level segmentation is too narrow, imposing a severe constraint
on the range over which co-occurrence counts can be observed15. Second, since our interest
in the POB is given mostly by its content of witness testimonies, we need a sampling unit
that allows for the discrimination of different corpus segments within each trial, and the
paragraph is the obvious choice for this exercise, given the general structure of trial accounts
in the corpus (see Appendix A).
Using paragraphs as the primary corpus segmentation implies that this is our primary
sampling unit, and that it is at this level that provenance data is recorded16. Each paragraph
inherits all attributes from any broader corpus segments that contain it, and from the legal
entities (offences, verdicts, punishments) indicated by structured information annotations
that are contained in it. We refer to the first as “covering” metadata; it includes the date of
publication from the POB session and the type and identity of the sections in which they
occur. Most sections are trial accounts17. We refer to the second as “covered” metadata; it
15 See footnote 24 in chapter 1 for discussion about the problems of sentence boundary detection in
historical corpora. The narrowness of sentences for co-occurrence collection is given because sentences in
general tend to be shorter than the moving windows usually defined for this purpose, and in particular in
the POB, in which testimony is recorded mostly as simple sentences with no subordinate clauses. Allowing
windows to spill put of sentences counters to some extent the rather telegraphic style of reporting testimony
in trial proceedings producing richer variation of observed contexts while still maintaining some granularity
given by the paragraph, which we can still assume to be topically related, to some extent.
16 In terms of the terminology used in the context of the implementation of an indexing strategy,
paragraphs constitute the “documents” that define the columns for this corpus’ term-document matrix. Since
the concrete implementation of the term-document matrix is an inverted index, paragraphs are the contents
of the references contained in the index’s posting lists. See Appendix D for details of the construction and
exploitation of the inverted index as used in this work.
17 I.e. the POB’s sections overwhelmingly correspond to trial accounts, but there are other non-trial
related sections: front-matter, closing summaries of judgements, etc. Unless indicated otherwise, all analyses
in this work exclude non-trial sections in the POB.
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consists of typed counts of the categories and subcategories of any legal entities (and legal
entities only, see below) that occur in them.
This strategy allows for the construction of a secondary sampling unit at the section
level, used for grouping and selecting paragraphs sets based on section attributes. For
trial accounts, this includes typed counts of the non-legal named entities that occur in
other paragraphs in the same section, associating the group of paragraphs in a given section
with the category and subcategory of legal entities (offences, verdicts and punishments)
inherited by any of the paragraphs in the section and with the number of personal names
dis-aggregated by gender that occur anywhere in the section.
This allows for the construction of several distinct paragraph samples for the POB corpus
from their date, their occurrence within a section corresponding to trial accounts (this is
the primary sample), their occurrence within trial accounts that contain criminal offences,
verdicts or punishments of a given category or subcategory, or by the number of and/or
gender associated to the personal names that are mentioned in the sections that contain
them. In total, the POB contains 2, 486, 302 paragraphs, of which 2, 321, 146 make up our
primary sample, corresponding to trial accounts.
Detecting witness testimony in the POB
This indexing strategy also allows for the construction of a proxy indicator for whether
paragraphs correspond to spoken witness testimony or not. One possible strategy for this
exercise is the one leveraged by the team at the University of Gliessen lead by Huber for
the construction of their “Old Bailey Corpus” (OBC), a version of the POB prepared for
socio-linguistic research that contains mark-up annotations corresponding to what they could
identify as direct speech and associates sociometric data to each speech chunk from whatever
information is contained in the POB about the assumed speaker.
Their procedure relies on the application of a set of regular expression filters exploiting
the more or less standard structure of testimony paragraphs in the POB for the more stable
parts of the corpus, and was applied with some success on a prior electronic edition of
the POB that contained trials for the 1730-1834 period. There are, however, a number of
problems with this strategy, particularly for analysis of the current, full version of the POB
from the OBO project. First, it is not robust at all; the use of a regular classifier exploiting
observed regularities in some direct speech segments in a particularly stable region of the
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corpus means that the only direct speech segments that are captured by this strategy are
those that follow a very specific pattern of recording questions and answers in the POB,
that only applies to a rather restricted corpus region and fails to capture the many instances
of direct speech that do not follow this publisher’s convention. Second, because of the
way in which the regular expression rules used for detection of direct speech in the OBC
were constructed, they are highly dependent on a number of idiosyncrasies of the specific
electronic version of the POB used as primary source for the OBC project. Given the many
inconsistencies present in the raw character stream of (different versions of) the POB18,
attempts at replicating this strategy consistently across different editions of the corpus
turned out to be impractical due to appallingly low rates of precision and recall19.
However, given the different objectives pursued by the OBC and the analysis in this work,
I decided on a much simpler strategy for detecting “speech”, based on the more general
aspects of the structure of trial accounts and on the more consistent parts of the structured
information contained in the OBO version of the POB: all paragraphs that are contained in
a trial account and that do not contain legal entities are considered to be “testimony”. See
Appendix A for appreciation of the reasonableness of this approach.
More formally, using the notation from the discussion on context definitions in section 1.3,
page 35, I defined three subsets of positions Csample ∈ T from the segmentation of the
POB over paragraphs: Ctrial, consisting of the token stream regions inside paragraphs
contained in trial accounts, Clegal, consisting of the token stream regions inside paragraphs
containing legal entities and Ctestimony, consisting of the intersection of Ctrial and the
18 I.e. the problem of producing a fixed and stable character stream prior to any analysis, already
mentioned in footnote 20 in chapter 1 and discussed ad nauseam in Appendix E.
19 Useful application of the information contained in the OBC for analysis of a more complete and
exhaustive version of the POB like the one currently available from the OBO project would require one
of two approaches: Re-implementation of the regular classifier used for construction of the OBC from the
incomplete and unmantained version of the POB originally used as primary source in a more robust and
maintainable way; or production of a concordance between the OBC and OBO versions of the POB that
is capable of compensating for differences in the character offsets in the character stream of both editions
of the corpus, including changes induced by amendments and corrections to the transcribed text from the
“double key re-entry” and optical character recognition processes used for production of newer versions of
the POB from the OBO project. Both approaches turned out to be impractical, though there are open
avenues for collaboration on this problem with professor Huber’s team at the University of Gliessen (personal
communication with prof. Magnus Huber, December 19th 2014). The original regular expression patterns
used in the OBC were written in Perl by Sumithra Velupillai back in 2005 and kindly made available to me
for re-implementation in Java as a UIMA analysis component that can be deployed as an additional part of
the data acquisition pipeline used in this project. I’m very grateful to both prof. Huber and dr. Velupillai
for their kind disposition in answering my inquiries. An initial attempt at implementation of a concordance
between the OBC and the OBO was also produced as part of the same effort. Neither of these components
were finally used in production for this project, given the problems discussed above, but the source code for
both (broken and incomplete) implementations is available together with the rest of software code produced
for this project.
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complement of Clegal, Ctestimony = Ctrial∩ ∼ Clegal. Using this much simpler strategy,
|Ctestimony| = 1, 868, 083 of the 2, 321, 146 paragraphs in Ctrial.
Comparing between Ctestimony and its complement, we can produce a characterisation of
spoken witness testimony in the POB, and an additional empirical assessment of the trends
in its evolution discussed above.
This exercise requires a more powerful strategy than the simple comparison between
aggregated term frequencies presented above, by looking not at total counts, but at the
empirical lexical distributions that can be constructed from a given corpus sample’s term-
vector, i.e. the vector containing the element-wise term frequencies for each word in the
lexicon for each sample under comparison. This type of analysis can be understood in
terms of the discussion of the first chapter as exploiting the marginals of the values of a
co-occurrence matrix X for different corpus segments, since these term-vectors are equivalent
to the row marginals of X for the different regions under comparison20.
Comparison of different corpus samples
The basic strategy for comparison between different corpus samples follows the general outline
of the exercise carried out by Rule et al. (2015) in their periodisation of the SOTU corpus:
(1) determine different corpus regions using provenance data, (2) construct a term vector
for each of the regions under comparison and (3) produce some measure of the similarity or
dissimilarity of the empirical term frequency distributions contained in these term-vectors.
These similarity or dissimilarity measures establish an endogenous indicator of variation or
continuity across different corpus regions, allowing for an empirical test of hypotheses about
the evolution of an historical corpus (if the relevant regions are defined by time periods) or
about the significance of some cross-sectional corpus split.
The above implies that, after having defined a relevant corpus split, there are two
relevant decisions to construct this kind of analysis: the function for computation of the
term-vectors, and the choice of a suitable similarity/dissimilarity measure. Unlike other
relevant decisions discussed in this work, these are sadly not totally independent, because
different similarity/dissimilarity measures are more or less robust (or sensitive) with respect
20 And, when the same lexical set is used to determine co-occurrence contexts, as is most usually the case,
also the column marginals, as X is in this case square and, if constructed using symmetric co-occurrence
windows, itself also symmetric. See notes 40 and 39 in chapter 1 for additional discussion.
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to small variations induced by the specific strategy used for computation of the term vectors.
A review of different similarity/dissimilarity functions and the requirements they impose
over the construction of term vectors can be found in Appendix C.
There are basically two relevant considerations for construction of the term vectors, that
will be more or less important depending on the chosen similarity/dissimilarity function used
for their comparison. The first one has to do with control of the extreme skewness of the
empirical term frequency distributions, and is mostly controlled by applying a weighting
strategy over the entries in the empirical term vector in order to moderate the impact
of extremely high and low frequency words. The second has to do with the avoidance of
singularities in the final term vectors, usually components with a value of 0 (but different
measures will produce singularities on different values), a problem that arises because we
are comparing term vectors defined over the entries for the lexicon derived from the entire
corpus, but populated with counts derived from partial corpus segments that will not always
include occurrences for every term in the lexicon . This is of course aggravated by the level
of granularity of the relevant corpus split: it is extremely unlikely that a bipartite split of the
corpus around a sample and its complement will fail to contain tokens for every word in the
lexicon, but it is very likely that a finer split —like e.g. across the 240 splits defined by the
year of publication in the POB— will have many words that do not occur in every year21.
Term frequency weighting usually follows some variation of the TF/IDF strategy (Man-
ning, Raghavan, et al., 2008, ch. 6) that seeks to control for a term’s “specificity” (K. S.
Jones, 1973) by computing a term’s score within a given corpus region as a product of some
monotonic function of its term frequency within that region (the TF part) and some inversely
monotonic function of the term’s document frequency, the number of corpus regions in which
it occurs at least once (the IDF part). This measure basically takes into account the amount
of information or entropy associated to a given term’s occurrences: terms that occur in most
corpus regions will be less “specific” to a particular region and will thus be weighted down.
Note that a term’s TF value is specific to each region, while the IDF value is global across
a given corpus. There are many variations for both the TF and IDF functions, as long as
they satisfy the monotonicity and inverse monotonicity requirements22. The most common
21 There are 69, 024 words in the POB’s lexicon that have a total term frequency of less than 240, and
those that do have more than 240 occurrences are not evenly distributed across the 240 years. It wouldn’t
make any sense to compare their per-year counts if they did.
22 The wspaces R package produced for this dissertation implements a parameterised and vectorised
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function for a term w’s TF component in document (region) d is given by the normalised
term frequency, TFw,d = tfw,d/N , where tfw,d is the raw occurrence count and N is the total
number of tokens in the document (the “word length”). The most common function for a
term w’s IDF component across the entire corpus is given by IDFw = log(1+(D/dfw)) where
D is the total number of documents (regions) in the corpus and dfw is the term’s document
frequency. As with the PMI function discussed in section 1.3, there are many variations for
both the TF and IDF functions. See Appendix B for a more thorough discussion.
Avoiding singularities will in general be a secondary concern, as this is highly dependent
on the details of the chosen measure, but in general there are two broad alternatives for this:
either coarse-graining terms into groups in a broader classification (equivalent to broadening
the bin-size in an histogram) (DeDeo et al., 2013) or transforming the empirical distribution
in order to eliminate any possible singularities. In the case of 0-valued singularities, this
can be achieved by either smoothing the empirical distribution with a Bayesian prior or by
taking its convex combination with some valid non-zero distribution. In practical terms, the
standard Bayesian approach is to apply a Dirichlet prior (treating entries as a fraction tfw/N
and replacing it with tfw + 1/N + |L| where |L| is the cardinality of the lexicon), which is
mathematically equivalent to taking the convex combination of the empirical distribution
with the uniform distribution given by P (i) = 1/|L| (Telgarsky, 2011)23
2.5 Experiments
Having established a procedure for splitting the corpus from its provenance data and a set
of available similarity and dissimilarity measures that can be used to compare the different
splits from their term frequency vectors, we can proceed to set up an empirical test of some
of the trends suggested by the preliminary analysis of global term frequency counts and POS
usage patterns presented in section 2.3.
I will provide two different demonstrations of the way in which the endogenous similarity
measures that can be constructed with the procedure outlined above can be used to provide
empirical tests of claims about the evolution of a corpus, or about the way in which a corpus
TF/IDF weighting function that supports most common versions of both weighting functions. See Appendix D.
23 The wspaces R package produced for this dissertation allows for this strategy as an optional parameter
in its similarity computation function when the chosen similarity function is vulnerable to singularities in
0-valued entries. See Appendix D.
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is purported to capture changes in social practices.
The results in this section fundamentally reproduce the analyses carried out by Rule
et al. (2015) to detect endogenous historical periods in American political discourse using
the SOTU corpus and by Klingenstein et al. (2014) to provide empirical support for Norbert
Elias’s theory of the civilising process using the POB (Elias, 2000). Both analyses differ
fundamentally in two respects: the construction of their term vectors, and the direction of
comparison. I will first follow Rule et al.’s approach to assess the trends about the evolution
of the POB corpus and the suitability of my speech-detection strategy. I will then attempt
to reproduce Klingenstein et al.’s results in order to show how some of their discretionary
decisions turn out to be unnecessary, and in order to provide additional validation for the
speech-detection strategy used in this work.
Rule et al.’s term vectors are constructed using normalised TF/IDF frequency counts, but
censoring their lexicon to the 1000 highest frequency words. I will follow their procedure for
construction of the term vectors, but instead of using the arbitrary censoring of the lexicon
at the 1000th term, I will exploit the statistical measure introduced in Table 2.1 in order to
define a lexical sample including the highest frequency words necessary to account for 95%
percent of the token stream in the full corpus. This also demonstrates the general strategy
for lexical sampling used in this work, discussed in more depth in the context of semantic
network projections in chapter 3. As indicated in Table 2.1 this yields a relevant lexical
subset of 2, 605 words, meaning the vectors that will be constructed for comparison of the
different corpus regions are of this dimensionality.
Following the method used in the SOTU paper, the similarity measure used for comparison
in this exercise is the cosine distance, which is nothing more than the cosine similarity, but
inverted to indicate divergence; in the longitudinal results below, higher values indicate more
divergence.
Regarding the direction of comparison, while the analysis presented in Rule et al., ’s
article consisted in an assessment of the internal similarity of the different time points of the
SOTU corpus in order to produce an endogenous periodisation, my main result is related to
a comparison between the two paragraph samples defined by Ctestimony and its complement,
consisting in a row-wise comparison of the matrices containing the term-vectors for each
year of publication in the POB as row-vectors. Using the cosine similarity as comparison
measure, this produces a similarity vector of dimensionality equal to the number of years
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Figure 2.6: Longitudinal comparison between Ctestimony and its complement for every year
in the POB
covered by the POB, and not the square matrices of similar dimensionality that result from
an internal cross-comparison. This vector is interpreted as a time-series showing the extent
to which the usage patterns found in the textual content of Ctestimony and its complement
differ from each other or not.
Figure 2.6 presents the results of this longitudinal comparison, together with the total
term frequencies corresponding to both Ctestimony and its complement to illustrate their
relative size.
As can be seen from this result, the construction of Ctestimony appears as a reasonable
approximation of the purported direct-speech content in the POB, and the general trend
corresponds to what we would expect given the knowledge about the production of the POB
that we have available from traditional historical research.
The upper panel in this figure provides ample evidence that Ctestimony actually captures
direct speech, as the point in time in which its total term frequency overtakes that of its
complement corresponds exactly to the point in time at which traditional historical research
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Figure 2.7: Cosine self-similarity for Ctestimony and its complement for every year in the
POB
tells us that the POB began to include witness testimony more systematically.
The lower panel, on the other hand, confirms what we would expect about the evolution
of the POB given its progressive transformation from edited selection of entertaining trials
to faithful record of the dealings at court: the first period of the POB shows an erratic trend,
mainly determined by the low frequency counts obtained from the pamphlet-style surviving
issues from the late 17th century, but as we move into the 18th century we appreciate a
decided trend of stabilisation though which Ctestimony becomes increasingly distinct from its
complement, indicating a progressive separation between those segments of the trial accounts
corresponding to legal paraphernalia and those assumed to contain witness testimony from
our naive detection strategy.
In addition to this longitudinal comparison across samples, we can also produce the same
self-similarity matrices used in the analysis of the SOTU corpus in order to look at the
evolution of each corpus sample on its own. Figure 2.7 shows the raw cosine similarity (i.e.
not inverted) for each sample side by side.
As can be expected, we again observe the same general pattern: Ctetimony initially shows
a rather low level of self-similarity from year to year, reflecting its low occurrence in that
region of the corpus, but also suggesting that whatever is contained in it for those early
years is dominated by particular idiosyncrasies in language use, possibly because of a large
role of the individual author in the composition of “entertaining” narratives of the most
salacious trials. But starting in 1730, the content of Ctestimony becomes surprisingly stable.
Again, this corresponds exactly to the point in time in which the POB is supposed to have
begun to include witness testimony in earnest, a fact that is strongly supported by this
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entirely endogenous indicator. Comparatively, this level of self-similarity (i.e. stability) is
not achieved by any other split of the POB, not even the full corpus without any selection
procedure, either when looking at the term vectors for the full lexicon, a version containing
only lexicals or a version containing only functionals.
Ctestimony’s complement on the other hand, shows a much more happened history in
which it is not easy to discern a general trend. There are clearly marked periods of substantial
self-similarity in this region of the corpus, but it is not easy to interpret their meaning,
particularly since they do not seem to align with either of the moments at which we know
that administrative change was introduced, from which one could expect to observe some
associated variations in the general usage patterns of the legal paraphernalia that we expect
to make up most of Ctestimony’s complement.
Klingenstein et al. (2014) carry out their analysis using a completely different strategy,
both for construction of the term vectors and for the choice of a similarity measure. First, they
do not use cosine similarities as measure of comparison, but the Jensen-Shannon divergence
measure. In the context of the discussion in Appendix C, this belongs to the “probabilistic”
family of similarity functions, which treat the term-vector as a probability distribution and
asses the amount of information loss in predictions about one of the distributions from
information provided by the other. The JSD in particular is a symmetrised, reflective
modification of the Kullback-Leibler divergence: it is the average KL divergence of both
distributions from the linear combination of both24.
Second, since the JSD produces singularities on 0, in the original exercise they apply
a coarsening procedure based on the synonym sets from Roget’s Thesaurus, such that the
term-vectors are not built over the elements in the lexicon directly, but over the frequencies
of the synonym heads into which each term in the POB lexicon is classified by the thesaurus.
This produces denser vectors of dimensionality equal to the cardinality of the thesaurus
head-set: 1041. It also operates as a censoring over the entire lexical sample, as not every
term in the POB appears in Roget’s. In the original work, based on the OBC edition of the
POB, this censoring effect is not so large because the OBC lexicon is much smaller than the
entire POB lexicon and most of the ∼ 15, 000 terms in the OBC do appear in the thesaurus.
This is not the case for the OBO edition of the POB with its 77, 610 entries, though the
24 JSDP,Q = 12KL(P,M) +KL(Q,M) : M =
1
2P +Q. See Appendix C for details.
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final effect is more or less comparable to the information loss from using the S95 sample
in terms of total token-stream coverage. There is a critical difference, however: using a
thesaurus-based coarsening procedure imposes an exogenous structure over the empirical
distributions, introducing an additional confounding factor, as using the aggregated head
counts makes it impossible to ascertain if any observed trends are due to changes in the the
social context that produces the observed usage patterns, or to changes on the meanings of
words across different points in time, though this is a general limitation of term-frequency
based comparisons; the introduction of additional structure just adds a second level of
confusion25.
Figure 2.8 presents a comparison between the results obtained following Klingenstein
et al.’s procedure for production of the term vectors and choice of the JSD as divergence
measure and the results obtained from applying my chosen strategy of using raw frequencies
in S95 for production of the term vectors and the (inverse) cosine similarity as divergence
measure, across four complementary samples in the POB: Ccorporal, consisting of paragraphs
from trials that imposed a corporal punishment26, Cwomen, including all trials with women27
as defendant or victims, Cgroups, including all trials with more than one defendant or victim28,
and most importantly for the purposes of comparison with Klingenstein et al., Cviolence,
including all trials with violent criminal offences29.
25 The comparison of term frequencies, with or without the imposition of an exogenous structure, relies
on the assumption that a given word has semantic stability across the comparison, i.e. it “means the same
thing”, as frequency based comparisons offer no insight into the relationship between different words which
the distributional hypothesis suggests to be determinant of its meaning. Less kill may mean less actual
killing, or it could mean that actual killings stop being called kill and start to be referred to as murder, etc.
The imposition of external structure adds on to this assumption, as it is based on the idea that the imposed
structure (in this case, mr. Roget’s beautiful attempt at categorising all of human knowledge in the second
part of the nineteenth century) is equally valid at all points of the comparison.
26 Any of the following subcategories from the catalogue of brutality in the early modern British criminal
system: branding (on the cheek or anywhere), drawn and quartered, the pillory, hanging in chains, burning
at the stake, whipping (public or private), hanging, and death with dissection.
27 Since a person’s gender is sometimes not evident from the text, the POB includes several personal
names of “indeterminate” gender. After some tests, I decided to exclude these as missing data, meaning that
“gender” in this work is equated with a categorical distinction between individuals identified as “male” and
individuals identified as “female”. This is only due to the characteristics of the corpus and the available data,
as this violates the “anti-categorical imperative”, the principle in analytical sociology that postulates that
categorical distinctions should never be imposed exogenously.
28 And not witnesses or other persons mentioned in the text; note that this imposes a few assumptions
about the kind of interactions we expect to be captured in criminal trial proceedings that do not come into
play when they are considered exclusively from the point of view of how the testimony included in them
captures aspects of the social world at the time; i.e. without any attention to the fact that these are trials
for alleged crimes with a victim and a defendant, which is how I treat them for most other methodological
purposes.
29 Any of the following subcategories from the catalogue of depravity in early modern British social
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Figure 2.8: Jensen-Shannon divergences and Cosine distances for various C and their
complements
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These results show several things. First, they provide a baseline for comparison between
different similarity measures, probabilistic and geometric: they tend to behave more or less
the same in general, when care is taken to avoid their limitations (singularities, smoothing,
etc.), though there are marked variations in their fluctuation. Second, the four samples
show different general trends: Ccorporal shows increasing divergence, but this is mostly due
to the virtual elimination of corporal punishments in the second half of the nineteenth
century. Cwomen shows decreasing divergence, which could indicate a progressive reduction
of the disparities across gender roles in the considered period. Cgroups shows a virtually
stable lack of distinction (note that number inflection is removed by the lemmatisers) across
the considered period. I’ll discuss Cviolence below. Third, they seem to indicate that the
imposition of external structure in the form of coarsening does not offer much benefit over
an endogenous censoring of the lexical sample and weighting, and is in the end driven by
the necessities of probabilistic divergence measures. Providing an explanation for these
results would require a more powerful analysis than the one that can be produced by simple
comparison of term frequency vectors.
With regards to Cviolence, in the context of the replication of Klingenstein et al.’s original
paper, the last panel is particularly interesting as most of the effect obtained using their
procedure (JSD over coarse term-vectors) seems to vanish when measured using cosine
similarity over raw term-vectors. Assessing the significance of the difference between the
0.0024 slope for the JSD trend (comparable to the 0.0026 in the original paper) and the
0.0008 slope for the cosine using this approach would require the construction of additional
statistical tests in order to establish inference intervals, etc. but considering the nature of
text corpus data this seems like a rather futile attempt30: these are merely the marginals of
X, i.e. considering only one 77, 000th of the information that we already have in the form of
X in full.
In any case, these results are presented for illustrative purposes and to establish a baseline
for comparison in the analysis of the POB, both for more sophisticated analyses like the ones
presented in the following chapters, and for analyses that incorporate additional discretionary
relationships: murder, assault, wounding, rape, infanticide, petty treason, riot, kidnapping, man-slaughter,
assault with intent, assault with sodomitical intent, threatening behaviour, indecent assault.
30 This is not a sample; we are looking at the entire population of “trials in the Old Bailey”, give or
take the few that were not reported in the POB, or were reported in lost issues of the POB. Towards what
population would this “inference” be?
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choices on the part of the analyst, particularly when they impose external structure over the
raw textual data.
2.6 Summary
In this chapter I have established the requirements the proposed approach imposes on
candidate primary sources by introducing the notion of narrative horizon as a general criteria
to determine the usefulness of a textual source for the style of non-discursive analysis argued
for in this dissertation.
Following this general guideline, I introduced the Proceedings of the Old Bailey as a
perfect candidate for analysis, not only because of its production as a progressively accurate
record of a defined and stable population of social facts (criminal trials) that suggests a
particularly short narrative horizon, but specially because of its recording of a particularly
short-horizon form of first hand accounts of social practices in the form of spoken witness
testimony.
Taking the POB as our primary data source, this chapter has also illustrated the way in
which the definition of corpus segments referred to in section 1.3 as a segmentation is used
as primary sampling unit for a textual corpus in order to take advantage of its provenance,
the set of non-textual information that can reliably be associated to different segments in a
corpus via exploitation of its internal structure.
Having defined paragraphs as our primary segmentation unit, I introduced a particularly
naive strategy for the identification of direct speech, in order to compensate for the impossi-
bility of replicating more sophisticated but extremely fragile strategies used for the same
purpose in the available literature.
Validating this naive strategy afforded us the opportunity to illustrate the style of
analysis that can be produced by looking at the marginals of the co-occurrence matrix in
order to establish some general superficial facts about a corpus, both longitudinally and
cross-sectionally.
Having established the suitability of our speech-detection strategy, as well as some general
trends about the evolution of corpus samples relevant for the analysis of more specific social
facts, we can now move on to discuss the projection of X into S, from which I argue it is
possible to produce rich pictures of states of affairs that allow for a more detailed study of
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these general trends.
In the following chapters, I’ll demonstrate two radically different projections of the
co-occurrence matrix X into different forms of S, the semantic space. For this purposes,
X itself is constructed via the collection of co-occurrence counts in symmetric moving
window contexts defined with δlo = δhi = 10, with harmonic positional weights equal to
1




This chapter discusses one of the two general strategies available for projection of X into
S: the construction of semantic networks from the interpretation of the pair-wise distances
contained in X or some function of it as an adjacency matrix. Since this is the first of the
two projections discussed in this dissertation, it will also serve as an opportunity to touch
on some general issues that arise in the analysis of any X → S projection.
Analytically, the process of semantic network construction corresponds to the induction
of a graph topology from the pairwise distances derived from the distributional patterns
contained in X. As explained in more detail in chapter 5, this is one of two general strategies
for the broad underlying analytical exercise that is the background for the techniques discussed
in this dissertation: The approximation of an hypothetical semantic topological space of
unknown structure. From the minimal linguistic theory that powers this approach, we know
two things: Words acquire their meaning from the company they keep (the distributional
hypothesis), and the semantic space can be organised according to dimensions of meaning
(the geometric metaphor). Different X → S projections will rely on one or the other of these
two ideas to more or less degree. Semantic networks are based exclusively on the first of
them, as the structures that they produce (i.e. graphs) are not equipped with the structures
necessary for an exploitation of the geometric metaphor, unlike the metric vector spaces
discussed in the next chapter.
Semantic network construction requires two basic operations over the data contained
in X: Definition of a similarity function in order to produce an adjacency matrix and the
selection of a pruning procedure to simplify the (usually saturated) graph corresponding
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to this adjacency matrix in order to eliminate redundant information. Note that in strictly
theoretical terms, the second step is not necessary for producing some graph, but it is
necessary in order to produce a useful graph, since the requirements of our analysis are
to produce rich pictures of the state of affairs that correspond to the context in which a
given textual source is produced, and this means that we want graphs to have a rich inner
structure: fully saturated graphs are generally uninteresting in this regard1.
From a practical point of view, there is an additional requirement imposed by the costs
associated to the actual computation of an adjacency matrix: Unlike X, the adjacency
matrix produced by virtually any sufficiently interesting similarity function will not be a
sparse matrix, meaning that each and every one of the entries in this matrix will have some
value2. This means that the computation of an adjacency matrix for an entire lexicon for
any reasonably sized corpus will have prohibitively expensive storage requirements for most
mere mortals, requiring an additional prior step of lexical sampling.
In a sense, this is a little bit like cheating: The strategy argued for in this dissertation is
predicated on the notion that we have the data and the raw computing power necessary to
carry out this exercise, so simply dealing with these practical problems by (1) dropping some
words from the lexicon and (2) censoring the range of values in the adjacency matrix seems a
little paradoxical. However, there are good reasons to believe that this is not such a serious
deviation from the general ideas behind the techniques discussed in this work. On the one
hand, given the statistics presented in Table 2.1 in the previous chapter the final effect of a
suitable lexical sampling strategy are rather negligible in terms of information loss from the
corpus token stream, because Zipf’s law ensures that we retain a considerable proportion
of the total mass in the term distributional patterns by taking into a account a relatively
small subset of the lexicon. On the other hand, there is some support for the harmlessness
of edge pruning from graph theory, as we know that complex graphs tend to be surprisingly
1 In theoretical terms, fully saturated weighted graphs are interesting to the extent that the complexity
usually preserved by non-fully saturated graphs in their connectivity structure is captured somehow by
the edge weight distribution in the graph. However, it is very hard to imagine a situation in which this
would offer an advantage over a different (i.e. non-graph) treatment of the same data. This is related to
the connection that exist between graphs (discrete mathematical entities) and (continuous differentiable)
manifolds, which will come up at several points in the following pages and which we can in general consider
to be a level of abstraction that is beyond the concerns of this dissertation (and most certainly beyond that
about which I feel qualified to offer an opinion). I.e. notes in this regard should be interpreted as a kind of
“with caveats, but hic sunt dracones”.
2 Remember that X is very large and extremely sparse; the full POB matrix has only 6% of its potential
entries, which is the reason why we are capable of actually manipulating it. See footnote 50 in chapter 1.
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robust to the selective deletion of edges, making it appear as an attractive strategy for the
simplification of complex graphs. In this last sense, lexical sampling and edge pruning play
a complementary function in a process of graph reduction; lexical sampling removes vertices
that we can expect to be marginal because their low relative frequency should be associated
to a rather marginal position in a graph projection of X, while edge pruning is carried out
endogenously from the resulting graph paying particular attention to its effect on the global
structure of the graph.
There are, however, a number of practical consequences to both processes that impact
the potential of graph-based X → S projections to fully capture the structure that we expect
a semantic space to have. In the end these interfere with the two fundamental tasks that
we require of any X → S projection: A solution to what I referred to in chapter 1 as the
“mapping” and “alignment” problems, the issue of how the pictures of state of affairs that
we expect X → S projections to provide map to relevant entities in sociological phenomena,
and the issue of how the representations of S that are produced from different values of
X can be aligned in order to facilitate the direct measurement of the significance of any
variations between them that we expect to provide an alternative to a narrative account of
social processes via the avoidance of an event-sequence based representation. I will discuss
these issues throughout this chapter by reference to the semantic network projections of the
POB corpus.
The first section provides a more detailed discussion of the background for semantic
network construction and the way they fit into the proposed methodology. The second
section will discuss the operations that can be performed over the mathematical structures
present in semantic networks for the solution of the mapping and alignment problems. The
third section offers an impressionistic view of semantic networks from the projection of a
single trial, in order to demonstrate how semantic networks look from the comparison of
an amount of text that can be easily understood by a human reader. The fourth section
illustrates some general structural features of semantic networks by looking at the patterns
observed in a “global” network, a projection of the POB that discards time and models it as
a single semantic space. Finally, I’ll close this chapter with a summary of its main ideas and
an assessment of semantic networks for the purposes of my proposed methodology.
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3.1 Background
Following the general state of affairs in computational text analysis, we find again some
confusion in the available literature with regards to what we understand by “semantic
network”. This is mostly due to a name-space clash: the term we are using here to refer to an
X → S projection of the distributional space induced by co-occurrence counts from a corpus
into a graph-like representation of a semantic space is also used to refer to a completely
different object, produced as the result of attempts at constructing formal representations
of concepts3 in the context of knowledge management systems. This is what is technically
known as the construction of “ontologies”: taxonomical classifications of entities that take
on a graph-like structure when the predicates that put them in relation to each other
are modelled as the edges of a “semantic graph”. As I will explain below, the semantic
networks that I’m discussing have little relation to these, beyond the fact that they are both
graph-based representations of objects that have semantic features. On the other hand, there
is some convergence at the technical level out of practical necessity between the application
of semantic networks for distributional semantics (that we are interested in) and for the
automatic construction of ontologies (that we are not), making it necessary to clarify the
difference in more detail.
I’ll refer to this other type of “semantic network” as “concept maps”, but the issue is not
only a matter of terminology: there are profound theoretical and operational differences in
the way in which the two objects are constructed and in the objectives they pursue, but lack
of precision in the available literature makes it hard to disentangle the confusion between
them. This is notorious in, for example, Evans and Aceves (2016)’s review of the state of
affairs in machine translation for the social sciences. The works cited by Evans and Aceves
as examples of semantic networks (Carley, 1993; Carley and Kaufer, 1993) refer specifically
to concept maps, confusing them with the few applications there are in sociology of semantic
networks proper (e.g. Rule et al. (2015)).
To put it bluntly: Concept maps are an effort at modelling theoretical concepts in order
to produce a formal representation of knowledge. This is what you’ll find in most of the
relevant literature in this field, even in sociology (e.g. Lee and Martin (2015)), dominated
3 Which is, incidentally, what you will find if you search for “semantic network” in e.g. the Wikipedia.
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mostly by bibliometric analyses of e.g. the scientific literature in a given discipline4.
In terms of the framework presented in this work, concept maps can be understood as an
effort at producing a formal representation of the knowledge produced by the historian as
a replacement to the close reading exercise that is characteristic of historical work; this is
notoriously not what I’m arguing for: as stated in full in footnote 3 from the introduction,
the purpose of the analysis that I’m discussing seeks not to replace interpretation, but to
facilitate it via its protection from confusion with its data sources. This is not merely a
disciplinary good-will gesture; there are very good reasons to be profoundly suspicious of
such attempts, as they rely on very strong assumptions about the machinery of human
cognition and a rather unfounded faith in the capacity of (our current understanding of)
formal mathematical methods to actually model meaning, directly. I do not believe this to
be possible: the turtles are not going away. Hence the need for this clarification.
There is a connection to work in this area to the extent that more recent efforts in
the production of concept maps are increasingly closer to the procedures discussed here,
though they are still predicated on sophisticated theories of meaning and cognition based
on some rather strong assumptions. This is notorious in works like van Atteveldt (2008, ch.
5), in which he discusses “using co-occurrences for “extracting relations between concepts.
Concepts can be actors, issues, or abstract values”, from the point of view of “associative
frame analysis” (Tversky, 1977; Druckman, 2004) in the context of communication theory, or
in Corman et al. (2002) and their “centring resonance analysis”, more or less in the same
vein. But if one pays attention to the actual operationalisation of the theoretical models
discussed in those works, one will realise that, in terms of my proposed methodological
framework, these methods differ from mine only in the context definition used for collection
of co-occurrence counts and the similarity function used for production of the adjacency
matrix; beyond this they are equivalent5.
The similarity stops there, though. Later work in this field (e.g. van Atteveldt et al.
(2008)) has moved in the direction of using more sophisticated syntax patterns for context
4 A sufficiently rich and productive area of research in its own right. See Cohen et al. (2010) for a
demonstration of the way in which this style of work has produced new findings in e.g. pharmacology,
molecular biology, etc. and Lee and Martin (2015) for an attempt at applying graph-based representations
of text to model theoretical arguments in sociology.
5 I.e. the exact same software used for production of the semantic networks discussed in this work can be
used to produce van Atteveldt’s networks with a mere adjustment of the parameters: no extra information is
needed. They are merely a different (more ambitious and less robust) projection of the exact same data.
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definitions, again in an effort to model the content of text more directly in an attempt to
merely automate the construction of concept maps from textual sources. This should be
interpreted as an effort to automate Franzosi’s style of text analysis, that seeks to recover maps
of relationships between the entities mentioned in text. In other words, they are attempts
at solving the named entity and relation extraction problem, not a general effort to model
a semantic space. This is not surprising, given the underlying field of study that sustains
most of this work, associated to the efforts of producing semantic annotations to information
resources (the permanently unrealised promise of the “semantic web” (Berners-Lee et al.,
2001; Shadbolt et al., 2006)). Work in this area has seen extensive application in media
studies and in the analysis of political discourse, particularly political campaigns. Beyond
the superficial similarity to my approach from the procedures used in their construction,
concept maps bear little relevance for the discussion in these pages, but there is an additional
element of divergence with work in this field that is too important not to discuss.
Language in data and theory
In the context of the discussion in chapter 1, the difference between concept maps and
what I call semantic networks has a deeper implication. In that discussion, I emphasised
that terms, the elements in a lexicon, are merely the units of observation that power the
construction of the different data structures that facilitate the strategy for text analysis
argued for here. In concept maps, there is an identity between these observation units
and the analysis units: The objective of concept maps is “to extract relations between
concepts”, possibly using the co-occurrences seen in a text between the concepts themselves
as a replacement for the manual coding procedure that is characteristic of traditional content
analysis. van Atteveldt’s example of the relation between the “concept” of muslim and the
“concept” of immigration is exemplary of this: What they refer to as “concepts” are equated
without any further complication to what I refer to here as “terms”. It seems pedantic at
this point to insist, once again, that this is given because in media studies, etc. the problem
being studied is the process by which different actors use these concepts in their strategic
use of discourse, etc. In the analysis that I’m proposing, text is not treated as discourse,
which means that we are not interested in the positions occupied by the terms themselves in
whatever projection of X we choose, but merely in the way in which these positions can be
used to produce second order units of analysis. This is what I referred to in chapter 1 as the
86
“mapping” problem, which refers specifically to the way in which some theoretically relevant
entity (i.e. “concepts” proper) emerges out of the structural patterns observed in S from the
locations in which the projection X → S places them. In my approach, X → S implies a
corresponding function that maps some subset of S to the elements in the vocabulary Σ of
a theoretical language Θ, in which the elements of Σ constitute the entities and relations
that are available as the subjects and predicates that make up (sociological) theoretical
propositions. Hence, ∀X → S ∃ SW⊂L → σ ∈ ΣΘ that makes it possible to associate the
features in S acquired by some subset W of terms from the lexicon L to an element σ ∈ Σ,
such that e.g. σmuslim := f(SW⊂L). In the use of concept maps to model discourse there
is an identity between the theoretical language Θ and the language of the textual sources,
such that the lexicon L is equal to the vocabulary Σ of Θ such that SW → σ is the identity
function: σmuslim := wmuslim; terms in the lexicon are taken to be theoretical concepts. This
is the formal expression of the idea of confusion between data and theory presented in the
introduction.
In my view, Θ is not the same as the language of the text, because text is nothing more
than primary data (the content of which is produced strategically by actors following their
own interests, etc.) which is why we require a solution to the mapping problem: the titular
mapping here refers concretely to the SW⊂L → σ mapping that makes it possible to define
concepts as σ := f(SW⊂L) by choosing some value of f that is generally not plain identity.
That is, more or less independently of the understanding of a given social phenomenon
possessed by the authors of textual sources6
This points is critical: it is due to this additional analytical step that I can establish
that the uses of semantic networks (or any other X → S projection like the metric vector
spaces discussed in the following chapter) in my approach seek not to replace or eliminate
interpretation, and are thus what I have referred to as “theory-free” data structures (Atria,
2016b,a), which is also the reason why X → S projections require no comparable theoretical
bases to the ones that support concept map construction; we don’t need no theory of
“associative framing” or “centring resonance” in order to make use of them, because in
this view, semantic networks are just data and not an effort to produce some empirically
6 Which is why this dissertation opens with a reference to Durkheim’s definition of social facts: we
assume that social facts can not be properly understood from the point of view of its participants, because
the point of view of the participants in social facts is dominated by the interests they have from the positions
they occupy in them.
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grounded theory from the way in which social facts are narratively described from within
them. Theory is what comes after, out of our disciplinary assessment of the results of X → S
projections, in whose production theoretical issues have not been allowed to play any part.
This also explains the other fundamental difference between my understanding of semantic
networks and the usual strategies pursued in concept map construction: semantic networks are
not multi-modal, because we don’t expect them to provide a specification of the many ways in
which concepts can be related to one another by different predicates; we merely expect them
to provide a convenient representation of a semantic space that we expect to be aprehensible
only from distributional patterns, nothing else. This determines radically different approaches
to the consideration of textual sources, because in concept map construction there is an
attempt at extracting the quality of the connections between their “concepts” from the
predicates in which they are put in relation to each other in the text itself, which explains
the interest from this field in the exploitation of e.g. syntactic patterns in order to establish
not only that two “concepts” (terms) are related, but how, i.e. through which predicates.
For example, consider the sentence “Arthur Crouch was indicted for feloniously wounding
Mary Crouch”. Concept map construction rests on the hope that it is possible to systemati-
cally recover from sentences like this that there is something called Arthur Crouch, who is
an individual, that was subject to an institutional process, a trial, because he participated
in an interaction with a different individual called Mary Crouch, and that this interaction
is designated as wounding. This exercise requires a very sophisticated formal theory of
language that can sustain a very sophisticated unsupervised process of entity and relation
extraction. On the other hand, semantic networks are constructed exclusively on the basis
of the distributional patterns that are observed through the superposition of many sentences
like this, in order to eventually infer a connection between e.g. “wounding” and “being
indicted” from nothing more than the fact that they7 tend to appear in certain combinations
with higher probability. At no point in this exercise is the quality of this association assessed
beyond its empirical recurrence8. The advantage of this approach is given by its independence
from a (so far inexistent) theory of meaning that releases its results from any particular
7 Strictly, “the terms associated to them”.
8 It would be much more elegant to actually have a useful formal model of natural language, but so far
this has not been produced.
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interpretation (or “parse”) of a given sentence or grammatical structure9. Its fundamental
drawback is that the recovery of meaningful distinctions exclusively from distributional
patterns require enormous amounts of data. However, we do have enormous amounts of
data these days; entire industries are predicated on this.
Note that the idea above also applies to my own theoretical interpretation of the usefulness
of semantic networks. I.e. the theoretical view presented in this dissertation, in which text
is considered to be a material remain of social practices and language is considered to be the
medium over which social facts are constituted through functional associations, etc. is not
necessary for semantic networks to function for the production of a formal characterisation
of the content of text10.
Semantic relatedness in graph projections
I have insisted several times on the idea that there are distinct forms of semantic relatedness
between words: syntagmatic relationships of direct co-occurrence and paradigmatic relations
of complementarity or second-order co-occurrence. I have also insisted on the idea that we
are generally more interested in the second form, because of its more direct connection to
the process of imputation of agentive functions that actualises social facts through language,
but accepting or rejecting this interpretation does not subtract from the idea that words are
in fact related in different ways to one another, even before considering the question of their
denotational connections11.
Until now I have discussed this issue only in abstract, but semantic networks offer an
opportunity to demonstrate concretely how both notions will yield radically different but
fundamentally connected projections of X into a network-like structure.
It must be noted here that different types of relatedness generally do not require different
forms of distributional information to be collected, neither in its functional specification nor
9 Not a trivial matter, considering the pervasive problem of polysemy found in natural languages, and
the more or less established truism that natural languages do not have unique parses: There is more to
semantics than what can be specified by grammar.
10 Which is why I expect my work to be useful even for an sceptic reader that doesn’t believe the Searlean
view of social facts to hold any water.
11 On top of the syntagmatic/paradigmatic distinction that can be made over the associations captured
by different notions of co-occurrence and similarity, words could be connected from the relations between the
things they describe as synonyms, antonyms, hypernyms, hyponyms, etc. This is dependent on a word’s
sense and is part of the broad problem that linguists call “sense disambiguation”. This is a critical part of
accessing semantics, but this is a problem that appears at a higher level than the syntagmatic/paradigmatic
distinction.
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in the contexts used to determine co-occurrence as it has been suggested by some authors
(Sahlgren, 2006)12: X contains sufficient information to model one or the other of these
forms of relatedness.
Specifically with regards to the semantic network projection of X, different forms of
relatedness can be captured by a semantic network in two ways: First, different similarity
functions can be used to produce the edge weights in an adjacency matrix from the values in
X in order to capture different notions of relatedness. Second, given a semantic network
built over the values of X with a given similarity function, different forms of relatedness
will be captured in the resulting graph by different aspects of its internal structure. The
first refers to the way in which semantic relatedness is captured by the resulting network’s
modality: the content of the edges linking the graph’s vertices. The second point is related
to the functional relationship that exists between different forms of relatedness, such that
the structural equivalence patterns in a lower-order network should reflect the connectivity
patterns found in a higher-order network.
More formally, we can formulate the above as: The projection of a co-occurrence matrix
X into a semantic graph G will capture different forms of semantic relatedness in its modality
as a result of the specification of an edge weight function s(Xi,j)13. The form of semantic
relatedness expressed in the modality of a a graph by a given specification of s will determine
the structure of connections between terms in the resulting graph, which is captured by e.g.
its community structure. A given instance of G with modality corresponding to a given
order of similarity should also capture higher-order similarities in its structural equivalence
patterns, as captured by e.g. its block structure.
The key element here is the idea of order : syntagmatic similarity is direct co-occurrence;
paradigmatic similarity is higher-order co-occurrence: “similarity-of-similarity”. For example,
modelling X directly as an adjacency matrix will yield a network of direct co-occurrence
that will “group together” words that are syntagmatically related. Modelling X through an
12 As will be made clear in the next chapter, this issue has dominated a large part of the discussion in
distributional semantics, but this has revealed to be not correct, both from the fact that different functions of
a given value of X can be produced to infer different forms of relatedness, and because it has been established
that some projections can capture several forms of relatedness simultaneously. The discussion below about
the relationship between equivalence classes and communities is related to this, but there are wide gaps that
would need to be filled for this idea to serve as an additional demonstration of this.
13 S always indicates “the values obtained by a term or group of terms from the features associated to
them in a given X → S projection”. Per opposition, s(ev,w) is the weight of an edge between v and w, and
s(v) indicates the strength of a vertex v, given by the sum of its incident edges.
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adjacency matrix containing the values of some higher-order similarity function will yield a
network of indirect co-occurrence that will “group together” words that are paradigmatically
related, etc.
Since there exists a fundamental relationship between the modality of the edges in a
lower-order network and the modality of the edges in a higher-order network (as the latter is
a function of the former), there exists a fundamental connection between the connectivity
patterns in the higher order network and the structural equivalence patterns in the lower-
order network. In other words, the clusters that could by discovered in the topology of a
higher-order network via e.g. a community detection process should approximate the clusters
that could be discovered in the structural equivalence patterns of association in a lower-order
network via e.g. a block model.
3.2 Operations over semantic networks
The general features of semantic networks as mathematical objects offer the available
alternatives for solutions to the mapping and alignment problem. More concretely, semantic
networks are graphs, and graphs are fundamentally set-based mathematical structures (more
on this below). This means that in general, the values of SW⊂L obtained from a semantic
networks X → S projection will be sets, characterised primarily by the list of its members.
I will come back on this at the end of the chapter. There is more to say about the choice
of a suitable SW⊂L for the approximation of different σ ∈ Σ for the study of specific social
processes.
Mapping
Membership lists offer a way to identify certain structural features with independence of
their location within a given graph, an exercise that also provides a strategy for alignment
as discussed in more detail below. For the purposes of mapping, there are basically two
levels at which membership lists can be exploited for a solution to this problem in semantic
networks: Looking at the membership lists of a partition of the network induced by its
global structure or looking at the membership lists in some local structure, like the direct
neighbourhood of a vertex or set of vertices, etc. In the simplest case, these structures are
considered to be only unordered sets, fully characterised by the entries in their membership
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lists, such that σ1 ∈ Σ = SW1∈L = σ2 ∈ Σ = SW2∈L ⇔ SW1 ∩ SW2 = SW1 ∪ SW2 , i.e. the
mapping of two concepts will be the same if the sets associated to them by some topologically
induced partition of the semantic network contain the same elements14. Unordered sets also
induce a basic measure of similarity between different mappings in a graph projection of S:
f(SW1∩SW2SW1∪SW2 ), i.e. the Jaccard distance, which in turn induces a metric over the space of sets.
Variations over the basic Jaccard measure can be produced by modifying the definition of
the numerator and denominator sets, changing the specification of f in the computation of
the values for both sets and changing the definition of the function over their ratio, etc.15.
In addition to treating structural patterns as unordered sets, there are two possible
extensions that can be used to construct more sophisticated similarity measures: First, an
ordering of the different elements in SW can be defined such that SW becomes a partially
ordered set (a “poset”). Second, a measure of significance for the different elements in SW
in the definition of σ can be defined, which in this case operates as an extent or weight
function of different terms over SW . Since semantic networks are generally weighted, the
relative strengths of different vertices in any set offers a natural weighting function and by
implication, an ordering, but any of the available measures for vertices in graphs can be used
(e.g. any centrality measure). Finally, these different operations can be mixed in virtually
limitless combinations, such that the value obtained by a real-valued set ratio function can
be used as the weight or extent function for an additional set ratio function. This offers a
range of strategies for quantification of the role that a given vertex or set of vertices occupies
in a given structural pattern, and vice versa, the influence of a given structural feature over
the structural location of a term or set of terms.
An example of this is given by the cluster-vertex contribution scores used by Rule
et al. in their analysis of the SOTU corpus. These offer an insight into the importance
of a vertex’s neighbourhood over its containing community and its containing commu-
nity’s importance over its immediate neighbourhood, but these can be easily modified
to apply them to other structural configurations by changing the definition of the rel-
evant sets. The cluster-vertex contribution score of a cluster k for a vertex v is given
14 This is equivalent to saying that semantic networks can induce “bags-of-words”.
15 This can be used to construct non-metric or asymmetric measures of similarity, like the Tanimoto
divergence that is subtly different from the classical Jaccard distance but does not induce a metric (Salton,







w∈N(v) s(v, w), i.e. the ratio between the strength of all of
its non-community crossing edges over the strength of the edges in its open neighbour-





w1,w2∈k2 s(w1, w2), i.e. the ratio between the strength of all of its
non-community crossing edges over the strength of the edges between all vertices in k.
In the case of sets of vertices, all of these measures can be used to construct a vector
of weights over its members, which can subsequently be used as the arguments to one of
the many similarity/dissimilarity measures I have discussed throughout this dissertation.
This offers a natural way for comparing vertex sets and by implication, a solution to the
alignment problem.
Alignment
The alignment problem revolves around the issue of constructing measures of similarity/dis-
similarity between the values of S obtained from a given X → S projection of different values
of X. This is a necessary step in any comparison between the values of S corresponding to
different corpus segments; most critically, those corresponding to different points in time
when we are interested in assessing the significance of transitions between different states of
affairs that I claim to offer an alternative to traditional event-based historical analysis.
There are two senses in which the alignment problem is relevant. First, as discussed
in footnote 25 from chapter 2, we can not assume the semantic stability of terms across
different corpus segments. This requires the construction of an endogenous characterisation
of a given term beyond its lexical identity. I.e. we need a strategy that allows to produce a
formal characterisation of a term in order to assess the extent to which its representation in
a given value of S has changed: how similar is kill in 1683 to kill in 1876? is it more or
less similar to slaughter? etc. Second, since we are not interested in the terms themselves,
but on the values of σ ∈ Σ that are obtained as a function of second-order units of analysis
in S, we need to be able to associate these second-order units of analysis across different
values of S beyond the lexical identity of the terms that are associated to them: We need to
compare values of SW∈L without relying on an identity of the W ∈ L sets over which they
are computed. E.g. we want to be able to determine the extent to which a cluster of terms
identified in the network for 1683 corresponds to any of the clusters of terms identified in
the network for 1876, etc.
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It should be fairly obvious that the range of solutions to the alignment problem will
be determined by the solutions available to the mapping problem, as alignment consists
in establishing a measure of comparison between the values of the second order units of
analysis that are produced by solving the mapping problem. Consequently, the alignment of
semantic networks proceeds through the comparison between the set and list16 structures
that are obtained in the semantic networks corresponding to different corpus segments.
This presents the practical problem of lexical overlap: since the range of solutions to the
alignment problem in graph-based structures consists in the comparison of sets, typically
via the construction of feature vectors over their elements, the only relevant elements for
comparison between the sets obtained from two different graphs will be those vertices that
are present in both graphs. I.e. we need the partial lexicons of the corpus segments under
comparison to overlap, as the set of terms that will be available to construct any measure of
comparison will consist of the intersection between these two lexical sets.
Ensuring lexical overlap generally means that there is a limit to the granularity with
which a given corpus may be split, as shorter corpus segments will necessarily have smaller
partial lexicons, in addition to the problems derived from the projection of semantic networks
with few observations (though the projection of the Crouch trial discussed below indicates
that this problem is less serious than what it may appear at first). For example, there are
only 113 terms out of the 77, 610 terms in the normalised POB lexicon that appear in each of
the 240 years covered by the corpus and 47 of those correspond to functional terms, leaving
only 66 lexical terms available for lexical overlap between all corpus splits at the year level17.
Given the discussion above about the relationship between W ∈ L sets and values of
σ and the set-based solution to the mapping problem, we are generally not interested in
establishing comparisons between terms directly, but between the sets that are associated
to them in different semantic graphs. This implies that the terms outside the intersection
between the set of vertices of different graphs can still be compared, from a comparison of
the elements in the sets that contain them that are contained in the intersection between
the two graphs. For example, the difference weighted network for the POB does not contain
summary, which is present in the direct co-occurrence network of the POB, such that a direct
16 “List” is just an alias for “poset”.
17 For the curious, of those 66, 24 are common nouns (NN), 19 non-auxiliary verbs (V), 11 adjectives
(ADJ), 9 adverbs (ADV) and the others are london, a proper noun, and mr. and jury, which are inexplicably
also classified by the Stanford POS tagger as proper nouns (NP).
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comparison between them is impossible: there are no sets of vertices in the higher-order
graph that contain summary. However, all of the terms that appear as neighbours of summary
in the lower-order network for the POB do appear in the higher-order network, so we can
compare summary in both networks by proxy of its neighbours18, after which the problem is
reduced to the computation of the same similarity measures that we used in the context of
the mapping problem. This can be used to also produce a measure of the reliability of this
proxy, from the strength of association between the ego networks and the elements in the
proxy, e.g. between summary and its neighbours, etc. However, the limit to this strategy is
still determined by the total lexical overlap between the two graphs, as the set of vertices
that can be used in these proxy sets will still have to be contained in the intersection of
both graphs. In the final analysis, the cardinality of the intersection between the two graphs
determines the maximum range for all measures of similarity that can be constructed over
them, because the set operations that we are using as the basis for the construction of all
measures over semantic network X → S projections are combinations (and permutations if
we can induce an ordering) of the elements in this set.
On the other hand, and going beyond the set-theoretic structures that can be exploited
in graph-like objects, there is a much more elegant and interesting alternative solution
for the comparison of graphs with no overlap. This offers two very attractive advantages:
Practically, it allows for very fine granularity in the construction of corpus partitions, because
we are not constrained by lexical overlap (though we are still constrained by the general
data amount requirements of distributional semantics in general). Theoretically, it allows for
complete disregard to the identity of the terms themselves, either as a mechanism to anchor
a comparison between sets, or in terms of the identity of the sets themselves (i.e. we can do
away with the proxies and neighbourhoods, etc). This alternative strategy is to base the
comparisons on motifs: recurrent sub-graphs that are statistically significant and recurrent
across different graphs and are fully characterised by the structure of their connections, with
18 Given two graphs G1 and G2 such that G1 6= G2, G1 ⊃ vsummary and G2 6⊃ vsummary , we define the
term (vertex) set NG1 (vsummary) corresponding to the order 1 open neighbourhood of the vertex for summary
in G1. We then define the term set ProxyG1summary =
⋃
w∈NG1 (vsummary)N
G1(w) , i.e. the union of the
neighbourhoods of each of the neighbours of summary in G1 (equal to the order 2 neighbourhood of vsummary)
and the set ProxyG2summary =
⋃
w∈NG1 (vsummary)∩G2 N
G2(w) , i.e. the union of the neighbourhoods in
G2 for all the vertices that are in the neighbourhood of summary in G1 that are also present in G2. Hopefully
NG1summary ∩ G2 6= ∅, and we can use the two Proxy sets thus defined to construct a comparison. Other
structures containing summary could be used in the same manner, open neighbourhoods are just the most
basic example.
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independence of the identity of its vertices19.
The problem with this strategy, which is more elegant in the sense that it treats semantic
networks as graphs proper instead of just using them as convenient mechanisms for inducing
sets, is that motif mining and matching is an instance of the graph isomorphism problem,
which so far is not known to be solvable in polynomial time. This means it is impossible to
devise a strategy for the systematic use of motif mining for the analysis of semantic networks
in full20, and their application to the analysis of concrete features in semantic networks would
require a much more profound understanding of the distributions of structural configurations
that arise in semantic networks built from different similarity measures21. Motif mining has
seen extensive application in fields that deal with smaller graphs taken as analysis units in
whole: i.e. characterised by the problem of matching two given different motifs, instead of
the more general problem of enumerating and searching for motifs in complex graphs, which
is what would be required for this to be a viable strategy (Milo et al., 2002; Dunne and
Shneiderman, 2013; Wang et al., 2014; Wei et al., 2017)22.
Having established in general terms how mapping and alignment are dealt with in the
context of semantic network X → S projections, we can now look at concrete examples,
starting with the projection of a single trial from the POB.
3.3 The trial of Arthur Crouch
On the evening of Thursday the 15th of February in 1894, Arthur Crouch, a 37 year old
man, came home to find that his tea was not ready. He accused his wife, Mary Crouch, of
having been drinking. Enraged, she “flew at him in a temper”. There was an altercation
19 This property is formally known as “invariance under relabelling”, i.e. the graphs are “the same” if
they have the same edge-structure, independent of which vertex goes where.
20 Though there are very exciting recent developments in this area, see Babai (2015) for (unproved) claims
of a solution to graph isomorphism in quasi-polynomial time.
21 Which, at this level of generality, starts to resemble a question about the distributions of structural
patterns in graphs produced by connecting k-nearest neighbours in metric spaces, a problem sufficiently
understood for the case of k = 1 (Eppstein et al., 1997). Measures of semantic similarity are generally not
metric, though, and the strategy we pursue in their construction is generally not a k-nearest neighbours
approach, so there are several additional complications for this. See Karlgren et al. (2008) and Gyllensten
and Sahlgren (2015) for an application of nearest neighbour graphs as a mode of querying semantic vector
spaces, which has direct connections to this issue. Note that this approach has become partially obsolete
for this particular purpose given the geometric properties of more recent vector spaces (as discussed in the
next chapter) but it seems broadly applicable to this problem. This is, again, related to the deep connection
between graphs and topological spaces.
22 Note that this is equivalent to solving graph isomorphism in a very restricted context, for which
solutions exist, though they are not cheap.
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between them, and she fell through the landing window on top of a cistern. The lid of the
cistern gave way under her weight and she fell into it. As Mary was getting out of the cistern,
Rosina Porter, the landlady; and William Hawse, a neighbour; came into the backyard
to find Mary half in the cistern, bleeding profusely from a wound in her hand. Someone
called the police. William Spencer, a policeman, came into the courtyard to find Hawse
helping bind Mary’s wound, which was still “bleeding very much”. Mary asked Spencer to
take Arthur into custody. Arthur, Mary and Spencer came into the Harrow Road police
station and were interrogated there by James Bristow, the inspector in charge. Mary was
also examined there by George Robertson, the surgeon of police at Kilburn. Arthur Crouch
was tried at the Central Criminal Court in the session of March 5th 1894, charged with
feloniously wounding Mary Crouch with intent to do grievous bodily harm. All of the people
mentioned in this brief account appeared at court. Mary insisted that the incident had been
an accident and that she did not want to go on with the case. Arthur was found guilty of
“unlawful wounding” (a lesser offence to the “feloniously wounding with intent” with which
he was originally charged) and sentenced to six month’s hard labour.
The full transcript of the trial of Arthur Crouch is presented in Appendix A.
Figures 3.1 and 3.2 present the network maps corresponding to two different projections
of the co-occurrence counts obtained from the 18 paragraphs contained in trial account
t18940305-268, the trial of Arthur Crouch.
The “direct co-occurrence network in Figure 3.1 was constructed using the PPMI values
of X directly as edge weights. The “higher-order co-occurrence network in Figure 3.2 was
constructed using a Jaccard distance over the PPMI feature vectors23. Both networks were
pruned by deleting all edges such that no component larger than one is detached from the
network’s main component (see below) (Zhou et al., 2012), dropping some terms from the
full 371 terms in this segment; the first order network has 281 vertices, and the second
order network has 301 vertices. Communities were detected with the Louvain modularity
optimisation procedure (Blondel et al., 2008). This yields 11 clusters with a modularity of
0.62 for the direct co-occurrence network and 13 clusters with a modularity of 0.68 for the
higher-order network.
I would suggest taking a moment to read the source material and contrast it with both




















































































































































































































































































Figure 3.1: Direct co-occurrence network for the trial of Arthur Crouch
the network maps and the narrative description presented above in order to see directly
how a given text is represented in a semantic network. I’ll return to this at the end of this
chapter.
This is just a toy example of a semantic network for demonstration purposes only,
considering that the Crouch trial has only 18 paragraphs and a lexicon of just 371 terms,
which means that it captures a very small sliver of the semantic context captured in the
global patterns of the full POB corpus. However, it serves as a basic illustration of the ideas
discussed above about the difference between the networks obtained by different association
measures that model different forms of semantic relatedness. Pay particular attention to
the relative locations of the four terms marked by larger labels in both network maps:
prosecutrix, cistern, prisoner and hard-work. If we go to the original source, we will
see that prosecutrix is the term used by witnesses to refer to Mary Crouch, as this is the
term used in Old Bailey trials to refer to female victims, while prisoner refers to Arthur
Crouch, as this is the term reserved for the defendant. In the direct co-occurrence network



































































































































































































































































































Figure 3.2: Higher-order co-occurrence network for the trial of Arthur Crouch
between these two terms contained in the witnesses’ accounts of the case, while hard-work
and prisoner are located in the same community because that term was used to describe
Arthur by Rosina Porter, who appeared as a witness for the defence (and also by Arthur
himself when describing his marriage to the judge in his brief defence statement). This
association is induced in the direct co-occurrence network by the collocation of the terms in
close proximity to each other, and is not present in the higher-order network, with all four
terms being located in different communities.
This contrast between the two projections of X into a graph from the computation of
different association functions also holds at the local level, as can be appreciated by looking
more closely at the direct neighbourhoods occupied by a term in both projections. Figure 3.3
shows the order 2 ego network for prosecutrix24.
In terms of the solution to the mapping problem discussed above, we obtain that in the
direct co-occurrence network, prosecutrix is located in a community together with 49 other
24 The order of an ego-centred induced sub-graph refers to the number of edge hops away from the focal
point that are included in the sub-graph. Order 2 means we are looking at the sub-graph induced by the set
























































































































































Figure 3.3: Ego-networks for prosecutrix in the trial of Arthur Crouch
terms, with a ϕk←v score of 0.3545 and a ϕk→v score of 0.0265. In the higher-order network,
prosecutrix is located in a community together with 33 other terms, with a ϕk←v score of
0.5 and a ϕk→v score of only 0.0052.
In words, the above means that in the direct co-occurrence network prosecutrix plays
a less central role in the structure of its enclosing community (the total strength in its
immediate neighbourhood accounts for a 35.4% of the total strength in its community
versus 50%), while in the other direction, its neighbourhood in the higher-order network is
comparatively more cosmopolitan (only 0.5% of the total strength in its neighbourhood is
accounted for by its enclosing community). We can also produce an aggregate measure of
the embeddedness of prosecutrix in its enclosing community via a product between the
two measures: 0.0094 and 0.0026 for the direct co-occurrence and the higher-order networks,
respectively.
There are a few additional patterns that indicate further differences in the graphs
corresponding to different similarity measures. Note the differences in the general structural
patterns of both networks, given by the relative density of edges around some terms, and
the relative higher density of edges in the higher-order network (i.e. the density and
concentration of the inter-community edges), as well as the presence of chains in the lower-
order network: This is an effect of the impact of the different vertex strength25 distributions
of each network over the edge-pruning process, and offers an insight into the general shape
of the distributions of different similarity measures. Edge pruning operates by deleting
25 Strength refers to the sum of a vertex’s incident edges weights, per opposition to degree which is the
count of a vertex’s incident edges.
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edges beneath an endogenously determined threshold θ defined as the value of edge weights
beneath which edges can be removed without producing the detachment of any component
larger than one26. The different weight distributions of different similarity measures implies
that a θ value derived from the same connectivity tolerance will delete a different proportion
of edges given the differences in skewness of different similarity measures. In general, we
can expect higher-order similarities to be less skewed than lower-order ones, because the
computation of higher-order measures is, in a sense, a convolution of the distribution of the
lower-order measure with itself, such that the effect of a connectivity threshold procedure will
be larger on lower-order networks27. This explains the relative higher density of higher-order
networks (and in hand with this, the differences in the final number of vertices in the
graph, as the lower-order network will tend to produce more orphans after the deletion of a
comparable proportion of edges). It also explains why the lower-order network tends to be
less compact; i.e. to have more of a sprawling hub-and-spokes structure; in very sociological
terms, this is the distributional semantic equivalent to the Blau principle (Blau, 1987, p.
71), as using direct co-occurrence for the modality of the network restricts the available
neighbour candidates for any given term. There are only so many terms that can occupy
positions in the vicinity of a given term. This restriction doesn’t apply when we use higher
order measures, because higher order measures don’t require direct co-occurrence, it suffices
that terms have “similar” co-occurring patterns28.
It must be noted here that semantic networks constructed from the co-occurrence patterns
for a single trial do not really allow for a proper assessment of the higher-order network,
because higher order similarity measures require more information than lower-order similarity
measures. The representation that can be induced from a single observation severely limits
their potential to model paradigmatic relationships. This is better explained by reference
to the structural linguistics understanding of syntagmatic and paradigmatic relatedness:
Syntagmatic relatedness is a diachronic phenomenon, while paradigmatic relatedness is a
26 Edge pruning is implemented in the graph_prune_connected function of the graph module of the
wspaces R package produced for this dissertation. The maximum allowed size of detached components is
implemented as the tol(erance) parameter to that function. See Appendix D.
27 More research is needed in order to determine the general distributions followed by different similarity
functions, but in principle, to the extent that higher order measures are convolutions of lower order measures,
we can expect higher order functions to have increasingly smoother distributions approaching a normal
distribution.
28 Though this difference should decrease as the relevant token stream increases in length, as longer token
streams will present additional co-occurrence “opportunities”.
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synchronic phenomenon (De Saussure, 2011). As readers familiar with traditional content
analysis will recognise, there isn’t much point to carrying out a synchronic analysis of just
one “text”, because the purpose of synchronic analysis is to bring in information that is not
directly present in the diachronic representation of text. With only one trial, this exercise
is equivalent to modelling the semantic context of the one trial as if the linguistic sample
offered by that particular trial were a full, exhaustive image of the semantic context of the
state of affairs in which that text was produced: i.e. the 371 terms in the trial and whatever
patterns could be observed in it directly constituted the entire vocabulary and the full set of
grammatical rules in the text’s language29.
3.4 The semantic network projection of the POB corpus
Unlike the trial of Arthur Crouch, the full POB corpus is in a completely different order of
magnitude in terms of the amount of information contained in its distributional patterns.
Consequently, the semantic network projection of the value of X for the full POB is much
more complex than the networks that can be produced from a small subset of the corpus,
like the trial of Arthur Crouch, even taking into account both lexical sampling and edge
pruning. The same general trends in the projection of a single trial should hold for the
projection of the global semantic network (and in the semantic networks corresponding to
different points in time, discussed in the next section), with the caveats mentioned above
about the impact of larger population counts.
I have already mentioned that the storage and time complexities of producing an adjacency
matrix for the full corpus are generally prohibitive, requiring a process of lexical sampling in
addition to the edge pruning process. For this task I will use the same strategy as the one
used for the sampling in the production of the term-frequency vectors in the experiments of
the previous chapter: Defining a term-frequency threshold in order to only take into account
the highest frequency terms that will cover a given percentage of the total corpus token
stream. The sample threshold used for production of the global network discussed in this
section was set at 90%. Correspondingly, the lexical sample produced by this threshold is
designated as S90 and contains 2, 187 terms. In the analysis in this chapter, though, we
are using a different reference population, as we are only including nouns in the sample
29 In structural-linguistics terms, this would be the same as saying that the single trial with its 371 words
constitutes the entire structure of the text’s language.
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(I’ll come back to this point in the summary). As per the POS class trends illustrated in
Figure 2.4 shows, nouns tend to occupy positions towards the lower end of the term frequency
distribution compared to other POS classes, such that exclusion of the other POS classes
means that we will need to include a larger number of noun terms in order to account for
an equivalent proportion of the token stream than the one we would need if we included
all POS classes. For reference, the S90 sample corresponding to the entire lexicon has only
1, 018 terms, while the same sample excluding all non-lexicals has 2, 807. This should offer
some indication of the effect of different coverage thresholds on different lexical populations.
It is also necessary at this point to remember that the sampling procedure operates
only over the rows of X and not over its columns: This is what I’ve referred to in previous
discussions as the distinction between sampling on observations and sampling on features,
and it implies that even though we are only taking into account a subset of 2, 187 terms
from the lexicon as observations, this is not the number of dimensions in the feature vectors
used to construct the higher-order measure of similarity. I do apply an independent lexical
sampling procedure on the feature vectors, though, in order to remove some of the noise
introduced by extremely low frequency terms30. This is built over a coverage threshold at
99%, and includes 27, 690 terms, which is thus the dimensionality of the feature vectors
used in the construction of higher-order similarities. As per Table 2.1 and as the results
below will show, the effect of this double censoring of the lexicon does not impose a very
large information loss, and consequently doesn’t seem to impact the capacity of a semantic
network to capture meaningful patterns.
It could, however, interfere with the second idea discussed above about the relationship
between connectivity in higher-order networks and structural equivalence in lower-order
networks. The connection between higher-order connectivity and lower-order equivalence is
predicated on the fact that the way in which structural equivalence is assessed in relational
data for e.g. block modelling, is mathematically equivalent to the process of creating
higher-order similarity-measures (like the difference weighted extent function) from lower
30 Note that in the construction of similarity measures from a value X, the number of observations in
X, given by its rows, affect the complexity of any similarity measure quadratically, while the number of
features in X, given by its columns, affect the complexity of the computation linearly. In formal terms,
these are at best O(|L|2|D|) ∼ O(|L|2) operations, where |L| is the cardinality of the lexicon and |D| is the
dimension of the feature vectors. In simple terms, the running time for the computation of some similarity
function over X will increase quadratically with the addition of an extra entry in the lexicon, but linearly
with the inclusion of an additional feature. Also note that the complexity is invariant over differences in the
saturation rate of X, i.e. unaffected by the word-length of the relevant corpus segments.
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order indicators of association (like PPMI weighted co-occurrence counts). The relationship
between the adjacency matrix of the lower-order network and the adjacency matrix of
the higher-order network is functionally the same as the relationship between a network’s
adjacency matrix and a block model’s distance matrix because the matrix product that
relates both matrices is similar, as long as the vector product used to compute the higher-
order measure is the same as the one used to compute the distances between the association
patterns of vertices in order to assign them to different blocks31.
Lexical sampling interferes with this mathematical equivalence, because in the case of a
lower-order network built from direct co-occurrence measures (like the PPMI), that is not
the result of a matrix product but either the raw co-occurrence counts or of a point-wise
weighting function of them, the lexical sampling process will remove some columns from
the vectors available for computation of the matrix product that can be used as the basis
for a spectral clustering algorithm because these terms will not be present in the adjacency
matrix of the resulting network. In the computation of the edge weights in the adjacency
matrix of the higher-order network, the feature columns corresponding to sampled-out terms
are not removed as dimensions from the sampled row vectors, because we are only sampling
observations, not features. Hence, the equivalence is lost because the vector products that
would otherwise be equivalent are in effect computed over vectors that are not the same.
If the idea about the connection between equivalence classes in the lower-order network
and communities in the higher-order networks is valid, then (1) the divergence between
the clusters induced by structural equivalence in the lower-order network and the clusters
induced from connectivity patterns in the higher-order network could offer an indication of
31 More formally, the clustering of vertices in a graph with respect to their structural similarity operates
through the computation of a bi-linear quadratic form of the adjacency matrix in a network. I.e. its
transformation into a distance matrix directly, per opposition to the “distance matrix” induced from path
lengths or edge weights used in community detection. This is for example the way in which CONCOR
operates, by using convolutions of Pearson’s correlation coefficients as vector products in an iterated procedure
(Breiger et al., 1975). With variations, all spectral clustering procedures operate in a similar way to produce
structural equivalence classes from adjacency matrices (though they can get quite complex, as in stochastic
models (Nowicki and Snijders, 2001; Accominotti, 2016, , appendix 2A). This functional relationship between
the adjacency matrix and the clustering distance matrix is precisely the same relationship that exists between
the adjacency matrices of networks built from measures in different orders: A higher-order adjacency matrix
is equal to the bi-linear quadratic form of a lower-order adjacency matrix, i.e. a matrix product between itself
and its transpose, with a vector product defined by whatever similarity function we choose. This is what was
discussed in section 1.3 of chapter 1 when I said that projections involve “linear algebraic” operations on the
entries of a (weighted) co-occurrence matrix, and also what I meant in footnote 37 about the relationship
the term-document matrix and the term-term matrix. In consequence, if the vector product function used to
induce the higher-order adjacency matrix is the same as the vector product used to carry out an spectral
clustering procedure to detect equivalence classes in the lower-order network, the resulting partitions should
be similar, because the adjacency matrix in the higher-order network and the distance matrix used as input
in the spectral clustering of the lower-order matrix should be equivalent.
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the impact of different lexical sampling strategies on the quality of the resulting networks
and (2) we should expect in any case this divergence to be small.
In order to further explore (and take advantage of) the idea about the connection between
structural equivalence in lower-order networks and connectivity in higher-order networks it
would be necessary to carry out a systematic exploration of the effects of lexical sampling
and edge pruning over graph based representations of X. This should probably begin with
an assessment of this connection over non-sampled and non-pruned networks, but until we
can avoid the computational costs associated to semantic network construction, this seems
like an impossible task32.
The two global networks produced for this section were constructed with a similar
procedure to the networks used for projection of the Crouch trial. The direct co-occurrence
network uses the weighted PPMI as its edge modality, the higher order network is built
from the values of the difference weighted co-occurrence retrieval model. Note that this
measure is non-symmetric, so the higher order network is in principle directed, but in most
analyses edge directionality is discarded . After lexical sampling and edge pruning, the direct
co-occurrence network has 2, 106 vertices, 16, 083 edges, and a total strength of 11, 750.15 for
an edge weight average of 0.7306. The difference weighted network has 1, 736 vertices and
70, 529 edges, with a total strength of 64, 263.6 for an edge weight average of 0.9112. As can
be appreciated, these numbers correspond to very different edge strength distributions. Both
networks were pruned to a connectivity tolerance of 2. The direct co-occurrence network
produced an edge weight θ of 0.2943, while the difference weighted network produced a θ of
0.3768. Communities were detected through the Louvain modularity optimisation procedure
(Blondel et al., 2008), with final modularity values of 0.5151 for the direct co-occurrence
network and 0.3213 for the difference weighted network. The algorithm partitioned both
networks into 10 communities33. Community contribution scores were computed following
the procedure detailed in section 3.2.
Figure 3.4 presents the scatter plot of total vertex strength against the cluster-contribution
score for each vertex in each network. Point colour represents the communities into which
the vertices have been assigned by the Louvain algorithm while size corresponds to the (log)
32 This is in addition to the problems imposed by working with saturated weighted graphs. See footnote 1,
supra.
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Figure 3.4: Vertex strength and cluster contribution scores
term frequency of their associated terms.
As is immediately apparent both networks are very different, beginning with the reverse
association between vertex strength and cluster-contribution scores for the higher-order
network. Even more striking though, are the relative levels of entropy in both distributions,
with vertices more or less neatly organised into bands in the higher-order network, compared
to the much more random-looking distribution seen in the lower-order network. In addition,
the patterns in the higher-order network seem to indicate a strong association between
cluster membership and vertex-strength and contribution scores. A full understanding of
the meaning of these patterns would require a more thorough analysis, but I would advance
that these patterns could indicate that the higher-order network is in fact capturing a
more paradigmatic notion of relatedness, as we can expect paradigmatic similarity classes
to represent different functional roles in a language’s grammar, such that the strength
of their connection to other terms and the general structure of the classes to which they
belong should be different for different paradigmatically related groups of words, while the
topical associations prevalent among syntagmatic similarity classes should not present this
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association34. This figure suggests this is actually the case.
We can asses the ideas above about the connection between connectivity and structural
equivalence by producing a block model for the lower order network and contrasting the
assignment of vertices to blocks in this reduction to the communities into which they are
assigned in the higher-order network. I induce equivalence classes by a classic, particularly
naive procedure: First I compute a distance matrix over the adjacency vectors using the same
measure as the one used to induce the measures used in the higher-order network and then
feed the resulting distance matrix as input for a clustering procedure. Since the difference
weighted co-occurrence model measure is not a proper metric, producing a distance from
it requires coercing it into one; in this case by adding the resulting similarity matrix to its
transpose and dividing by two and then subtracting from one to transform this symmetrised
similarity into a distance35. Since we are trying to produce a “confirmatory” block model
to test the hypothesis that equivalence classes in the lower order network correspond to
communities in the higher order network, we use a fixed-number clustering algorithm to
classify the vertices into the same number of classes as communities in the higher-order
network, i.e. 10, though in the difference weighted network, 6 classes are tiny and together
account for only 20 of the 1, 736 vertices in the network36, so we produce a second model
for a partition into 4 equivalence clusters and exclude these 20 from the cross-comparison.
Tables 3.1 and 3.2 present the cross tabulation of the resulting classification for the 10 and
4 class models against the classification of vertices in the higher-order network. Using the
same procedure for construction of similarity measures between vertex sets in the context
of solutions to the mapping problem, we can produce a stronger measure of association
than the probabilities induced from a contingency table. Figure 3.5 contains the heat-maps
34 Remember that syntagmatic similarity is related to co-occurrence, such that words will be syntagmati-
cally similar if they occur in the same context, independent of the position they occupy in those contexts.
Paradigmatic similarity is contextual similarity, such that words will be paradigmatically related if they
appear in similar contexts, and the position in which they appear contributes to this similarity. This is
the reason we can talk about paradigmatic similarity as a relation of substitutability, and also the reason
why this notion of relatedness is theoretically closer to what I call material processes, expressed through
the imputation of agentive functions, per opposition to discursive processes, expressed through topical
organisation.
35 I.e. D(wi, wj) = 1− (Sim(wi,wj)+Sim(wj ,wi)2 ). This is equivalent to the process by which directionality
is discarded in the spectral analysis of graphs: taking the average between the in-degree and the out-degree. I
do not have a proof for whether the result of this operation on the difference weighted co-occurrence measure
is in fact a proper metric (i.e. it respects the triangle inequality) and lack the mathematical knowledge to
recognise if this is obviously the case, but most clustering procedures are robust to non-metric distances, they
only require the distance to be symmetric and that D(i, j) = 0⇔ i = j (i.e. they don’t require transitivity);
this is the case with this measure.
36 A listing of these “tiny clusters” is given in Table 3.3 at the end of this chapter.
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Figure 3.5: Association strength between eq. classes in direct cooc. network and communities
in diff. weighted network
corresponding to the similarity matrix between the observed communities in the higher-order
network and the equivalence classes obtained from the block model. Note that for these
results we only consider the terms that are present in both networks (1, 661 terms).
Communities
Eq. classes 1 2 3 4 5 6 7 8 9 10
1 0 0 0 0 0 74 0 3 0 1
2 86 0 0 0 0 0 0 0 0 0
3 0 57 0 0 0 0 0 0 0 0
4 43 4 0 0 0 157 0 0 0 20
5 0 1 0 0 0 21 0 0 0 0
6 24 0 0 0 0 0 0 0 0 0
7 1 5 0 0 0 0 0 0 0 96
8 18 135 0 0 2 0 0 0 0 6
9 277 196 5 4 0 287 2 0 4 91
10 35 1 0 0 0 4 0 0 0 1
Table 3.1: Cross classification of terms into 10 equivalence classes in lower-order network
and all communities in higher-order network
Communities
Eq. classes 1 2 3 4
1 15 192 1 5
2 87 0 0 0
3 381 202 540 102
4 1 5 2 108
Table 3.2: Cross classification of terms into 4 equivalence classes in lower-order network and
4 largest communities in higher-order network
Both the contingency table and the heat-map lend support to the idea that there is an
association between the two structures in the two networks, though there are some clear
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artefacts induced from the variations in the cardinality of both partitions in the case of the
full 10-class model. This seems to indicate that the conjecture about the connection between
lower-order equivalence classes and higher-order communities is actually the case. Taking
advantage of this result in order to construct multi-modal semantic networks seems like a
very promising avenue for further research; I have not been able to find any literature around
this. The proper assessment of this finding would require constructing bounds in order to
assign some notion of significance to these observed associations, and comparing its strength
across different similarity measures, particularly those derived from further convolutions
of X over itself. For what its worth, a simple chi-squared test of both contingency tables
yielded p-values below the machine epsilon37, but the usual populations found in lexical
analyses make statistical significance tests lose all discriminatory power.
3.5 Summary
This chapter has discussed one of the two generally available strategies for constructing
useful X → S projections: graph based projections that we call semantic networks.
Theoretically, the semantic networks that we are interested in are always uni-modal
graphs in which the strength of association between the vertices corresponding to different
terms in a corpus’ lexicon is given purely by their associated distributional information, as
this imposes no additional assumptions about the machinery of human language beyond
the distributional hypothesis, a requirement in order for any X → S projection to provide
pictures of states of affairs that are independent of narrative accounts.
Mathematically, semantic networks are graphs, and graphs are fundamentally (1) set-
theoretic objects with additional structure and (2) non-metric topological spaces. The
first point indicates the range of solutions that are available in semantic network X → S
projections for solution of the methodological problems that we require of them: mapping
their features to sociological concepts and alignment of representations built from different
corpus samples, segmented or not. The second point indicates their full independence from
any assumption about human languages beyond the distributional hypothesis, even the
geometric metaphor: graphs don’t care about geometry.
37 I.e. technically indistinguishable from 0. All results in this dissertation were produced using double-
precision IEEE floating point numbers, with a machine epsilon of 2.220446x10−16
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The solutions to the methodological problems from set-theoretic operations mean that
in the analysis and comparison of semantic networks we will deal mostly with a process of
defining term sets, ordered or not, from the features obtained in the structural configuration
of the resulting networks, and constructing similarity measures from the consideration of
their membership lists.
The identity of the elements in these sets is generally of secondary concern from a
theoretical point of view, to the extent that terms are only observation units in my proposed
methodology. However, they are relevant in a practical sense, to the extent that the
alignment of sets is still ultimately based on the identity of their elements. This imposes
serious constraints to the granularity of corpus partitions available for semantic network
construction, as the necessary operations require lexical overlap between different partitions,
though there are several strategies to minimise this problem. An alternative solution is given
by the exploitation of motifs, recurrent sub-graphs with similar topology, but this would
require a solution to the graph isomorphism problem for its application to the unbounded
problems we generally face in semantic network analysis (i.e. we would need to be able to
search for motifs).
In terms of the way in which semantic networks capture different notions of semantic
relatedness, this is primarily associated to their modality, such that the connectedness relation
on different semantic networks will capture the notions of relatedness that are measured by
different similarity functions. We are primarily interested in paradigmatic similarity, which is
associated to higher-order similarity functions (i.e. similarity of similarities). I claimed that
lower-order networks and higher-order networks are fundamentally related by the functional
relationship between the functions that are used for constructing higher-order measures from
lower-order ones. This connection between the structures in networks of different orders is
deduced purely from the observation that higher-order similarities correspond to the same
operation through which we define structural equivalence from an operational point of view.
This suggests that there should be a connection between the structural equivalence relation
in lower-order networks and the connectedness relation in higher-order networks.
I have provided some evidence for the ways in which the semantic networks corresponding
to different orders of similarity capture different notions of relatedness by looking at the
projection of a single trial, and then comparing the patterns of vertex strength and significance
across the projections for the full POB corpus. I have also provided some evidence for the
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hypothesis about the connection between structural equivalence and connectedness, which
we can call duality. Much more work is required in order to provide some bounds to establish
the significance of these findings.
From a broader point of view, semantic networks present several advantages. First, even
though we are still using them for distributional semantics, and distributional semantics
always require enormous amounts of data (in contrast to e.g. concept map construction),
semantic networks are capable of producing meaningful representations of text even with
very few observations, like the ones that can be derived from the mere 18 paragraphs in
the Crouch trial. Second, and particularly for their application to sociological problems,
semantic networks are, well, networks. This means that they are a data structure with
which sociologists are profoundly familiar, making them more or less immediately available
as a methodological strategy for practitioners in our discipline (unlike e.g. metric vector
spaces, which require mathematical techniques we are usually not so familiar with)38. Third,
as the projection of the Crouch trial demonstrates, semantic networks are generally easy
to appreciate intuitively and lend themselves readily for the construction of a qualitative
characterisation of different phenomena, at any level of analysis (see table Table 3.3 to
appreciate this), as well as providing relatively easy to construct visualisations of the data
in the form of network maps.
Semantic network analysis presents several relatively important limitations, though.
First, and also due to their mathematical structure, operations on semantic networks
are primarily combinatorial problems and this tend to be enormously expensive from a
computational point of view, and generally don’t scale very well. It is from these costs that
we require some questionable decisions like lexical sampling or edge pruning, but in addition
to these practical concerns and even if we had ways around this rather violent hacking away
of some segments of the available primary data, there is no way around the costs associated
to set-based operations, as intuitive as they are to understand39. An alternative to this is
38 Until now I had not realised the provinciality of the available literature on graphs. It seems to be the
case that the notion of “structural equivalence” is only of interest to sociologists, as every reference I could
find about this issue was found in social-scientific literature, in contrast to other operations on graphs, which
have received enormous attention from other disciplines; most notoriously, community detection and network
specialisation. This is somewhat curious, considering that structural equivalence can work as an alternative
to problems that are normally reduced to the graph isomorphism problem, which receive tremendous interest
and we know to be hard.
39 Though there is probably ample space for optimisation of these operations, using more specialised data
structures. I have not explored this thoroughly.
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given by the spectral analysis of graphs, but this is far from simple, and particularly complex
in the case of directed networks, which arise naturally from the notions of similarity that we
are primarily interested in40. This makes a systematic assessment of semantic networks a
tremendously costly exercise. This is further complicated by the fact that semantic networks
occupy an order of complexity far beyond the graphs that arise in traditional social network
analysis.
Second, there is a major issue of robustness. Given the procedures used for semantic
network construction, there are several parameters that need to be determined in order
to produce a semantic network, particularly if one is interested in minimising the amount
of discretion in the analysis (an issue that I will discuss in more detail in chapter 5).
These include: (1) defining a criteria for inclusion of terms in the relevant population (i.e.
which lexical classes to include?); (2) defining a sampling strategy from the selected lexical
population (i.e. coverage threshold? k-highest frequency terms? minimal term frequency
across all corpus segments?); (3) defining a pruning strategy for simplification of the saturated
adjacency matrix (i.e. connectivity thresholds? absolute or relative? over which connectivity
criteria?) in addition to the questions about which similarity measures to use (metric?
symmetric? difference-weighted or additive?), and about which algorithms will be used to
detect the relevant second order units of analysis (i.e. community detection algorithms,
block modelling procedures). All of this decisions have tremendous impact on the resulting
networks. The semantic networks I have built over the POB corpus were initially constructed
with a choice of parameters that sought to minimise the level of analyst’s discretion, defining
lexical sampling and pruning exclusively through endogenous means, using the largest
lexical samples that my main research computer could handle and setting particularly strict
connectivity thresholds. The results presented in this chapter were built following this
general approach, but it turns out that any slight deviation from these parametric choices
will yield very different results, and the manner in which each of the different parameters
will impact different aspects of the resulting networks is largely an open question. This
means that much work is required in order to (a) acquire a more systematic understanding
of the effect of each of the choices that will necessarily need to be taken in the construction
of semantic networks and (b) produce some notion of standardisation in the procedures used
40 Note that paradigmatic relatedness is basically an issue of substitutability, and substitutability is
notoriously asymmetric.
112
for their construction. I hope my proposed methodology will be particularly useful for the
second of this requirements41.
Finally, we can point out that the main feature of semantic networks is that they facilitate
an style of analysis characterised by structures and operations from discrete mathematics,
dominated by combinatorial problems.
41 Which I can reveal to be the ultimate objective pursued through the work presented in this dissertation,
and partly explains the ostensible obsession with technical detail.
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Figure 3.6: Direct co-occurrence network for the entire POB corpus (S90, nouns only)
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Figure 3.7: Difference weighted network for the entire POB corpus (S90, nouns only)
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Vertex attributes for terms in tiny clusters
Index Term K TF DF Rank class POS Lexical ϕv→k ϕv←k
631 fowl 3 4424 3114 3 NN Yes 0.26 0.20
878 duck 3 2581 1923 3 NN Yes 1.15 0.23
1003 goose 3 2006 1430 4 NN Yes 1.02 0.21
1085 rabbit 3 1723 1258 4 NN Yes 0.50 0.05
1316 hen 3 1200 957 5 NN Yes 0.50 0.04
1153 rogue 4 1568 1387 4 NN Yes 0.72 0.14
1313 villain 4 1204 1091 5 NN Yes 0.50 0.15
1452 rascal 4 946 878 6 NN Yes 0.40 0.15
1629 scoundrel 4 672 607 7 NN Yes 0.50 0.10
1318 volume 5 1196 885 5 NN Yes 0.25 0.25
1369 edition 5 1110 1038 5 NN Yes 0.50 0.25
1087 writer 7 1717 1589 4 NN Yes 0.28 0.25
1457 shorthand 7 936 791 6 NN Yes 0.50 0.25
1338 fur 8 1165 951 5 NN Yes 0.50 0.12
1626 muff 8 676 506 7 NN Yes 0.34 0.25
1678 tippet 8 605 498 7 NN Yes 0.50 0.13
215 mercy 9 18204 17749 1 NN Yes 0.51 0.32
706 sake 9 3807 3506 3 NN Yes 0.07 0.06
809 pardon 9 2960 2581 3 NN Yes 0.34 0.13
1679 forgiveness 9 603 583 7 NN Yes 0.78 0.20
Table 3.3: Vertex attributes for members of tiny clusters in the difference weighted network.
These are the full membership lists for the six smaller clusters in the version of the
difference weighted network used for the results in this chapter. Together they account for
only 20 of the 1, 736 vertices in the network. Slight variations of the parameters used for
constructing different versions of this network always yielded distinct, semantically related
term sets as compact tiny clusters, like terms related to piracy, navigation, etc. Why different
compact paradigmatically related classes are located in distinct communities when the
network is constructed with a slight modification to its parameters, and more importantly,
which classes, is an open question that would require a much more thorough exploration
of the configuration space (Stephenson, 2011) of the parameters for network construction,
as well as the results obtained from different clustering algorithms, particularly taking into
account that we are throwing away edge directionality in the detection of clusters. Looking
at their members though, it seems to be the case that the clusters are always composed by
less prevalent terms in highly domain-specific classes (i.e. “less common names for small
farm animals” for cluster 3, “quaint nouns for describing persons of ill repute” for cluster 4,




This chapter discusses the other of the two general strategies available for projections of
X into S: the derivation of a dense, lower-dimensional metric space from the sparse and
extremely high-dimensional representation of a distributional space contained in the co-
occurrence matrix X. Since we have already discussed the strategy relying on semantic
networks, this chapter will not touch on some of the more general aspects that arise in
the analysis of X → S projections, but I will indicate the necessary differences between
the approach described in the previous chapter and the one described in this chapter as
necessary.
Analytically, vector space construction always implies some process of dimensionality
reduction in such a way that some of the structures contained in X are preserved in its lower
dimensional representation. As I will discuss in more detail in the next chapter, the rationale
for this is related to the general strategy that characterises the underlying exercise that makes
possible the techniques discussed in this work: the idea that there is an unknown semantic
space whose topology can be approximated from its empirical consequences. Unlike semantic
networks, vector spaces rely primarily on the second idea from our minimal linguistic theory:
the geometric metaphor that postulates that meaning can be understood as being organised
along semantic dimensions; that there is a linear relationship between these dimensions;
and that the source of the semantic content of linguistic particles (e.g. words) is given by
their position along these dimensions, such that the observed similarities between different
semantic units are explained by their close proximity in the semantic space determined by
these unobserved (“latent”) dimensions.
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Vector spaces exploit this idea from the notion that the distributional space described
by X can be understood as being the projection of the latent semantic space into a higher
dimensional space of dimensionality equal to the number of contexts in which we observe
words to occur, such that the reconstruction of the underlying, unknown semantic space
will correspond to the result of some mapping between these two spaces. This is why I
have referred to this exercise throughout with the notation normally used to describe linear
mappings: X → S. Unlike semantic network construction, though, this understanding
of vector spaces is particularly general: there is no further qualification about either the
properties of this mapping or the procedure used to compute its value, which means that, in
principle, anything goes.
This is what explains the point I made in the opening paragraphs of section 1.3 about the
empirical origins of most distributional semantic models: they do not, in general, have any
theoretical support beyond the distributional hypothesis and the geometric metaphor, and
their suitability to actually represent language is given exclusively by their performance. In
my understanding of distributional semantic techniques, this is what makes them attractive:
they don’t depend on any particular interpretation of the world in order to represent it.
This can be easily appreciated in the consideration of the recent history of vector space
models: until very recently, the most successful models in the field were not properly
understood, even by their creators. I’ll explain what I mean by this below.
From a more practical point of view, vector spaces are fundamentally different from
semantic networks, in as much as they are mathematical and algebraic structures of a different
class1. This means that the operations that are available on them for solution of the mapping
and alignment problems are particularly distinct from the operations that are available
on graphs: vector spaces are metric spaces, which means that they come equipped with a
number of structures that can be used to locate points or regions in them, establish axes
across or between them and generally construct measures of distance, closeness, angle and
(when endowed with additional geometric algebras) orientation in a completely endogenous
way, through nothing more than simple linear operations between the vectors that describe
them. The power implied by these possibilities should be immediately apparent, but to make
1 Though there are many subtle connections between metric spaces and graphs when considered in
topological terms that offer additional analysis options. This is what makes spectral graph theory possible,
for example, but this is a level of abstraction that is beyond our more immediate concerns, as mentioned
above in footnote 1 from the previous chapter.
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it clear: many if not all of the problems present in semantic networks from their set-theoretic
nature simply vanish when we try to come up with solutions to similar problems in the
context of metric vector spaces. However, the fact that these mathematical structures are
available in the algebras of metric spaces is, in itself, of purely mathematical interest. These
operations are not, in themselves, of any interest, unless they can be exploited as avenues
for solution of concrete problems (ostensibly for my purposes, the mapping and alignment
problems). It happens to be the case that a particular specification of vector space models
actually has this feature, as I will discuss in a moment.
The other tremendous advantage of vector spaces is that, as it has now been established,
they do not require the instantiation of a full distance matrix. This has profound implications
in terms of their computational complexity, as it means that their time cost increases linearly
on the number of words in the lexicon and on the dimensionality of the output vectors (which
in this context are sometimes called “embeddings”), and not quadratically2 eliminating the
need for lexical sampling that is a practical requirement in the construction of semantic
networks3.
On the other hand, their main limitation is given by what is also their most interesting
methodological advantage: semantic vector spaces are particularly sensitive to small variations
in the underlying source of data, making them particularly suitable for the study of change
in language use, or the equivalent exercise of construction of detailed pictures of the state
of affairs across different contexts4, possibly across different points in time. Unfortunately,
this means that they require even larger amounts of textual data than the amounts that
are sufficient to produce a useful representation of text in a semantic network. Unlike the
practical problems seen in the construction of semantic networks, this is not something
2 Their storage requirements are also invariant on corpus size, though they are evidently associated to
the dimensionality of the target vectors. This cost is negligible: hard disk space is cheap; storing a final
value for a vector model using vectors with 50 dimensions is not much cheaper than storing a similar model
with vectors of dimension 300, 500, etc. In case you are wondering: the models for the full POB corpus
and its 77, 610 term lexicon discussed below, using rather onerous 300-dimensional vectors stored as double
precision IEEE floating point numbers occupy exactly 373, 148, 880 bytes of hard-drive space, or 356MB in
human units. This is negligible in contrast to the 48, 186, 496, 800 bytes (∼ 45GB) of memory that would be
required for a live instantiation of the distance matrix.
3 Note that unlike very early techniques for distributional semantics, the currently available strategies
for the construction of both vector spaces and semantic networks do not depend in any meaningful way on
the total size of the corpus, beyond the time costs associated to the production of values of X from it (i.e.
the collection of co-occurrences counts from longer token streams) but this is a data acquisition issue, not a
modelling issue.
4 In the non-linguistic sense of the word.
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that can be avoided: there is no strategy around these requirements comparable to the role
played by lexical sampling and edge pruning in dealing with the practical aspects of semantic
network construction: we just need moar data, and this is always an unsatisfactory solution
to any methodological problem, as it is no solution at all.
The first section of this chapter discusses some general aspects of vector spaces from a
review of their history and the incremental improvements that characterised their study
in the early decades until the more or less groundbreaking work of Mikolov, Chen, et al.
(2013), Mikolov, Yih, et al. (2013), and Pennington et al. (2014) and most importantly, Levy
et al. (2014). The second section will discuss the linear operations that make it possible
to solve the mapping problem in vector spaces, and the fundamental problems in need of
solution when dealing with the alignment problem. The third section will present some
general features of the semantic vector space that can be constructed over the POB corpus
along a few experiments that can be carried out over this representation of the textual
data in the POB and that illustrate the different solutions to the mapping and alignment
problems as discussed in the previous section. Finally, I’ll close this chapter with a summary
of its main ideas and an assessment of metric vector spaces for the purposes of my proposed
methodology.
4.1 A brief history of semantic vector spaces
The field that we can today describe as distributional semantics emerged out of the combi-
nation of two distinct but related areas of work: information retrieval and computational
linguistics5. The specific combination of these two fields that determined the general co-
ordinates of what distributional semantics are today is the result of a more or less foreign
inversion of the logic prevalent in one of these fields (information retrieval) that turned out
to have broad applications for the solution of problems in both of them6.
From a purely operational point of view, the first attempts at applying vector-based
measures of similarities to the modelling of words, were derived more or less directly from
5 The distinction between these fields is given by their different scopes: computational linguistics is an
academic discipline proper, while information retrieval can be considered its associated technological field.
The connection between the two fields is more or less straightforward, but it can be shown by a simple fact:
the most prominent current practitioner in both fields is actually the same person: the head of Stanford’s
NLP group, prof. Christopher Manning.
6 And also to psychology, see footnote 19, infra.
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their already established application to the production of scoring systems in information
retrieval. As already discussed in section 1.3, the problem in need of solution in information
retrieval is the location of a document that will satisfy a user’s information need expressed
as a query. A vector space model works for this purpose by creating term vectors for both
documents and queries and then leveraging some measure of similarity to determine which
documents best satisfy the information need as represented in the query (usually the cosine
similarity, etc). This requires the construction of “the other kind” of term-frequency matrix
than the kind to which X belongs: a term-document matrix, in which entries in a lexicon
are associated to document-vectors (or postings lists), or what is the same, documents are
represented as term vectors, not entirely unlike the vectors we used for lexical comparisons in
the experiments in chapter 27. This understanding of “vector space models” has a venerable
and tremendously successful history in its application to the information retrieval problem
(Salton, Wong, et al., 1975; Salton and Buckley, 1988; Manning, Raghavan, et al., 2008) and
was fairly well established by the time of the first attempts at using the same ideas for the
different and much more ambitious problem of modelling language.
The derivation of semantic vector space models from information retrieval vector space
models is based on the brilliant yet remarkably simple8 idea of just transposing the term-
document matrix, in order to use the information contained in it to characterise terms
instead of documents. That’s it. This is the origin of semantic vector space models. As
simple as this idea is, it turns out that there are a few practical issues in its execution. It
took 20 years to find viable solutions to them. However, it was in the solutions to these
practical problems that the full power of the geometric metaphor to actually represent the
machinery of natural languages became apparent. I’ll explain.
The basic problem that comes up when one tries to naively apply the idea of simply
transposing an information retrieval index’s term-document matrix to characterise terms
instead of documents, is given by the fact that, beyond their superficial connection as
mathematically similar entities (i.e. vectors), term-vectors and document-vectors are in
fact very different, because they tend to have different characteristics in terms of their
dimensionality and sparseness. It shouldn’t be necessary at this point to explain why this
7 From this point of view, that exercise can be interpreted as constructing “documents” out of the POB
segments corresponding to a whole year. I.e. a whole volume of the POB, containing around 10 of the 2, 163
surviving issues of the POB.
8 And in hindsight, fairly obvious; but brilliant simple ideas are always obvious in hindsight.
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is the case; in practice, document vectors are (1) too large, in the sense that the term-
document matrix is hard to analyse as a unitary object9, (2) noisy, as they contain several
spurious occurrences of terms and (3) extremely sparse. Hence, a practical implementation
of the idea of simply transposing the term-document matrix to model terms instead of
documents requires solutions to these problems. Earliest attempts came in the form of
applying a process of dimensionality reduction to the term-document matrix through principal
component extraction. Note that at this point this was formulated as a necessary, unfortunate,
and unavoidable loss of information out of a practical requirement.
This yields the first viable semantic vector space model: Latent Semantic Analysis
(Landauer and Dumais, 1997; Landauer, Foltz, et al., 1998)10, which is the result of applying
a singular value decomposition (SVD) to the term-document matrix in order to produce a
variance-maximising rotation of the term document matrix and then choosing an arbitrary
number of bases from it; i.e. what in sociology we know as “factor analysis”11.
The second critical insight in the development of modern distributional semantics was
the realisation that we can do away with documents entirely, because in reality we only
need to collect the distributional patterns of terms with respect to other terms. This idea
emerges naturally from the manipulation of term-document matrices, either in full or in
their reduced form as in LSA, but its original development required a complete break with
information retrieval applications and the introduction of the idea of collecting distributional
patterns directly around term-contexts via moving windows (which eventually became the
standard approach). This is Lund and Burgess’s Hyperspace Analogue to Language (Lund,
Burgess, and Atchley, 1995; Lund and Burgess, 1996), produced more or less around the same
time as LSA started to receive more attention from the linguistics academic community12.
9 Per opposition to the pair-wise comparisons that are prevalent in their use as an index in information
retrieval.
10 The story is slightly more complicated than this. The seminal paper about “latent semantic indexing”
is from 1989 (Deerwester, 1988), but this was still proposed as an improvement to information retrieval
systems. This resulted in two patents (“Computer Information Retrieval Using Latent Semantic Structure”
1989; “Computerized Cross-Language Document Retrieval Using Latent Semantic Indexing” 1994), and
it was not until the landmark paper by Landauer and Dumais (1997) that its implications for semantic
modelling in general were more thoroughly presented.
11 This explains, in part, the connection to sociological field theory that I mentioned in passing in
section 1.1 as this is the same technique that is used in the correspondence analyses that are prevalent in
that field. To be honest, this entire dissertation could be completely rewritten as a generalisation of field
theory (something that renders the very notion of “field” moot, but I digress).
12 Per opposition to the attention it received from its industrial application since its original formulation
in 1988 and its publication as a patent. See footnote 10.
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Unlike LSA though, dimensionality reduction was considered optional in HAL, because
the term-term document matrix that it produces does not present the prohibitive costs
associated to its analysis as a unitary object as the term-document matrix. HAL’s term-term
matrix is, of course, our good friend X.
At this point, the prevalent understanding of distributional semantics was that LSA-like
models were a “more correct” approximation of the semantic space, and that the term-term
matrix typical of HAL was merely a convenient way of avoiding the costly SVD operation
required by LSA-like models with linear dimensionality reduction. The logic was that
collection of distributional patterns in the form of a term-term document matrix implied
a loss of information, and this loss of information was considered to necessarily limit the
capacity of such representations to model the hypothetical semantic space. The comparable
results obtained via one or the other strategy were attributed to the inevitable and somewhat
equivalent information loss from either folding term-document vectors on themselves13 or
from the application of a dimensionality reduction technique.
This view of distributional semantics dominated the discussion for the next ten years
or so. A particularly illuminating review of the state of the art up to this point can be
found in Sahlgren (2006). Back then, the discussion seemed to be centred around two
major concerns: the question about how different notions of context were related to different
forms of semantic relatedness, and the search for alternative strategies to the SVD for the
dimensionality reduction process, particularly if they did not require the instantiation of the
term-document matrix, as this severely restricts the potential of these techniques for the
analysis of the larger electronically available corpora that started to become available at the
time14.
With regards to the context definition issue, as presented in Sahlgren’s review, the debate
eventually settled on identifying document-based contexts with syntagmatic relatedness, and
13 See footnote 37 in chapter 1.
14 Incidentally, this is the time at which the first partial versions of the OBO edition of the POB became
available. Note that the practical limitation associated to the static factorisation of the full term-document
matrix implies that, up to this point, distributional semantic models were primarily restricted to their
application to smaller, domain-specific corpora, which were, in any case, the only corpora that were generally
available at the time. For reference, the Wikipedia project started in 2001, while the Google News service
was launched in 2002. It would be several years until either of these now standard sources of electronic text
became stable enough to be subject to computational text analysis techniques. Until then, the gold standard
corpus for computational analysis was the Brown Corpus (Francis and Kucera, 1979), a curated selection of
500 samples of English text of ∼ 2000 words each, i.e. 1, 000, 000 words; cfr. the 127, 000, 000 words in the
POB.
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term-based contexts with paradigmatic relatedness, in an effort to make sense of the results
produced by LSA and HAL within the standard structural linguistics framework. In a similar
fashion to the dimensionality issue, the general understanding was that these were basically
good-enough proxies for more sophisticated notions of context, associated to higher-order
linguistic phenomena, like syntax relations or dependencies and constituencies as suggested
from classic linguistic theory. See Turney, Pantel, et al. (2010) for a thorough review of
the field from this point of view. This debate yielded several different models that were
characterised by idiosyncratic context choices, typically for more specific purposes than the
general “solution to Plato’s problem” that LSA and others were supposedly designed for1516,
and several attempts at combining a range of available techniques for high-dimensional data
analysis17
With regards to the computational aspects, the general approach revolved around
the development of incremental procedures for computation of the dimensionality-reduced
matrices, in an effort to (1) avoid the need to produce an instantiation of the full term-
document matrix that was still the reference implementation, and (2) in order to enable
the construction of incremental models that are capable of updating themselves as new
observations come along, an operation that requires recalculating the SVD in the traditional
LSA-style approach. The most promising solution to this problem consisted in the use of
random indexing, the accumulation of random, pseudo-orthogonal vectors associated to each
different context (Sahlgren, 2005; Baroni et al., 2007; Jurgens and Stevens, 2009; Cohen
et al., 2010). A secondary concern revolved around the issue of preserving order in the
resulting vectors, which in the context of the random indexing approaches that quickly
became dominant was generally solved by the application of permutations of the indexing
vectors (M. N. Jones and Mewhort, 2007; Sahlgren et al., 2008).
Finally, a third broad area of attention was given by the potential application of vector
15 See footnote 19, infra.
16 See D. Lin and Pantel (2001) for exploitation of dependency paths for automatic construction of
question-answering systems. See Padó and Lapata (2003) for a more general application of parse trees for
semantic space construction and Padó and Lapata (2007) for a review of dependency-based approaches. See
Erk and Padó (2008) for an attempt at exploiting middle-level syntax patterns for sentence meaning recovery.
See Turney, Pantel, et al. (2010, op. cit.) for an example of “pair-pattern” contexts, reminiscent of the syntax
patterns that are used as relation extraction as applied to concept map construction. Alternatively, see
Grefenstette (1994a) for an earlier approach that combines syntactic analysis with co-occurrence windows.
17 See Purandare and Pedersen (2004) for a rather extreme example of a combination of two different
clustering procedures and two concurrent context definitions for word sense disambiguation (a 4-models-in-1
approach, in a sense).
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space models to the construction of what I described in the previous chapter as “concept
maps” in the context of their contrast to semantic networks, but which in this context is
better described by reference to their broader field: ontology construction and automatic
thesaurus generation (Grefenstette, 1994b). One of the earliest efforts at combining both
fields can be seen in Rohde et al. (2006). Also, see Gabrilovich and Markovitch (2007) for
the opposite exercise: informing the construction of vector space models from pre-existing
ontologies18
The point of this review is to show in a little more detail the state of affairs that
explains the disciplinary confusion that I have referenced throughout, given by a separation
of concerns between computational (incremental strategies; alternatives to the SVD) and
methodological (impact of different context definitions, etc.) questions, and a rather clear
transition from models predicated on fat theories of cognition and language to models
that had little basis beyond Firth’s distributional hypothesis (Harris, 1988, 1991)19, mostly
restricted to domain-specific questions.
In this context (and as the computational infrastructure started to allow for the compar-
ison of the performance of dimensionality reduction models to the performance obtained
from using the raw un-reduced version of either the term-term or term-document matrix), it
started to become apparent that models suffering from the alleged information loss induced
by dimensionality reduction (or compression in the form of a term-term matrix) actually
18 Something that doesn’t seem to have gathered much attention beyond the proof of concept presented
in that work. Gabrilovich and Markovitch’s work in particular uses the English Wikipedia as a publicly
available ontology. Given the origin of the ideas that eventually resulted in this dissertation, this paper
would have been of central importance in the original version of what eventually became this project, which
revolved precisely around this exercise (Atria, 2009). I will come back to this in chapter 5.
19 This is partly explained by disciplinary dynamics, the consideration of which offers additional insight:
The technical development of LSA came from industrial applications to information retrieval, but its
theoretical formulation was carried out in the context of psychology: Landauer and Dumais’s paper is
titled “A solution to Plato’s problem”; i.e. LSA was predicated to offer a solution to “[the] problem that
has plagued philosophy and science since Plato 24 centuries ago” , via its provision of “a theory [of the]
acquisition, induction, and representation of knowledge”.
Just slightly more modestly, Lund, Burgess, and Atchley’s HAL was designed as a model of human
memory, and actually applied to its empirical study. Linguistics was mostly uninformed by this work, and
computational linguistics in particular was, until then, mostly concerned with producing better parsers:
Rohde et al.’s work is illustrative, as it shows that as late as 2006, publications for the computational
linguistics crowd still required a clarification of what HAL and LSA were as examples of “a new vector-space
method” ten years later.
The fact that Sahlgren’s 2006 dissertation in computer science became the canonical version of the state
of the art and that Turney, Pantel, et al. saw the need to produce a more theoretically informed review
geared towards linguists four years after its publication (not unlike the role that Evans and Aceves’s 2016
review is now playing for sociology) are even clearer indication of this. Hence, generalised confusion mostly
from crossed talk between completely different communities of practice.
This did not help in the exercise of making sense of “distributional semantics” in order to use it as the
basis for a general methodology in the social sciences.
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produced better results than full information models. In addition, the rather generalised
confusion around (and proliferation of) different context definitions was further complicated
by a similar realisation that more sophisticated (or theoretically informed) context defini-
tions tended to produce worse results. Both of these findings were more or less in direct
contradiction with established notions from both linguistic and information theory.
In consequence, and as late as 2013 the state of the art in distributional semantics can
be summarised as: “vector space models (kinda) work, but we have no idea why”.
Then someone came along with the proverbial bigger boat.
king− queen+ man = woman
It must be emphasised here that, up to the point covered by the review presented above,
most empirical research on distributional semantics was carried out over delimited textual
sources that are not particularly massive by the standards of the usual sources used for
similar purposes in 201720. The drive towards incremental models was partly motivated by
the increasing interest of applying these models to the study of text from the internet (e.g.
twitter (De Boom et al., 2015)), but the costs associated to this exercise meant that this was
generally limited to one-off attempts and proof of concepts that failed to provide a unified
view of how these models operate.
It was around this time that Google began its transition from a search engine company
to an artificial intelligence company21 and started applying neural networks to the challenges
found in the development of its automatic language translation services, the first instance of
a systematic application of neural networks to the study of unbounded textual sources22.
From these efforts, in 2013 a team of engineers from Google’s AI research division
published a model that had been developed as a side effect of their work on automatic
20 This does not take into consideration the proprietary models that were most likely developed in opaque
corporate or military environments, but those do not participate, because they are not published.
21 This transition can said to have been complete in 2015, after Google’s acquisition of DeepMind
Technologies Ltd, a British company founded in 2010 that is credited with the development of what can
be considered to be the first instance of “general AI”, and with Sundar Pichai’s appointment as Google’s
CEO (Hacket, 2016; McCracken and McCracken, 2016). DeepMind was founded in 2010, and acquired by
Google in 2014. Pichai was appointed as Google’s CEO in October 2015, the same month that DeepMind’s
AlphaGo became the first machine to defeat a human go player (which is a big deal in AI). On the other hand,
IBM’s Watson (which makes extensive use of vector-space based methods for its unstructured information
heuristics) won the Jeopardy! quiz game show for the first time in 2011.
22 Though the general idea of applying neural nets for semantic modelling had already been proposed as
far back as 2008 (Collobert and Weston, 2008).
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translation systems that they called “word2vec” (Mikolov, Chen, et al., 2013; Mikolov, Yih,
et al., 2013) and that was fundamentally the result of taking the internal representation of
terms in a neural network’s intermediate layer and using it directly as a semantic vector
representation.
Unlike previous models that had been developed, tested and applied to issues of sense-
disambiguation dominated by pair-wise similarity tasks, word2vec was capable of producing
analogies; i.e. given a relationship between a term pair and a third single term, the model
was capable of producing a term that, when combined with the third term given, would
produce a similar relation to the one seen between the first two terms: given the tuple
[king,queen] and the query term man, word2vec would produce woman as a result.
This basically changed everything.
Previous models were not capable of carrying out a similar exercise, and it has far-reaching
implications. As I explained in the introduction, prior models were metric models, in that
the norms and distances that they are equipped with happen to approximate some notion of
semantic relatedness: words that are close to each other are more similar. As per the review
above shows, we did not have an understanding of why this was the case but this operation
is sufficient to construct pair-wise comparisons between words. Analogy reconstruction
indicates the presence of additional meaningful algebraic structures, which make it possible
to exploit not merely the distance between words to approximate similarity, but the linear
relationship between words induced by the geometry of the model to approximate a word’s
sense. The implication here is that this allows for the application of the rest of the structures
present in metric vector spaces not only as a mathematical exercise, but as means for
recovering significant associations between words23.
This is demonstrated more concretely by the actual operation that facilitates the produc-
tion of woman as the correct response to the tuple-term pair ([king,queen],man): in geometric
vector spaces: vwoman−vman = vqueen−vking. I.e. the dimension traced across the semantic
space in a geometric model between the location of the point corresponding to the term
for king and the location of the point corresponding to the term for queen, represented
23 In very simple terms: prior models have significant points which yields significant distances, such that
the only meaningful part of a vector between the two points is its magnitude, with its direction being an
artefact of e.g. the SVD or the convolution of random index vectors. Geometric models also endow the
directions in the resulting vector space with meaning, such that it has significant lines and a significant
orientation.
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as the difference between their associated vectors will be similar24 to the dimension that
can be traced between words that share a similar relationship between them as the rela-
tionship between king and queen, which is what is represented by the equation above. In
fact, the same relationship will be observed between other vector pairs: [father,mother],
[brother,sister], [uncle,aunt]. This has notorious implications for semantic modelling, as
explained better by the following quote from Pennington et al. (2014):
The similarity metrics used for nearest neighbour evaluations produce a single
scalar that quantifies the relatedness of two words. This simplicity can be prob-
lematic since two given words almost always exhibit more intricate relationships
than can be captured by a single number. For example, man may be regarded as
similar to woman in that both words describe human beings; on the other hand,
the two words are often considered opposites since they highlight a primary axis
along which humans differ from one another.
In order to capture in a quantitative way the nuance necessary to distinguish
man from woman, it is necessary for a model to associate more than a single
number to the word pair. A natural and simple candidate for an enlarged set of
discriminative numbers is the vector difference between the two word vectors.
No prior model was capable of producing comparable results. As it should be immediately
apparent from consideration of the emphasised passage, this provides a direct, natural and
immediate solution to the mapping problem, as I will discuss in the next section.
In terms of prior work in the field, the relationship between word2vec and the disciplinary
context described above can be shown by a simple metric: Mikolov, Chen, et al.’s original
paper describing word2vec cites exactly 0 of the works discussed in the previous section. It
wouldn’t be until their second paper several months later (Mikolov, Yih, et al., 2013) that
an effort to place word2vec in the context of prior work in the field would be attempted, but
it is fair to say that the Google team had little if any familiarity with the state of the art in
vector space construction (or at least they didn’t consider it worth mentioning). As such,
it is hard not to think that word2vec’s discovery was fundamentally an accident: at some
point someone at Google decided to peek into their translation service’s neural net and play
around with the values of its intermediate layers and discovered that the neural network
24 In the formal mathematical sense of “parallel”.
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actually understood English (or any language) much better than anticipated. Out of this
came the alchemy that is word2vec.
I call it alchemy because word2vec is honestly incomprehensible, which is not surprising
considering that neural nets are the epitome of what I have called “empirical” validation25.
Our current understanding of how these models operate came not from reading the papers
describing them (which clarify how they were computed, procedurally, but offer little insight
into what is actually going on), but from looking at its source code and running it inside a
debugger (Goldberg and Levy, 2014). It wasn’t until this exercise was carried out that a
candidate explanation was produced26.
Goldberg and Levy’s hypothesis about how word2vec works the way it does is based on
recognising that the internal representation of terms that are produced as intermediate layers
in a neural network trained to predict either the terms that will appear in the context of a
given term, or the term that best matches a given context represented as a tuple of terms
(i.e. the kind of operations that are necessary in order to implement bi-directional machine
translation) will have a precise relationship to the values contained in the co-occurrence
matrix: Xi,j ∼ f(vi · vj) + α, the inner product between the vectors for the two terms
will approximate the value of (some function of) the PMI between the two terms, plus a
constant27 (Levy et al., 2014). Note that this endows the values of the inner product that
will be found in the resulting vector spaces with semantic properties beyond their association
of semantic similarity to the distance that it induces, and it is through this mechanism that
linear operations in these spaces magically produce semantically meaningful results, like
analogy reconstruction.
This provides the missing piece in order to make sense of prior models like HAL, and
LSA: it turns out that the machinery of human languages is captured in surprising detail in
the values obtained from the computation of a co-occurrence matrix, such that what was
25 A more elegant name for the “throw everything at the wall and see what sticks” approach.
26 The story of how Goldberg and Levy; Levy et al. figured out how word2vec works is the reason why
this dissertation seems obsessed with minute technical and computational detail: I must doubt my own
interpretation of the techniques discussed in this work, and the only way to ensure that any aspect of
them that fails to be captured by my poor understanding of the world is not lost to more capable minds
is to thoroughly document and explain every procedure involved. This is also the reason why I decided to
implement the methodologically relevant parts of the software used in this dissertation from scratch and
make it available publicly under a free license (though my therapist would probably disagree with me). This
was the only way I could come up with to make positively sure I understood what I claimed to be doing.
27 The PMI value of X and not the raw co-occurrence count value of X, accounting for disparities in
word frequencies, etc.
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previously considered to be an unfortunate information loss turned out to be a particularly
efficient de-noising of the information contained in values of X. It just happens to be the
case that the relationship between X and S is not linear if X is considered to contain a
“distributional” space, because it turns out that it is apparently, a quadratic bi-linear form
of S itself, which explains (1) why linear dimensionality reduction like the SVD generally
fail to capture most details of S’s actual structure and (2) why it can be used to produce
arbitrary approximations of S: it is in itself a “distance” matrix28.
The consequence of having this knowledge, is that it allows for the exploration and
development of new models outside the original word2vec; in particular, models in which
their functional specification is separate from the procedure used to compute their value,
something that is not possible when we use neural networks and that allows for the exploration
of different computational approaches, in the knowledge that they will work to the extent
that they minimise their divergence against the empirically derived PMI values in X. This
basically transforms word2vec’s esoteric AI-informed alchemy into (something like) multi-
variable regression. And we have many different ways of solving the matrix factorisation
problems that arise in this domain29.
4.2 Operations over vector spaces
The first and most widely used instance of a geometric model developed directly following
this procedure and not as the side effect of training a neural network is GloVe: Global
Vectors for Word Representation (Pennington et al., 2014).
In practical terms, the value of these models is a vector space: a collection of points
in an euclidean space of arbitrary dimensionality that captures semantic information from
the linear relationships that can be induced between the points that describe this space,
each of which will be associated to a term from the lexicon in a corpus. The actual location
of the points for each term in the lexicon in this vector space will correspond to a vector
computed in such a way as to minimise the difference between the inner product of this
28 Another instance of a brilliant idea that seems obvious in hindsight.
29 Which is why I also made this connection explicit in chapter 1, and why my interpretation of
computational text analysis basically comes down to “you are gonna need a bigger boat”: for the most part,
it is correspondence analysis with thousands of categories, based on the factorisation of co-variance matrices
with thousands of dimensions, there are no operations besides the ones that are necessary for that exercise,
and the practical challenges associated to the exercise are merely the problems that arise when one scales
those procedures a couple of orders of magnitude.
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vector with all other vectors, and the corresponding values in X, but there are several details
to this process that imply references to additional entities30. There are some additional
complications related to the significance of the bases used to determine the actual value of
the matrix representation of the space, and some additional considerations that need to be
taken care of when trying to carry out operations between two different semantic spaces, but
these are trivial compared to the similar challenges faced by semantic networks (i.e. we can
dispense with membership lists and set-based operations).
In consequence, the range of operations that are available for solutions to the mapping
and alignment problem are linear operations: vector addition, scalar multiplication, inner
products and most importantly, vector difference as a means to induce dimensions across
the vector space from the positions of relevant terms.
In terms of their dimensionality, GloVe is known to produce good results with as little as
50 dimensions, and these tend to improve up to the 100 − 300 range. Beyond this, there
doesn’t seem to be much benefit in using longer vectors, and this becomes counterproductive
at some point, as the sparseness of the resulting space is associated, at least theoretically, to
the ratio between the number of observations and the number of dimensions in the word
vectors, but this relationship is not entirely clear31.
Also note that, given the way in which vector spaces are constructed, in which we
lose all notion of a “modality” beyond the way this is captured in the values of X (i.e.
the now byzantine discussion about syntagmatic and paradigmatic contexts) there is in
principle no direct connection between different forms of semantic relatedness and the linear
30 More specifically, GLoVe at least produces not one but two sets of vectors: “word” vectors and “context”
vectors. These correspond to the vector that represents a term as a member of other terms’ context’s and
the vector that represents the term as a context for other terms (i.e. as the value of the w and c arguments
to the function describing the moving windows context definition as presented in section 1.3; remember that
w and c were said to be interchangeable in that context, which implies that the vectors corresponding to
each are also interchangeable. Further exploration of their relationship could reveal additional elements to
this). GloVe also includes a scalar bias for each word and context vector that is used to ensure the symmetry
between w and c. All vectors in GloVe are unit vectors, such that the degrees of freedom for each of them is
the dimensionality of the resulting vector space - 1: i.e. the resulting vector space is an hyper-dimensional
n-sphere, a Riemannian manifold that can be immersed in euclidean space, etc. In the original version of
GloVe, there are a number of parameters to the procedure used for construction of the final vectors related
to the shape of the moving windows and the weights used for incorporation of positional information, but
since these are related to the computation of values of X, in my implementation they are removed from
the model specification and implemented as parameters to the co-occurrence counting functions as part of
the index module in the wspaces package. Because of this, they affect all X → S projections including the
construction of vector spaces and of semantic networks, in the hopes of offering a modicum of consistency
and to reduce the parameter space of the resulting models.
31 To me, at least. High dimensional spaces then to become very counter-intuitive with respect to our
low-dimensional experience of the world.
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relationships between points in the vector spaces that could be produced from different
similarities, as there are no similarities being computed32. However, given the significance
of the geometry of the resulting space, different notions of relatedness may be constructed
via the consideration of higher order relations between points: the analogy exercise can be
used to observe paradigmatic relations. This requires an additional (theoretical) exercise of
trying to come up with suitable analogies, but this belongs to the same class of problems
that is associated to the definition of the elements in the W ∈ L sets that are needed for the
mapping functions in semantic networks as anchors for the definition of the σ ∈ Σ that we
take to represent theoretical concepts. In this sense it is strictly a theoretical issue, not a
methodological issue.
In some cases, however, this is rather straightforward: tracing a dimension across the
semantic space from the difference in the location of vwoman and vman can be reasonably
expected to correspond to a “gender” dimension, but other socially relevant phenomena
do not lend themselves to this exercise so easily33. In the end this turns into the kind of
questions that were raised with regards to the uses of concept maps to induce qualitative
associations, and are thus out of scope in the current discussion. However, vector spaces
constructed following the proposed methodology offer an opportunity to explore these
questions empirically, from the systematic exploration of the value of empirically grounded
vector spaces.
Mapping
As per the discussion above, solutions to the mapping problem are readily available when
dealing with metric vector space X → S projections, exploiting the linear structures that are
contained in them. This yields basic means for characterisation of single terms from their
location, and their direct association to other terms from the consideration of the points that
are contained in their neighbourhood (i.e. the open sets that can be defined as n-spherical
sub-spaces around them).
32 Though it seems clear that different functional specifications of the function of the vectors’ inner
product that is used as an error function for factorisation may be used to emphasise different forms of
relatedness, but (1) it is easier to produce different relatedness measures internally in a given vector space
and (b) the lack of progress in understanding the role played by different contexts also applies here: we
have a very rudimentary understanding of how grammar translates to different functional specifications (see
Pennington et al.’s discussion of the derivation of their error function for additional details).
33 At least to my own limited sociological imagination.
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This level of operation is available in all vector spaces, including LSA, HAL and random
indexing models, as it relies on nothing more than distances, though in these models the
relationship between the elements in the neighbourhood of a focal term carries no semantic
information34, beyond their distance to the focal point, which can be used to induce an
ordering much in the same way as the distance of points to a cluster’s centroid can be used
as an indication of their eccentricity within the cluster.
The significance of distances also works for aggregation of a given set of points: the
groups of terms that are studied through structural features in semantic networks have thus
a direct analogy in the neighbourhoods induced by semantic spaces, but unlike network
features, no membership list comparison is necessary as the metric nature of these objects
means that we can always establish a measure of association between sets of points from the
distance between their centroids35.
This has computational advantages, since it allows for the solution of problems that would
otherwise require the computation of a distance matrix (which we have already established
to be prohibitive), through the kind of approaches that are available for solutions to the
n-body problem, like the Barnes-Hut approximation (Pfalzner and Gibbon, 1996).
Things get interesting when we move beyond distance-based operations: The presence
of additional geometric structures provides means for detaching the mapping of significant
theoretical entities from the identity of terms via the direct generalisation of the centroid
approach, but applied in combination to the mechanism that allows for the discovery of
analogies.
In brief, the example provided above about the connection between [king,queen] and
[man,woman] relies on the computation of a vector difference between king and queen and
between manwoman. This works because the vector that connects the elements in each of
these pairs can be interpreted to represent the relevant semantic dimension along which
these terms differ: i.e. a “gender” dimension. This “dimension” is itself also a vector. This
means that we can project other vectors over it in order to measure to what extent they
incorporate this particular dimension into their meaning, and that we can reject vectors
from it in order to remove the effect of this dimension from the vectors corresponding to
34 cfr. the structure that is present in the internal connections of a term’s neighbourhood or containing
community in a semantic network.
35 And associated measures like their radius, relative density, etc.
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other terms36.
Combining both ideas yields a third level of operations: term vectors, neighbourhood
clusters and dimensions across the vector space are all vectors themselves, such that they
can in turn be combined. This presents myriad possibilities for the construction of indicators
for several distinct phenomena. For example, it becomes possible to accumulate vectors
corresponding to a given semantic dimension in order to release the definition of this
dimension from a specific set of words: Construct a tuple like [king,queen], and use this
analogy to search for pairs of vectors that present a similar linear connection. Vectors across
all found term-pairs can subsequently be combined into a gender dimension that incorporates
the aspects of gender that are present in different contexts37, beyond royalty, marriage, etc.
Finally, the relationship between the pairs of terms that determine different analogies
can in turn be combined, such that e.g. a measure of the connection between the gender
dimension and some other relevant dimension can be constructed from the comparison of the
analogy vectors themselves; i.e. if we had a convincing analogy for a “power” dimension, it
would be possible to determine the extent to which this dimension “aligns” with the gender
dimension, by looking at the angle between them, etc.
The same mechanisms used to avoid direct dependence with specific terms are also
available here: the same exercise can be carried out with dimensions constructed from
vectors, dimensions between vectors, centroids of groups of vectors, etc. In the end this is
all possible because vector spaces are closed groups under linear operations, which means
that the result of any linear operation between two elements in the groups (i.e. vectors in
the space) will yield an element of the group (i.e. another vector), which means that any
combination of these operations will yield values that are also valid inputs for any of these
operations.
Alignment
Unlike the simple and elegant solutions to the mapping problem presented by the linear
structures present in vector spaces, their alignment is a bit more involved, as it is somewhat
36 This exercise (minus the grandiose theoretical claims) has been applied to study the differences in
student evaluations of teachers (Schmidt, 2016).
37 In the Searlean sense of the term C in the formula for agentive functions X → Y |C, not to be confused
with either the C used for designating corpus samples or the linguistic sense of context as vicinity in the
token stream, generally indicated as c.
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dependent on the properties of the process used for their construction.
This is related to two mostly independent issues, which are determined by the properties
of the functional transformation of X that is involved in the determination of their value and
that will impact the two general operations that we want any X → S projection to sustain:
comparison along a longitudinal axis usually determined by time, and comparison between
complementary corpus segments in order to asses the significance of some cross-sectional
dimension of comparison, like the ones that were used in the experiments in chapter 2.
Basis alignment
The first issue is the problem of finding a common basis set for two independent vector
spaces. Note that this problem only arises in absolute comparisons, i.e. when the exercise
requires determining the amount of movement experienced by a term (point) in the semantic
space without reference to any other point. This is what is needed for e.g. the diachronic
analysis of vector spaces in order to measure language use change (Hamilton et al., 2016),
but given the solutions to the mapping problem discussed above, it is not generally necessary
when the measures of significance that can be constructed can be defined in relative terms
(e.g. when the mapping of relevant entities proceeds along the strategy discussed for the
comparative analysis of two dimensions of comparison like gender and power) as in this
case the differences across the axis of comparison can be observed from the scalar value of
some divergence measure (i.e. endogenously). Remember that in general we are dealing with
normalised vectors, such that scale is usually not a concern38.
Alignment in this sense is equivalent to finding a common basis set, by producing an
orthogonal matrix R that will most closely map the matrix for a vector space A to the matrix
for a vector space B. A and B in the context of my methodology correspond typically to the
vector spaces that are induced from the values of X derived from different corpus segments.
The general version of this problem is known as the orthogonal Procrustes problem, and
it is known that a solution to it can be obtained from the SVD of a matrix M = ABT ,
38 Different algorithms for computation of vector spaces could, in principle introduce some variation
on the magnitude of the vector spaces, just as numerical errors could accumulate to introduce some noise
(this is related to a given matrix factorisation procedure’s “condition number” (Golub and Van Loan, 2012,
ch. 1)), but this can be solved trivially by normalising the vectors to unit vectors: form an information
theoretic point of view this removes one dimension from the available degrees of freedom, but the dimensions
themselves are arbitrary: just add an extra dimension if this is a concern.
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M = UΣV T to obtain a rotation matrix R = UV T (Schönemann, 1966)39.
Additive composability
The second problem has to do with the relationship that exists between the values of X
derived from different corpus segments and how this relationship is preserved in the values of
S derived from them after the functional transformation that is used to compute them. This
introduces an important consideration that distinguishes different strategies for semantic
vector construction.
The issue is whether the resulting vector spaces are “additively composable” (Shorrocks,
1980), i.e. whether the addition of the vector spaces derived from two complementary
samples of the corpus will be equal to a vector space computed from their union, e.g.
S(X(Cviolence)) + S(X(∼ Cviolence)) = S(X(Cviolence∪ ∼ Cviolence)).
This is obviously dependent in the first place on the value of X being additively com-
posable, which depends on the function used for its weighting (the PMI usually is not but
it can be coerced to be), but after this, it depends on the strategy used for computing the
value of X → S. SVD-based methods generally do not have this property. Random indexing
based methods, consisting in the accumulation of random vectors, do have it, as long as
the random vectors used for indexing come from the same source. Determining whether
word2vec and other methods inspired by neural networks (or predictive modelling in general)
have it would require a more thorough understanding of neural networks, but my inclination
would be to say that they most certainly do not. GloVe and all methods depending on inner
product factorisation do have it at least in theory, because the inner product is associative
under addition such that the results will be composable as long as the error function used in
the factorisation does not include any operations that are not associative under addition.
The pervasive use of logarithms in these functions would indicate that this is not the case.
The advantage of having additively composable vector spaces is given because this allows
39 The mathematical problem is known as the orthogonal Procrustes problem. The solution proposed
by Schönemann is known as the “generalised solution”. The standard implementation of this solution as
a computational procedure is known as “Kabsch’s algorithm”. The version of the problem using weighted
vectors is known as “Wahba’s problem”. The application of these techniques in statistical analysis is known as
“shape analysis”. Care must be taken not to confuse the procedure for alignment of two matrices, relevant in
this context, with the more general procedure of aligning an arbitrary number of matrices, which is generally
not distinguished in the statistical literature. It must also be noted that we do not have any need for the
scaling and translation components usually included in applications. Procrustes analysis writ large has had
widespread application in the comparison of e.g. molecular structures. This last bit should also be taken in
consideration when attempting to look for sources in the available literature.
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for the construction of complementary samples directly from the inversion of the operation
(which is, incidentally, the rationale provided by Shorrocks in the original formulation of the
idea): i.e. we do not need to compute and store a vector space for X(∼ Ctestimony) as this
can always be obtained from subtracting X(Ctestimony) from the vector space corresponding
to the full corpus. Likewise, the vector space for the full corpus can in turn be constructed
from the addition of all partial vector spaces, etc.
This makes two operations possible: First, it provides an internal measure of numerical
validation that can be used to assess the impact of numerical errors, from the comparison
between the fully computed vector spaces for different samples and the results that can be
obtained from subtraction of partial samples from the global sample40.
Second, and more interestingly, it provides some space around the formidable data
requirements of vector spaces, particularly for longitudinal comparisons. This is better
explained concretely: the 127, 000, 000 words in the corpus are more or less at the lower
regions of the amounts of data that are necessary to produce meaningful word spaces. This
means that a value of S for the full corpus is actually capable of capturing meaningful
patterns, but the same can not be said with so much confidence about the partial corpus
partitions that we would need in order to produce fully focused pictures of the state of affairs
for fine grained comparisons (i.e. we can still use these partitions to construct aggregate
measures of divergence like for example the level to which the space is organised along a
dimension, as discussed below). However, if the word spaces are additively composable, we
can treat each corpus partition as if they were sub-spaces of the global space. In short,
this means that we can treat them in precisely the same way as we treat any other linear
structure, like the ones we use for solution of the mapping problem. This means that we don’t
need to construct a full vector space to look at the effect of change across different years, for
40 Each floating point operation (“flop”) outside addition has some error. Computing the value of S from
a value of X using the GloVe model requires computing an inner product between the vector for each term
and the vector for all the terms with which it co-occurs, for both the word vector and the context vector, as
well as a loss function and, in the usual gradient-descent method used for factorisation, a gradient. This is
equal to |L| ∗ |C| ∗D ∗ E ∗ 4 flops, where L is the lexicon, C is the set of all non-zero entries in X, D is the
dimension of the resulting vectors, E is the number of iterations (at least 25, usually more like 100, and in
industrial applications, whatever money and time can permit) and four comes from the word vector, the
context vector, the loss function and the gradient. For the POB, with the money and time usually available
for doctoral research, this is around 3.9Gflops. Hence, numerical errors are a concern. Computing a value
of S from the addition between two partial values of S requires merely L ∗D operations, and these are all
additions, which in most modern platforms are exact (i.e. they have no error when done using IEEE floating
point numbers). Thus, comparing both values can be used to determine the impact of numerical errors in
the full computation (the bounds for which are given by the condition number, (Golub and Van Loan, 2012,
op. cit.)).
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example, for which we would need to have an amount of text similar to the full POB token
stream for each of the 240 years, we can basically construct the “vector” corresponding to
say, 1894 and deal with it in the same way as we deal with the vector for [man,woman], etc.
This is not generally possible with other model specifications41, and most importantly for
the discussion in this dissertation, definitely not possible to do with any specification of
semantic networks42.
4.3 The vector space projection of the POB corpus
I can illustrate some of the operations discussed above using the vector space projection of
the entire POB corpus. The results reported in this section have been produced using the
same rules as the results in previous chapters for construction of the lexicon, using Ctestimony
as corpus sample, but with no lexical sampling. The vector space itself was computed
using the GloVe algorithm with 256 dimensions43; the final term vectors correspond to the
normalised addition of the two vectors produced by the model: the “context” vector and the
“word” vector.
Figure 4.1 presents a projection of the resulting vector space using stochastic neighbour
embeddings, a non-linear dimensionality reduction technique that is designed to emphasise
local structure44. In order to better appreciate the general structure of the resulting vector
space, I have only plotted terms that are also contained in the direct-co-occurrence network
reported in the previous chapter, using the communities detected by the Louvain algorithm
to colour the terms. Hopefully this offers some insight into the relationship between the
two projections. It is clear that some of the structure captured by the semantic network
41 Unless one were to produce some mapping between the results obtained from different values in
non-additive models. I do not know this to be possible, and my understanding of stochastic methods of
matrix factorisation lead me to believe that this is not the case, but this issue is beyond the things over
which I feel qualified to offer a definitive opinion.
42 Except maybe ones that are induced as k-nearest neighbour graphs (see footnote 21 in the previous
chapter), but even in this case it is not clear that the resulting graphs can be simply added to yield a graph
that would be equivalent to the one induced from the addition of the spaces in which their modality is
determined. Note that this would require settling on a notion of graph addition; this is not so straightforward.
43 This is mandated by computational considerations: 256 is a power of 2, which means that the vectors
will be aligned in memory, greatly reducing the costs associated to memory traffic. Using larger vectors
in powers of 2 was always faster than using shorter but unaligned vectors (this was tested up to 1024
dimensions). Note that this is very specific to the hardware architecture used in all computations.
44 Unlike semantic networks, vector spaces are much harder to appreciate in full given the challenges
presented by high dimensional spaces for, among other things, visualisation. There are fundamentally two
approaches to dimensionality reduction at this point: linear techniques like PCA or simple projection, and
non-linear techniques, of which t-SNE has become the standard approach.
138
Figure 4.1: t-SNE reduction of the vector space for the full POB showing terms present in
the direct co-occurrence network. Colours indicate community membership in the semantic
network as in Figure 3.6, size indicates the term’s ϕv→k score.
projection is captured in similar ways by the vector space projection, but not all. It is also
worth noting that the extent to which semantic networks communities are located in compact
regions of the vector space is not evenly distributed across all clusters.
The centroid approach discussed above as the basic strategy for characterisation of a
term’s location in the vector space for all metric spaces is illustrated in Figure 4.2, the
neighbourhood for prisoner and prosecutor. This also offers a picture of the counter-
intuitive nature of high dimensional spaces: prisoner and prosecutor are surprisingly very
close to each other in the vector space, yet the projection of their local neighbourhood in
two dimensions shows very different structure. Note that this is partially an artefact of the
dimensionality reduction used for visualisation, but both linear and non-linear dimensionality
reduction techniques produce similar differences.
Finally, the techniques discussed above with regards to the tracing of dimensions across
the space is illustrated in Figure 4.3. This is the exercise that I’m proposing as the basic























































































































































































Figure 4.2: Vector space neighbourhoods for prisoner and prosecutor.
dependent on the absolute location of each term in the vector space. More concretely, the
image in the figure was constructed by tracing two axes across the vector space from the
locations of terms that we can expect to be associated to sociologically relevant dimensions.
In this case I defined a first axis using the vector difference between vman and vwoman,
i.e. a vector pointing to the location of man from the location of woman and a second axis
using the vector difference between vlord and vservant, i.e. a vector pointing to the location
of lord from the location of servant, and then projecting all other vectors over these
two in order to obtain the extent to which other terms fall along these two “dimensions”.
Formally, the geometric interpretation of this exercise is that it is equivalent to projecting
the high-dimensional vector space onto a two-dimensional plane spanned by the the two axes
defined above.
For the sake of exposition, we’ll call the horizontal axis “gender”, defining a “male” region
of the vector space to the right and a “female” region of the vector space to the left, and the
vertical axis “status”, defining a “low-status” region towards the bottom and a “high-status”
region towards the top. The results are more or less what one could expect: daughter,
nurse, maid occupy the low-status, feminised region of the vector space, while boatswain
and mate tend to occupy the higher-status, masculinised region45. Note that the location of
terms on both “gender” but specially “status” in this exercise are determined exclusively
by how the terms were used by speakers in the POB. Also note that the figure offers an
additional insight into the content of the POB: the vector space is heavily biased towards
the low-status, male region; this is not surprising considering what we are looking at: many































































Figure 4.3: Projection over the plane spanned by vwoman → vman and vservant → vlord
more porters, warehouse-men and other working men in need of employment appeared at
the Old Bailey than, say, princesses.
This bias can easily be quantified from the centroid of the point cloud resulting from the
projection of the vector space spanned by the two axes: the full POB has a 0.4227 bias on
the “gender” axis and a −0.2397 on the “status” axis. This number is entirely endogenous,
does not depend on the directionality of the vector space bases and can thus be used as
the basis for a comparison between different vector spaces even without having to carry out
the operations discussed for vector space alignment. These are necessary, though, if the
dimensions themselves were to be validated, etc.
Alignment of diachronic vector spaces
For demonstration of solutions to the alignment problem, I trained a series of 20 diachronic
vector spaces, each of them covering a period of 24 years, with their centres set 12 years
apart from each other starting from the end of the series in 1913 and working backwards to
the first epoch, which ends up being centred on 1683. This results in 20 overlapping epochs,
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Word space centroid in 1913
Word space centroid in 1683
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Figure 4.4: Path traced by the centroid of a diachronic word space built from 20 time
periods over the plane spanned by vwoman → vman and vservant → vlord
such that each point in time is covered by two epochs, with its mass distributed on the two
epochs such that more of it will be assigned to the epochs with centres closest to it. This
results in a linear progression of year-weights such that at one extreme, time points falling
on the same year as an epoch’s centre will contribute all of their mass to that epoch, while
time points falling squarely in between two epochs’ centres will have their mass split evenly
among the two epochs.
As suggested in the previous section, geometric vector spaces that are endowed with
semantically significant orientations facilitate a strategy for “endogenous” alignment, using
the dimensions traced across them as axes for comparison. Figure 4.4 shows the displacement
of the centroid corresponding to each epoch in the diachronic vector space over the plane
spanned by the two axes discussed in the illustration of the mapping problem: a “gender”
axis and a “status” axis.
From a purely methodological point of view, Figure 4.4 illustrates two of the operations
discussed above: First, it illustrates the third operation mentioned in discussion of solutions
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to the mapping problem: all structures in a vector space are vectors themselves, such that
the centroids of epochal vector spaces may be manipulated using the exact same operations
that are used to manipulate term vectors: This plot is analytically equivalent to the one in
Figure 4.3, but with epochs instead of terms. Second, it illustrates the endogenous alignment
strategy that does not require the derivation of a common basis set, as the axes over which
we are anchoring the epoch vector spaces are induced directly from the value of the vector
spaces themselves. Note, however, that in this exercise we are throwing away a lot of the
information contained in the vector space, as all dimensions of meaning outside whatever
semantic dimension is being captured by the axes used to define the plane over which we are
tracing the centroid’s displacement are simply discarded46.
From a more substantive point of view, this figure reveals an interesting characteristic
of the bias detected in the previous section: contrary to expectation, the bias present in
the global vector space is larger than the one that can be observed for any partial vector
space. This suggests two things: First, semantic features like these biases do seem to enjoy a
modicum of consistency and are not simply artefacts of the computation strategies used to
produce a value of a vector space X → S projection, as the direction of bias is more or less
the same for all 20epochs, save for the earliest ones that correspond to a time period that
does not include reliable or sufficient witness testimony. Second, the extent to which semantic
features like the gender and status biases are reflected in a vector space X → S projection
seems to be dependent on the number of observations available for their construction. If
the vector spaces in question had been computed via one of the incremental algorithms that
update a term’s vector value each time it is seen in a corpus, starting from randomized
positions, this association between the strength of semantic features like the gender-status
bias would be expected and considered an artefact of the computation strategy. But it is
somewhat surprising to observe the same association in the case of vector spaces built via
non-incremental methods, like the matirx factorization by gradient descent used by GloVe.
The strategy illustrated above has two main limitations. First, it works only for rel-
ative comparisons based on the strength with which some endogenous semantic feature
is represented in the different vector spaces being compared. In the example above, the
semantic feature is the bias along two semantic dimensions, which assumes that the di-
46 Note that this is, at best, equal to the information loss induced by linear dimensionality reduction
techniques like principal component extraction.
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mensions themselves are more or less stable but offers no insight into possible variations
affecting the dimensions themselves or the terms used to define them. Second, it is only
available in vector spaces that have semantically meaningful dimensions, which we have
called “geometric” vector spaces. Since the dimensions traced across a vector space lacking
semantically significant orientations will be artefacts of their computation strategy, any
comparison that is based on the construction of higher-order linear structures (like the lines
used to define dimensions) will not be available in non-geometric vector spaces.
As discussed in section 4.2, an absolute comparison of vector spaces requires the production
of a common basis set for the vector spaces being compared. This is required if one wants to
avoid the assumption of stability that underlies the strategy of using endogenous features
as anchors for a relative comparison or if one would like to have some means of validating
these anchors by measuring their absolute change across vector spaces. It is also necesary
if the vector spaces under comparison are not geometric and lack the algebras that enable
constuction of higher-order features that can be used as bases for comparison, as in the
previous example.
As stated above, this can be accomplished using the generalized solution to the orthogonal
Procrustes problem. In order to align all 20 diachronic vector spaces, we work sequentially
starting with the vector space corresponding to the latest epoch centred on 1913 as base,
and then aligning each preceding vector space to the previously aligned one: 1901 is aligned
to 1913, 1889 is aligned to the aligned vector space for 1901, 1877 is aligned to the aligned
vector space for 1889, and so on.
This procedure ensures that the locations of terms across the vector spaces corresponding
to adjacent epochs can be compared directly, the distance between the location of a term
in the prior epoch and its location in the following one being indicative of changes in the
usage patterns for that term across the two epochs. Unlike projection over endogenous axes,
this comparison does not suffer from the limitations mentioned above: different locations
can be compared directly in absolute terms, without reference to any other elements of the
vector space, and this comparison does not require the vector spaces to be endowed with
any structure beyond the ones present in metric vector spaces (i.e. meaningful pair-wise
distances); this procedure has been applied to study language change using e.g. LSA-style













































































































































































































































































































































































































































































































































































Figure 4.5: Displacement of terms across the semantic space illustrated by orthogonal
Procrustes alignment of a diachronic word space with 20 time periods. Non-focal terms are
fixed to their locations in the final (most recent) time period.
Figure 4.5 has been constructed in this way to show the displacement of the four terms
used to define the endogenous axes discussed above across the 20 epochs covered by our
diachronic vector spaces. The locations of the focal terms are obtained from their vectors in
each of the 20 epochs after alignment, while the other terms in the figure correspond to all
the terms that have been included in the set of 30 nearest neighoburs of the focal terms at
any of the 20 epochs, according to their locations in the most recent epoch, centred in 1913.
This means that in the figure, the locations of the neaighbours of each focal term is held
constant at their most recent locations, while the location of the focal term is allowed to
change according to the trajectory it traces across the 20 time periods. The projection onto
2 dimensions of the vector space is done by tSNE reduction.
As it is clear from the figure, everything seems to indicate that the assumption of stability
that is implied in the use of endogenous axes for the alignment of epoch vector spaces is
rather bold, as the locations of the terms used to anchor the axes we used to define the
“gender” and “status” dimensions clearly show a lot of variation across different moments in
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the period covered by the POB. However, it is not so easy to determine the significance of this
variations. On the one hand, there seems to be no discernible pattern in the movement of the
terms across time, which is indicative of random noise in whatever displacement we obtain
from this exercise. On the other, it is very hard to tell wether the observed displacement
actually corresponds to such dramatic changes in meaning, because the plotting procedure
offers no reference to scale, so we don’t know how large the region covered by the union of
neighbours is compared to the rest of the vector space. Without additional validation, it is
hard to offer an interpretation of the results of this exercise, but it does offer an illustration
of the procedure that can be used to produce a set of compatible basis for alignment of
vector spaces wihtout additional algebraic structures and without any endogenous anchor
structure.
4.4 Summary
This chapter has discussed the other general strategy available for constructing X → S
projections: metric vector spaces based projections that we call semantic vector spaces.
Theoretically, semantic vector spaces work by producing a lower-dimensional representa-
tion of an hypothetical semantic space of unknown structure in a way in which the algebraic
structures in the resulting vector space acquire semantic characteristics. The most basic
models manage to endow the norms and distances in the vector spaces with semantic meaning,
such that the distance between the locations of the terms in the high-dimensional space will
encode the pair-wise similarity between them. More advanced models also endow the inner
product in these vector spaces with semantic meaning, such that the geometric relationships
between the vectors in the space capture additional forms of semantic relatedness between
terms.
Mathematically, vector spaces are metric and geometric topological spaces, which de-
termines the range of solutions available for the mapping and alignment problems: linear
operations that revolve around the manipulation of pair-wise distances and the construction
of higher-order structures like dimensions, planes, etc. This also means that vector spaces
depend on some additional assumptions about natural human languages beyond the distri-
butional hypothesis: namely, the geometric metaphor that postulates that meaning can be
organised along dimensions.
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Solutions to the methodological problems based on linear operations means that in the
manipulation and analysis of vector spaces we are using linear-algebraic operations, based
on geometric similarity and divergence measures. Membership lists and set-based operations
are not needed in the analysis of vector spaces, which makes the operations involved much
simpler and elegant than similar operations in the context of semantic networks.
An additional advantage of vector spaces given by their linear nature, is that in general
they make it possible to dispense with the identity of terms, as most second-order units of
analysis can be reduced to geometric patterns defined in purely endogenous ways. On the
one hand, this reduces the importance of lexical overlap between different corpus segments,
but given the formidable data requirements of vector space construction, the granularity with
which corpus partitions can be defined is severely limited. Using vector spaces constructed
with additively composable procedures may offer a way around this, as they would allow the
treatment of different corpus samples in similar terms as the second order units of analysis
that are produced via solutions the mapping problem. Random indexing based procedures,
based on the accumulation of random vectors, are by definition additively composable, as
they don’t depend on nothing by simple co-occurrence counts (they don’t even use the
PMI normalisation), but these models do not have geometric properties. GloVe and other
inner-product based procedures do not currently have this feature as their reliance on the
PMI and the error functions used for the factorisation process are not, in general, associative
under addition, but it seems entirely reasonable to expect the development of techniques
with this property to be more or less straightforward.
Different forms of semantic relatedness are not captured by vector space models in their
“modality” in any meaningful sense, as (1) no similarity measures are used in their construction
and (2) they enable more sophisticated relations to be constructed internally from their value.
Our primary interest in paradigmatic relationships means that in the analysis of vector
spaces, we are generally more interested in the geometric relations that can be established
between the locations of terms in the vector space. This makes geometric models much
more interesting for our purposes, though there are ways of querying non-geometric semantic
vector spaces that could offer additional avenues for this47
I have demonstrated some of the operations available for solution to the mapping problem
47 See footnote 21 in chapter 3.
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in vector spaces with a projection of the full POB corpus constructed with the GloVe
procedure. This offered an illustration of the relationship between the structure induced by
vector spaces, and the structure induced by semantic networks; it is clear that this connection
is more storied than what can be appreciated with the results presented above, indicating an
area where work is needed in order to fully understand how the two strategies are related48
From a broader point of view, vector spaces present several advantages: First, they
are capable of coping with the entire lexicon and are generally invariant over corpus sizes:
the complexity of a vector space scales linearly on the lexicon size, and is invariant over
corpus size (token stream length), beyond the costs associated to the production of X for
longer token streams. Second, they are endowed with very simple, elegant and powerful
structures that facilitate their analysis enormously in comparison to semantic networks,
particularly from a computational point of view, lending themselves readily to exploratory
analysis. Third, unlike semantic networks, and as far as I have been able to observe, semantic
vector spaces do not suffer from the robustness problems found when dealing with semantic
networks. There are clearly some issues relating suitable choices for the hyper-parameters in
the models and these are generally poorly understood, but unless we are in the business of
producing better results in the performance of concrete linguistic tasks, the levels of variation
observed across different models is more or less acceptable; dimensions traced across vector
spaces produced from different parameter specifications will tend to be more or less the
same.
They do present one major limitation that is not easy to overcome: They require
formidable amounts of textual data, severely limiting their potential for the production
of fine-grained pictures of states of affairs following the same strategy as in the case of
semantic networks (i.e. producing values of X for different corpus segments). Using them for
these purposes would require the development of a different strategy in order to construct
comparisons at the same level of granularity as the one that can be obtained when using
semantic network projections.
Finally, we can point out that the main feature of semantic vector spaces is that they
facilitate an style of analysis characterised by structures and operations from continuous
mathematics, dominated by linear problems.




This dissertation attempted to show how computational text analysis can be used as the
basis over which to construct non-narrative representations of the past. In this sense, it is an
attempt at providing a solution to the fundamental epistemological problem that is given by
the reliance of our traditional way of producing historical knowledge on narrative accounts.
The epistemological problem is given by the confusion that exists between data and theory
when both the descriptions of the past that we use as historical data and the appreciation
of these data that we use to build theories consist on the same exercise: interpretation of
the events in the past in the context of some narrative, such that one historian’s theories
are a future historian’s data. Since narratives provide means to adjudicate significance
within them but no means to adjudicate between them, it is ultimately impossible to choose
between different narrative accounts from nothing but the authority of its author.
The choice of computational text analysis to carry out this exercise is purely practical. In
principle, the core idea for a solution to the problem that motivates this dissertation is given
by the construction of non-narrative, formal representations of the state of affairs at a given
point in time, such that a direct comparison between the representations corresponding to
adjacent points in time can be used to construct endogenous measures of significance of the
transitions between them that do not depend on a narrative account. There are different
ways in which such pictures of the state of affairs can be constructed; the original idea that
eventually revealed itself to be at the core of this effort was not based on computational
text analysis, but on the consideration of large, natural ontologies, like the ones available
from different structured information resources available in the internet, an idea that was
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abandoned and shelved some eight years ago out of the tremendous computational costs
involved in that exercise1; computational text analysis just seems like a more promising
avenue because (1) there is tremendous interest in the development of better tools and the
ones currently available have reached impressive levels of accuracy and sophistication and
(2) because they allow to carry out this exercise retroactively from their construction using
historical archives that are increasingly been made available electronically.
There are two implications to this: First, the problem that motivates this dissertation
is more general than the particular avenue for solution explored in this work. Second, the
particular avenue for solution explored in this work is also more general, to the extent
that the same approach can be used to address problems beyond the ones that we obtain
in historical sociology from the indeterminacy of the past. This is the reason why I said
in the introduction that the techniques discussed in this work are of interest even to an
sceptic reader that is not convinced by either my formulation of the original problem or the
possibility of (1) constructing pictures of states of affairs from computational text analysis or
(2) the general idea of establishing measures of significance from the comparison of pictures
of adjacent states of affairs.
When evaluated against that general objective, this dissertation is clearly incomplete: I
have not provided convincing evidence of the way in which text analysis can capture material
social processes beyond some very general outlines, and I have not provided solutions to
many of the problems that arise in an effort to operationalise the proposed methodology to
the level of detail that the objective actually requires. This is given mostly by the choices
I made while completing this project, which can be summarised in two guiding principles:
no discretion on my part and no black boxes. All parametric and methodological decisions
taken in the production of the few results that I have been capable of reporting were taken
1 The idea was to use the network of connections between articles in the Wikipedia as a natural ontology
in order to establish the significance of events in the world from the effect that their incorporation into the
encyclopedia had on the global connectivity structure; i.e. the terrorist attack in Bali on October 1st, 2005
would create new connections between the regions of the encyclopedia associated to Bali and the regions
associated to terrorism in a way that other events, like the death of Michael Jackson, would not. Then
the impact of these emerging connections on the global connectivity structure can be used as a measure of
significance. Back in 2009, the processing time necessary for merely constructing the graph corresponding to
the entire Wikipedia took several months; I didn’t even begin to explore how long it would take to establish
the impact of incoming connections on the global structure, but from what I understand now about graph
theory, this is hard. And this does not take into account the data acquisition problems associated to parsing
the dynamic graph of the Wikipedia from the edit history of each article, etcetera. I am now very interested
in revisiting this idea, particularly since new resources have been made available that facilitate this task
enormously, like the Freebase, an RDF encoded representation of the ontology contained in the Wikipedia
that was in its very early stages back when the idea was originally formulated.
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on purely endogenous criteria, like the use of token stream coverage for lexical sampling,
global connectivity thresholds for edge pruning, etc. All of the relevant procedures used in
the production of the results were implemented in software by myself, with the exception of
certain specific tasks, for which I only used software that I could examine in detail (like the
NLP pipeline), and all of these implementations were designed with the first principle in
mind: everything that is particular to the analysis of the POB corpus was included only as
parametric choices2. I stand firmly behind these choices, because I believe that this is the
reason why this dissertation is a valuable contribution even though it has failed to fulfil its
ostensible objective: It was only through this exercise that I acquired an understanding of
the current state of the art in computational text analysis that is barely sufficient to produce
what I believe to be this work’s main value; the formulation of a standard, consistent and
fully reproducible method for the application of computational text analysis to problems
that are beyond its usual application in the study of discursive phenomena.
The proposed methodology revolves around a clear separation between the different
stages of analysis into three broad areas: Text normalisation and production of a token
stream and associated linguistic and non-linguistic data; Collection of distributional patterns
in the form of co-occurrence matrices; Projection of co-occurrence matrices into higher-order
mathematical structures.
If the proposed methodology has any hopes of actually being useful for the completion of
the ostensible objective, it is because this strict separation between the different stages of
any computational analysis application allows for the separation between data and theory
that I claim to be necessary to overcome the deep epistemological problems that we find
in historical sociology3: Theoretical considerations are not allowed to play any part in the
production of the formal representations of S that we obtain from different projections, but
these formal representations offer myriad possibilities for constructing theoretical arguments
from the solutions they facilitate to what I call the mapping problem: the specific exercise of
associating features in S to the σ ∈ Σ that make up the conceptual repertoire of sociological
theories.
I have purposefully refrained from discussing the details of this exercise beyond a basic
2 E.g. I didn’t write a SAX parser for the POB, I wrote a SAX parser that can be used to process any
XML document; the specific structure of the POB is given to this component as a set of options, etc.
3 Which I also happen to believe to be applicable to questions in general sociology, but I have yet to
formulate that argument in full.
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exposition of the operations that are available as elementary building blocks in the different
projections that I have discussed; it is in this exercise where the proposed method invites
the deployment of sociological imagination; I expect the discussion in the previous chapters
to serve mostly as fodder for ideas about the type of arguments that can be constructed by
exploiting some of the richer aspects of these mathematical structures. There is, however,
one central consideration that needs to be taken into account regarding different S → σ ∈ Σ
solutions: care should be taken when entertaining solutions that depend on the identity of
terms, and every effort should be made in the direction of producing a characterisation of
different entities that does not depend on the locations of specific terms in a given projection
of S; language changes, sometimes incredibly fast4. This means that we should expect the
meaning of words to be fluid, and this implies that whatever is pointed at by the location
of a given term in one place can be expected to be different to whatever is pointed at by
the same term in a different place. Practically, this consideration was incorporated into the
methodology through the insistence in establishing a distinction between the first-order units
of observation given by terms themselves and the second order units of analysis that we
construct from operations over them. This explains the interest in e.g. looking for ways
around the problem of lexical overlap, entertaining the idea of using motifs over vertex sets
in semantic network projections or relying on geometric structures rather than points and
distances in semantic vector spaces.
Following this general recommendation, however, requires a much more systematic
exploration of the internal structure of both semantic networks and semantic vector spaces,
in order to be able to ascertain the significance of observed regularities and discontinuities.
I have tried to indicate some general directions for this necessary exploration. The idea
about a connection between equivalence classes and connectivity structures in semantic
networks, as well as the differential patterns of association between vertex strength and
cluster contribution presented in chapter 3, or the appreciable connections between the local
structure in vector spaces and the connectivity patterns in semantic networks as well as the
relationship between the inner biases in a corpus and the organisation of the semantic vector
space along dimensions reported in chapter chapter 4 are examples of this. Exploring the
4 The best example of this phenomenon is found in Hamilton et al. (2016) and their example of the
change in meaning of the word awful from “solemn, majestic” to “appalling, terrible” in only 50 years. The
prevalent uses of “sentiment analysis” in the social sciences in order to say, for example, that the change
in uses of adjectives like “good” or “bad” is indicative of some change in the general opinion about some
abstract social entities should be regarded with extreme suspicion in light of this.
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questions that these results suggest appear as a necessary step in order to be able to use these
structures to talk about what sociologists are interested in: dimensions of differentiation,
social mechanisms, association structures. I have suggested that a view of the social that
bears a direct connection to linguistic phenomena (like Searle’s linguistic construction of
social reality) may be useful for this, but there are surely others.
What seems clear in any case, is that this exercise requires a fundamental process of
standardisation in the ways in which we carry out these analyses. I believe this to be the
secondary contribution of this dissertation, as the clear separation between the different
steps in the analysis that it proposes translates into a clear partition of the parameter spaces
of the different models that are usually applied in this field. This means that issues like
the choice of co-occurrence weighting functions, context definitions including granularity of
segmentation and width and symmetry of co-occurring windows, etc. can be encapsulated
into the process that creates values of X, without interference from or interfering in the
process by which different values of X are projected into different versions of S.
Full exploitation of this parameter space reduction would require two additional steps:
First, figuring out a way to store values of X that allowed for more flexibility in the ways in
which it is produced in order to remove some parametric restrictions and facilitate other
styles of projection apart from the ones discussed in this work. Second, producing the actual
means to carry out the exercise that is proposed as inspiration for this methodology: devise
ways of solving the analytical tasks that are currently solved via independent techniques as
a function of the values of X.
In closing, it seems clear to me that the discussion in this dissertation suggests the
outlines of an ambitious research program centred around the production and systematic
collection of co-occurrence counts for as much text as we can get our hands on. This
is currently technically possible, and it is surely being carried out in opaque corporate
research environments, like the ones that produced the geometric models that have recently
revolutionised the field. In addition to the sheer hardware costs associated to this exercise,
there is one outstanding problem that was suggested in passing in the discussion of the
previous chapters: the production of values of S in an incremental or “online” way, such that
they are capable of updating their value as new observations are acquired, being composed
from different partial values and decomposed into partial values, etc.
I have not given any thought to this problem in the context of semantic networks, and
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the difficulties faced by the strategy discussed in this work do not seem surmountable, to
the extent that the method for their construction that I discussed relies on some global
attributes of X that would change it is updated (or partitioned, joined, etc), beginning with
the edge pruning process. However, this seems much more accessible in the case of semantic
vector spaces, as it is a problem that has received some attention from efforts to avoid the
re-computation of the SVD that was necessary in traditional models in order to incorporate
new information. The current solution in that context is the use of random indexing, which
has been shown to produce comparable results to the ones obtained from the traditional
implementation of LSA and HAL, to the point that most currently available implementations
of either LSA or HAL are based on random indexing and do not actually carry out an SVD
step at all (e.g. Widdows and Cohen (2010)).
Unfortunately, I am not aware of a similar solution for production of the more interesting
geometric models that we are interested in. My lack of familiarity with neural networks
prevents me from knowing in advance whether word2vec and other predictive models can
be computed incrementally. GloVe and other models based on approximation of an error
function against X as if it were a correlation matrix should be possible to compute, update
and compose incrementally; there is a largely successful industry in which this capability
is the bread and butter of their analysis: electronic finance, in which models need to be
updated continuously in order to incorporate incoming data from market fluctuations. My
initial research in this direction suggests that the standard method in this field would have
direct application as a substitute to the stochastic gradient descent method currently used
in the standard GloVe implementation: Gentleman’s algorithm (Gentleman, 1974; Miller,
1992), a procedure designed specifically for solving linear least square problems in a way in
which it allows for adding or deleting observations.
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The Trial of Arthur Crouch
This is the text corresponding to trial record t18940305-268, the trial of Arthur Crouch for
feloniously wounding Mary Crouch with intent to do grievious bodily harm. This rendering
of the text corresponds to the character stream after acquisition by the SAX parser, including
all amendments and corrections to character offset errors induced from the mixed-content
information contained in the original XML file. Side notes indicate the provenance metadata
originally encoded as in-line markup in the XML source. These are passed to the index as
part of a separate field, retaining its offset location into the source character stream, such
that reference information is retained, but this is finally used only for purposes of document
sampling at the paragraph level.
This particular case includes an offence description that corresponds to a violent sub-
category (“wounding”), has no female defendant, has a female victim, has no groups, and
has a non-corporal punishment. In consequence, the provenance metadata for trial ac-
count t18940305-268 include its contained paragraphs in Cviolence, Cfemale, ∼ Cgroups and
∼ Ccorporal.
All paragraphs containing an “Offence”, “Verdict” or “Punishment” annotation are
included in Clegal and by definition included in ∼ Ctestimony. All other paragraphs belong
to Ctrial and are thus included in Ctestimony.
***
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with intent to do grievous bodily harm.
Mr. Grazebrook Prosecuted and Mr. Keith Frith Defended.
Mary Crouch. I am the prisoner’s wife, and live at 88, Cirencester Street,Pers. name:
victim; female
Harrow Road —on the night my husband assaulted me I had been drinking, but I
was a bit sober when he came home —I can’t exactly remember what night it was;
I think it was in the middle of last month, on a Thursday, I think —his tea was
not ready, and he said I had been drinking —I said I had not —he said, “Don’t
irritate me” —I flew at him in a temper, and he deliberately took up my legs and
threw me down on the floor, on the landing of the top floor —our room is the top
back room of the fourth floor —I said, “Wait till I get up” —I got up; he went out,
as I thought into the next room to get a hammer or Something, as when we are
in a temper and have had drink we don’t know what we do; I should hit him with
the hammer as he would hit me —I was on the landing; the window is rather low,
and as he pushed me and I went out at the back landing window —that window
is very low from the floor on the inside —I am not sure that I said before the
Magistrate, “He lifted me up and threw me through the landing window. I was
in a temper at the time, he pushed me through the window” —I think that is a
mistake —this is my deposition —I signed it —I did say that before the Magistate
—I was never in such a place before —I don’t know how much drink I had had
on this day —my husband had never threatened me before this —when in drink
he might say a word, but not when sober —after I got through the window I fell
on to the cistern, the lid gave way, and I got into it, and I got out myself —my
landlady, Mrs. Porter, and a man came across the road —Mrs. Porter did not see
me in the cistern, I was leaning on a plank, and she opened the landing window
and helped me to get out, and got a bit of rag and tied round my finger —I was
not much hurt, only my finger was bleeding —the surgeon dressed it at the station
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—I told the Magistrate that the prisoner had frequently threatened to swing for
me, and to throw me out of the window.
Cross-examined. I have said that this was an accident —I do not suggest that
he deliberately threw me out of the window; the cut on my finger was done by
the glass in trying to save myself —he was under the influence of drink or he
would not have done it; I might have slipped —we’ have been married eighteen
years —when in drink we are both rather violent —I thought he went to fetch the
hammer; if he had hit me with it I should have hit him back —I have said that it
was a pure accident, through my having drink; but I leave it to you, gentlemen
—in my temper I told the policeman to take him —we always lived happy and
comfortable when he was a teetotaler, there could not be a better husband; I
don’t want to go on with the case.
William Hawse. I am a cellarman, and live at 14, Senior Street, directlyPers. name:
witness;
male opposite the prisoner —on the evening of February 15th I heard a very loud smash,
as if of glass —I went out on my leads and saw that the top landing window
was smashed completely through, and the woman in the cistern —I went across
and helped her out —Mrs. Porter went up with me —she was lying in a helpless
state, half in and half out, and bleeding —she said, “My husband has thrown me
through the window” —I did not see the prisoner —the cistern is about twelve
feet from the window —the window was completely smashed out —I saw nothing
about the woman to warrant me in saying she was intoxicated —she was very
excited —I tied up her hand —the distance from the cistern to the ground was
about twenty to twenty-two feet —at the bottom the ground is concrete.
Cross-examined. She was quite up to her knees in water —she is quite a stranger
to me, only as a neighbour —I had never spoken to her.
By the Court. The window had a double sash, with two panes in each —both
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panes were smashed, and the woodwork as well.
William Spencer (Policeman). On the evening of the 15th February I wasPers. name:
witness;
male called to 88, Cirencester Street —I found Hawes holding the prisoner by the hand
—he was binding it up —it was bleeding very much —from what I was told I went
and saw the prisoner —he was upstairs, about seven steps from the window —the
prosecutrix requested me to take the prisoner into custody for wilfully throwing
her through the window —he replied, “Yes, and I wish she had stopped there, the
b —” he was sober —I should say the prosecutrix appeared to have been drinking,
but at the station she seemed to have recovered from it —the window inside the
landing is about two feet from the floor, and about twelve feet from the cistern.
Cross-examined. I was there with the inspector when he examined it —the
woodwork was broken away —the cover of the cistern was broken in —the
prosecutrix is a big, heavy woman —all the houses in the street are not kept
in good repair —there are rotten cistern covers —I have known the prosecutrix
nearly twenty years —I have never seen her drunk or the worse for drink.
James Bristow (Inspector X). On the evening of 15th February, I was in chargePers. name:
witness;
male of the station when the prisoner was brought there —I told him he would be
charged with violently assaulting his wife by throwing her through the landing
window, whereby she fell through into the cistern, causing her grievous bodily
harm —he made no answer; all he said was, “Can I have bail?” —I afterwards
went and examined the house with a constable —I found that the stairs where
the prosecutrix stood were about two feet from the window —the window itself is
about three and a half feet wide —the woodwork was broken —the distance from
the cistern to the ground is about twenty-two feet —if that wood had not given
way, she must have rolled off to the ground —I saw her at the station —she was
excited, but certainly not drunk —the prisoner was perfectly sober.
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Cross-examined. She was very much excited and seemed to have been drinking —I
particularly examined the window sashes —they were very old, and in very bad
repair —I don’t think they would give way readily —the stairs are very rotten,
and the house generally in bad repair —I tried the next window on the landing,
and pushed it very hard and could not move it.
George Robertson (M. D., and Divisional Surgeon of Police at Kilburn ParkPers. name:
witness;
male Road). On the 15th of last month, at 9.15 p.m., I saw the prosecutrix at the
Harrow Road Police-station —she was suffering from a severe lacerated wound
of the left hand, about a square inch of skin and flesh being torn out —it was
not a dangerous wound, but it was a severe wound —it appeared to be such an
injury as would be caused by glass —it was dirty —she was very much excited,
but appeared to be perfectly sober —she may have been drinking —she certainly
knew what she was about.
Cross-examined. She had no signs of collapse.
Rosina Porter (Examined by Mr. Keith Frith). The prisoner and his wifePers. name:
witness;
female lived with me six months —they appeared to lead a happy life —I have not seen
the prisoner above four times since they lived there —he appeared to be a quiet,
hard-working man —they lived at the top of the house; I was down in the kitchen
—I never heard them quarrel —I have seen her under the influence of drink —on
this day she had been out all day drinking; she was rowing with a neighbour next
door all day —he was locked up, and when he came home at night there was no
tea or fire; there was a little bit of steak there, not cooked —the window out of
which the woman either was thrown or fell was only two or three feet from the
landing, and the landing was about three feet four inches wide —in a scuffle a man
or woman could easily fall through if slightly pushed —Mrs. Crouch was tight
when she was quarrelling with the woman next door, but she had got better when
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her husband came home —I was bound over as a witness for the prosecution —the
prisoner is a very good principled young man —he gets tight too, but she more
frequently, and she is a very bad-tempered woman —the landing is so narrow that
in a scuffle the woman might have gone through by accident without a push —I
did not see her in the cistern; she was leaning on a plank that goes across —I held
the light while her finger was bound up —she was not drunk enough to tumble
through the window herself —she was not drunk then.
The prisoner’s statement before the Magistrate: “We are both hardworking people.
We both drink hard together. It is all through the drink that has caused this
trouble. I hope it will be looked over; it is the first time I have gone to prison.”
Guilty of unlawful wounding.Verdict:
guilty;
lesser offence






There are two contexts in which weighting is necessary to moderate the impact of the heavily
skewed distribution found in lexical samples: in the context of a document or other corpus
segments, and in the context of other words. This corresponds to the two notions of context
discussed in chapter 1, which we sometimes called indexing and co-occurrence contexts.
B.1 In-document weighting
With regards to indexing contexts, the purpose of weighting is to construct a measure of
the amount of information associated to the occurrence of a token in a document or an
aggregation of documents, by taking into account the relative frequency of the term across
the entire corpus: terms that appear in every document will not provide much information
for the characterisation of any given document, more or less independently of how many
times the term appears in the specific document. This is typically the case with very common
functional words, like the, other articles, etc.
This weighting strategy is generally known as TF/IDF weighting, and consists on the
combination of a monotonic function of the term’s frequency in the document (the TF part)
and a monotonic function of the inverse of the term’s document frequency across the entire
corpus (the IDF part).
Both functions are independent, in the sense that different specifications can be combined
with monotonicity and inverse monotonicity being the only requirements.
Considering a term w from a corpus with D total documents andW lexical set, appearing
in dfw documents, with a raw term frequency count tfw,d in a document d of total word
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length L, the TF part TFw,d can be computed as a simple Boolean,
TFw,d =















or a k-normalised value,
TFw,d = K + (1−K) tfw,dmax tfd
with .5 being a typical value for K.
The IDF part IDFw can be computed as a simple unary indicator,
IDFw = 1




























Then the final TFIDFw,d value will be equal to the product of the TF and IDF parts:
TFIDFw,d = TFw,d ∗ IDFw.
In-document weighting is implemented in the wspaces software package produced for
this dissertation through the weight_tf function implementing all TF variants discussed
above, the weight_idf function implementing all IDF variants discussed above and the
tfidf function that supports any combination of the previous two.
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B.2 For-term weighting
With regards to the significance of a term as a member of another term’s context, the
purpose of weighting is to produce a scale-free measure of association between the two terms
or, similarly, the amount of information that will be obtained about one of the terms by the
occurrence of the other, usually taking into account some ratio of the observed frequency of
co-occurrence between the two terms and the expected frequency of co-occurrence between
the two terms under an assumption of independence or some approximation thereof. In other
words, any of the many measures of categorical association may be used for this purpose.
Given the extreme skewness of lexical distributions, values of a distributional matrix X
almost never consist of raw frequency counts, but to the value of one of these weighting
functions.
Considering a focal term w with total term frequency tfw and a context term c with
total term frequency tfc, in a corpus with a token stream of total length N such that the
probability of observing w is P (w) = tfw/N , the probability of observing c is P (c) = tfc/N
with joint term frequency tfw,c and probability of joint co-occurrence P (c, w) = tfw,c/N ,
the significance of c as a characteristic feature of w, i.e. the value of Xw,c, can be computed
as a simple type weight,
Xw,c =

1 if P (c|w) > 1
0 otherwise
that discards frequency information or a token weight that incorporates it,
Xw,c = P (c|w)
. However, in virtually all applications the measure used is the point-wise mutual information
between w and c, PMIw,c,
Xw,c = PMIw,c = log
P (c, w)
P (c)P (w)
but there are many variations of the basic PMI measure . Alternative measures may be
constructed, e.g. based in the t-Test,



























where the likelihood function L is equal to
L(k, n, x) = (x)k(1− x)n−k
.
For-term weighting is implemented in the wspaces software package produced for this
dissertation through the weight_cooc and weight_sample functions that support all the
weighting variants discussed above. A specific function for parameterised PMI variants is




There are fundamentally three broad approaches to produce similarity/dissimilarity measures
over lexical distributional vectors: geometric, probabilistic and information-theoretic. Each
of them will impose some requirements for the computation of the distributional vectors and
will have different properties.
The simdiv function in the wspaces R package produced for this dissertation implements
all of these measures as options. See the wspaces documentation for details. Note that all
functions marked with a D symbol are dissimilarity measures, and all functions marked
with an S symbol are similarity measures. Conversion from S to D and vice-versa is in
general as simple as taking the multiplicative inverse of the respective values, but details
vary given the possible ranges and slopes of the different measures. Divergence measures
are called distances iff they are proper metrics; i.e. they can be used to induce a topology.
Non-metric divergence measures that are not proper metrics are never called distances in
the following discussion. Proofs of the properties of the different functions discussed in this
section can generally be found in the provided references.
C.1 Geometric measures
Geometric approaches exploit the geometric metaphor directly1, treating the term vectors as
proper vectors v, u ∈ RN and computing a distance measure between them as a dot product,
1 See the discussion in section 1.3.
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See Salton and Buckley (1988) and Manning, Raghavan, et al. (2008, chap. 6, pp 110ff)
for a more in-depth discussion of dot-product based measures. Geometric approaches
are computationally inexpensive, but particularly sensitive to the total magnitude of the
distributional vectors, making weighting (or at least normalisation) necessary.
C.2 Probabilistic measures
Probabilistic measures treat the distributional vectors as empirical samples from probability
distributions P and Q and test against the null hypothesis that these distributions are the
same using one of the many available measures for this purpose. Measures based on the
Kullback-Leibler divergence
DKL(P ||Q) = −
N∑
w=1
P (w) log Q(w)
P (w)
including the Jensen-Shannon divergence





are undefined on vectors containing 0 valued entries (because of the product in the denomi-
nator), but generally well behaved under coarse-graining, application of a Dirichlet prior or






like the Bhattacharya Divergence
DBha(P,Q) = −log(BC(P,Q))




are generally more robust (DeDeo et al., 2013); all of them are somewhat computationally
expensive, since they require several vector products to be computed separately.
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C.3 Information-theoretic measures
Information theoretic measures treat each of the term vectors as weighted feature sets A
and B over the words in the lexicon in order to produce a measure of precision and recall
of one of the sets from the values contained in the other. This is an approximation to the
“substitutability” or total information loss/gain from replacing whatever is represented by
one of the term vectors by whatever is represented by the other. They require the definition
of an “extent” function to produce the weights contained in both sets. Any of the functions
discussed in B can be used for this purpose. A function of the weights of entries in both
feature sets is then summed over the intersection of both sets and one of them. A ratio
between these two values is considered as a measure of the “extent” to which both sets share
each other features. Precision and recall then correspond to choosing one or the other as










See Weeds and Weir (2005) and Rule et al. (2015) for additional details. Additionally,
replacing the denominator with the union of both sets will produce the Jaccard distance, a
proper metric. Since these measures are computed as set-ratios of sums, they are completely
insensitive to both skewness or the presence of singularities; they are, however, extremely
intensive from a computational point of view, as treating the vectors as sets the intersection
of which needs to be summed over requires iterating over the entries in each of them in order




Work for production of this dissertation resulted in two software libraries that demonstrate
the general methodological framework presented in this work.
The first one is written in Java and called Lector. It is concerned with data acquisition
and processing for the compilation of distributional information from a text corpus. Lector
offers a bridge between the Java implementation of the UIMA1 standard for general analysis
of unstructured information (i.e. text) and the Lucene2 search engine library for the
construction of inverted indices. Licensed under the GNU General Public License v3.0 or
later, Lector is free software and is available at https://src.nomoi.org/jtatria/lector.
The second one is written in R and C++ and called wspaces. It is concerned with the
analysis of co-occurrence matrices and their projection into graph and vector space based
semantic models, as well as their analysis, manipulation and visualisation. Licensed under
the GNU General Public License v3.0 or later, wspaces is free software and is available at
https://src.nomoi.org/jtatria/wspaces.
A general overview of both of these packages is provided below. Further details are found
in each pacakge’s documentation. Other software packages also developed and used for
production of this work are described below in section D.3.
Finally, all source code used for production of this dissertation is available at https://
src.nomoi.org/jtatria/OBO and licensed under the same Creative Commons “Attribution-
NonCommercial-NoDerivatives 4.0 International” license used for publication of this doc-
1 Ferrucci and Lally (2004).
2 Apache Lucene Project (2015).
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ument. This includes the OBO extension module to Lector described in Appendix E, all
R code used for production of the results reported above and the LATEX source that will
produce this document.
The document you are currently reading corresponds to version 1.0 of this software
distribution.
D.1 Lector
Lector offers mainly three areas of functionality:
• A set of tools for the construction and design of UIMA analysis components and
pipelines.
• An interface between UIMA and Lucene for construction of inverted indices from
arbitrary annotations.
• A set of tools for construction and manipulation of a Lucene index for distributional
semantic analysis.
UIMA tools include an I/O module offering a set of conventions and interfaces for writing
arbitrary file readers and writers, facilities for serialising and de-serialising CAS data to XMI
and the UIMA binary formats, and a particularly powerful and efficient XML collection
reader with full XPath support and general character stream processing capabilities. They
also include a base abstract class for constructing “segmented” processors, that analyse CAS
data following the sequence of elements defining a corpus segmentation with facilities for
indexing all covering and covered annotations in each segment. This has been built over the
excellent utility classes included in the UIMA-FIT3 library.
The library also provides a set of standard interfaces and base components to construct
inverted indices from UIMA CAS data, including facilities for defining document-level
metadata fields and general token stream fields. For now this is written against the Lucene
search engine library, but support for other indexing back-ends is planned. The UIMA-Lucene
bridge offered by this indexing module replaces the functionality previously offered by the
now discontinued and unmantained Lucas UIMA add-on package. I expect this aspect of
Lector to be of most interest to other users.
3 Ogren and Bethard (2009).
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Finally, the library provides a set of tools and interfaces for querying a Lucene index for
distributional information. These are built around two “worker” modules that can read data
from an index on a per-term or per-document basis, in parallel using all available processing
units. Different workers will produce different data sets, like dis-aggregated frequency counts
and co-occurrence matrices, and define their own formats and standards for easy serialisation
either to disk or in memory for further analysis with external software.
All of the above features make extensive use of a number of support classes and methods
that offer easy to use access to Lucene’s powerful high-performance data structures like
automata, transducers and bit-sets, as well as simplified access to UIMA type systems,
annotations and features. These are used extensively to implement term sets, document
samples, etc.
D.2 wspaces
wspaces is an R package offering mainly three areas of functionality:
• I/O facilities to read and write corpus data either from files on disk or in-memory by
connecting directly to a running Lector instance.
• A number of common functions used in the analysis of distributional data, including
term and document weighting functions and similarity measures.
• Tools for parameterised construction, analysis and visualisation of semantic networks
and vector spaces.
The first area of functionality revolves around the definition of a series of conventions and
accessibility methods for dealing with historical corpus distributional data-sets represented
through a standard format: four data sets, containing 1) a corpus lexical set, 2) its dis-
aggregated term frequencies across corpus partitions, 3) its part of speech term distribution
and 4) co-occurrence matrices. This is the same standard defined by Lector, and data can
be read either from files on disk produced by that library, or from within R user code by
calling Lector through the rJava4 R package, but this is an optional dependency.
The second area of functionality revolves around the parallelised computation of point-
wise and vector-wise weighting and similarity functions. These have mostly been written in
4 Urbanek (2018).
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C++ using the excellent Rcpp5 package and the Eigen6 linear algebra library, and optimised
for speed. This allows for fast prototyping of different hyper-parameter specifications, as it
allows for quick transformation of a co-occurrence matrix before projecting it into different
semantic space representations.
Functions related to semantic networks are named with a graph_ prefix, and include
functions for stitching, pruning, clustering and plotting semantic networks built from co-
occurrence matrices, as well as facilities for censoring and filtering both observations and
features from the input data. Functions related to semantic vector space construction are
named with a wspace_ prefix, and include functions for training, aligning, manipulating and
querying vector spaces.
At this moment, wspaces is usable but a bit clunky, with areas of functionality at different
levels of maturity. I expect to have the opportunity of revising its general interface in future
releases, and should not be considered or expected to have a stable programming (API ) or
binary (ABI ) interface. Use at your own risk.
D.3 Supplementary software
Two other R packages were written and used in production of this work, though they are not
directly related to the methodological framework for computational text analysis discussed
here.
The first of them is a re-implementation in C++ and R of Gephi’s forceatlas2 force-
based graph visualisation algorithm. Its current implementation is moderately fast, and it
respects the spirit of the original in that it supports “live” optimisation of the algorithm
so a user can observe the process of map construction directly. It has been designed with
a focus on extensibility and I have plans to expand it into a more general library for
development and testing of force-based network mapping algorithms. This library is (for now,
at least) published as Rforceatlas and available at https://src.nomoi.org/jtatria/
Rforceatlas.
The second is a small library of geometric primitives with a particular focus on 2D
graphics and plot layout. It is mostly the result of my own frustration with the cumbersome
5 Eddelbuettel et al. (2018).
6 Guennebaud, Jacob, et al. (2010).
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facilities available in R for even the simplest linear transformations of graphical objects,
and my own linear algebraic and geometric education. It is written in pure R with very
few dependencies, but coded in such a way as to be easily ported to different storage and
computing back-ends, mostly out of frustration with R’s matrix storage conventions. It
is pedantically named euclid, available at https://src.nomoi.org/jtatria/euclid and
the current focus of most of my personal programming efforts.
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Appendix E
Data acquisition and pre-processing
All primary data for the examples and results presented in this dissertation come from
the electronic edition of the The Proceedings of the Old Bailey (POB) as published by the
Old Bailey Proceedings Online1. project (OBO) at the University of Sheffield, version 7.2
(January 2015).
Data acquisition, normalisation and basic compilation was carried out using the Lector
library described in Appendix D, but all of the specific configuration parameters and logic
used in processing the OBO edition of the POB were defined in a module written as an
extension to Lector published together with the rest of the code used in production of this
work as OBO2. That module contains a set of executable classes at the root of its name-space




The electronic edition of the Proceedings of the Old Bailey produced by the Old Bailey
Online project is made available as a collection of 2, 163 XML files containing the electronic
transcription of the original sessions papers that have survived to the present, with additional
metadata annotations encoded using a very small subset of the (now ancient) version 2.0 of
1 https://www.oldbaileyonline.org/
2 And available at http://src.nomoi.org/jtatria/OBO.
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the Text Encoding Initiative standard. This subset contains the following element types:
• Proper annotations covering spans of text:
– Paragraph elements p, that are contained by sectioning elements and contain entity
elements. Paragraphs are the main indexing unit used in the analyses discussed
in this work and outside this context are always designated as documents .
– Sectioning elements that contain text paragraphs:
div0 Top-level container used exclusively for a complete issue of the POB. There
is one div0 element per XML file, and this element contains all text and
annotations found in each file.
div1 Container for logical sections of a sessions papers issue; most critically, trial
accounts. One would expect all div1 elements to appear as direct children of
div0 elements, but there are 783 (out of 203, 164) div1 elements that appear
as children of other div1 elements. This evident error makes it necessary to
introduce additional logic to disambiguate the correct section that should
be associated to any given span of text in any of these 783 misplaced div1
containers.
– In-paragraph entity elements that are always contained by text paragraphs:
persName Container for personal names.
placeName Container for place names.
rs Container for all other entities, categorised by ‘type’. Used to indicate offence
descriptions, verdict descriptions, punishment descriptions and crime dates.
All rs elements are also categorised into a ‘category’ and ‘subcategory’ within
each type.
– Other annotations covering arbitrary spans of text that may either contain or be
contained by paragraphs and are ignored:
hi Indicates rendering variations from source material formatting. Used inconsis-
tently.
note Indicates transcriber’s notes for e.g. unreadable passages, etc. Used very
rarely.
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• In-line marks not containing spans of text:
interp Interpretation instructions that associate arbitrary data to a span-covering
annotations. They always contain three attributes: a target, a parameter name
and a value.
join Entity association instructions that link different in-paragraph entities into a
compound entity. Most importantly, they are used to associate defendant names,
offence descriptions and verdict descriptions to indicate criminal charges but
also to create dyadic associations between personal names and labels or places,
punishments and defendants, offences and crime dates, etc.
lb Used inconsistently to indicate the point in the character stream at which a line
break appears in the source material.
xptr Used to indicate the point in the character stream at which a new physical page
begins, indicating the file name for the image of the corresponding page.
Dealing with references in interp and join directives requires additional logic to the
one contained in the default XML parser in Lector, and this is implemented as an extension
to that component provided by the OBOSaxHandler class in OBO.
UIMA types
The XML elements used in the TEI encoding of the OBO edition of the POB are mapped
to a set of custom UIMA types extending the default type system included in Lector.
XML attributes and other data associated through the interpretation directives contained
in interp elements are mapped to features defined in each type. User-facing types (i.e.
excluding abstract types), include the following:
Session Whole issues of the POB, mapped to div0 elements.
Section Non-trial sections, mapped to div1 elements of type other than trialAccount.
TrialAcount Trial accounts, mapped to div1 elements of type trialAccount.
Person Personal names, mapped to persName elements.
Place Place names, mapped to placeName elements.
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Date Crime dates, mapped to rs elements of type crimeDate.
Label Personal labels, mapped to rs elements of type occupation.
Offence Offences, mapped to rs elements of type offenceDescription.
Verdict Verdicts, mapped to rs elements of type verdictDescription.
Punishment Punishments, mapped to rs elements of type punishmentDescription.
Charge Criminal charges, created from join elements of type criminalCharge, having one
Person, Offence and Verdict annotation as features and being themselves accessible
only as features of TrialAccount annotations.
Paragraph Basic segmentation unit, created either from p annotations in most of the text,
but also around dangling orphan text nodes found outside p elements in the original
XML stream. The set of all Paragraph annotations constitute a proper segmentation
of the corpus, as discussed in chapter 1 and are used as primary indexing unit (see
below).
The OBOMappingProvider class in OBO implements a mapping between XML elements
and UIMA annotation types for the custom type system described above.
Text processing
Since the format used in the encoding of the OBO edition of the POB corresponds to
so-called mixed content XML in which element nodes may appear in between text nodes,
the extraction of a consolidated and normalised character stream from the data contained
inside the various text nodes in each file requires considerable logic in order to deal with
correct white-space normalisation while at the same time ensuring that the character offset
references used to associate UIMA annotations to spans in the character stream are valid.
This is further complicated by the presence of empty “in-line” XML elements (i.e. elements
not containing any text nodes) that split the character stream into different text nodes at
arbitrary locations, which may or may not correspond to white-space.
The most egregious example is the use of lb elements to indicate in-paragraph line
breaks: sometimes the presence of an lb element also indicates a break between words (e.g.
some<\lb>text) and sometimes it does not (e.g. pri<\lb>soner).
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Naive processing without taking this into account would yield ‘sometext’ and ‘prisoner’
in the output character stream for the examples above, introducing an erroneous word that
would then propagate down the rest of the analysis pipeline.
In order to deal with this problem, the default text filtering facilities in Lector’s I/O
module allow for use of a shared resource that encapsulates whatever logic is necessary in
order to decide whether a space should be inserted in between two consecutive non-white-
space terminated text nodes (white-space seen as text node delimiters is always assumed to
be valid and left in place, though white-space collisions are always reduced to one space). For
the case of the OBO edition of the POB, the logic used to make this decision is as follows:
Given two strings left and right corresponding to two consecutive, non-white-space
delimited text nodes:
• If left ends in punctuation and right begins with punctuation, split (e.g. [‘some!’,
‘(text’] yields “some! (text”).
• If left ends in punctuation or right begins with punctuation, check the corresponding
leading or trailing punctuation against a list of known punctuation marks in order to
determine whether a space should precede or follow the relevant mark (e.g. [‘some (’,
‘text’] yields “some (text”, because the ‘(’ found as trailing character in left should
not be followed by space as indicated in a hard-coded rule).
• If the concatenation of left and right corresponds to a known ordinal number or
money pattern, don’t split (e.g. [‘10’, ‘l.’] yields “10l.” because “10l.” matches a
known money amount pattern).
• If left ends in letters and right begins with letters, treat as regular words and check
against a model (see below).
• If none of the preceding rules apply, assume the encoder’s version and don’t split.
Regular words are checked against a probabilistic model. This is built from Google’s
historical n-grams data set, such that the checks for splits for a sessions papers issue is
performed against probabilities computed from the n-gram data corresponding to that issue’s
decade. More specifically, a probability of occurrence is computed for the letter-only trailing
sub-string in left (e.g. the ‘chunk’ part in ‘ a chunk’) , the letter only leading sub-string in
right (e.g. ‘of’ in ‘of text.’) and the concatenation of both (e.g. ‘chunkof’) , and a decision
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to split is made based on whether the co-occurrence of both sub-strings is more or less likely
than their concatenation from usage patterns found in the Google books corpus at that point
in time (e.g. P (‘chunk’)P (‘of’) >>> P (‘chunkof’)→ split) .
Rule disambiguation is carried out in OBO by the OBOSplitCheck implementation of the
SplitCheck interface in Lector and the n-gram model is encapsulated in the OBOModel class.
The model’s data is available in the ext directory inside the data directory included with
OBO.
E.2 NLP pipeline
The linguistic pre-processing pipeline used for analysis of the OBO edition of the POB in this
work is the standard segmentation/tokenisation, part of speech tagging and lemmatisation
pipeline used as the basis of any computational linguistic data normalisation process.
This analysis is carried out using the Stanford NLP components via the excellent DKPRo
UIMA wrappers, with mostly standard parameter settings for all components, except for
some additional rules passed to the segmenter to 1) restrict segmentation to Paragraph
annotations, 2) include a few idiosyncratic punctuation marks as boundary tokens, 3) exclude
boundary tokens from sentences (though sentence annotations are not used in this work)
and 4) enforce strict paragraph zoning instead of the relaxed zoning used as default setting.
E.3 Indexing
The contract defined by the interface of the indexing module in Lector distinguishes between
two types of fields: “document fields” that are used to contain document-level metadata that
is not associated to specific locations in the token stream3, and “token fields” that contain
proper token postings that associate terms to specific locations in the corpus’ token stream.
Document fields
Document fields are constructed by taking into account all features directly accessible from
the annotations used as index documents, all annotations covering them and, optionally, some
or all of the annotations contained by them. The type system defined for the OBO edition
3 Used in this work for “provenance” data.
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of the POB indicates Paragraph annotations as indexing documents. These are covered by
Session annotations, from which the issue number is inherited, and by Section annotations,
from which the section type and date are inherited, as well as an XPath expression pointing to
the section’s containing XML element’s location in the source files. In addition to metadata
inherited from covering annotations, the presence of any Offence, Verdict or Punishment
annotation covered by any paragraph is taken into account as a Boolean field indicating that
the document contains legal entities. Note that whether a document is covered by sections
of type trial account and whether it contains any legal entities are the main features defining
the different samples used for analysis in this work, as discussed in chapter 2.
The OBODocFields class in OBO encapsulates the metadata extraction described above.
Token fields
Token stream fields are constructed from the sequence presented by the annotations covered
by a document (Paragraph), in the standard UIMA sorting order4. Token stream fields are
defined by a set of rules that indicate how the different UIMA annotations are transformed
back into a string representation used as each token’s term, as well as additional posting-level
metadata used to encode e.g. a token’s part of speech. The token stream field specification
for the OBO edition of the POB defines five fields:
full_text Considers a token’s raw covered text as term string, without any particular
substitution or deletion.
full_lemma Considers a token’s lemmatised form as term string, without any particular
substitution or deletion.
wrk_text Considers a token’s raw covered text as term string, with the standard substitutions
and deletions.
wrk_lemma Considers a token’s lemmatised form as term string, with the standard substitu-
tions and deletions.
ent_legal Considers only legal entities with their entity id as token term.
4 By begin character offset in increasing order and by end character offset in decreasing order, such that
parents precede their children.
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All token-based fields incorporate the token’s associated part of speech as posting
metadata, the entity field considers the entity type as posting metadata.
Standard substitutions used for construction of the terms in the wrk_* fields consist of
five term sets that will be used to replace the lemmas contained in each of them by their
respective categorical label:
L_ORD For ordinal numbers (e.g. ‘1st’, ‘123rd’, etc.).
L_MONEY For money amounts (e.g. ‘10l.’, ‘5s.’, ‘20d.’, etc.).
L_WEIGHT For units of weight (e.g. ‘10lb.’, ‘30oz.’, etc.).
L_LENGTH For units of length (e.g. ‘3ft.’, ‘10in.’, etc.).
L_NUMBER For numbers, either as numerics or literals ( ‘153’, ‘twenty one’, ‘thirty-three’,
etc.).
This token field specification is contained in the the OBOTokenFields class in OBO.
Once the index is built, further operations can be carried out from within R using the
Lector back-end module in wspaces to extract information from the index as described in
Appendix D.
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