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1 Introduction
The paper concerns the old problem of mathematically describing elementary particles in field
theory. Einstein and Grommer [13] suggested that particles could be described as singularities
of solutions to the field equations. The generalization of this result to interacting systems
of particles was given by Einstein, Infeld and Hoffmann [14]. Rosen [27] was the first who
proposed a description of particles for the coupled Klein–Gordon–Maxwell equations, which
are invariant with respect to the Lorentz group. Namely, the particle at rest is described by
a finite energy solution that has “Schro¨dinger’s” form ϕ(x)e−iωt (“nonlinear eigenfunctions”
or “solitary waves”). The particle with the nonzero velocity v, |v| < 1, is obtained by the
corresponding Lorentz (or Poincare´) transformation. Since the work of Rosen some authors
have considered the interaction of classical fields, looking for localized solutions could be used
as models of extended particles.
The existence of solitary waves has been analyzed by many authors for diverse Lagrangian
field theories [15, 22, 26, 27, 31, 34], such that nonlinear Dirac fields, the Maxwell–Dirac (MD)
and Klein–Gordon–Dirac (KGD) equations. We describe briefly some results.
Nonlinear Dirac equations occur in the attempt to construct relativistic models of extended
particles by means of nonlinear Dirac fields. The review of such models can be found in [25].
The stationary solutions of nonlinear Dirac equation were extensively studied in the literature
used variational methods [17] and a dynamical systems approach [6, 23, 2]. For details, see the
survey papers [18, 16, 25] and the references therein.
The (MD) equations (see, e.g., [4, 30]) describing the interaction of an electron with its
own electromagnetic field have been widely studied by many authors. The first results on the
local existence and uniqueness of solutions was obtained by Gross [19], Chadam [7], Chadam
and Glassey [9]. The stationary (localized) solutions of the classical (MD) system were studied
numerically by Wakano [34] and Lisi [22]. Using variational methods, Esteban, Georgiev and
Se´re´ [15] have proved the existence of stationary solutions with ω ∈ (−m, 0). These results
were extended by Abenda [1] for ω ∈ (−m,m).
For the (KGD) equations, the local existence and uniqueness of solutions were proved by
Chadam and Glassey [8]. Numerical results on the stationary states were obtained by Ranada
and Vazquez in [26]. The rigorous proof of the existence for the stationary solutions was
given by Esteban et al. [15]. For some Lorentz invariant complex scalar fields theories, the
particle-like solutions was studied by Rosen [28, 29].
Note that it would be of importance to develop a particle-like dynamics for moving solitons.
We make a step in this direction for relativistic-invariant nonlinear Dirac, (MD) and (KGD)
equations. Namely, we prove that the energy-momentum relation coincides with that of a
relativistic particle.
Now we outline the main result in the case of nonlinear Dirac equations. We consider the
Dirac equations of the form
iψ˙ = −iα · ∇ψ +mβψ − g(ψ¯ψ)βψ. (1.1)
We use natural units, in which we have rescaled length and time so that ~ = c = 1. Here
unknown function ψ ≡ ψ(t, x) : R × R3 → C4 is four-component Dirac spinor field, m > 0,
ψ˙ = ∂tψ, x = (x1, x2, x3), ∇ = (∂1, ∂2, ∂3), ∂k = ∂/(∂xk), k = 1, 2, 3, α = (α1, α2, α3). αk, β
are the 4× 4 complex Pauli-Dirac matrices (in the standard 2× 2 blocks representation)
αk =
(
0 σk
σk 0
)
(k = 1, 2, 3), β =
(
I 0
0 −I
)
,
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where I denotes the 2× 2 unit matrix, and σk are Pauli matrices defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
One verifies that σkσl + σlσk = 2δklI, σ
∗
k = σk, k = 1, 2, 3. Then
β∗ = β, α∗k = αk, α
2
k = β
2 = I, αkαj + αjαk = 0 for j 6= k, αkβ + βαk = 0. (1.2)
Let us fix the following notations. Given two vectors of C4, ψφ := ψ · φ is the inner product in
C
4, ∗ denotes the complex conjugate. By definition, the "adjoint spinor" is ψ¯ = ψ∗β.
The particular nonlinearity g(s) = λs corresponds to the so-called Soler model of extended
fermions [31, 2]. In the general case of g(s), Eqn (1.1) is often called the generalized Soler
model (see [4, 17]).
The stationary solutions of nonlinear Dirac equation are considered as particle-like solu-
tions. They are the solutions of a form ψ0(t, x) = e
−iωtϕ(x), where ϕ is non-zero localized
solution of the stationary nonlinear Dirac equation (2.1), see Definition 2.1 below.
Denote by ψv(t, x) the moving solitary waves with velocity v ∈ R
3, |v| < 1,
ψv(t, x) = S(Λv)ψ0
(
Λ−1
v
(t, x)
)
, x ∈ R3, t ∈ R,
where Λv is a Lorentz transformation (see formula (3.5) below), S(Λv) is a matrix defined in
(3.6). Put G(s) =
∫ s
0
g(p) dp. The energy functional is given by
E(ψ) =
∫
R3
(
−iψ∗α · ∇ψ +mψ¯ψ −G(ψ¯ψ)
)
dx. (1.3)
Using equalities (1.2), it is easily to check that E(ψ(t, ·)) = const.
Our main objective is to prove that the energy-momentum relation coincides with one of
relativistic point particle, namely,
E(ψv) = γE(ψ0), γ = (1− |v|
2)−1/2. (1.4)
The paper is organized as follows. In Sections 2 and 3, we check (1.4) for nonlinear Dirac
equations (1.1). Section 4 concerns the Dirac equations in R1. For (MD) and (KGD) equations,
the result is obtained in Sections 5 and 6, respectively.
2 Standing solitary waves for Dirac equations
Definition 2.1 The stationary states or localized solutions of Eqn (1.1) are the solutions of
the form ψ0(t, x) = e
−iωtϕω(x), ω ∈ R, such that ϕω ∈ H
1(R3;C4), and ϕ ≡ ϕω is a nonzero
localized solution of the following stationary nonlinear Dirac equation
iα · ∇ϕ+ ωϕ−mβϕ+ g(ϕ¯ϕ)βϕ = 0, x ∈ R3. (2.1)
The existence of solutions of Eqn (2.1) has been proved in [2, 3, 6, 17, 23] under some
restrictions on G for ω ∈ (0, m). In [17], the following conditions were imposed.
G1. G ∈ C2(R;R)
G2. For any s ∈ R, g(s)s ≥ θG(s) with some θ > 1, (g(s) = G′(s))
G3. G(0) = G′(0) = 0
G4. G(s) ≥ 0 for any s ∈ R, and G(A0) > 0 for some A0 > 0.
2
Theorem 2.2 (see [17, Theorem 1]) Let conditions G1–G4 hold and ω ∈ (0, m). Then there
is an infinity of solutions of Eqn (2.1) in
⋂
2≤q<∞
W 1,q(R3;C4). Each of them are critical points
of the functional IωD, I
ω
D(ϕ) = −
1
2
∫
R3
(
iϕ∗α · ∇ϕ−mϕ¯ϕ+ ω|ϕ|2 +G(ϕ¯ϕ)
)
dx. These solutions
ϕ ≡ ϕω are of the form (in the spherical coordinates (r, φ, θ) of x ∈ R
3)
ϕω(x) =


v(r)
(
1
0
)
iu(r)
(
cos θ
sin θeiφ
)

 ,
x1 = r cosφ sin θ,
x2 = r sinφ sin θ,
x3 = r cos θ, r = |x|.
(2.2)
Thus they correspond to classical solutions of the O.D.E. system{
u′ + 2u
r
= v[g(v2 − u2)− (m− ω)],
v′ = u[g(v2 − u2)− (m+ ω)].
Finally, the solutions decrease exponentially at infinity, together with their first derivatives.
Remarks 2.3 (i) Denote by LD the Lagrangian density for considered Dirac fields,
LD(ψ) = ψ¯(iγ
µ∂µ −m)ψ +G(ψ¯ψ), (2.3)
where γµ∂µ = γ
0∂t + γ · ∇ with Dirac matrices γ
µ (γ0 = β, γk = βαk, k = 1, 2, 3). It is easy
to check that the Euler–Lagrange equations applied to (2.3) give Eqn (1.1). In particular, for
stationary solutions ψ0(t, x), LD(ψ0) = ϕ
∗(ω + iα · ∇ − mβ)ϕ + G(ϕ¯ϕ). Note that IωD(ϕ) =
−(1/2)
∫
LD(ψ0) dx. Here and below, for simplicity, we omit the symbol R
3 in the notation of
the integral
∫
R3
. . . dx.
(ii) In [3], the existence of solutions of the form (2.2) have been proved for singular self-
interactions g(s) ∼ s−α with some α ∈ (0, 1).
(iii) The stationary nonlinear Dirac equations of the form
iα · ∇ϕ+ ωϕ−mβϕ+∇F (ϕ) = 0, x ∈ R3, (2.4)
has been studied by Esteban and Se´re´ in [17]. For a more general class of nonlinearities F ,
which do not satisfy condition F (ϕ) = G(ϕ¯ϕ), the ansatz (2.2) is no more valid. In this case,
the existence of solutions of (2.4) has been proved in [17, Theorems 2,3] with nonlinearities as
(1) F (ϕ) = λ(|ϕ¯ϕ|κ1 + b|ϕ¯γ5ϕ|κ2) with 1 < κ1, κ2 < 3/2, γ
5 = −iα1α2α3, λ, b > 0; and
(2) F ′(0) = F ′′(0) = 0, 0 ≤ F (ϕ) ≤ a(|ϕ¯|κ3 + |ϕ|κ4) with a > 0, 2 < κ3 ≤ κ4 < 3.
The following virial identity (or so-called Pokhozhaev identity [24]) was proved in [17,
Proposition 3.1].
Lemma 2.4 Let ϕ ∈ H1(R3;C4) be a solution to Eqn (2.1). Then ϕ(x) satisfies
i
∫
ϕ∗α · ∇ϕdx =
3
2
∫
(mϕ¯ϕ− ωϕ∗ϕ−G(ϕ¯ϕ)) dx. (2.5)
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Introduce the following notations
Ik ≡ Ik(ϕ) = −i
∫
ϕ∗αk∂kϕdy, k = 1, 2, 3,
Q ≡ Q(ϕ) =
∫
ϕ∗ϕdx, V ≡ V (ϕ) =
∫
(mϕ¯ϕ−G(ϕ¯ϕ)) dx.
(2.6)
Then the equality (2.5) is rewritten as
ωQ = V +
2
3
(I1 + I2 + I3). (2.7)
Remark 2.5 Formally, the identity (2.5) can be proved used Derrick’s technique [10, p.1253].
Indeed, introducing ϕλ(x) = ϕ(x/λ) gives
0 =
d
dλ
∣∣∣
λ=1
IωD(ϕλ) =
1
2
d
dλ
∣∣∣
λ=1
[I1(ϕλ) + I2(ϕλ) + I3(ϕλ) + V (ϕλ)− ωQ(ϕλ)]
=
1
2
d
dλ
∣∣∣
λ=1
[
λ2I1(ϕ) + λ
2I2(ϕ) + λ
2I3(ϕ) + λ
3V (ϕ)− λ3ωQ(ϕ)
]
= I1(ϕ) + I2(ϕ) + I3(ϕ) +
3
2
(V − ωQ).
This gives the identity (2.5). The similar Derrick’s technique has been used in [11] for rela-
tivistic -invariant nonlinear wave equations.
Using the similar reasonings with ϕλ(x) = ϕ(x1/λ, x2, x3), ϕλ(x) = ϕ(x1, x2/λ, x3), ϕλ(x) =
ϕ(x1, x2, x3/λ), it is easy to check that
I1 = I2 = I3 =
1
3
(I1 + I3 + I3) =
1
2
(ωQ− V ). (2.8)
Corollary 2.6 Let ϕ be a solution of (2.1). Then the following relations hold.
I1 + I2 + I3 = ωQ+
∫
(g(ϕ¯ϕ)−m)ϕ¯ϕ dx. (2.9)
I1 + I2 + I3 = 3
∫
(g(s)s−G(s))|s=ϕ¯ϕ dx > 0. (2.10)
E0 ≡ I1 + I2 + I3 + V > 0. (2.11)
Proof By (2.1), we have∫
ϕ∗iα · ∇ϕdx =
∫
ϕ∗(−ωϕ+mβϕ− g(ϕ¯ϕ)βϕ) dx.
This implies the identity (2.9). Then, by (2.7) and (2.9), we obtain
ωQ = V +
2
3
(I1 + I2 + I3) =
∫
(m− g(ϕ¯ϕ))ϕ¯ϕ dx+ I1 + I2 + I3.
Hence,
1
3
(I1 + I2 + I3) =
∫
(g(s)s−G(s))|s=ϕ¯ϕ dx. (2.12)
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Therefore, (2.10) follows from (2.12) and condition G2, since
g(s)s−G(s) > g(s)s− θG(s) ≥ 0 for all s ∈ R.
By (1.3) and (2.9), the energy E0 := E(ψ0(t, ·)) associated with particle-like solutions ψ0 is
expressed by
E0 ≡ E0(ϕ) = I1 + I2 + I3 + V = ω
∫
|ϕ(x)|2 dx+
∫
(g(s)s−G(s))|s=ϕ¯ϕ dx > 0,
by condition G2.
Denote by (·, ·) the inner scalar product in L2.
Lemma 2.7 Let ϕ be a solution of Eqn (2.1), ϕ ∈ H1(R3;C4). Then
ω(ϕ∗, αkϕ) = −i(ϕ
∗, ∂kϕ), k = 1, 2, 3. (2.13)
Proof Multiply (2.1) on the left by α1 and obtain
i∂1ϕ+ iα1α2∂2ϕ+ iα1α3∂3ϕ+ ωα1ϕ−mα1βϕ+ g(ϕ¯ϕ)α1βϕ = 0.
Hence
i(ϕ∗, ∂1ϕ) + i(ϕ
∗, α1α2∂2ϕ) + i(ϕ
∗, α1α3∂3ϕ) + ω(ϕ
∗, α1ϕ)−m(ϕ
∗, α1βϕ)
+(ϕ∗, g(ϕ¯ϕ)α1βϕ) = 0. (2.14)
On the other hand, taking the adjoint of Eqn (2.1) and multiplying on the right by α1 one
obtains
−i∂1ϕ
∗ − i∂2ϕ
∗α2α1 − i∂3ϕ
∗α3α1 + ωϕ
∗α1 −mϕ
∗βα1 + g(ϕ¯ϕ)ϕ
∗βα1 = 0.
Hence,
−i(∂1ϕ
∗, ϕ)− i(∂2ϕ
∗α2α1, ϕ)− i(∂3ϕ
∗α3α1, ϕ) + ω(ϕ
∗α1, ϕ)−m(ϕ
∗βα1, ϕ)
+(ϕ∗βα1, g(ϕ¯ϕ)ϕ) = 0. (2.15)
By (1.2), summing Eqns (2.14) and (2.15) gives (2.13) for k = 1. For k 6= 1 the proof is similar.
2.1 A particular ansatz for the solutions of Eqn (2.1)
As in [22], we choose to orient the angular momentum along the x3-axis and consider four
families of solutions of (2.1) which in spherical coordinates (r, φ, θ) (i.e. x1 = r cosφ sin θ,
x2 = r sin φ sin θ, x3 = r cos θ) are of a form
ϕ1(x) =


v+(r)
(
1
0
)
iu+(r)
(
cos θ
sin θeiφ
)

 , ϕ2(x) =


v−(r)
(
cos θ
sin θeiφ
)
iu−(r)
(
1
0
)

 ,
5
ϕ3(x) =


v+(r)
(
0
1
)
iu+(r)
(
sin θe−iφ
− cos θ
)

 , ϕ4(x) =


v−(r)
(
− sin θe−iφ
cos θ
)
iu−(r)
(
0
−1
)

 .
If ϕ1, ..., ϕ4 are substituted into Eqn (2.1), then this equation reduces to the following O.D.E.
system for radial functions u± and v±:

u′± +
2u±
r
= v[g(v2± − u
2
±)− (m∓ ω)],
v′± = u±[g(v
2
± − u
2
±)− (m± ω)].
The existence of the solutions u± and v± follows from results [6, 23, 2, 17].
The total angular momentum operator is M = L+ S, where L = x× (−i∇) is the orbital
angular momentum, S = Σ/2 is the spin angular momentum, Σ =
(
σ 0
0 σ
)
. In particular,
in the spherical coordinates, the third component of L is L3 = −i∂φ. It is easy to check the
following properties of ϕa, a = 1, 2, 3, 4.
(i) ϕa are eigenfunctions of the third component of M with eigenvalue m3 = ±1/2. More ex-
actly,M3ϕ
a = 1/2ϕa for a = 1, 2,M3ϕ
a = −1/2ϕa for a = 3, 4. SinceMϕ1 = (1/2)(ϕ3, iϕ3, ϕ1),
Mϕ2 = (1/2)(−ϕ4,−iϕ4, ϕ2), Mϕ3 = (1/2)(ϕ1,−iϕ1,−ϕ3), Mϕ4 = (1/2)(−ϕ2, iϕ2,−ϕ4),
then M2kϕ
a = 1/4ϕa for all k = 1, 2, 3, andM2ϕa = 3/4ϕa = j(j+1/2)ϕa for all a. Hence, the
quantum number j = 1/2 for all ϕa.
(ii) For the "spin–orbit" operator K = βΣ ·M− 1/2β = β(Σ · L+ 1) (see [12, p.19]), we have
K
2 = M2 + 1/4. Then the eigenvalues of K are κ = ±(j + 1/2). Hence, for all a, ϕa are
eigenfunctions of K with eigenvalues κ = ±1, where the quantum number κ = 1 for a = 1, 3
and κ = −1 for a = 2, 4.
(iii) For any solution ϕ from the four families {ϕ1, . . . , ϕ4}, the following equalities hold. At
first, ϕ∗(x)α3ϕ(x) ≡ 0. Secondly, ∫
ϕ∗(x)∇ϕ(x) dx = 0, (2.16)∫
ϕ∗(x)αk ∂lϕ(x) dx = 0 for any k 6= l. (2.17)
(iv) For stationary states ψ0(t, x) = e
−iωtϕ(x) with ϕ from these particular families of solutions
we have Q(ψ0) = 4pi
+∞∫
0
(
v2± + u
2
±
)
r2 dr,
E0 ≡ E(ψ0) = 4piω
+∞∫
0
(
v2± + u
2
±
)
r2 dr + 4pi
+∞∫
0
(g(s)s−G(s))
∣∣∣
s=v2
±
−u2
±
r2 dr,
where v± = v±(r), u± = u±(r). Moreover, the current J(x) = ψ
∗
0(t, x)αψ0(t, x) equals
J(x) = 4κ±m3u±v±(− sinφ, cosφ, 0),
where the quantum numbers m3 = ±1/2, κ± = ±1 are introduced above.
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3 Moving solitary waves for nonlinear Dirac equations
As shown, e.g., in [4, 12, 32], the Dirac equation (1.1) with g ≡ 0 is Lorentz invariant. Namely,
let Λ = (Λµν)
4
µ,ν=0 be a Lorentz transformation and ψ(t, x) be a solution of (1.1) with g ≡ 0.
Then there exists a matrix S ≡ S(Λ) such that ψ′(t′, x′) = S(Λ)ψ(t, x) satisfies the same
equation in the terms of the new variables (t′, x′) = Λ(t, x). It requires the following conditions
on S ≡ S(Λ):
αµ =
4∑
ν=0
βSβΛµνανS
−1 with α0 ≡ I, (3.1)
or S−1γνS =
3∑
µ=0
Λνµγ
µ, ν = 0, 1, 2, 3, where γ0 := β, γk := βαk, k = 1, 2, 3 (see, e.g., [4]).
Here and below by I we denote the unit 4× 4 (or 2× 2) matrix. The nonlinear equation (1.1)
is Lorentz invariant, if condition (3.1) holds and
S∗βS = β. (3.2)
The conditions (3.1) and (3.2) can be rewritten in the form (cf formulas (23) and (27) from
[12])
S∗βS = β, S∗αµS =
4∑
ν=0
Λµναν with α0 ≡ I. (3.3)
The existence of the matrix S satisfying conditions (3.3) follows from Pauli’s Fundamental
Theorem.
Let Λv : R
4 → R4 be a Lorentz transformation (boost) with velocity v ∈ R3, |v| < 1:
Λv(t, x) =
(
γ(t+ v · x), γ(x‖ + vt) + x⊥
)
, where x‖ + x⊥ = x, x‖‖v, x⊥ ⊥ v, γ = (1− v2)−1/2.
Hence (see, e.g., [32, formula (2.14)]),
Λv =
(
γ γvT
γv I + γ−1
|v|2
vv
T
)
, where vvT = (vivj)
3
i,j=1, (3.4)
i.e.,
Λv(t, x) =
(
γ(t+ v · x), x+ (γ − 1)v
x · v
|v|2
+ γvt
)
, (t, x) ∈ R4. (3.5)
Note that det Λv = 1 and Λ
−1
v
= Λ−v. The matrix Sv ≡ S(Λv) can be chosen as
Sv =
√
γ + 1
2
(
I + α · v
γ
γ + 1
)
= exp
(
ξ
2
α · v
|v|
)
, (3.6)
where ch(ξ/2) =
√
(γ + 1)/2 or th(ξ) = |v|. It is easy to verify that
S0 = I, S
∗
v
= Sv, S−v = S
−1
v
, S2
v
= γ(α · v + I),
S∗
v
βSv = β, S
∗
v
αjSv = αj + γvjI + vj
γ−1
|v|2
α · v, j = 1, 2, 3,
(3.7)
and conditions (3.3) hold. In particular,
γ(I − α · v)Sv = S
−1
v
, α · Sv
(
∇ϕ+ v
γ − 1
|v|2
∇ϕ · v
)
− γSv∇ϕ · v = S
−1
v
α · ∇ϕ. (3.8)
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Let ω ∈ (0, m), and ψ0(t, x) = e
−iωtϕ(x), be a standing solitary wave. By ψv(t, x) we
denote a (moving) solitary wave with velocity v ∈ R3, |v| < 1:
ψv(t, x) = Svψ0(Λ
−1
v
(t, x)).
In other words,
ψv(t, x) = e
−iωγ(t−v·x)Svϕ
(
x+ (γ − 1)v
x · v
|v|2
− γvt
)
. (3.9)
Remark 3.1 (i) Let ϕ(x) be a non-zero solution of Eqn (2.1). Then solitary waves ψv(t, x)
satisfies Eqn (1.1). This follows from (3.8) and (3.9). Indeed, substituting ψv(t, x) in Eqn (1.1)
and using (3.7) and (3.8) we obtain(
i∂t + iα · ∇ −mβ + g(ψ¯vψv)β
)
ψv(t, x) = e
−iωγ(t−v·x)
[
ωγ(I − α · v)Svϕ(y) +
+i
(
α · Sv
(
∇ϕ+ v
γ − 1
|v|2
∇ϕ(y) · v
)
− γSv∇ϕ(y) · v
)
−mβSvϕ(y) + g(ϕ¯ϕ)βSvϕ
]
= e−iωγ(t−v·x)S−1
v
[
ω + iα · ∇ −mβ + g(ϕ¯ϕ)β
]
ϕ(y) = 0,
with y = x+ v(γ − 1)x · v/|v|2 − γvt.
(ii) Let ψ′(t′, x′) = S(Λ)ψ(t, x), where Λ is a Lorentz transformation. Denote by J(t, x) the
4-current, Jµ(t, x) = ψ∗(t, x)αµψ(t, x) (with α0 ≡ I) and let J
′µ(t, x) = ψ′(t, x)∗αµψ
′(t, x).
Then
J ′(t′, x′) = ΛJ(t, x), where (t′, x′) = Λ(t, x).
In particular, if Λ is a boost, i.e., Λ = Λv with v ∈ R
3, and ψ = ψv with ψv from (3.9), then
Jv(t, x) = ΛvJ0(y) = Λv
(
ϕ∗(y)ϕ(y)
ϕ∗(y)αϕ(y)
)
, (3.10)
where Jµ
v
= ψ∗
v
αµψv, y = x+ v(γ − 1)x · v/|v|
2 − γvt.
For simplicity, put v = (0, 0, v) ∈ R3. In this case we denote by Λv the Lorentz transfor-
mation (boost) Λv:
Λv : (t, x)→ (γ(t+ vx3), x1, x2, γ(x3 + vt)) , |v| < 1; (3.11)
the solitary waves ψv(t, x) := ψv(t, x)|v=(0,0,v) are
ψv(t, x) = Svψ0(Λ
−1
v (t, x)) = e
−iω(t−vx3)γSvϕ(x1, x2, γ(x3 − vt)); (3.12)
the matrix Sv (Sv := Sv if v = (0, 0, v)) is defined as
Sv =
√
γ + 1
2
(
I + α3
vγ
γ + 1
)
=
√
γ + 1
2
(
I vγ
γ+1
σ3
vγ
γ+1
σ3 I
)
, v ∈ R1. (3.13)
Using the explicit formulas (3.13), we obtain the following properties of Sv (cf (3.7), (3.8)).
S0 = I, S
∗
v = Sv, S−v = S
−1
v , S
∗
vβSv = β,
S∗vα3Sv = γ(vI + α3), S
∗
vSv = γ(vα3 + I), S
∗
vαkSv = αk, k = 1, 2.
(3.14)
In particular, γS∗v(α3 − vI)Sv = α3, γS
∗
v(I − α3v)Sv = I.
Given v = (v1, v2, v3) ∈ R
3, we impose the following conditions on ϕ(x).
C1
∫
ϕ∗∇ϕdx · v = 0.
C2
∑
k,j:k 6=j
vkvj
∫
ϕ∗αk∂jϕdx = 0.
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Theorem 3.2 Let v ∈ R1 with |v| < 1, ψv(t, x) be a solitary wave of the form (3.9), and ϕ
satisfy conditions C1 and C2. Then
Ev = γE0, (3.15)
where Ev := E(ψv).
Proof We first consider the particular case v = (0, 0, v) ∈ R3 when ψv(t, x) is defined in (3.12).
Substitute the function ψv into (1.3) and apply equalities (3.14):
Ev :=
∫ (
−i
2∑
k=1
ϕ∗S∗vαkSv∂kϕ− iϕ
∗S∗vα3Svγ(iωvϕ+ ∂3ϕ) +mϕ
∗S∗vβSvϕ−G(ϕ¯ϕ)
)
dx
=
∫ (
γ2ϕ∗(v + α3)(ωvϕ− i∂3ϕ)− i
2∑
k=1
ϕ∗αk∂kϕ+mϕ¯ϕ−G(ϕ¯ϕ)
)
dx,
where ϕ ≡ ϕ(x1, x2, γ(x3−vt)). Changing variables x = (x1, x2, x3)→ y := (x1, x2, γ(x3−vt)),
we obtain
Ev = ωγv(ϕ
∗, (v + α3)ϕ)− iγv(ϕ
∗, ∂3ϕ) + γI3 +
1
γ
(I1 + I2) +
1
γ
V.
In particular,
E0 ≡ E(ψ0) = I1 + I2 + I3 + V = 3I3 + V, (3.16)
since I1 = I2 = I3. Applying equalities (2.7) and (2.13), one obtains
ω(ϕ∗, (v + α3)ϕ) = v ωQ+ ω(ϕ
∗, α3ϕ) = v(V + 2I3)− i(ϕ
∗, ∂3ϕ).
Therefore,
Ev = vγ
(
vV + 2vI3 − i(ϕ
∗, ∂3ϕ)
)
− iγv(ϕ∗, ∂3ϕ) + γI3 +
2
γ
I3 +
1
γ
V
= γE0 − 2γvi(ϕ
∗, ∂3ϕ).
Hence identity (3.15) holds iff (ϕ∗, ∂3ϕ) = 0 what follows from condition C1.
In the general case of v = (v1, v2, v3) ∈ R
3, we substitute ψv from (3.9) in (1.3), apply
equalities (3.7), change variables x→ y := x+v(γ− 1)x ·v/|v|2− γvt, use formulas (2.7) and
(2.13) and obtain Ev = γE0 + ηv, where, by definition,
ηv := −2iγ(ϕ
∗,∇ϕ) · v − iγ
∑
j,k:j 6=k
(ϕ∗, αk∂jϕ)vkvj. (3.17)
Hence, by conditions C1 and C2, ηv = 0, then identity (3.15) follows.
Let v ∈ R3, Λv be defined in (3.5), ψv be of the form (3.9). Write Pv := P (ψv), where
P (ψ) stands for the momentum operator,
P (ψ) := −i
∫
R3
ψ∗(t, x)∇ψ(t, x) dx.
To prove the next result for Pv we impose conditions C1’ and C2’ which are stronger than
conditions C1 and C2.
C1’
∫
ϕ∗∇ϕdx = 0.
C2’ Let v = (v1, v2, v3) ∈ R
3. For any j = 1, 2, 3,
∑
k:k 6=j
vk
∫
ϕ∗αk∂jϕdx = 0.
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Lemma 3.3 Let ϕ be a solution to Eqn (2.1) and conditions C1’ and C2’ hold. Then
Pv = γvE0, (3.18)
where E0 is defined in (3.16).
Proof By (3.7) and (3.9), we have
Pv = −i
∫
R3
ϕ∗γ(α · v + I)
(
iωγvϕ+∇ϕ+ vκ∇ϕ · v
)
dx, with κ :=
γ − 1
|v|2
,
where ϕ ≡ ϕ(y) with y := x+vκ(x ·v)− γvt. Since dy = γdx, changing variables x→ y gives
Pv = −i
∫
R3
ϕ∗(α · v + I)
(
iωγvϕ+∇ϕ+ vκ∇ϕ · v
)
dy.
Using (2.5) and (2.13), we obtain Pv = γvE0 − iξv, where, by definition,
ξv = v
(
γ + κ
)∫
ϕ∗∇ϕ · v dy +
∫
ϕ∗∇ϕdy + vκ
∑
k,j:k 6=j
∫
ϕ∗αk∂jϕdy vkvj
+
(∑
k 6=1
vk
∫
ϕ∗αk∂1ϕdy,
∑
k 6=2
vk
∫
ϕ∗αk∂2ϕdy,
∑
k 6=3
vk
∫
ϕ∗αk∂3ϕdy
)
. (3.19)
In particular, if v = (0, 0, v) ∈ R3,
ξv =
(∫
ϕ∗(vα3 + 1)∂1ϕdy,
∫
ϕ∗(vα3 + 1)∂2ϕdy, γ(v
2 + 1)
∫
ϕ∗∂3ϕdy
)
.
By conditions C1’ and C2’, ξv = 0, then identity (3.18) holds.
Remark 3.4 (i) Conditions C1’ and C2’ (and also C1 and C2) are fulfilled with any v ∈ R3
for four families of solutions considered in Section 2.1, see formulas (2.16) and (2.17).
(ii) Let ψv(t, x) be of the form (3.9) and condition C1’ hold. Then, by (3.7), the charge
functional is
Q(ψv) =
∫
ψ∗
v
(t, x)ψv(t, x) dx =
∫
ϕ∗(y)(α · v + I)ϕ(y) dy = (ϕ∗, ϕ) + (ϕ∗, αϕ) · v
=
∫
|ϕ(y)|2 dy.
The last equality follows from (2.13) and conditionC1’. Hence, Q(ψv) = Q(ψ0) for any v ∈ R
3.
(iii) Let ϕ = ϕω be a solution of Eqn (2.1) from one of four families of solutions considered in
Remark 2.1. Then applying the total angular momentum operator M3 to ψv, we have
M3ψv = e
−iωγ(t−vx3)SvM3ϕ(x1, x2, γ(x3 − vt)).
Hence, if ϕ ∈ {ϕ1, ϕ2} (see Remark 2.1), then M3ψv = 1/2ψv. For ϕ ∈ {ϕ
3, ϕ4}, M3ψv =
−1/2ψv.
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4 Solitary waves in 1 + 1 dimensions
We consider the nonlinear Dirac equation in R1,
iψ˙ = −iαψ′ +mβψ − βg(ψ¯ψ)ψ, x ∈ R1, t ∈ R. (4.1)
Here ψ′ := ∂xψ, ψ(t, x) ∈ C
2, α = −σ2, β = σ3. In the case when g(s) = s, Eqn (4.1)
is called the massive Gross–Neveu model (or the 1D Soler model). The stationary states or
localized solutions of (4.1) are the solutions of the form ψ(t, x) = e−iωtϕω, ω ∈ (0, m), such that
ϕω ∈ H
1(R1), and ϕ ≡ ϕω is a nonzero localized solution of the following stationary nonlinear
Dirac equation
iαϕ′ + ωϕ−mβϕ+ g(ϕ¯ϕ)βϕ = 0, x ∈ R1. (4.2)
The solitary wave solutions have been studied, e.g., in [20, 21]. Write
I = −i
∫
R1
ϕ∗αϕ′ dy, Q =
∫
R1
ϕ∗ϕdx, V =
∫
R1
(mϕ¯ϕ−G(ϕ¯ϕ)) dy.
Note that
ωQ = V. (4.3)
This equality can be proved similarly to (2.7).
For v ∈ R1, |v| < 1, introduce the ”moving solitary waves”
ψv(t, x) = e
−iωγ(t−vx)Svϕ(γ(x− vt)), Sv =
√
γ + 1
2
(
I + α
vγ
γ + 1
)
, x ∈ R1.
Note that α∗ = α, β∗ = β, α2 = β2 = I, αβ + βα = 0. Hence S∗vβSv = β, S
∗
vSv = γ(vα + I),
S∗vαSv = γ(vI + α). Consider
Ev := E(ψv) =
∫
R1
(
−iψ∗vαψ
′
v +mψ¯vψv −G(ψ¯vψv)
)
dx.
Using the properties Sv, we obtain
Ev =
∫
R1
(
− iϕ∗S∗vαSv(iωγvϕ+ γϕ
′) +mϕ¯ϕ−G(ϕ¯ϕ)
)∣∣∣
ϕ=ϕ(γ(x−vt))
dx
= −iγ
∫
R1
ϕ∗(y)(vI + α)(iωvϕ(y) + ϕ′(y))dy +
1
γ
V.
In the last integral we changed variable x→ y = γ(x− vt). Hence,
Ev = γv
2ωQ+ γvω(ϕ∗, αϕ)− iγv(ϕ∗, vϕ′) + γI +
1
γ
V.
In particular,
E0 =
∫
R1
(−iϕ∗αϕ+mϕ¯ϕ−G(ϕ¯ϕ)) dx = I + V.
We apply equalities (4.3) and ω(ϕ∗, αϕ) = −i(ϕ∗, ϕ′) (cf (2.13)) and obtain
Ev = γE0 − 2iγv(ϕ
∗, ϕ′).
Assuming that ϕ satisfies the property (ϕ∗, ϕ′) = 0 (cf condition C1 or C1’), we have
Ev = γE0. Moreover, under the same condition on ϕ, one obtains
Pv = −i
∫
R1
ψ∗v(t, x)ψ
′
v(t, x)dx = γvE0 − γi(v
2 + 1)
∫
R1
ϕ∗(x)ϕ′(x) dx = γvE0.
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5 Maxwell-Dirac equations
We use natural units, in which we have rescaled length and time so that ~ = c = e = 1. Then,
in the Lorentz gauge, the (MD) system reads
iψ˙ = Φψ − iα · ∇ψ − α ·Aψ +mβψ, x ∈ R3, t ∈ R, (5.1)
Φ¨−∆Φ = 4piρ
A¨−∆A = 4piJ
∣∣∣∣ (5.2)
∇ ·A+ Φ˙ = 0. (5.3)
Here ψ describes the charged Dirac spinor, ψ ≡ ψ(t, x) ∈ C4 for (t, x) ∈ R3×R, A ≡ A(t, x) =
(A1, A2, A3) and Φ ≡ Φ(t, x) are the classical electromagnetic potentials, m > 0, ρ ≡ ρ(t, x) is
charge density, J ≡ J(t, x) is electric current. By definition,
ρ = ψ∗ψ, J = ψ∗αψ,
β, α = (α1, α2, α3) are Pauli–Dirac matrices. We also introduce notation J = (ρ,J) for the
4-electromagnetic current (Jµ = ψ¯γµψ), and A = (Aµ) = (Φ,A) for the 4-potential of the
electromagnetic field. The equation (5.3) is called the Lorentz gauge condition.
The magnetic and electric fields H ≡ H(t, x) and E ≡ E(t, x) are given by
H = rotA ≡ ∇×A, E = −A˙−∇Φ. (5.4)
Then, by condition (5.3), equations (5.2) become classical Maxwell’s equations of electrody-
namics
H˙ = −rotE, E˙ = rotH− 4piJ, ∇ ·E = 4piρ, ∇ ·H = 0.
As shown, e.g., in [4, 30], this model is based on the Lagrangian density LQ = LD +LM +LI .
Here LD and LM are Lagrangian densities for the free Dirac and electromagnetic fields, resp.,
LI is extra term describing the interaction between ψ and the electromagnetic field,
LD = ψ¯(iγ
µ∂µ −m)ψ, LM = −
1
16pi
F µνFµν =
1
8pi
(E2 −H2), LI = −JµA
µ ≡ −ρΦ + J ·A,
where Fµν stands for the electromagnetic field tensor, Fµν := ∂νAµ − ∂µAν , ∂µ = ∂/∂x
µ,
µ, ν = 0, 1, 2, 3. Other words,
LQ ≡ LQ(ψ,A) = ψ
∗
(
i∂t + iα · ∇ − Φ+ α ·A−mβ
)
ψ +
1
8pi
(
|A˙+∇Φ|2 − |rotA|2
)
. (5.5)
It is easy to check that the Euler–Lagrange equations applied to (5.5) give Eqn (5.1) and
(∂2t −∆)A
µ − ∂µ(∂νA
ν) = Jµ. Due to the Lorentz gauge (5.3), we obtain Eqn (5.2).
Since ∂LQ/(∂Φ˙) = 0, the Hamiltonian density equals
H(ψ,A) =
∂LQ
∂ψ˙
· ψ˙ +
∂LQ
∂A˙
· A˙− LQ = iψ
∗ · ψ˙ +
1
4pi
(A˙+∇Φ) · A˙− LQ
= ψ∗ [α · (−i∇−A) + Φ +mβ]ψ +
1
4pi
E · ∇Φ+
1
8pi
(E2 +H2).
Hence the energy functional of the system (5.1)–(5.3) reads (cf [4])
E(t) ≡ E(ψ(t, ·), A(t, ·)) =
∫
H(ψ(t, ·), A(t, ·)) dx
=
∫
ψ∗ [α · (−i∇−A)ψ +mβψ] dx+
1
8pi
∫
(E2 +H2) dx, (5.6)
where E and H are defined in (5.4). Here we use the fact that
∫
E · ∇Φ dx = −4pi
∫
ρΦ dx.
Evidently, E˙(t) = 0.
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5.1 Standing solitary waves
Let ω ∈ (−m,m). Consider a stationary solution (ψ,A) of system (5.1)–(5.3) such that
ψ(t, x) = e−iωtϕ(x) and A = (Φ,A) does not depend on t. Such stationary solutions we
denote by (ψ0, A0). Substituting these solutions in system (5.1)–(5.2) we obtain
(−ω + Φ0 − iα · ∇ − α ·A0 +mβ)ϕ = 0, x ∈ R
3, (5.7)
−∆Φ0 = 4piρ0 = 4piϕ
∗ϕ,
−∆Ak0 = 4piJ
k
0 = 4piϕ
∗αkϕ, k = 1, 2, 3
∣∣∣∣ (5.8)
By (5.8), Aµ0 = ϕ
∗αµϕ ∗ (1/|x|) (with α0 ≡ I), µ = 0, 1, 2, 3, i.e.,
Φ0(x) =
∫
ρ0(y)
|x− y|
dy, A0(x) =
∫
J0(y)
|x− y|
dy, with ρ0 = |ϕ|
2, J0 = ϕ
∗αϕ. (5.9)
Note that the Lorentz condition (5.3) becomes
∇ ·A0 = 0, (5.10)
what follows from (5.7) and (5.9). Using (5.8) and (5.10), we rewrite the energy associated
with stationary states (ψ0, A0) as
E0 := E(ψ0, A0) =
∫
ϕ∗ [α · (−i∇−A0) +mβ]ϕdx+
1
8pi
∫ (
|∇Φ0|
2 + |rotA0|
2
)
dx
=
∫
ϕ∗ [−iα · ∇+mβ]ϕdx+
1
2
∫
(ρ0Φ0 − J0 ·A0) dx. (5.11)
The last integral in (5.11) is
1
2
∫
R3
Jµ(x)A
µ
0 (x) dx =
1
2
∫
R6
Jµ(x)J
µ(y)
|x− y|
dxdy.
Definition 5.1 The stationary states or standing waves (ψ0(t, x), A0(x)) : R×R
3 → C4 ×R4
are the solutions of the (MD) system of a form
ψ0(x, t) = e
−iωtϕω(x),
Aµ0 (x) = J
µ ∗
1
|x|
=
∫
R3
Jµ(y)
|x− y|
dy, µ = 0, 1, 2, 3.
(5.12)
Here ω ∈ (−m,m), (Jµ) = (ϕ∗ωαµϕω) = (ρ0,J0), and ϕ ≡ ϕω is a solution of (5.7).
The stationary solutions of the (MD) system were studied numerically by Lisi [22]. Using
variational methods, Esteban Georgiev and Se´re´ [15] have proved the existence of stationary
solutions with ω ∈ (−m, 0). To state this result we introduce a functional
IωQ(ϕ) :=
1
2
∫
LQ(ψ0, A0) dx =
1
2
∫
ϕ∗ (iα · ∇ −mβ + ω)ϕdx−
1
4
∫ ∫
Jµ(x)J
µ(y)
|x− y|
dxdy.
Note that if (ψ0, A0) is a solution of the (MD) system of the form (5.12), then (formally) ϕω is
a critical point of IωQ(ϕ).
Theorem 5.2 (see [15, Theorem 1]) For any ω ∈ (−m, 0), there exists a non-zero critical
point ϕ ≡ ϕω ∈ H
1/2(R3;C4) of the functional IωQ(ϕ). Moreover, ϕω is a smooth function
of x exponentially decreasing at infinity with all its derivatives, and ψ(x, t) = e−iωtϕω(x),
Aµ(x, t) = Jµ ∗ (1/|x|) are the solutions of the (MD) system.
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5.2 Virial identities
The following virial identity was proved in [17, Proposition 3.1].
Lemma 5.3 Let ϕ ∈ H1(R3;C4) be a solution to Eqn (5.7). Then ϕ(x) satisfies
i
∫
ϕ∗α · ∇ϕdx =
3
2
∫ (
mϕ¯ϕ− ωϕ∗ϕ+
5
6
Jµ(x)A
µ(x)
)
dx, (5.13)
where JµA
µ = ρ0Φ0 − J0 ·A0, ρ0 = |ϕ|
2, J0 = ϕ
∗αϕ.
Let functionals Ik(ϕ), k = 1, 2, 3, and Q(ϕ) be as in (2.6). Also, we put
T ≡ T (ϕ) =
∫ (
ρ0(x)Φ0(x)− J0(x) ·A0(x)
)
dx = (2pi)−34pi
∫
|ρˆ0(k)|
2 − |J0(k)|
2
k2
dk,
m0 ≡ m0(ϕ) = m
∫
ϕ¯ϕ dx.
(5.14)
Remark 5.4 Formally, the identity (5.13) can be proved used Derrick’s technique [10, p.1253].
Indeed, using notations (5.14), we rewrite IωQ(ϕ) as
IωQ(ϕ) =
1
2
(
ωQ(ϕ)−m0(ϕ)− I1(ϕ)− I2(ϕ)− I3(ϕ)
)
−
1
4
T (ϕ), (5.15)
and introduce ϕλ(x) = ϕ(x/λ). Then T (ϕλ) = λ
5T (ϕ), Ik(ϕλ) = λ
2Ik(ϕ), Q(ϕλ) = λ
3Q(ϕ),
m0(ϕλ) = λ
3m0(ϕ). Hence,
0 =
d
dλ
∣∣∣
λ=1
IωQ(ϕλ) =
1
2
d
dλ
∣∣∣
λ=1
[
ωQ(ϕλ)−m0(ϕλ)− I1(ϕλ)− I2(ϕλ)− I3(ϕλ)−
1
2
T (ϕλ)
]
=
3
2
(
ωQ(ϕ)−m0(ϕ)
)
− I1(ϕ)− I2(ϕ)− I3(ϕ)−
5
4
T (ϕ).
Hence,
I1 + I2 + I3 =
3
2
(ωQ−m0)−
5
4
T, (5.16)
and the identity (5.13) holds.
Corollary 5.5 (i) Eqn (5.7) implies the following equality,
ωQ−m0 − (I1 + I2 + I3) = T
(cf [1, p.238] or formula (3.10) in [15]). Hence, by (5.16),
ωQ−m0 =
1
2
T. (5.17)
Moreover,
I1 + I2 + I3 = −
1
2
T. (5.18)
In particular, IωQ(ϕ) = −
1
2
(I1 + I2 + I3) =
1
4
T , by (5.15), (5.17) and (5.18).
(ii) Using (5.11) and (5.14), we rewrite E0 as
E0 = I1 + I2 + I3 +m0 +
1
2
T. (5.19)
By (5.18) and (5.19), we obtain E0 = m0.
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Lemma 5.6 The following identity holds,
Ij =
1
2
(ωQ−m0)−
3
4
T + Tj, j = 1, 2, 3, (5.20)
where
Tj := 4pi(2pi)
−3
∫
k2j (|ρˆ0(k)|
2 − |Jˆ0(k)|
2)
k4
dk =
1
4pi
∫ (
|∂jΦ0(x)|
2 − |∂jA0(x)|
2
)
dx. (5.21)
Proof Introduce ϕλ(x) = ϕ(x1/λ, x2, x3). Then I1(ϕλ) = I1(ϕ), Ik(ϕλ) = λIk(ϕ), k = 2, 3,
Q(ϕλ) = λQ(ϕ), m0(ϕλ) = λm0(ϕ), and T (ϕλ) = (2pi)
−34piλ
∫
|ρˆ0(k)|
2 − |Jˆ0(k)|
2
k21λ
−2 + k22 + k
2
3
dk. Hence,
0 =
d
dλ
∣∣∣
λ=1
IωQ(ϕλ) =
1
2
[
ωQ−m0 − (I2 + I3)−
1
2
(T + 2T1)
]
.
Therefore, I2 + I3 = ωQ −m0 − (T + 2T1)/2. Together with (5.16), the last identity implies
(5.20) with j = 1. Similarly, introducing ϕλ(x) = ϕ(x1, x2/λ, x3) or ϕλ(x) = ϕ(x1, x2, x3/λ),
we can verify (5.20) with j = 2, 3.
Corollary 5.7 Since T1 + T2 + T3 = T , (5.20) implies identity (5.16). Moreover, by (5.17),
we have Ij = −T/2 + Tj , j = 1, 2, 3.
Remark 5.8 (cf Lemma 2.4) Let ϕ be a solution of Eqn (5.7). Then
i
∫
ϕ∗(x)∇ϕ(x) dx+ ω
∫
ϕ∗(x)αϕ(x) dx =
∫
(J0(x)Φ0(x)− ρ0(x)A0(x)) dx.
Since (Φ0,A0) is of the form (5.9), then∫
J0(x)Φ0(x) dx =
∫
ρ0(x)A0(x) dx. (5.22)
Hence, if (ϕ,Φ0,A0) is a solution of the system (5.7)–(5.8), then (cf formula (2.5))
i
∫
ϕ∗(x)∇ϕ(x) dx = −ω
∫
ϕ∗(x)αϕ(x) dx. (5.23)
5.3 A particular ansatz of stationary solutions
Abenda [1, Theorem A] extended the results of Theorem 5.2 for ω ∈ (−m,m) and proved the
existence of the particular ansatz of solutions to Eqn (5.7)–(5.8) in the form
ϕω(x) =


u1(r, z)e
i(m3−1/2)φ
u2(r, z)e
i(m3+1/2)φ
−iu3(r, z)e
i(m3−1/2)φ
−iu4(r, z)e
i(m3+1/2)φ

 , with m3 = ±12 , (5.24)
Φ0(x) = Φ∗(r, z), A0(x) = A∗(r, z)(− sin φ, cosφ, 0), (5.25)
where (r, z, φ) are the cylindric coordinates of x ∈ R3. Moreover, u1, u2, u3, u4,Φ∗, A∗ are scalar
real–valued smooth functions exponentially decreasing at infinity with all its derivatives. The
system of equations for u1, u2, u3, u4,Φ∗, A∗ was derived by Lisi [22].
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Remark 5.9 The solutions (ϕω,Φ0,A0) of the form (5.24) and (5.25) have the following prop-
erties. (i) ϕω are eigenfunctions of the third component of the total angular momentum M (see
Section 2.1) with eigenvalues m3 = ±1/2.
(ii)
∫
ϕ∗ω(x)∇ϕω(x) dx = 0.
(iii)
∫
ϕ∗ω(x)αk∂jϕω(x) dx = 0 for k 6= j, k, j = 1, 2, 3.
(iv) For i 6= j,
∫
∂iΦ0(x)∂jΦ0(x) dx = 0 and
∫
∂iA0(x) · ∂jA0(x) dx = 0.
(v) The current J0(x) = ψ
∗
0(t, x)αψ0(t, x) = ϕ
∗
ω(x)αϕω(x) = 2(u1u4 − u2u3)(sinφ,− cosφ, 0),
the charge density is ρ0 ≡ ρ0(r, z) = u
2
1 + u
2
2 + u
2
3 + u
2
4. Moreover, by (5.25),
E0(x) = −(cosφ ∂rΦ∗, sinφ ∂rΦ∗, ∂zΦ∗), H0(x) = (− cosφ ∂zA∗,− sinφ ∂zA∗, ∂rA∗ + A∗/r).
5.4 Moving solitary waves
Consider travelling solutions (ψv, Av), where Av = (Φv,Av), with velocity v ∈ R
3, |v| < 1:
ψv(t, x) = Svψ0(Λ
−1
v
(t, x)),
Av(t, x) = ΛvA0(y) with y = x+ v
(γ − 1)
|v|2
x · v − γvt. (5.26)
Here the stationary solutions (ψ0, A0) are introduced in Definition 5.1, Sv is defined in (3.6),
Λv is a Lorentz transformation defined in (3.4). It is easily to check that (ψv, Av) is a solution
of the (MD) system. Indeed, first, similarly to Remark 3.1 (i), we obtain
iψ˙v + iα · ∇ψv −mβψv = e
−iωγ(t−v·x)S−1
v
(ω + α · ∇ −mβ)ϕ(y).
Here and below y stands for the expression y = x+v(γ − 1)x ·v/|v|2− γvt (as in (5.26)). On
the other hand, Sv(Φv(t, x)− α ·Av(t, x))Sv = Φ0(y)− α ·A0(y), hence
(Φv(t, x)− α ·Av(t, x))ψv(t, x) = e
−iωγ(t−v·x)S−1
v
(Φ0(y)− α ·A0(y))ϕ(y),
and Eqn (5.1) follows. To verify Eqn (5.2), we put Jµ
v
= ψvαµψv. Then, by (5.26), (5.8), and
Remark 3.1 (ii), one obtains
(∂2t −∆)Av(t, x) = Λv(∂
2
t −∆x)A0(y) = Λv(−∆yA0(y)) = 4piΛvJ0(y) = 4piJv(t, x),
and Eqn (5.2) follows. Moreover, Φ˙v(t, x) +∇x ·Av(t, x) = ∇y ·A0(y) = 0, i.e., the Lorentz
gauge condition (5.3) is fulfilled.
Remark 5.10 Denote E0 = −∇Φ0, H0 = ∇ ×A0, and Ev = −A˙v − ∇Φ0, Hv = ∇ ×Av,
v ∈ R3. Then
Ev(t, x) = γE0(y)− vκv · E0(y)− γv ×H0(y)
Hv(t, x) = γH0(y)− vκv ·H0(y) + γv × E0(y)
∣∣∣∣ κ := γ − 1|v|2 . (5.27)
We impose conditions C1 and C2 on ϕω (see Section 3). Moreover, we assume the addi-
tional condition C0 on (Φ0,A0).
C0 For v = (v1, v2, v3) ∈ R
3,∑
i,j: i 6=j
vivj
∫ (
∂iΦ0(x)∂jΦ0(x)− ∂iA0(x) · ∂jA0(x)
)
dx = 0.
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Remark 5.11 (i) By Fourier transform and formulas (5.8), condition C0 can be rewritten in
the form ∑
i,j: i 6=j
vivj
∫
kikj
k4
(
|ρˆ0(k)|
2 − |Jˆ0(k)|
2
)
dk = 0.
(ii) Conditions C0–C2 are fulfilled, for instance, for the particular family of solutions consid-
ered in Section 5.3 (see Remark 5.9 (ii)–(iv)). Obviously, conditions C0 and C2 are valid in
the particular case when v = (0, 0, v).
Put Ev = E(ψv, Av), v ∈ R
3, where E is defined in (5.6),
Ev =
∫ (
ψ∗
v
(−iα · ∇+mβ)ψv − Jv ·Av
)
dx+
1
8pi
∫
(E2
v
+H2
v
) dx.
Then the following result holds.
Theorem 5.12 Let (ψv, Av) be a solitary wave of the (MD) system and conditions C0–C2
hold. Then the "particle-like" energy relation holds, Ev = γE0.
Proof First we rewrite the term in Ev corresponding to the Dirac field,
eD :=
∫ (
ψ∗
v
(−iα · ∇+mβ)ψv dx
=
∫ (
− iϕ∗Svα · Sv
(
iγωvϕ+∇ϕ+ v
γ − 1
|v|2
∇ϕ · v
)
+mϕ∗SvβSvϕ
)
dx
=
∫ (
γ2ωϕ∗[α · v + v2]ϕ− iϕ∗
[
γ2(α · v + 1)v · ∇ϕ + α · ∇ϕ
]
+mϕ¯ϕ
)
dx,
where ϕ ≡ ϕ(y) with y from (5.26). Here we apply formulas (3.7) and (3.8). We change
variables x→ y = x+ v(γ − 1)x · v/|v|2 − γvt, dx = dy/γ. Using (5.23), we obtain
eD = ωγ(ϕ
∗, [α · v + v2]ϕ)− iγ(ϕ∗, (α · v + 1)v · ∇ϕ) +
1
γ
(I1 + I2 + I3) +
1
γ
m0
= ωQγv2 +
1
γ
(I1 + I2 + I3) +
1
γ
m0 + γ
3∑
j=1
v2j Ij + ηv, (5.28)
where ηv is defined in (3.17). Applying ’virial’ identities (5.16) and (5.20), we obtain
eD = γ(I1 + I2 + I3 +m0) +
1
2
γv2T + γ
3∑
j=1
v2jTj + ηv.
Moreover, by (5.18),
eD = γm0 −
1
2γ
T + γ
3∑
j=1
v2jTj + ηv. (5.29)
Second, we rewrite the "magnetic" term in Ev, i.e., the term corresponding to the interaction.
Since
Av(t, x) = γvΦ0(y) +A0(y) + vκA0(y) · v
Jv(t, x) ≡ ψvαψv = γvρ0(y) + J0(y) + vκJ0(y) · v
∣∣∣∣ κ = γ − 1|v|2 ,
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then, by (5.22), we have
eI = −
∫
Av(t, x) · Jv(t, x) dx
= −
∫ (
γv2Φ0(y)ρ0(y) +
1
γ
A0(y) · J0(y) + γ(v ·A0(y))(v · J0(y))
)
dy − Rv, (5.30)
where Rv stands for the integral Rv = 2γ
∫
ρ0(y)v ·A0(y) dy.
Further, using (5.27), we rewrite the energy corresponding to the electromagnetic field,
eM :=
1
8pi
∫
(E2
v
+H2
v
) dx =
4γ
8pi
∫
v · (H0 × E0) dy+
+
γ
8pi
∫ (
E
2
0 +H
2
0 + (v× E0)
2 + (v×H0)
2 − (v · E0)
2 − (v ·H0)
2
)
dy.
(5.31)
Since
∫
H0×E0 dy = 4pi
∫
ρ0A0 dy, the first term in the r.h.s. of (5.31) equals Rv. Using the
formula |a|2|b|2 = (a · b)2 + (a× b)2 for a, b ∈ R3, the second term in eM can be rewritten as
γ(1 + v2)
8pi
∫
(E20 +H
2
0) dy −
γ
4pi
∫ (
(v · E0)
2 + (v ·H0)
2
)
dy.
Using formulas E0 = −∇Φ0, H0 = ∇×A0 and (5.8), we obtain
eM =
γ(1 + v2)
2
∫ (
ρ0Φ0+J0 ·A0
)
dy−
γ
4pi
∫ (
(v ·∇Φ0)
2+(v · (∇×A0))
2
)
dy+Rv. (5.32)
Finally, substituting (5.29), (5.30) and (5.32) in Ev = eD + eI + eM and using notations (5.14)
and (5.21), we have
Ev = γm0 −
1
2γ
∫ (
ρ0Φ0 − J0 ·A0
)
dy +
γ
4pi
3∑
j=1
v2j
∫
(|∂jΦ0|
2 − |∂jA0|
2) dy + ηv
−
∫ (
γv2Φ0ρ0 +
1
γ
A0 · J0 + γ(v ·A0)(v · J0)
)
dy − Rv
+
γ(1 + v2)
2
∫ (
ρ0Φ0 + J0 ·A0
)
dy −
γ
4pi
∫ (
(v · ∇Φ0)
2 + (v · (∇×A0))
2
)
dy +Rv
= γm0 + ηv +
γ
4pi
( 3∑
j=1
v2j
∫
|∂jΦ0|
2 dy −
∫
(v · ∇Φ0)
2 dy
)
+
γ
4pi
∫ (
4piv2A0 · J0 − 4pi(v ·A0)(v · J0)− (v · (∇×A0))
2 −
3∑
j=1
v2j |∂jA0|
2
)
dy. (5.33)
Using Fourier transform, relation Jˆ0(k) = k
2
Aˆ0(k)/(4pi) and formula |a|
2|b|2 = |a ·b|2+ |a×b|2,
we rewrite the last integral in (5.33) in the form
γ
4pi
(2pi)−3
∫ (
|k × (v× Aˆ0)|
2 −
3∑
j=1
v2j k
2
j |Aˆ0|
2
)
dk.
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By condition (5.10), the last expression is
γ
4pi
(2pi)−3
∫ (
(k · v)2 −
3∑
j=1
v2jk
2
j
)
|Aˆ0|
2 dk =
γ
4pi
∑
i,j: i 6=j
vivj
∫
∂iA0(x) · ∂jA0(x) dx.
Hence, by (5.33), Ev = γm0 + ηv + η˜v, where, by definition,
η˜v := −
γ
4pi
∑
i,j; i 6=j
vivj
∫ (
∂iΦ0(x)∂jΦ0(x)− ∂iA0(x) · ∂jA0(x)
)
dx.
Finally, conditions C0–C2 yield ηv = η˜v = 0. Therefore, Ev = γm0 = γE0, by Corollary
5.5 (ii).
Denote by P = (P 1, P 2, P 3) the momentum operator for the (MD) system,
P (ψ,A) = −i
∫
ψ∗(t, x)∇ψ(t, x) dx+
1
4pi
∫ (
Φ˙(t, x)∇Φ(t, x)−
3∑
k=1
A˙k(t, x)∇Ak(t, x)
)
dx.
Put Pv := P (ψv, Av), v ∈ R
3. We impose conditions C1’ and C2’ on ϕω (see Section 3).
Moreover, we impose a stronger condition C0’ on A0 than C0.
C0’ Let v = (v1, v2, v3) ∈ R
3. For any k = 1, 2, 3,
∑
j: j 6=k
vj
∫ (
∂jΦ0(x)∂kΦ0(x)− ∂jA0(x) · ∂kA0(x)
)
dx = 0.
Note that conditions C0’–C2’ are fulfilled for the particular ansatz of solutions ϕ ≡ ϕω
considered in Section 5.3, see Remark 5.9 (iv).
Lemma 5.13 Let conditions C0’–C2’ hold. Then Pv = γvE0.
Proof Using (5.26) and (3.7), we rewrite the term in Pv corresponding to ψv,
P (ψv) := −i
∫
ψ∗
v
(t, x)∇ψv(t, x) dx
= −i
∫
ϕ∗(y)(α · v + I)
(
iωγvϕ(y) +∇ϕ(y) + vκ∇ϕ(y) · v
)
dy,
where κ := (γ − 1)/(|v|2). Using notations (2.6) and formula (5.23), we have
P (ψv) = vγωQ+ (I1v1, I2v2, I3v3) + vκ
3∑
j=1
v2j Ij − iξv,
where ξv is defined in (3.19). Applying (5.20) and (5.16), we obtain
P (ψv) = vγE0 + (T1v1, T2v2, T3v3) + vκ
3∑
j=1
v2jTj − iξv. (5.34)
By conditions C1’ and C2’, ξv = 0.
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Further, the second term in Pv corresponding to Av is
P (Av) :=
1
4pi
∫ (
Φ˙v(t, x)∇Φv(t, x)− A˙v(t, x) · ∇Av(t, x)
)
dx
= −
1
4pi
∫ (
(v · ∇Φ0(y))∇Φ0(y) + vκ(v · ∇Φ0(y))
2
−
3∑
n=1
(
(v · ∇An0 (y))∇A
n
0 (y) + vκ(v · ∇A
n
0 (y))
2
))
dy
= −(T1v1, T2v2, T3v3)− vκ
3∑
j=1
v2jTj − ξ˜v, (5.35)
where ξ˜v stands for the following vector
ξ˜v :=
(∑
j 6=1
vjT1j ,
∑
j 6=2
vjT2j ,
∑
j 6=3
vjT3j
)
+ vκ
∑
i,j: i 6=j
vivjTij .
Here by Tij we denote the integral
Tij :=
1
4pi
∫ (
∂iΦ0(y)∂jΦ0(y)− ∂iA0(y) · ∂jA0(x)
)
dy.
By condition C0’, ξ˜v = 0. Hence, formulas (5.34) and (5.35) yield
Pv = P (ψv) + P (Av) = γvE0.
6 The Klein–Gordon–Dirac equations
We consider the Klein–Gordon–Dirac (KGD) system arising in the Yukawa model (see, for
instance, [4, §49]) and describes the interaction between the Dirac and scalar (or pseudoscalar)
fields. This system is based on the Lagrangian density
L(ψ, χ) = LD(ψ) + LKG(χ) + LI(ψ, χ). (6.1)
Here LD(ψ) and LKG(χ) are the Lagrangian densities for the nonlinear Dirac field ψ and for
the free Klein–Gordon field χ, respectively, "extra" term LI describes the Yukawa interaction
between the fields. LD(ψ) is defined in (2.3),
LKG(χ) =
1
2
(
|χ˙|2 − |∇χ|2 −M2χ2
)
, LI(ψ, χ) = ηψ¯Γψχ,
where χ is a (real) scalar field, M > 0, η is a constant, and Γ is some 4×4 matrix. This model
with G ≡ 0 and Γ = I has been studied by Chadam and Glassey [8] and Esteban et al. [15].
In another model presented by Ranada and Vazquez [26] the self–coupling is G(ψ¯ψ) = λ(ψ¯ψ)2
(as in the Soler model) and Γ = iγ5 with γ5 = iγ0γ1γ2γ3 =
(
0 I
I 0
)
.
For simplicity, we consider the case Γ = I. Then applied the Lagrange–Euler equations to
(6.1) we come to the following system
(−iγµ∂µ +m− g(ψ¯ψ))ψ = ηχψ, x ∈ R
n, t ∈ R, (6.2)
(∂2t −∆+M
2)χ = ηψ¯ψ, (6.3)
20
where g(s) = G′(s), n = 1, 3 (cf [8, p.5]). If n = 1, we put ψ = (ψ1, ψ2), β = σ3, α = −σ2.
Below we consider the case n = 3 only. The case n = 1 can be studied by a similar way. By
(6.1), the Hamiltonian density reads
E(ψ, χ) =
∫ (
ψ∗(−iα · ∇+mβ)ψ −G(ψ¯ψ) +
1
2
(|χ˙|2 + |∇χ|2 +M2|χ|2)− ηψ¯ψχ
)
dx
If G ≡ 0, the local existence and uniqueness of solutions to system (6.2)–(6.3) were obtained
by Chadam and Glassey [8]. The existence for the stationary solutions was given by Esteban
et al. [15, Th.2] also only in the case when G ≡ 0. In spite of this fact we verify below the
identity (1.4) for (KGD) system assuming that either the self-coupling G vanishes or satisfies
the conditions G1–G4 (see Section 2).
6.1 Standing waves for the (KGD) equations
Definition 6.1 Let ω ∈ (−m,m). The standing waves of the (KGD) system are the stationary
solutions (ψ0, χ0) of the form
ψ0(t, x) = e
−iωtϕ(x), χ0(x) =
e−M |x|
4pi|x|
∗ fϕ, with fϕ := ηϕ¯ϕ, (6.4)
where ϕ ∈ H1(R3;C4) satisfies the following equation
(ω + iα · ∇ −mβ + ηχ0β + g(ϕ¯ϕ)β)ϕ = 0. (6.5)
Put Iω(ϕ) =
1
2
∫
L(ψ0, χ0) dx. Then, by (6.1) and (6.4),
Iω(ϕ) =
1
2
∫
R3
(
ϕ∗ (iα · ∇ −mβ + ω)ϕ+G(ϕ¯ϕ)
)
dx+
1
16pi
∫
R6
e−M |x−y|
|x− y|
fϕ(x)fϕ(y) dxdy.
Note that if (ψ0, χ0) is a stationary solution of the (KGD) equations, then (formally) ϕ ≡ ϕω
is a critical point of Iω(ϕ).
6.1.1 A particular family of solutions
In the spherical coordinates (r, φ, θ) of x ∈ R3, the particular family of the stationary solutions
(ψ0, χ0) is given by
ψ0(t, x) = e
−iωtϕω(x), ϕω(x) =


v
(
1
0
)
iu
(
cos θ
eiφ sin θ
)

 , χ0(x) =
{
χ∗ cos θ, if Γ = iγ
5,
χ∗, if Γ = I,
where u, v, χ∗ being radial functions. In the case Γ = iγ
5, this ansatz has been studied
numerically in [26]. In the case when Γ = I, the functions u, v are classical solutions of the
following system: {
u′ +
2u
r
= v[g(v2 − u2)− (m− ω) + ηχ∗],
v′ = u[g(v2 − u2)− (m+ ω) + ηχ∗].
The function χ∗ is a solution of the equation −χ
′′
∗ −
2
r
χ′∗ +M
2χ∗ = η(v
2 − u2) or χ∗(|x|) =
η
∫
e−M |x−y|
4pi|x− y|
(
v2(|y|)− u2(|y|)
)
dy.
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6.1.2 A virial identity
Let Ik ≡ Ik(ϕ), V ≡ V (ϕ), Q ≡ Q(ϕ) be as in (2.6), and
R ≡ R(ϕ) :=
∫
R3
χ0(x)fϕ(x) dx =
∫
R6
e−M |x−y|
4pi|x− y|
fϕ(x)fϕ(y) dxdy,
R1 ≡ R1(ϕ) :=
1
4pi
∫
R6
e−M |x−y|fϕ(x)fϕ(y) dxdy.
(6.6)
Note that by Parseval identity and formulas (6.4),
R(ϕ) = (2pi)−3
∫
R3
|fˆϕ(k)|
2
k2 +M2
dk,
R1(ϕ) = 2M(2pi)
−3
∫
R3
|fˆϕ(k)|
2
(k2 +M2)2
dk = 2M
∫
|χ0(x)|
2 dx,
(6.7)
where fˆϕ denotes the Fourier transform of fϕ. Using (6.7), we rewrite I
ω(ϕ) as
Iω(ϕ) =
1
2
(
ωQ(ϕ)− V (ϕ)− I1(ϕ)− I2(ϕ)− I3(ϕ) +
1
2
R(ϕ)
)
.
Lemma 6.2 Let ϕ ∈ H1(R3;C4) be a solution to Eqn (6.5). Then the following identities
hold.
ωQ =
2
3
(I1 + I2 + I3) + V −
1
6
(5R−M R1). (6.8)
Moreover,
Ij(ϕ) =
1
2
(ωQ(ϕ)− V (ϕ)) +
3
4
R(ϕ)−
M
4
R1(ϕ)− Pj(ϕ), j = 1, 2, 3, (6.9)
where Pj(ϕ) stands for the following functional
Pj ≡ Pj(ϕ) = (2pi)
−3
∫
k2j |fˆϕ(k)|
2
(k2 +M2)2
dk =
∫
|∂jχ0(x)|
2 dx. (6.10)
Remark 6.3 (i) The virial identity (6.8) was derived in [15] in the case when G ≡ 0. Formally,
this identity can be proved used Derrick’s technique. Indeed, introduce ϕλ(x) = ϕ(x/λ).
Then R(ϕλ) = λ
5
∫
R6
e−λM |x−y|
4pi|x− y|
fϕ(x)fϕ(y) dxdy, Ik(ϕλ) = λ
2Ik(ϕ), Q(ϕλ) = λ
3Q(ϕ), V (ϕλ) =
λ3V (ϕ). Hence,
0 =
d
dλ
∣∣∣
λ=1
Iω(ϕλ) =
1
2
d
dλ
∣∣∣
λ=1
[
ωQ(ϕλ)− V (ϕλ)− I1(ϕλ)− I2(ϕλ)− I3(ϕλ) +
1
2
R(ϕλ)
]
=
3
2
(
ωQ(ϕ)− V (ϕ)
)
− I1(ϕ)− I2(ϕ)− I3(ϕ) +
1
4
(5R(ϕ)−M R1(ϕ)),
and the identity (6.8) holds.
(ii) Introduce ϕλ(x) = ϕ(x1/λ, x2, x3). Then I1(ϕλ) = I1(ϕ), Ik(ϕλ) = λIk(ϕ), k = 2, 3,
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Q(ϕλ) = λQ(ϕ), V (ϕλ) = λV (ϕ), R(ϕλ) = (2pi)
−3λ
∫
|fˆϕ(k)|
2 dk
k21λ
−2 + k22 + k
2
3 +M
2
. By (6.10), we
have
d
dλ
R(ϕλ)|λ=1 = R + 2P1. Hence
0 =
d
dλ
∣∣∣
λ=1
Iω(ϕλ) =
1
2
(
ωQ(ϕ)− V (ϕ)− I2(ϕ)− I3(ϕ) +
1
2
R(ϕ) + P1(ϕ)
)
.
Therefore,
I2(ϕ) + I3(ϕ) = ωQ(ϕ)− V (ϕ) +
1
2
R(ϕ) + P1(ϕ). (6.11)
Therefore, identities (6.8) and (6.11) imply (6.9) with j = 1. Similarly, introducing ϕλ(x) =
ϕ(x1, x2/λ, x3) or ϕλ(x) = ϕ(x1, x2, x3/λ) gives (6.9) with j = 2, 3. Note that (6.8) follows
from (6.9), since P1 + P2 + P3 = R−MR1/2.
Corollary 6.4 (cf Corollary 2.6, Corollary 5.5) Let ϕ be a solution of Eqn (6.5). Then the
following relations hold. (i) By (6.5),
I1 + I2 + I3 = ωQ+
∫
(g(ϕ¯ϕ)−m)ϕ¯ϕ dx+R. (6.12)
(ii) Using identities (6.8) and (6.12), we obtain
ωQ =
2
3
(I1 + I2 + I3) + V −
1
6
(5R−MR1) = I1 + I2 + I3 +
∫
(m− g(ϕ¯ϕ))ϕ¯ϕ dx− R.
Hence,
I1 + I2 + I3 = 3
∫
(g(s)s−G(s))|s=ϕ¯ϕ dx+
1
2
(R +MR1) > 0, (6.13)
by (6.7) and condition G2.
(iii) The total energy associated to particle-like solutions (ψ0, χ0) is
E0 := E(ψ0, χ0) = I1 + I2 + I3 + V −
1
2
R. (6.14)
Using (6.12), we have
E0 = ω
∫
|ϕ(x)|2 dx+
∫
(g(s)s−G(s))|s=ϕ¯ϕ dx+
1
2
R > 0,
by condition G2.
(iv) Similarly to Lemma 2.7 it can be proved that identity (2.13) holds.
6.2 Moving waves for the (KGD) equations
Consider travelling solutions (ψv, χv) with velocity v ∈ R
3, |v| < 1:{
ψv(t, x) = Svψ0(Λ
−1
v
(t, x)),
χv(t, x) = χ0(y) with y = x+ v
(γ−1)
|v|2
x · v − γvt.
(6.15)
It is easy to check that (ψv, χv) is a solution of (6.2)–(6.3).
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Denote by Ev := E(ψv, χv) the energy of the moving solitary waves (ψv, χv),
Ev =
∫ (
ψ∗
v
(−iα · ∇+mβ)ψv −G(ψ¯vψv) +
1
2
(
|χ˙v|
2 + |∇χv|
2 +M2|χv|
2
)
− ηχvψ¯vψv
)
dx.
Assume that conditions C1 and C2 hold (see Section 3). Moreover, we impose the additional
condition C3.
C3 For given v = (v1, v2, v3) ∈ R
3, |v| < 1,
∑
i,j: i 6=j
vivj
∫
∂iχ0(x)∂jχ0(x) dx = 0. (6.16)
The integral in (6.16) equals (2pi)−3
∫
kikj |fˆϕ(k)|
2
(k2 +M2)2
dk. Then condition C3 holds, for instance,
if ϕ¯ϕ(x) is an even function in x ∈ R3. In particular, conditions C1–C3 are fulfilled for the
particular family of solutions considered in Section 6.1.1 (see also Section 2.1 and formulas
(2.16) and (2.17)).
Lemma 6.5 Let conditions C1–C3 hold, v ∈ R3 with |v| < 1. Then Ev = γE0.
Proof At first, consider the term in Ev corresponding to the Dirac field (cf formula (5.28)),
eD :=
∫ (
ψ∗
v
(−iα · ∇+mβ)ψv −G(ψ¯vψv)
)
dx
= ωQγv2 +
1
γ
(I1 + I2 + I3) +
1
γ
V + γ
3∑
j=1
v2j Ij + ηv,
where ηv is defined in (3.17). Applying formula (6.9) and then the identity (6.8), we obtain
eD = γ(I1 + I2 + I3 + V )−
1
2
γv2R− γ
3∑
j=1
v2jPj + ηv. (6.17)
Second, we rewrite the term in Ev corresponding to the Klein–Gordon field,
eKG :=
1
2
∫
(|χ˙v(t, x)|
2 + |∇χv(t, x)|
2 +M2|χv(t, x)|
2) dx
=
1
2γ
∫
(|∇χ0(y)|
2 + 2γ2|v · ∇χ0(y)|
2 +M2|χ0(y)|
2) dy
=
1
2γ
∫
χ0(y)(−∆+M
2)χ0(y) dy + γ
3∑
j=1
v2j
∫
|∂jχ0(y)|
2 dy + η′
v
=
1
2γ
R + γ
3∑
j=1
v2jPj + η
′
v
, (6.18)
where, by definition, η′
v
:= γ
∑
i,j: i 6=j
vivj
∫
∂iχ0(y)∂jχ0(y) dy. Further, the term in Ev corre-
sponding to the interaction is
eI := −η
∫
χv(t, x)ψ¯v(t, x)ψv(t, x) dx = −
η
γ
∫
χ0(y)ϕ¯(y)ϕ(y) dy = −
1
γ
R(ϕ). (6.19)
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Applying (6.17)–(6.19), and (6.14), we obtain
Ev = eD + eKG + eI = γ(I1 + I2 + I3 + V )−
1
2
γR + ηv + η
′
v
= γE0 + ηv + η
′
v
.
Finally, by conditions C1–C3, ηv = η
′
v
= 0. Therefore, Ev = γE0.
Remark If v = (0, 0, v) with |v| < 1, then ηv = −2iγv(ϕ
∗, ∂3ϕ) and η
′
v
= 0. In this
case, conditions C2 and C3 are fulfilled, and condition C1 is equivalent to the condition
(ϕ∗, ∂3ϕ) = 0.
Denote by P = (P 1, P 2, P 3) the momentum operator, where P β =
∫
T 0β dx, and T αβ
(α, β = 0, 1, 2, 3, 4) denotes the energy–momentum tensor for the (KGD) model. Using formula
(13) from [26] for the tensor T αβ , we have
P ≡ P (ψ, χ) = −
∫ (
iψ∗(t, x)∇ψ(t, x) + χ˙(t, x)∇χ(t, x)
)
dx.
Put Pv := P (ψv, χv), v ∈ R
3. We impose conditions C1’ and C2’ on ϕω (see Section 3).
Moreover, we assume the additional condition C3’ on χ0.
C3’ Let v = (v1, v2, v3) ∈ R
3. For any k = 1, 2, 3,
∑
j: j 6=k
vj
∫
∂kχ0(y)∂jχ0(y) dy = 0.
Note that conditions C1’–C3’ are fulfilled for the particular ansatz of solutions ϕ ≡ ϕω
considered in Section 6.1.1.
Lemma 6.6 Let conditions C1’–C3’ hold. Then Pv = γvE0.
Proof Using (6.15) and (3.7), we rewrite the term in Pv corresponding to ψv,
P (ψv) := −i
∫
ψ∗
v
(t, x)∇ψv(t, x) dx
= −i
∫
ϕ∗(y)(α · v + I)
(
iωγvϕ(y) +∇ϕ(y) + vκ∇ϕ(y) · v
)
dy,
where κ = (γ − 1)/(|v|2). Applying (6.8) and (6.9), we obtain (cf (5.34))
P (ψv) = vγE0 − (P1v1, P2v2, P3v3)− vκ
3∑
j=1
v2jPj − iξv, (6.20)
where ξv is defined in (3.19). By conditions C1’ and C2’, ξv = 0.
Further, the second term in Pv corresponding to χv is
P (χv) := −
∫
χ˙v(t, x)∇χv(t, x) dx =
∫
(∇χ0(y) · v)
(
∇χ0(y) + vκ∇χ0(y) · v
)
dy
= (P1v1, P2v2, P3v3) + vκ
3∑
j=1
v2jPj + ξ
′
v
, (6.21)
where ξ′
v
stands for the following vector
ξ′
v
:=
(∑
j 6=1
vj
∫
∂jχ0∂1χ0 dy,
∑
j 6=2
vj
∫
∂jχ0∂2χ0 dy,
∑
j 6=3
vj
∫
∂jχ0∂3χ0 dy
)
+vκ
∑
k,j:k 6=j
vkvj
∫
∂kχ0∂jχ0 dy .
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By condition C3’, ξ′
v
= 0. Hence, formulas (6.20) and (6.21) yield
Pv = −
∫ (
iψ∗
v
(t, x)∇ψv(t, x) + χ˙v(t, x)∇χv(t, x)
)
dx = P (ψv) + P (χv) = γvE0.
References
[1] S. Abenda, Solitary waves for Maxwell-Dirac and Coulomb–Dirac models, Ann. Inst.
H. Poincare´ Phys. The´or., 68 (2) (1998), 229–244.
[2] M. Balabane, T. Cazenave, A. Douady, F. Merle, Existence of excited states for a nonlinear
Dirac field, Commun. Math. Phys. 119 (1988), 153–176.
[3] M. Balabane, T. Cazenave, L. Vazquez, Existence of standing waves for Dirac fields with
singular nonlinearities, Commun. Math. Phys. 133 (1990), 53–74.
[4] J.D. Bjorken, S.D. Drell, Relativistic Quantum Mechanics, McGraw-Hill, New York (1964).
Relativistic Quantum Fields, McGraw-Hill, New York (1965).
[5] N.N. Bogoliubov, D.V. Shirkov, Quantum Fields, Reading, MA: Benjamin/Cummings
Pu.Co. (1983) [Translated from Russian], 388 pp.
[6] T. Cazenave, L. Vazquez, Existence of localized solutions for a classical nonlinear Dirac
field, Comm. Math. Phys. 105 (1986), 35–47.
[7] J. Chadam, Global solutions of the Cauchy problem for the (classical) coupled Maxwell–
Dirac system in one space dimension, J. Funct. Anal. 13 (1973), 173–184.
[8] J. Chadam, R. Glassey, On certain global solutions of the Cauchy problem for the (clas-
sical) coupled Klein–Gordon–Dirac equations in one and three space dimensions, Arch.
Rational Mech. Anal. 54 (1974), 223–237.
[9] J. Chadam, R. Glassey, On the Maxwell–Dirac equations with zero magnetic field and
their solutions in two space dimension, J. Math. Anal. Appl. 53 (1976), 495–507.
[10] G.H. Derrick, Comments on nonlinear wave equations as models for elementary particles,
J. Math. Phys. 5 (1964), 1252–1254.
[11] T.V. Dudnikova, A.I. Komech, H. Spohn, Energy-momentum relation for solitary waves
of relativistic wave equation, Russian Journal Math. Phys. 9 (2002), no. 2, 153–160.
ArXiv: math-ph/0508045.
[12] F. Dyson, Advanced Quantum Mechanics, World Scientific Publishing Co. Pte. Ltd., 2007,
220 p.
[13] A. Einstein, G. Grommer, Allgemeine Relativita¨tstheorie und Bewegungsgesetz, Sitzungs-
ber. Preuss. Akad. Wiss., Phys.-Math. Kl. (1927), 2–13.
[14] A. Einstein, L. Infeld, B. Hoffmann, The gravitational equations and the problem of
motion, Ann. Math. 39 (1938), no.1, 65–100.
[15] M. Esteban, V. Georgiev, E. Se´re´, Stationary solutions of the Maxwell-Dirac and the
Klein-Gordon-Dirac equations, Calc. Var. Partial Differ. Equ. 4 (1996), no.3, 265–281.
26
[16] M.J. Esteban, M. Lewin, E. Se´re´, Variational methods in relativistic quantum mechanics,
Bulletin (New Series) of the AMS 45 (2008), no.4, 535–593.
[17] M. Esteban, E. Se´re´, Stationary states of the nonlinear Dirac equation: A variational
approach, Commun. Math. Phys. 171 (1995), no.2, 323–350.
[18] M. Esteban, E. Se´re´, An overview on linear and nonlinear Dirac equation, Discrete and
Contin. Dynam. Systems 8 (2002), no.2, 381–397.
[19] L. Gross, The Cauchy problem for the coupled Maxwell and Dirac equations, Comm. Pure
Appl. Math. 19 (1966), 1–5.
[20] D.J. Gross, A. Neveu, Dynamical symmetry breaking in asymptotically free field theories,
Phys. Rev. D. 10 (1974), 3235–3253.
[21] S.Y. Lee, T.K. Kuo, A. Gavrielides, Exact localized solutions of two-dimensional fields
theories of massive fermions with Fermi interactions, Phys. Rev. D. 12 (1975), 2249–2253.
[22] A. G. Lisi, A solitary wave solution of the Maxwell-Dirac equations, J. Phys. A, 28 (1995),
5385–5392.
[23] F. Merle, Existence of stationary states for nonlinear Dirac equations, J. Diff. Eqn. 74
(1988), 50–68.
[24] S.I. Pohozaev [Pokhozhaev], On the eigenfunctions of the equation ∆u+λf(u) = 0, Soviet
Math. Doklady 5 (1965), 1408–1411. Dokl. Akad. Nauk SSSR, 165 (1965), 36–39.
[25] A.F. Ranada, Classical nonlinear Dirac field models of extended particles, In: Quantum
theory, groups, fields and particles, A.O. Barut ed., p.271–291, Reidel, Amsterdam, 1982.
[26] A.F. Ranada, L. Vazquez, Classical system of nonlinear Dirac and Klein–Gordon fields,
Prog. Theoret. Phys. 56 (1976), no.1, 311–323.
[27] N. Rosen, A field theory of elementary particles, Phys. Rev 55 (1939), 94–101.
[28] G. Rosen, Particlelike solutions to nonlinear complex scalar field theories with positive
-definite energy densities, J. Math. Phys. 9 (1968), no.7, 996–998.
[29] G. Rosen, Charged particle-like solutions to nonlinear complex scalar field theories with
positive -definite energy densities, J. Math. Phys. 9 (1968), n.7, 999–1002.
[30] L. I. Schiff, Quantum Mechanics, 3rd ed., McGraw-Hill, New York (1968), 544 p.
[31] M. Soler, Classical, stable, nonlinear spinor fields with positive rest energy, Phys. Rev.
D1 (1970), 2766–2769.
[32] B. Thaller, The Dirac Equation.– Texts and Monographs in Physics. Eds.: W.Beiglbo¨ck;
E.H. Lieb; W. Thirring. Springer-Verlag, Berlin, Heidelberg, New York, 1992, 357 p.
[33] Ch. Wagner, M. Soler, Classical electrodynamics of a nonlinear Dirac field free solutions,
Physica 97A (1979), 139–152.
[34] M. Wakano, Intensely localized solutions of the classical Dirac–Maxwell field equations,
Progr. Theoret. Phys. 35 (1966), 1117–1141.
27
