Structured data such as databases, spreadsheets and web tables is becoming critical in every domain and professional role. Yet we still do not know much about how people interact with it. Our research focuses on the information seeking behaviour of people looking for new sources of structured data online, including the task context in which the data will be used, data search, and the identification of relevant datasets from a set of possible candidates. We present a mixed-methods study covering in-depth interviews with 20 participants with various professional backgrounds, supported by the analysis of search logs of a large data portal. Based on this study, we propose a framework for human structured-data interaction and discuss challenges people encounter when trying to find and assess data that helps their daily work. We provide design recommendations for data publishers and developers of online data platforms such as data catalogs and marketplaces. These recommendations highlight important questions for HCI research to improve how people engage and make use of this incredibly useful online resource.
INTRODUCTION
Structured data, which is data that is explicitly organised, for example in relational databases, spreadsheets and web tables, is becoming critical in every domain and professional role [46] . We use it in various ways -from consulting official statistics to running scientific experiments, finding travel routes, creating maps, predicting elections and designing better products. More and more of it can be accessed or purchased online -a 2011 study by Cafarella et al. found more than one billion structured data resources on the (deep) web (as HTML tables, lists, etc.) [11] , while McKinsey estimated two years later that more than one million datasets have been made openly available by governments worldwide [43, 63] . At the same time, the demand for financial, economic and marketing data provided by vendors such as Bloomberg and others continues to increase [10] . And yet, despite its abundance and applications, we still know very little about how people search for data, understand it and put it to use. The tools that support someone's 'data journey' [3] -from specifying a goal and finding the data they need to exploring new resources and assessing their relevance -often do not offer the best user experience [61] .
Various scientific communities, including information retrieval (IR), databases, Linked Data, data visualisation and HCI, have looked at such data journeys from different angles. They have proposed new interaction models to engage with a particular species of data, such as graphs [57] or time series [16] ; studied information needs and how they are formulated [7] ; and developed tools for specific data-related activities, for example statistical analysis [33] , visualisation [19] , personal information management [31] and teamwork [5] .
The scenario we are targeting is slightly different: imagine a data journalist writing an article about the runway expansion at London's main airport in the UK. As part of her research, the journalist will look for factual evidence to substantiate her story, in the form of reports, news on similar topics, as well as data about the economic, social and environmental ramifications of the project, arguing for or against expansion plans at each airport location. A large share of the relevant data is already available online, published by governmental agencies, researchers and other journalists. However, finding and using it is not always straightforward. The journalist could use regular search engines in the same way she does when looking for less structured kinds of information (such as regular Web sites). She might also know of a particular data provider, which offers offers access to their data via an online data catalogue. Depending on the tools used to discover the data, this step might involve downloading data files; working with different formats (e.g., CSV, HTML, RDF, relational tables); choosing among several versions of a dataset; alongside sensemaking tasks such as establishing what exactly a dataset covers (its 'attributes' or 'schema') and how accurate, complete, or up-to-date the data is.
In our research we study scenarios like this to inform the design of data tools and technologies that offer the same level of support and quality of user experience that we are used to from the web. On this 'web of data' [6] , our data journalist would be able to discover hard facts for her story in the same way she googles the web today -she would tell the data search engine of her choice what she is looking for and the engine would return a ranked list of data sources, or a faceted search interface which would be designed to support her understanding of the data. For each source, the journalist would see a summary of the most important features of the dataset (attributes, descriptive statistics etc.); a sample of the data for easy exploration (perhaps similar to Google's rich snippets); individual data records matching the query; or a visualisation of the data (analogously to the image and video tabs in web search engines). We are still far away from this idea -the web of data currently resembles very much the early ages of the 'traditional' web, when people could access web pages only if they knew where they were located, or via manually crafted directories such as DMOZ [22] . Initiatives such as the Linked Open Data Cloud [6] , schema.org [49] and Google's Knowledge Graph [59] show the way forward. They promote the use of interlinked data and vocabularies, which can be easily mixed and re-purposed to make structured data accessible to everyone as easily as any web page today. While this technology vision is slowly coming to life, we need to learn more about how people would engage with it, revisit theories and empirical findings from related literature, and identify data-centric activities that are still challenging to undertake. Just like previous researchers in Human Data Interaction (HDI) and other fields before us [1, 17, 23, 45, 67] , our assumption is that, despite many parallels, searching for structured data -whether it is a budget spreadsheet, social network graph, weather measurement or train timetable -will most likely require different tools and interaction models than the ones available for web search.
To study the requirements of our scenario, we followed a mixed-methods approach, combining semi-structured in-depth interviews, thematic analysis and search log analysis from a large open government data portal. The interviews focused on the information seeking behaviour of people who work with data as part of their daily jobs, such as scientists, data analysts, financial traders, IT developers, managers and digital artists. We talked to 20 data practitioners across several domains. The responses showed that people with different skill sets and professional backgrounds follow common workflows when engaging with structured data. Capitalising on these commonalities, we then defined a framework for human structured-data interaction with five pillars: tasks, search, evaluation, exploration and use, extending models in related areas [40, 50] .
The proposed framework can help portal providers and data publishers design a better experience for their users. One of the main findings of the interviews was that people often cannot locate the data they need. To understand their problems better, we then looked at one year of search logs of data.gov.uk [18] . We examined the characteristics of more than 100k user queries, which led to 577k dataset downloads, to offer a quantitative view on the common themes of the framework. Finally, we derived design recommendations for data publishers and developers of data catalogs and marketplaces, and identified routes for future research to improve how people engage with and make use of structured data online.
BACKGROUND
Our work is in the broader context of Human Data Interaction (HDI). The term is used by Crabtree and Mortier to refer to how people engage with their personal data and tackle privacy issues [17] . Elmqvist proposed a broader definition that includes the manipulation, analysis and sensemaking of data [23] . In our work, we consider the whole interaction process and its context, covering both people looking for answers to questions, and those interested in a particular dataset or combinations of datasets. For example, someone trying to find the number of schools in a given post code area would need to extract the answer from a larger dataset containing all entries for all schools in a country in 2016. Someone studying how the number of schools across different regions has changed over time would need to process and aggregate several versions of the same data, published year after year. Finally, schools data could be mixed with house prices statistics to understand how one aspect influences the other. All three settings have elements of dataset search, sensemaking and use, which consider different data properties, and our study considers them equally. In the following we explain how our work has been informed by three related fields of inquiry: (1) data search; (2) data sensemaking; and finally (3) information seeking.
Data search presents many challenges, as ideas and tools from web search cannot be (yet) directly applied [53] . Web search engines are designed for documents, not for data [11] . Putting aside the question of links between datasets, which is at the core of algorithms such as Page Rank, established information retrieval technologies are primarily designed to work on (unstructured) documents and less to fulfill the specific needs that people have when looking for data [67] . Keyword-based matching works less well on structured and semi-structured data [42] and a majority of data catalogues online rely on metadata descriptors to discover datasets instead of assessing their content. This metadata often varies in quality and availability, further limiting the user's ability what she needs [2] . Initiatives such as Open Data Monitor [47] and the European Data Portal [51] , which build meta-portals with integrated access to multiple data repositories require manually curated mappings between the attributes that describe datasets on each site. Finally, contextual or personalised results are practically non-existent for data search.
In addition to these technology limitations, there is very little research examining data search from a user perspective. Most existing studies have been designed with other requirements All about Data CHI 2017, May 6-11, 2017, Denver, CO, USA in mind and the extent to which they apply to our scenario is yet to be fully investigated. In web search, a common denominator is the differentiation between simple (known-item) and exploratory search (addressing more complex information needs) [1, 8, 21, 44, 55] . Other models distinguish between question answering [64] and document retrieval [29] to emphasise the specific challenges associated with identifying not just the document in which a specific piece of information could be found, but the actual answer to a user's query. We can find some parallels to this in relation to structured data: people searching for data will sometimes need not just to be pointed to the right database, spreadsheet, or list, but to the record that answers their question. This has implications for how data search is implemented, as algorithms that focus on metadata, the de facto standard in existing portals, cannot support this type of query. Closer to our area is the HCI literature on interaction with databases [14, 32, 56] . The focus there has been mostly on how users compose queries and the degree to which these queries can be translated into SQL or similar [14] . Our scenario is much more open in the range of data sources it targets -some of them could be relational databases, but many others will use other formats or will need to be discovered first.
Search log analysis is routinely used to understand the behaviour of users and evaluate search on the web and elsewhere [30, 37, 38, 69] , using metrics such as time spent on a page and clickthrough streams, alongside specific activities such as tagging, printing and purchasing [25] . However, their findings are not straightforward to apply to new contexts such as data portals, which, our interviews showed, practitioners routinely used to search for data. Some work has been done in understanding structured queries against online databases such as the Linked Open Data Cloud [4, 48] . However, their aim was to study the popularity of certain parts of the database and query constructs, and not the interaction between users and structured data. In this paper, we take first steps in this direction. To supplement the in-depth interviews, we analyse the logs of a large open government data portal.
Making sense of structured data has mostly been studied in connection to information visualisation, which can help find patterns in data [26, 45] . The visual analytics system built by Stasko et al. [58] was tailored for sensemaking tasks of particular groups of data analysts. In their work on accessing government statistics, the system by Marchionini et al. [45] allowed users to explore data from different perspectives and understand relationships within the data via agile display mechanisms. As the web of data enters mainstream, this type of ideas need to be better integrated into productive environments and data work practice.
Both search and sensemaking are related to the broader area of information seeking. Previous research in this space has proposed a series of user-centred models that describe multistage and iterative processes of seeking information [7, 24, 40, 66, 68] . They are analysed and compared in [13, 20, 68] . Our study does not put forward a new model of information seeking. Instead, our aim is to investigate how people find, evaluate and explore structured sources of data that meet their information needs and to inform designers and improve the user experience. The information seeking scenario discussed in the introduction is real and increasingly important for various domains and professional roles, but it is not yet well understood and supported by tools and technologies. Existing models are a reasonable starting point, but to be truly useful, they would need to consider the specific search and sensemaking activities people carry out when working with structured data. For example, in Wilson's problem solving model [68] , this would mean that at the 'problem resolution' stage the user decides that structured data is needed to solve the problem. We believe this decision affects how the rest of the information seeking process is carried out and the type of support the user requires. Another well-established model in this space is Kulthau's [40] . She defines six stages: task initiation, topic selection, pre-focus exploration, focus formation, information collection and search closure. In contrast to it, we are using the term 'exploration' as a means to understand whether a search result, in our case a dataset, matches an information need. This interpretation is more aligned with data science frameworks such as [50] , which is centered around activities to collect relevant data, explore it to make sense of it, and build an analysis model to draw conclusions from it.
Further on, Fidel proposes an ecological approach to information seeking [24] , in which the emphasis is on the environment and context in which the search takes place. Similarly, we believe that the design of effective information systems needs to be aware of the complexities of the information space the search draws upon, including types and formats of sources, how reliable they are, how often they change, and whether one or more datasets need to be brought together to complete the user task. Current IR technology focuses on one of these dimensions, -the type of data -and are best suited for unstructured data, such as text or images [1, 17, 23, 45, 67] . Data-centric activities are likely to be dependent on the task people intend to use the data for [34] . Li et al. propose a faceted classification of information seeking tasks, in which one of the facets is the 'product of the task', which can be 'factual information' such as data, facts or similar [41] . We believe that a classification for just data-centric tasks could be useful as a preliminary step to improve the user experience in scenarios such as those discussed in the introduction.
METHODOLOGY
We used a mixed-methods approach, informed by [9] , with a focus on qualitative methods in order to improve our understanding of how people work with data. To expand our findings [9] around the specific question of dataset search, we also analysed the search logs of a large open data portal quantitatively. We believe that using the logs alongside the qualitative data was meaningful for several reasons: (1) the search logs were relevant to the study, as 17 out of 20 participants cited the data.gov.uk portal as a tool they have used to search for datasets; (2) the analysis of the search logs gave us a less obtrusive way to learn about the behaviour of data search users [36] , of which our interviewees are a subset of; and (3) we used the quantitative insights only as a way to add more breadth to our enquiry, without making any claims about any direct links between the two samples.
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In-depth interviews
User-system interactions are influenced by factors that are not easily observable or measurable [39] . For this reasons, and given the investigative nature of our research, we focused the study on its qualitative element. We believe the rich data about interaction processes and workflows we were looking for was best provided by in-depth interviews.
Recruitment Our sampling strategy was purposive to include a spread of sectors and a wide range of skill sets and roles. Participants were recruited via targeted emails and social media and asked to fill out an online scoping survey. Emails were sent to preselected relevant participants, namely members of the UK's governmental Open Data User Group (around 15 people). For social media recruitment we used the ODIHQ account (at the time of the study over 31k followers, 5.3k impressions, 90 interactions, 20 retweets). For the interviews we chose only people who use data in their day-to-day work. We tried to cover various domains and professional backgrounds to gain a broad overview and avoid any unintended biases. The scoping survey helped us select the participants in a more targeted way (see additional material). It covered questions about the tools participants used, the type of tasks they performed with data, how often they interacted with new sources of data and whether they searched for data. The respondents identified as relevant at this stage were contacted via email to arrange an interview.
Participants The sample consisted of n = 20 data workers (17 male and 3 female), based in the UK (n = 16), Germany (n = 1), USA (n = 1), France (n = 1) and globally (n = 1). Their roles, as reported by the participants, are shown in Table  1 . They used both public (open) and proprietary data in different areas: environmental research, criminal intelligence, retail, social media, transport, education, geospatial information and smart cities. Most interviewees stated that their tasks with data vary greatly and that the number of datasets they interact with -reportedly between two and 50 each week -fluctuates with the nature of their projects. The majority (n = 17) reported acquiring the skills to work with data on the job, from colleagues or self taught, by doing it or experimenting with data (P5), though some people also mentioned formal education (in particular on core pre-requisites such as the fundamentals of statistics) and professional training.
Data collection and analysis
We used semi-structured, indepth interviews of circa 45 minutes, which were audiorecorded and subsequently transcribed. They were carried out via Skype or face-to-face for a period of six weeks in summer 2016. The interviews were organised around the participants' data-centric tasks; the search for new data; and the evaluation and exploration of potentially relevant data sources. They were analysed using thematic analysis [54] using Nvivo, a qualitative data analysis package for coding. The coding was done by one researcher, but to enhance reliability two senior researchers checked the analysis for a sample of the data. We applied two layers of coding to be able to look into the data at different levels of generality and from different viewpoints.
As a primary layer, we used deductive categories mapping to stages of the data interaction process: what people use data for; what information they need about the data to decide what to select and whether the search results were useful; how and where to search; and how to go about exploring and understanding datasets. For each of these themes we applied a second layer of coding, in which we used an inductive approach [12] to draw out further details. The resulting themes were then used to further categorise tasks and user needs, as we will see in the findings.
Search logs
The interviews showed that finding data is a major issue for data practitioners. To understand these challenges better, we analysed the search logs of a governmental open data portal in the UK, data.gov.uk [18] . The portal has its own internal search capability and, as of September 2016, contains 39, 983 dataset packages, which are collections of datasets (in different formats such as PDF, CSV, RDF etc.), grouped by topics. The portals SERP (search engine results page) shows a ranked list of dataset packages, which resembles the commonly used ten blue-links paradigm. When clicking on a result, the user is taken to a web page that displays dataset metadata, including a textual description and an option for downloading it.
We had access to the search logs generated via Google Analytics (GA) between 01 May 2015 and 30 April 2016 with a total of 100, 970 queries, of which 52, 824 were unique queries (these were identified by the fingerprint method provided by Open Refine [52] , as GA clusters only identical queries). Over 80% of all portal users were identified by GA as being from the UK, with just over 26% of them users being located in London (GA collects this sort of information). These users were responsible for 577, 310 dataset downloads in the given time frame. 9.26% of users searched on the site from a mobile device (including tablets) and the rest from a desktop environment (90.74%). In similar web search statistics, more than half of all searches are made from a mobile environment [60] . Google Chrome was the dominant desktop browser used to access the portal ( 50%) of users, 27% used Internet Explorer, 11% Firefox and Safari with 10%. Again, these results differ from web search, where Chrome is used in more than 70% [65] . Governmental portals like data.gov.uk may be more popular in certain professions, for example with civil servants, who often have restrictions on the usage of new technology; this could be the reason for the high percentage of Internet Explorer users. However, the other differences we observed hint at areas that data tools and technologies providers might want to explore further.
In our analysis we considered the following data, which is readily available in the search log sample: (1) Landing pages -pages through which visitors entered the site; (2) Sessionsthe period of time a user is actively engaged with the page; (3) Exits -how often users leave a page after viewing it; (4) Search refinements -the total number of times a query is refined within a session; (5) Time after search -the amount of time visitors spent on a site after getting the results of their query; and (6) Search depth -the number of pages visitors viewed.
Ethics
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FINDINGS
In this section we present the findings of our study, which are structured around the themes used in the interviews: tasks, search, evaluation and exploration.
Data-centric tasks
Taxonomy When asked about their activities with data, participants reported a wide range of tasks, spanning from statistical analysis to using data as a material to create something -be that a service, a tool, or an artwork. We categorised these activities into two broad categories: (1) Process-oriented tasks -people think of these tasks as doing something transformative with data; and (2) Goal-oriented tasks -people think of data as a means to an end. Most participants reported to have engaged in both process-and goal-oriented tasks at some point. Process-oriented tasks include: building tools with data; integrating data in a database; defining predictive statistical models; producing data; publishing data; visualising it, etc. Goal-oriented ones include: seeking the answer to a question; comparing datasets or data items; finding patterns; allocating or managing resources in a data-informed way, etc. While the boundaries between the two categories are somewhat fluid, the primary difference between them lies in what we call the 'user information needs' -that is, the details people need to know about the data in order to interact with it effectively (see also section on information needs). For process-oriented tasks, aspects such as timeliness, licences, updates, quality, methods of data collection and provenance were reported to have a high priority. For goal-oriented tasks, intrinsic qualities of data such as coverage and granularity played a bigger role.
Another way to categorise tasks is based on the specific activities that involve data. Based on feedback from the participants, we identified five activities: (1) linking; (2) time series analysis; (3) summarising; (4) presenting; and (5) exporting. These categories are not exclusive or exhaustive and the participants reported undertaking one or several of them, both in a processand goal-oriented task context. As we will see later in the discussion, we believe they lead to different interaction requirements on a system such as a data catalogue or search engine. Linking (n = 14) is about finding commonalities and differences between two or more datasets. From an interaction point of view, this requires capabilities to view datasets next to each other and be able to spot meaningful relationships. The other classes of activities usually concern only one dataset or datasets that have already been linked. In a Time series analysis (n = 10), data is ordered by time; the aim is to identify trends, or detect and predict events. [16] looks at ways to carry out such tasks effectively. Summarising (n = 11) involves creating a more compact, meaningful representation of the data. This could be used to inspect a dataset or as a means to tell a story with data. As elaborated in the next section, data summaries raise questions related to the types of information that is useful in this context, the best approaches to obtain or generate it and the related user experience. Presenting (n = 9) includes activities that transform data into human-friendly formats, such as visualising them or producing textual descriptions of the data. Finally, exporting (n = 11) refers to all aspects around producing and publishing a dataset in a given format, including metadata.
Complex tasks A common scenario reported by all interviewees was trying to answer high-level questions with data to explain change, establish causalities or understand behaviour. This is characteristic for the class of goal-oriented tasks introduced earlier. Gaining a better understanding of the problem area and adding different sources together gets people closer to answering their question. This often means breaking it down into more manageable sub-questions, which only become clear after using a particular dataset. The range of activities can be very broad, including all five types discussed in our taxonomy. Examples are understanding why crime in a specific area has risen over the last 10 years or comparing user experience on the internet for people of differing socioeconomic status by considering multiple factors. Participants talked about their journey when searching for data in such cases, which often leads them from one dataset to the next. This is in line with the web of data idea discussed the introduction, which exploits links between datasets to allow people to find and browse structured data in the same way they engage with the web today. For example: one participant discussed a project that aimed to create a map showing the locations of defibrillators in a geographic area, to identify where new defibrillators might be needed. He considered demographic data, as certain age groups are more prone to heart attacks. Furthermore, he tried to consider not only where that population lived, but also where they spend their time during the day. A meaningful interaction with a data catalogue such as data.gov.uk would allow data publishers and users to create links between such related datasets to facilitate browsing and exploration.
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(P15) So although the data is a good quality, it's not really designed for my purpose so actually, for my purposes, there's quite a lot of uncertainty and quite a lot of risk in that, it's still the best data we have but it's that knowledge of how it was and why it was created, against how I want to use it While this is a well-known challenge, the majority of the participants agreed that, as long as people are aware of the limitations of their data and these limitations are clearly communicated (e.g., through documentation), it can be factored into the decisions being made based on that data. The following comment is indicative of the views of the participants on the matter:
(P15) In the relationship between the data that's available and the decision that's made, we're saying this is the data we've used to make this decision; we're aware that it's not the best data but it's still the best we have. So there is uncertainty there but are you happy with that level of uncertainty?
For data providers and the publishing platforms they use, this emphasises the importance of data governance and documentation, but also different approaches to data quality (from assessing a given quality dimension automatically, to reviews and other annotations).
Search for structured data
In this section we discuss how people search for datasets. Many participants (n = 17) had to regularly search for data in their work. All of these reported experiencing difficulties finding data in the past. Others (n = 3) were provided with either external or internally produced datasets or were mostly involved in collecting or publishing data rather than using someone else's. However, all participants had previously tried to search for data online when they did not know whether it existed or not. They reported using: web search engines (e.g., Google); bespoke websites (e.g,. portals, catalogs); recommendations from other people; and Freedom Of Information requests (FOI). More than half (n = 12) of the interviewed practitioners said that they regularly struggle when trying to find the data they are looking for.
Searching on the web
A majority of participants (n = 18) reported often using Google to find data online, especially when they do not know which institution holds the specific dataset they are interested in. Some reported always using Google as their first search strategy (n = 7). When searching for datasets, people most commonly employ a keyword search that is slightly adapted towards data search. Most participants (n = 17) mentioned terms such as 'data', 'statistics', 'dataset', alongside keywords describing other aspects of the data, in particular its domain. Some of the respondents (n = 7) reported prefering using fewer keywords to make sure that the search engine returns a broad range of (perhaps less accurate) results, which they then filter manually. We discuss below what happens after a query is issued to Google or similar search engines and the user chooses to click on the link of a data portal such as data.gov.uk.
Searching on portals
This section includes insights gained from interviews and analysis of search logs. While 17 of the twenty people interviewed use that particular portal, the two samples do not directly compare. However, there is a clear overlap between our qualitative findings and the user behaviour represented in the log data. The numbers presented here are based on the search log analysis, as explained in our methodology.
Queries Only 2, 462 queries out of a total of 100, 970 contained the terms such as 'data' or 'dataset', which were mentioned by interviewees. This could point to the importance of specialised data search tools, which allow practitioners to use the same search strategies they are used to from the web. Furthermore, the search box on the portal was labeled Search for data. However, the format of the queries had other notable features, which hint at the qualities of data that count for open data portal users. 555 (0.55%) queries mentioned a format -we looked for all structured data formats supported by data.gov.uk: HTML, CSV, WMS, WCS, XLS, JSON, WFS, Esri REST. 5384 queries used a category offered on the portal (5.33%), which were environment, town, cities, city, mapping, government, society, health, governmental spendings, education, business, economy, transport, while a slightly larger share of 8, 389 (8.31%) queries contained a location. The latter was determined through keyword matching with lists of towns, counties, regions and countries, which we extracted manually from a subset of those queries issued at least 15 times. Such strategies were mentioned by some of the participants (n = 8) in our interview sample:
(P7) It was somewhat hierarchical [..], like "transport" would be the sector and then I'd put in a specific thing that I'm looking for which could be in he summary or metadata, so "driving licences" and then in this case I included a particular feature that I wanted in the dataset as well, so it was "gender"
The average query length in the logs was 2.44 words. This number refers to 99.9% of all queries -we excluded some outliers because of their length (more than 15 words) and popularity (query frequency less than 10). This length of query matches more or less the situation on the web in 1998 -as search technologies improved, people started writing more detailed queries [62] . The participants in the interview noted using a similar approach for queries via Google. Furthermore, we found 22.09% of queries issued on the portal were subsequently refined, while 80% of sessions with search had only a single query. The majority of users do not refine their querieseither they found what they were looking for, or they are not confident the system can give them the desired result.
Sessions More than half of the search sessions (52.08%) were done by people who landed on the site through Google. Just under a quarter (24.26%) visited the site directly. This backs up some of the comments we received about people preferring to start their search on Google. We believe this may be due to people not knowing that the portal exists before they search; people having the link to a particular dataset preview page already; or a perceived poor search capability of the portal. As noted earlier, the majority of interviewees (n = 17) mentioned having experienced difficulties when searching for data on the From the interviews, we have learned of the complexities of the subsequent steps in evaluating, exploring and eventually deciding to use the data. We assume that the users exiting the site just after landing on the search results page were likely to do so because they could not find what they were looking for.
(P5) I think I would fall back to like a Google search which is more broad and has a lot better coverage, that someone else would have, I would find a page where someone would have discussed it, mentioned the corresponding dataset (P10) I have to do an awful lot of either filtering or sorting through pages to find what I'm looking for
Human recommendation and FOI requests
The other two approaches reported by participants included asking colleagues or directly asking for data from institutions which are likely to hold it, in particular via Freedom of Information (FOI) requests (n = 3): requests to a public sector organisation to disclose a particular type of data, by virtue of the The Freedom of Information Act [27] .
Obtaining recommendations from colleagues or people working in the respective field who are likely to know about a dataset was very common (n = 14). The majority (n = 15) reported that they ask other people for data, either in their immediate environment or in public institutions:
(P13) I'm phoning people and asking them if they could give us their data (P15) So generally I tend to go through contacts rather than searches
Another factor that sometimes affects the user experience (n = 3), especially in professions which work with official statistics, is the inability to know whether the data they are searching for actually exists or is simply difficult to find. FOI requests were deemed useful to handle such uncertainties. 
Evaluation and exploration
Once some data of interest is found, participants (n = 9) reported spending a considerable amount of effort deciding whether to use it. They reported on a process consisting of two broad stages, each using different methods and data features:
(1) a first look at the data to get an initial impression (n = 19 of participants); and (2) a subsequent more thorough exploration.
In each of the two stages people seem to use slightly different types of information about the data in question.
Data properties Participants (n = 16) reported using different aspects of a dataset in order to decide whether it is useful for them. We grouped them into three categories, as listed in Table  2 : (1) relevance to the task; (2) usability; and (3) quality. A number of participants (n = 9) raised issues around finding a relevant and usable dataset, e.g., the data might be relevant, but aggregated to an extent that it hides levels of specificity that they were hoping to obtain from it. For example, averaging deprivation of an area might not show pockets of deprivation within that area. Another common theme (n = 15) was the struggle with inconsistencies of labelling and a lack of documentation, often even within the same institutions. An example was using multiple datasets because the organisational structure of the local authorities in a country, mean they end up publishing the same data for their respective regions differently. An interviewee noted:
(P6) Documentation is most frustrating, there's often data without documentation and fishing for this information is the hardest bit Information about collection methods that would lead to a better understanding of the data was repeatedly mentioned (n = 11). Knowing more about the choices that were made in the collection and initial processing was said to enable data practitioners to make a judgment of the impact these core data science activities had on their own analysis of the data and thus help mitigate the risk and uncertainty associated with reusing someone else's data:
(P10) I spend an awful lot of my time trying to match data with other people's data and in doing that, you may be spend more of the time researching the data than actually using the data
Assess Information needed about
Relevance context, coverage, original purpose, granularity, summary, time frame Usability labeling, documentation, license, access, machine readability, language used, format, schema, ability to share Quality collection methods, provenance, consistency of formatting / labeling, completeness, what has been excluded Table 2 . Information needs when selecting datasets
The first look We compiled a list of actions participants reported in Table 3 . People make judgments about whether the data is what they expected. They want to evaluate quality, establish trustworthiness and 'understand' the data. Many
All about Data CHI 2017, May 6-11, 2017, Denver, CO, USA described trying to get to know the data (n = 16), by doing a basic visual screening and a resulting sense of relationship with the data they are using: scrolling through / basic visual scan looking at headers looking for obvious errors looking at summarising statistics filtering relevant data (pivot tables) visualising to see trends / peaks looking at schema / format understanding semantics of the data looking at documentation / metadata checking the publication date and provenance understand the purpose of original dataset Table 3 . What people do to get a first look at a new dataset
At this initial stage, people also reported looking for obvious errors such as missing data, inconsistency, out-of-range values or duplicated unique identifiers: The majority of participants (n = 18) had experience of working with datasets they have little information about and were aware of its challenges:
(P17) There are a lot of people who radically underestimate the amount of work that needs to go into understanding the data in the first place, before you can even start doing research Exploration It emerged that people build a notion of quality and trust of the data during exploration, while being aware of the limitations of the methods they use to assess both:
(P14) Scrolling through the bottom right corner of Excel and going "yeah, that's a lot of data", you haven't done anything. It doesn't actually tell you anything but I would definitely do that.
(P6) It's very difficult first when you download new data, to have a quick idea of what the data represents, a quick summary of the data.
Quality was reported to be associated with clean data (n = 6). However, several interviewees also mentioned that cleaning data can lead to deleting information that would be relevant for a different task. This is illustrated by one participant discussing a dataset showing the occupancy of local car parks. Due to malfunctioning sensors the car park can appear to be over-full. This can be easily checked (and corrected) by making sure the capacity of the car park is never more than 100%. However, if somebody wanted to use the data to understand the reliability of the sensors, these corrections would remove all relevant data. As discussed earlier, a preferred solution for such challenges is to have access to information about how data was collected and its initial purpose. Another critical dimension discussed by the participants was exploration tool support. After finding what looks like a promising dataset, people (n = 12) said they often have to download it to establish whether it is actually the data that they were looking for, due to poor description of the dataset:
(P17) Even when I've found what looks like the right dataset, I still have to download it and look at it because [..] they often give you a preview of the first few rows and that's like a nice starting point, although it doesn't deal very well with if you've got 24 tabs.
In the financial sector, for instance, data is stored in binary form, but can be easily queried and displayed in humanreadable formats. Similar tools that allow users to more easily filter relevant parts of a dataset would make working with data more efficient:
(P14) Honestly, if I need data, if I need a data dump in my current job, Bloomberg has a plug-in for Excel and I can get almost everything I want from there (P5) I think it's important to have tools that you let you explore the data in a very automatic way because that's a repetitive task, it will come up again and again
DISCUSSION
In this section we elaborate on the implications of our study. We propose a framework that describes the interaction with structured data alongside design recommendations for data publishers and designers of data platforms such as catalogues and marketplaces.
Framework for Human Structured-Data Interaction
Based on the models described in the background and on insights gained during our study, we understand the process of working with structured data as a five-pillars model: (1) tasks; (2) search; (3) evaluation; (4) exploration; and (5) use. The process is iterative by design and can involve returning to previous activities at any point -for example, the results of the exploratory data analysis (pillar 4) may lead the 'data workers' [15] to consider evaluating other sources of data (pillar 3), or start a new search attempt (pillar 2). We characterised each pillar based on the descriptions of the participants by defining common categories for data-centric tasks (pillar 1) and identifying which data properties (both intrinsic, such as data attributes, granularity and errors; and extrinsic such as metadata, e.g., release date and licenses) people consider relevant for the subsequent three pillars (search, evaluation and exploration).
Similar to Yi et al. [70] , who introduced a taxonomy of tasks in information visualisation, we believe it is critical for system designers in data search to identify user task types in detail, and tailor functionalities accordingly. For this reason we proposed earlier a taxonomy of data-centric tasks with two dimensions -one categorises tasks as either process or goaloriented, the other differentiates between five core types of activities: linking; time series analysis; summarising; presenting; and exporting. This taxonomy, and the broader framework it is part of, are aimed to help system designers and publishers of data understand what people do when searching for and engaging with datasets and inform the decisions they make.
For an overview of the workflow through a search for data the framework in Figure 1 can be read from left to right, taking into account that this can be an iterative process. This can be of interest for researchers e.g. in the area of information seeking, interested in the specificities of data search. It can be used as a guidance to structure training for people learning how to find and use data to define how they should be lead through the process. Further individual pillars can be prioritised, and the framework can be used to identify the area of interest within the workflow. For data portals the focus is likely to be pillar 2 and 3 as they might concentrate on the data discovery aspect. Ranking will take into account those metadata attributes that people perceive as relevant for their decisions to use or ignore a dataset. For data publishers pillar 3 can be of particular importance -for example to refine their metadata vocabulary to cover those bits of information that people need in their assessment. If someone is designing data exploration tools pillar 1 and 4 can be of influence for their conceptualisation of user needs. A data catalogue designer will prioritise features such as data summaries and interlinking of datasets higher, as these activities are both common and important for data practitioners (pillar 4), and will consider implementing social sharing and recommendation features (pillar 2).
From interviews and the search logs analysis we learned that people experience difficulties finding datasets and that the information they need to evaluate their fitness of use is not always available or easy to interpret out of context. Looking for data on the web emerged to be more often than not an exploratory search task, involving iterations and complex cognitive processing. In her work on the information seeking process, Kulthau concludes that uncertainty in the exploration stage indicates a space for system designers and intermediaries to intervene [40] .
In the following section, we will propose design recommendations for data discovery and exploration tools, as well as for data publishers and providers. We do not claim these to be exhaustive, or equally applicable to all types of data across our taxonomy of tasks and appreciate that in some instances they confirm insights from existing literature. However, our study strongly suggests that this space is by no means standardised and the user experience when interacting with the web of data leaves room for major improvements.
Design recommendations
Data portals We established that in search users need to be supported in evaluating datasets according to their relevance, usability and quality. This could be achieved by providing visual or textual indicators of these aspects on the interface, backed up by automatically computed metrics or user-generated reviews and annotations. An interesting direction of future work would be to understand how all this additional information should be spread out across SERP, the dataset preview page and the dataset itself, to avoid overload.
As observed in our findings, data catalogues and similar platforms should allow additional filtering for the following types of information: location, provenance, format, licence, time frame and date, publishing date, location of publication and data schema. These filters would allow the user to direct the search process towards more desirable results. In addition, the search capability should be equipped to recognise specific types of keywords, such as dates to optimise the accuracy of their results. Providing this information together with search results would also be helpful for time series analysis tasks.
To support relevance assessments, we recommend also displaying information about the granularity of the data. One approach would be to display headers, summarising statistics or previews of the data, all of which could be provided alongside the search results. Furthermore, having more details on how the original data was collected emerged to be critical. While such reproducibility concerns are more common in some data-intensive fields (e.g., science, official statistics), it seems they always aid users develop a notion of trust in the data. While we appreciate that some dimensions of quality cannot be easily calculated automatically, hence creating an overhead for the data publisher in regards to documentation, there are is still room for some easy fixes such as detecting empty fields and headers in CSV files, as supported by tools such as Good Tables [35] . This would improve the search experience for users across all types of tasks, in particular for data interlinking and exports.
We noted in our findings that many tasks people perform with data are complex and often span over multiple datasets. Being able to identify and explore the links between these datasets would help the user get a better understanding of availability and context. Approaches such as Linked Data, alongside tools that would discover relationships between datasets (perhaps available in different formats) would be a very useful addition to the services already offered by data platforms.
When designing tools for data exploration we recommend taking the different types of data-centric tasks into account. Our findings suggest that these result in specific requirements on functionality. For instance, linking require tools which allow the comparison of two or more datasets. These should be able to highlight common attributes or visualise datasets side by side to facilitate understanding. Tools which support displaying data in different forms, such as creating interactive visualisations, textual descriptions of the data, or highlighting patterns would be beneficial for presenting and summarising tasks. For the latter, summarising statistics and representative samples as a preview of the data would be beneficial in All about Data CHI 2017, May 6-11, 2017, Denver, CO, USA allowing a bird-eye view (P5). One approach for data sensemaking was proposed by Marchionini et al. in their work on relation browsers for statistical information [45] . These are interfaces using facets, containing sets of categories which are displayed graphically, so the user can view the information from different perspectives. Users can choose how the data is represented (e.g., a visualisation, spreadsheet, samples), which means that a wider set of people can potentially use the data. Relation browsers have been shown to work on some forms of structured data, but have a limited number of possible facets. Further research is needed to determine the applicability of the concept for different data-centric tasks.
We learned that people are very interested in a history of the data. That means information about provenance, the processes of data collection, as well as subsequent choices made regarding, for instance, normalisation and cleansing. This is information that could be provided as documentation, capturing the legacy of the data, but also its reuse footprint, which could be displayed in a versioning system. We believe this could enable users who might struggle understanding an uncleaned version of the dataset to use a version which somebody else has already worked on. This would contribute towards the inclusiveness of data interaction tools.
Data publishers Organisations publishing data should aim to support users better in evaluating the data according to its relevance, usability and quality in the context of a particular task. As mentioned earlier in this section, we recommend specific types of information to be made available and stored with the data. Collecting and managing this data should become a core part of the data governance process and the related overhead could be reduced by allowing for manual annotations and additions from users, auto-generating the metadata and other indicators where possible and cross-validation. For example, if a dataset is updated regularly, these updates could be matched with previous versions to provide consistent and machine-readable metadata.
CONCLUSIONS, LIMITATIONS AND FUTURE WORK
This paper investigated how people engage with data in their daily work. By conducting in-depth interviews with data practitioners, we were able to obtain a better understanding of data-centric tasks, as well as about their search, evaluation and exploration strategies and the data qualities that influence these activities. Finding relevant data has emerged as particularly challenging, mostly due to the poor tool support and uncertainties around the availability of a given dataset for public use.
To gain a better understanding of the requirements for better data search, we looked at search logs from within one of the largest open government data portal. Our findings and the design framework and recommendations that followed them can inform the development of methods, interfaces and interaction models for core activities such as data search, evaluation and exploration. They can encourage the usage of data by people with different skill sets, for the variety of data-centric activites. Thus our research can be seen as a step towards understanding what usability of data interaction tools means.
Every study, no matter how well it might have been conducted, has limitations. For the interviews, the majority of participants were male (n = 17) and working in the UK (n = 16). We interviewed a particular type of professional, though working in wide range of sectors and roles. As ours was meant as an initial study into engaging with structured data online, having a large number of participants per sector was less of a priority and some sectors and roles were not covered [15] . However, we were able to find common themes easily in the responses, which supports us in our belief that our sample size reached a saturation which allowed us to get a rich understanding of peoples' interactions with data [28].
Regarding our findings concerning search, we expanded on the breadth of our study by including a second source of data based on a much larger sample. While we did not make any assumption about direct links between the interview and search log samples, the quantitative analysis in itself is novel and representative for a large category of tools people use to find datasets. However, search log analysis also comes with natural limitations: a biased sample of users from a single platform, albeit an important one, with a focus on public sector data, using keyword search (and not, for instance, browsing) to find the data that is right for them. Finally, we recognise the problem with only using one researcher to code and interpret the data; the reliability and diversity of themes might have been different with more researchers. While we could not run any inter-rater reliability tests, we had two senior researchers overseeing the creation of themes in a sample of the data.
There is a large space for future studies extending the current understanding of how people interact with data. Additional research is needed to deepen our understanding of data-centric activites. This could include a direct observation of activities with data, developing an ontology of tasks and investigate the validity of the task taxonomies resulting from this study. An in-depth log analysis, in which a connection between queries and resulting downloads can be made, would support the understanding of user behaviour in dataset search. This can be a step towards modeling the information seeking behaviour of data users. Further studies are needed to develop better methods for automatic validation of structured data and creating additional metadata fields as proposed in our discussion. Advancing state-of-the-art interfaces, tailored for structured data, is not yet fully explored. Determining where in the search process the additional information we specified in our recommendations should be displayed needs to be established based on theoretical and empirical insight. We believe that these contributions can inform the design of data discovery tools, support exploratory assessment of datasets and make the exploration of structured data easier for a wider range of users.
