Abstract The area east of Varanasi is one of numerous places along the watershed of the Ganges River with groundwater concentrations of arsenic surpassing the maximum value of 10 parts per billion (ppb) recommended by the World Health Organization in drinking water. Here we apply geostatistics and compositional data analysis for the mapping of arsenic and iron to help in understanding the conditions leading to the occurrence of elevated level of arsenic in groundwater. The methodology allows for displaying concentrations of arsenic and iron as maps consistent with the limited information from 95 water wells across an area of approximately 210 km 2 ; visualization of the uncertainty associated with the sampling; and summary of the findings in the form of probability maps. For thousands of years, Varanasi has been on the erosional side in a meander of the river that is free of arsenic values above 10 ppb. Maps reveal two anomalies of high arsenic concentrations on the depositional side of the valley, which has started seeing urban development. The methodology using geostatistics combined with compositional data analysis is completely general, so this study could be used as a prototype for hydrochemistry mapping in other areas.
Introduction
Mapping of measurements taken at scattered locations across an area of interest is fundamental for analysis, modeling and characterization in hydrochemistry. The prevailing practice is by far the use of methods valid for the study of other attributes taking unrestricted real values. There are two major problems with those approaches: (1) Geochemical data are often reported as concentrations, which are not real numbers in the standard sense, i.e. able to take any value between minus infinity and plus infinity, but constrained positive numbers denoting fractional contributions to a whole (Aitchison 2003) , thus ignoring the special mathematical nature of geochemical concentration, which results in invalid analyses. (2) Mapping requires the estimation of values complementing the information offered by the data, and those calculations are often conducted applying methods, such as spline interpolation or inverse distance weighting, that do not take full advantage of the information in the data and ignore the uncertainty inherent to the modeling (e.g., Dubrule 1983; Isaacs and Srivastava 1989; Sha and Ahmad 2015; Meyzonnat et al. 2016) . Commonly, interpolation of values is avoided outright; the authors restrict themselves to analyzing just a posting of the data (e.g., Saha and Shukla 2013; Kumar et al. 2016) . Groundwater along the Ganges River and Brahmaputra River basins commonly have levels of arsenic (As) that are above the critical concentration of 10 parts per billion (ppb) for drinking water established by the World Health Organization (WHO 2011) . All in all, the problem is exacerbated downstream, thus being more critical in Bangladesh, particularly at the delta (British Geological Survey 2001) . Attention to the apparently naturally and highly variable occurrence of high level of arsenic in groundwater has come at a slower pace in India than in neighboring Bangladesh despite its public health implications.
The objectives of this study are: (1) to explain the fundamentals of mathematical modeling that today are necessary for a state-of-the art hydrochemistry mapping by borrowing existing formulations also valid in other disciplines to adequately interpolate values and take into account the uncertainty surrounding any study based on a sample; (2) to apply the methodology to some well measurements from Varanasi, thus illustrating the approach and offering clues for understanding the occurrence of high arsenic values in the groundwater of the area.
Methodology

Geostatistics
Geochemical mapping, such as for arsenic concentrations, involves two basic steps: (1) interpolation and extrapolation of values at locations not considered in the surveying, and (2) display of the results. These two steps are common to multiple estimation problems in the earth sciences and engineering. Pooling of efforts has resulted in several related approaches. Here we borrow from geostatistics (e.g., Chilès and Delfiner 2012) , stochastic simulation in particular (e.g., Caers 2011) . Different from the other methods mentioned above, geostatistics has the advantage of considering the spatial continuity of the data and the capability of displaying the uncertainty associated with the modeling, which in classical geostatistics is accomplished through the use of the semivariogram (e.g., Webster and Oliver 2015) .
Geostatistics, like statistics, heavily relies on the use of random variables for the modeling of attributes with a geographical variation, also called regionalized variables. Given an uncertain outcome, such as the casting of a die or the concentration of iron at a well not yet drilled, a random variable describes all possible outcomes and their relative likelihood of occurrence through a probability distribution (e.g., Olea 2009 ). In the simple case of the die, the outcomes are the integers between 1 and 6, and, for a fair die, all probabilities are the same: 1/6. The random variable for the iron (Fe) concentration at a well not yet drilled is more difficult to come by and will require the rest of this section to explain it.
There are two families of mapping methods in geostatistics. Kriging is a generalization of least squares that provides single estimated values by minimizing the prediction error (e.g., Olea 2009 ). Stochastic simulation instead provides multiple maps that honor the data and the style of spatial fluctuation. In that regard, results from stochastic simulation are similar to the different responses that can be obtained by requesting to different experts to independently prepare a contour map based on values posted in a piece a paper.
From the ever growing number of stochastic simulation methods, we use here sequential Gaussian simulation for its efficiency, versatility, easy application and wide acceptance (e.g., Pyrcz and Deutsch 2014). The cornerstone of sequential simulation is the following simple multiplicative rule from probability theory:
where Prob A \ B ½ is the probability that both events A and B take place simultaneously, Prob A ½ is the probability that A occurs and Prob BjA ½ is the conditional probability of occurrence of B when A has been observed (e.g., Hogg et al. 2012) .
A fundamental difference between classical statistics and geostatistics is the requirement to keep track of data location, s i , which, in two-dimensions, is an abbreviated notation for easting and northing. Different from the notation in classical statistics, a random variable is denoted by z s i ð Þ. Using the probability density function, f Á ð Þ, and geostatistical notation to keep track of location, Eq. 1 can be rewritten as:
expression that can be generalized to any number of locations, in our situation, nodes of a regular grid to prepare a pixel map. Sequential Gaussian simulation is a numerical implementation of Eq. 2 assuming a multivariate normal distribution, in which case, (1) any marginal distribution is univariate normal, (2) Each pixel map is an outcome called a realization. It is possible to explore the uncertainty space by changing the sequence for generating the pixels, thus producing different realizations (e.g., Remy et al. 2009 ). By replacing kriging by cokriging, the procedure can be generalized into a multivariate approach for the cosimulation of two or more attributes spatially correlated (Verly 1993) . If a node coincides with a sampling location, by the kriging and cokriging exact interpolation property, r Ã s i ð Þ is zero. Consequently, sequential Gaussian simulation is also an exact interpolator reproducing all data without error and uncertainty. Each realization also reproduces the data histogram and the spatial correlation revealed by the observations. The public domain software SGeMS (Remy et al. 2009 ) was used for generating realizations.
As for the answer to the question at the beginning of this section about the probability distribution for Fe, if for example 250 realizations for iron concentration are generated, the random variable Fe at location s i is numerically approximated by the values at s i in each one of the realizations, that is, a total of 250 values, in general all different and following a positively skewed distribution, such as a truncated lognormal with respect to the Lebesgue measure.
Compositional data analysis
Concentrations provide relative information among values of different components of a system, also referred to as parts. This type of data is never negative and ordinarily, for every specimen, the complete set of parts adds to a constant, say 1,000,000 parts per million (ppm), or it can be modeled this way. When zero concentration values are reported, the assumption that these values represent a non-null value between zero and the detection limit is commonly accepted (Palarea-Albaladejo and Martín-Fernández 2015) . On the other hand, most statistical methods, such as sequential Gaussian simulation, have been formulated to work with real attributes theoretically ranging from -? to ?? and honoring Euclidean geometry in real space (PawlowskyGlahn and Egozcue 2016) . In addition, compositional data are known for having the potential of generating unacceptable results, such as spurious correlations and subcompositional incoherence, when they are modeled using the same statistical methods valid only for real variables with absolute scales (Aitchison 2003; Egozcue 2009; Greenacre 2011; Pawlowsky-Glahn et al. 2015c) . The most efficient simultaneous solution to all these shortcomings has been changes in the data representation using various forms of logarithmic ratios (Aitchison 2003; Aitchison and Egozcue 2005) , which are all related (Egozcue et al. 2003 ). An important feature is that some of these logratios can be used as coordinates representing the relationships between components, chemical elements in our case (Egozcue and Pawlowsky-Glahn 2006; Pawlowsky-Glahn et al. 2015c ). Here we work with the isometric logratio transformation because it provides the most direct approach for geostatistics adequately modeling uncertainty. Geometrically, this transformation can be regarded as a representation of the compositional vectors on an orthogonal basis. In the present study, we use a sequential binary partition for calculating the coordinates, in which case the coordinates receive the name of balances (Egozcue and Pawlowsky-Glahn 2005, 2011) .
Compositional data are relative information for which ratios among proportions are all that matters. Hence, this relative information is insensitive to scaling. A ratio of 5000/2000 conveys the same information as 0.005/0.002. Consequently, coherent compositional transformations are necessary for the adequate modeling of relative information independently of the magnitudes of the parts.
The isometric logratio transformation
Let us consider a sample of size N at location s i 2 X; i ¼ 1; 2; . . .; N; across a spatial sampling domain and let us assume that there are D chemical element parts associated with concentrations that can be treated as regionalized variables. If Á ½ T denotes the transpose of a matrix, namely, the matrix that results from exchanging columns and rows, then at each location s i there is a vector with D measured concentrations,
where p j , n j , and k come from a partition matrix, H, separating the parts in a similar way as it is done with the data in cluster analysis. At each branching, h j;k ¼ þ1 denotes the parts in one side of the partition and h j;k ¼ À1 in the other, with h j;k ¼ 0 indicating that the concentration is not in any of the two branches. The number of ?1 per row of the partition matrix H is p j and n j is the number of À1. For example, in a sample comprising four parts, the partition matrix plus the counts could be: 
in which case the three balances are:
; and
Backtransforming estimated balances
Balances may have interesting properties that sometimes are easy to interpret. Here, however, balances are used as auxiliary variables with the exclusive purpose of applying geostatistics; there is no intent or need to interpret them. Geostatistics uses the balances to generate estimated balances, b Ã j s i ð Þ, which need to be backtransformed when the interest lies in displaying the results in the original part space. Similarly to the generation of balances, the backtransformation relies on a matrix to define terms. This is the contrast matrix, W, whose elements w j;k depend on the value of the elements h j;k of the partition matrix H.
where the bracket Á ½ j denotes the jth component of the vector. Equation 7 presumes that the sum of all parts adds to a constant j at each sampling point s i (Pawlowsky-Glahn et al. 2015a). If not all parts in the system
the collective contribution of all parts without measurements, with D À 1 being the number of parts with measurements. If all of the parts are not supposed to add to a constant, or there is interest in reducing the dimensionality of the modeling by not calculating all balances while still using all information available, or both, one possibility is to use
where the summation is over all variables of interest, with m denoting their total number and the asterisk indicating an estimate (Pawlowsky-Glahn et al. 2015b) . By Eqs. 4 and 5, the contrast matrix for the illustrative example is: Therefore, by Eq. 6, the backtransformed parts are
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The final solution is obtained applying Eq. 7 or 8, whichever applies.
The transformation and backtransformation processes have the following properties among others: (1) the results of the modeling do not depend on the selection of the partition matrix (Pawlowsky-Glahn et al. 2015c) , and (2) it is possible to define and calculate only a few of all possible balances, flexibility that will be applied and illustrated in the case study below. Choosing only few balances is equivalent to performing an orthogonal projection on a subspace generated by the chosen balances, thus providing a dimension reduction (Egozcue and Pawlowsky-Glahn 2005; Pawlowsky-Glahn et al. 2015b ). All compositional data modeling was done using software coded by the senior author.
Case study
The Ganges River is the major stream in Varanasi, draining the east side of the city and flowing from south to north ( Fig. 1) , eventually reaching the Bengal Bay roughly to the southeast. The city of Varanasi, lying between the peninsular India and the Siwalik range, is in the middle part of the Indo-Gangetic plain that has level topography at an average height of 76 m above mean sea level. It consists of heterogeneous alluvial deposits filling the Himalayan foreland.
Geology
The majority of the sediments deposited in the foreland basin have their source in the Himalayas, where sediment production is attributed to the episodic tectonic activity and climate variability (Srivastava et al. 2003; Singh et al. 2007 ). According to Tandon et al. (2006) , the Ganges plain lies within one of the world's most active tectonic and southwest monsoon dominated regions in the world. Climatic and tectonic changes with time have caused the development of various geomorphic surfaces and features, which are regionally persistent in the plain (Singh 2004) .
The availability of groundwater in the Ganges alluvial zones is controlled by the thickness of sand and clay zones. The alternating sand and clay layers have created a multitier aquifer system in the Varanasi area (Shukla and Raju 2008) . The top 25 m of the alluvial deposits are dominated by clay, silt, and sandy clay with thin lenses of sands. In the study area in particular, the groundwater is under phreatic condition at least up to 100 m of depth. All water samples were taken from depths below 100 m. Depth of water level varies between 5 and 29 m below ground level. Trends of declining water levels in some parts of the study area relate to rapid urbanization and intensive pumping for domestic and irrigation use. Groundwater is extracted through dug wells, hand tube wells and deep bore wells. Dug wells and shallow tube wells (hand pumps) mainly tap the unconfined aquifers. General depth of hand tube wells and deep bore wells range 60-70 and 80-250 m below ground level, respectively; at the deeper levels the aquifer occurs in semi-confined to confined conditions. Arsenic contaminated aquifers are pervasive throughout the entire Ganges River basin (Chakraborti et al. 2003; Srivastava et al. 2003; Acharyya 2005; Tandon et al. 2006; Singh et al. 2007; Chauhan et al. 2009; Kumar et al. 2010; Shah 2010; Raju 2012; Srivastava and Sharma 2013; Saha and Shukla 2013; Chandana et al. 2015; Singh et al. 2016; Kumar et al. 2016) . Geomorphological controls, such as the meandering pattern of the Ganges River and Brahmaputra River, are responsible for the localized deposition of arsenic rich sediments along the course of the river.
Consequently, groundwater arsenic contamination is not uniformly found in the Ganges plain, but is present in pockets along different states of India (Chakraborti et al. 2003) . According to McArthur et al. (2001) , high concentrations of arsenic are restricted to Holocene sediments rich in organic matter resulting in a reducing environment. High concentrations of iron also seem to play a role in releasing arsenic from minerals in the sediments. Arsenic is adsorbed by iron oxides, which form a part of fine grained sediments. These sediments are rapidly reduced because the rich organic matter consumes oxygen. Release of arsenic into the groundwater takes place after a series of geochemical reactions in the reduced environment. The mobilization likely involves the process of reducing strongly adsorbed arsenic to less strongly bound arsenic which leads to the release of arsenic from iron oxides (McArthur et al. 2001 ).
Laboratory analysis
A total of 95 groundwater samples from dug wells, hand pumps, and deep bore wells ( Samples collected were filtered using 0.45 lm pore size membrane and stored in polyethylene bottles which are initially washed with 10% HNO 3 and rinsed thoroughly three times with distilled water. A duplicate set of samples was collected and acidified to pH\2 by adding ultra-pure concentrated HNO 3 for heavy metal measurements. Physico-chemical characteristics of groundwater samples were determined using standard analytical methods (Rice et al. 2012) . Electrical conductivity and pH were measured in the field using standard procedures. Total hardness and calcium were estimated by EDTA titrimetric method (Rice et al. 2012 ) that helps to determine the concentration of desired ions using chemical indicators to establish the measurement, Magnesium was determined by the difference of the hardness and calcium concentration. Total alkalinity, carbonate and bicarbonate as well as chloride were estimated by the titrimetric method. Sodium and potassium were estimated by flame photometer (Elico Model CL-378). Sulfate estimations were done by the gravimetric method. Nitrate and iron were analyzed by the UV-spectrophotometer (Lab India Model UV 3000). Fluoride was measured using Orion ion selective electrode 4 Star. Total arsenic in groundwater was determined by flow-injection-hydride generation atomic absorption spectrometry (FI-HG-AAS) (Perkin Elmer). The accuracy of the analytical method using FI-HG-AAS was verified for arsenic by analyzing Standard Reference Materials from Environmental Monitoring and Support Laboratory of the U. S. Environmental Protection Agency, Cincinnati, OH, USA. The analytical precision for the measurement was determined by calculating the ionic balance error, which is generally found to be within ±5%. Ion speciation in groundwater was calculated using computer code WATEQ 4F program (Ball and Nordstrom 1992) .
In this publication, the interest was restricted to the mapping of the concentration of iron and arsenic, considering the effect of the rest of the ions but disregarding the rest of the measurements, such as pH and electrical conductivity.
The partition matrix
As explained above, the data need to be pre-processed before applying geostatistics, and the results in terms of the pre-processed balances need to be backtransformed. Here, to facilitate the understanding, we illustrate those steps numerically just for one location before going into the massive generation of maps covering the entire area of interest. The very first step in the preprocessing is the preparation of the partition matrix, which remains the same during the entire study.
There are 11 measured parts in this case (''Appendix''):
, NO 3 (z 10 s i ð Þ) and F (z 11 s i ð Þ). We decided to separate the two elements of interest-Fe and As-from the rest of the elements in the first balance and separate Fe from As in the second balance. As the interest is restricted to the mapping Fig. 1 Location map of the Varanasi study area, with numbers denoting the location identifiers in the ''Appendix''. The textured areas inside the river denote sand banks of Fe and As, it is not necessary to define the entire partition matrix. Consequently, 
where the dots denote unspecified values. Consequently, according to Eq. 3, the first two balances are:
Note that, because of the form of the first balance, although we are not interested in mapping ions other than Fe and As, the transformations still use information from the additional nine ions, thus the logratios depend on all 11 ions. For the first well (''Appendix''), the concentrations are Fe ¼ 0:285 mg/L, As ¼ 0:0023 mg/L and for the other ions 62, 31.3, 13.9, 3.6, 334, 10, 35, 7.3, 0 .89 mg/L. Hence 
The contrast matrix
For the case of the partition matrix in Eq. 9, the 11 by 10 contrast matrix is 
For estimated balances b Ã s i ð Þ, the backtransformed, estimated parts are 
Considering that we are interested only in z ð Þ, which is equivalent to projecting the composition into a two dimensional subspace, thus ignoring 8 coordinate-balances
Given that, in addition, the sum of all parts in this case does not add up to a constant value, it is necessary to use Eq. 8 to recover the original units in mg/L. Because the interest is in mapping Fe and As, Eq. 8 turns into 
Scaling by Eq. 18 
we obtain the estimated values in mg/L of Fe and As, respectively. Note that these two concentrations are exactly the same values used to calculate the balances. This result is obtained because there is always a bijection between the original space of the parts and that of the logratios (Aitchison and Egozcue 2005) . Figure 2 displays the data for the elements of main interest: Fe and As. It can be seen that the distributions are right skewed. Note that the summary statistics in Fig. 2 include a ''compositional mean''. One of the many peculiarities of compositional data is that the straight calculation of most moments from the data is invalid, but is valid for all quantiles. For most moments, the coherent values are those calculated based on the logratio transformations and then backtransformed. Unfortunately, the operation is not always possible, the variance being one case. For example, from Fig. 3 , the mean values for the logratio transformations are (7.957, 3.517, -2.229). The backtransformed values using Eqs. 18, 19 and 20, 675.6 and 4.7 lg/L, here called compositional mean, are the values for the mean concentration of Fe and As, not those calculated directly as arithmetic means of the observations, which are 1000.5 and 9.3 lg/L. The geometric mean is one of the few moments that can be calculated directly from the data, thus it is popular among compositional analysts, but not necessarily among earth scientists. Consequently, we list both. Because we will use Eq. 18 for the backtransformation of the balances, we need to prepare an estimate of the sum of iron plus arsenic, which also requires a logratio transformation, for which we have selected the following pseudologit: Posting of values is in logarithmic scale, with the curves denoting the margins of the Ganges River Fig. 3 The logratio transformed data for balance 1 (Eq. 10) (a, b); balance 2 (Eq. 11) (c, d) and pseudologit for the sum of iron and arsenic (Eq. 23) (e, f). The curves in the maps denote the margins of the Ganges River. D KS is the maximum discrepancy between the displayed distribution and a normal distribution with the same mean and variance
Preparation of the maps
plogit s i ð Þ ¼ ln z 1 s 1 ð Þ þ z 2 s 1 ð Þ p À z 1 s 1 ð Þ þ z 2 s 1 ð Þ ð Þ :ð23Þ
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In a logit, parameter p is the theoretical maximum possible value for the variable in the denominator. Here instead, we have taken p ¼ 7:0, which is a value close but larger than the maximum value of 6.915 mg/L in the sample (well 81, ''Appendix''). Figure 3 shows the data for the two balances and the pseudologit.
Calculation of the logratio transformations marks the end of the data preparation necessary for the adequate application of geostatistics.
The interest in our case is in sequential Gaussian simulation, which, as we have seen, requires not only that the data can vary from À1 to ?1, but also that the univariate distributions be normal, which is hardly the case here, perhaps with the sole exception of balance 2 in Fig. 3 . Hence, normal score transformations are in order. Note that, because normal scores will be used in the modeling instead of the pseudologit, given that both types of transformations are monotonous, the normal score Fig. 4 Structural analysis of normal scores of the logratio data in Fig. 3 , with red crosses denoting empirical values and the curves are the best fitting models in Table 1 : a semivariogram for balance 1; b cross-semivariogram between balances 1 and 2; c semivariogram for balance 2; d cross-semivariogram between balance 1 and pseudologit of the sum; e cross-semivariogram between balance 2 and pseudologit of the sum; and f semivariogram for the pseudologit of the sum transformation is the same regardless of the permissible value selected for parameter p in Eq. 23. The next step according to the sequential Gaussian simulation procedure discussed in the Geostatistics Section is the structural analysis, which did not find any significant anisotropies. Figure 4 and Table 1 show that all cross-semivariograms follow pure nugget effect models, except for the cross-semivariogram between the normal scores of balance 1 and of the pseudologit for the sum of the concentrations of arsenic and iron. Following the theory, all sills closely approximate the estimated correlation coefficients, r ij : r 12 = 0.16, r 1p = -0.66, r 2p = 0.45. The fact that the cross-semivariogram in Fig. 4b is a pure nugget effect should not be a surprise from the geological point of view. The presence of dissolved Fe favors the dissolution of As from pyrites (Charlet et al. 2007; Chauhan et al. 2009; Raju 2012) , but this phenomenon seems not to be related with the presence of other ions, except for ions of phosphorus, which are not taken into account here. Because the first balance (As, Fe vs. others) is poorly correlated with the second one (As vs. Fe), the nugget effect in Fig. 4b is just the quantification of this lack of correlation. The case of the crosssemivariogram in Fig. 4e between the second balance (As vs. Fe) and plogit of As ? Fe has a similar motivation because plogit of As ? Fe is a kind of proxy to the first balance comparing an amalgamation of As and Fe against something similar to all other elements.
Balance 2 should be modeled applying sequential Gaussian simulation because their normal scores are not spatially correlated to the normal scores of the other two logratios (Rivoirard 2004) . The mapping of the other two variables benefited with the use of sequential Gaussian cosimulation, although marginally because there is a value for all logratios at each well (Journel and Huijbregts 1978; Olea 1999) .
In this study, it is sufficient to limit the number of realizations to 100 per variable to properly cover the uncertainty space, that is, a total of 300 realizations. Space restrictions do not allow display of all 300 realizations, so we have arbitrarily limited the rendition to the first realization for each one of the logratios, which appear in Fig. 5 . The mapping is completed by backtransforming each one of the 100 triplets of realizations. Figures 6 and 7 show the results of three realizations, this time properly selected to allow an appreciation of the degree of uncertainty in the results. These are conditional realizations, so they honor the values at all 95 wells (Fig. 1a, c) and have the same style of spatial fluctuation to the degree that such fluctuation can be captured by the semivariograms and cross-semivariograms in Fig. 4 . The realizations are obtained by repeating node by node the same type of calculations in Eqs. 16-22, starting with the nodal values displayed in Fig. 5 and continuing with the remaining 99 realizations per variable. The fourth map in Figs. 6 and 7 is a filtered map of spatial fluctuation, maps that still honor the data but not the semivariograms and cross-semivariograms anymore. For each attribute, the realizations and the filtered map cover both realms of underlying and general style of fluctuation. Most likely, none of the realizations is the exact depiction of the underlying map, but collectively should help the reader to figure out the values that the attributes can take at those locations not considered in a sample of only 95 observations per attribute in an area of roughly 210 km 2 . The filtered map is an average map of all realizations, thus summarizing in one map all possibilities. The filtered version, while unique, is biased, because it provides a false rendition of the degree of complexity in the geographical variations of the attribute. Conceptually, a filtered map is the same map that would be obtained by (co)kriging the data instead of generating the (co)simulations. In that sense, stochastic simulation is a superior tool to kriging because it allows portraying both the actual fluctuations plus the map resulting from removing the high frequency components. Figures 6d and 7d are simply maps of the compositional mean node by node, which are minimum mean square error estimates for the concentrations at those nodes (Remy et al. 2009 ).
Map comparisons do not necessarily have to be done among a few realizations and done visually. The same probability distributions for every node that were used to calculate nodal means displayed as filtered maps can be used for other purposes, such as counting the proportion of values per node below or above certain thresholds. So, for example, if at node s i the concentration of Fe z 1 s i ð Þ ð Þ is higher than 800 lg/L for 32% of the values at the node, then we can estimate that Prob z 1 s i ð Þ [ 800 ½ ¼0:32, estimation that can be easily done and without resorting to any mathematical assumptions. Nothing prevents from expanding the comparison to more than one concentration by applying the same Eq. 1 behind sequential Gaussian simulation. For example, it is possible to calculate the joint probability that A : Fe [ 800 and B : As [ 10. Figure 8 displays the results for the univariate and multivariate probabilities after carrying out the calculations for all nodes. Why 800 and 10 lg/L? Because in this case the interest was to show the areas in which both elements were high. The value of 10 lg/L for As was taken directly from the critical value established by WHO, approximately equal to 10 ppb. As for the 800 lg/L for Fe, it was a value in the moderately high range of observed values (Fig. 2b) . Taking another moderately high value, the results would have been different, but not by much. Fig. 7 Iron maps, with the white curves showing the Ganges River margins. Maps (a, c) are for the corresponding realization in Fig. 6a-c , but the percentiles in terms of the Fe average concentrations are now 31st, 61st and 95th, and d is the filtered map for iron concentration Fig. 8 Probability maps, with the white curves marking the margins of the Ganges River: a probability that the iron concentration is higher than 800 lg/L; b probability that the iron concentration is higher than 800 lg/L and at the same time that of arsenic is higher than 10 lg/L
Discussion
According to Fig. 7 , iron concentration in the groundwater is above 300 lg/L in most of the study area except primarily towards the southwest. Varanasi is on the concave side (erosional part) of a long meander (Fig. 1) . The high arsenic concentrations should be expected on the convex side (depositional part) of the Ganges River (Fig. 6) , where organic material is more prevalent (McArthur et al. 2001) . Figure 8b indicates that simultaneous occurrence of high values for both iron and arsenic is restricted to two anomalies on the right margin of the river, where Feoxyhydroxide coated sediment grains have been reported preferentially entrapped in more recent Holocene alluvial argillaceous sediments in entrenched channels and flood plains (Raju 2012). High concentrations of iron in north Varanasi are not associated with high concentrations of arsenic, most likely because of scarcer availability of organic matter. The sources of arsenic, iron and organic material are all natural, not of anthropogenic origin.
Varanasi is one of the oldest continuously occupied cities in the world that started and grew for millennia in the left banks of the Ganges River (Khan et al. 1988; Kayastha and Mohan 2000) . Despite lack of technology only recently available, it looks like the ancient residents of Varanasi always knew that there was something unhealthy in the groundwater at the other side of the river that did not invite them to expand the city toward the east. Today, with the urban development at places like Ramnagar, Bhojpur, Kodpur, Kateswar, Domri, Madhiya, Bahadurpur, Sultanipur and Domanpati the populations at those communities are the ones that have the highest risks of developing health problems should they consume groundwater from local wells because of levels of As concentration above the 10 ppb-roughly equal to 10 lg/L-established as the highest safe limit by WHO.
Conclusions
Combined use of compositional data analysis and geostatistics allows for adequately preparing maps of continuous variations of hydrochemical attributes only partially known at the few locations where samples have been taken for analysis. Their combined application provides for: (1) Application of the methodology to reported values for 11 ions at 95 water wells in an area of about 210 km 2 indicates that groundwater concentrations of arsenic at the city of Varanasi are significantly below the 10 ppb recommended by the WHO. In contrast, a crescent of about 50 km 2 underneath the Ganges and along the depositional side of the river meander east of Varanasi has levels of arsenic of natural origin in the groundwater that are above the maximum level recommended by WHO in drinking water. Hence, areas denoted here as likely of yielding high arsenic concentration groundwater should be carefully scrutinized when evaluating wells as potential sources of drinking water.
The mathematics in the methodology is completely general, not depending on the geochemical nature of the attributes. Hence, the study here can be used as a pilot study for the hydrochemical mapping of elements and ions in other places, or in fact, any geochemical mapping. No., well identification in Fig. 1 
