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Abstract
We study the degenerate elliptic differential operator of the second order in the divergence form. The
operator is assumed to be symmetric. The weight function which is describing the degeneration of the
coefficients (or singularity) assumed to be in the Muckenhoupt class. We prove the uniform estimates for the
fundamental solution of this operator and obtain the conditions which guarantee the absolute and uniform
convergence of Fourier series in eigenfunctions. These results might be applied to the ground of Fourier
method.
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1. Introduction
Let Ω be a bounded domain with smooth boundary in Rn, n 2. We consider in this domain
a linear degenerate elliptic operator of the second order in the divergence form
A(x,D) = −
n∑
i,j=1
∂
∂xj
(
aij (x)
∂
∂xi
)
, x ∈ Ω. (1)
E-mail address: vserov@cc.oulu.fi.0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.06.014
V.S. Serov / J. Math. Anal. Appl. 329 (2007) 132–144 133The coefficients aij are assumed to be measurable real-valued functions, the coefficient matrix
a = (aij ) is symmetric and
C1w(x)|ξ |2 
n∑
i,j=1
aij (x)ξiξj  C2w(x)|ξ |2, (2)
where 0 < C1 < C2, ξ = (ξ1, ξ2, . . . , ξn) and the weight function w(x) is nonnegative, locally
integrable and belongs to the Muckenhoupt class A1+ 2
n
(see, for example, [6]).
Since A is symmetric and positive then A has a positive self-adjoint extension AF in L2(Ω)
(Friedrichs extension) with domain (see, for example, [4])
D(AF ) =
{
f (x) ∈ ˚W 12,w(Ω): Af (x) ∈ L2(Ω)
}
, (3)
where ˚W 12,w(Ω) denotes the closure of the space C
∞
0 (Ω) by the norm
‖f ‖W 12,w(Ω) :=
∥∥w 12 |∇f |∥∥
L2(Ω) + ‖f ‖L2(Ω). (4)
We study absolute and uniform convergence of the spectral resolutions (Fourier series) associated
with the operator AF for various classes of differentiable functions.
In the case of the discrete spectrum to each function f ∈ L2(Ω), we can assign the formal
series
f ∼
∞∑
k=1
fkϕk(x), (5)
where the fk are the Fourier coefficients of f with respect to the system {ϕk(x)}∞k=1 of eigen-
functions.
Some survey of the results concerning the convergence of the spectral resolutions associated
with the nondegenerate elliptic operators can be found in [1–3,8,9,12–14] and references therein.
We mention only the papers that are of interest from the viewpoint of the present article.
In the present work we follow partly the techniques appearing in [6,7,14]. We use the esti-
mates for the fundamental solution of the corresponding degenerate parabolic equation which
were proved in [6,7] and obtain the estimates for the fundamental solution of the degenerate
elliptic operator. Due to these estimates we obtain the estimates for parametrics and prove the
convergence (absolute and uniform) of Fourier series in terms of eigenfunctions. We use tech-
niques involving fractional powers of the positive self-adjoint operator and J. von Neumann’s
spectral theorem (see, for example, [14]). It might be mentioned here that the estimates for the
fundamental solution of the degenerate elliptic operators in consideration have independent inter-
est and, as far as we know, have never appeared in the literature. The main results of the present
article are Theorems 1 and 2.
2. Fundamental solution and Green function
Since the weight function w(x) belongs to the Muckenhoupt class A1+ 2
n
, then we may define
for any fixed x the following function with respect to r > 0:
hx(r) =
( ∫
w−
n
2 (z) dz
) 2
n
(6)
|z−x|r
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solution of the corresponding degenerate parabolic operator exists the following theorem holds.
Theorem 1. There exists a fundamental solution F(x, y, t) for the operator A+ tI , t > 0, of the
form (1) satisfying the following estimates:
0 F(x, y, t) Ct−
2
n+2 |x − y|−n(hx(|x − y|)) nn+2 e−δ0(t ·hx(|x−y|)) 1n+2 , (7)
where the positive constants C and δ0 do not depend on x, y and t > 0.
Proof. We will use the following well-known fact (see, for example, [6]). If the function
E(x, t;y,0) is the fundamental solution of the parabolic equation⎧⎪⎨
⎪⎩
∂
∂t
E(x, t;y,0)+ A(x,D)E(x, t;y,0) = 0,
lim
t→+0E(x, t;y,0) = δ(x − y),
(8)
where A(x,D) is a positive differential operator, δ(·) is the Dirac δ-function and the limit is
considered in the sense of the tempered distributions, then the function
F(x, y, t) :=
∞∫
0
e−ξ tE(x, ξ ;y,0) dξ (9)
is the fundamental solution of the operator A(x,D) + tI , t > 0.
The fundamental solution E(x, t;y,0) of Eq. (8) for the operator A(x,D) of the form (1)–(2)
was estimated in [6] (see also [7]). In these works it is proved that the following upper and lower
bounds are satisfied:
E(x, t;y,0) 1
c0
(
h−1x (t)
)−n
e−c0(
hx (|x−y|)
t
)
1
n+1
, (10)
and
E(x, t;y,0) 1
c1
(
h−1x (t)
)−n
e−c1(
hx (|x−y|)
t
)
1
2ν−1
, (11)
where ν > 12 and c0, c1 are two positive constants which depend only on C1 and C2 from (2), the
dimensions n and the Muckenhoupt’s constant (see [6]). These estimates (10) and (11) hold for
all x, y ∈ Rn.
Since the weighted function w(x) belongs to the Muckenhoupt class A1+ 2
n
then we may
conclude (see [6]) that for some ν > 12 there exist two constants c1 and c′1 such that
c′1r2νhx(λ) hx(λr) c1rn+2hx(λ), r > 1,
1
c1
rn+2hx(λ) hx(λr)
1
c′1
r2νhx(λ), 0 < r < 1,
for any λ > 0. These two estimates imply that
h−1x
(
hx(r)
)
 cs−
1
n+2 r, 0 < s < 1, r > 0, (12)s
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h−1x
(
hx(r)
s
)
 1
c
s−
1
2ν r, s > 1, r > 0, (13)
where constant c > 0 does not depend on x, r and s.
We are now in the position to estimate the fundamental solution F(x, y, t) (9). Using (10)
and (11) we have
0 F(x, y, t) 1
c0
∞∫
0
(
h−1x (ξ)
)−n
e
−(tξ+c0( hx (|x−y|)ξ )
1
n+1 )
dξ.
By changing variables s = hx(|x−y|)
ξ
and denoting the latter integral by I we get
I = hx
(|x − y|)
∞∫
0
s−2
(
h−1x
(
hx(|x − y|)
s
))−n
e−(
t ·hx (|x−y|)
s
+c0s
1
n+1 ) ds
= hx
(|x − y|)
{ 1∫
0
s−2
(
h−1x
(
hx(|x − y|)
s
))−n
e−(
t ·hx (|x−y|)
s
+c0s
1
n+1 ) ds
+
∞∫
1
s−2
(
h−1x
(
hx(|x − y|)
s
))−n
e−(
t ·hx (|x−y|)
s
+c0s
1
n+1 ) ds
}
= hx
(|x − y|){I1 + I2}.
Now we will denote by μ the value t · hx(|x − y|). To estimate I1 let us apply (12) and obtain
I1  c|x − y|−n
1∫
0
s−2+
n
n+2 e−(
μ
s
+c0s
1
n+1 ) ds  c|x − y|−n
1∫
0
s−2+
n
n+2 e−
μ
s ds.
By changing variables τ = μ
s
we can get
I1  c|x − y|−nμ− 2n+2
∞∫
μ
τ−
n
n+2 e−τ dτ  c|x − y|−nμ− 2n+2 e−μ, (14)
where constant c > 0. In order to estimate I2 we apply (13) and obtain
I2  c|x − y|−n
∞∫
1
s−2+
n
2ν e−(
μ
s
+c0s
1
n+1 ) ds  c|x − y|−n
∞∫
1
e−δ(
μ
s
+s 1n+1 ) ds, (15)
where δ and c are some positive constants. The latter estimate follows from the well-known
inequality for the exponential:
e−γ  Cγ−,  > 0, (16)
where γ > 0.
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I2  c|x − y|−n
∞∫
1
e−δs
1
n+1
ds  c|x − y|−n. (17)
To estimate I2 for μ > 1 we use the Laplace asymptotical method (see, for example, [5,16]). If
we denote by Sμ(s) := −μs − s
1
n+1 then this function has a unique and nondegenerate point of the
maximum s∗(μ) = ( n+1
μ
)
n+1
n+2
. On the basis of this method, one can assert that the contribution of
this maximum point to the integral (15) will be equal to
∞∫
1
eδSμ(s) ds =
√
− 2π
S′′μ(s∗)
eδSμ(s
∗)(1 + o(1)), μ → +∞.
Therefore, we may conclude that for μ > 1 the integral I2 can be estimated as
I2  c|x − y|−nμ 2n+12n+4 e−δ′μ
1
n+2
,
where δ′ is some positive constant. Applying now (16) and remembering that μ = t ·hx(|x −y|),
we finally obtain for μ > 1 the following estimate:
I2  c|x − y|−ne−δ0(t ·hx(|x−y|))
1
n+2
. (18)
Combining the estimates (14), (17) and (18) we can obtain (7). Thus Theorem 1 is proved. 
Remark 1. Since (10) and (11) hold for all x, y ∈ Rn then we can claim that the fundamen-
tal solution F(x, y, t) from (9) is well defined, nonnegative and the estimates (7) hold for all
x, y ∈ Rn, t > 0.
Remark 2. In the case when the weight function w(x) = |x|α the Muckenhoupt class A1+ 2
n
implies that −n < α < 2. In that case it is not so difficult to check that there are two positive
constants c1 and c2 such that
c1
{ |x −y|2−α, |x −y|2|x|,
|x|−α|x −y|2, |x −y|2|x|, hx
(|x −y|) c2
{ |x −y|2−α, |x −y|2|x|,
|x|−α|x −y|2, |x −y|2|x|,
and therefore, the estimates (7) transform in this case to the form
0 F(x, y, t) Ct−
2
n+2 e−δ(tB)
1
n+2 ·
⎧⎨
⎩ |x − y|
− αn+n2
n+2 , |x − y| 2|x|,
|x|− αnn+2 |x − y|− n
2
n+2 , |x − y| 2|x|,
(19)
where C and δ are some positive constants and B is defined as follows:
B =
{ |x − y|2−α, |x − y| 2|x|,
|x|−α|x − y|2, |x − y| 2|x|, (20)
and x, y ∈ Rn, t > 0.
Now we study the Green function of the operator AF . By Gˆt , t > 0, we denote the operator
(AF + tI )−1 which exists since AF is positive. The operator Gˆt is an integral operator with
kernel G(x,y, t), acts in L2(Ω) and satisfies the relations
(AF + tI )Gˆt = Gˆt (AF + tI ) = I, ‖Gˆt‖L2→L2 
1 (21)t + c
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adjoint extension AF and Gˆt is called the Green operator.
If we assume now that the coefficients aij (x) in (1) and (2) are sufficiently smooth then using
the same arguments as in [15] (see, Theorems 3 and 4, pp. 132–133) and the maximum principle
for elliptic equations we can prove that this Green function G(x,y, t) is nonnegative and the
following estimates hold:
0G(x,y, t) < F(x, y, t), x, y ∈ Ω, t > 0.
Hence, the estimates (7) will be true also for the Green function G(x,y, t) for x, y ∈ Ω and
t > 0. If we have no assumptions about the smoothness of aij (x) then in precisely the same way
as in the study of Alimov and Joo (see [2]) it can be proved that for any function f ∈ L2(Ω) the
following representation holds:
Gˆtf (x) = Iˆt f (x) + Pˆt Gˆtf (x), x ∈ Ω0, (22)
in which Ω¯0 ⊂ Ω and Iˆt is an integral operator with kernel I (x, y, t) := F(y, x, t)η(y), where
F(x, y, t) is a fundamental solution from Theorem 1 and this function η(x) ∈ C∞0 (Ω) is deter-
mined in such a way that η(x) ≡ 1 if x ∈ Ω0, while the integral operator Pˆt satisfies, for any
natural number k, the inequality∥∥AˆkPˆtf ∥∥L2(Ω0)  ckt− 2n+2 e−t
1
n+2 ‖f ‖L2(Ω), (23)
where  > 0 and a constant ck depends on k and Ω0.
3. Convergence of Fourier series
By the J. von Neumann’s spectral theorem for AF (see [11]) the following representation
holds
AsF f (x) =
∞∫
0
λs dEλf (x), (24)
where s is real and {Eλ}∞λ=0 is the spectral resolution corresponding to AF . The domain of the
operator (24) can be described as
D
(
AsF
)=
{
f ∈ L2(Ω):
∞∫
0
λ2s d(Eλf,f ) < ∞
}
. (25)
In the case of discrete spectrum the spectral projector Eλ has the form
Eλf (x) =
∑
λk<λ
fkϕk(x), (26)
where fk are the Fourier coefficients of f with respect to the orthonormal basis {ϕk(x)}∞k=1 of
eigenfunctions of AF . Hence relations (24) and (25) become
AsF f (x) =
∞∑
k=1
λskfkϕk(x), (27)
D
(
AsF
)=
{
f ∈ L2(Ω):
∞∑
|fk|2λ2sk < ∞
}
. (28)k=1
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start with the spectral representation for the Green operator Gˆt , t > 0,
Gˆtf (x) =
∞∫
0
1
λ + t dEλf (x).
If we assume that 0 < τ < 1 then using the well-known properties of Euler beta-function and
(24) one can obtain
A−τF f (x) =
∞∫
0
λ−τ dEλf (x) = sin(τπ)
π
∞∫
0
( ∞∫
0
t−τ
λ + t dt
)
dEλf (x)
= sin(τπ)
π
∞∫
0
t−τ
( ∞∫
0
1
λ + t dEλf (x)
)
dt = sin(τπ)
π
∞∫
0
t−τ Gˆtf (x) dt. (29)
Therefore, it can be concluded that A−τF , 0 < τ < 1, is an integral operator. Let us denote the
kernel of this operator by Kτ (x, y). The following lemma holds.
Lemma 3. If 0 < τ < n
n+2 then the kernel Kτ (x, y) satisfies the estimate∣∣Kτ (x, y)∣∣ C|x − y|−n(hx(|x − y|))τ , (30)
where x, y ∈ Ω and C is a positive constant which does not depend on x and y.
Proof. Using (7) and (29) we can get
∣∣Kτ (x, y)∣∣ C|x − y|−n(hx(|x − y|)) nn+2
∞∫
0
t−τ−
2
n+2 e−δ0(t ·hx(|x−y|))
1
n+2
dt.
By changing variables in the last integral u := (t · hx(|x − y|)) 1n+2 we obtain the estimate
∣∣Kτ (x, y)∣∣ C(n + 2)|x − y|−n(hx(|x − y|))τ
∞∫
0
u−(n+2)τ+(n−1)e−δ0u du.
Since 0 < τ < n
n+2 then the latter integral is convergent and therefore lemma is proved. 
Remark 3. In the case when the weight function w(x) = |x|α with −n < α < 2, using the esti-
mates for hx(|x − y|) from Remark 2 we can obtain the following estimates
∣∣Kτ (x, y)∣∣ C
{ |x − y|(2−α)τ−n, |x − y| 2|x|,
|x|−ατ |x − y|2τ−n, |x − y| 2|x|, (31)
where x, y ∈ Ω .
Later on we will consider only the particular case of the weight function w(x) = |x|α and
−n < α < 2. The following lemma holds.
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−(τ1+τ2) := A−τ1 · A−τ2 is an
integral operator with kernel Kτ1+τ2(x, y) which satisfies∣∣Kτ1+τ2(x, y)∣∣ C|x|−α(τ1+τ2)|x − y|2(τ1+τ2)−n, 0 α < 2, (32)
∣∣Kτ1+τ2(x, y)∣∣ C
{ |x − y|(2−α)(τ1+τ2)−n, |x − y| 2|x|,
|x|−α(τ1+τ2)|x − y|2(τ1+τ2)−n, |x − y| 2|x|,
−n < α < 0, (33)
where x, y ∈ Ω.
Proof. It is clear that the considered operator is an integral operator and its kernel Kτ1+τ2(x, y)
can be estimated as∣∣Kτ1+τ2(x, y)∣∣
∫
Ω
∣∣Kτ1(x,u)∣∣∣∣Kτ2(u, y)∣∣du = I1 + I2, (34)
where x, y ∈ Ω , and
I1 =
{∫
2|u||x| |Kτ1(x,u)||Kτ2(u, y)|du, 0 α < 2,∫
|u−y|2|u| |Kτ1(x,u)||Kτ2(u, y)|du, −n < α < 0,
I2 =
{∫
2|u|<|x| |Kτ1(x,u)||Kτ2(u, y)|du, 0 α < 2,∫
|u−y|<2|u| |Kτ1(x,u)||Kτ2(u, y)|du, −n < α < 0.
For convenience, we will denote M1 = {u: 2|u| |x|} if 0 α < 2, M1 = {u: |u − y| 2|u|} if
−n < α < 0, and M2 = Rn − M1.
Let us consider first 0  α < 2. Then (31) and the estimates of the convolution with weak
singularities give us:
I1  C|x|−ατ1
∫
M1
|x − u|2τ1−n|u|−ατ2 |u − y|2τ2−n du
 C|x|−α(τ1+τ2)|x − y|2(τ1+τ2)−n. (35)
For I2 when |x − u| |u − y| and therefore, |x − y| 3|x|, we can get
I2  C|x|−α(τ1+τ2)
∫
M2
|x − u|2τ1+ατ2−n|u|−ατ2 |u − y|2τ2−n du. (36)
In order to estimate the latter integral let us consider two cases: |u − y| |u| and |u − y| |u|.
In the first case we have∫
M2
|x − u|2τ1+ατ2−n|u|2τ2−ατ2−n du C|x|2(τ1+τ2)−n  C|x − y|2(τ1+τ2)−n. (37)
And in the second case this integral over M2 can be estimated as∫
|x − u|2τ1+ατ2−n|u − y|2τ2−ατ2−n du C|x − y|2(τ1+τ2)−n. (38)M2
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consider two subcases: |x − u| 2|u| and |x − u| 2|u|. If |x − u| 2|u| then we have (note
that in this case 4|y| |x − y|)∫
M2
|u|2τ1−n|u − y|2τ2−n duC|y|2(τ1+τ2)−n  C|x − y|2(τ1+τ2)−n. (39)
In the second subcase we have the estimate∫
M2
|x − u|2τ1−n|u − y|2τ2−n duC|x − y|2(τ1+τ2)−n. (40)
Collecting (34)–(40) we conclude that in the case 0  α < 2 this lemma and the estimate (32)
are proved.
Let us consider now −n < α < 0. Since α is negative I1 can be estimated as follows. If
|x − u| 2|x| then we have
I1  C
∫
M1
|x − u|(2−α)τ1−n|u − y|(2−α)τ2−n du C|x − y|(2−α)(τ1+τ2)−n, (41)
and if |x − u| 2|x| then we have
I1  C|x|−ατ1
∫
M1
|x − u|2τ1−n|u − y|(2−α)τ2−n du C|x|−ατ1 |x − y|2(τ1+τ2)−ατ2−n. (42)
These both estimates lead to (33). In order to estimate I2 consider first the case |x − u| 2|x|.
Then I2 can be estimated by
I2  C
∫
M2
|x − u|(2−α)τ1−n|u|−ατ2 |u − y|2τ2−n duC|x − y|(2−α)(τ1+τ2)−n. (43)
In the case |x − u| 2|x| we also have |u| 3|x|. Then using (31) one can obtain
I2C|x|−α(τ1+τ2)
∫
M2
|x −u|2τ1−n|u−y|2τ2−n duC|x|−α(τ1+τ2)|x −y|2(τ1+τ2)−n. (44)
But this estimate (44) also leads to (33). Thus, Lemma 4 is completely proved. 
We are now in the position to formulate the main results of this paragraph.
Lemma 5 (Main Lemma). Assume that σ > n4 , n 2. Then for any function f (x) ∈ L2(Ω) for
0 α < 2 and for any function f (x) such that f˜ (x) := |x|−ασ f (x) ∈ L2(Ω) for −n < α < 0∥∥|x|ασ Aˆ−σF f ∥∥L∞(Ω)  C‖f ‖L2(Ω), 0 α < 2, (45)
and ∥∥Aˆ−σF f ∥∥L∞(Ω)  C‖f˜ ‖L2(Ω), −n < α < 0. (46)
Proof. Let us recall that the operator Aˆ−σF for any positive σ might be represented by the fol-
lowing composition
Aˆ−σ = Aˆ−τ1 · · · · · Aˆ−τm,F F F
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integral operator with the kernel Kσ and Lemma 4 implies that this kernel satisfies the estimates
(32) and (33) with the substitution σ instead of τ1 + τ2, respectively to α. Since 2σ − n > −n2
then applying (32) and Cauchy–Bunjakovskii inequality we may conclude that for 0 α < 2 the
inequality (45) holds. In order to prove (46) let us note that if |x − y| 2|x| then 2|y| |x − y|
and therefore
∣∣Aˆ−σ f (x)∣∣ C( ∫
|x−y|2|x|
|x − y|2σ−n∣∣f˜ (y)∣∣dy
+ |x|−ασ
∫
|x−y|2|x|
|x − y|2σ−n|y|ασ ∣∣f˜ (y)∣∣dy). (47)
The first integral in (47) can be estimated again with the help of Cauchy–Bunjakovskii inequality
by the value C‖f˜ ‖L2(Ω). The second term in the sum (47) can be estimated with the help of
Cauchy–Bunjakovskii inequality and estimates for the convolution with weak singularities as
(note that α is negative in this case)
C|x|−ασ
(∫
Ω
|x − y|4σ−2n|y|2ασ dy
) 1
2 ‖f˜ ‖L2(Ω)
C|x|−ασ |x|− n2 +2σ+ασ‖f˜ ‖L2(Ω) C‖f˜ ‖L2(Ω).
Thus, Lemma 5 is proved. 
Let us consider now the Friedrichs extension AF for the differential operator (1)–(2) with the
weight function w(x) = |x|α and −n < α < 2. In this case domain D(AF ) (3) will be equal to
D(AF ) =
{
f (x) ∈ ˚W 12,α(Ω): Af (x) ∈ L2(Ω)
}
,
where ˚W 12,α(Ω) denotes the closure of the space C
∞
0 (Ω) by the norm
‖f ‖W 12,α(Ω) =
∥∥|x| α2 |∇f |∥∥
L2(Ω) + ‖f ‖L2(Ω). (48)
Moreover, since α < 2 and Ω is bounded the imbedding ˚W 12,α(Ω) ⊂ L2(Ω) is compact
(see [10]). It implies that AF has only a discrete spectrum {λk}∞k=1 of finite multiplicity and
λk → +∞ as k → +∞. The corresponding orthonormal eigenfunctions {ϕk(x)}∞k=1 form the
orthonormal basis in L2(Ω) (see, for example, [4]).
Lemma 6. Assume that σ > n4 . Then there exists a positive constant C such that for any x ∈ Ω ,
|x|2ασ
∞∑
k=1
λ−2σk
∣∣ϕk(x)∣∣2 C, 0 α < 2, (49)
and
∞∑
k=1
λ−2σk
∣∣ϕk(x)∣∣2  C, −n < α < 0. (50)
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|x|ασ ∣∣A−σF f (x)∣∣= |x|ασ
∣∣∣∣∣
∞∑
k=1
λ−σk fkϕk(x)
∣∣∣∣∣ C
( ∞∑
k=1
|fk|2
) 1
2
, 0 α < 2,
and
∣∣A−σF f (x)∣∣=
∣∣∣∣∣
∞∑
k=1
λ−σk fkϕk(x)
∣∣∣∣∣ C
( ∞∑
k=1
|f˜k|2
) 1
2
, −n < α < 0,
where fk and f˜k are the Fourier coefficients of f and f˜ with respect to the orthonormal basis
{ϕk(x)}∞k=1, correspondingly. Hence, by duality in the Hilbert space l2 we may conclude that (49)
and (50) hold. It proves this lemma. 
Theorem 2. Suppose that σ > n4 . Then for any function f (x) ∈ D(AσF ) if 0 α < 2 and for any
function f such that f˜ (x) := |x|−ασ f (x) ∈ D(AσF ) if −n < α < 0 the following Fourier series
|x|ασ
∞∑
k=1
fkϕk(x), 0 α < 2, (51)
∞∑
k=1
f˜kϕk(x), −n < α < 0, (52)
converge absolutely and uniformly with respect to x ∈ Ω.
Proof. We prove the convergence only for the series (51). Convergence for the series (52) can
be proved by the similar way. The Cauchy–Bunjakovskii inequality and Lemma 5 lead to the
inequality
|x|ασ
∞∑
k=1
∣∣fkϕk(x)∣∣
(
|x|2ασ
∞∑
k=1
λ−2σk
∣∣ϕk(x)∣∣2
) 1
2
( ∞∑
k=1
|fk|2λ2σk
) 1
2
 C
( ∞∑
k=1
|fk|2λ2σk
) 1
2
.
But the latter series converges since f ∈ D(AσF ) (see (28)). Thus, Theorem 2 is proved. 
4. Perturbation by potential
We will assume in this section that q(x) is a real-valued function which satisfies the estimate∣∣q(x)∣∣C0|x|−γ , 0 γ < 2 − α, (53)
where C0 is some positive constant, α is as above and x ∈ Ω . These conditions for q and Hardy’s
inequality allow us to obtain for any function f ∈ C∞0 (Ω \ {0}) the following inequality∣∣(qf,f )L2(Ω)∣∣ ε∥∥|x| α2 |∇f |∥∥2L2(Ω) + C(ε)‖f ‖2L2(Ω), (54)
where 0 < ε < 1 and can be chosen arbitrary small.
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(1)–(2) with w(x) = |x|α , −n < α < 2. Due to (54) we may assert that the symmetric quadratic
form generated by Aq in L2(Ω) has a lower semibounded closure from the space C∞0 (Ω \ {0}),
which uniquely determines a semibounded from below self-adjoint operator (Aq)F with domain
D((Aq)F ) ⊂ ˚W 12,α(Ω). Furthermore, (Aq)F the same as AF , has a purely discrete spectrum
of finite multiplicity and corresponding orthonormal eigenfunctions form orthonormal basis
in L2(Ω).
The symbol ˚W 22,α(Ω) denotes the closure of C
∞
0 (Ω \ {0}) by the norm
‖f ‖2
W 22,α(Ω)
=
∫
Ω
(|x|2α|Δf |2 + |x|2α−2|∇f |2 + |f |2)dx (55)
It is not so difficult to show that for any function f ∈ ˚W 22,α(Ω),∣∣((Aq)F f,f )∣∣C‖f ‖W 22,α(Ω) · ‖f ‖L2(Ω), (56)
where a constant C depends only on the potential q . This inequality actually means that
˚W 22,α(Ω) ⊂ D((Aq)F ).
And now we are in the position to formulate and prove the following theorem.
Theorem 3. Suppose that the potential q(x) satisfies the condition (53). Then for each function
f ∈ ˚W 22,α(Ω),
lim
λ→+∞‖f − Eλf ‖W 22,α = 0, (57)
where Eλ is the spectral resolution corresponding to (Aq)F .
Proof. First we prove that there exists μ > 0 large enough such that∥∥((Aq)F + μI)f ∥∥L2(Ω)  C‖f ‖W 22,α(Ω), (58)
where C > 0 and f ∈ ˚W 22,α(Ω). Indeed, since∥∥((Aq)F + μI)f ∥∥2L2(Ω) = ∥∥(A)F f ∥∥2L2(Ω) + 2(qf,f ) + ‖qf ‖2L2(Ω)
+ 2μ((Aq)F f,f )+ μ2‖f ‖2L2(Ω)
then due to (54) and (56) the left-hand side of this equality can be estimated from below by
C(1 − 2με − ε1)‖f ‖2W 22,α(Ω) +
(
μ2 − 2μC · C(ε) − C(ε1)
)‖f ‖2
L2(Ω),
where the constant C depends only on the potential q and where ε and ε1 are independent positive
values. This inequality leads to (58) if μ, ε and ε1 are selected in the suitable way. Next, (58) can
be rewritten in the form∥∥((Aq)F + μI)−1g∥∥W 22,α(Ω)  C‖g‖L2(Ω),
where g ∈ L2(Ω). Now for f ∈ ˚W 22,α(Ω) we have
‖f − Eλf ‖W 22,α(Ω) =
∥∥((Aq)F + μI)−1(g − Eλg)∥∥W 22,α(Ω)  C‖g − Eλg‖L2(Ω) → 0,
λ → +∞,
where g := ((Aq)F + μI)f ∈ L2(Ω). It proves theorem. 
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