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Abstract
Strong approximation for sums of a class of stationary processes with optimal bound is established. The
main tools are m-dependent approximation and block techniques. Some previous results are improved.
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1. Introduction
Let {εn; n ∈ Z} be i.i.d. random elements and g denote a measurable function such that
Xn = g(. . . , εn−1, εn) (1.1)
is a well-defined Rd valued (d ≥ 1) random vector. {Xn} is a causal process. A large class of
processes, including a variety of nonlinear time series models, can be represented in this way. In
this paper we study strong invariance principles for Sn =∑ni=1(X i − EX i ).
We denote by | · | the d-dimensional Euclidean norm in Rd . As an application, Wu [30]
obtained strong invariance principles for Sn with the rate Oa.s.(n1/p(log n)1/2) (2 < p < 4)
under d = 1, E|X0|p <∞ and some other conditions. The basic tool used in his paper is a new
version of martingale approximation. It is well known that the martingale approximation method
is quite effective. Studies on the asymptotic behavior for Sn could usually be reduced to that
of the approximating martingale. However, there are essential difficulties in getting the optimal
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bound oa.s.(n1/p) for strong invariance principles based on the martingale embedding method.
Moreover, Monrad and Philipp [18] proved that it is impossible to embed a general Rd valued
(d ≥ 2) martingale in an Rd valued Gaussian process.
In order to reach the rate oa.s.(n1/p) of invariance principles for Rd valued stationary
processes, some new method should be developed. In the present paper, we approximate Sn by
the partial sums of m-dependent random variables (see Lemma A.1). With the help of blocking
arguments, the optimal bound is reached under some easily verifiable conditions. Applications
to linear and nonlinear processes are discussed.
The strong invariance principles are quite useful and have received considerable attention in
probability theory. They play an important role in statistical inference. Strassen [24,25] initiated
the study for i.i.d. random variables and stationary and ergodic martingale differences. Some
optimal results for i.i.d. random variables were obtained by Komlo´s et al. [15,16]. For dependent
random variables, see [2,3,9,26,23,17,22,7,6].
The plan of the paper is as follows. Our main results are presented in Section 2. Applications
to linear and nonlinear processes are discussed in Section 3. The proofs are stated in Sections 4
and 5. The basic tools (Lemmas A.1 and A.2) are proven in the Appendix. Throughout, we let
C , C(·) denote positive constants which may be different in every place. For a random vector Z
write Z ∈ Lp, p > 0, if ‖Z‖p = (E|Z |p)1/p <∞. For two real sequences {an} and {bn}, write
an = O(bn) if there exists a constant C such that |an| ≤ C |bn| holds for large n, an = o(bn) if
limn→∞ an/bn = 0 and an  bn if C1bn ≤ an ≤ C2bn .
2. Main results
We introduce the following notation. Let the shift process ξk = (. . . , εk−1, εk). Following
[29], (1.1) can be viewed as a physical system with ξi being the input, X i being the output and
g being a filter or transform. The dependence then is interpreted as the degree of dependence of
output on input. Let {ε′n; n ∈ Z} be an i.i.d. copy of {εn; n ∈ Z} and ξ ′i = (ξ−1, ε′0, ε1, . . . , εi ).
Define X∗n = g(ξ ′n), n ∈ Z . Assume X0 ∈ Lp, p > 0. Let
θn,p = ‖Xn − X∗n‖p. (2.1)
Wu [29] called θn,p the physical dependence measure. Throughout the paper we assume
Θn,p =
∞∑
i=n
θi,p <∞, n = 0, 1, 2, . . . . (2.2)
Let p > 1. Following Theorem 1 in [30], there are stationary and ergodic Lp martingale
differences {Dn} with respect to σ(ξn) and the corresponding martingale Mk = ∑ki=1 Di
satisfying
‖Sn − Mn‖p
′
p ≤ C p,d
n∑
j=1
Θ p
′
j,p, (2.3)
where p′ = min(2, p). If p ≥ 2, then we have Γn := Cov(Sn)/n→ Cov(D0) =: Γ as n→∞.
(Wu [30] proved (2.3) for the one-dimensional case d = 1 but the proof is valid for all d.)
Throughout, we assume that
when d ≥ 2, Γ is positive definite. (2.4)
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Next, we introduce a technical condition. Set
U j (δ) =
[2δ j ]∑
i=1
|X i |, j ≥ 1, δ > 0.
Define θ˜n,p as the physical dependence measure for {|Xn|}. Let Θ˜n,p = ∑∞i=n θ˜i,p. Obviously,
θ˜n,p ≤ θn,p and Θ˜n,p ≤ Θn,p. Now, let
χp(n) =
{√
n log2 n if p = 2
n1/p if 2 < p < 4.
The following technical condition is needed.
Condition A. Let 2 ≤ p < 4. Suppose that there exists a constant C satisfying 0 < C ≤ 1/p
such that for every 0 < δ < C and every ε > 0
∞∑
j=1
2 j (1−δ)P
(
U j (δ) ≥ εχp(2 j )
)
<∞. (2.5)
It should be indicated that (2.5) is an easily verifiable condition. Since C may be arbitrarily
small, Condition A holds if E|X0|p+τ < ∞ for some τ > 0. For many linear and nonlinear
time series, such as the functionals of linear processes, GARCH processes, generalized random
coefficient autoregressive models, nonlinear AR models (including the threshold autoregressive
model, the exponential autoregressive model), bilinear models etc., (2.5) is true under some
appropriate conditions on ε0. We will treat these time series separately in Section 3.
We are ready to state our main results now.
Theorem 2.1. Let 2 ≤ p < 4 and (2.4), Condition A hold. Suppose that EX0 = 0, E|X0|p <∞
and 
∞∑
n=1
(log n)2
n log2 n
Θ2n,2 <∞ if p = 2
Θn,p = O(n−(p−2)/(2(4−p))−τ ) if 2 < p < 4
(2.6)
for some τ > 0. Then on a richer probability space, there exists an Rd valued Brownian motion
B(t) with covariance matrix Γ such that
|Sn − B(n)| = oa.s.(χp(n)). (2.7)
Remark 2.1. Brownian motion B(t) with covariance matrix Γ is a Gaussian process B(t) with
values in Rd , independent increments, B(0) = 0 such that B(t) − B(s) has normal distribution
with mean 0 and covariance matrix (t − s)Γ , 0 ≤ s < t .
Remark 2.2. Let 2 < p < 4 and d = 1. We compare our result to Wu’s Theorem 3 [30] in the
case of causal functions of an i.i.d. sequence. Theorem 3(ii) and Corollary 4 in his paper proved
that if E|X0|p <∞ and
∞∑
i=1
iθi,p <∞, (2.8)
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then |Sn − B(n)| = Oa.s.(n1/p(log n)1/2+1/p(log2 n)2/p). It is obvious that (2.7) is better than
his conclusion. Moreover, (2.8) implies Θn,p = o(n−1), which is stronger than (2.6) when
2 < p < 10/3. Of course, we should point out that Wu’s paper deals with stationary processes
more general than ours.
Remark 2.3. Let ξ ′′n = (. . . , ε′n−1, ε′n) and ξ∗n = (F ′′0 , ε1, . . . , εn). Define g1(ξn) = E[g(ξn+1)|ξn] and
α˜k = ‖g1(ξk)− g1(ξ ′k)‖p, α∗k = ‖g1(ξk)− g1(ξ∗k )‖p
β∗k = ‖g(ξk)− g(ξ∗k )‖p.
Let 2 < p < 4 and d = 1. An application of Theorem 3(i) and Proposition 3(iii) of [30] shows
that if E|X0|p <∞, Θn,p = O(n1/p−1/2(log n)−1) and
∞∑
k=1
{
β∗k +
∞∑
i=k
min(α∗i , α˜i−k)
}
<∞, (2.9)
then |Sn − B(n)| = Oa.s.(n1/p(log n)1/2). Clearly (2.7) gives a better bound. To compare (2.9)
with (2.6), we consider the functionals of the linear process example in Section 3.1. Let h be
Lipschitz continuous on R, {Xn} be defined in Section 3.1 and an = n−α with α > 1. If no other
conditions are imposed on h, the best possible bounds for α∗n and α˜n that can be derived by the
general methods are
α˜n ≤ Can, α∗n ≤ C
( ∞∑
i=n
a2i
)1/2
∼ Cn1/2−α.
(Take h(x) = x to see the above bounds.) With elementary manipulations,
∞∑
i=k
min(i1/2−α, (i − k)−α) =
k+[k1−(2α)−1 ]∑
i=k
min(i1/2−α, (i − k)−α)
+
∞∑
i=k+[k1−(2α)−1 ]+1
min(i1/2−α, (i − k)−α)
 Ck3/2−α−1/(2α).
In order to ensure (2.9), we should let α > (5 + √17)/4 > 2.28 at least. On the other hand,
(2.6) requires α > (6 − p)/(2(4 − p)). It can be shown that (6 − p)/(2(4 − p)) < 2.28 when
p < 3.438. Moreover, Condition A will be proved under E|ε0|p <∞ in Section 3.1.
Now we give a theorem which does not need Condition A.
Theorem 2.2. Let 2 < p < 4 and (2.4). Suppose that EX0 = 0, E|X0|p <∞ and
Θn,p = O(n−η), η > 0. (2.10)
Set τ = max(1 − 2η/(1 + 4η), 2/p). Then on a richer probability space, there exists an Rd
valued Brownian motion B(t) with covariance matrix Γ such that
|Sn − B(n)| = oa.s.(nτ/2+δ) for any δ > 0. (2.11)
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Remark 2.4. Let d = 1. An application of Theorem 4 and Proposition 3(iii) of [30] shows that
if E|X0|p <∞ (2 < p ≤ 4), Θn,p = O(n−η) and
β∗n +
∞∑
i=n
min(α∗i , α˜i−n) = O(n−η), η > 0, (2.12)
then |Sn− B(n)| = oa.s.(nγ /2(log n)3/2), where γ = max(1−η, 2/p). It is easy to see that when
0 < η < min
(
1
4
,
p − 2
p
,
p − 2
2(4− p)
)
,
we have τ < γ . Observing another condition (2.12), we continue the example of Remark 2.3.
The largest value for η in (2.12) that we can get is α + 1/(2α) − 3/2. So γ = max(5/2 −
α − (2α)−1, 2/p). Noting that τ = max((2α − 1)/(4α − 3), 2/p), we can show that when
1 < α < 3/2,
5/2− α − (2α)−1 > (2α − 1)/(4α − 3), i.e. τ ≤ γ.
For example, if we let p = 3 and α = 7/5, then τ = 9/13 < 26/35 = γ . It should be noticed
that η > 1/4 in this case. On the other hand, when α > 3/2, τ may be larger than γ .
3. Applications
In this section, we suppose that {εn} are i.i.d. real valued random variables. Some applications
of Theorem 2.1 will be given. Condition A and (2.6) will be checked.
3.1. The functionals of the linear process
Let Yn = ∑∞i=0 aiεn−i with {ai } satisfying ∑∞i=0 |ai | < ∞. We consider the following
functionals of linear processes:
Xn = h(Yn)− Eh(Yn)
for some measurable function h. Assume that, for some r ≥ 1,
|h(x)− h(y)| ≤ C(|x |r−1 + |y|r−1)|x − y| for any x, y ∈ R. (3.1)
Corollary 3.1. Let 2 ≤ p < 4. If E|ε0|r p <∞ and
{an} satisfies

∞∑
n=1
(log n)2
n log2 n
( ∞∑
i=n
|ai |
)2
<∞ if p = 2
∞∑
i=n
|ai | = O(n−(p−2)/(2(4−p))−τ ) if 2 < p < 4
(3.2)
for some τ > 0, then (2.7) holds.
Remark 3.1. Let p = 2, h be Lipschitz continuous on R (namely, r = 1) and Eε20 < ∞. By
Corollary 3.1, we have
lim sup
n→∞
±Sn√
n log2 n
= Γ 1/2 a.s. (3.3)
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if
∞∑
n=1
(log n)2
n log2 n
( ∞∑
i=n
|ai |
)2
<∞. (3.4)
To obtain (3.3), Theorem 2(ii) of [30] requires
∞∑
n=1
1
n
( ∞∑
i=n
|ai |
)2/3
<∞. (3.5)
In the following, we show that (3.4) is weaker than (3.5). From (3.5),
∑∞
n=1
(∑∞
i=2n |ai |
)2/3
<
∞. So n (∑∞i=22n |ai |)2/3 = o(1), which implies ∑∞i=n |ai | = o((log n)−3/2). Hence we have
∞∑
n=1
(log n)2
n
( ∞∑
i=n
|ai |
)2
≤
∞∑
n=1
(
∞∑
i=n
|ai |)−4/3
n
( ∞∑
i=n
|ai |
)2
=
∞∑
n=1
1
n
( ∞∑
i=n
|ai |
)2/3
<∞,
which, of course, yields (3.4).
Remark 3.2. Let 2 < p < 4, h be Lipschitz continuous on R and E|ε0|p <∞. Wu [30] (Section
3.1 of his paper) showed that under
∞∑
i=1
i |ai | <∞, (3.6)
it holds that |Sn − B(n)| = Oa.s.(ιp(n)) with ιp(n) = n1/p(log n)1/2+1/p(log2 n)2/p.
Corollary 3.1 improves the rate Oa.s.(ιp(n)) to the optimal rate oa.s.(n1/p). Moreover, it is easy
to see that (3.6) implies
∑∞
i=n |ai | = o(n−1). So our condition (2.6) is weaker than (3.6) when
2 < p < 10/3.
Remark 3.3. When h(x) = x , Proposition 2 in [30] gives sharp conditions on the linear
coefficients to get the rate oa.s.(n1/p) for any p > 2. This result cannot be obtained with
Corollary 3.1.
3.2. Sample autocovariance function of linear process
Let Yn =∑∞i=0 aiεn−i with {ai } satisfying∑∞i=0 |ai | <∞. Define Xn = YnYn−m−EYnYn−m
with fixed m ≥ 0 and Sn =∑nk=1 Xk .
Corollary 3.2. Let 2 ≤ p < 4. Suppose that E|ε0|2p <∞ and (3.2) holds. Then we have (2.7).
3.3. Augmented GARCH(1, 1) process
Consider a GARCH(1, 1) process {Yt } satisfying the equations
Yt = htεt , (3.7)
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and
Λ(h2k) = c(εk−1)Λ(h2k−1)+ d(εk−1), (3.8)
where Λ(x), c(x) and d(x) are real valued functions, ht are nonnegative random variables
and Λ−1(x) exists. This augmented GARCH(1, 1) process was introduced by Duan [8]. For
E log+ |d(ε0)| <∞, E log+ |c(ε0)| <∞ and E log |c(ε0)| < 0, Aue et al. [1] showed that
Λ(h2k) =
∞∑
i=1
d(εk−i )
i−1∏
j=1
c(εk− j ) (3.9)
is the only stationary solution to (3.8). They also obtained strong invariance principles for∑n
i=1(Y 2i − EY 2i ) with the rate oa.s.(n5/12+ε) for any ε > 0, under the following smoothness
conditions:
Λ(h20) ≥ ω with some ω > 0, (3.10)
and there are C , γ such that∣∣∣∣ 1Λ′(Λ−1(x))
∣∣∣∣ ≤ Cxγ for all x ≥ ω. (3.11)
Denote the stationary solution to (3.7) and (3.8) by {Yn} and let Xn = |Yn|r − E|Yn|r for r ≥ 1.
Under the conditions of Corollary 3.3, Theorem 2.2 of [1] ensures that E|X0|p <∞.
Corollary 3.3. Let 2 ≤ p < 4 and (3.10) and (3.11) hold. Suppose that E|ε0|pr < ∞,
E|c(ε0)|pr(1+γ∨0)/2 < 1 and E|d(ε0)|pr(1+γ∨0)/2 <∞. Then (2.7) holds.
Remark 3.4. Corollary 3.3 improves Theorem 2.4(i) of [1], in which it was proved that
n∑
i=1
(Y 2i − EY 2i )− B(n) = oa.s.(n5/12+ε) for any ε > 0 (3.12)
when E|ε0|8+δ < ∞ for some δ > 0, E|c(ε0)|ν < 1 and E|d(ε0)|ν < ∞ for some
ν > 4(1+γ ∨0). Our result shows that the rate oa.s.(n5/12+ε) can be improved to oa.s.(n1/p)with
2 < p < 4 under E|ε0|2p < ∞, E|c(ε0)|p(1+γ∨0) < 1 and E|d(ε0)|p(1+γ∨0) < ∞. (Theorem
2.4(i) of [1] did not state the condition E|c(ε0)|ν < 1. This condition is needed in fact, observing
Lemmas 5.1–5.3 in their paper.)
Remark 3.5. Strong approximation for the sample autocovariance function of {Yn} can be
established similarly.
Remark 3.6. Aue et al. [1] illustrated the usefulness of (3.12) with some applications from
change-point analysis.
3.4. Generalized random coefficient autoregressive model
Let
Xn = An Xn−1 + Bn, n ∈ Z , (3.13)
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where {(An, Bn)} are i.i.d. random variables with values in M(d)× Rd , M(d) denotes the set of
d × d real matrices. An is not assumed to be independent of Bn in this model. For this reason,
(3.13) is called the generalized random coefficient autoregressive model [20]. Let
Xn = Bn +
∞∑
k=1
AnAn−1 · · ·An−k+1 Bn−k . (3.14)
Define the norm on M(d) by |M| = sup|x|≤1 |Mx|, x ∈ Rd for M ∈ M(d). If E log |A0| < 0
and E log+ |B0| < ∞, then (3.13) admits a unique strictly stationary solution (3.14); see [4,5].
Define Sn =∑ni=1(X i − EX i ).
Corollary 3.4. Let 2 ≤ p < 4 and suppose that E|A0|p < 1 and E|B0|p < ∞. Then (2.7)
holds.
3.5. Bilinear models
In this paragraph, we use the same introduction of bilinear models as Fan and Yao [12], pp
184–185. “Let
X t =
a∑
j=1
b j X t− j + εt +
b∑
k=1
akεt−k +
P∑
j=0
Q∑
k=1
c jk X t− j−kεt−k, t ∈ Z . (3.15)
Let d = max{a, P + b, P + Q}, m = d −max{b, Q}, and ba+ j = ab+ j = cP+i,Q+ j = 0 for all
i, j ≥ 1. It has been established by Pham [19,21] that X t defined by (3.15) has the state-space
representation
X t = hτZt−1 + εt ,
and
Zt = (A+ Bεt )Zt−1 + cεt + dε2t ,
where the state-space variable Zt is a d × 1 vector with X t−m+i as its i th component for
i = 1, . . . ,m and
m∑
k= j
bk X t+ j−k +
n−m∑
k= j
{
ak +
P∑
l=0
clk X t+ j−k−l
}
εt+ j−k
as its (m + j)th element for j = 1, . . . , d − m, h is a d × 1 vector with the (m + 1)th
element 1 and all others 0, c is a d × 1 vector with the first m − 1 elements 0 followed by
1, b1 + a1, . . . , bd−m + ad−m , d is a d × 1 vector with the first m elements 0 followed by
c01, . . . , c0,d−m , B is a d × d matrix with cm1 · · · c01... ... ...
cm,d−m · · · c0,d−m

as the (d −m)× (m + 1) submatrix at the bottom left corner and all of the other elements 0, and
A is a d × d matrix with 1 as its (i, i + 1) element for i = 1, . . . , d − 1, b j as its (m + j,m + 1)
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element for j = 1, . . . , d −m, and bd−1−k as its (d, k)th element for k = 1, . . . ,m + 1 and 0 as
all of the other elements.”
Let At = A+ Bεt , ct = cεt + dε2t . Then
Zt = AtZt−1 + ct , (3.16)
is the generalized random coefficient autoregressive model. For E log |A0| < 0 and E log+ |c0| <
∞, Brandt [4] and Bougerol and Picard [5] proved that (3.16) has the unique strictly stationary
solution
Zt = ct +
∞∑
k=1
AtAt−1 · · ·At−k+1ct−k .
Now let X t be the strictly stationary solution to (3.15) and Sn =∑nt=1(X t − EX t ).
Corollary 3.5. Let 2 ≤ p < 4 and suppose that E|ε0|2p < ∞, E|A0|p < 1 and E|c0|p < ∞.
Then (2.7) holds.
3.6. Nonlinear AR model
Define the nonlinear autoregressive model by
Xn = f (Xn−1)+ εn, n ∈ Z , (3.17)
where | f (x) − f (y)| ≤ ρ|x − y|, 0 < ρ < 1. Special cases of (3.17) include the TAR model
[28] Xn = a max(Xn−1, 0) + b min(Xn−1, 0) + εn with max(|a|, |b|) < 1 and the exponential
autoregressive model [13] Xn = (a + b exp(−cX2n))Xn−1 + εn with |a| + |b| < 1 and c > 0. If
E|ε0|p < ∞, then Xn can be represented as g(. . . , εn−1, εn) and satisfies θn,p ≤ Cρn for some
0 < ρ < 1; see [31]. Let Sn =∑ni=1(X i − EX i ).
Corollary 3.6. Let 2 ≤ p < 4 and E|ε0|p <∞. Then (2.7) holds.
3.7. Linear processes with dependent innovations
Note that the time series in Sections 3.3–3.6 satisfy the following geometric-moment
contraction condition: there exist C > 0 and r ∈ (0, 1) such that for all n ∈ N ,
‖g(ξn)− g(ξ∗n )‖p ≤ Crn, (3.18)
where ξ∗n = (. . . , ε′−1, ε′0, ε1, . . . , εn). In this subsection, we let
Xn =
∞∑
i=0
aiηn−i , (3.19)
where ηn = g(ξn) is a real valued random variable satisfying (3.18). We will obtain the strong
approximation for Sn =∑ni=1(X i −EX i ) with slightly slower rate than χp(n) when 2 < p < 4.
Define φp(n) = n1/p(log2 n) for 2 < p < 4.
Corollary 3.7. Let 2 < p < 4. Assume that
∞∑
i=n
|ai | = O(n1/p−1/2/(log n)α) (3.20)
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for some α > 3/2+1/p. Then on a richer probability space, there exists a real valued Brownian
motion B(t) with variance Γ such that
|Sn − B(n)| = oa.s.(φp(n)), (3.21)
where Γ = (∑∞i=0 ai )2σ 2 and σ 2 = limn→∞ E(∑ni=1(ηi − Eηi ))2/n.
Remark 3.7. Corollary 3.7 improves the rate in Corollary 5(ii) of [30], where there was
obtained the rate Oa.s.(κp(n)), κp(n) = n1/p(log n)1/2 if 2 < p < 4 and κp(n) =
n1/p(log n)1/2(log2 n)
1/4 if p = 4. On the other hand, (3.20) is slightly stronger than the
assumption there of
∑∞
i=n |ai | = O(n1/p−1/2/ log n) and that result allows p = 4.
Remark 3.8. If {ηn}n∈Z are the time series considered in Sections 3.3–3.6, then the optimal
bound oa.s.(n1/p) can be derived.
4. Proof of the theorems
Let Ii denote the interval [2i , 2i+1), i ≥ 0. For 0 < a < 1, 0 < b < a(1+a)/2, let pi = [2ai ],
qi = [2bi ], ki = [2i/(pi + qi )] and the blocks
Ii ( j) = [2i + ( j − 1)(pi + qi ), 2i + j pi + ( j − 1)qi − 1];
Ji ( j) = [2i + j pi + ( j − 1)qi , 2i + j (pi + qi )− 1];
1 ≤ j ≤ ki , Ji (ki + 1) = [2i + ki (pi + qi ), 2i+1).
Let Hp(n) be a sequence of real numbers satisfying the following conditions:
(1) For any t > 1,
Hp(n)
Hp(nt )
= O(n(1−t)/p). (4.1)
(2) For any υ > 0, n1/p−υ/Hp(n) is eventually non-increasing. Moreover, Hp(2n)/Hp(n) =
O(1).
(3) When 2 < p < 4, Hp(n)/n1/2−γ is eventually non-increasing for some γ > 0.
(4) When p = 2, ∑∞n=1 exp (−C2−n H22 (2n)) <∞ for some C > 0.
(5) For some  > 0, na/H2p(n) = O(n−) and n1−a+b/H2p(n) = O(n−).
(6) We have
Tp :=
∞∑
n=1
2pn/2Θ p[2bn ],p
(Hp(2n))p
(n2 I {p = 2} + 1) <∞. (4.2)
(7) Let 2 ≤ p < 4. Suppose that there exists a constant C satisfying 0 < C ≤ 1/p such that for
every 0 < δ < C and every ε > 0
∞∑
j=1
2 j (1−δ)P
(
U j (δ) ≥ εHp(2 j )
)
<∞. (4.3)
After choosing some appropriate values of a and b, Hp(n) = nαhn would satisfy (1)–(5),
where 1/p ≤ α < 1/2 and hn is slowly varying and increasing. This holds true also for
H2(n) =
√
n log2 n.
The following lemma is available for using and checking (7).
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Lemma 4.1. Let 2 ≤ p < 4 and E|X0|p <∞. Under (1) and (6), (4.3) is equivalent to
∞∑
j=1
2 j (1−δ)P
(
U ′j (δ) ≥ εHp(2 j )
)
<∞
for every ε > 0, where
U ′j (δ) =
[2δ j ]∑
i=1
|X i |′, |X i |′ = E[|X i ||εi−[2δ j ], . . . , εi ], 1 ≤ i ≤ [2δ j ].
Proof. By (1), Lemma A.1 and the arguments in (4.11) below, we can get the lemma
immediately. 
In order to prove Theorems 2.1 and 2.2, we only need to prove a general theorem based on
(1)–(7).
Theorem 4.1. Let 2 ≤ p < 4, (2.4) and (1)–(7) hold. Suppose that EX0 = 0 and E|X0|p <∞.
Then on a richer probability space, there exists an Rd valued Brownian motion B(t) with
covariance matrix Γ such that
|Sn − B(n)| = oa.s.(Hp(n)). (4.4)
The proof of Theorem 4.1 is technical and consists of a series of lemmas. First of all, using
Lemma A.1, we approximate Sn by the partial sums of m-dependent random vectors. Then the
partial sums are decomposed into two parts, which we call big blocks and small blocks. Small
blocks are negligible in view of Lemmas 4.2 and 4.3. With the help of Gaussian approximation
results obtained by Einmahl [10,11], we use Lemmas 4.4–4.6 to conclude that big blocks can be
approximated by an Rd valued Brownian motion.
Proof of Theorem 4.1. Let X j = E[X j |ε j−qi−1 , . . . , ε j ] for 2i ≤ j < 2i+1. By Lemma A.1 in
the Appendix and (6), we can conclude that for every ε > 0,
∞∑
i=1
P
(
max
2i≤ j<2i+1
∣∣∣∣∣
j∑
k=2i
(Xk − X k)
∣∣∣∣∣ ≥ εHp(2i )
)
≤ C p,d,ε
∞∑
i=0
2i p/2Θ pqi ,p
(Hp(2i ))p
(i2 I {p = 2} + 1)
< ∞.
By the Borel–Cantelli lemma, we have
max
2i≤ j<2i+1
∣∣∣∣∣
j∑
k=2i
(Xk − X k)
∣∣∣∣∣ = oa.s.(Hp(2i )). (4.5)
A simple proof using (2) implies that there exists c > 1 such that Hp(2n+1)/Hp(2n) > c when
n is large. Hence we can infer from standard arguments that (4.5) implies
max
1≤ j≤2i
∣∣∣∣∣
j∑
k=1
(Xk − X k)
∣∣∣∣∣ = oa.s.(Hp(2i )). (4.6)
Put
ξi ( j) =
∑
k∈Ii ( j)
X k, ηi ( j) =
∑
k∈Ji ( j)
X k, 1 ≤ j ≤ ki ,
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ηi (ki + 1) =
∑
k∈Ji (ki+1)
X k .
For every n > 0, there exist integers mn ≥ 0 and 1 ≤ tn ≤ kmn + 1 such that 2mn ≤
n < 2mn+1 and n ∈ Imn (tn)
⋃
Jmn (tn) (define Imn (kmn + 1) = ∅). Let Nmn = 2mn + card
{⋃tn−1j=1 {Imn ( j)⋃ Jmn ( j)}}. From (4.6) and the blocks mentioned above, Sn may be decomposed
into
Sn =
{
mn−1∑
i=1
ki∑
j=1
ξi ( j)+
tn−1∑
j=1
ξmn ( j)
}
+
{
mn−1∑
i=1
ki+1∑
j=1
ηi ( j)+
tn−1∑
j=1
ηmn ( j)
}
+
n∑
i=Nmn+1
X i + oa.s.(Hp(n)) =: S1,n + S2,n + S3,n + oa.s.(Hp(n)).
We will show that the sums of small blocks S2,n and S3,n are negligible, while the sums S1,n can
be approximated by a Brownian motion.
Lemma 4.2. Under the conditions of Theorem 4.1, it holds that |S3,n| = oa.s.(Hp(n)).
Proof. We set an, j = 2n + ( j − 1)(pn + qn) for notational brevity. It is enough to prove
max
1≤ j≤kn+1
max
an, j≤k≤an, j+1
∣∣∣∣∣∣
k∧2n+1∑
i=an, j
X i
∣∣∣∣∣∣ = oa.s.(Hp(2n)). (4.7)
By the stationarity and the Borel–Cantelli lemma, (4.7) follows immediately if we can show that
for every ε > 0,
Q :=
∞∑
n=1
2(1−a)nP
(
max
1≤ j≤2pn
∣∣∣∣∣
j∑
k=1
X ′k,n
∣∣∣∣∣ ≥ εHp(2n)
)
<∞, (4.8)
where X ′k,n = E[Xk |εk−qn−1 , . . . , εk] for 1 ≤ k ≤ 2pn .
Let b < ∆ < 1 and r be an integer satisfying ∆r b < C (recall C in condition (7)). Define
qn(i) = [2∆i bn] for 0 ≤ i ≤ r and
X ′k,n(i) = E[Xk |εk−qn−1(i), . . . , εk], 1 ≤ k ≤ 2pn, 0 ≤ i ≤ r.
It is easily seen that X ′k,n − X ′k,n(r) =
∑r−1
i=0 (X ′k,n(i)− X ′k,n(i + 1)). Hence
Q ≤
∞∑
n=1
2(1−a)nP
(
max
1≤ j≤2pn
∣∣∣∣∣
j∑
k=1
X ′k,n(r)
∣∣∣∣∣ ≥ 2−1εHp(2n)
)
+
r−1∑
i=0
∞∑
n=1
2(1−a)nP
(
max
1≤ j≤2pn
∣∣∣∣∣
j∑
k=1
(X ′k,n(i)− X ′k,n(i + 1))
∣∣∣∣∣ ≥ CrεHp(2n)
)
=: Q1 +Q2.
First we use the blocking method to deal with Q2. For every 0 ≤ i ≤ r , let us split
the interval [1, 2pn] into 2dn(i) := 2pn/qn(i) (without loss of generality, we assume that
dn(i) is an integer) small intervals having the length qn(i). Denote these intervals by J1,n(i),
K1,n(i), . . . , Jdn(i),n(i), Kdn(i),n(i) and write ς j (i) =
∑
m∈J j,n(i)(X
′
m,n(i) − X ′m,n(i + 1)),
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ζ j (i) = ∑m∈K j,n(i)(X ′m,n(i) − X ′m,n(i + 1)) for 1 ≤ j ≤ dn(i) and 0 ≤ i ≤ r . To simplify
the notation, we use ς j (ζ j , dn) to denote ς j (i) (ζ j (i), dn(i)). Then {ς j , 1 ≤ j ≤ dn} and
{ζ j , 1 ≤ j ≤ dn} are two sets of independent random vectors. Note that
max
1≤ j≤2pn
∣∣∣∣∣
j∑
k=1
(X ′k,n(i)− X ′k,n(i + 1))
∣∣∣∣∣ ≤ max1≤ j≤dn
∣∣∣∣∣
j∑
k=1
ςk
∣∣∣∣∣+ max0≤ j≤dn
∣∣∣∣∣
j∑
k=1
ζk
∣∣∣∣∣
+ max
1≤ j≤2dn
max
jqn(i)+1≤k≤( j+1)qn(i)
∣∣∣∣∣ k∑
m= jqn(i)+1
(X ′m,n(i)− X ′m,n(i + 1))
∣∣∣∣∣
=: L1 + L2 + L3. (4.9)
By taking x = d−1εHp(2n) and y = x/(12q) with q > 0 in the Fuk–Nagaev-type inequality
(Lemma A.3), we can obtain that, for every q > 0 and every ε > 0,
∞∑
n=1
2(1−a)nP
(
L1 ≥ εHp(2n)
)
≤ Cε,q,d
∞∑
n=1
2(1−a)n
(
dnE|ς1|2
(Hp(2n))2
)q
+ Cε,q,d
∞∑
n=1
2(1−a)ndn
E|ς1|p
(Hp(2n))p
. (4.10)
By Lemma A.2, E|ς1|2 = O(qn(i)). Recall that dn(i) ∼ 2(a−∆i b)n . It is readily seen that the
first term in (4.10) is finite by (5) and letting q be large enough. We claim that the second term is
also finite. Actually, by virtue of Lemma A.1,
E|ς1|p ≤ C p,d(qn(i))p/2Θ pqn−1(i+1),p ≤ C p,d2∆
i bpn/2Θ p[2∆i+1b(n−1)],p.
Hence the claim is proved by taking this estimate back into (4.10) and observing that
∞∑
n=1
2(1−∆i b)n+∆i bpn/2Θ p[2∆i+1bn ],p(Hp(2
n))−p
≤ C
∞∑
n=1
[ n+1
∆i+1 ]∑
k=[ n
∆i+1 ]+1
2k+∆i b(p−2)k/2Θ p[2∆i+1bk ],p(Hp(2
k))−p
≤ C
∞∑
n=1
2
n
∆i+1+
b(p−2)n
2∆ Θ p[2bn ],p(Hp(2
n
∆i+1 ))−p
≤ C
∞∑
n=1
2pn/2Θ p[2bn ],p(Hp(2
n))−p
<∞, (4.11)
where we have used b < ∆, (1) and (6) in the third and fourth inequalities respectively. Similarly,
∞∑
n=1
2(1−a)nP
(
L2 + L3 ≥ εHp(2n)
)
<∞.
Combining the inequalities above, we obtain that Q2 <∞.
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It remains for us to show that Q1 < ∞. Write α j,n = ∑m∈J j,n(r) X ′m,n(r) and β j,n =∑
m∈K j,n(r) X
′
m,n(r) for 1 ≤ j ≤ dn(r). Then
Q1 ≤ 2
∞∑
n=1
2(1−a)nP
(
max
1≤ j≤dn(r)
∣∣∣∣∣
j∑
k=1
αk,n
∣∣∣∣∣ ≥ 8−1εHp(2n)
)
+
∞∑
n=1
2(1−a)ndn(r)P
(
max
1≤k≤qn(r)
∣∣∣∣∣ k∑
i=1
X ′i,n(r)
∣∣∣∣∣ ≥ 4−1εHp(2n)
)
=: Q11 +Q12.
By a proof analogous to that of (4.10), we can get Q11 <∞ if
∞∑
n=1
2(1−a)ndn(r)P
(|α1,n| ≥ εHp(2n)) <∞ (4.12)
for every ε > 0. Actually, this follows from (7) and Lemma 4.1 immediately since ∆r b < C.
Similarly, Q12 <∞, which entails Q1 <∞, and hence completes the proof of the lemma. 
Lemma 4.3. Under the conditions of Theorem 4.1, we have |S2,n| = oa.s.(Hp(n)).
Proof. The proof of Lemma 4.3 is contained in the proof of Lemma 4.2. In fact, it can be
concluded from (4.7) that
mn−1∑
i=1
|ηi (ki + 1)| =
mn−1∑
i=1
o(Hp(2i )) = o(Hp(n)) a.s.
Therefore it suffices to show that
max
1≤m≤n
{
m−1∑
i=1
ki∑
j=1
ηi ( j)+ max
1≤t≤km
t∑
j=1
ηm( j)
}
= oa.s.(Hp(2n))
which will be derived if
max
1≤i≤kn
∣∣∣∣∣ i∑
j=1
ηn( j)
∣∣∣∣∣ = oa.s.(Hp(2n)). (4.13)
We note that {ηi ( j), i ≥ 1, 1 ≤ j ≤ ki } are independent random vectors. Then by the
Borel–Cantelli lemma, Lemma A.3, (4.8) and observing that knE|ηn(1)|2 = O(2n(1−a+b)),
(4.13) holds. 
In view of (7), we see that for any 0 < δ < C, there exists a sequence of positive numbers
{n(δ)} satisfying n(δ) ↘ 0 sufficiently slowly (for example, n(δ) log3 n ↗ ∞) such that for
every ε > 0,
∞∑
j=1
2 j (1−δ)P
(
U j (δ)+U ′j (δ) ≥ ε j (δ)Hp(2 j )
)
<∞
and n(δ)H22 (2
n)/2n → ∞. (We remark that (4) implies H22 (n)/n → ∞.) Now take θi =
i (∆r b) with ∆r b < C and let
ξ ′i ( j) = ξi ( j)I {|ξi ( j)| ≤ θi Hp(2i )}, ξ ′′i ( j) = ξ ′i ( j)− Eξ ′i ( j), 1 ≤ j ≤ ki , i ≥ 1.
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Lemma 4.4. Under the conditions of Theorem 4.1, we have
knE|ξn(1)|I {|ξn(1)| ≥ θn Hp(2n)} = o(Hp(2n)). (4.14)
Proof. If p = 2, we have from Lemma A.2 that
knE|ξn(1)|I {|ξn(1)| ≥ θn Hp(2n)} ≤ θ−1n kn(Hp(2n))−1E|ξn(1)|2 I {|ξn(1)| ≥ θn Hp(2n)}
= o(Hp(2n)),
and hence (4.14) holds. Suppose now that 2 < p < 4. It is easy to see that
E|ξn(1)|I {|ξn(1)| ≥ θn Hp(2n)} ≤ C
∞∑
j=n
Hp(2 j )P
(∣∣∣∣∣
pn∑
k=1
X ′k,n
∣∣∣∣∣ ≥ θn Hp(2 j )
)
. (4.15)
In order to estimate the series in (4.15), we should note that the arguments from (4.8) to (4.12)
imply
P
(
max
1≤i≤pn
∣∣∣∣∣ i∑
k=1
X ′k,n
∣∣∣∣∣ ≥ θn Hp(2 j )
)
≤ O
((
2an
θ2n H2p(2 j )
)q)
+ O(1)
r−1∑
i=0
dn(i)
2∆
i bpn/2Θ p[2∆i+1b(n−1)],p
θ
p
n Hp(2 j )p
+ O(1)dn(r)P
(
max
1≤k≤qn(r)
∣∣∣∣∣ k∑
i=1
X ′i,n(r)
∣∣∣∣∣ ≥ Cq,dθn Hp(2 j )
)
, (4.16)
where q can be arbitrarily large, and
P
(
max
1≤k≤qn(r)
∣∣∣∣∣ k∑
i=1
X ′i,n(r)
∣∣∣∣∣ ≥ Cq,dθn Hp(2 j )
)
≤ P
(
Un(∆r b) ≥ Cq,dθn Hp(2 j )
)
+ Cd,ε,p
2∆
r bpn/2Θ p[2∆r b(n−1)],p
θ
p
n Hp(2 j )p
. (4.17)
By virtue of (3) and the fact Un(∆r b) ≤ U j (∆r b) when j ≥ n,
(Hp(2n))−1kn
∞∑
j=n
Hp(2 j )dn(r)P
(
Un(∆r b) ≥ Cq,dθn Hp(2 j )
)
≤ (Hp(2n))−12(1−∆r b)n
∞∑
j=n
Hp(2 j )P
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
)
= O(1)
∞∑
j=n
2(1−∆r b) jP
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
)
= o(1).
Taking this estimate, (4.16) and (4.17) back into (4.15) and by tedious but simple calculations,
we can get (4.14) immediately. 
By virtue of (4.16) and (4.17), it is readily seen that
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∞∑
n=1
2(1−a)nP
(
max
1≤i≤pn
∣∣∣∣∣ i∑
k=1
X ′k,n
∣∣∣∣∣ ≥ θn Hp(2n)
)
<∞. (4.18)
Write Σn, j := Cov(ξ ′′n ( j)), n ≥ 1, 1 ≤ j ≤ kn . The stationarity of {Xn} yields Σn, j = Σn,1
for 1 ≤ j ≤ kn .
Lemma 4.5. Suppose that Γ = I and the conditions of Theorem 4.1 hold. Then for every ε > 0,
Q3 :=
∞∑
n=1
exp
(
− εH
2
p(2
n)
kn|√pn I − Σ 1/2n,1 |2
)
<∞,
where the norm of a matrix A is defined by |A| = sup|x |6=0 |Ax |/|x |.
Proof. Set
Tn( j) =
∑
i∈In( j)
X i = (Tn,1( j), . . . , Tn,d( j)), 1 ≤ j ≤ kn .
Routine calculations imply that
|Σn,1 − Cov(ξn(1))| ≤ CE|ξn(1)|2 I {|ξn(1)| ≥ θn Hp(2n)}. (4.19)
By Lemma A.1 and (2.3), we have
E|Tn(1)− ξn(1)|2 = O(2anΘ2qn ,2), (4.20)
|Cov(Tn(1))− Cov(ξn(1))|2 = O(22anΘ2qn ,2), (4.21)
and
|Cov(Tn(1))− pn I |2 = O(1)2an
pn∑
i=1
Θ2i,2. (4.22)
Let us deal with the case of p = 2 first. Set Sn = (Sn,1, . . . Sn,d) and D0 = (D0,1, . . . , D0,d).
Then by (2.3), Sn,i/
√
n → N (0, σ 2i ) in distribution and ES2n,i/n → σ 2i for 1 ≤ i ≤ d , where
σ 2i = ED20,i . This yields that {S2n,i/n} is uniformly integrable. Hence
E|Tn(1)|2 I {|Tn(1)| ≥ θn Hp(2n)} = o(2an). (4.23)
Since for any semi-positive definite matrix A, |(I − A)2| ≤ |I − A2|2, we conclude from (4.19)
to (4.23) that
kn|(√pn I − Σ 1/2n,1 )2| ≤ kn p−1n |pn I − Σn,1|2 = o(2n). (4.24)
This together with (4) proves the lemma.
Next we will prove the lemma for when 2 < p < 4. Let r in (4.16) and (4.17) be large enough
that ∆r b ≤ γ , where γ is defined in (3). As for (4.14), it follows easily from (4.16) and (4.17)
and simple calculations that
H−2p (2n)kn2−na
(
E|ξn(1)|2 I {|ξn(1)| ≥ θnχp(2n)}
)2
≤ C H−2p (2n)2n−2an
( ∞∑
j=n
2aqn
θ
2q
n H
2q−2
p (2 j )
)2
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+C H−2p (2n)2n−2an
 ∞∑
j=n
r−1∑
i=0
2(a+∆i b(p−2)/2)nΘ p[2∆i+1b(n−1)],p
θ
p
n H
p−2
p (2 j )
2
+C H−2p (2n)2n−2an
(
dn(r)
∞∑
j=n
H2p(2
j )P
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
))2
=: I1(n)+ I2(n)+ I3(n).
By (2), (3) and (5), we have
∞∑
n=1
I1(n) ≤ C
∞∑
n=1
( ∞∑
j=n
2(1−a)n+aqn
θ
2q
n H
2q
p (2 j )
)2
≤ C
∞∑
n=1
2(1−a)n+aqn
H2qp (2n)
<∞,
∞∑
n=1
I2(n) ≤ C
∞∑
n=1
r−1∑
i=0
2(1+∆i b(p−2)/2)nΘ p[2∆i+1bn ],p
θ
p
n H
p
p (2n)
<∞
and
∞∑
n=1
I3(n) ≤ C
∞∑
n=1
(
H−2p (2n)2(1−∆
r b)n
∞∑
j=n
H2p(2
j )P
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
))2
≤ C
∞∑
j=1
H2p(2
j )P
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
) j∑
n=1
2(1−2γ )n
H2p(2n)
2(2γ−∆r b)n
≤ C
∞∑
j=1
21−∆r bjP
(
U j (∆r b) ≥ Cq,dθ j Hp(2 j )
)
< ∞.
Moreover, since Θn,2 ≤ Θn,p and (6), we conclude that for large q ,
∞∑
n=1
(
H−2p (2n)2(1−a)n
pn∑
i=1
Θ2i,2
)q
≤ C
∞∑
n=1
(
2(1−a+b)n
H2p(2n)
)q
+
∞∑
n=1
(
2nΘ2[2bn ],p
H2p(2n)
)q
< ∞.
Using (4.19), (4.21) and (4.22) and the inequality e−x ≤ Cx−q for any q > 0 and x > 0, it is
readily seen that
Q3 ≤ C
∞∑
n=1

2(1−a)n
pn∑
i=1
Θ2i,2
H2p(2n)

q
+ C
∞∑
n=1
2qnΘ2q[2bn ],p
H2qp (2n)
+C
∞∑
n=1
(I1(n)+ I2(n)+ I3(n))q <∞.
This completes the proof of Lemma 4.5. 
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Lemma 4.6. Under the conditions of Theorem 4.1, we have for some q > 2
Q4 :=
∞∑
n=1
kn
E|ξ ′′n (1)|q
(Hp(2n))q
<∞. (4.25)
Remark 4.1. From the proof we see that if p = 2 then q can be less than 4.
Proof. We have
Q4 ≤ C
∞∑
n=1
2(1−a)n
n∑
k=1
Hqp (2k)P
(
Hp(2k−1) < |ξn(1)| ≤ Hp(2k)
)
(Hp(2n))q
≤ C
∞∑
n=1
2(1−a)n
n∑
k=µn
Hqp (2k)P
(|ξn(1)| ≥ Hp(2k−1))
(Hp(2n))q
+ C, (4.26)
where 0 < µ < 1 satisfying aµ > b is taken as follows: Since b < a(1+a)/2 and (1+a)/2 > a,
we can let δ > 0 be small enough that (1 + a)/2 − δ > a ∨ (b/a). When p = 2, we take
µ = (1+ a)/2− δ and q = 4(1−a)1−a+δ . So by (1),
∞∑
n=1
2(1−a)n
µn∑
k=1
Hq2 (2
k)
Hq2 (2
n)
≤ C
∞∑
n=1
2(1−a)n2(µ−1)nq/2 <∞.
When p > 2, we let max(a/(a + ), b/a) < µ < 1 and q be large enough to ensure (4.26).
(Recall  defined in (5).)
Now, for µn ≤ k ≤ n, let us split the interval [1, pn] into blocks J j , K j , 1 ≤ j ≤ dn(k), with
equal length pk . Here 2dn(k) = pn/pk (we assume that dn(k) is an integer for brevity, even if
k = n). Clearly, dn(k) is proportional to 2a(n−k). Set
ξ j,k =
∑
m∈J j
X ′m,n, η j,k =
∑
m∈K j
X ′m,n, 1 ≤ j ≤ dn(k).
Since aµ > b, k ≥ µn, we have pk ≥ qn and hence {ξ j,k, 1 ≤ j ≤ dn(k)} are independent
random vectors. This is true also for {η j,k}. Let x = Hp(2k−1), y = x/(12t) in Lemma A.3. By
virtue of Lemmas A.3 and A.1, we have
P
(
|ξn(1)| ≥Hp(2k−1)
)
≤O
((
2an
(Hp(2k))2
)t)
+ d2a(n−k)+1P
(
|ξ1,k | ≥ Ct,d Hp(2k−1)
)
≤ O
((
2an
(Hp(2k))2
)t)
+ d2a(n−k)+1P
(∣∣∣∣∣
pk∑
i=1
X ′i,k
∣∣∣∣∣ ≥ 2−1Ct,d Hp(2k−1)
)
+Ct,d,p(Hp(2k−1))−p2a(n−k)+apk/2Θ p[2bk ],p,
where t is large enough. From (4) and the choice of µ referred to above, we know that (i) when
p = 2, H2p(2n) ≥ C2n and µ > a; (ii) if p > 2, then by (5) and µ > a/(a + ) it holds that
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2an = O(1)2(a−µa−µ)n H2p(2µn). Therefore, we have for p ≥ 2
∞∑
n=1
2(1−a)n
n∑
k=µn
Hqp (2k)
(
2an
(Hp(2k ))2
)t
(Hp(2n))q
<∞
when t is large. By (2) and routine calculations, we can get
∞∑
n=1
2(1−a)n
n∑
k=µn
(Hp(2k))q−p2a(n−k)+apk/2Θ p[2bk ],p
Hqp (2n)
≤ C
∞∑
k=1
2a(p−2)k/2(Hp(2k))q−pΘ p[2bk ],p
∞∑
n=k
2n−(1/p−υ)qn2(1/p−υ)qn
Hqp (2n)
≤ C
∞∑
k=1
2pk/2Θ p[2bk ],p
H pp (2k)
<∞.
Taking these inequalities back into (4.26) yields
Q4 ≤ C
∞∑
n=1
2(1−a)n
n∑
k=µn
Hqp (2k)2a(n−k)P
(∣∣∣∣ pk∑
i=1
X ′i,k
∣∣∣∣ ≥ Ct Hp(2k−1))
(Hp(2n))q
+ C
≤ C
∞∑
k=1
2(1−a)kP
(∣∣∣∣∣
pk∑
i=1
X ′i,k
∣∣∣∣∣ ≥ Ct Hp(2k−1)
)
+ C.
This together with (4.18) implies that Q4 <∞. 
Lemma 4.7. Suppose that the conditions of Theorem 4.1 hold. Then on a richer probability
space, there exists an Rd valued Brownian motion B(t) with covariance matrix Γ such that
|S1,n − B(n)| = oa.s.(Hp(n)). (4.27)
Proof. Suppose that Γ > 0 when d = 1. Therefore, without loss of generality, we can assume
that Γ = I .
By (4.14) and (4.18), in order to prove the lemma, we only need to infer that∣∣∣∣∣mn−1∑
i=1
ki∑
j=1
ξ ′′i ( j)+
tn−1∑
j=1
ξ ′′mn ( j)− B(n)
∣∣∣∣∣ = oa.s.(Hp(n)). (4.28)
In the following, we introduce some notation. Write ξ ′′′i ( j) = Σ−1/2i, j ξ ′′i ( j). (From (4.24), we
see that p−1n Σn,1 → I . So we can assume that Σn,1 is positive definite for all n.) Clearly,
ξ ′′i ( j) = Σ 1/2i, j ξ ′′′i ( j). Put
S˜n(t) =
n−1∑
i=1
ki∑
j=1
(
√
pi I − Σ 1/2i, j )ξ ′′′i ( j)+
t∑
j=1
(
√
pn I − Σ 1/2n, j )ξ ′′′n ( j),
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S′n(t) =
n−1∑
i=1
ki∑
j=1
√
piξ
′′′
i ( j)+
t∑
j=1
√
pnξ
′′′
n ( j),
σ
′2
n =
mn−1∑
i=1
ki∑
j=1
pi +
tn−1∑
j=1
pmn .
Lemma 3 in [10] together with Lemmas 4.5 and 4.6 implies that for every ε > 0,
∞∑
n=1
P
(
max
1≤t≤kn
|˜Sn(t)− S˜n−1(kn−1)| ≥ εHp(2n)
)
<∞. (4.29)
By the Borel–Cantelli lemma, in order to prove (4.28), it suffices to show that
|S′mn (tn − 1)− B(n)| = oa.s.(Hp(n)). (4.30)
The case p = 2. Let bn = ∑ni=1 ki . Define {an} in Lemma A.4 by ak = Hq(2n) if
bn−1 < k ≤ bn . We also define {Zn} in Lemma A.4 by
Zk = √pnξ ′′′n (k − bn−1), bn−1 < k ≤ bn .
Observe that (4.25) implies that the conditions in Lemma A.4 hold. So in a richer probability
space, we can construct independent centered normal random vectors {ηn, n ≥ 1} with
Cov(ηn) = Cov(Zn) such that
max
1≤k≤bn
∣∣∣∣∣ k∑
i=1
(Zi − ηi )
∣∣∣∣∣ = oa.s.(Hp(2n)). (4.31)
Without loss of generality, we can write ηk as
√
pnYn(k − bn−1) for bn−1 < k ≤ bn , where
{Yn( j), n ≥ 1, 1 ≤ j ≤ kn} are i.i.d. centered normal random vectors with Cov(Yi ( j)) = I .
The case 2 < p < 4. Since (4.25) may not hold for 2 < q < 4, we should use Lemma A.5
instead of Lemma A.4. Note that Cov(ξ ′′′i ( j)) = I and ξ ′′′n (1), . . . , ξ ′′′n (kn) are i.i.d. centered
random vectors. Also, p−1/2n Σ 1/2n,1 → I . So |ξ ′′′n (1)| ≤ Cp−1/2n θn Hp(2n). Then it can be shown
that when n ≥ N0 for some N0 > 0,
αnE[|ξ ′′′n (1)|3 exp(αn|ξ ′′′n (1)|)] ≤ 1
with αn = θ−1/2n p1/2n (Hp(2n))−1 log Hp(2n). Applying Lemma A.5, on a richer probability
space, we can construct independent normal random vectors Yn(1), . . . , Yn(kn)withEYn( j) = 0,
Cov(Yn( j)) = I , 1 ≤ j ≤ kn , such that we have for x ≥ 0,
P
(
max
1≤k≤kn
∣∣∣∣∣ k∑
j=1
(ξ ′′′n ( j)− Yn( j))
∣∣∣∣∣ ≥ x
)
≤ c112(1−a)n
[
exp(−c12αn x)+ exp
(
−c12
(
x
γ
)1/2)]
(4.32)
with γ = E|ξ ′′′n (1)|3. From Lemma A.2, γ ≤ C[(θn p−1/2n Hp(2n))3−p ∨ 1]. Now take x =
θ
1/4
n Hp(2n)/p
1/2
n . It easily follows from (4.32) and (5) that
∞∑
n=1
P
(
max
1≤k≤kn
∣∣∣∣∣ k∑
j=1
(ξ ′′′n ( j)− Yn( j))
∣∣∣∣∣ ≥ θ1/4n Hp(2n)/p1/2n
)
<∞.
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Applying the Borel–Cantelli lemma, we see that almost surely
max
1≤m≤n,1≤t≤km
∣∣∣∣∣m−1∑
i=1
ki∑
j=1
√
pi [ξ ′′′i ( j)(ω)− Yi ( j)(ω)] +
t∑
j=1
√
pm[ξ ′′′m ( j)(ω)− Ym( j)(ω)]
∣∣∣∣∣
≤ K (ω)+
n∑
i=1
θ
1/2
i Hp(2
i )
≤ K (ω)+ o(Hp(2n)), (4.33)
where K (ω) is a finite constant.
Set
S′′n(t) =
n−1∑
i=1
ki∑
j=1
√
pi Yi ( j)+
t∑
j=1
√
pnYn( j), 1 ≤ t ≤ kn .
Without loss of generality, we assume that there exists an Rd valued Brownian motion B(t)
with covariance matrix I such that S′′mn (tn − 1) = B(σ
′2
n ). Moreover, it can be shown that
|σ ′2n − n| ≤ C(n1−a+b + na). Then by (5) and the tail probabilities of normal distribution,
we can get
|B(σ ′2n )− B(n)| = oa.s.(Hp(n)). (4.34)
The proof of (4.27) is complete by (4.31), (4.33) and (4.34).
For d = 1 and Γ = 0, we see that Dk = 0 a.s., k ≥ 0. By (2.3), Lemma A.1 and the proof of
Lemma 4.5, we can get for every ε > 0,
∞∑
n=1
exp
(
−εH
2
p(2
n)
knΣn,1
)
<∞.
So by Lemma 3 in [10] and Lemma 4.6 again,∣∣∣∣∣mn−1∑
i=1
ki∑
j=1
ξ ′′i ( j)+
tn−1∑
j=1
ξ ′′mn ( j)
∣∣∣∣∣ = oa.s.(Hp(n))
and therefore |S1,n| = oa.s.(Hp(n)). The proof of the lemma is terminated. 
Proof of Theorem 2.1. Take Hp(n) = χp(n). Let a = 2/p−% and b = (4− p)/p− 2%, where
% > 0 is sufficiently small. We can see that 0 < b < a(a + 1)/2, and (1)–(5), (7) are satisfied.
When 2 < p < 4, (6) is easily proved. For the other case of p = 2,
T2 ≤ C
∞∑
i=1
i22iΘ2qi ,2
2i log i
≤ C
∞∑
n=1
(log n)2Θ2[nb],2
n log2 n
≤ C
∞∑
n=1
[(n+1)1/b]∑
i=[n1/b]+1
(log i)2Θ2[ib],2
i log2 i
≤ C
∞∑
n=1
(log n)2Θ2n,2
n log2 n
< ∞.
This completes the proof of Theorem 2.1. 
Proof of Theorem 2.2. Let Hp(n) = nτ/2+δ , a = τ , b = 2τ − 1. Noting that 2/p < τ < 1, we
have b < a(a + 1)/2. (1)–(7) are easily proved and the proof is omitted. 
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5. Proof of corollaries
Proof of Corollary 3.1. By condition (3.1) on h(·) and the Ho¨lder inequality, we see that
θn,p = O(|an|), and hence (2.6) holds. It remains to check Condition A. Let C < 1/(pr) and
write δ j = [2δ j ] with δ < C. By (3.1),
|h(Yi )| ≤ C
∣∣∣∣∣∣
δ j∑
m=0
amεi−m
∣∣∣∣∣∣
r
+ C
∣∣∣∣∣∣
∞∑
m=δ j+1
amεi−m
∣∣∣∣∣∣
r
+ C.
This together with the fact E|∑∞m=δ j+1 amε j−m |r = O(1) implies that
U ′j (δ) ≤ C
 δ j∑
i=1
δ j∑
m=0
|am ||εi−m |
r + Cδ j . (5.1)
Let εi = |εi | − E|εi |, i ∈ Z , and write
n∑
j=1
n∑
m=0
|am |ε j−m =
n−1∑
t=−n
an,tε−t ,
where an,t = ∑nj=−t |a j+t | for −n ≤ t ≤ −1, and an,t = ∑n−tj=1 |a j+t | for 0 ≤ t ≤ n − 1.
Without loss of generality, we assume
∑∞
i=0 |ai | ≤ 1 so that an,t ≤ 1 for −n ≤ t ≤ n − 1. Since
δ j/(χp(2 j ))1/r = o(1), we have from (5.1) that for every ε > 0,
P
(
U ′j (δ) ≥ εχp(2 j )
)
≤ P
 δ j∑
i=1
δ j∑
m=0
|am ||εi−m | ≥ C(χp(2 j ))1/r

≤ P
∣∣∣∣∣∣
δ j∑
i=1
δ j∑
m=0
|am |εi−m
∣∣∣∣∣∣ ≥ C(χp(2 j ))1/r

= P
∣∣∣∣∣∣
δ j−1∑
m=−δ j
|aδ j ,m |ε−m
∣∣∣∣∣∣ ≥ C(χp(2 j ))1/r

≤ O
(
(δ j (χp(2 j ))−2/r )t
)
+ 2
δ j−1∑
m=−δ j
P
(
|aδ j ,m ||ε−m | ≥ (12t)−1C(χp(2 j ))1/r
)
≤ O
(
(δ j (χp(2 j ))−2/r )t
)
+ 4δ jP
(
|ε0|r ≥ (12t)−r Crχp(2 j )
)
,
where we have used Lemma A.3 (by taking x = C(χp(2 j ))1/r and y = x/(12t)) and t is large
enough. This together with Lemma 4.1 proves Condition A, and hence completes the proof of
Corollary 3.1. 
Proof of Corollary 3.2. It follows easily from the conditions of Corollary 3.2 that Θn,p =
O(
∑∞
i=n−m |ai |). So we only need to verify Condition A. By the inequality 2|xy| ≤ x2 + y2,
2U ′j (δ) ≤
δ j∑
i=1
(X i )
2 +
δ j∑
i=1
(X i−m)2 + Cδ j .
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Then Condition A follows from Lemma 4.1 and the proof of Corollary 3.1. 
Proof of Corollary 3.3. We may write Yn = g(. . . , εn−1, εn) for some measurable function g.
Set Y ∗n = g(. . . ε−1, ε′0, . . . , εn−1, εn), X∗n = |Y ∗n |r − E|Y ∗n |r . By the Ho¨lder inequality,
E|Xn − X∗n |p ≤ rE|Yn − Y ∗n |p(|Yn|r−1 + |Y ∗n |r−1)p
≤ C prE|Yn − Y ∗n |p|Yn|p(r−1)
≤ C pr(E|Yn − Y ∗n |r p)1/r (E|Yn|pr )(r−1)/r .
In view of (3.11), we have
|h2n − h∗2n | =
∣∣∣∣∣
∫ Λ(h2n)
Λ(h∗2n )
[Λ−1(x)]′dx
∣∣∣∣∣
≤ C |Λ(h2n)− Λ(h∗2n )|(|Λ(h∗2n )|γ∨0 + |Λ(h2n)|γ∨0).
Hence, by virtue of conditions of Corollary 3.1 and the inequality |√x − √y| ≤ √|x − y| for
x, y ≥ 0, it is readily seen that
E|Yn − Y ∗n |r p ≤ CE|hn − h∗n|r p ≤ CE|h2n − h∗2n |r p/2
≤ CE|Λ(h2n)− Λ(h∗2n )|r p/2|Λ(h∗2n )|(γ∨0)r p/2
≤ C(E|Λ(h2n)− Λ(h∗2n )|r p(1+γ∨0)/2)1/(1+γ∨0)
× (E|Λ(h∗2n )|r p(1+γ∨0)/2)γ∨0/(1+γ∨0)
≤ C
E ∣∣∣∣∣ ∞∑
i=n
d(εn−i )
i−1∏
j=1
c(εn− j )
∣∣∣∣∣
r p(1+γ∨0)/21/(1+γ∨0)
= C
E ∣∣∣∣∣Λ(h21) n−1∏
j=1
c(εn− j )
∣∣∣∣∣
r p(1+γ∨0)/21/(1+γ∨0)
≤ Cρn
for some 0 < ρ < 1. This proves (2.6).
Now we check Condition A. Let C < 1/(pαr). By (3.11), Λ−1(x) ≤ Cx1+γ∨0+C for x ≥ ω,
which yields that
|Yn| ≤ |hnεn| ≤ C |εn|(Λ(h2n))(1+γ∨0)/2 + C |εn|. (5.2)
Set α = (1 + γ ∨ 0)/2 and β = α−1. Suppose now that αr ≥ 1. Recall that δ j = [2δ j ] with
δ < C. Since Xn = |Yn|r − E|Yn|r , (5.2) implies
U j (δ) ≤ C
 δ j∑
i=1
|εi |βΛ(h2i )
αr + C δ j∑
i=1
|εi |r + Cδ j .
Since E|ε0|pr <∞ and δ j/χp(2 j ) = o(1), we only need to show that for every ε > 0,
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∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|εi |r ≥ εχp(2 j )
 <∞ (5.3)
and
W =
∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|εi |βΛ(h2i ) ≥ ε(χp(2 j ))1/(αr)
 <∞. (5.4)
In fact, (5.3) follows from Lemma A.3 easily. We now give the proof of (5.4). Let ρ′ satisfy
0 < (E|c(ε0)|pαr )1/(pαr) < ρ′ < 1 and set
ηi,m = |εi |βd(εi−m)
m−1∏
t=1
c(εi−t ), 1 ≤ i ≤ δ j ,m ≥ 1.
Note that, for every fixed m, {ηi,m, i ≥ 1} are m-dependent random variables. Simple calculations
yield that
W ≤
∞∑
j=1
2 j (1−δ)
[δ1/2j ]∑
m=1
P
∣∣∣∣∣∣
δ j∑
i=1
ηi,m
∣∣∣∣∣∣ ≥ ερ ′m(χp(2 j ))1/(αr)

+
∞∑
j=1
2 j (1−δ)
∞∑
m=[δ1/2j ]+1
P
∣∣∣∣∣∣
δ j∑
i=1
ηi,m
∣∣∣∣∣∣ ≥ ερ ′m(χp(2 j ))1/(αr)

=: W1 +W2,
where ε in every line may be different. By the Markov inequality and E|c(ε0)| < ρ′, we have for
some 0 < ρ′′ < 1,
W2 ≤ C
∞∑
j=1
2 j (1−δ)δ j (χp(2 j ))−1/(αr)
∞∑
m=[δ1/2j ]+1
ρ
′′m <∞.
In order to deal withW1, we split the interval [1, δ j ] into blocks J1, K1, . . . , JM , KM with equal
length m. (The blocks JM , KM can be incomplete, but we still assume that they have the same
length m for the sake of brevity.) Clearly, M is proportional to δ j/m =: δ′j . Introduce
T (1)i,m =
∑
j∈Ji
η j,m, T
(2)
i,m =
∑
j∈Ki
η j,m .
Since E|c(ε0)| < ρ′ and δ j/(χp(2 j ))1/(αr) = o(1), we have, uniformly for m ≥ 1,
P
∣∣∣∣∣∣
δ′j∑
i=1
T (1)i,m
∣∣∣∣∣∣ ≥ ερ ′m(χp(2 j ))1/(αr)
 = o(1).
So by the Hoffmann-Jørgensen inequality (cf. [14]),
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P
∣∣∣∣∣∣
δ j∑
i=1
ηi,m
∣∣∣∣∣∣ ≥ ερ ′m(χp(2 j ))1/(αr)
 ≤ 2P
∣∣∣∣∣∣
δ′j∑
i=1
T (1)i,m
∣∣∣∣∣∣ ≥ ερ ′m(χp(2 j ))1/(αr)

≤ Cq
P
∣∣∣∣∣∣
δ′j∑
i=1
T (1)i,m
∣∣∣∣∣∣ ≥ Cqρ ′m(χp(2 j ))1/(αr)
q
+Cqδ′jP
(
|T (1)1,m | ≥ Cqρ
′m(χp(2 j ))1/(αr)
)
,
where q is a sufficiently large integer. The first term on the right hand side of the last inequality
above is less than Cq(ρ
′′m2− j )q for some  > 0 and 0 < ρ′′ < 1. Let q be large enough that
∞∑
j=1
2 j (1−δ)
[δ1/2j ]∑
m=1
(ρ
′′m2− j )q <∞.
This yields that (5.4) will follow if we prove
∞∑
j=1
2 j (1−δ)
[δ1/2j ]∑
m=1
δ′jP
(
|T (1)1,m | ≥ Cqρ
′m(χp(2 j ))1/(αr)
)
<∞.
In fact, the above sum is less than
∞∑
j=1
2 j (1−δ)
[δ1/2j ]∑
m=1
δ jP
(
|η1,m | ≥ Cqm−1ρ ′m(χp(2 j ))1/(αr)
)
≤
∞∑
m=1
∞∑
j=1
2 jP
(
|η1,m | ≥ Cqm−1ρ ′m(χp(2 j ))1/(αr)
)
≤ C
∞∑
m=1
m pαr (ρ′)−pαrmE|η1,m |pαr
≤ C
∞∑
m=1
m pαr (ρ′)−pαrm
(
E|c(ε0)|pαr
)m
<∞.
Therefore we prove (5.4) and Condition A is satisfied in the case of αr ≥ 1.
When αr < 1, we have
U j (δ) ≤ C
δ j∑
i=1
|εi |r (Λ(h2i ))αr +
δ j∑
i=1
|εi |r + Cδ j
≤ C
δ j∑
i=1
|εi |r
∞∑
m=1
|d(εi−m)|αr
m−1∏
j=1
|c(εi− j )|αr + C
δ j∑
i=1
|εi |r + Cδ j .
This, together with a similar proof ofW <∞, yields Condition A. The details are omitted. 
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Proof of Corollary 3.4. Let εn = (An, Bn). We may write Xn = g(. . . , εn−1, εn) for some
function g. Set
Gn =
∞∑
k=1
AnAn−1 · · ·An−k+1 Bn−k =:
∞∑
k=1
Gn,k .
Using arguments similar to those in the proof of W < ∞ (comparing Gn,k with ηi,m there), we
see that Condition A holds and
∞∑
j=1
2 jP
(
|Gn| ≥ 2 j/p
)
<∞.
This ensures E|Gn|p <∞. The proof of (2.6) can be given as follows:
E|Xn − X∗n |p ≤ C pE
∣∣∣∣∣ n∏
j=2
A j
∣∣∣∣∣
p
|G1|p ≤ Cρn
for some 0 < ρ < 1. 
Proof of Corollary 3.5. The proof is similar to those of Corollaries 3.3 and 3.4, and hence is
omitted. 
Proof of Corollary 3.6. We only need to check Condition A. Since | f (x)− f (y)| ≤ ρ|x − y|,
|Xn| ≤ ρ|Xn−1| + |εn| + | f (0)| ≤ · · · ≤
∞∑
i=0
ρi |εn−i | + (1− ρ)−1| f (0)| a.s.
The rest of the proof is similar to that of Corollary 3.1. 
Proof of Corollary 3.7. We first show that under condition (3.18),
n∑
i=1
(ηi − Eηi )− B(σ 2n) = oa.s.(φp(n)), (5.5)
where B(t) is a standard Brownian motion. Take Hp(n) = φp(n), a = 2/p − % and b =
(4 − p)/p − 2%. Thus, (1)–(5) are satisfied. To prove (6), we should note that (3.18) implies
that the physical dependence measure of ηn satisfies Θn,p = O(rn1 ) for some 0 < r1 < 1.
Hence (6) holds immediately. It remains to check (7). Recall that δ j = [2δ j ] with δ < C. Set
|ηi |′ = E[|ηi ||εi−[Q j], . . . , εi ] for 1 ≤ i ≤ δ j , where Q is large enough. By Lemma A.1,
∞∑
j=1
2 j (1−δ)P
(
U j (δ) ≥ εφp(2 j )
)
≤ (2ε−1)p
∞∑
j=1
2 j (1−δ)
E|
δ j∑
i=1
(|ηi | − |ηi |′)|p
φ
p
p (2 j )
+
∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|ηi |′ ≥ 2−1εφp(2 j )

= O(1)+
∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|ηi |′ ≥ 2−1εφp(2 j )
 . (5.6)
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Hence, (5.5) will follow if we prove that the series in (5.6) is convergent. Let
uk =
(k[Q j])∧δ j∑
i=(k−1)[Q j]+1
(|ηi |′ − E|ηi |), 1 ≤ k ≤ [δ j/[Q j]] + 1.
We can see that u1, u2, . . . are 1-dependent random variables. By Lemma A.3, for t large enough,
∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|ηi |′ ≥ 2−1εφp(2 j )

= O(1)
∞∑
j=1
2 j (1−δ)P
∣∣∣∣∣∣
[δ j /[Q j]]+1∑
k=1
uk
∣∣∣∣∣∣ ≥ 4−1εφp(2 j )

≤ O(1)
∞∑
j=1
2 j (1−δ)

[δ j /[Q j]]+1∑
k=1
Eu2k
φ2p(2 j )

t
+ 2
∞∑
j=1
2 j (1−δ)
[δ j /[Q j]]+1∑
k=1
P
(
|uk | ≥ (96t)−1εφp(2 j )
)
= O(1)+ 2
∞∑
j=1
2 j (1−δ)
[δ j /[Q j]]+1∑
k=1
P
(
|uk | ≥ (96t)−1εφp(2 j )
)
, (5.7)
where the last equation follows from the fact
∑[δ j /[Q j]]+1
k=1 Eu2k = O(δ j ). We now estimate
P
(|uk | ≥ (96t)−1εφp(2 j )). For the sake of convenience, we assume k = 1. The proof for the
case k ≥ 2 is similar. Let |ηi |′′ = E[|ηi ||εi−[Q log j], . . . , εi ], 1 ≤ i ≤ [Q j], and set
vk =
(k[Q log j])∧[Q j]∑
i=(k−1)[Q log j]+1
(|ηi |′′ − E|ηi |), 1 ≤ k ≤ [[Q j]/[Q log j]] + 1 =: J.
By Lemmas A.1 and A.3, we have for every ε > 0 and t large enough,
P
(
|u1| ≥ εφp(2 j )
)
= O
(
[Q j]p/2φ−pp (2 j )r p[Q log j]1
)
+ O(1)P
(∣∣∣∣∣ J∑
k=1
vk
∣∣∣∣∣ ≥ 2−1εφp(2 j )
)
≤ O
(
[Q j]p/2φ−pp (2 j )r [Q log j]1
)
+ O
((
Q jφ−2p (2 j )
)t)
+ 2
J∑
k=1
P
(
|vk | ≥ (48t)−1εφp(2 j )
)
. (5.8)
Using Lemma A.1 again and the fact
∑(k[Q log j])∧[Q j]
i=(k−1)[Q log j]+1 E|ηi | = o(φp(2 j )), we have
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P
(
|vk | ≥ (48t)−1εφp(2 j )
)
≤ O
(
(log j)p/2φ−pp (2 j )r p[Q log j]1
)
+P
([Q log j]∑
i=1
|ηi | ≥ (96t)−1εφp(2 j )
)
. (5.9)
Combining (5.7)–(5.9) and elementary manipulations,
∞∑
j=1
2 j (1−δ)P
 δ j∑
i=1
|ηi |′ ≥ 2−1εφp(2 j )

= O(1)+ O(1)
∞∑
j=1
2 j (log j)−1P
([Q log j]∑
i=1
|ηi | ≥ Ct,εφp(2 j )
)
= O(1)+ O(1)
∞∑
j=1
2 jP
(
|η1| ≥ CQ,t,εφp(2 j )/ log j
)
= O(1)+ O(1)E|η1|p.
This together with (5.6) implies Condition A. Hence (5.5) holds.
Set An =∑∞i=n ai . Then we have
Sn = A0
n∑
i=1
ηi −
∞∑
i=1
(Ai − Ai−n1i>n)ηn+1−i =: A0
n∑
i=1
ηi − R˜n .
This decomposition was obtained by Wu [30] for when {ηi } are i.i.d. random variables. In
fact, one can easily check that it holds for any {ηi } if E|ηi | = E|η0| < ∞. Observe that
max1≤k≤n |R˜k | = max1≤k≤n |∑ki=1(A0ηi − X i )| and {A0ηi − X i }i∈Z is a stationary process.
By Proposition 1 in [30], we only need to show that
∞∑
j=0
(
2− jE|R˜2 j |p
)1/(p+1)
<∞. (5.10)
Let
Dk,n =
(k+1)[M log n]∑
i=k[M log n]+1
(Ai − Ai−n1i>n)ηn+1−i
and
D′k,n =
(k+1)[M log n]∑
i=k[M log n]+1
(Ai − Ai−n1i>n)η′n+1−i ,
where M is large enough and η′i = E[ηi |εi−[M log n], . . . , εi ] for i ∈ Z . We also let R˜′n =∑∞
k=0 D′k,n . Then
(E|R˜n − R˜′n|p)1/p ≤
∞∑
i=1
|Ai − Ai−n1i>n|(E|ηn+1−i − η′n+1−i |p)1/p
= O(1)ρM log n
∞∑
i=1
|Ai − Ai−n1i>n| = O
(
nρM log n
)
= O(1).
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Moreover, R˜′n =
∑∞
k=0 D′2k,n +
∑∞
k=0 D′2k+1,n . By noting that {D′2k,n}k≥0 are independent
random variables, we have
E
∣∣∣∣∣ ∞∑
k=0
D′2k,n
∣∣∣∣∣
p
≤ C p
( ∞∑
k=0
E(D′2k,n)2
)p/2
+ C p
∞∑
k=0
E|D′2k,n|p
≤ C p,M (log n)p/2
( ∞∑
i=1
(Ai − Ai−n1i>n)2
)p/2
+C p,M (log n)p−1
∞∑
i=1
|Ai − Ai−n1i>n|p
≤ C p.M (log n)p/2
(
n∑
i=1
A2i
)p/2
+ C p,M (log n)p−1
n∑
i=1
|Ai |p
+C p,M (log n)p−1n|An|p
= O(n(log n)−αp+p/2).
Similarly, E|∑∞k=0 D′2k+1,n|p = O(n(log n)−αp+p/2). So E|R˜n|p = O(n(log n)−αp+p/2) and
(5.10) holds. 
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Appendix
Let S′n =
∑n
i=1 X ′i , where X ′i = E(X i |Fm(i)), Fm(i) = σ(εi−m, . . . , εi ), m ≥ 0. Define
Rn = Sn− S′n , R∗n = max1≤i≤n |Ri | and the projection Pm X i = E(X i |Fm(i))−E(X i |Fm−1(i)).
The following lemma gives the m-dependent approximation for the sum Sn . It is of
independent interest and may have wider applicability.
Lemma A.1. (i) Suppose that X1 ∈ Lq for some q > 1. Let q ′ = min(2, q). Then we have
‖Rn‖q
′
q ≤ Cq,dnΘq
′
m,q , (A.1)
where Cq,d is a constant only depending on q and d.
(ii) If q > 2, then
‖R∗n‖2q ≤ Cq,dnΘ2m,q . (A.2)
(iii) If 1 < q ≤ 2, then
‖R∗n‖qq ≤ Cq,dn(log n)qΘ2m,q . (A.3)
Proof. By Proposition 1 in [30], (ii) and (iii) can be obtained from (i). (Proposition 1 in [30] is
stated there for one-dimensional case d = 1 but the proof is true for all d.) So we only need to
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prove (i) here. Since X i = lim j→∞ E(X i |Fi+ j (i)), we see that
Rn =
n∑
i=1
∞∑
j=m−i+1
Pi+ j X i =
∞∑
j=m−n+1
n∑
i=(m− j+1)∨1
Pi+ j X i =:
∞∑
j=m−n+1
Rn, j .
For every fixed n and m, {Rn, j , j ≥ m − n + 1} is a sequence of martingale differences with
respect to σ(ε− j , ε− j+1, . . .). If q ≥ 2, we have by Burkholder’s inequality,
‖Rn‖2q ≤ Cq,d
E[ ∞∑
j=m−n+1
|Rnj |2
]q/22/q ≤ Cq,d ∞∑
j=m−n+1
‖Rnj‖2q . (A.4)
Note that
‖Rnj‖q ≤
n∑
i=(m− j+1)∨1
‖Pi+ j X i‖q ≤
n∑
i=(m− j+1)∨1
θi+ j,q . (A.5)
By (A.4) and (A.5), it is readily seen that
‖Rn‖2q ≤ Cq,d
∞∑
j=m−n+1
(
n∑
i=(m− j+1)∨1
θi+ j,q
)2
= Cq,d
m∑
j=m−n+1
(
n∑
i=m− j+1
θi+ j,q
)2
+ Cq,d
∞∑
j=m+1
(
n∑
i=1
θi+ j,q
)2
≤ Cq,dnΘ2m,q + Cq,d
∞∑
j=m+1
(
n∑
i=1
θi+ j,q
)
Θm,q
≤ Cq,d
(
nΘ2m,q +
n∑
i=1
Θi+m,qΘm,q
)
,
and hence (A.1) is proved. If 1 < q < 2, then
E|Rn|q ≤ Cq,dE
[ ∞∑
j=m−n+1
|Rnj |2
]q/2
≤ Cq,d
∞∑
j=m−n+1
E|Rnj |q .
By (A.5),
E|Rn|q ≤ Cq,d
∞∑
j=m−n+1
(
n∑
i=(m− j+1)∨1
θi+ j,q
)q
= Cq,d
m∑
j=m−n+1
(
n∑
i=m− j+1
θi+ j,q
)q
+ Cq,d
∞∑
j=m+1
(
n∑
i=1
θi+ j,q
)q
≤ Cq,dnΘqm,q + Cq,d
∞∑
j=m+1
(
n∑
i=1
θi+ j,q
)
Θq−1m,q
≤ Cq,dnΘqm,q .
So (A.1) holds. The proof is complete. 
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The following lemma follows from Lemma A.1 immediately.
Lemma A.2. Suppose that X1 ∈ Lq for some q ≥ 2, EX1 = 0 and Θ0,q < ∞. Set
S∗n = max1≤k≤n |Sk | and S′∗n = max1≤k≤n |S′k |. (i) For q > 2, we have E(S∗n )q ≤ Cnq/2
and E(S
′∗
n )
q ≤ Cnq/2. (ii) For q ≥ 2, E|Sn|q ≤ Cnq/2 and E|S′n|q ≤ Cnq/2, where C is a finite
constant which depends on d, q, Θ·,q and ‖X1‖q , but does not depend on m.
The following Fuk–Nagaev inequality can be found in [27]. (Shao proved it for the case d = 1.
Extending to all d is immediate.)
Lemma A.3. Let Y1, . . . , Yn be Rd valued independent centered random vectors. Then for x > 0
and y > 0,
P
(
max
1≤i≤n
∣∣∣∣∣ i∑
j=1
Y j
∣∣∣∣∣ ≥ dx
)
≤ 2dP( max
1≤k≤n
|Yk | > y)+ 4d exp
(
− x
2
8Bn
)
+ 4d
(
Bn
4xy
)x/(12y)
where Bn =∑nj=1 E|Y j |2.
The following lemma comes from [10].
Lemma A.4. Let {Zk} be a sequence of independent Rd valued random vectors with zero means
and Cov(Zk) = σ 2k Γ . Assume that the following holds true for some q ∈ (2, 4):
∞∑
n=1
E|Zn|q
aqn
<∞, 0 < ak ↑ ∞.
Then on a richer probability space we can construct a sequence of independent normal random
vectors {ηk} with Eηk = 0 and Cov(ηk) = σ 2k Γ , k ∈ N, such that the partial sums
Sn =∑nk=1 Zk , Tn =∑nk=1 ηk fulfill
|Sn − Tn| = o(an) a.s.
The last lemma comes from [11], Theorem 12.
Lemma A.5. Let X, X1, . . . , Xn be i.i.d. mean zero Rd valued random vectors with Cov(X) =
I . Suppose that there exists an α ∈ (0, 1/2) such that
αE|X |3 exp(α|X |) ≤ 1. (A.6)
Then on a richer probability space, we can construct independent normal random vectors
Y1, . . . , Yn with EYk = 0, Cov(Yk) = I , 1 ≤ k ≤ n, such that we have for x ≥ 0,
P
(
max
1≤k≤n
∣∣∣∣∣ k∑
i=1
(X i − Yi )
∣∣∣∣∣ ≥ x
)
≤ c11n
[
exp(−c12αx)+ exp
(
−c12
(
x
γ
)1/2)]
,
where γ = E|X |3, and c11, c12 are positive constants depending only on d.
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