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Abst rac t - -The  methodology of fuzzy reasoning has been shown to be very useful technology for 
modeling complex nonlinear systems. However, the most commonly used method for reasoning with 
fuzzy systems models, the Mamdani-Zadeh paradigm, faces many criticisms, particularly from the 
probability community. A new mathematical representation f linguistic oncepts i  presented in 
this paper. With the new model of normal compatibility clouds and a virtual rule engine, a novel 
uncertainty reasoning technology is proposed. It not only serves as a foundation of linguistic ontrol, 
but also integrating fuzziness and randomness in an inseparable way. A case study is given to clean 
up many doubts raised in the debate between fuzzy theory and probability theory researchers, and to 
give a good interpretation fthe Mamdani-Zadeh operations for the defuzzification strategy as well. 
The architecture ofsuch a controller shows the advantages in hardware implementations. 
Keywords--Uncertainty modeling, Linguistic atom, Compatibility cloud, Virtual cloud, Cloud 
generator. 
1. REASONING MECHANISM IN  
CONVENTIONAL FUZZY LOGIC  CONTROL 
Fuzzy systems arose from the desire to describe complex systems with linguistic descriptions 
[1-5]. While Boolean systems allow an item to have a membership of either one or zero in a set, 
fuzzy systems allow for different degrees of membership over the range of [0,1]. This imitates the 
uncertain, nonprecise approach to describing conditions and actions with linguistic terms used in 
our everyday life. 
Fuzzy controllers allow for a simple, more human approach to control design and do not 
demand the mathematical modeling knowledge of the more traditional control design methods. 
As systems become more complex, to describe them mathematically becomes more difficult. 
Thus, the reality and exactness of a system description become incompatible. For this reason, 
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fuzzy controllers provide reasonable, ffective alternatives to classical or state-space ontrollers, 
and the representation f fuzzy rules using linguistic terms may be considered as qualitative 
modeling. 
By using a linguistic approach, fuzzy theory can be integrated into control theory using rules 
of the form "if {condition} then {action}". A set of fuzzy control rules is a linguistic model of 
human control actions directly based on a human thinking about the operation. With a small 
set of these rules, one can create a functional controller. The input variables can be partitioned 
into overlapping sets which have a linguistic correlation to form a membership function. Most 
application-oriented controller design claim that the control quality is dependent on the definitions 
of membership functions of fuzzy sets involved. These membership functions are often triangular 
in shape but trapezoids and bell functions have also been used. The membership values control 
the degree to which each rule "fires" or activates, illustrating the interdependent relationship 
between the rule set and the membership functions. 
• ] ( Fuzzy Rule Base) 
Input__ ~ Fuzzifier) I (Defuzzifier) Output 
xeU ~I  e)--  ~ y~V 
nference Engin 
Figure 1. Basic onfiguration f fuzzy logic controllers. 
1.1. Conventional Fuzzy Logic Controllers 
A conventional fuzzy logic controller consists of four operators (see Figure 1)--the fuzzifier, 
the rule base, the inference ngine, and the defuzzifier. The fuzzifier converts a crisp input 
measurement to membership(s) in specified fuzzy set(s), and the rule base consists of a set of 
rules dictating the action to be taken. If more than one rules are activated, then the inference 
engine resolves conflicts between them. Finally, the deftLzzifier converts the resolution to a crisp 
action. 
To assist later discussion, we use a typical example given in the debate between fuzzy set 
theory and probability theory researchers [6-8], in which an air conditioner is to be controlled. 
The following five rules make up the rule base: 
cold I { sto  I 
cool I slow I 
if temperature is just right ~, then set motor speed to medium ~. 
I I 
hot ) blast ) 
The descriptive t rms emphasized represent values of linguistic variables [2,9], defined as variables 
whose values are words and phrases in natural languages. These values are usually referred to as 
the terms of the linguistic variable. In this example, the linguistic input variable temperature (X, 
measured in Fahrenheit (o F)) has the term set {cold, cool, just right, warm, hot} and the output 
variable motor speed (Z, measured in revolutions per minute (rpm)) has {stop, slow, medium, 
fast, blast} as its term set. 
Constructing membership functions is very critical in real world settings. Many applications 
of fuzzy logic controllers (FLC) therefore use linear membership functions for simplicity. The 
most common type is the triangular function. Let tri = (tl, t2, t3) t with tl < t2 < t3 (the prime 
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denotes transposition) be the following membership function: 
~g - tl if t 1 < x < ~2, 
t2 -- ~1' 
t3 - x 
re(x) = t~-  2 t ' i f t2<x<C3,  
1, if x = t2, 
0, otherwise. 
The trapezoidal function, denoted by tra = (a, b, c, d)' with a < b < c < d, is also very often 
used to represent a fuzzy concept. It  is described by the membership function: 
x-a  i fa<x<b,  
b -a '  
re(x) = 1, i fb < x < c, 
d-x  i f c<x<d,  
d-c '  
0, otherwise. 
The triangular function is a special case of the trapezoid where b = c. The bell function, denoted 
by G(Ex, 6) is also very often used in which Ex is represented as the expected value and $ as 
deviation to the expected value of a fuzzy concept. 
re (x )  = e -(~-E'0~126~. 
It  should be noticed that the bell representation is the simplest approach to the approximation 
since only two parameters are used. It is also the most natural way, since there is no cripple point 
on the curve. 1 Psychological experiments reveal that in human cognition to a fuzzy concept here 
are no such crisp cripple points at all. 
It is impossible to prove a membership function is uniquely correct in a real world application. 
A general method for determining membership functions is the statistical experiment. Other 
methods, such as incremental method, comparison method, the set-valued statistical method, etc., 
have also been studied [10]. However, it is argued that a membership function frequently takes 
on fuzzy values itself. This type of fuzzy set is called an ultrafuzzy set, level 2 fuzzy set, or 
interval-valued fuzzy set [11-14]. Therefore, fuzzy logic theory has been challenged starting from 
the concept of membership functions [15]. 
I f  a FLC is of a multi-input and one-output case, let f represents a mapping from an n-fold 
product space U = X1 ×2 ""  × Xn to a space Y. Let A~, i = 1 ,2 , . . . ,n ,  be fuzzy sets on 
X1, X2 , . . . ,  Xn, respectively, with membership functions mx,(x ) .  Then, under the assumption 
of the extension principle, the fuzzy set Y has membership function 
mr(y) = max {rain mA,(Zi)}. 
y=.f(xl ,x2 ..... x,~) 
In other words, y must belong to all set of A1, A2, . . .  ,A= and still satisfy y = f (x l ,  x~, . . . ,  xn). 
Besides, the amount of precise computation involved in constructing membership functions can 
be formidable. It  is a really hard computation while losing any operational meaning. As to a 
multi-input and multi-output case, we consider that it is the summarization of multi-input one- 
output cases. However, in this paper the one-input and one-output controller is the only one 
addressed. 
1A cripple point is one in which there is a discontinuity in the first derivative, and thus the second erivative does 
not exist at that point. 
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1.2. The Mamdani-Zadeh Paradigm 
Due to dissatisfaction with the max-min operations, this mathematical point of view has been 
extended in the last decade to the trying out of operations which are so-called t-norm and t-co- 
norm. The most commonly used operations for the t-norm are: 
rain(u, v), fuzzy intersection; 
t-norm(u, v) = u x v, algebraic product; 
max(O,u + v - 1), bounded product. 
The most commonly used operations for t-co-norm are: 
max(u, v), fuzzy union; 
t-co-norm(u, v) ---- u + v - u x v, algebraic sum; 
rain(l, u + v), bounded sum. 
In the design of fuzzy logic controllers, the product-summation composition, center-of-gravity 
defuzzification method, called the Mamdani-Zadeh paradigm, is claimed to be superior to max- 
rain composition [16]. This method scales output membership functions, MF(z), by using the 
strengths of the activated rules, respectively, and then calculates the center of area (COA) of the 
integrable membership functions. The COA is defined as 
COA = f :~  z × MF(z)dz 
y_~ MF(z) dz 
1.0" 
0.9- ag'z) 
0.8 1 0.7 
~ 0.6 
~ 0.5 
~ 0.4 
I I I I I I I 
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Figure 2. The defuzzification strategy inMamdani-Zadeh paradigm. 
For example, in Figure 2, it shows the two different membership functions of two rules which are 
activated by an input value. The corresponding membership degress are 0.2 and 0.3, respectively. 
In the figure, the shaded area represents he integrable membership function. It is used to 
determine the COA, which is represented asa dot in the area. The defuzzifier takes the value, 
COA, as a crisp action for the output. This approach as strongly dominated the theoretical nd 
practical work with fuzzy sets for years. Perhaps, an obvious reason for its success was that this 
method was efficiently simplified [17]. To take the full advantages of the overlapped area, the 
integrable membership functions has been suggested in [18]. However, it is widely known that 
the Mamdani-Zadeh method has one major drawback. It cannot work in sparse rule bases where 
the input universe of discourse is not completely covered, i.e., empty spaces exist between two or 
more membership functions of rule antecedents. 
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It is surely most desirable to have a clear interpretation f operations on membership functions, 
if we hope to properly understand the results of fuzzy analysis in a controller. However, many 
operations mentioned above, do not make a whole lot of sense. Perhaps, more seriously, in some 
situations, we will be forced to make very awkward (if not impossible) choices. For example, if we 
are interested in forming an intersection or union of some fuzzy sets "tall" and "rich", we will have 
to make a judgment on whether someone is more tall than they are rich. Without more precise 
definitions of "tall" and "rich", this is very hard to be done sensibly. As to the defuzzification 
strategy, the uncertainty of the output in responding to the same input (as actually happens with 
a human controller) has disappeared after a Mamdani-Zadeh operation. 
2. L INGUIST IC  ATOMS AND COMPATIB IL ITY  CLOUDS 
Keeping the problems mentioned above in mind, and thinking about the debate from different 
angles, we think it is important o study the relationship among the various theories from a 
broader perspective. The fuzzy set theory and probability theory should enrich each other to 
model uncertainty. So, a very fundamental question arises: "How mathematically natural are 
fuzzy sets to represent a model of uncertainty in human thinking"? 
2.1. L inguist ic  A toms 
Our point of departure in this paper is to represent linguistic terms in fuzzy rules. We imagine 
a linguistic variable that is semantically associated with a list of all the linguistic terms within a 
universe of discourse. For example, "temperature" is a linguistic variable with values as "cold", 
"cool", "just right", '%varm", "hot", and so forth, instead of the real numbers which are rep- 
resenting the universe of discourse of the linguistic variable "temperature", say from 30 ° F to 
100 ° F. Each possible value of a linguistic variable represents a fuzzy concept, and we name it as 
a linguistic atom of the variable. In the more general cases, a linguistic variable is a quintuple: 
{X, T(x), U, S, Cx (u)} 
X is the name of the variable. T(x) is the term-set of X; that is, the collection of its linguistic 
atoms. U is a universe of discourse. S is a syntactic generator which generates the atoms in T(x). 
Cx (u) is a compatibility function. It denotes the relationship between a term x in T(x) and U. 
More precisely, the compatibility function maps the universe of discourse into the interval [0, 1] 
for each u in U. 
It is important to understand the notion of compatibility functions. Consider a set of linguistic 
atoms T in a universe of discourse U--for example, the linguistic atom "warm" in the interval 
U = [30 °, 100 ° F]. T is characterized by its compatibility function Cx : u --* [0, 1]. The statement 
that the compatibility of, say 68 ° F, with "warm" is 0.3, has a relationship both to fuzzy logic 
and probability. 
In relation to fuzzy logic, the correct interpretation of the compatibility value "0.3" should be 
an indication of the partial membership to which the element "temperature-value 68 ° F" belongs 
to the fuzzy concept of the label "warm". The compatibility function of the linguistic atom at 
this time does not create a dichotomy in the universe of discourse. Rather, it maps the universe 
of discourse into the real-valued interval [0,1] instead of the set {0,1}. The partial membership 
value describes the degree to which the particular element u of the universe of discourse satisfies 
the property that characterizes the linguistic atom. 
To understand the relationship with probability on the other hand, the correct interpretation 
of the compatibility value "0.3", given by one's conception, is that it is merely a subjective 
indication. Human knowledge does not conform to such a fixed crisp membership degree "0.3" 
at the "temperature-value 68 ° F ' .  There does not exist any unique partial membership function, 
which could be universally accepted by human beings to the universe of discourse U. However, 
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there is a random variable showing that the membership degree at "temperature-value 68 ° F" 
takes a random wlue, behind which a subjective probability distribution isobeyed. The degree of 
compatibility akes on random value itself. This type of randomness is adhered to the fuzziness. 
Regarding syntactic generation, we shall usually assume that a linguistic variable is structured 
in the sense that it is associated with two rules. The first is the atom generator rule. It specifies 
the manner in which a linguistic atom, which can not be spliced into any smaller parts, may 
be generated. The second, the semantic rule, specifies a procedure for computing composite 
linguistic terms, based on linguistic atoms. 
In addition to linguistic atoms, a linguistic term may involve connectives ( uch as "and", "or", 
"either", and "neither"), the negation ("not"), and the hedges (such as "very", 'more or less", 
"completely", quite", "fairly", "extremely"and 'somewhat"). The linguistic onnectives, hedges, 
and negation may be treated as (some form of) soft operators which modify the meaning of their 
operands, linguistic atoms, in a soft computing fashion to become composite linguistic terms. 
That is the purpose of the semantic rule. In the later sections of this paper, we use the words 
linguistic terms to refer both to linguistic atoms and linguistic terms. 
2.2. Compatibi l i ty Clouds 
Following all the important characteristics of linguistic variables and terms, we define a new 
concept of membership clouds to represent linguistic terms. 
Let U be the set, U = {u}, as the universe of discourse, and T a linguistic term associated 
with U. The membership degree of u in U to the linguistic term T, CT(U), is a random variable 
with a probability distribution. CT(U) takes values in [0,1]. A membership cloud is a mapping 
from the universe of discourse U to the unit interval [0,1]. That is, 
CT(U) : u -~ [0,1], 
vue U u --+ CT(U). 
The concept of membership clouds is often pictured as two-dimensional graphs with the universe 
of discourse represented asone dimensional. The geometry of membership clouds is a great aid 
in understanding fuzziness, defining fuzzy concepts, and proving fuzzy theorems. Visualizing this 
geometry may by itself be the most powerful argument for fuzziness. It is important to see the 
properties of the clouds. 
First of all, the mapping from all u 6 U to the interval [0,1], is an one-point o multipoint 
transition, producing a membership cloud, rather than a membership curve. Traditionally, a
membership function of a fuzzy set is an one-to-one mapping from a space u to the unit in- 
terval [0,1]. After the mapping the uncertainty of an element belonging to the fuzzy concept 
becomes certain to that degree, a precise number. The uncertain characteristics of the original 
concept are not passed on to the next step of processing at all. This is not in keeping with the 
fuzzy thinking of a human being. However, with the model of membership clouds, soft computing 
may be implemented toexploit he tolerance and inheritance for uncertainty and imprecision. 
Second, any particular drop of the cloud may be paid little attention to. However, the total 
shape of the cloud, which is visible, elastic, boundless, and movable, is most important. That is 
why we use the terminology "cloud" to name it. 
Third, the mathematic expected curve (MEC) of a membership cloud may be considered as its 
membership function from the fuzzy set theory point of view. 
Finally, the definition has effectively integrated the fuzziness and randomness of a linguistic 
term in a unified way. In the cloud, fuzziness lies at the center, and there may be nothing to do 
with probability, but there is a probability adhered on the fuzziness from the statistical point of 
view. The degree of membership ofu to T is a probability distribution rather than a fixed value. 
There are various ways to interpret the concept of compatibility clouds. Figure 3a illustrates the 
role of a membership cloud for a linguistic term T in a universe of discourse U. The membership 
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Figure 3. Various ways of understanding the model. 
degrees at each u are all random numbers howing the deviation but obeying certain probability 
distributions. The thickness of the cloud is uneven; near the top and bottom of the cloud, 
the standard errors are smaller than that in the middle. While Figure 3b shows a cluster of 
membership functions given individually and subjectively by a group of people. The deviations 
from one to another may appear to be random, but there is a regularity in the whole showing that 
in the middle, perhaps close to the waist part of the cluster, it scatters most, and at the top and 
the bottom of the cluster, it is more focused. The cluster turns into a membership cloud when 
the number of membership functions becomes infinite. Figure 3c illustrates the understanding of 
the membership cloud from the membership degree's point of view. 
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Figure 3. (cont.) 
If we use the family of its c~-level sets to present he members of the linguistic term at the 
membership degree c~, respectively. The left and right limits of one of the c~-level sets give the 
position of the linguistic term at the degree of a, and the width of the c~-level set is related to the 
coverage of the linguistic term in the universe of discourse. But the width itself becomes random 
showing the deviation which obeys a certain probability distribution. 
Of course, there may be some other ways to understand the model. Which ever way the cloud 
is viewed, we can see the integrated uncertainty of fuzziness and randomness and the convergent 
properties of the cloud model. 
2.3. Hal f -Bel l  Shaped Clouds and Trapezoidal  C louds  
It should be noted that, though the bell shape of clouds, is most useful in representing lin- 
guistic atoms, the cloud model is not restricted to the only full bell shape. When the expected 
value reaches the left or the right boundary of the universe of discourse, the bell shape of the 
cloud becomes a half-bell cloud (half-down or half-up). In the light of this, we may extend the 
representation to any linguistic atom by creating a half-up or hail-down membership cloud. For 
example, the membership clouds of the linguistic term "cold" and "hot" may be defined as that 
in Figure 4, respectively, in which the "cold" takes a half-down cloud representation in the range 
of temperatures [40 ° F, 60 ° F], whereas the "hot" takes a half-up cloud representation in [80 ° F, 
90 ° F]. In the range of [30 ° F, 40 ° F], there is no other uncertainty to the linguistic term "cold" 
since the membership degree is 1. The same for [90 ° F, 100 ° F] of "hot". 
If there is a need to represent the compatibility function of a linguistic term in a fuzzy trape- 
zoidal shape, we may think it consists of a half-up and a half-down clouds plus the middle part 
with the membership degree of 1. Nevertheless, the bell-shaped cloud model is the basic one from 
which others may be composed. In addition, asymmetrical c ouds are also considered, such as 
positive and negative skewed shape clouds which can be represented by the Gamma compatibility 
functions. 
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Figure 4. Half-up and half-down membership clouds. 
3. NORMAL CLOUD GENERATORS 
A wide variety of linguistic terms puts obstacles in the way of unifying the representation of 
qualitative knowledge in fuzzy controllers. However, a complicated or composite linguistic term 
may be considered as some kind of soft computation based on the so called primary or atomic 
terms which cover quantitative characteristics in common sense knowledge with fuzziness and 
randomness. For example, "cool" and '~arm", are served as linguistic atoms ix, the composite 
linguistic term "not very cool and not very warm". And the hedges, such as "very", "quite", 
and "extremely", as well as the connectives, "and" and "or", which may not be so rigid as the 
logic operators A and V in the classical logic, are treated as soft operators. These soft operators 
modify the meaning of operands in a specified fashion. Therefore, it is worthwhile to first set 
up a linguistic model for those linguistic atoms. The concept of membership clouds provides a 
means of both qualitative and quantitative characterization of linguistic atoms. 
3.1. Digital Characteristics 
The bell shape of membership clouds, called normal membership clouds are the most funda- 
mental and useful in representing linguistic atoms. We could also use the normal membership 
function to represent the mathematical expected curve (MEC) of the cloud. The digital param- 
eters of a normal membership cloud characterize the quantitative meaning of a linguistic atom. 
Ganssian kernels axe used in a very effective way in characterizing the normal membership clouds. 
EXPECTED VALUE Ex. The expected value Ex of a membership cloud is the position at the 
universe of discourse, corresponding to the center of gravity of the cloud. In other words, the 
element Ex in the universe of discourse fully belongs to the linguistic atom represented by the 
cloud model. It is very easy to determine Ex in practical applications. 
ENTROPY En. How fuzzy is a linguistic term? The entropy is a measure of the fuzziness of the 
concept over the universe of discourse showing how many elements in the universe of discourse 
could be accepted as the linguistic atom. It should be noticed that the entropy defined here is 
a generic notion, and it need not be probabilistic. The entropy decreases as the MEC band- 
width decreases, Only if upon the narrowing membership cloud turns to be a precise numerical 
value is formed, the entropy becomes zero. The mathematical expected function of the normal 
membership cloud with its expected value Ex and entropy En may be written as: 
MECA(u) = e - (u -Ex)2  /2En2 . 
Let u t -- Ex + 3x En, then we have 
MECA(U I) = e - (u ' - zx )2 /2En2 ---- e -3En2/2En2 = 0.011 ~ 0. 
That  is to say that the elements beyond Ex =t=3En i  the universe of discourse can be neglected 
for a linguistic atom. In practical applications it is easy to determine such u J that axe no longer 
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Figure 5. Contributions of different groups. 
related to the linguistic atom. Therefore, we have: 
P (u '  - Ex) 
En = 
3 
DEVIATION D. Looking at the normal membership cloud in detail, we see that its thickness is 
uneven. The deviation D is a measure of the randomness of membership function. Close to  
the waist, corresponding to the center of gravity (Ex, V~/4), the degree of membership is most 
dispersed, while at the top and bottom the focusing is much better. Therefore, the maximum 
deviation D really comes from the randomness of the membership degree at the waist part of the 
cloud. 
3.2 .  Cont r ibut ion  Measurements  
Let ~contr be the contributions of a small group ~g of elements u in the universe of discourse of 
a linguistic atom A: 
~contr ~g = CA(U) v~En '  
then the total contributions CONTR of all u in the universe of discourse are: 
f_°°o~ CA(U) du 
CONTRA = = 1. 
v~-~En 
It is easy to calculate the contributions of any group to a linguistic atom A, as shown in 
Figure 5. If  there is a need to randomly pick up some elements from the universe of discourse 
to represent a linguistic atom, those elements close to the expected value Ex will have priority 
as they make the greatest contribution to the linguistic term. The probability distribution of an 
average of such independent measurements is approximately normal, and the approximation can 
be made as closely as desired by increasing the size of the population. Let P be the priority of 
an element u in the universe of discourse U: 
Priority(u) = Probability(u) = 1-----~e-(u-Ex)2/2En2 
J~En 
Cloud Models 109 
The priority of u to represent the linguistic atom is equivalent to the Gaussian probability density 
distribution with the random variable of U. It should be observed that, the contribution measure- 
ment is only meaningful to the uncertain areas where the membership degrees are less than 1.0. 
As to half-up or half-down clouds, we may map the other half into the first half whenever it 
happens. 
Because the bell shape distribution plays a fundamental role in our model, the normal and 
half-normal membership clouds may well represent almost all the linguistic atoms, which can not 
be spliced into further small parts. A critical factor is that the important link between probability 
distributions and compatibility functions related to common-sense concepts has been created by 
the cloud model. The universal applicability of linguistic atoms remarkably relieves the heavy 
burden in many applications. The consistence profiles well fill the gap between quantitative 
knowledge and qualitative one. A series of linguistic atom generators have been implemented 
both in hardware and software and are a patented invention in China [19]. Mapping between 
quantitative and qualitative representation becomes much easier based on these linguistic atom 
generators. 
3.3. Forward Cloud Generators 
Given three digital characteristics Ex, En, and D, to represent a linguistic atom, say "about 2", 
the generator could produce as many drops of the cloud as you like. This kind of generators are 
called forward cloud generators. All the drops obey the properties described previously. Figure 6 
shows the total shapes with 100, 1000, and 5000 drops generated respectively with the same 
parameters Ex = 2.0, En = 1.0, and D = 0.04. 
Cloud-drops may be generated on conditions. Figure 7a shows a generator producing drops 
under a given numerical value u in the universe of discourse, U; while Figure 7b shows the 
same generator under the condition of a given membership degree/~. All the drops generated 
in Figure 3a have the same value of u in the universe of discourse, and with different Gaussian 
distributed membership degrees #~; whereas all the drops generated in Figure 3b have the same 
membership degree/~, and with different Gaussian distributed numerical values ui in the universe 
of discourse. 
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Figure 6. Clouds with various drops. 
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F igure  6. (cont . )  
3.4. Backward  C loud Generators  
It is natural to think about the generator mechanism in an inverse way. Given a limited set of 
drops, dropi(ui, #~), as samples of a membership cloud, the three digital characteristics Ex, En, 
and D could be produced to represent the corresponding linguistic atom. This kind of cloud 
generators are called backward cloud generators, denoted by G -1 (see Figure 8). It is easy to 
see that some approximation has to be made if only a few drops are given. Of course, the more 
drops, the more accurate to the generated Ex, En, and D. The robustness of the backward cloud 
generators in our experiments i  also very promising even if there are some noisy drops mixed in. 
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(b) On the condition of "/£'. 
Figure 7. Generators on condition. 
I "'- EX  
drop i 
- En [ " -  
(x,lx  i > D 
Figure 8. A backward cloud generator. 
Since all linguistic atoms are represented by the cloud model, the forward and backward cloud 
generators can be served interchangeably to bridge the gap between quantitative and qualitative 
knowledge. 
4. V IRTUAL  L INGUIST IC  ATOMS 
AND V IRTUAL  CLOUDS 
Human language taken as a whole is infinite. We can produce sentences that we have never 
heard or spoken before, and they can be understood by others whom we just know. At the 
other extreme from a finite language we could imagine a completely free language in which any 
sequence of words may have a possible interpretation i the new language. Along the same line, 
we could also imagine a linguistic variable in which any sequence of completely free linguistic 
terms has a possible interpretation. Therefore, let us set up a novel concept called the Virtual 
Linguistic Atom (VLA). 
4.1. F loat ing  C loud  Const ruct ion  
Keeping in mind that the clouds are floating over the universe of discourse to match with 
linguistic atoms, we may create a virtual atom between two neighbor clouds. Suppose we have 
two neighbor linguistic atoms, AI (Ext, Ent, DI) and A2 (Ex2, En2, D2), over the same universe 
of discourse U. A virtual floating linguistic atom, A(Ex, En, D), may be located at any point u 
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Figure 9. Constructing "about 16" based on "about 14" and "about 18". 
between the two clouds in U using the following definition: 
Ex  ---- U ,  
Ex2 - -  u u - Exl  
-- x Enl + x End, 
En Ex2 - EXl Ex2 - Exl 
Exa - u u - Exl 
D = x D1 + X D2. 
Ex2 - Ex1 Ex2 - Ex1 
From a geometrical point of view, this definition satisfies the property that when the virtual 
cloud is floating towards A1, it will be more and more affected by A1, while less and less affected 
by A2, till totally overlapped at the position of A1, and vise versa. In other words, the virtual 
cloud constructed at u between Exl and Ex2 in the universe of discourse is a balance from both 
sides of A1 and A2 on a distance-based weighting. As to the floating virtual cloud, it is obvious 
from the definition that its entropy, En, and deviation, D, should always satisfy with 
En _< max{Enl, En2}, 
D < max{D1, D2}. 
If the two previous neighbor atoms have the same entropy and deviation values, then the floating 
virtual atom between them would also have the same entropy and deviation. To make this 
concrete, Figure 9 shows how the concepts "about 14" and "about 18" may produce a virtual 
linguistic oncept "about 16" with the same entropy En -- 1.0, and deviation D = 0.01. 
4.2. Synthesized Cloud Construct ion 
A very important issue in uncertainty reasoning is to synthesizing some linguistic terms into a 
generalized one. For example, the concept of '%eenager" may be considered as the parent node 
of the concepts of "about 14 years old", and "about 18 years old" in a concept hierarchy. The 
virtual linguistic atom mechanism can be conveniently extended to the synthesis of linguistic 
atoms. 
Suppose we have two linguistic atoms, Al(Exl, Enl, D1) and A2(Ex2, En2, Da), from the same 
universe of discourse U. A virtual linguistic atom, A(Ex, En, D), may be created by synthesizing 
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Figure 10. General iz ing "about 1~" and "about 18" to "teenager". 
the two using the following definition: 
Exl x Enl + Ex2 x En2 
Ex = 
Enl + En2 
En = Enl + En2, 
D I×En l+D2×En2 
D= 
Enl + En2 
From a geometrical point of view, this definition satisfies the property that the torques of A 
(which are the products of the centers of gravity of A and the perpendicular distance to the 
horizontal and vertical axes, respectively) are equal to the sums of torques of A1 and A2. The 
linguistic atom A can be considered as the generalization f A1 and A2. To make this concrete, 
Figure 10 shows how the concepts "about 14" and "about 18" may be generalized to that of 
'2eenager'. 
The price paid is the entropy of the generalized linguistic atom increases, which reflects the 
more general information coverage. However, the deviation of the parent concept should always 
satisfy with 
min{D1, D2} < D < max{D1, D2}. 
It is easy to see that, if the two children atoms have the same deviation, then the generalized 
atom has also the same deviation. 
This definition can be further extended to the synthesis of many linguistic atoms. A higher 
level concept "not so cold and not so hot" can be obtained based on its children concepts "cool", 
"just right", and "warm" in the typical case given above. 
5. UNCERTAINTY  REASONING WITH CLOUD MODELS 
5.1. A Fuzzy  Ru le  Imp lemented  in Hardware  
We may immediately use two forward cloud generators toconstruct a fuzzy rule, "If A then B", 
if the digital characteristics of the linguistic terms A and B in that rule are given. See Figure 11, 
in which, the membership degree, #i, produced by the generator CGA represents he activated 
strength of the rule which goes to control the generator CGB to produce a set of drops Yi 
quantitatively. With this implementation all the four parts of a conventional fuzzy controller 
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(the fuzzifier, defuzzifier, ule base, and inference ngine) are easily integrated together by cloud 
generators. Furthermore, a significant advantage over the conventional fuzzy logic theory is that 
there is inherent uncertainty. The uncertain characteristics have passed on the next step for 
further processing, since Yi is a uncertain value rather than a fixed one to the given input xi. 
The output uncertainty in responding to a same input value is a feature which actually happens 
with a human controller. 
ZI CGA En  ^ SI 
DA ~l 
x i ] E,~ _ I 
ZI s = vi En B SI 
DB -I 
Figure 11. A fuzzy rule implemented in hardware. 
5.2. A Self-Learning Rule with Cloud Generators 
Interestingly enough, the combination of the two kinds of generators could construct a self- 
learning rule. For example, given plant input-output {ai, bi} pairs as training data to show a 
rule represented in a linguistic way "If A then B", in which A and B are linguistic atoms, a 
self-organizing system is presented by using the two kinds of atom generators for discovering the 
qualitative rule. When a new input x (x partially belongs to A) is available, the controller will 
predict he new output y with uncertainty ( partially belongs to B). The architecture for this 
purpose is given in Figure 12, showing the advantages in hardware implementations. We even do 
not need to care about what particular labels are used to represent the linguistic terms in such 
a self-learning linguistic ontroller. 
-[ InVCGA CG A 
A new input of x (x £ A) 
The new output of y 
{b i}  -1 invCGB : yes  r I CGa 
Figure 12. A self-learning linguistic controller. 
5.3. Uncerta inty Reasoning with Cloud Generators 
Generally speaking, there are a set of rules in a rule base to a fuzzy controller. These rules 
are summed up by human controllers from their experiences. There is no reason that these rules 
should conflict with each other, and as a matter of fact, they should be complementary rather 
than competitive, if human controllers made the correct qualitative description. These specified 
rules very often put the focus on the nonlinear characteristics, where necessary, in a complex 
controller. Therefore, all the activated rules will make contributions to a particular input, if 
more than one rule is fired by an input value in the controller. These facts shed a new light 
on our uncertainty reasoning strategy via cloud generators. We could again have a hardware 
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Figure 13. Hardware implementation f linguistic ontrollers. 
implementation by using a self-learning backward cloud generator MCG~ 1 to take such a job in 
the controller if there are N rules in the rule base (see Figure 13) 
5.4. Reasoning in Sparse Rule Bases 
One advantage ofusing the uncertainty reasoning mechanism over conventional methods i that 
inference is permitted in sparse rule bases where the input universe of discourse is not completely 
covered, i.e., empty spaces exist between two or more membership functions of rule antecedents. 
Based on the virtual inguistic atoms, the concept of virtual rules can be easily derived. Suppose 
We have three rules in a fuzzy logic controller: 
if A1 then B1; if A2 then B2; if A3 then B3. 
Unfortunately, the input universe of discourse is not well covered by the three linguistic terms in 
the given rule base, i.e., empty space exists between A1 and A2, whereas B2 and B3 are heavily 
overlapped in the output universe of discourse. Therefore, the virtual rule "if A12 then B12" may 
be derived out by means of the synthesized cloud construction technique. The virtual term A12 
in the virtual rule is made by A1 and A2; whereas B12 is made by B1 and B2. Of course, the 
produced virtual rule is less accurate in comparison with the original rules. The price we have to 
pay for that is more uncertainness. 
As to the overlapped B2 and B3, we may construct a new virtual cloud based on both B2 and B3 
to solve the conflict. Even more interesting situation comes from the fact, when the output erms 
of activated rules are disjoint or the output universe of discourse is also not completely covered. 
116 D. LI et al. 
A case study is given in [9] to show the detailed benefits of using the concept of virtual atoms 
and virtual rules in the situation of only sparse rules given in controllers. The rule optimization 
in a rule base could be further studied with the concepts of virtual atoms and virtual rules. The 
soft inference mechanism increases the applicability and the naturalness ofuncertain reasoning to 
applications that must mimic human reasoning which rely heavily on analogy and interpolative 
methods. 
6. EXPERIMENTS 
AND EVALUATION 
In this section, we present he results of an empirical investigation and performance studies. 
The benefits will be shown when our uncertainty reasoning strategy is applied. 
6.1. A Case Study with Comparisons 
As mentioned in the beginning of this paper, the typical case, an air-conditioner controller, 
given in the debate between fuzzy theory and probability theory researchers [7,20] involves five 
rules and shows the different strategies between fuzzy logic methods and probability methods. 
To make the comparison more meaningful, all the predefinitions related to linguistic terms used 
in the rules in each method are made as similar as possible (see Figures 14-16). 
cold cool iustr ight warm hot stop slow fast blast 
1.0 1.0 
0.8 0.8 
0.6  0 .6  
0.4 0.4 
0.2 0.2 
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Temperature Motor Speed 
Figure 14. Membership functions inthe fuzzy logic method. 
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Figure 15. The probability functions inLSBVv"s method. 
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6.1.1. The  fuzzy  logic method 
The uncertainty reasoning strategy is briefly described in the following steps. 
1. Define reasonable membership functions with all linguistic terms for each linguistic vari- 
able in fuzzy rules. Membership functions may or may not overlap (see Figure 14). When 
given a specific temperature x, the membership functions associated with x serve as the 
fuzzifier, which converts x into membership degrees in all five fuzzy rules. 
2. If x has only one nonzero membership degree in a linguistic term associated with the 
temperature x, say MA~(X), then define the strength ai of the ith rule to be activated 
and is equal to the membership degree in the corresponding linguistic term at x. That is 
oti= MA, (x). Then go to Step 3; if x has nonzero membership degrees in more than one 
linguistic term, say MA~(X) and MA,+I (x), calculate all the strengths ai and ai+l in the 
above way, respectively, then go to Step 4. 
3. The inference ngine "trimming"s the output membership function, MB~(z), related to 
the ith rule by the way: 
MB, ---- min{ai, MB~ (z)} 
resulting in a trapezoid as the output function, then calculate (defuzzify) the position of 
the center of area of the trapezoid, COA, as the output motor speed. 
4. The inference ngine "trimming"s the output membership functions related to the ith and 
i + i th rules, respectively, by the way: 
MB~ = min{ai, gBi (z)} and MB~+I = min{ai+x, MB~+~(z)} 
resulting in two trapezoids correlated as the output function, then calculate (defuzzify) 
the position of the center of area of the integrals, COA, as the output motor speed. 
For example, a temperature of 68 ° F has membership degrees of 0.4 and 0.3 in the respective 
linguistic terms "just right" and %varm". Rules 3 and 4 are thus both activated to the extent of 
a3 = 0.4, and a4 - 0.3, respectively. Using the defuzzification strategy, Mamdani-Zadeh para- 
digm, the correlated trapezoids are obtained (shown in Figure 2) from trimming the "medium" 
and "fast" triangle membership functions. Since the center of area of the integrals at the input 
temperature 68°F is 
f o~ z x MF(z)dz 942.35 
COA = oo = - -  = 63.033 rpm 
f_~ MF(z) dz 14.95 
so that the motor speed would be turned to 63.033 rpm in this case. 
6.1.2. The  probab i l i ty  method 
As an alternative to the fuzzy logic design, Laviolette, Seaman, Barrett, and Woodall (from 
now on LSBW [7] for short) developed a probabilistic ontroller in the following way. 
1. Define subjective (or estimated by observation of human operators) conditional probability 
functions with all linguistic terms for the input linguistic variable (temperature), and 
assigned probability density functions (pdf) to all the linguistic terms for the output 
linguistic variable (motor speed) by the same methods as the temperature classifications. 
Probability functions may or may not overlap (see Figure 15). 
2. Given a specific temperature x, calculate all conditional probabilities for every linguistic 
term associated with the temperature x by Pi[Ai I x] in order to get Pl, P2, P3, P4, and P5, 
respectively. 
3. The inference ngine produces, in a straightforward way, a random crisp output motor 
speed zi, the means of which is 
z -- Pl x bl + P2 x b2 -I- p3 × b3 + P4 X b4 + P5 x bs, 
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Figure 16. The MECs of membership clouds in the cloud method. 
where bi is the mean of Bi. In other words, the probability density function of the output 
variable is given by 
f(Z) =pl  × f l(Z)q-P2 × f2(z)q-P3 × f3(Z)'kP4 X f4(z)-t-P5 × fs(z). 
The mean and variance of Z follow easily from the elementary rules. Specifically the mean 
of Z is a weighted average of the means of the Zi, weighted by the Pi. 
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For example, we measure a temperature of 68 ° F. This gives p["just right" I 68° F] = 0.4, p['hvarm" 
[ 68 ° F] = 0.6, with all other probabilities 0. Since ]3(z) and f4(z) have respective means of 50 rpm 
and 70 rpm, the mean of the output motor speed at the temperature 68 ° F should be: 
MEAN = 0 + 0 4- 0.4 × 50 4- 0.6 x 70 + 0 = 62 rpm. 
6.1.3. The  c loud method 
The cloud method provides a direct implementation in the connection of forward and backward 
cloud generators. For the sake of comparison, we may state the strategy as follows. 
1. Define normal membership clouds with all linguistic terms for each linguistic variables 
(shown in Figure 17). When given a specific temperature x, the cloud expected curves 
associated with x serve as the fuzzifier, which converts x into membership degrees in all 
five fuzzy rules. 
2. If x has only one nonzero membership degree in a linguistic term associated with the 
temperature x, say MA, ix), then define the strength a~ of the ith rule to be activated 
is equal to the membership degree in the corresponding linguistic term at x. That is, 
o~i ---- MA, (x). Then go to Step 3; if x has nonzero membership degrees in more than one 
linguistic term, say MA~(X) and MA,+I (x), calculate all the strengths ai and ai+l, then 
go to Step 4. 
3. The inference ngine, based on the (~i and activated output cloud, calculate the corre- 
sponding range of the output, say [zl, z2], and produce a random output which belongs 
to that range with the expected value and entropy of the output cloud. 
4. The inference ngine calculates the maximum corresponding ranges of the output, say 
[ql,q2] based on ai and activated Bi, and [qa, q4] based on ai+l and activated Bi+l, 
respectively. Then the engine creates a virtual normal cloud, M~(z), crossing over the 
MB~(Z) and MB~+I(z), which should satisfy the condition that ql and q4 are located on 
that curve. Thus, the M~(z) with its expected value, entropy (and deviation) is the final 
output cloud for the output motor speed. 
Again, let us take the same temperature of 68 ° F, as input, which has membership degrees of 
0.198 and 0.110 in the corresponding MECs for the terms "just right" and "warm". Rules 3 
and 4 are both activated to the extent of o~ 3 ~-~ 0.198, and a4 = 0.110, respectively. Thus, the 
positions for Q1, Q2, Q3, Q4 are (44, 0.198), (56, 0.190), (56, 0.110), (84, 0.110), respectively. 
Using the virtual linguistic concept constructed on Q1 and Q4, shown in Figure 17, the MEC of 
the obtained virtual cloud can be derived as 
MIB( Z) : e-(z-62.5)2/2 ×10-32. 
Therefore, the output motor speed will be a Gaussian random variable with Ex -- 62.5 rpm, and 
En = 10.3. Figure 18 shows the graphical outputs verses inputs in the comparison of the three 
methods for every input temperature. It is easy to see that in the middle parts, the three curves 
look quite similar, and the output difference is not the most distinct factor. However, we should 
remember that, to a certain input temperature, the output in fuzzy logic method is always a crisp 
motor speed, while the other two methods allow variability in the control action for a given value 
of a crisp input, emulating human operators more realistically. Human beings cannot accept a 
theory in which by a mapping the essential character of uncertainty will no longer exist. 
Thinking about the significant differences at the both ends in Figure 18, we find the fact that in 
the fuzzy logic design, the center of area of any trimmed triangular or integrable output functions 
never reaches 0rpm and 100 rpm, no matter what linguistic terms and functions in Rules 1 and 5 
are defined. The same story to the probability design, the means of Z, which is a weighted 
average of the means of Bi's weighted by pi's, never reaches to 0rpm and 100rpm. However, if 
we keep the Rules 1 and 5 in mind. i.e., if temperature is "cold", set motor speed to "stop", 
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Figure 17. The MEC of the virtual cloud based on ql and q4. 
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Figure 18. Comparison of methods. 
and if it is "hot", then set the speed to "blast", the cognitive psychology does not give us such a 
support at all. Only the cloud method can reach that conclusion. 
6.2. A New Interpretat ion of Mamdani -Zadeh Method  
The methodology used in fuzzy logic control design, such as trimming, correlation minimum, 
or product encoding, lacks in clear operational meaning, which is a big challenge given in the 
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Figure 19. Virtual triangle creation. 
debate of probability verses fuzziness. Our strategy, by constructing a virtual cloud if there is 
more than one rule activated, treats the related rules as complementary rather than conflicting. 
These related rules are all making contributions tothe output based on their activated strengths. 
Therefore, the resolution is to construct a virtual inguistic term to bridge the gap between the 
related rules. The linguistic terms used in qualitative way in our daily life are only labels for 
the control description, but always with the same uncertainty model, normal membership clouds, 
though their digital characteristics, Ex, En, and D, might be different. We may easily transplant 
our virtual concept into Mamdani-Zadeh method by constructing a virtual triangle crossing 
over/33 and B4 in the case of input temperature 68° F. The virtual triangle B34KxK2 is made in 
the way (see Figure 19): connect 03 and Q2, and extend it to B34 where the membership degree 
is 1.0, then connect B34 and Ol and extend it to K1 where membership degree is 0, connect B34 
and Q4, and then/(2 in the same way. It is not difficult o prove that 
SBsQzQ2 : SBs4QIQ2, 
SB4QsQ,L = SBs4Q3Q,, 
SQIK, Z ~ = SQ2T, Z2, 
S B3ZsT~ -- SQ4Z, K2 , 
and 
COAQxzxz4Q4MQ2 ~ COABs4KxK2. 
It can be seen in the Figure 19, since a3 -- 0.4 > a4 -- 0.3, the term B3 makes more contribution 
than the term B4 in constructing the virtual triangle B34KzK2. 
The theoretical interpretation for Mamdani-Zadeh method shows the fact that the opera- 
tions used in previous designs of fuzzy logic controllers, uch as S-norm, S-co-norm, production- 
summation, etc., are all acceptable in the sense of approximations in specific applications. Again 
the triangle or trapezoid membership functions are approximations of the cloud model to a certain 
extent. 
7. CONCLUSION 
AND FUTURE WORK 
As a foundation of fuzzy set theory, the concept of membership function created by Z~ieh 
in 1965 faces a lot of challenges. The belonging of an element to a fuzzy set is always mixed 
together with both fuzziness and randomness in nature. Understanding, valuation and estimation 
Ck~t~ 35:3-E 
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of fuzzy logic operations based on membership functions are very difficult. A new uncertainty 
representation, membership clouds, which integrates randomness and fuzziness with three digital 
characteristics Ex, En, and D, is presented. A systematic uncertainty reasoning approach as 
been developed to capture the qualitative knowledge contained in the quantitative functional 
model. The achievements of the cloud theory are stated below. 
1. As a foundation of fuzzy set theory, the concept of membership functions by itself is 
not sufficient for representing the uncertainty and imprecision in real world settings. To 
enhance its effectiveness, fuzzy set theory needs an infusion of concepts and techniques 
drawn from probability theory. That is the new concept of membership clouds. The 
introduction of the randomness clung to a partial grades of membership for a linguistic 
term leads a good integration with the model of linguistic atoms. The fuzziness and 
randomness are not only complementary, but also inseparable. 
2. A well-defined mathematical representation with digital parameters for uncertainty mod- 
eling is given to explore the essential uncertainty characteristics. And the attempt o 
explain how human communication with qualitative words in everyday life is made when 
such labels are used instead of numerical values. 
3. The universal application of normal membership cloud profiles to the real world signif- 
icantly relieve the heavy burden of membership cloud elucidation. A series of normal 
cloud generators have been implemented in both hardware and software with a patented 
invention in China. The use of the invention may expand greatly in all engineering areas, 
such as civil engineering, chemistry, robotics, process-control problems, and so on. The 
architecture of such a kind of linguistic controllers hows the advantages in large scale 
hardware implementation. 
4. The ideas of virtual linguistic atoms and virtual rules given in this paper play an important 
role in linguistic controllers where only sparse rules given. By utilizing the virtual rule 
generation related to the proximity of the input and the rule antecedent to produce an 
output that has the same proximity with the consequent. The advantage of using this 
method over conventional methods is that inference is permitted even when the input is 
disjoint from the antecedent of a rule. 
5. The case study given in this paper cleans up many doubts raised in the debate between 
fuzzy theory and probability theory researchers, and provides a good interpretation of the 
Mamdani-Zadeh operations. The previous fuzzy inference mechanism ay be treated as 
an approximation to our uncertain reasoning strategy. In comparison with the fuzzy logic 
method and probability method, experimental results confirm that our cloud model and 
reasoning strategy may achieve high levels of simplicity and robustness. 
6. As a theoretical model, the cloud representation could well bridge the gap between quanti- 
tative methodology and qualitative one in research on uncertainty of phenomenon i both 
social and natural sciences. In those fields in which human reasoning, perceptions, and mo- 
tions play an important role, soft computing may be implemented by the model to exploit 
the tolerance and inheritance for imprecision and uncertainty, and achieve tractability, 
robustness, and low costs. 
However, to develop sound foundations of knowledge representation and human reasoning in 
knowledge base systems and linguistic ontrollers will require a lot of work. The possible direction 
for future work is the soft computing based on the cloud model. Hopefully, this paper will lead 
to comparative studies, something that has been lacking in previous reports. 
The boat of uncertainty representation a d reasoning is being rebuilt at sea, plank by plank. 
Uncertainty theory is beginning to gradually shape its design. Today only a few probabilistic and 
fuzzy planks have been laid. But a hundred years from now, the boat of uncertainty reasoning 
may little resemble the boat of today. Notions and measures will have smoothed its rudder, 
amassed probabilistic, and fuzzy applications, hardware, and products will broaden its sails. 
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