Let Γ be a closed Jordan curve in R\ Then S is called a generalized minimal surface spanning Γ if S is represented by a triple of real valued functions F{z) = (u(z), v(z) , w{z)): {\z\ ^ 1} -> i? . A solution to Plateau's problem for Γ is a generalized minimal surface spanning Γ, and a solution may be normalized by specifying that three fixed points on \z\ = 1 correspond to three fixed points on Γ. We shall consider the solutions to be normalized, and we note that there may be more than one normalized surface spanning a given curve Γ.
Consider the analytic functions of which u, v, w are the real parts:
χ(z) = u(z) + iu*{z) μ(z) = v(z) + ίv*(z) v[z) = w(z) + iw*(z).
Then the condition (b) is equivalent to This paper will deal with the differentiability of λ, μ, v at the boundary \z\ = 1, under given smoothness conditions on the curve Γ.
It was noted by Weierstrass that if the boundary Γ of a minimal surface S contains a straight line segment a, then the surface may be extended analytically as a minimal surface across a, by use of the reflection principle. In 1951 H. Lewy [5] proved that if a is an analytic arc then the surface can be extended analytically across a.
For an up-to-date account of the studies on the boundary behavior of minimal surfaces see the recent paper of J. C. C. Nitsche [7] . In that paper Nitsche proved among other results that if Γ e C n>a for n ^ 1 and 0 < a < 1, then F(z) e C n ' a in \z\^l and the Holder constant for the nth derivatives of F(z) is the same for all solutions of Plateau's problem, i.e., they depend only on the geometrical properties of Γ. In this connection see also [4] , where a completely different proof of the first part of Nitsche's theorem is given.
In the following we shall say that a function f(z) e C n>ω{t) for z in some domain if f {n) exists and has modulus of continuity ω(t), i.e., (ii) There exists a constant c n depending only on Γ, n such that \s {n) {θ)\ ^c n for \θ\ ^π. Conformal mappings in the plane are special cases of minimal surfaces and in the conformal mapping case the result for ω(t) = Kt a , 0 < a < 1 is due to 0. D. Kellogg. The extension of Kellogg's theorem to a modulus of continuity satisfying a Dini condition (ω(t)/t)dt < oo, was given by S. E. Warschawski [8] for n = 1 (for 0 n > 1 see [9] ). The case ΓeC Uω{t) , i.e., the proof of Theorem 3 for n = 1, does not seem to lend itself to the method we use in establishing our Theorem 1. However, Warschawski [10] has recently given a proof of this case along different lines.
We note that our results overlap to some extent with those of Nitsche [7] . They were obtained independently, although a basic device used in the proof of Theorem 1 (Lemmas 5 and 6) is the same. However, there are differences both in approach and in detail between the two proofs.
The results hold for minimal surfaces in %-space, in which case we have n harmonic and n analytic functions. Also, it will be apparent that the theorems are local in the sense that they are true for subarcs of Γ. 
so that we may choose M depending only on A and on n such that
In the case n = 0, ω(ί) = ί α 0 < α < 1 we have here a result of Hardy and Littlewood (see [2] For our study of the higher derivatives it is useful to extend Lemma 1. 
where the real constants x k are chosen so that this may be done as these x k are the solutions of the equation
We then set
FRANK DAVID LESLEY

Now let g(z) -f(z) -p(z).
Then g is holomorphic for \z\ < 1, continuous for \z\ ^ 1, g (n+ι) 
since ί = O(ω(|ί|)). Thus by Lemma 1
= O(|ί| ω(|ί|))
where the constant ikf depends only on the constant in the O-term in (4) . Now note that the {a jk } are totally independent of the function u, so the {Xi} are dependent only on the {α<}. The {x^ affect the constant in the O(ί*ω(|ί|)) term in (4) via (3) so that the constant in (4) depends only on the {αj and the O(\t\ n ω{\t\)) term in (2) . Thus the value of M depends only on these constants.
COROLLARY. // the conditions of Lemma 2 are satisfied and if \ (ω(t)/t)dt < oo, then there exists a constant A dependent only on the
Jo {αj, o)(t), n, and the constant in the 0 term in (2) , such that for
Proof. Let A 1 be the constant in the 0 term in (4 Here we define ω*(t) = α>*(ττ) /or t ^ π.
For the proof of part (i) see [10] , Lemma 4; the proof of part (ii) is patterned after that of the more special theorem in [2] , page 363.
In the case ω(t) = t", 0 < a < 1 this is another result of Hardy and Littlewood ( [2] Pages 360-366):
If / is as in Lemma 3 and if
) and the conclusion is that f(e iθ ) has modulus of continuity ω*(t) = 3Mtlog(3π/t).
We note that a result analogous to Lemma 3 can be obtained if (5) is satisfied for a subarc 0 t <; θ ^ θ 2 of \z\ = 1 for 0 < r < 1. Then /(β ΐ{? ) has modulus of continuity &>*(£) on this arc and f(z) has modulus of continuity Aω*(πt) in the sector θ 1 ^ θ ^ θ Zy 0 ^ r ^ 1, A depending on ω*. Thus it will be evident that our theorems will hold for subarcs of Γ.
The first link between the geometry of Γ and the function F is given by the following Lemma, (see [8] Let D be the diameter of Γ and let δ' > 0 be such that For the hypothesis of Lemma 4 to hold, it is sufficient that Γ be continuously differentiable with respect to arclength. Then c may be taken as close to 1 as we like, so that β is as close to 1/2 as we like. The constant K γ will depend on c, but will be uniform for all solutions to the Plateau problem for Γ.
3* The first derivative*
We first prove Theorem 1. From Lemma 4 we know that F(e iθ ) e Lip (β) for any 0 < β < 1/2. Our first step is to improve the Holder exponent by a "bootstrap'' technique involving the Hardy-Littlewood forms of Lemmas 1 and 3.
LEMMA 5. Suppose Γ is a smooth closed Jordan curve and F(z) is a minimal surface spanning Γ. Suppose F(l) = (0, 0, 0) and the tangent to Γ at F(l) is along the positive u axis. Let J^(s) = (£7(s), V(s), W(s)) be the parametrization of Γ with respect to arclength s. Let s(θ) = s(F(e iθ )
) and s(0) = 0, so that J^(0) = F(l) = (0, 0, 0) and _^""' (0) (6) and (7) and \w{e Letting X(z) = w(^) + iu*(z) and applying (1) we have and hence
(1 -r) 1 " 6 We would now like to apply Lemma 3 to conclude that λ, μ, v e Proof. Choose 0 < β < 1/2 such that for all integers n, (1 + a) n Φ 1/β. Then there exists an integer n such that (1 + a) n β = 1 + ε > 1 but (1 + ay^β < 1. Apply Lemma 6 w -1 times to obtain Since λ' 2 (r) = -{μ'\r) + v'\r)), we see lim r^ λ'(r) = λ'(l) exists and is finite.
From (8) Thus, by the corollary to Lemma 2 there exists a constant K t such that |^(1)| ^ K, and \v'(l)\ ^ iΓ x ; hence |λ'(l)| ^ i/T^. By the equations (8) (\x«\ω(\x\) ).
*=o 'fc!
We now prove a lemma analogous to Lemma 8. We may now see that Lemma 9 and Theorem 3 are true with ω o (|0|) in place of ωjβ).
Since s where the coefficients and the constant in the 0 term are bounded by some constant K. Then, using (11) instead of (10) in the proof of Lemma 9, we obtain (9) with ω o (|0|) instead of α^flfll). Then Theorem 3 may be proved with ω o (|0|) instead of α^fltfl).
