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An unconstrained statistical matching algorithm for combing individual and
household level geo-specific census and survey data
Abstract
The Population Census is an important source of statistical information in most countries that is capable
of producing reliable estimates of population characteristics for small geographic areas. One limitation of
a census is that there are many population characteristics that cannot be collected due to respondent
burden or cost. This means that statistical agencies have to conduct population based surveys to provide
social, economic and demographic characteristics for a target population which are not captured by a
large-scale census. These surveys are usually capable of producing direct estimates at the national level
and high level regions but often cannot produce reliable estimates for smaller areas. Due to the
increasing demand for comprehensive statistical information not only at the national level but also for
sub-national domains, there is a wide discussion in the literature about the use of statistical techniques
that combine survey with census data to provide more detailed, finer-level estimates.
Where censuses and sample surveys are based on the same reporting units, statistical matching
techniques can be employed to link the records from survey and census data where exact matching of
reporting units is impossible due to confidentiality restrictions. These techniques can then provide the
detailed social, economic and demographic information required for small areas.
An approach is developed in this paper in which a close-to-reality synthetic population of individuals and
households is generated from available census tables using an iterative proportional updating (IPU)
method. Statistical matching using a nearest neighbour method is then used to impute survey data to the
individuals and households in the synthetic population. To evaluate this approach, 2011 Bangladesh
census data is used to generate a district-specific synthetic population of individuals and households.
Matching is then performed by imputing the nearest possible records among the 2011 Bangladesh
Demographic and Health Survey to estimate the wealth index for each household within the synthetic
population. The results show that using the method presented in this paper helps with achieving more
representative estimates (comparing with direct survey estimates,) particularly for areas with small
sample sizes where not all population units with different socio-demographic characteristics are included.
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Abstract
The Population Census is an important source of statistical information in most countries that
is capable of producing reliable estimates of population characteristics for small geographic areas.
One limitation of a census is that there are many population characteristics that cannot be collected
due to respondent burden or cost. This means that statistical agencies have to conduct population
based surveys to provide social, economic and demographic characteristics for a target population
which are not captured by a large-scale census. These surveys are usually capable of producing direct
estimates at the national level and high level regions but often cannot produce reliable estimates for
smaller areas. Due to the increasing demand for comprehensive statistical information not only at
the national level but also for sub-national domains, there is a wide discussion in the literature about
the use of statistical techniques that combine survey with census data to provide more detailed,
finer-level estimates.
Where censuses and sample surveys are based on the same reporting units, statistical matching
techniques can be employed to link the records from survey and census data where exact matching of
reporting units is impossible due to confidentiality restrictions. These techniques can then provide
the detailed social, economic and demographic information required for small areas.
An approach is developed in this paper in which a close-to-reality synthetic population of
individuals and households is generated from available census tables using an iterative proportional
updating (IPU) method. Statistical matching using a nearest neighbour method is then used to
impute survey data to the individuals and households in the synthetic population. To evaluate this
approach, 2011 Bangladesh census data is used to generate a district-specific synthetic population
of individuals and households. Matching is then performed by imputing the nearest possible records
among the 2011 Bangladesh Demographic and Health Survey to estimate the wealth index for each
household within the synthetic population. The results show that using the method presented in this
paper helps with achieving more representative estimates (comparing with direct survey estimates,)
particularly for areas with small sample sizes where not all population units with different sociodemographic characteristics are included.
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1. Introduction
The need for reliable and accurate information concerning poverty, inequality, and living conditions of people and households for geographic areas has
increased substantially in recent years. Such information is a basic instrument
for targeting policies and programs aimed at the reduction of poverty. Household surveys collect information on incomes, expenditures, and demographics
to generate estimates of wealth and poverty at a national level and possibly
for large geographic areas a country. However, data confidentiality conditions
generally restricts access to unit level survey data with small area identifiers.
Even if access to such data is possible, the small sample sizes result in unreliable
direct estimates for small areas. This is mostly the case in developing countries.
Therefore, indirect estimation approaches are employed for area-level poverty
mapping in different parts of the world; e.g. South Africa (Alderman et al.
(2002)), Ecuador (Elbers et al. (2003)), Mexico (Tarozzi & Deaton (2009)), India (Coondoo et al. (2011)), and Spain (Molina & Rao (2010)). A review of such
methods is presented by Chambers & Pratesi (2014). Here, a micro-simulation
technique is presented for measuring the area-specific wealth indices in different
parts of Bangladesh.
In terms of estimation, small areas are the geographic or demographic subsets of the population whose domain-specific sample size is not large enough to
produce reliable direct estimates. Large areas are those with enough domainspecific sample information to warrant the use of direct estimators solely based
on data obtained from that area. During the last few decades, different small
area estimation (SAE) techniques have been developed to overcome the challenging problem of finding reliable estimates for small areas (e.g. Rao (2003),
Chambers & Tzavidis (2006), Chambers et al. (2014), Namazi-Rad & Steel
(2015), Chandra et al. (2015)). In particular, spatial microsimulation techniques are increasingly used to derive small area estimates of many indicators
using survey data (Tanton et al. (2009), Tanton et al. (2011), Tanton & Clarke
(2014), Burden & Steel (2015)).
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Spatial-microsimulation models are being used for synthesising spatial micro
data based on real input data. Such methods are increasingly used to model
the behaviour of individual entities or agents in different applications. Microsimulation has become commonplace in generating a spatially disaggregated
population micro-dataset (Ballas et al. (2006) , Morrissey et al. (2014), Farrell
et al. (2013), Morrissey et al. (2008)), modelling population aging and household transitions (Namazi-Rad et al. (2014a), Namazi-Rad et al. (2014b)), and
dynamics of regional and local labour markets (Morrissey et al. (2008), Farrell et al. (2013)). The approach is being increasingly used in modelling the
economy (Kokic et al. (2000), Morrissey et al. (2014)), urban energy markets
(Mozumder & Marathe (2005)), education (Wu et al. (2008)), agri-environment
(Hynes et al. (2008), Hynes et al. (2009)), policy making (e.g. Lovelace & Ballas
(2013)), public health (Tomintz et al. (2008), Edwards et al. (2011)), population movements and traffic analysis (Lovelace et al. (2014), Treiber & Kesting
(2013)), and disease control (Eubank et al. (2004), Barrett et al. (2005), Ferguson et al. (2006)). Details about standard microsimulation models are discussed
by Wu et al. (2008), Anderson & Hicks (2011), Birkin & Clarke (2011), and
O’Donoghue (2015).
In this paper, a hybrid spatial microsimulation technique is presented for
generating an area-specific synthetic population (SP) of individuals and households which will be considered as a pseudo-census for the purpose of the current
study. By using this novel approach, the theory behind both sample-based
synthesis approaches (as discussed by Wilson & Pownall (1976), Arentze et al.
(2007), Guo & Bhat (2007), and Namazi-Rad et al. (2014a)) and sample-free
population synthesis approaches (as discussed by Voas & Williamson (2001)
are considered to achieve more accurate area-specific population estimates. To
do so, an artificial population is to be simulated from anonymous census data
at the individual and household levels which realistically matches the observed
population in a geographical area for a given set of of table margins. Using this
approach, the identification of population units and/or their sensitive information in the generated area-specific synthetic data will be difficult (Beckman et al.
3

(1996), Rubin (1987)).
Once the reliable SP is generated, survey-based estimates can be projected
over the entire population using the statistical matching techniques based on
the same reporting units. For measuring population-specific indicators based
on available census and sample data, and more specifically for measuring the
poverty and wealth indicators, which is of the main concern in the current study,
having close-to-reality population data helps to create a more accurate imputation of survey data based on population characteristics correctly classified within
the SP. For empirical evaluation the Bangladesh census data is used to generate
a district-specific SP of individuals and households. Statistical matching is then
performed by imputing the nearest possible records among the 2011 Bangladesh
Demographic and Health Survey (2011 BDHS) to calculate synthesised wealth
indicators for the entire population at the level of households. The wealth index is calculated for each survey individual in 2011 BDHS based on a method
developed at the Bangladesh Bureau of Statistics (BBS). This method is briefly
discussed in this paper.

2. Population Synthesis
A synthetic population aims at faithfully reproducing actual social entities,
such as individuals and households, and their characteristics as described in a
population census. Depending on the quality and completeness of the input
datasets, as well as the number of variables of interest and hierarchical levels
(usually, individual and household), a reliable SP should be able to reflect the
actual physical social entities, with their characteristics and specific behavioural
patterns (Namazi-Rad et al. (2014b)).
The synthetic reconstruction (SR) approach has been traditionally used by
researchers (e.g. Namazi-Rad et al. (2014a); Farooq et al. (2013)) for generating SP using both disaggregated- and aggregated-level data. This method first
uses available disaggregated-level data while assuming that it is a representative sample of the target population. This is generally referred to as the seed
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data. Then, population units with the required socio-demographics are randomly drawn from the representative disaggregated-level data and populated
within the target area using a weighting technique so that the marginal distribution follows the aggregated-level information coming from one source covering
the complete population (e.g. census data).
In order to generate a reliable SP, multi-dimensional tables of population
units’ socio-demographic variables are needed. When dealing with area-specific
tables at the lower dimension, the iterative proportional fitting procedure (IPFP)
is proposed by Deming & Stephan (1940), as an algorithm that adjusts a table
of data in a way that table cells add up to given totals in all required dimensions.
This application of IPFP to contingency tables with known margins is called
raking and are discussed by Deming & Stephan (1940); Stephan (1942); Fienberg
(1970); Deville et al. (1991); Lu & Gelman (2003); Namazi-Rad et al. (2014a).
The iterative proportional updating (IPU) is also proposed by Ye et al. (2009)
and Pritchard & Miller (2012), as a hierarchical IPFP, to control household
and person level attributes, simultaneously. In other terms, the IPU algorithm
is employed to estimate sample household weights that satisfy both household
and person type constraints. Once the multi-dimensional tables are generated,
the seed data is to be used together with these tables in the SR approach to
reconstruct the population individuals and households with a computer-based
simulation.
A practical issue with the sample-based approach is that the representativeness of the resulting SP is highly dependent on how well the seed data is
representative of the entire population. When dealing with multi-dimensional
census tables, and in particular when using individual-specific and householdspecific tables simultaneously, it is often hard to find representative units in
the seed data associated with all cells in the census tables. The alternative to
sample-based approaches are sample-free approaches, discussed in the literature
for population synthesis where a representative sample is not available (Gargiulo
et al. (2010), Lenormand & Deffuant (2013)). Sample-free approaches generally do not rely on a sample record file to construct a SP. Instead they rely on
5

heuristics to ensure that the geographical heterogeneity of the resulting SP is
best preserved. One major issue with the sample-free approaches is that the
source of variability in the simulated SP is not clearly identified.
A hybrid approach is presented here which starts with a sample-based algorithm for population synthesis using census tables and a sample record file.
Where dealing with the population cross-classified counts for which representative units are missing in the sample data file, a sample-free algorithm is employed. Using the approach presented in this section an area-specific SP is then
constructed for Bangladesh using its 2011 census data.
2.1. Notations and Methodology
This paper addresses the structural hierarchies in developing a SP in which
household structures and socio-demographics of individuals living within households are considered.

A certain number of characteristics (denoted by P )

are considered to define any specific individual within the SP. Then, SP individuals form single-member and multi-member households, each with certain number of characteristics (denoted by Q). Given a finite set of characteristics P for individuals and a finite set of characteristics Q for households,
the state model here is defined as an onto (surjective) function from P to Q
(f : {1, 2, . . . , P } → {1, 2, . . . , Q}) satisfying certain additional constraints,
where |P | < |Q|. The study area is assumed to be divided to G overall areas and each household (with all its individuals) is located at one specific area;
i.e. g ∈ {1, 2, . . . , G}.
We consider a population U = (U(H) , U(I) ) of size N individuals where each
population individual by itself or with several other individuals belong to unior multi-member household. The total number of population households is
denoted by M. The superscript ‘(H )’ refers to the households and ‘(I )’ refers to
the individuals. So, U(H) refers to the population of households and U(I) refers
to the population of individuals. Assuming the target of inference to be at the
(H)

(I)

area level, the whole population is divided into G areas (i.e. Ug = (Ug , Ug )),
PG
with Mg households and Ng individuals in the gth area, where M = g=1 Mg
6

& N =
(H)
Ug ; j

PG

g=1

Ng . The j th household in the gth area is denoted by Yjg ∈

∈ {1, 2, . . . , Mg } and the i th individual in this household is denoted by
(I)

Xijg ∈ Ujg .
In the sample-based population synthesis, a representative sample file Sg =
(H)
(I)
(Sg , Sg )

is assumed to be available for the gth area with mg households de(H)

noted by yjg ∈ Sg ; j ∈ {1, 2, . . . , mg } and ng individuals, out of which those
(I)

belonging to the j th household are denoted by xijg ∈ Sjg . Here, T (Xijg ) and
T (Yjg ) denote the vectors of attributes of population individuals and households, respectively. Additionally, T (xijg ), and T (yig ) denote the attributes of
sample individuals and households, respectively.
One common known approach for estimation of population counts in multidimensional contingency tables when a random sample is available together with
marginal population tables of lower dimensions is IPFP. For sample-based population synthesis, individual- and household-specific multi-dimensional crosstabulation of population counts are estimated using the IPU algorithm as a
hierarchical IPFP (presented by Lenormand & Deffuant (2013)), based on the
representative sample data subject to known marginal population counts. IPU
is used as an algorithm for estimating the household weights in a way that
household and individual distributions are matched. Then, the SR approach is
used as a deterministic algorithm for reconstructing the population.
Using the SR approach, individuals and households with the required sociodemographics are populated within each area using a weighting technique so
that the marginal distribution follows the aggregated-level information coming
from one source covering the complete population. One way to do this is to
use the deterministic re-weighting algorithm (e.g. Ballas et al. (2005), Smith
et al. (2009)) to allocate a weight to each unit record within the seed data (i.e.
disaggregated-level data) and consider the weights as a distribution of probabilities derived from the available seed data. Each attribute for the population units
is treated separately and sampling from marginal distributions is conducted to
select the number of units equal to the number of area-specific population totals.
In practice, a perfect alignment between all area-specific synthetic totals and
7

the sample totals under the assumption that all of the areas are relatively homogeneous is unrealistic. To overcome this challenge, it is helpful to conduct a
Monte Carlo sampling from the disaggregated data based on the underlying conditional probabilities calculated (as discussed by Harland et al. (2012)), rather
than being deterministically re-weighted from the disaggregated-data. This is
a stochastic approach as the conditional probabilities are readjusted using iterative Monte Carlo sampling until a close match with the constraining tables or
marginal distributions is achieved. As alternative proposed here is to employ a
hybrid approach using step-wise sample-based and a sample-free approach.
Let πg(I) denote the vector of all cross-classified probabilities for the P
individual-specific characteristics and πg(H) denote the vector of all cross-classified
probabilities for the Q household-specific characteristics. In the sample-based
population synthesis, individuals and households from the seed data are allo
cated to the SP based on the population probabilities in π = πg(I) , πg(H)
with the constraint of matching with the population margins. The pseudo code
for this stage of population reconstruction for gth area is shown in Algorithm
1.
Algorithm 1 Population Synthesis Algorithm Stage I: Sample-Based Approach
Inputs:
(i) Individual-specific cross-classified population probabilities (πg(I) )
(ii) Household-specific cross-classified population probabilities (πg(H) )
(iii) Seed Data [t(xg ) , t(yg )]
Output: Sample-based SP ÛSB−SP
g
Algorithm:

1: while Changes in the resulted SP is not negligible over a sequence of iterations do
2:
Pick at random household yjg form the seed with all belonging individuals xijg
3:

Find the associated population weights from vector of population probabilities; i.e. π =


πg(I) , πg(H)

4:

π

Add the selected household and individuals to the SP (yig , xijg ) −
→ (Yig , Xijg ): subject to
known marginal population counts

5: end while

The IPU approach used relocates weights among the census sample households of a type to account for differences in household composition and the individuals’ characteristics constructing each household. To do so, the household8

specific weights have to be adjusted in a way to match the individual-specific
constraints as closely as possible. In order to reconstruct the population of a specific area (say gth area), as presented in Algorithm 1, the resulting population

weights/probabilities (i.e. π = πg(I) , πg(H) ) are used to pick the population
units from the seed data and populate them based on the pre-identified weights.
Once the first stage in generating the SP is finished, it is time to compare
the marginal counts in the simulated SP with population margins presented
in the form of census tables. Where the marginal counts are not the same, it
means that the seed data used for generating the synthetic population in the
associated categories were not completely informative. To deal with this issue
and to simulate the missing units in the SP once detected, we use a heuristic
algorithm. Following Huynh et al. (2013), we need to construct a pool of individuals and a pool of households based on the multi-dimensional population
cross-classifications obtained by employing IPFP. For the gth area, individP
P
ual Xig
is characterized by a vector of attributes (i.e. T (Xig
)) based on the

individual-specific population cross-classifications for the gth area. The same
P
method is to be employed for constructing household Yjg
characterized by a
P
vector of attributes (i.e. T (Yjg
)) based on the household-specific population

cross-classifications for the gth area.
In the second stage of population synthesis, the missmatches between the
population cross-classified counts in the SP simulated for the gth area and the
census multi-dimensional contingency tables will inform the drawing process
of individuals and the way the individuals are allocated to the households to
solve the issues. To construct the households while the representative units
are missing, records of individuals are drawn from the pool of individuals and
allocated into households so that the resulting households in the SP satisfy the
desired joint distributions at household level. This is achieved while preserving
the distribution computed at the individual level. The joint distributions at
individual level also informs this drawing process in terms of the probability
an individual type being drawn given the household type being considered and
attributes of the existing (previously allocated) residents.
9

Following Lenormand & Deffuant (2013), the list of individuals are located in
each household one by one. The individuals are selected one at a time by order
of importance in the household conditioned an the attributes of the previous
individuals picked for this household. Once a household is built, it is added to
the SP. The pseudo code for this stage of population synthesis of the gth area is
shown in Algorithm 2. The first step in this Algorithm 2 is to identify the crossclassified probabilities calculated for the SP generated using Algorithm 1 which
does not match with those in the original census tables and not those obtained
using IPU. Once the mismatches are recognised, the associated population units
will be swapped with new units in way to correct the mismatches, as much as
possible.
Algorithm 2 Population Synthesis Algorithm Stage II: Sample-Free Approach
Inputs:
(i) Individual-specific cross-classified population probabilities (πg(I) )
(ii) Household-specific cross-classified population probabilities (πg(H) )
(iii) Pool of households
(iv) Pool of individuals
(v) Sample-based SP ÛSB−SP
g
Output: Synthetic population of individuals and households Ûg
Algorithm:

1: for Any missmatch between the household-specific cross-classified probabilities form the census
SB−SP
) do
tables (i.e. πg(H) ) and those calculated from the sample-based SP (i.e. π̂g(H)

2:
3:

P
Pick at random relevant household Yjg
form the pool of households
P
P
Pick at random individuals Xig
s form the pool of individuals and locate them in the Yjg
P
considering T (Yjg
) and the constrains defined for a set of individuals to build a household

4: end for

2.2. Synthetic Population of Bangladesh
Bangladesh is the eighth most populous country with a population of size
about 150 million and is the twelfth most densely populated country in the world
(with 1015 individuals per square kilometre), according to the Bangladesh 2011
Census of Population and Housing. Bangladesh is located in the north-eastern
part of South Asia and is mostly surrounded by the Indian borders. The country
consists of 7 divisions, 64 districts (zila), and 545 sub-districts (upazila) with
a majority of rural areas. A map of Bangladesh together with the population
10

maps is presented in Figure 1.
Figure 1: Bangladesh political map (source: mapsofworld.com) and population maps (number
of persons per square kilometer of land area)

In the current study, we aim to simulate the district-specific SP of Bangladesh.
For each district, the 2011 census data is available in the the form of one- and
two-dimensional tables. The 5% Census Sample File (CSF) of households and
individuals is also available. The SP in this case study consists of individuals
defined by their age, gender, marital status and education while each individual
(by him/herself or together with some other individuals) forms a household with
a certain household type, household size and dwelling structure. The categorical
variables for individuals and households to be simulated in the SP are presented
in Table 1. In the sample-based approach, individual- and household-specific
characteristics are obtained from the 5% CSF based on the 2011 Bangladesh
census while being consistent with the area-specific census tables.
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Table 1: Population attributes considered in population synthesis
Gender

Age Category

Education

Marital Status

(1) 0-4
(2) 5-9
(3) 10-14
(4) 15-19
(5) 20-24
(6) 25-29
(7) 30-49
(8) 50-59
(9) 60-64
(10) 65+

(1) Literate
(2) Illiterate

(1)
(2)
(3)
(4)

Household Type

Dwelling Structure

Household Size

(1)
(2)
(3)
(4)
(5)
(6)
(7)

(1) Pucka (Made in brick)
(2) Semi-pucka
(Made in brick, Tin, and Wood)
(3) Kutcha (Built in wood/Bamboo)
(4) Jhupri (Made in bamboo, leaves,
Polythin, Others, etc)

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)

(1) Male
(2) Female

Single person household
Couple only
Couple with kids younger than 15 yrs
Couple with dependents over 15 yrs
Single parent with kids younger than 15 yrs
Single parent with dependents over 15 yrs
Other

The population synthesis approach previously discussed in this section using
Algorithm 1 and Algorithm 2, respectively, is used in simulating district-specific
SP for which the 2011 Bangladesh census tabulated data corresponding to area
counts are used as the know population margins. The 5% CSF is used as the
seed data for population synthesis. This data covers 64 districts (Zila) and
544 sub-districts (Upzila) that represent the whole country and is provided
by the BBS. The rural-urban classification by BBS for the population of each
district is followed in this study when using the individual- and household-level
information.
To evaluate the district-specific SP, we calculate the absolute relative bias to
compare the cross-classified counts in the SP with those in the multi-dimensional
tables archived when using IPU. Where there are I cross classifications, the ith
cross-tabulated population probability calculated solely out of the census tables
(IP U )

using the IPU approach are denoted by θi

12

; i ∈ {1, 2, . . . , I}. The estimated

Never married
Married
Widowed
Divorced or Separated

1
2
3
4
5
6
7
8+

value for the same cross-tabulated population probability calculated based on
(SP )

the SP simulation is denoted by θi

. Then, the absolute relative bias is

calculated as follows:
(SP )

ARB(θi ) =

θi

(IP U )

− θi
(SP )

θi

For the attributes presented in Table 1, Figure 2 and Figure 3 present the results for individuals- and household-level classification, respectively. The graphs
illustrate the absolute relative bias for each cell so as to be ascending for the
area-specific total population of districts. This means the 1st district in the
graph is the one with the largest population size and the 64th district is the
one with the smallest size of population. Based on the 2011 Bangladesh census, the largest district in terms of population size is Dhaka with population of
11,996,728 individuals and the smallest district in terms of population is Bandarbon with the population of 387,129 individuals. The populations of all 64
districts are discussed in more details in Section 3. These results presented in
Figure 2 and 3 show that the construction of SP of individuals and households
in Bangladesh is with relatively small error (i.er. the average absolute relative
bias is less than 10% ).
Figure 2: Absolute relative bias for individual-specific classes of attributes when comparing the
cross-classified counts in the SP and census tables for each distinct (Stratum: 18 individual-

m
u
t
a
r
St

specific population attributes as presented in Table 1; Districts: 64 Bangladesh Districts)
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Figure 3: Absolute relative bias for household-specific classes of attributes when comparing the
cross-classified counts in the SP and census tables for each distinct (Stratum: 19 householdspecific population attributes as presented in Table 1; Districts: 64 Bangladesh Districts)

As shown in Figure 2 and Figure 3, cross-classified counts for different classes
of attributes are closer to the actual population counts for districts with larger
population sizes. For smaller districts (in terms of population size), finding exact
matches has been more challenging. Additionally, errors for certain classes of
attributes tend to be larger. For example, allocating individuals aged between 0
to 5 to the right households is more challenging, particularly in areas with small
population size where an exact match in the seed data is not available or is hard
to find. Another example is the households categorized as ”Single Person” and
”Other”, for which a exact match is hardly obtained using the seed data.

3. Statistical Matching
Statistical matching is a statistical approach employed to provide information on the joint distribution of variables and indicators collected through two
or more sources on the same population. It offers the possibility of increasing
the value of the current data, without increasing costs and response burden.
Statistical matching techniques aim to integrate two or more data sources referring to the same target population in cases when exact matching of individual
records (record linkage) is not possible due to confidentiality restrictions on the
14

data available (Rosenbaum (2002), Rubin (2006)). The two data sources have to
share one or more variable. The main objective is to fill in (impute) the dataset
chosen as the recipient with the values of the variables which are available only
in the other dataset, the donor one. Imputation approaches are also used as a
typical post-survey strategy to compensate for missing data (Groves & Couper
(1998), Lago & Clark (2015)).
For each unit in the recipient dataset, the key aim is to search for similar
entities in the donor dataset and impute the value of the variable(s) only available in the donor dataset. Statistical matching uses variables common to both
datasets to identify similar records that can be linked in order to generate a
new synthetic dataset that allows more flexible analysis than would be possible
with the two separate datasets (Rassler (2002)). For this purpose, a distance
function needs to be defined to calculate how similar the recipient and donor
data are and/or provide the clustering as a similarity-based segmentation.
Multi-variate and propensity score statistical matching techniques are discussed in the literature for generating suitable control groups that are similar to
treated groups when a randomised experiment is not available (Rosenbaum &
Rubin (1983), Austin (2011), An (2010)). Following the terminology presented
by Rosenbaum & Rubin (1983), the propensity score is referred to as a balancing score defined as the treatment assignment. This method is used in other
applications for pairing purposes Longford (2015).
To consider the similarity between objects more precisely, or alternatively the
distance between objects, a distance function/measurement needs to be defined.
Several distance measures are discussed in the literature such as: Manhattan
(L1-norm), Euclidean distance (L2 norm), Hamming distance (categorical attributes), and Minkowski distance (p-norm) (Provost & Fawcett (2013)).
In single and multiple imputations there are various methods available, one
of which is based on matching and is commonly known as nearest neighbour
imputation (NNI). It employs the K -Nearest Neighbours (K -NN) algorithm.
When dealing with a database in which the data points are separated into
several non-overlapping classes and the aim is to predict the classification of a
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new point K -NN is employed as a non-parametric approach by which an object
is classified by a majority vote of its neighbours, with the object being assigned
to the class most common among its K nearest neighbours (Schilling (1986a),
Schilling (1986b), Bezdek et al. (1986), Chavez et al. (2015)).
In other words, at each value of X classify to the class that receives the
largest number of classifications or votes. This family of classifiers are known
as majority vote classifiers as follows: (Ju (2010), Tang & He (2015))
C(y, S) := arg max score(c, N Nk (y, S))

(1)

c∈classes

Here N Nk (y, S) returns the k nearest neighbours of instance y in space S, arg
max returns the argument (c in this case) that maximizes the quantity that
follows it, and the majority scoring function is defined follows:
score(c, N) =

X

I[class(y) = c]

(2)

y∈N

Here the expression I[class(y) = c] has the value one if class(y) = c and zero
otherwise.
When matching census and survey data, the main objective is to find the
best match in the survey data for j th population household at the gth area with
T (Yjg ) attributes together with its individuals out of which the i th individual
is defined with T (Xijg ) attributes. Once this matched item is found, the aim
is to impute extra attributes at the household level using the sample data. To
achieve this goal we employ the K -NN approach discussed before.
The pseudo code for matching population- and survey-specific data at householdand individual-level for area g using the K -NN approach is presented in Algorithm 3. In this algorithm, for each population household (i.e. Yjg ), the set
of most similar households in the sample data is found using majority vote
classifiers. Then, we search among the individuals in the survey households
within the feasible set of solutions (found in the previous step in the K -NN
algorithm) and compare their characteristics with the individuals located in the
target population household (i.e. Yjg ). The main goal of using this algorithm
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is to find the most similar household in the survey considering the householdand individual-specific attributes.
Algorithm 3 K -NN Algorithm for Matching Population- and Survey-Specific
Data at Household- and Individual-Level for Area g ∈ {1, . . . , G}
Inputs:
(i) Individual- and household-level population data attributes:

i.e.

T (Xijg ) & T (Yjg );

i ∈ {1, . . . , Ng } & j ∈ {1, . . . , Mg }
(ii)Individual- and household-level survey data attributes: i.e. T (xijg ) & T (yjg ); i ∈ {1, . . . , ng }
& j ∈ {1, . . . , mg }
Output: Synthetic population of individuals and households with an extra attribute
Algorithm:

1: for ∀ Yjg ∈ U(H)
do
g
2:



Calculate C(Yjg , S(H)
) := arg max score c, N Nk (Yjg , S(H)
)
g
g

3:

Set the associated household unit (with their individuals) in the survey data in as feasible

c∈T (Yjg )

(H)∗
solutions; i.e. S∗
, S(I)∗
)
g = (Sg
g

"

4:

(I)

Calculate C(Ujg , S(I)∗
) := arg max
g

(H)∗
yjg ∈Sg

#
X

(I)

C(xijg , Ujg )

(I)∗
xijk ∈S
ijg

5: end for

4. Wealth Index in Bangladesh
Although Bangladesh has shown a promising performance in achieving the
Millennium Development Goals in recent years, the country is still struggling
with the issue of poverty according to the 2011 Human Development Index
(Klugman (2011)). The first of the Millennium Development Goals established
by the United Nations is the eradication of extreme poverty and hunger. The
estimated poverty rate at the divisional level in Bangladesh varies from 26.2
percent in Chittagong to 42.3 percent in Rangpur division on the basis of the
recent 2010 Household Income and Expenditure Survey. At the district level,
the rate varies from 3.6 percent in Khulna district to 63.7 percent in Kurigram
district according to a recent poverty mapping exercise (Jolliffe et al. (2013)).
The proxy wealth index offers potential as a pragmatic and quick means of
assessing poverty status. However, measuring relative wealth or living standards
of people in developing countries such as Bangladesh presents many challenges
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since income data are often not available. Some attempts to calculate wealth
indices in Bangladesh are presented by Pitchforth et al. (2007), Gunnsteinsson
et al. (2010), Tareque et al. (2010). The wealth index is based on household asset
information via principal components analysis (PCA) and has been widely used
in many country-level demographic and health surveys to measure inequalities
in household characteristics (e.g. LeClere & Soobader (2000)). This index can
be utilized as an indicator of household level wealth that is consistent with
expenditure and income measures. The distribution of the estimated wealth
index has zero mean and unit standard deviation. The estimation procedure
permits greater adaptability of the wealth index in both urban and rural areas.
In the current study the 2011 BDHS data is used to measure the wealth
index in different parts of Bangladesh. A nationally representative sample is
drawn from the 2011 BDHS covering the entire population of Bangladesh based
on a sampling frame of enumeration areas (EAs) listed in the 2011 Population
and Housing Census given by the BBS. The EAs are considered as primary
sampling units (PSUs) for the survey and consists of an average of about 120
households. A two-stage stratified sampling design has been used to select 600
EAs (207 in urban and 393 in rural areas) in the first stage with probability
proportional to the EA size, and in the second stage a systematic sample of
about 30 households was selected from each of the selected EAs. The ultimate
sample consists of 17,141 households and 83,731 household members (NIPORT
(2013)). For each district, Figure 4 presents the total population and the sample
size of the 2011 BDHS. Sample sizes vary between districts from 30 households
in Bandarban to 1425 households in Dhaka, with median of 228 households.
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Figure 4: District-specific population and sample size

In calculating the BDHS wealth index, PCA is used for assigning weight
values to the wealth indicator variables (e.g. household possessions, utility services, etc.). The full list of these variables used for Bangladesh is available
in NIPORT (2013). The basic steps followed in calculating the wealth for a
household are: standardized calculation of z-score for the indicator variables,
calculating the factor coefficient scores (factor loadings), multiplying the indicator values by the loadings, and finally summing to produce the household’s
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index value. Only the first principal component is used to calculate the wealth
index. The resulting sum is itself a standardized score with a mean of zero and
a standard deviation of one (Rutstein & Johnson (2004)).
Quantiles of wealth indices are calculated based on the distribution of the
whole population of individuals rather than on the distribution of households.
The distribution is population-based because it is thought that most analyses
are concerned with poor people rather than poor households. To obtain the
cut-off points, a weighted frequency distribution of households was constructed
where the weights are obtained by multiplying the number of de jure members of
the household by the sampling weight of the household. The distribution shows
the national household population where each member is given the wealth index
score of his or her household. The population is then ordered by the score and
is divided into five groups each consisting of 20-percent of population. This
provides a population weighted quantile for the index.
Sampling weights were calculated based on sampling probabilities specified
separately at each sampling stage and cluster. This means that the probability
of selecting a PSU from a stratum at the first stage and probability of selecting a
household from the selected PSU are combined to calculate the sampling weight.
These weights are needed to ensure the representativeness of the survey results
at national and domain levels and are used to calculate the district specific
estimations.
Details about how the district-specific SP of individuals and households is
constructed for Bangladesh in the current study are discussed in Section 2.
Once the SP of households and individuals are constructed, statistical matching
is then performed by imputing the nearest possible records from the 2011 BDHS
to estimate the wealth index for each household within the SP. The diagram
presented in Figure 5 shows the steps followed to construct the district-specific
SP of Bangladesh with estimated wealth indices for households. In areas with
relevantly small sample sizes (e.g. Bandarban, Khagrachari, Naogaon, Rangpur,
etc.) and where a close match can not be found for a specific household in the
SP within the same district, the nearest neighbour algorithm will search for the
20

best match in similar districts. Such similarities are generally specified based
on the geographic distance.
Figure 5: Diagram: population synthesis and statistical matching

Area-Level 5% Census Sample Data
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Synthetic Population of Households and Individuals
Bangladesh Demographic and Health Survey
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• Dwelling Type
• Wealth Index

Figure 6 presents the district-specific population maps together with the
median wealth indices estimated using the method presented in this paper.
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Figure 6: District-specific population maps and survey estimates of median wealth index in
Bangladesh

As mentioned before, the wealth index categorizes households into 5 wealth
quantiles. The stacked graphs in Figure 7 show the percentage of population of
each district in each of the five categories of wealth quantiles based on the direct
Horvitz-Thompson estimators and the synthetic estimators obtained using the
method presented in Figure 5.
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Figure 7: Percentage of district-specific households in 5 wealth quantiles based on the direct
Horvitz-Thompson estimators and the simulation-based synthetic estimators obtained based
on the micro-simulation technique

As previously discussed, the sample size in 2011 BDHS is relatively small
for some districts. In areas with small sample sizes, sample units are mostly
selected from the rural areas. As such, there are no households in some districts
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categorized in the top categories of wealth indices. This is the case for districts
such as Bandarban, Khagrachari and Rangamati. When dealing with such
districts, the method presented in this paper could impute the wealth index
from the closest match in similar districts and calculate the household- and
district-level inferences more precisely.
When repeating the micro-simulation discussed in this paper based on which
the area-specific wealth indices are estimated, it is possible to calculate a 95%
simulation-based interval for the wealth index estimated for each area. Figure
8 presents the indirect estimation of median indexes for all the Bangladesh
districts together with the 95% confidence intervals. The survey-based direct
estimation of the median wealth index is also demonstrated in Figure 8. Note
that the results are presented in Figure 8 in a way to be ascending for the
area-specific median wealth indices estimated based on the micro-simulation
technique presented in this paper. As can be seen in Figure 8, there are some
differences between the direct and indirect estimates, as was expected from
looking at Figure 7. That said, the direct estimates fall in the 95% confidence
around the indirect estimates for almost all areas.
Figure 8: Direct and indirect estimation of area-specific median wealth indices for Bangladesh
districts together with 95% confidence interval for the indirect estimates. Note that the results
are presented in a way to be ascending for the indirect estimates for median wealth indices.
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5. Discussion
Having fully disaggregated information about the population agents is needed
for many micro level analysis tools such as microsimulation and agent based
modelling. While in many countries census data is still the major source for geographically detailed estimates of populations and economies, such data is being
released at higher levels of aggregation in the form of contingency tables, as releasing the fully informative disaggregated data while preserving confidentiality
is very challenging. One way to overcome such a challenge is to use spatialmicrosimulation techniques to generate a pseudo-census built by combining data
sources, particularly surveys and censuses or surveys and administrative sources.
The literature on simulating artificial populations has undergone great development recently to help with spatially explicit and individual centred interaction
models (micro-simulation or agent-based models). Such artificial populations
are mostly derived using computer-aided simulation and are built from pseudocensus information obtained from anonymous survey and census information.
A reliable SP aims at faithfully reproducing actual social entities, individuals
and households, and their characteristics so as to represent reality as closely as
possible. In the current study the Bangladesh census data is used to generate a
district-specific SP of individuals and households.
In constructing the area-specific SP a step-wise approach is presented in this
study which starts with a unit record file as a sample of the census using a smart
scale-up algorithm. In the second stage of population synthesis and to correct
the discrepancies between the cross-tabulations from the simulated SP in the
fist stage and the census cross-tabulations, a heuristic algorithm is presented.
A matching is then performed by imputing the nearest possible records among
the Bangladesh’s 2011 BDHS to estimate the wealth index for each household
within the SP. While previous work has used spatial microsimulation techniques
to derive an SP, this research extends these techniques by adding an imputation
stage using a K Nearest Neighbour approach. This imputation stage is able to
add data onto the SP from another survey which was not available in the original
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SP. This is a significant advance in the method for deriving SPs. The results
from our analysis show that the estimates calculated based on the technique
presented in this paper are more representative than direct survey estimates
which have limited sample for many small areas. This is mostly the case for the
districts with some sample.
Census data is considered as the main source of statistical information for
simulating area-specific synthetic populations of individuals and households together with their socio-demographic characteristics. This is while there are
financial limitations for conducting census capable of producing reliable estimates of the corresponding population and improve erroneous census enumerations and census omissions at all required levels of geography. This is mostly
the case in developing courtiers. That said, possible uncertainties in the censusbased measurements will be projected in the simulated SP. This can be seen as
the main limitation in the simulation presented in this paper as the Bangladesh
census data is assumed to be the most accurate source of data based on which
the SP is generated. It will be noted that, the levels of aggregation (of individuals) in the simulated SP follow the population structure given in the census
data. Following Namazi-Rad et al. (2014b), a two-fold nested structure of the
individuals and households within the target areas is considered in this paper to
match the structure of Bangladesh census data. Other level of aggregation can
be considered in population synthesis if sufficient information about associated
population structures is provided.
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