In this paper, the main objective is to introduce a new modified approach for deriving of implicit Runge-Kutta methods by construction a tridiagonal implicit matrices of unknown coefficients.
Introduction
The idea of extending Euler method by allowing for a multiplicity of evolutions of a function within each step was originally proposed by Runge (1895). Further contributions were made by Heun (1900) and by Kutta (1901) . The latter completely characterized the set of Runge-Kutta method of order 4 and proposed the first methods of order 5. Special methods for second-order differential equations were proposed by NystrÖm (1925) who also contributed to the development of methods for first-order equations.
Since the advent of digital computers, fresh interest had been focused on RungeKutta methods, and a large number of research workers have contributed to recent extensions to the theory and the development of particular methods. Although, early studies were devoted entirely to explicit Runge-Kutta methods, interest has now extended to implicit methods, which are now recognized as appropriate for stiff differential equations [5] .
The general form of an r-stages RungeKutta methods is given by: For convenience, we design the process by an array of constants, as follows [6] :
It is easy to classify Runge-Kutta methods, in three categories: 
Remark
It is will known that the following formula 
Derivation of Tridiagonals Three-Stages Implicit Runge-Kutta Method:
In this section, a new modification is made in order to derive a new formula of triadiagonals implicit Runge-Kutta method with the property that the elements of each diagonal are equal, for simplicity, the parameters related by this method are presented in the following design of process:
Design of process (1)
One can find the values of a 1 , a 2 and a 3 by solving the third degree Legendre polynomial, the obtained results are: 136   3  2  2  2  1  11 1  12 2  13 3   3  2  2  2  2  21 1  22 2  23 3   3  2  2  2  3  31 1  32 2 To obtain intervals of stability of 3-stages Runge-Kutta method, we consider the test problem y  y, where Re() < 0. Recall the tridiagonals three steps implicit Runge-Kutta method: Substituting equations (12) and (14) in equation (13) 1  15  1  22  15  yy  5  1  15  3  1  2  5  5   1  15  1 25
Then after some simplification, we get: 
substituting k 2 in equation (14) k 3  
using computer facilities, one can find the values of  , by solving the inequality |r| < 1, and the following interval of absolute stability is obtained, which is   (9.5,1)  (0.637, 0).
Example:
Consider the first order differential equation:
y  y + x + 1 with initial condition y(0)  1.
In order to give a comparison and describe the precision of the previously derived methods of Runge-Kutta, we can easily find the exact solution, which is:
Therefore using the 2-stage explicit, 2-stage semi-explicit, 2-stage implicit and triadiagonal implicit Runge-Kutta methods, we get the results presented in tables (4.1)) with step lengths h  0.1.
From the results, it is easily noticed that the triadiagonal Runge-Kutta method has less accuracy than the other methods, but still it has more simplified form than the other methods and more simple than the other methods in applications.
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Concluding remarks
1. One can see from error estimation of the results that (2-stage implicit) is the more accurate. Also three stages implicit tridiagonal gives reasonable agreement exact solution.
2.
The improved tridiagonal method is so easy to drive which are indeed implicit method and therefore to drive improved method with five diagonal and proving its stability.
3.
Using Runge-Kutta method for solving delay differential equations.
