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Abstract
A sucient condition for the existence of a maximum cycle (i.e. of length twice the cardinality
of the smaller color class) in a bipartite digraph is presented. Clearly, the obtained cycle is
Hamiltonian whenever the bipartite digraph is balanced. The condition given here is the best
possible of its type and it is considerably weaker than those previously known that imply the
same conclusion. c© 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction and terminology
The problem of the existence of Hamiltonian and large cycles in digraphs has
been well studied and many results have appeared in the literature (see for exam-
ple [3,5,6,11,12] for general digraphs, [1,7{10] for bipartite digraphs and [4,13] for
bipartite tournaments). The common approach to the problem tries to reach sucient
conditions for the existence of the longest possible cycles.
In this paper we present a condition based on half-degrees, which suces for the
existence of a cycle of length twice the cardinality of the smaller color class in a
bipartite digraph. Our condition requires a lower bound on the sum of the opposite
half-degrees of pairs of vertices of nonarcs. Conditions of this type are a weaker
extension of previously known ones, based also on half-degrees and yielding the same
result. Such a condition is presented in [1] and requires a lower bound, half of ours,
but on both half-degrees of each vertex of the bipartite digraph.
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Formally, D(X; Y; E) denotes a bipartite digraph of order n with color classes X; Y ,
where jX j = a6b = jY j and n = a + b. Then V (D)(= X [ Y ) denotes the set of
vertices and E(D)(= E) denotes the set of arcs of D. When a = b, we say that D is
balanced. If (v; u) 2 E(D), we say that v dominates u. If v 2 V (D) and S V (D) we
dene  −S (v); 
+
S (v) to be the sets of vertices of S which, respectively, dominate, and
are dominated by, the vertex v, and d+S (v) = j +S (v)j, d−S (v) = j −S (v)j and dS(v) =
j +S (v)j+ j −S (v)j. A matching M from X into Y is a set of arcs of D with origin in
X and terminus in Y such that no two arcs in M are adjacent. When the cardinality
of M is jX j, we say that M saturates X . Finally we say that a path or a cycle is
compatible with a matching M if its arcs are alternately in M and not in M .
With the notation above we say that a bipartite digraph D satises condition Ak; k>0,
if and only if:
For each two vertices v; u 2 V (D) either (v; u) 2 E(D) or d−(u) + d+(v)>a+ k:
In this paper we prove that if a bipartite digraph D satises condition A2, then it
contains a cycle of length 2a. We also show that this conclusion does not necessarily
follow if D satises A1. (However, see our concluding remarks in Section 3.)
2. Main results
The main result of the paper is presented in Theorem 1. Before stating this theorem
we present a series of structural lemmas which are used in its proof.
Lemma 1. Let D satisfy condition A0. Then D has a matching M from X into Y
which saturates X .
Proof. By the well known Konig{Hall theorem [2] it suces to prove that, for each
S X; j +(S)j>jSj. Let x 2 S and y 2 Y −  +(S). By condition A0, and since
(x; y) =2 E(D),
a6d−(y) + d+(x)6j +(S)j+ jX − Sj = j +(S)j+ a− jSj;
from which j +(S)j>jSj, as required.
Throughout the rest of this paper, by a matching, M, we shall always mean a
matching that saturates X .
For Lemmas 2{4 we choose a matching M such that a path compatible with M is
the longest possible. We denote the vertex sequence of this path by  : 1; 2; : : : ; s,
where s 2 Y if possible, while by Q we denote the digraph induced by the vertices
that are not in , i.e. Q = D −:
Lemma 2. Let D satisfy condition A0.
(i) If s is even, then 1 2 X and s 2 Y .
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(ii) If s is odd, then 1 2 Y and s 2 Y .
(iii) In both cases, d+Q(s) = 0 and d
−
Q (1) = 0.
Proof. If s 2 X then either (s; 1) 2 M and s is even, or else (s; y) 2 M for some
y =2 . Each case violates the denition of , since in the former case we could have
chosen the path 2; 3; : : : ; s; 1 (with 1 2 Y ) instead of , and in the latter case  is
not of maximum length. Thus s 2 Y , and (i) and (ii) follow. Now clearly d+Q(s) = 0
by the maximality of , and d−Q (1) = 0 if 1 2 X . But if 1 2 Y and d−Q (1) > 0
then we could nd a matching M 0 containing a path longer than , contradicting the
choice of M . Thus (iii) is proven.
Lemma 3. Let D satisfy condition A1. If (s; 1) 2 E(D), then D has a Hamiltonian
cycle compatible with M .
Proof. Assume by contradiction that the cycle 1; 2; : : : ; s; 1 is not Hamiltonian.
Consequently Q \ Y 6= ;. Let i 2  \ X and y 2 Q \ Y , and suppose that (y; i) 2
E(D). Then the path y; i; i+1; : : : ; s; 1; 2; : : : ; i−1 is compatible with M and longer
than , a contradiction. Thus (y; i) =2 E(D) (for all i in \X and all y in Q\ Y ),
and so
a+ 16d−(i) + d+(y)6 12 s+ (a− 12 s) = a;
a contradiction.
Lemma 4. Let D satisfy condition Ak , k>0. Then D contains a cycle of length at
least a+ k, compatible with M .
Proof. By Lemma 3, the result holds if (s; 1) 2 E(D), since a Hamiltonian cycle
has length 2a and condition Ak requires k6a. If (s; 1) =2 E(D), we have
a+ k6d−(1) + d+(s) = d−(1) + d
+
(s):
Hence, either d+(s)>
1
2 (a+ k) or d
−
(1)>
1
2 (a+ k). In the former case we consider
the vertex i dominated by s, such that i is minimum. The cycle i; i+1; : : : ; s; i has
length at least 2d+(s)>a+k. In the latter case the desired cycle is obtained similarly
by considering the vertex j which dominates 1 such that j is maximum.
Lemma 5. Let D contain a matching M , a cycle C : c1; c2; : : : ; c2m; c1 that is com-
patible with M , and a path P : p1; p2; : : : ; ps that is disjoint from C and compatible
with M , with ps 2 Y . Suppose d−C (p1) + d+C (ps) > m. Then D contains a cycle of
length 2m+ s (s even) or 2m+ s− 1 (s odd) that is compatible with M .
Proof. It is easy to see that the hypotheses imply the existence of vertices ci; cj of C
such that (ci; p1); (ps; cj) 2 E(D) and j = i + 1 or i + 2 (mod 2m) according as s is
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even or odd. Since cj 2 X in either case, P can be inserted into C to give
a cycle compatible with M of length 2m + s (s even) or 2m + s − 1 (s odd), as
required.
By Lemma 4, a bipartite digraph satisfying condition Ak , k>0, contains a cycle
C : c1; c2; : : : ; c2m; c1 of length at least a + k, compatible with a matching M . Let
P : p1; p2; : : : ; ps be a path of maximum length in D−C compatible with M . In what
follows we choose M and C so that m is as large as possible and, subject to this, s
is as large as possible, and we choose ps 2 Y if possible. We suppose m < a since
otherwise there is nothing to prove. Using arguments similar to those of Lemma 2, we
can easily prove that the following hold for the path P:
(i) If s is even, then p1 2 X and ps 2 Y ;
(ii) If s is odd, then p1 2 Y and ps 2 Y ;
(iii) In both cases, d+R (ps) = 0 and d
−
R (p1) = 0.
By R we denote the vertices that are not in C [P, i.e. R = D− (C [P) and we dene,
also, the sets RX = X \ R, RY = Y \ R, and R0 = fu 2 RY j(v; u) =2 M;8v 2 X g. Let
r = jRX j and dene p and  by s = 2p+ , ( 2 f0; 1g). Clearly, jRX j = jRY −R0j = r
and a = m+ p+ r.
Lemma 6. Let D satisfy condition A0.
(i) 2p+ 2r6a.
(ii) If d−C (p1)>  and d
+
C (ps)> 0, then d
−
C (p1) + d
+
C (ps)6m− p+ 1.
Proof. (i) By Lemma 4, 2m>a and a = m+p+r, so 2p+2r = 2a−2m62a−a = a.
(ii) The hypotheses imply the existence of distinct vertices ci; cj of C such that
(ci; p1); (ps; cj) 2 E(D). Let 2l +  be the number of vertices of the segment ci+1;
ci+2; : : : ; cj−2; cj−1 and choose ci and cj so that l is as small as possible. It follows that
l>p, for otherwise the cycle cj; cj+1; : : : ; ci−1; ci; p1; p2; : : : ; ps; cj, where the segment
ci+1; ci+2; : : : ; cj−2; cj−1 is replaced by the path P, is longer than C, and compatible
with M (in case  = 0) or with another suitable matching (containing the arc (ci; p1),
in case  = 1), a contradiction.
In the worst case, in such a structure, we can have arcs:
(a) from ps to cj; cj+2; cj+4; : : : ; cj+2k , for some k, and
(b0) from cj+2k+1; cj+2k+3; cj+2k+5; : : : ; ci to p1 in case  = 0, or
(b1) from cj+2k ; cj+2k+2; : : : ; ci to p1, in case  = 1 (all indices are taken modulo
2m).
The segment cj; cj+1; : : : ; ci−1; ci has 2m − 2l −  vertices and counting these arcs it
follows that
d−C (p1) + d
+
C (ps)6
1
2 (2m− 2l− + ) + 1
= m− l+ 16m− p+ 1: (1)
Theorem 1. Let D satisfy condition A2. Then D contains a cycle of length 2a.
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Proof. By contradiction. By the maximality of P it is clear that d−R (p1) = d
+
R (ps) = 0.
We distinguish between four cases depending upon d−(p1) and d+(ps):
Case A: d−C (p1)61 and d
+
C (ps)> 0.
Independently of the parity of s; ps 2 Y . Let (y; x); x 2 X; y 2 Y , be an arc of C
such that (ps; x) 2 E(D). Clearly, d+P (y) = 0, for otherwise if y dominates a vertex,
say pi 2 X , of P, the arc (y; x) can be replaced by the path y; pi; pi+1; : : : ; ps; x, to
obtain a new cycle, compatible with M and longer than C, a contradiction. In particular,
since (y; p1) =2 E(D), by condition A2 we have
a+ 26 d−(p1) + d+(y)
= (d−P (p1) + d
−
C (p1) + d
−
R (p1)) + (d
+
X−P(y) + d
+
P (y))
6 (p+ 1 + 0) + ((a− p) + 0) = a+ 1;
a contradiction.
Case B: d−C (p1)> 0 and d
+
C (ps) = 0.
Subcase B1: s is odd.
Then p1 2 Y . Consider an arc (x; y); x 2 X; y 2 Y , of C such that (x; p1) 2
E(D). If (pi; y) 2 E(D) for some i, then the arc (x; y) can be replaced by the path
x; p1; p2; : : : ; pi; y, to obtain a new cycle, longer than C and compatible with another
matching containing the arcs (x; p1) and (pi; y) instead of (x; y) and (pi; pi+1), a
contradiction. Thus by arguments similar to those of Case A we obtain the similar
contradiction
a+ 26d−(y) + d+(ps)6a:
Subcase B2: s is even.
Then p1 2 X . Let (y0; x; y); y0; y 2 Y; x 2 X , be a segment of C such that (y0; p1) 2
E(D).
Applying condition A2 on the vertices ps; y 2 Y we obtain:
a+ 26d−(y) + d+(ps) = d−P (y) + d
−
X−P(y) + d
+
P (ps)
6 d−P (y) + (a− p) + p = d−P (y) + a;
that is, d−P (y)>2. Let i be the maximum index such that (pi; y) 2 E(D). Clearly
pi 2 X and i 6= 1.
Since d−P (x) = 0, similarly, by condition A2, we have
a+ 26d−(x) + d+(ps) = d−C (x) + d
−
RY (x) + d
+
P (ps)
6m+ (r + d−R0(x)) + p = a+ d
−
R0(x);
that is, d−R0(x)>2.
There is therefore a vertex z 2 R0 such that (z; x) 2 E(D).
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Moreover, d+R0(x) = 0, since otherwise the cycle obtained from C by replacing the
segment (y0; x; y) by the path y0; p1; p2; : : : ; pi−1; pi; y is longer than C and compatible
with another matching containing the arcs (pi; y) and (x; z0) (where z0 2 R0), instead
of (pi; pi+1) and (x; y), a contradiction.
Consequently, since (x; z) =2 E(D), condition A2 gives
a+ 26 d−(z) + d+(x)
= d−C (z) + d
+
C (x) + d
−
P (z) + d
+
P (x) + d
−
RX (z) + d
+
RY−R0(x): (2)
Now the following hold:
(i) d−RX (z)+ d
+
RY−R0(x)6jRX j = r, since otherwise there would exist vertices v 2 RX
and u 2 RY − R0, such that (v; u) 2 M and (v; z); (x; u) 2 E(D), and then the cycle
obtained from C by replacing the segment (y0; x; y) by the path y0; p1; p2; : : : ; pi−1; pi; y
is longer than C and compatible with another matching containing the arcs (pi; y); (x; u)
and (v; z), instead of (pi; pi+1); (x; y) and (v; u), a contradiction.
(ii) d−C (z) + d
+
C (x)6m, since otherwise there would exist vertices cj 2 X and
cj+1 2 Y , such that (cj; z); (x; cj+1) 2 E(D), and then the cycle y0p1; : : : ; pi−1; pi; y; : : : ;
cj−1; cj; z; x; cj+1; cj+2; : : : ; y0 is longer than C and compatible with another matching
containing the arcs (pi; y); (cj; z) and (x; cj+1), instead of (pi; pi+1); (cj; cj+1) and (x; y),
a contradiction.
(iii) d−P (z) + d
+
P (x)6p, since otherwise there would exist vertices pj 2 X and
pj+1 2 Y , such that (pj; z); (x; pj+1) 2 E(D), and then:
(a) If j < i, then the cycle obtained from C by replacing the arc (x; y) by the
path x; pj+1; pj+2; : : : ; pi−1; pi; y is longer than C and compatible with another match-
ing containing the arcs (x; pj+1); (pi; y) and (pj; z), instead of (x; y); (pi; pi+1) and
(pj; pj+1), a contradiction.
(b) If j>i, then the cycle obtained from C by replacing the segment (y0; x; y) by the
path y0; p1; p2; : : : ; pi−1; pi; y is longer than C and compatible with another matching
containing the arcs (pi; y); (x; pj+1) and (pj; z) (the last one only if j > i), instead of
(pi; pi+1); (x; y) and (pj; pj+1), a contradiction.
Thus, from (2) in connection with (i){(iii), we obtain
a+ 26d−(z) + d+(x)6m+ p+ r = a;
a contradiction.
This completes the discussion of Cases A and B. Before dealing with Cases C and
D, it is convenient to prove the following Claim. Let PY denote the set of vertices of
P in Y .
Claim. If (ps; p1) 2 E(D), then we may suppose that d+C (pi) = 0 for at most one
vertex pi 2 PY and d+C (pi)> 0 for at least one vertex pi 2 PY .
Proof of Claim. The result of the theorem follows by a modication of Subcase B1
if d−C (pi) > 0 and d
+
C (pi) = 0 for some pi 2 PY . So, if d+C (pi) = d+C (pj) = 0 for
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pi; pj 2 PY , then we may suppose d−C (pi) = 0 and then
a+ 26d−(pi) + d+(pj) = (d−P (pi) + d
+
P (pj)) + (d
−
R (pi) + d
+
R (pj))
6 2p+ 2r6a
by Lemma 6(i), a contradiction. This proves the Claim except when s = 2 and
d+C (ps) = 0. In this case the result of the Theorem follows from Case B if d
−
C (p1)> 0;
and if d−C (p1) = 0 and y 2 Y is a vertex of C, then (y; p1) =2 E(D) and thus
a+ 26d−(p1) + d+(y)61 + (a− 1) = a;
a contradiction. This completes the proof of Claim.
Case C: d−C (p1)> 1 and d
+
C (ps)> 0.
By the maximality of P and Lemma 6(ii), it is clear that
d−(p1) + d+(ps) = (d−C (p1) + d
+
C (ps)) + (d
−
P (p1) + d
+
P (ps))
6 (m− p+ 1) + (p+ p) = m+ p+ 16a+ 1: (3)
Since D satises condition A2, it follows that (ps; p1) 2 E(D). Thus p1 2 X; ps 2 Y ,
s = 2p and  = 0. We consider two subcases.
Subcase C1: RX 6= ;.
Let P0 : p01; p
0
2; : : : ; p
0
t be a path of maximum length in R compatible with M , where
p0t 2 Y if possible. As in Lemma 2, p0t 2 Y , d+R−P0(p0t) = 0 and d−R−P0(p01) = 0; also
if p01 2 Y then p01 2 R0.
Note that d+P (p
0
t) = 0, since otherwise if there is an arc (p
0
t ; pi) 2 E(D), pi 2 X ,
then the path p01; p
0
2; : : : ; p
0
t ; pi; : : : ; ps; p1; : : : pi−1 is compatible with M and contradicts
the maximality of P.
Furthermore, d−P (p
0
1) = 0, since otherwise there is an arc (pi; p
0
1) 2 E(D), and then:
(a) If p01 2 X , then pi 2 Y and the path pi+1; : : : ; ps; p1; : : : pi; p01; p02; : : : ; p0t is
compatible with M and contradicts the maximality of P.
(b) If p01 2 Y , then pi 2 X and the path pi+1; : : : ; ps; p1; : : : pi; p01; p02; : : : ; p0t is
compatible with another matching containing the arc (pi; p01), instead of (pi; pi+1),
and contradicts the maximality of P.
Thus,
d−(p01) + d
+(p0t) = (d
−
C (p
0
1) + d
+
C (p
0
t)) + (d
−
P0(p
0
1) + d
+
P0(p
0
t))
6m+ (r + r) = m+ 2r
by Lemma 5.
Considering that (p0t ; p1); (ps; p
0
1) =2 E(D), and using equation (3) and Lemma 6(ii),
we have
2a+ 46 (d−(p1) + d+(p0t)) + (d
−(p01) + d
+(ps))6(m+ p+ 1) + (m+ 2r)
= 2m+ 2p+ 2r − p+ 1 = 2a− p+ 162a;
a contradiction.
168 Y. Manoussakis, I. Milis / Discrete Mathematics 207 (1999) 161{171
Subcase C2: RX = ;.
Then r = 0; m + p = a and RY = R0. By the Claim, either d+C (p2) > 0 or
d+C (p4) > 0. Choose i; j; k so that (ci; p1); (pk; cj) 2 E(D), where k 2 f2; 4g and the
number 2l of vertices in the segment ci+1; ci+2; : : : ; cj−2; cj−1 is as small as possible.
By the argument used to prove (1) in Lemma 6(ii) (which did not use the maximality
of P),
d−(p1) + d+(pk) = (d−C (p1) + d
+
C (pk)) + (d
−
P (p1) + d
+
P (pk))
6 (m− l+ 1) + (p+ p) = m− l+ 2p+ 1: (4)
Now consider the cycle C0 : ci; p1; : : : ; pk ; cj; cj+1; : : : ; ci−1; ci of length 2m0 where m0 =
m − l + 12k. If d−R0(ci+1) > 0, choose z 2 R0 such that (z; ci+1) 2 E(D) and consider
the path P00 : z; ci+1; ci+2; : : : ; cj−2; cj−1 of order 2l + 1; otherwise, if d−R0(ci+1) = 0,
consider the path P00 : ci+1; ci+2; : : : ; cj−2; cj−1 of order 2l, and set z = ci+1. In either
case d−C0(z) + d
+
C0(cj−1)6m
0 = m− l+ 12k by Lemma 5, since otherwise D contains a
cycle of length 2m0+2l > 2m compatible with M , a contradiction. Also because of the
maximality of C and the presence of the arcs (ci; p1); (pk; cj) and (ps; p1), necessarily
d−P (ci+1) = d
+
P (cj−1) = 0. And, if z 2 R0, then d−P (z) = 0, since if (pi; z) 2 E(D)
then there is a path longer than P and compatible with another matching containing
the arc (pi; z) instead of (pi; pi+1), which contradicts the maximality of P. Moreover,
d+R0(cj−1) = 0 since cj−1 2 Y . Thus
d−(z) + d+(cj−1) = (d−C0(z) + d
+
C0(cj−1)) + (d
−
P00(z) + d
+
P00(cj−1))
6 (m− l+ 12k) + (l+ l) = m+ l+ 12k: (5)
By condition A2 and the absence of arcs (pk; z) and (cj−1; p1),
2a+ 46 (d−(p1) + d+(pk)) + (d−(z) + d+(cj−1))
6 (m− l+ 2p+ 1) + (m+ l+ 12k)
= 2m+ 2p+ 1 + 12k62a+ 3
by (4) and (5), a contradiction. This completes the discussion of Case C.
Case D: d−C (p1) = 0 and d
+
C (ps) = 0.
If (ps; p1) =2 E(D), then
a+ 26d−(p1) + d+(ps) = d−P (p1) + d
+
P (ps)62p6a
by Lemma 6(i) a contradiction. Thus (ps; p1) 2 E(D), and the Claim ensures the
existence of a vertex pk in PY such that d+C (pk)> 0. In view of the presence of the
arc (ps; p1), we can take pk instead of ps, and the result follows from case A or Case
C. This completes the proof of Theorem 1.
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The condition of the Theorem 1 is the best possible as shown by the following two
families D1 and D2 of bipartite digraphs. Each member of these families satises the
condition A1 but does not admit a cycle of length 2a:
(i) D1: Let Ka+1
2 ;p
( resp. Ka−1
2 ;b−p) be a complete bipartite digraph with color
classes X1; Y1 (resp. X2; Y2), a+12 6p6b− ( a+12 ) and let x1 2 X1. Then D1 consists of
the disjoint union of Ka+1
2 ;p
and Ka−1
2 ;b−p together with all arcs between x1 and vertices
of Y2.
(ii) D2 is the bipartite digraph with V (D2) = X [ Y , where X = fx1; x2; x3g and
Y = fy1; y2; : : : ; ybg, b>3, and E(D2) = f(x1; y1); (y1; x2); (x2; y2); (y2; x1)g
[f(x3; yi); (yi; x3) j 16i62g [ f(yi; xj); (xj; yi) j 36i6b, 16j62g.
From Theorem 1, we obtain a series of corollaries. As a rst corollary we have the
main result of [1].
Corollary 1. Let D be a bipartite digraph such that each vertex has in-degree and
out-degree at least a2 + 1. Then D contains a cycle of length 2a.
Before proving the next corollary let us recall the following theorem of [7].
Theorem 2 (M. Manoussakis and Y. Manoussakis [7]). Let D a bipartite digraph
which contains a cycle of length 2a. If jE(D)j>ab + 2a, then D admits two dis-
tinct cycles, of every even length m; 26m62a.
Corollary 2. Let D be a bipartite digraph satisfying condition A2. Then D admits
two distinct cycles, of every even length m; 26m62a.
Proof. By Theorem 1, D contains a cycle of length 2a. Writing Y = fy1; : : : ; yhg we
have d−(yi+1)+d+(yi)>a+2 for each i, by condition A2 (where all indices are taken
modulo b). We have b such inequalities and adding up these we obtain
bX
i=1
[d−(yi+1) + d+(yi)]>b(a+ 2);
that is,
jE(D)j =
bX
i=1
d(yi)>b(a+ 2) = ab+ 2b>ab+ 2a;
since a>b. Hence we complete the proof by Theorem 2.
Similar results for undirected bipartite graphs follow directly from Theorem 1 and
Corollary 2.
Corollary 3 (Berge[2, p. 216]). Let B be an undirected bipartite graph such that
d(v) + d(u)6a+ 1) (v; u) 2 E(B). Then B contains a cycle of length 2a.
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The following corollary has also been obtained in [9].
Corollary 4 (Mitchem and Schmeichel [9]). Let B be an undirected bipartite graph
with minimum degree . If 26a62 − 2, then B has cycles of every even
length m; 46m62a.
3. Concluding remarks
In [1], it has been shown that if the half-degrees of each vertex in a bipartite digraph
are at least a+12 then it contains a cycle of length 2a unless it is isomorphic to D1 or
D2, dened above. The reader can ask if Theorem 1 still holds (with some exceptions)
if we replace condition A2 by A1. From a careful reading of the proof we can see
that this is true except for case C, which seems very dicult to handle. However, we
believe that Theorem 1 holds for condition A1, even in case C, unless D is isomorphic
to D1 or to D2.
Finally, it is natural to look for other conditions, which would imply the existence
of long cycles in bipartite digraphs. We recall that such a condition, based on degrees
of the vertices instead of half-degrees, has been formulated as a conjecture in [4]. We
close by recalling this conjecture, since it remains an interesting open problem.
Conjecture 1 (Haggkvist and Manoussakis [4]). Let D a balanced strong bipartite di-
graph. If D admits a (1; 1)-factor (i.e. a set of pairwise disjoint cycles covering its
vertices) and for every vertex v 2 V (D), d(v)>a+ 2, then D is Hamiltonian.
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