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The agreement among clinicians on the scores of observational clinical measures is an increasingly important concern in the development of dependable and valid tests used in physical therapy. 1 Developers of check lists and rating scales used for clinical assessment and documentation should demonstrate that items and aggregate indexes can be scored accurately by independent raters. Especially in the early stages of test development, individual items of a clinical test should be subjected to an interobserver reliability analysis. Determination of agreement is important in order to examine the quality of the administrative, scoring, and rating procedures and to make decisions regarding needed revisions in the items for which raters demonstrate poor agreement.
The primary purpose of this special communication is to describe the use of the Kappa statistic for the estimation of interobserver reliability. Kappa is a preferred statistic to estimate interobserver agreement for nominal or ordinal scale data. Some large statistical packages (eg, BMDP statistical software) 2 provide a method to calculate Kappa for instances in which there are two raters per subject. However, this is a limited condition; many projects involve more than two ratings per subject, or not all subjects are rated by the same two observers. We are not aware of any statistical package that calculates Kappa in designs in which there are more than two ratings per subject. The objectives of this communication are to describe the applications of Kappa and to describe a short FORTRAN program that calculates Kappa for conditions of multiple ratings per subject.
Kappa Statistic
The initial consideration in the choice of an appropriate agreement statistic is to determine the type or level of the data. The estimation of the agreement and parallelism of continuous (interval or ratio) data can be achieved by the use of an intraclass correlation coefficient (ICC) via an analysis-of-variance model. 3, 4 Krebs describes the different models of the ICC and provides a short program for the determination of the variance components and the error terms needed for the calculation of the ICC 5 In studies in which the data are categorical (nominal or ordinal), other indexes such as Kappa are needed. 6 -8 Many test items and rating scales used in the clinical practice of physical therapy have nominal or ordinal scale properties. Examples include ratings of muscle tone, grades of manual muscle testing, and levels of physical assistance in functional scales.
There are three general approaches to the estimation of the reliability of categorical data. 9 The first approach is to use a descriptive, or propor tional, index of agreement. Calcula tion of the simple percentage of agreement between raters is the most common descriptive method for estimating agreement of categor ical data. There are two major limi tations in using the percentage of agreement in the estimation of interobserver agreement. The per centage of agreement has a poten tially infinite range; therefore, reported values cannot be inter preted within a standard range such as 0.0 to ± 1.0. An additional limita tion is the lack of attention to the factor of chance agreement. Chance agreement can be quite large if the variability of observations is limited and few categories are used by the raters. For example, ratings of abnormal gait patterns may demon strate very high percentages of agreement in healthy subjects. This result may be due largely to the small proportions of gait deviations seen in the healthy population. In such instances, we have almost no information on the agreement of the rating of gait deviations. Vari ability of observations across the entire scale of ratings must occur to adequately assess reliability. Per centages of agreement can be par ticularly misleading where there is not an even distribution of scale points. Although percentage of agreement has appeal because of its ease of computation and apparent straightforward interpretation, sev eral authors have described its limi tations and lack of statistical suitability.
8, 10, 11
A second general approach to the estimation of reliability of categorical data is to use coefficients of associa tion. Rank-order correlations and chisquare indexes have also been pro posed to examine interobserver reliability. These indexes, however, indicate degrees of association of paired scores, not agreement. The covariance of paired ratings, if system atic error is present, may be very dif ferent than actual agreement. Hartman 9 and Hollenbeck 10 have reviewed the numerous indexes of association that have been used in the estimation of reliability.
The most useful approach to the esti mation of reliability of categorical data is the application of a correlationaltype statistic, such as Kappa, that cor rects for chance. Kappa is interpreted as the proportion of agreement among raters after chance agreement has been removed 12 and is expressed symbol ically by the following equation:
Chance agreement is estimated by the proportion of agreements that would be expected if the observer's ratings were completely random. Chance agreement increases as the variability of observed ratings decreases.
The use of Kappa requires minimal assumptions about the underlying nature of the data. Three datacollection conditions should be met:
1) The subjects to be rated are independent of each other, 2) the raters score the subjects in an inde pendent fashion, and 3) the rating categories are mutually exclusive and exhaustive. 11 The flexibility of different forms of Kappa is also a major advantage. Kappa is appropri ate for dichotomous (nominal) and polychotomous (ordinal) data, where there are two or more raters per subject.
1213 Kappa can be calcu lated for each scale point or aver aged into a generalized Kappa across the entire set of ratings. A weighted Kappa format has also been developed to examine the error patterns of ratings in situa tions in which certain errors are considered more critical so that the more serious the error, the larger the weight. 14 
Application of Kappa
Rehabilitation medicine researchers have used Kappa to examine the agreement of raters in numerous situ ations. Plewis and Bax discussed many of the "abuses" that have been pre sent in the developmental medicine literature, and they advocated the use of Kappa for reliability studies. 15 Sheikh promoted the use of Kappa to determine the reliability of disability scales. 16 Haley et al used Kappa to present the findings of the interob server and intraobserver reliability of items on an infant movement assess ment tool. 17 Although Kappa has many appropriate applications, it has certain limitations. For instance, Kappa treats all of the raters similarly so that when one or more of the rat ings are considered to be standard, other procedures may be more appropriate. 1819 An example of the use of Kappa for a two-rater condition, adapted from a study on infant movement assessment, 17 is presented in Table 1 . Agreements between the two raters are located in the main diagonal. The disagreements are located in the offdiagonal cells. A strong advantage of the Kappa format is the ease of exam ining not only the degree of error but Physical Therapy/Volume 69, Number 11/November 1989 971/91 
Use of the FORTRAN Program
Fleiss described an adaptation and calculation procedure for Kappa to be used with multiple ratings per subject in which ratings can be performed by the same set of raters or by different raters. 12 Individual Kappa values are calculated for each scale value and then combined into an overall Kappa coefficient. When the number of ratings per subject is equal, approximate standard errors can be calculated and used to compute a Z statistic. With a normal distribution, the Z statistic can be used to test the null hypothesis that Kappa is equal to zero. A FOR-TRAN program was written as an alternative to the hand-calculation procedure. The output of the computer program provides a generalized Kappa value for the entire item, an estimate of standard error, and a Z score. To verify the accuracy of the FORTRAN program calculations, we used data from an example provided by Fleiss involving five ratings for 10 subjects (Tab. 2). 12 The FORTRAN program requires a FORTRAN compiler and can be modified to include various numbers of subjects and ratings per subject. The results we obtained with this modified program* are identical to the results described by Fleiss. 12 To demonstrate the application of Kappa, we used this program to assess the interobserver reliability of three independent raters on a new motor performance measure, the Tufts Assessment of Motor Performance. 20 Table 3 shows the summary output obtained from the raw data for 40 subjects rated on one item of a seven-point scale by each of three raters. The data output is formatted so that subjects who do not receive the same rating by all three raters are easily identified, as is the pattern of errors. For this item, the majority of responses occurred for rating 6; however, there was sufficient variability to examine the 
Summary
This special communication presents background information on the Kappa coefficient and discusses the use of a FORTRAN program to calculate Kappa coefficients for data sets that involve multiple ratings per subject. Kappa has many desirable statistical properties, and its greatest advantage is the incorporation of chance agreement into its calculation. Clinicians and researchers in physical therapy are encouraged to use Kappa coefficients to determine the dependability and accuracy of their clinical rating scales and individual test items when nominal or ordinal data are involved.
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