In this paper, a light-weighted state of charge (SoC) estimation method is proposed. A novel proportionalintegral-delta structure is proposed to improve the noiserejection performance. Experimental results show that the proposed algorithm can achieve a 4% accuracy with the presence of 50mV voltage measurement noise, while its computational time is 90% less than that of the extended Kalman filter.
Introduction
Thanks to the development of the vehicle techniques, the driving distance of an electric vehicle (EV) can achieve more than 300 km. To provide such a long driving distance, thousands of cells are interconnected in series and parallel, and the energy density of these batteries can achieve more than 300 Wh/kg [1] . To operate such a large-scale, complex and high-energy density battery system, a reliable battery management system (BMS) is essential [2] .
Redundancy design is an important approach to improve the reliability of a system [3, 4] . By measuring the key battery parameters with redundant components, the reliability of a BMS could be significantly improved. For instance, redundant over voltage protection, under voltage protection and current protection has been introduced in Ref. [3] , and redundant CAN communication is introduced in Ref. [4] .
Besides the above-mentioned voltage, current and temperature, the battery state of charge (SoC) is also an important state monitored by the BMS, which is defined as the percentage of the remaining capacity to the total capacity. It is not only an indicator of the EV remaining driving distance, but also a benchmark for optimizing the battery usage [5] .
However, the redundant SoC estimator is rarely seen in a BMS. A key issue is that most of the existing SoC estimation algorithm, such as the Luenberger observer [6] , extended Kalman filter (EKF) [6] , unscented Kalman filter (UKF) [7] , proportional-integral observer [8] , particle filter [5, 9] , or neural network-based methods [10] , have to be implemented by the software programmed into the microcontroller unit (MCU). Once the MCU fails, all the algorithms inside stop working. Therefore, using multiple SoC estimation algorithms in one MCU will increase the computational burden, rather than the system reliability. Using multiple MCUs is technically correct, but the resulted solution could be very expensive.
To address this issue, a novel light-weighted SoC estimation algorithm is proposed in this paper. Experiments show that the proposed method can achieve a 4% accuracy with the presence of 50mV voltage measurement noise, while its computational time is only 10% of that of EKF. Compared with the existing SoC algorithms, a distinguishing feature is that the proposed algorithm is implementable using only analog devices, such as comparators, OP-Amps, resistors, capacitors, and audions. This feature makes it possible to build a redundant hardware-based SoC estimator to enhance the overall reliability of the BMS.
Battery modeling
In order to guarantee the hardware implementability, a simple battery model considering only the open-circuit voltage (OCV) and the internal resistance is used: α are the parameters to be identified, and z is the battery SoC, which can be calculated through the coulomb counting method:
where 0 z is the SoC at time 0, and n C is the battery capacity.
It should be pointed out that the model (1) can be implemented through the logarithmic amplifier and the analog square-law amplifier in different ways. An example implementation of logarithmic amplifier, analog square-law amplifier, and the entire model are shown in Figure 1 , Figure 2 and Figure 3 respectively. 
Proportional-integral-delta estimator
In this section, the proposed PI-∆ observer is introduced in details. The structure of the observer is shown in Figure 4 . It can be seen that the input of the PI module is the error between the battery model output and the measured voltage: 
where p K and i K are the proportional gain and the integral gain, respectively. The output of the comparator is a kind of sign function of its input:
For a general low-pass-filter (LPF), its output can be iteratively calculated through:
where the superscript " lp " means the response of the low pass filter, and κ is the filtering factor. Thanks to the binary output of the comparator, the output signal can be easily isolated using a photocoupler as shown in Figure 4 . The output of the low pass filter can be used to approximate the SoC accurately. It should be pointed out that the two low pass filters introduced in the diagram have different usage. When LPF1 is absent, the OCV calculated by the model is binarized, because the input SoC of the model is a binary value. In this case, the transformation between the SoC and OCV is inherently linear [11] . When LPF1is applied, the binary output of the comparator can be transformed into a continuous output, in other words, the input SoC of the model is no longer binary so that the nonlinear properties of the model can be utilized. To improve the response speed, the time constant of the LPF1is suggested to be small. On the other hand, the LPF2 is mainly used for filtering the large quantization noise generated by the comparator. Therefore, its time constant should be large. From Figure 4 , the SoC is the filtered result of the SoC', and these filters can be implemented through the RC network.
Different from the commonly used Kalman filtering, the filtering technique of the proposed method relies on oversampling [12] . For example, assume the battery is discharging at a 0.2C rate, it will take 180 seconds for SoC to change 1%, but there could be more than 1800 measurements in this 180s. It can be seen that energy of the quantization noise introduced by the comparator is evenly distributed in the system frequency band, while the energy of the signal of interest is distributed around the low-frequency part. The signal to noise ratio (SNR) with the increase of the sampling frequency [12] .
Experiment

Configurations
In this section, the proposed algorithm is experimentally verified. The battery testing platform we used is shown in Figure 5 , and the model identification is implemented with a scaled DST profile [13] , whose maximal discharging power is 20W. The method is then tested with enhanced FUDS profile [13] and the QC/T 897-2011 suggested profile [14] . All the three profiles are shown in Figure 6 .
When testing, the proposed algorithm is compared with an EKF algorithm [6] . For both algorithms, the initial SoC is selected to be 50%, the voltage measurement noise is uniformly distributed in [-25,25 ] mV, and the current measurement noise is uniformly distributed in [-250,250] mA. The test is carried out on a laptop with Core i7-8550U CPU and an 8GB RAM. The operating time is obtained through MATLAB. The model parameter used for experiment is listed in Table 1 . 
Results
The experimental result of the testing profile 1 is shown in Figure 7 , and the detailed statistic is shown in Table 2 . The result of the testing profile 2 is shown in Figure 8 , and the detailed statistic is shown in Table 3 . In these two tables, the RMSE stands for the rootedmean-square error, the MAE stands for the maximal absolute error, and the OT is algorithm operating time. The MAE* in this paper is calculated using the data from 300 second to the end for both tests due to the existence of large uncertain initial SoC error.
From the result, it can be seen that the SoC estimation accuracy of the proposed method close to that of the EKF, and the MAE can still be limited within ± 4% under the highly noisy testing environments. Compared with the existing advanced SoC estimation [15] , an accuracy of 4% is not very outstanding (still 50% better than the QC/T 897-2011 suggested 8% accuracy). However, the most distinguishing feature of the proposed method is that it is suitable for hardware-based redundant SoC estimation. Given that the motivation of the redundant SoC estimation is to improve the system reliability without using MCU resources, the accuracy becomes less important in this case.
Besides the feature of hardware-implementable, the low complexity is another advantage of the method. The operating time of the proposed algorithm is less than 10% of the EKF algorithm. This complexity has the same level of the Luenberger observer, which is believed to be the simplest feedback observer. Therefore, the proposed method is also suitable for embedded systems with very limited computational resources. 
Conclusions
In this paper, a PI-∆ based battery SoC observer is proposed. Different from the commonly used Kalman filter based methods, the oversampling technique dominates the performance of the proposed filter. Experimental results show that the algorithm accuracy can achieve 4% in a highly noisy environment. Its computational cost is competitively low, which is less than 10% of that of the EKF. The most distinguishing feature of the method is that the entire algorithm can be implemented using only analog devices. This paves the way to the implementation of a redundant SoC estimator in the BMS.
In the future, the performance of the proposed algorithm will be compared with the commonly used light-weighted SoC estimators in a comprehensive way. The proposed algorithm will also be implemented by pure analog devices to test its feasibility in real applications. 
