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ABSTRACT
Structural analysis (SA) is an assessment process developed to analyze
hypothesized relationships between contextual variables and subsequent behaviors. In
the present study, an alternating treatments design investigated the effectiveness of
environmentally-based interventions to reduce disruptive behaviors and increase on-task
behaviors of students exhibiting challenging behaviors in a general education classroom.
Results indicated that a brief SA can be conducted in general education classrooms and
that these strategies resulted in increases in pro-social behaviors and academic
engagement for students who display challenging behaviors.
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CHAPTER ONE
INTRODUCTION
The purpose of this chapter is to provide an overview of students who exhibit
challenging behaviors and describe assessment-based interventions for these students.
First, an overview of characteristics and challenges facing students who exhibit
challenging behaviors is provided with emphasis on issues of eligibility for services and
outcomes. Next, an overview of functional assessment based interventions will be
provided with an emphasis on preventative measures. Finally, the statement of the
problem will be provided followed by the study’s rationale, purpose, and research
questions.
Students with Emotional or Behavioral Challenges
Concern for children who have emotional or behavioral challenges has been
persistent for several decades (Bullis, Walker, & Sprague, 2001; Kazdin, 1987; Severson,
Walker, Hope-Doolittle, Kratochwill, & Gresham, 2007). Traditionally, schools have
been primarily concerned with academic advancement and resistance to take ownership
of the behaviors and social-emotional adjustment of students in their charge (Kauffman,
1999). There is growing pressure, however, for schools to take on a more concerted role
in identifying and treating students who may have emotional or behavioral challenges
(Severson et al., 2007).

Early intervention has been a key aspect of research due to the

association between early behavioral challenges and adult outcomes (Montague, Enders,
& Castro, 2005; Walker & Sprague, 1999).
1

Outcomes
Outcomes for students who have behavioral challenges are particularly dismal
(Bradley, Doolittle, & Bartolotta, 2008; Sanford, Newman, Wagner, Cameto, Knokey, &
Shaver, 2011; Maag & Katsiyannis, 2010). These students often experience poor
academic outcomes (lower grades), significant drop-out rates, heightened involvement
with the justice system and elevated levels of unemployment/underemployment
compared with other students with disabilities (Bradley et al., 2008; Montague, Enders, &
Castro, 2005; Sanford et al., 2011; Wagner, Kutash, Duchnowski, Epstein, & Sumi,
2005). Also, students with behavioral challenges face disciplinary actions resulting in
exclusions nearly three times more often than their peers with disabilities (Smith,
Katsiyannis, & Ryan, 2011; Zhang, Katsiyannis, & Herbst, 2004). Students with
behavioral challenges are also more likely to face disciplinary exclusions (Smith et al.,
2011; Zhang et al., 2004) and to be placed in more restrictive settings than students with
other disabilities (Becker et al., 2011; Data Accountability Center, 2012; Smith et al.,
2011).
Prevalence
It is estimated that 6% (Kauffman & Landrum, 2013) to nearly 20% of the
student population may be experiencing behavioral challenges (Greenberg, Domitrovitch,
& Bumbarger, 2001), however the population of students receiving services for an
emotional disturbance under the Individuals with Disabilities Education Act (IDEA) has
remained under 1% for more than two decades (National Center for Educational Statistics
[NCES], 2012). While there may not be a reliable method for ascertaining the true
2

number of students in need of services, it is estimated that 12 to 13% of the school-aged
population, or 3 to 4 students per middle-school class, experience behavioral challenges
(Forness, Kim, & Walker, 2012; Forness, Freeman, Paparella, Kauffman, & Walker,
2011; Merikangas et al., 2010). These prevalence figures are consistent with current
multi-tiered models of prevention (i.e., PBIS, RTI); estimates that suggest between 10
and 15% of the school population may be in need of behavioral and social/emotional
supports (Sugai et al., 2000).
Proactive Service Delivery
Not surprisingly, students with behavioral challenges have disproportionate
involvement with the justice system than other students. Researchers have estimated that
50-75% of youth residing in correctional facilities exhibit emotional or behavioral
challenges (Cohen & Pfeifer, 2011; Maag & Katsiyannis, 2010; Shufelt & Cocozza,
2006; Teplin, Abram, McClelland, Dulcan, & Mericle, 2002). Further, it is hypothesized
that an additional 18,000 per year is added to the cost of incarceration services for youth
with emotional or behavioral challenges (Cohen & Pfeifer, 2011). Conversely, Cohen
and Piquero (2008) suggest that proactive treatment of high-risk students could save
society between $2.6 and $5.3 million over the course of a lifetime by altering the
trajectories of these students. Further, Maag and Katsiyannis (2010) outlined the
negative trajectories of students who show early behavioral challenges, and the necessity
of early intervention lest the behaviors become resistant to treatment. To that end, the
most recent reauthorization of the IDEA in 2004 highlighted the need for early
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intervention by allowing school districts to use up to 15% of IDEA funds to develop early
intervention services.
Recently, there has been a concerted effort to shift from a reactive model of
academic and behavioral service delivery to models of prevention involving multi-tiered
systems of support (MTSS) like Response to Intervention (RTI) and School Wide
Positive Behavioral Interventions and Supports (SWPBIS). Multi-tiered models of
support endeavor to alter service delivery from a model that provides students who
already meet a specific set of criteria (e.g., wait to fail) to a proactive approach serving a
broad group of students based on need who are considered at-risk and may benefit from
services (Severson et al., 2007.) Thus, these proactive multi-tiered models seek to inhibit
preventable conditions from becoming persistent disorders by making decisions based on
data and moving away from the one-size fits all approach of the past (Finn, Rotherham,
& Hokanson, 2001; U.S. Department of Education, 2002). For example, the definition of
an emotional disturbance in the Individuals with Disabilities Education Act (IDEA)
excludes students who are socially maladjusted from receiving special education and
related services. Through the use of multi-tiered system of supports, these students
would receive services based on their behavioral needs rather than based on a vague and
often imprecise label.
MTSS typically involves three “tiers” of service delivery with tier 1 providing
supports to the whole school, in the general education classroom, through consistent and
general behavioral or academic instruction (Severson et al., 2007). Tier 2, or secondary,
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interventions are focused on the 10 to 15% of students who are not meeting expectations
under tier 1supports and therefore receive small group instruction to alter their current
trajectory. Tier 3, or tertiary interventions are focused on those students who are resistant
to tier 2 interventions and require individually developed interventions. Tier 3 typically
includes 1 to 3% of the student population. Thus, through a tiered service delivery model
schools are able to focus on preventative measures and are in a position to provide
services to students demonstrating need rather than those meeting a certain set of criteria.
Functional behavioral assessments (FBA) are a method of assessing students with
individualized needs with the intent of developing individualized behavior intervention
plans (BIPs) for the student.
Functional Behavioral Assessment
The 1997 reauthorization of the Individuals with Disabilities Education (IDEA;
1997) included provisions to address the challenging behaviors of students with
disabilities. One such provision is the requirement that if a student with a disability
exhibits behaviors that impact learning, schools are to consider “positive behavioral
interventions and supports” and address the behaviors in the student’s IEP. The law
further required school districts to conduct a functional behavior assessment (FBA) when
a student with a disability is disciplined for violating a code of student conduct and the
conduct of the student is deemed to be a manifestation of that student’s disability (§ 1415
(k)(1)(F)). FBAs must also be conducted if a student with a disability is placed in an
interim alternative educational setting (any place other than where the student is currently
educated) for not more than 45 school days in the event s/he (a) brought a weapon to
5

school, (b) knowingly possessed or used illegal drugs, or (c) inflicted serious bodily
injury upon another person (§ 1415 (k)(1)(G)). Though the term FBA is not defined
within the law, it is generally regarded within the field that an FBA is an attempt to
identify the function of a student’s behavior with the intent of creating an intervention
plan designed to reduce the occurrence of the behavior (O’Neill, Horner, Albin, Sprague,
Storey, & Newton, 1997).
With roots in operant conditioning and behavior analysis, functional behavioral
assessments were originally developed by Iwata, Dorsey, Slifer, Bauman, and Richman
(1982) in clinical settings to address the self-injurious behaviors of individuals with
developmental disabilities. Since that time, FBAs have been used to address the
challenging behaviors of students with a variety of disabilities and in a variety of settings
(Lane, Kalberg, & Sherpcaro, 2009a). The methodology used to conduct FBAs has also
expanded from the controlled experimental analyses of Iwata et al. (also referred to as
functional analysis) to include a variety of direct and indirect assessments (e.g., teacher
interviews, rating scales). However, researchers have also discussed the limitations of
function-based interventions, including concerns of the validity of the procedures for
certain populations (Lane et al., 2009a), challenges in conducting and implementing
FBAs in the school setting, (Walker & Sprague, 1999), no universally accepted set of
procedures (Hoff, Ervin, & Friman, 2005), hesitancy of teachers to manipulate variables
for fear of increases in behaviors (Conroy & Stichter, 2003), and the inability of teachers
to control schedules of reinforcement (Stichter, Hudson, & Sasso, 2005).

6

The research in function-based interventions has typically stressed the role of
consequences on the maintenance of behaviors and has sought to create interventions that
reduce challenging behaviors through manipulation of those consequences (Stichter et al.,
2005). However, the influence of environmental or contextual variables on the
occurrence of behaviors is an important aspect of behavior analysis in both theoretical
and practical research. The last few decades have given rise to research investigating the
role of contextual variables as a proactive approach to behavior management through the
development of interventions based on the manipulation of these variables (see review by
Conroy & Stichter, 2003). Contextual variables are described as those variables that set
the stage for the occurrence of a behavior, and include a number of terms used within the
research including setting events, establishing operations, discriminative stimuli, and
antecedents (Stichter, Randolph, Kay, & Gage, 2009). More specifically, a contextual
variable is described by Conroy and Stichter as a fourth variable that affects the typical
three-term contingency (antecedent → behavior → consequence) and occurrence of
behavior.
Because teachers may find it difficult to manage consequence schedules (Stichter
et al., 2005) and may be wary of manipulating consequences due to possible increases in
behaviors (Conroy & Stichter, 2003), contextually-based interventions may be
advantageous and well-suited for use in creating classroom environments that promote
positive social interaction and academic engagement. Additional findings from the
literature suggest a link between contextual variables such as instructional strategies and
classroom structures and student behaviors (Stichter, Lewis, Johnson, & Trussell, 2004a).
7

Moreover, the review conducted by Conroy & Stichter (2003) found that interventions
based on the assessment of contextual variables such as structural analysis (SA), an
assessment procedure that focuses on the manipulation of contextual variables while
holding antecedents and consequences constant, were effective in creating classroom
environments with higher academic engagement and lower rates of disruptive behaviors.
Some of the contextual variables that have been demonstrated to be effective in
improving classroom climate include consistent schedules, instructional pace and level,
preferred activities, and giving clear directives (Stichter et al., 2004a).
Rationale
To date, the majority of effective intervention research aimed at treating students
with challenging behaviors, has focused on a macro approach designed to develop
protective factors that include school and community resources and are designed to adjust
a student’s life trajectory (e.g., First Steps to Success; Walker, Kavanagh, Stiller, Golly,
Severson, & Feil, 1998). For example, the First Steps to Success (FSS) program focuses
on kindergarten-aged children exhibiting challenging behaviors. The program aims to
increase the social competence and school engagement of children in an effort to prevent
children from developing more serious antisocial behaviors. Parents, teachers, and
children are targeted for intervention in an effort to alter behavior both at school and at
home.
Another approach used frequently in the field of special education utilizes a micro
approach of functional behavioral assessment that focuses on explicit target behaviors
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that are specific to certain situations. Both approaches have been shown to be effective
but also have limitations (Walker & Sprague, 1999). For example, risk factor approaches
require a significant amount of resources (e.g., monetary, personnel) and inter-agency
collaboration, while FBA-based interventions are situation specific, and difficult to
implement in natural settings (Walker & Sprague, 1999; Sasso, Conroy, Stichter, & Fox,
2001).
Structural analysis (SA) is an assessment approach that may lend itself to finding
common ground between macro and micro intervention efforts by focusing on
preventative interventions for students who exhibit behavioral challenges. SA is focused
on creating environments that promote pro-social behaviors and student engagement
rather than reacting to negative behaviors as is the case with typical functional behavioral
assessments. Therefore, interventions based on this assessment approach are specifically
designed to increase the school success of students and may be effective in building
protective factors for students at-risk.
However, there is currently limited research regarding the efficacy of structural
analysis (Conroy & Stichter, 2003). The research that has been conducted on SA has
been sporadic and the vast majority of studies have failed to meet the standards for
quality single-case research discussed by Horner, Carr, Halle, McGee, Odom, and
Wolery (2005). In addition, the majority of studies to date have examined the efficacy of
SA-based interventions in the early childhood and elementary school settings, with few
examining the efficacy of SA in the secondary grades by non-researchers. Finally, the
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majority of studies regarding structural analysis have included students with autism
spectrum disorders, EBD, and intellectual disabilities, with few involving students who
are considered at-risk.
Purpose
The purpose of this study is to extend the structural analysis research base by
investigating its relative utility in general education classrooms by general education
teachers. In this study, the SA procedures and intervention development will target atrisk students and will be performed by a middle school reading and language arts general
education teacher. The following research questions will be investigated:
1. Does the implementation of interventions based on a structural analysis
conducted by a general education teacher lead to a decrease in the
disruptive behaviors of students who exhibit behavioral challenges?
2. Does the implementation of interventions based on a structural analysis
conducted by a general education teacher lead to an increase in the
academic engagement of students who exhibit behavioral challenges?
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CHAPTER TWO
REVIEW OF LITERATURE
The purpose of this chapter is to review the extant literature regarding the
effectiveness of structural analysis (SA) to develop interventions for students who are atrisk. First, a definition of key terms concerning functional assessment and structural
analysis will be provided. Next, functional behavioral assessment and structural analysis
will be described in more detail. Finally, a systematic review of the literature involving
structural analysis will be provided with emphasis on utility in natural settings and with
students who exhibit behavioral challenges.
Functional Behavioral Assessment
Functional behavioral assessment (FBA) is a process of analyzing the behaviors
of an individual to determine the basis for the behavior (Conroy & Stichter, 2003; Lane et
al., 2009a; Larson & Maag, 1998; OSEP questions and answers, 1999). The functional
behavioral assessment is based on the principles of operant conditioning discussed by
B.F. Skinner (1938). In general, an FBA is designed to assess the operant conditions that
maintain a behavior through the investigation of four components: (a) establishing
operation, (b) antecedent, (c) behavior, and (d) the reinforcers/consequences (Sasso et al.,
2001). The primary purpose of the assessment process is to gather data to help inform
individualized interventions for the individual in question (Drasgow & Yell, 2001;
Larson & Maag, 1998) The process has been mandated in certain situations by the
IDEA, though no definition has been given to inform the proper implementation of the
11

procedures (Yell, 2012). Further, the term FBA was intentionally left undefined in the
IDEA in order to give schools and IEP teams the necessary latitude to be able to address
each situation on an individual basis (OSEP questions and answers, 1999).
The IDEA requires an FBA be conducted in the event a student is removed for
more than 10 days within a school year or has been removed in a manner consistent with
a change in educational placement. Additionally, an FBA must be performed when a
student is removed to an interim alternative educational setting (IAES) for a weapons or
drug offense or for inflicting serious bodily injury on another (IDEA, 34 C.F.R. §
300.530[d]). Further, an FBA must be conducted if, during the course of a manifestation
determination review, the student’s behavior is determined to be a manifestation of his
disability. The persons responsible for ensuring compliance are the members of the IEP
team who must meet to conduct or revise the FBA within 10 business days from the
removal. It is strongly suggested, however, that schools act proactively and conduct an
FBA if a student with a disability is experiencing disciplinary issues (Yell, 2012).
While there is considerable variability in the types of assessments used when
conducting an FBA, the process itself is based on the following assumptions: (a) specific
factors are related to behavior, (b) these factors can be distinguished through assessment,
and (c) the manipulation of these factors will either reduce or increase the occurrence of
the behavior (Carr & Durand, 1985; Sasso et al., 2001). The various types of FBAs may
include indirect measures such as interviews of stakeholders and participants, rating
scales, and direct measures including direct observation and analogue assessments (Sasso
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et al., 2001). The information gained from these assessments is then used to inform the
creation of a hypothesis regarding the factors influencing the occurrence of a behavior
(Lane et al., 2009a). Subsequent interventions are then implemented based on the
information provided in the FBA.
The research in functional assessment and analysis conducted by Iwata and et al.
(1982) has demonstrated effectiveness, in both clinical and natural settings, to inform the
development of interventions for students with challenging behaviors (Lane et al., 2009a;
Sasso et al., 2001). However, there continues to be debate over the use of functional
assessments within the school environment due to the lack of research for different
populations, behaviors, and contexts (Gresham, Quinn, & Restori, 1999; Larson & Maag,
1998; Nelson, Roberts, Mathur, & Rutherford, 1999; Sasso et al., 2001). Further,
Sutherland, Lewis-Palmer, Stichter, and Morgan (2008) discussed the difficulties
encountered in developing valid assessment measures within the natural setting due to the
heterogeneous nature of classroom environments. The central issues surrounding the use
of functional assessments include: (a) lack of accepted assessment practices, (b) little
validation in the practices that do exist, (c) challenging behaviors may serve multiple
functions, (d) a majority of assessments are carried out by researchers in clinical settings,
(e) functional assessments are considered complicated and labor intensive, and (f)
incomplete information about the generalizability of assessment results to different
contexts (Larson & Maag, 1998; Nelson et al, 1999; Sasso et al, 2001; Sutherland et al.,
2008).
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In order to address the effect of contextual factors on behavior and provide for
generalizability of intervention results across settings, Sutherland et al. (2008) suggest
taking an eco-behavioral approach to strengthen treatment efficacy. That is, identify the
aspects of the setting, compare contextual factors across settings, identify existing
variables associated with behaviors, and utilize an assessment to monitor changes, by
students and teachers as a result of the manipulation of variables (Stichter & Conroy,
2005; Sutherland et al., 2008). Structural analysis is one such eco-behavioral assessment
that utilizes analogue assessments to analyze the impact of contextual variables on the
behaviors of students (Stichter & Conroy, 2005; Sutherland et al., 2008).
Structural Analysis
While functional analyses are typically used to examine the role of consequences
in maintaining behaviors, structural analyses examine the impact of the presence of
antecedent or contextual variables while holding the typical three-term contingency
constant (Conroy & Stichter, 2003; Stichter & Conroy, 2005; Sutherland et al., 2008).
The examination of contextual variables in applied settings is particularly important
considering that the predictability of behavior patterns is limited when not in a controlled
clinical site (Conroy & Stichter, 2003; Wahler & Fox, 1981). Conroy and Stichter
suggest that the variability of behavior patterns in natural settings could be due to
inconsistent application of reinforcement, presence of unexpected antecedent events, and
a combined variation in antecedents and consequences surrounding behaviors. Further,
interventions that target contextual factors may be more robust in changing behavior
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patterns in the absence of additional consequent procedures (Conroy & Stichter, 2003;
Luiselli & Cameron, 1998).
Procedurally, both functional and structural analyses are similar, hypothesis-based
assessment practices that are used to understand variables that influence behaviors with
the intent of creating interventions based on the hypothesis. Stichter & Conroy (2005)
suggest that structural analysis (SA) may be more attractive to teachers considering their
hesitancy to actively control antecedents or consequences for fear of increases in problem
behaviors. The manipulation of contextual factors, as performed in structural analysis,
however, may be more appealing to teachers. Recently, structural analysis has been
successfully used to identify contextual variables and design interventions to address a
variety of behaviors (Stichter & Conroy, 2005). For example, the review by Conroy and
Stichter (2003) highlighted the research describing the use of SA procedures to address
disruptive behaviors (Dunlap, Kern-Dunlap, Clarke, & Robbins, 1991; Dunlap et al.,
1993; Horner, Day, & Day, 1997), academic performance (Jolivette, Wehby, & Hirsch,
1999; Kern, Childs, Dunlap, Clarke, & Falk, 1994), and to support inclusion of students
with challenging behaviors (Peck, Sasso, & Jolivette, 1997).
As previously described, SA is a multi-component process that incorporates a
variety of assessment technologies to form a hypothesis and design an intervention based
on assessment data. These procedures are designed to indicate contextual factors that are
related to appropriate behaviors of students, rather than addressing consequences
designed to shape negative behaviors (Conroy & Stichter, 2003). Viewed in this context,
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SA is designed to be a method of promoting positive interventions and behaviors for
students with challenging behaviors.
Definition of Key Terms
One of the challenges facing researchers and practitioners is the variety of
techniques and terms used to describe functional assessment and analysis (Nelson et al.,
1999; Stichter & Conroy, 2005). For example, there exists a variety of meanings for the
term functional analysis with some researchers using the term functional analysis to
describe procedures more in line with structural analysis (e.g., Dolezal & Kurtz, 2010).
Therefore, a working definition of terms used in this manuscript will be provided.
Functional behavior assessment. For the purposes of this manuscript, functional
behavioral assessment (FBA) is described as a general process of analyzing the behaviors
of an individual to determine the basis, or function, of the behavior (Conroy & Stichter,
2003; Lane et al., 2009a; Larson & Maag, 1998; OSEP questions and answers, 1999).
The purpose of the assessment process, then is to collect data used to help develop
individualized interventions for the individual in question (Drasgow & Yell, 2001;
Larson & Maag, 1998). This behavior shaping is generally done through various forms
of reinforcement and punishment based on the function of the behavior. The process has
been mandated in certain situations by the IDEA, though no definition has been given to
inform the proper implementation of the procedures (Yell, 2012).
Functional analysis. The term functional analysis is often used synonymously
with functional assessment. Therefore, for the purposes of this manuscript, functional
16

analysis is defined as the set of specific experimental procedures established by Iwata et
al. (1982) where participants are subjected to different conditions (alone, play, attention
etc.) in a controlled environment to ascertain which condition is correlated with certain
behaviors and thereby deduce the reason for the occurrence of the behavior. In this
respect, the functional analysis is concerned with the typical three-term contingency
(antecedent → behavior → consequence).
Structural analysis. The term structural analysis has been used to describe a
specific assessment (analogue assessment) and a larger set of procedures including an
intervention (Conroy & Stichter, 2003; Stichter & Conroy, 2005). For the purposes of
this manuscript structural analysis (SA) will be used to describe the process described by
Stichter and Conroy (2005) that includes assessment, hypothesis development, analysis,
and intervention. The SA process begins with indirect assessments (interviews, rating
scales), an analogue assessment where contextual factors are manipulated, visual analysis
of assessment data, intervention development, and implementation and monitoring of
intervention (Stichter & Conroy, 2005).
Analogue assessment. Analogue assessments, often referred to as functional
analysis (Sasso et al., 2001) involve the systematic manipulation of variables thought to
influence behaviors while leaving others constant. For example, one might control the
first three components of the four term contingency (establishing operation, antecedent,
behavior) while systematically introducing or removing consequences. Analogue

17

assessments were first conducted within clinical settings with severely intellectually
disabled individuals by Iwata et al. (1982).
Contextual variable. For the purposes of this manuscript, the term contextual
factor is used to describe a fourth variable that influences the typical three-term
contingency. In the review by Stichter & Conroy (2005), the term antecedent was used to
describe the same variable though this usage can be problematic in that it can become
confused with a part of the three term contingency. Additionally, this fourth variable has
been described as a discriminative stimulus (Skinner, 1953), a setting factor (Kantor,
1959), and an establishing operation (Michael, 1993). While, Stichter and Conroy (2005)
suggest each of these terms describe slightly different factors, they share common ideas,
namely the factor alters the impact of the typical contingencies thereby effecting the
likelihood of the target behavior occurring.
Phase One: Indirect Assessment
The first phase of the SA procedures typically includes the initial gathering of
data through indirect assessments (Conroy & Stichter, 2003). Indirect assessments
generally include review of student records, structured and unstructured interviews of
stakeholders (teachers, parents, and students), and rating scales completed by
stakeholders (Alter, Conroy, Mancil, & Haydon, 2008). Several researchers have created
interview protocols designed to inform the development of a hypothesis related to the
function of behaviors (Conroy, Fox, Crain, Jenkins, & Belcher, 1996; O’Neill et al.,
1997). For example, O’Neill et al. (1997) developed the functional assessment interview
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for young children (FAI), a structured interview protocol used to describe the events that
surround and potentially maintain behaviors. A variety of rating scales exist that are
designed to address the severity and function of behaviors (e.g., The Motivation
Assessment Scale; Durand & Crimmins, 1996).

The purpose of indirect measures in SA

is to collect data that will aide in the development of hypotheses and to narrow the focus
of the contextual factors that may be influencing behavioral responses for the subsequent
analogue assessment.
Phase Two: Analogue Assessment
The second phase of the SA process involves direct assessment of the factors
contributing to the target behavior/s. Direct assessment may involve the direct
observation of participant behaviors while collecting data regarding the variables
surrounding each occurrence of the behavior. One method of conducting direct
observations of behaviors is through the use of the A-B-C (antecedent → behavior →
consequence) reporting form (Bijou, Peterson, & Ault, 1968). The A-B-C reporting form
requires researchers to collect information regarding the setting and maintaining variables
of a target behavior in the natural environment. For example, during a 10 minute
observation a researcher will record instances of the target behavior along with the events
that preceded and followed the behavior.
Another method for collecting direct assessment data is to conduct an
experimental or analogue assessment of the factors influencing behaviors. The analogue
assessment process is derived from the functional analysis procedures established by
Iwata et al. (1982). Conroy et al. (1996) describe analogue assessments as the process of
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manipulating single variables while holding all other variables (e.g., antecedents,
consequences) constant to determine the effect on target behaviors. In the process
developed by Iwata et al. (1982) these assessments were conducted to determine factors
contributing to self-injurious behavior but were conducted in clinical environments that
simulated the natural environment to allow for greater control. The methods described by
Iwata et al. (1982) have been replicated extensively (Conroy et al., 1996) and involve the
systematic manipulation of key conditions to determine the function of behaviors. These
conditions include peer or adult attention, task demand, play, and alone (Iwata et al.,
1982).
As noted previously, the analogue assessment used in structural analysis is similar
to that developed by Iwata et al. (1982) in that it is based on the systematic control of
certain variables while actively manipulating a target variable. Unique to the SA
analogue, however, is the use of the indirect assessments to identify the variables to be
manipulated in the analogue. For example, if it is determined that a student demonstrates
more task engagement when seated near the window, away from specific individuals, and
in close proximity to the teacher, each of those variables would be actively manipulated
to determine the most effective set of circumstances. Each of the variables would then be
assessed through direct observation during each condition. Though there are many
experimental designs that may be used for the analogue assessment, the use of single-case
designs lend themselves to these analyses due to their ability to analyze single
participants and their sensitivity to change (Kennedy, 2005). Particularly effective are
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multi-element designs because they allow for the replication of different components in
order to assess the effectiveness of each element in relation to others (Kennedy, 2005).
Phase Three: Visual Analysis
Following the collection of analogue assessment data, the data are visually
analyzed for changes in behavior (Conroy & Stichter, 2003; Gage & Lewis, 2010). The
simultaneous collection and plotting of data into graphs for visual analysis is
characteristic of single-case designs (Kennedy, 2005) and allows for quickly determining
intervention effects (Gage & Lewis, 2010). For example, more than one variable under
investigation may prove efficacious, in which case the variables may be analyzed further
or combined into one treatment package and another SA process may be quickly
conducted to determine the effects.
Phase Four: Intervention Development
After the analysis of the graphed data has been conducted, an intervention is
developed based on the most effective contextual factor from the analogue assessment
(Conroy & Stichter, 2003). The intervention may include only one contextual factor or a
combination of factors. For example, it may have been the case that two contextual
factors manipulated simultaneously produced a greater effect than either alone.
Phase Five: Implementation and Monitoring of Intervention
The final phase of the SA process is to implement and monitor the intervention
that was developed. Of particular concern here is the necessity to continue collecting
data to ensure that the intervention is having the intended outcome on the target behavior
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(Alberto & Troutman, 2012; Gage & Lewis, 2010). Single-case designs are customarily
used to monitor the progress of interventions in applied behavior analysis (Kennedy,
2005). Two single-case designs used to effectively monitor interventions based on SA
are ABAB reversal designs (Asmus, Wacker, Harding, Berg, Derby, & Kocis, 1999;
Dunlap et al., 1991; Park & Scott, 2009) and multiple baseline designs (Blair, Umbreit, &
Bos, 1999; Karsch, Repp, Dahlquist, & Munk, 1995; Stichter et al., 2004a).
Structural Analysis Literature Review
The goal of this review was to replicate and extend the review of literature
regarding structural assessment conducted by Conroy and Stichter (2003). Specifically,
the intent was to address the following questions :
1.

What are the characteristics of the participants involved in studies examining
contextual factors?

2. What were the characteristics of the settings that the assessments took place
in?
3. What were the design features involved in the studies?
4. What were the effects of these studies?
5. What assessment components were used in the studies?
6. How did the studies rate based on the quality indicators discussed by Horner
et al. (2005) along with those proposed by Lane et al. (2009a)?
To address these questions, a systematic search was performed to identify the
research regarding functional assessment, and in particular structural analysis. This
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review of literature replicates and extends a similar review conducted by Conroy &
Stichter (2003) that examined the extant research on antecedent assessments from 1980 to
2000. To determine the most comprehensive literature set possible, systematic searches
were conducted of relevant electronic databases including ERIC, and PsycINFO. In
addition, ancestral searches were conducted using included or relevant articles.
Following the search procedures outlined by Conroy and Stichter in their review, the
following search terms were used to find articles concerning functional assessment and
structural analysis published between 2000 and 2012 functional assessment, functional
analysis, setting event*, setting factor*, establishing operation, structural analysis,
structural assessment, antecedent*, contextual factor*, disabilit*, emotional* disturb*,
behavior dis*, EBD, intellectual dis*, ADHD, ADD, learning disabilit*, mental retard*,
attention deficit disorder, autism, Deaf, special education.
In the areas of functional assessment and contextual analysis, the outcome of the
literature searches resulted in 271 articles. Initial screening consisted of reading each
abstract to see if the article contained any of the search terms. No articles were
eliminated at this point so they were all read in their entirety to determine if they met the
following inclusion criteria: (a) article reported results from an empirical study (n=204),
(b) the study involved an assessment of contextual variables (n=41), (c) the study
involved the use of an intervention based on the assessment (n=27), (d) the sample
included students in a k-12 school setting (n=26), and (e) the study employed a singlecase design to determine the effects of the intervention (n=23). Based on these criteria,
23 articles were included in the present study.
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Coding Procedures
All 23 articles retrieved from the search were coded along six variables: (a)
participant characteristics, (b) settings, (c) design features, (d) effects of the studies, (e)
assessment components used, and (f) the quality of the study.
Participants. Characteristics of participants included the number of participants
in the study, participant’s age, gender, and disability. In cases with dual disabilities (e.g.,
developmental disability and E/BD), both were listed.
Settings. The placement setting was defined as the setting where the intervention
took place. Settings included general education classrooms, special education
classrooms, head start classroom, special day school, private schools, homes and separate
settings. Further coding was used to determine if the assessment and intervention were
carried out in the student’s natural setting and by natural change agents.
Design features. Features of the study design that were coded in this review
included the dependent variable (DV), intervention design, and inter-observer agreement
(IOA). In many cases, more than one DV was investigated in the study (e.g., stereotypy
and task engagement), in which case only one DV was listed in the review.
Determination of the DV included in this review was based on the primary DV of interest
to the study’s researcher. In cases where it was not clear which DV was of primary
interest in the study, the DV that dealt with aberrant or disruptive behaviors was included.
The next variable coded was the type of research design used to study the intervention.
Finally, the inter-observer agreement for the DV included in this review was recorded.
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Effects. Effect sizes for each of the studies were calculated. An effect size (ES)
is a method of displaying the magnitude of change an intervention has on the DV (Busk
& Serlin, 1992). Two effect sizes were calculated in this review, the percentage of nonoverlapping data points (Scruggs, Mastropieri, & Castro, 1987) and the SMD All (Busk &
Serlin, 1992). Percentage of non-overlapping data points (PND) is computed by
determining the percentage of intervention data points that exceed the maximum baseline
data point. According to Wolery, Busick, Reichow, & Barton, (2010), PND is the most
frequently used measure of effect size in single case research. SMD All is a variation of
Cohen’s d statistic where the mean of the baseline phase is subtracted from the mean of
the intervention phase, and divided by the standard deviation of the baseline phase.
Data for each study were extracted using Enguage Digitizer, an open source
digitizing software package that converts graphic image files (e.g., .jpg, .bmp) into
numerical data (Enguage Digitizer). Enguage is a free software package that is
comparable to Biosoft’s Ungraph 5.0 that was recommended in Nagler, Rindskopf, and
Shadisdh’s (2008) manual for conducting single-subject meta-analysis and in the analysis
conducted by Gage, Lewis, and Stichter (2012).
Assessment Components. The assessment components comprising the study
were coded if it was explicitly stated that the assessment was conducted. Assessment
components coded were: (a) direct observations, (b) teacher interview, (c) student
interview, (d) parent interview, (e) other interview, (f) rating scales, (g) a search of
records, (h) analogue assessment, (i) a hypothesis was generated, and (j) an intervention
was conducted that was linked to data.
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Quality of the study. The quality of the individual studies was examined and
coded utilizing the quality indicators described by Horner et al. (2005) and the set of less
rigorous indicators described by Lane et al. (2009a). According to Horner et al. (2005),
seven indicators must be present for a single-case study to be considered high quality,
they are: (a) participants and setting, (b) dependent variable, (c) independent variable, (d)
baseline, (e) experimental control, (f) external validity, and (g) social validity. Lane et al.
suggest that the necessity for a study to meet all seven quality indicators outlined by
Horner et al. (2005) may be too rigorous a standard when examining the quality of a
study. For example, if a study does not, adequately describe the method by which
participants were selected for participation in the study (one of the components of the
first quality indicator), the study does not meet the standard of seven quality indicators.
However, it could be due to editorial considerations (e.g., page limitations) that the
information was omitted rather than poor quality and rigor in research implementation
(Lane et al., 2009a).
Therefore, Lane et al. (2009a) suggest using a weighted process by which each
quality indicator is broken into component parts and analyzed. For example, the first
quality indicator, participant and setting, would include a description of the participant/s,
a description of the method of participant selection, and a description of the setting. Each
of these component parts would be worth 33% of the total participant and setting quality
indicator. A more realistic quality standard of 80% of the seven quality indicators would
then be applied to measure the quality of the articles (Lane et al., 2009a). Utilizing this
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method, a study that demonstrated 5.60 (80% of 7.00) of the quality indicators would be
considered a quality study.
Characteristics of the Participants
A total of 47 participants were included in the 23 studies contained in this
analysis. Descriptions of participant age, gender, and diagnosed disability appear in
Table 2.1. Participants’ ages ranged from three years old (Asmus et al., 1999) to 25 years
of age (O’Reilly, 1996) with a mean age of 9.3 years old and a median age of 9 years old.
There were significantly more males (n = 38) than females (n = 9) represented in the
studies. The majority of studies included participants with, or at-risk, for an emotional
disturbance (n = 23), followed by participants with an autism spectrum disorder (n = 13),
and intellectual disabilities (n = 11).
Characteristics of Settings
The majority of studies were conducted in a special education classroom (n = 10)
while eight were conducted in a general education classroom. The remaining studies
were conducted either in a separate setting (n = 1), a special day school (n = 1), a private
school (n = 2), or at the participant’s home and at school (n = 1). Overall, the
assessments used in the studies were conducted in natural settings (n = 20), with only
three studies (Asmus et al., 1999; O’Reilly, 1996; Van Camp, Lerman, Kelley, Roane,
Contrucci, & Vorndran, 2000) conducting the assessment in other settings. There were
12 studies (52%) in which natural change agents were used as part of the assessment
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process, 10 used a researcher of other personnel, and one study (Devlin, Healy, Leader, &
Reed, 2008) did not provide information.
Assessment Components
The term used by researchers to describe the assessment procedures used in the
study was equally divided between functional assessment (n = 7), functional analysis (n =
5), and structural analysis (n = 9) with two studies (Devlin et al., 2008; Dunlap, FosterJohnson, Clarke, Kern, & Childs, 1995) not providing a term for the assessment.
Additionally, there was wide variability in the assessment components used in the
included studies (see Table 2.3). For example, some studies utilized teacher interviews,
direct observation, rating scales, and an analogue assessment (Conroy, Asmus, Sellers, &
Ladwig, 2005; Dunlap et al. 1991; Stichter et al., 2005) while others chose not to use
analogue assessment (Devlin et al., 2008).
Although the majority of studies used teacher interviews in the assessment
process (n = 20), only four interviewed participants (Hagan-Burke, Burke, & Sugai,
2007; Jolivette et al.,1999; Kern et al., 1994; Penno, Frank, & Wacker, 2000). Similarly,
few (n = 3) studies used parent interviews in their assessments (Asmus et al., 1999,
Hagan-Burke et al., 2007; Park & Scott, 2009; Stichter, Lewis et al., 2004a; Stichter et
al., 2009) and only Kennedy and Itkonen (1993) conducted a search of the student’s
records as part of the assessment process.
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Design Features
The majority (n = 15) of studies targeted disruptive behaviors as a dependent
variable. Task engagement was targeted in 9 of the studies. The remainder of the studies
targeted either academic accuracy (n = 2), positive social interactions (n = 2), positive
teacher interactions (n = 2), vocalizations (n = 2), stereotypy (n = 2), self-injurious
behavior (n =1), and “desirable” behavior (n = 1).
The single-case designs most often used to evaluate the effectiveness of the
interventions were reversal (n =9), and multiple baseline (n = 7). Multi-element designs
were used in four studies (Devlin et al., 2008; Dolezal & Kurtz, 2010; O’Reilly, 1996;
Van Kamp et al., 2000) and alternating treatment designs were used in three studies
(Conroy et al., 2005; Hagan-Burke et al., 2007; Stichter, Lewis et al., 2004b).
Effects of the Studies
Of the 23 single-case studies included in this analysis, none reported a measure of
effect size, which is not uncommon in single-case research where visual analysis of
graphed data is the primary method of determining intervention effectiveness (Kennedy,
2005). Therefore, data were extracted from the graphs of each article for what appeared
to be the primary dependent variable under investigation. Table 2.2 displays individual
effect sizes for each study, and table 2.3 displays overall effect sizes and correlations
between effect size measures for articles included in this analysis.
Correlations between each of the effect sizes reported were all significant at p <
0.01. Overall effects of the studies were strong (d = 3.29; IRD = 81%; PND = 73.8%)
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with positive effects displayed for reducing disruptive behaviors (d = 3.30; IRD = 80.5%;
PND = 73.4%) and increasing task engagement (d = 3.30; IRD = 93.4%; PND = 87.4).
Participants with intellectual disabilities benefited most from the interventions, followed
by students with emotional or behavioral disorders. Interestingly studies whose
participants were those with an autism spectrum disorder showed the least effect with
PND and IRD measures below acceptable levels (PND = 46.7; IRD = 53.0). Studies that
met the design standards put forth by Horner et al. (2005) demonstrated the most
significant effects followed by studies meeting the Lane et al. (2009a) guidelines.
To address the “file drawer effect,” the number of studies with an effect of zero
required to reduce the overall effect to insignificant or suspect levels was determined for
each effect size. For the SMD effect size, a total of 370 studies with an effect of d = 0.00
would be required to bring the overall SMD to below 0.20, IRD would require 16 studies
to bring the overall IRD to below 0.50, and PND would need 12 studies to bring the
overall PND to below 50%. Inter-observer agreement for the studies ranged from 80% to
100%.
Quality of the Studies
Regarding the quality of studies, only two of the 23 single-case studies (Blair et
al. 1999; Park & Scott, 2009) met all seven quality indicators suggested by Horner et al.
(2005). Slightly more (n = 6) of the studies (Blair et al., 1999; Hagan-Burke et al., 2007;
Hoff et al., 2005; Jolivette et al., 1999; Park & Scott, 2009; Stichter et al., 2009) met the
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less stringent interpretation of the quality indicators suggested by Lane et al. (2009a).
Table 2.4 offers a description of each study’s results regarding the quality indicators.
Participants and settings. A majority of the studies (n = 14) met the first quality
indicator describing participants and setting. The majority of studies (n =18) provided a
description of the study that was thorough enough to provide for replication. However,
half of the articles that did not meet the quality indicator did so due to the lack of
description regarding participant selection. With regard to participant description, those
studies that did not meet the quality indicator did so because they did not provide a
description of the assessment procedure used to diagnose the participant.
Dependent Variable. Nearly all (n = 22) of the single-case studies met the
quality indicators for dependent variables. Meeting this indicator meant that they
provided a description of the DV, the DV was quantifiable, the measurement of the DV
was valid and well-described, there was repeated measurement of the DV, and the study
included a measure of inter-observer agreement.
Independent Variable. Six studies (Blair et al., 1999; Hagan-Burke et al., 2007;
Hoff et al., 2005; Jolivette et al., 1999; Park & Scott, 2009; Stichter et al., 2009) met the
criteria for independent variables (IV) as shown by providing replicable description of the
IV, active manipulation of the IV, and providing a measure of fidelity of implementation.
Fifteen of the studies that did not meet this quality indicator were unsuccessful do to the
lack of a measure of fidelity of implementation. Two of the studies (Kern et al., 1994;
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Umbreit & Blair, 1997) were unsuccessful due to the lack of manipulation of the IV in
the study.
Baseline. Sixteen of the 23 included single-case studies met the established
criteria showing evidence of baseline. To be considered a quality study, the authors
needed to provide evidence of an established pattern during baseline (5 baseline date
points), and a replicable description of the baseline phase. Of the seven studies that did
not meet the quality indicator, each did not collect the requisite number of baseline data
points, with two not adequately describing the baseline phase as well.
Experimental Control. Eight of the 26 studies (Blair et al., 1999; Hagan-Burke
et al., 2007; Hoff et al., 2005; Jolivette et al., 1999; Park & Scott, 2009; Stichter et al.,
2009) included in this review met the quality indicator for demonstrating experimental
control and internal validity. Fifteen of the studies met criteria of demonstrating an effect
on the DV by manipulation of the IV and by showing a pattern of results. However,
those studies did not provide a measure of treatment integrity.
External Validity. Six of the 23 single-case studies included in this review (Blair
et al., 1999; Hagan-Burke et al., 2007; Hoff et al., 2005; Jolivette et al., 1999; Park &
Scott, 2009; Stichter et al., 2009) met the quality indicator of establishing external
validity. To establish external validity, the study had to meet the conditions of the
experimental control indicator.
Social Validity. Four of the studies (Dunlap et al., 1991; Park & Scott, 2009;
Stichter et al., 2005; Umbreit & Blair, 1997) included in this review met the quality
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indicator for social validity. To meet this quality indicator studies had to meet four
components: (a) evidence that the DV is socially important, (b) that a change in the DV
is socially important, (c) independent variable is practical and cost effective, and (d) IV
could be used in typical contexts. The studies that did not meet this quality indicator did
not report a measure of social validity.
Discussion
This review identified 23 studies involving the assessment of contextual factors
influencing the behaviors of students with disabilities and the interventions based on the
assessments. Based on these studies, several conclusions of interest regarding the use of
assessments and interventions addressing contextual factors can be discussed. Specific
topics include: (a) positive outcomes were reported in all studies; (b) variability in
assessment procedures; (c) social validity is generally unreported; (d) lack of studies
meeting the quality indicators established by Horner et al. (2005).
Effects of Studies
The effects of the studies reviewed suggest that interventions based on assessment
of contextual factors are positive, particularly with regard to disruptive behavior. For
example, the study by Park & Scott (2009) was successful in utilizing a brief structural
analysis procedure to reduce the disruptive behaviors of three students with E/BD.
Positive effects were also seen in improving task engagement, academic performance and
social interactions. Additionally, results indicate that addressing contextual factors is
useful in reducing stereotypy and SIB. The positive findings illustrated in this review
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suggest a need for researchers to continue to develop interventions that target contextual
factors.
Variability in Assessment Procedures
As is the case with functional assessment (Conroy & Stichter, 2003), there was
considerable variability in the assessment procedures utilized to assess contextual factors.
Fewer than half of the studies included the participants or their parents in the assessment
process. Interestingly, only one study, Kennedy and Itkonen (1993) reviewed the
participant’s record as part of the assessment procedure. The lack of consistent
implementation of procedures creates difficulty in examining the efficacy of the research
and limits the ability to consider the methods as evidence-based (Horner et al. 2005). It
does appear, however, that studies that combine both indirect (interviews) and direct
(analogue) assessments are desirable. For example, the study by Park and Scott (2009)
included teacher and parent interviews, rating scales, and an analogue assessment.
Further, there does not seem to be a consensus within the field on the appropriate
terminology to describe the assessment technologies that specifically address contextual
factors. For example, Stichter and Conroy (2005) use the term structural analysis in a
broad fashion to describe the process of collecting assessment data, designing an
intervention based on the data, and conducting the intervention. However, within their
description of the process, they also use the term structural analysis to describe the
analogue assessment process. Additionally, the terms functional assessment and
functional analysis appear to be used in the research interchangeably in addition to
describing structural analysis. It is possible that functional assessment and functional
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analysis have become generic terms that are being used to align research to the FBA
requirements of the IDEA and that structural analysis is not used due to semantic
differences. However, it is important for the field to recognize and come to a consensus
on the differences in objectives and procedures related to the different assessment
technologies in order to inform future research.
Social Validity Unreported
Despite the emphasis on social validity placed on single-case research (Horner et
al., 2005) few of the studies (Blair et al., 1999; Dunlap et al., 1991; Park & Scott, 2009;
Stichter et al., 2005) utilized a measure of social validity. This finding is particularly
troubling in light of the implication that to disregard a measure of social validity might
place unintended emphasis on the procedures rather than on the practicality of the
research (Horner et al., 2005). Schwartz and Baer (1991) indicated that social validity is
vital to applied behavior analysis and its relative single-case research. Further, since
social validity is meant to assess the acceptance of a practice prior to its implementation,
the consequence of not assessing it is to develop interventions that have little use to
practitioners. If the use of assessments designed to identify contextual factors is indeed
attractive to teachers as discussed by Stichter and Conroy (2005), then the measurement
of the social validity of these instruments should be implemented.
Lack of Studies Meeting Quality Indicators
Considering that only two studies (Blair et al., 1999; Park & Scott, 2009) met the
quality indicators outlined by Horner et al. (2005) it is implied that procedures to assess
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contextual factors and design interventions based on those assessments are not an
evidence-based practice. While the Blair et al. and Park and Scott studies both dealt with
students with E/BD in the 4 to 5 year old age range, the procedures used in their
assessment process were dissimilar. Further, the fact that there are only two studies, and
only 10 participants immediately disqualifies it from being considered an evidence-based
practice. However, if the quality indicators were less stringent as proposed by Lane et al.
(2009a) it is conceivable that the practice would be further towards the goal of being
considered evidence-based for students with E/BD.
Limitations
There are several limitations to this review. First, the inclusion criterion of an
assessment and intervention was stringent enough to eliminate articles that may have
provided insight into the effects of assessments or interventions on contextual factors by
themselves. Second, the review did not extend the search to include the dates reviewed
by Conroy and Stichter (2003), and it is possible that other articles from the period
between 1980 to 2003 were not included. Finally, there was not an additional researcher
to provide inter-observer agreement on the coding of articles, so it is possible that errors
were made and findings should be taken with caution.
Summary
Overall, findings of this review suggest that interventions based on the assessment
of contextual factors, like structural analysis, are successful in decreasing disruptive
behaviors and increasing task engagement. While the studies included herein are
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promising, there remains a paucity of studies examining the effects of interventions
targeting contextual factors. Additionally, findings suggest that the vast majority of
studies that have been conducted do not meet the quality indicators described by Horner
et al. (2005) causing the results of those studies to be treated with caution. Further, it is
imperative that the field address the semantic differences in the various assessment
technologies. The use of various terms to describe similar procedures, as demonstrated in
this review, may cause considerable confusion and limit the ability to effectively examine
the knowledge base. Further, the field and policy-makers need to address the need for a
definition of the term functional behavioral assessment, particularly in terms of what
technologies may or may not be used to conduct one. These concerns notwithstanding,
the evidence for the use of contextual factors in increasing pro-social behaviors in
children with challenging behaviors is positive. Because children with E/BD have a wide
variety of symptoms, exhibit disruptive behaviors, and poor academic achievement it is
critical that individualized interventions are designed that focus on creating an
environment that facilitates positive outcomes.

37

Table 2.1
Characteristics of Participants and Settings
Study

n

Age(s)

Asmus et al. (1999)

3

3, 4, 5

M=3

F=0

ID

Blair et al. (1999)
Conroy et al. (2005)

4
1

5, 5, 5, 5
6

M=3
M=1

F=1
F=0

At-Risk E/BD
ASD

Devlin et al. (2008)

1

6

M=1

F=0

ASD

1

13

M=1

F=0

ID & TBI

SPED

1

12

M=0

F=1

E/BD

3

13, 13, 9

M=1

F=2

ASD (1), E/BD(2)

SPED
SPED &
GEN ED

1

-

M=1

F=0

E/BD

1

12

M=1

F=0

E/BD

3

10, 10, 9

M=3

F=0

3

11, 11, 7

M=2

F=1

E/BD (2), ASD(1)
ID(2),
ID&ASD(1)

2

22, 20

M=0

F=2

ID

SPED

1

11

M=1

F=0

At-Risk E/BD

O’Reilly (1996)

1

25

M=1

F=0

ID

Park & Scott (2009)

3

5, 4, 4

M=2

F=1

E/BD

SPED
Special
Day
school
Head Start
Classroo
m

Peck et al. (1997)

5

9, 9, 9, 11, 9

M=4

F=1

ID

SPED

Penno et al. (2000)
Stichter et al. (2004a)
Stichter et al. (2004b)
Stichter et al. (2005)

3
1
1
2

13, 14, 14
7
7
11, 11

M=3
M=1
M=1
M=2

F=0
F=0
F=0
F=0

E/BD
E/BD
E/BD
E/BD

SPED
GEN ED
GEN ED
SPED

Stichter et al. (2009)
Umbreit & Blair
(1997)
Van Camp et al.
(2000)

3

8, 7, 7

M=3

F=0

ASD

GEN ED

1

4

M=1

F=0

At-Risk E/BD

GEN ED

2

8, 5

M=2

F=0

ID

Separate
setting

n=47

Mean=9.3;
Median = 9

M=38

F=9

ASD=13(28%);
E/BD=23(49%);
ID=11(23%)

Dolezal & Kurtz
(2010)
Dunlap et al. (1991)
Dunlap et al. (1995)
Hagan-Burke, Burke,
& Sugai (2007)
Hoff, Ervin, &
Friman, (2005)
Jolivette et al. (1999)
Karsch et al. (1995)
Kennedy & Iktonen
(1993)
Kern et el. (1994)

Total

Gender
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Diagnosis

Setting
Home &
School
GEN-ED
GEN ED
Private
School

GEN ED
Private
School
SPED
SPED

Table 2.2
Effects of Individual Studies
Study
Asmus et al., (1999)

Dependent Variable
*DB

PND

IRD

SMD

78%

70%

1.65

Blair et al. (1999)
Conroy et al. (2005)
Devlin et al. (2008)
Dolezal & Kurtz (2010)
Dunlap et al. (1991)
Dunlap et al. (1995)
Hagan-Burke, Burke, & Sugai
(2007)
Hoff, Ervin, & Friman, (2005)
Jolivette et al. (1997)
Karsch et al. (1995)
Kennedy & Iktonen (1993)
Kern et el. (1994)
O’Reilly (1996)
Park & Scott (2009)

*DB, PTI
*ST, TE
DB
DB
*DB, TE, VOC, PTI
*DB, DES
TE

100%
0%
100%
100%
0%
13%

100%
21%
100%
100%
21%
9%

2.38
0.53
3.36
1.42
1.30
0.72

76%

86%

1.29

DB
ACC
DB
DB
TE
SIB
*DB, *TE

100%

100%

3.11

100%
100%
100%
74%
100%

100%
100%
100%
87%
100%

2.05
2.06
1.65
0.10
1.72

97%

97%

1.65

Peck et al. (1997)
Penno et al. (2000)
Stichter et al. (2004a)
Stichter et al. (2004b)
Stichter et al. (2005)
Stichter et al. (2009)
Umbreit & Blair (1997)

*TE, DB, PSI
*DB, ACC
*TE, VOC
*DB, TE
*TE, PSI
*DB, *TE, *PSI
DB

100%
0%
87%
100%
100%
40%
100%

100%
17%
87%
100%
100%
0%
100%

2.26
0.96
1.12
1.85
2.10
1.34
4.00

Van Camp et al. (2000)

ST

50%

50%

1.55

Note. *denotes variable included in effect size calculation. ACC = Academic Accuracy, DB = Disruptive
Behavior, DES = Desirable Behavior, PSI = Positive Social Interaction, PTI = Positive Teacher Interaction,
SIB = Self-Injurious Behavior, ST = Stereotypy, TE = Task Engagement, VOC = Vocalizations.
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Table 2.3
Overall Effect Sizes and Correlations.
Mean
Std. Dev.
PND
74.57
37.36
Sig. (2-tailed)
N
IRD

75.87

35.80

Sig. (2-tailed)
N
SMD
1.75
0.89
Sig. (2-tailed)
N
*Correlation is significant at the 0.01 level.

PND

IRD
1
23

SMD
.949*
.000
23

.590*
.003
23

1

.540*
.008
23

.949*
.000
23

23

.590*
.003
23

.540*
.008
23
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1
23

Table 2.4
Assessment Components
Citation

Direct
Observations

Teacher
Interview

Student
Interview

Parent
Interview

Other
Interview

Asmus et al. (1999)
Blair et al. (1999)
Conroy et al. (2005)
Devlin et al. (2008)
Dolezal & Kurtz (2010)
Dunlap et al., (1991)

Yes
Yes
Yes
Yes
Yes
Yes

No
No
Yes
Yes
No
Yes

No
No
No
No
No
No

Yes
No
No
No
No
No

Yes
No
No
No
No
No

Dunlap et al. (1995)
Hagan-Burke, Burke, & Sugai (2007)
Hoff, Ervin, & Friman, (2005)
Jolivette et al. (1997)
Karsch et al. (1995)
Kennedy & Itkonen (1993)
Kern et al. (1994)

Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
No
Yes
Yes
Yes

No
Yes
No
Yes
No
No
Yes

No
Yes
No
No
No
No
No

No
No
No
No
No
No
No

O'Reilly (1996)
Park & Scott (2009)
Peck et al. (1997)
Penno, Frank, & Wacker, (2000)
Stichter et al. (2004a)
Stichter et al. (2004b)
Stichter et al. (2005)

Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes
No
Yes

No
No
No
Yes
No
No
No

No
Yes
No
No
Yes
No
No

No
No
No
No
No
No
No

Stichter et al. (2009)
Umbreit & Blair, (1997)
Van Camp et al., (2000)

Yes
Yes
Yes

Yes
Yes
No

No
No
No

Yes
No
No

Yes
Yes
No
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Table 2.4 (Cont’d)
Assessment Components
Citation
Asmus et al. (1999)
Blair et al. (1999)
Conroy et al. (2005)
Devlin et al. (2008)
Dolezal & Kurtz
(2010)
Dunlap et al., (1991)

Term for
Assessment

Yes
Yes
No
No
No

Intervention
Linked To
Data
Yes
Yes
Yes
Yes
Yes

Yes

Yes

FAs

Rating
Scales

Record
Search

Analogue
Assessment

Hypothesis
Statement

No
Yes
Yes
Yes
No

No
No
No
No
No

Yes
Yes
Yes
No
Yes

Yes

No

Yes

No
No
Yes
Yes
Yes
Dunlap et al. (1995)
No
No
Yes
Yes
Yes
Hagan-Burke, Burke,
& Sugai (2007)
Hoff, Ervin, & Friman,
No
No
Yes
Yes
Yes
(2005)
No
No
Yes
Yes
Yes
Horner et al. (1997)
No
No
Yes
Yes
Yes
Jolivette et al. (1997)
No
No
Yes
Yes
Yes
Karsch et al. (1995)
Kennedy & Itkonen
No
Yes
Yes
Yes
Yes
(1993)
No
No
Yes
Yes
Yes
Kern et al. (1994)
No
No
Yes
Yes
Yes
O'Reilly (1996)
Yes
No
Yes
Yes
Yes
Park & Scott (2009)
No
No
Yes
Yes
Yes
Peck et al. (1997)
Penno, Frank, &
No
No
Yes
Yes
Yes
Wacker, (2000)
No
No
Yes
Yes
Yes
Stichter et al. (2004a)
No
No
Yes
Yes
Yes
Stichter et al. (2004b)
Yes
No
Yes
Yes
Yes
Stichter et al. (2005)
No
No
Yes
Yes
Yes
Stichter et al. (2009)
Umbreit & Blair,
No
No
Yes
Yes
Yes
(1997)
Van Camp et al.,
No
No
Yes
Yes
Yes
(2000)
Note: FAn = Functional Analysis, FAs = Functional Assessment , SA = Structural Analysis
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FAn
FAs
FAn
None
FAn

None
SA
FAs
FAn
SA
FAs
FAs
FAs
FAn
SA
SA
FAs
SA
SA
SA
SA
SA
FAn

Table 2.5
Application of Quality Indicators
Quality Indicator

Asmus et
al. (1999)

Blair et al.
(1999)

Conroy et
al. (2005)

Devlin et al.
(2008)

Participant & Setting
Participant Description
Participant Selection
Setting description
Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well
described
IOA
Independent Variable
Description
Manipulated
Fidelity
Baseline
Established pattern
Description
Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results
External validity

No(0.67)

No(0.00)

Yes(1.00) No(0.00)

Yes(1.00)

Social Validity
DV is socially
important
Change in DV is
socially important
IV is practical and cost
effective
Use in typical contexts
Number of indicators :
Absolute coding

No(0.50)

Yes(1.00) No(0.50)

No(0.50)

Number of indicators:
Weighted coding

0.33
0.00
0.33

Yes(1.00) Yes(1.00)
0.33
0.33
0.33

0.33
0.33
0.33

Yes(1.00) Yes(1.00) Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

No(0.50)
0.00
0.50

No(0.67)
0.33
0.00
0.33

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

Yes(1.00) No(0.67)
0.33
0.33
0.33

0.33
0.33
0.00

Yes(1.00) Yes(1.00)
0.50
0.50

0.50
0.50

Yes(1.00) No(0.67)
0.33
0.33
0.33

0.33
0.00
0.33

No(0.33)
0.33
0.00
0.00

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

Yes(1.00)
0.50
0.50

No(0.67)
0.33
0.00
0.33

0.00
0.00

0.25
0.25

0.00
0.00

0.00
0.00

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

1

7

3

3

4.00

7.00

4.83

5.17
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Table 2.5(Cont’d)
Application of Quality Indicators
Dolezal &
Kurtz (2010)

Dunlap et al.
(1991)

Dunlap et
al. (1995)

HaganBurke,
Burke, &
Sugai (2007)

Hoff, Ervin,
& Friman,
(2005)

Participant & Setting
Participant Description
Participant Selection
Setting description

No(0.00)

Yes(1.00)

Yes(1.00)

Yes(1.00)

Yes(1.00)

Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well described
IOA

Yes(1.00)

Independent Variable
Description
Manipulated
Fidelity

No(0.67)

Baseline
Established pattern
Description

Yes(1.00)

Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results

No(0.33)

External validity

No(0.00)

No(0.00)

No(0.00)

Yes(1.00)

Yes(1.00)

Social Validity
DV is socially important
Change in DV is socially
important
IV is practical and cost
effective
Use in typical contexts

No(0.50)

Yes(1.00)

No (0.50)

No(0.50)

No(0.50)

Quality Indicator

Number of indicators :
Absolute coding
Number of indicators:
Weighted coding

0.00
0.00
0.00
0.20
0.20
0.20
0.20
0.20

0.33
0.33
0.00
0.50
0.50
0.00
0.00
0.33

0.33
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

Yes(1.00)
0.50
0.50

No(0.33)
0.00
0.00
0.33

0.33
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

Yes(1.00)
0.50
0.50

No(0.67)
0.33
0.00
0.33

0.33
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

Yes(1.00)
0.33
0.33
0.33

No(0.50)
0.00
0.50

Yes(1.00)
0.33
0.33
0.33

0.33
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

Yes(1.00)
0.33
0.33
0.33

No(0.50)
0.00
0.50

Yes(1.00)
0.33
0.33
0.33

0.00
0.00

0.25
0.25

0.00
0.00

0.00
0.00

0.00
0.00

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

2

4

3

5

5

3.50

5.00

4.83

6.00

6.00
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Table 2.5(Cont’d)
Application of Quality Indicators
Quality Indicator

Jolivette et al.
(1997)

Karsch et al.
(1995)

Kennedy & Itkonen
(1993)

Yes(1.00)

Yes(1.00)

Kern et al.
(1994)

Participant & Setting
Participant Description
Participant Selection
Setting description

Yes(1.00)

Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well described
IOA

Yes(1.00)

Independent Variable
Description
Manipulated
Fidelity

Yes(1.00)

Baseline
Established pattern
Description

Yes(1.00)

Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results

Yes(1.00)

External validity

Yes(1.00)

No(0.00)

No(0.00)

No(0.00)

Social Validity
DV is socially important
Change in DV is socially
important
IV is practical and cost
effective
Use in typical contexts

No(0.50)

No(0.50)

No (0.50)

No(0.50)

Number of indicators :
Absolute coding
Number of indicators:
Weighted coding

0.33
0.33
0.33

1.00
1.00
1.00

Yes(1.00)

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

No(0.67)

0.33
0.33
0.33

0.33
0.33
0.00

Yes(1.00)

0.50
0.50

0.50
0.50

No(0.67)

0.33
0.33
0.33

0.33
0.00
0.33

0.33
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

Yes(1.00)
0.50
0.50

No(0.67)
0.33
0.00
0.33

No(0.67)
0.00
0.33
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.00
0.33

Yes(1.00)
0.50
0.50

No(0.67)
0.33
0.00
0.33

0.00
0.00

0.00
0.00

0.00
0.00

0.00
0.00

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

6

3

3

2

6.50

4.83

4.83

4.50
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Table 2.5(Cont’d)
Application of Quality Indicators
O’Reilly
(1996)

Park & Scott
(2009)

Peck et al.
(1997)

Participant & Setting
Participant Description
Participant Selection
Setting description

No(0.33)

Yes(1.00)

No(0.67)

0.00
0.33
0.00

1.00
1.00
1.00

0.00
0.33
0.33

Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well described
IOA

Yes(1.00)

Yes(1.00)

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

Independent Variable
Description
Manipulated
Fidelity

No(0.67)

Yes(1.00)

No(0.67)

0.33
0.33
0.33

0.33
0.33
0.00

Baseline
Established pattern
Description

No(0.00)

Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results

No(0.67)

External validity
Social Validity
DV is socially important
Change in DV is socially
important
IV is practical and cost
effective
Use in typical contexts

Quality Indicator

Number of indicators :
Absolute coding
Number of indicators:
Weighted coding

0.33
0.33
0.00
0.00
0.00

Yes(1.00)

Penno, Frank,
& Wacker
(2000)

Yes(1.00)
0.33
0.33
0.33

Yes(1.00) No(0.80)
0.20
0.20
0.20
0.00
0.20

No(0.67)
0.33
0.33
0.00

Yes(0.50) Yes(1.00)

0.50
0.50

0.00
0.50

Yes(1.00)

No(0.67)

0.33
0.33
0.33

0.33
0.00
0.33

No(0.00)

Yes(1.00)

No(0.00)

Yes(1.00)

No(0.50)

No(0.50)

0.33
0.00
0.33

0.50
0.50

Yes(1.00)
0.33
0.33
0.33

Yes(1.00)

No (0.50)

0.00
0.00

0.25
0.25

0.00
0.00

0.00
0.00

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

1

7

1

3

3.17

7.00

4.00

4.97
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Table 2.5(Cont’d)
Application of Quality Indicators
Quality Indicator

Stichter et
al. (2004a)

Stichter et
al. (2004b)

Stichter et al.
(2005)

Stichter et al.
(2009)

Participant & Setting
Participant Description
Participant Selection
Setting description

No(0.33)
0.00
0.00
0.33

0.33
0.00
0.33

Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well described
IOA

Yes(1.00)

Yes(1.00)

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

Independent Variable
Description
Manipulated
Fidelity

No(0.67)

Baseline
Established pattern
Description

No(0.50)
0.00
0.50

0.00
0.50

Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results

Yes(0.67)

Yes(0.67)

0.33
0.00
0.33

0.33
0.00
0.33

External validity

No(0.00)

No(0.00)

No(0.00)

Yes(1.00)

Social Validity
DV is socially important
Change in DV is socially
important
IV is practical and cost
effective
Use in typical contexts

No(0.50)

No(0.50)

Yes(1.00)

No(0.50)

Number of indicators :
Absolute coding
Number of indicators:
Weighted coding

0.33
0.33
0.00

No(0.67)

No(0.67)
0.33
0.33
0.00

No(0.50)

No(0.67)
0.33
0.00
0.33

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

No(0.67)
0.33
0.33
0.00

No(0.00)
0.00
0.00

No(0.33)
0.00
0.00
0.33

Yes(1.00)
1.00
1.00
1.00

Yes(1.00)
0.20
0.20
0.20
0.20
0.20

Yes(1.00)
0.33
0.33
0.33

Yes(1.00)
0.50
0.50

No(1.00)
0.33
0.33
0.33

0.00
0.00

0.00
0.00

0.25
0.25

0.00
0.00

0.25

0.25

0.25

0.25

0.25

0.25

0.25

0.25

2

2

3

6

3.67

4.00

4.16

6.50
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Table 2.5(Cont’d)
Application of Quality Indicators
Umbreit &
Blair (1997)

Van Camp
et al. (2000)

Participant & Setting
Participant Description
Participant Selection
Setting description

Yes(1.00)

Yes(1.00)

0.33
0.33
0.33

0.33
0.33
0.33

Dependent Variable
Description
Quantifiable
Measured repeatedly
Valid and well described
IOA

Yes(1.00)

Yes(1.00)

0.20
0.20
0.20
0.20
0.20

0.20
0.20
0.20
0.20
0.20

Independent Variable
Description
Manipulated
Fidelity

No(0.67)
0.33
0.00
0.33

0.33
0.33
0.00

Baseline
Established pattern
Description

Yes(1.00)

Yes(1.00)

0.50
0.50

0.50
0.50

Control/Internal validity
Demonstration of effect
Internal validity
Pattern of results

No(0.67)

External validity

No(0.00)

No(0.00)

Social Validity
DV is socially important
Change in DV is socially
important
IV is practical and cost
effective
Use in typical contexts

Yes(1.00)

No(0.50)

Quality Indicator

Number of indicators :
Absolute coding
Number of indicators:
Weighted coding

0.33
0.00
0.33

No(0.67)

No(0.33)
0.00
0.00
0.33

0.25
0.25

0.00
0.00

0.25

0.25

0.25

0.25

4

3

5.33

4.50
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CHAPTER THREE
METHOD
This study consists of two distinct phases: Assessment and analysis/ intervention.
Assessment includes direct and indirect measures. Indirect assessments are used to make
initial hypotheses regarding the variables affecting the occurrence of behavior. The
analysis and intervention will include the confirmation of the hypotheses through
systematic manipulation of antecedent events referred to here as an analogue assessment.
Both the analysis and intervention are evaluated using a single-case alternating treatments
design.
Participants, Setting, and Materials
Participants
Student participants. Four middle school students who received all of their
instruction in a general education setting participated in this study. Students were
selected for inclusion based on the following conditions: (a) they were enrolled in a
public middle school; (b) they were not receiving special education and related services
for an emotional disturbance, autism spectrum disorder, traumatic brain injury, or
intellectual disability; (c) they received all of their instruction in a general education
setting; (d) met criteria of “high-risk” on the Student Risk Screening Scale (SRSS;
Drummond, 1994); and (e) the student, parent, and teachers consented to participate in
the study.
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Alexandra. “Alexandra” was a 13-year-old Caucasian female who received free
or reduced lunch during the study. As of the study she did not receive any special
education or related services. According to her teacher, Alexandra demonstrated
excessive lying, exhibit problem behavior (talking, non-compliance), and had a generally
negative attitude that frequently disrupted the learning of others. According to teacher
ratings on the SRSS, Alexandra was considered “high-risk” for future anti-social
behaviors.
Brenda. “Brenda” was a 13-year-old Caucasian female who received education
services for gifted and talented students until the 6th grade. According to her teacher,
services for gifted and talented were withheld due to Brenda’s poor academic
performance, specifically disruptive behaviors and failure to complete assignments.
According to teacher reports, Brenda has a negative attitude, is frequently non-compliant,
and is experiencing low-academic performance. Brenda was considered “high risk” on
the SRSS.
Hannah. “Hannah” was a bi-racial (Caucasian and African –American) 13-yearold female who received a free and reduced lunch during the course of the study. Hannah
was a starting member of the school’s basketball team whose SRSS score categorized her
as “high risk” for later anti-social behaviors. Her teachers reported that Hannah was
frequently aggressive with peers, had behavior problems, frequently lied, and had a
negative attitude though many of those behaviors were “better during basketball season.”
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As of the study’s conclusion, Hannah did not receive special education or related
services.
Larry. “Larry” was a 14-year-old African-American male who received free and
reduced lunch for the duration of the study. Larry’s teacher described him as a bright
child though he received poor grades and had a generally negative attitude. His scores on
the SRSS categorized him as “high-risk” for anti-social behaviors, with his teachers
describing him as prone to behavior problems including lying and being aggressive
towards peers. As of the study’s conclusion Larry did not receive special education or
related services.
Adult participants. One reading and language arts general education teacher
was directly responsible for performing all assessments, analyses and providing
instruction to the student participants. The teacher, “Mrs. Cooper,” was a 30-year-old
African-American female who held a Bachelor’s of Arts in English. Mrs. Cooper had
been teaching for two years and received her teaching license through an alternative
certification program and was in the process of obtaining a Master’s of Arts in Teaching
at a small private university.
Setting
The study took place in a rural, public middle school located in the Southeastern
United States. 55% of the school’s population received a free or reduced lunch with
racial demographics described as 60% Caucasian, 38% African American, and 2% other.
All sessions took place in the natural setting for the participating students, an 8th grade
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general education language arts classroom across two periods (3 and 7). The classroom
consisted of five rows of desks with four seats in each row, two teachers desks and three
desks at the back of the classroom that went unused. Third period, consisted of 21
students and seventh period consisted of 20 students. The cohort of students in the
seventh period class took all of their classes together, except for electives, and was
considered a difficult group of students to manage by all of the teachers who taught them.
Materials
Students in each class were screened by the teacher for inclusion in the study
using the SRSS (Drummond, 1994). Once students and parents agreed to participate in
the study, the student’s teacher, Mrs. Cooper conducted structured interviews using the
Functional Assessment Interview for Young Children (FAI; O’Neill et al., 1997) an
indirect measure used to identify antecedents and consequences of behaviors.
Additionally, Mrs. Cooper and the researcher conducted direct observations of the
students utilizing an A-B-C assessment recording form over two separate observation
settings (Bijou et al., 1968). Each observational session was video-recorded using a highdefinition network camera. Captured video was immediately burned to digital video disc
(DVD) for later analysis.
Dependent Variables, Procedures, and Social Validity
Dependent Variables
Disruptive or Non-Compliant Behaviors. Disruptive behaviors served as the
primary dependent variables for each of the participants. Disruptive behavior was
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operationally defined as: behavior that impedes the participant’s learning or the learning
of others. Examples included (a) verbal outbursts (e.g., talking out of turn, arguing,
laughing at inappropriate times), (b) inappropriate contact with others (e.g., touching,
pushing, hitting, kicking, braiding hair), (c) taking other’s belongings, (d) being out of the
student’s assigned seat without permission, and (e) passing notes.
On-task behavior. Additionally, on-task behavior for each student was
observed. On-task was defined as: (a) engagement with assignment or materials and (b)
seated or standing in the specified area. Off-task behavior will be defined as: (a) not
engaging with materials or assignment; (b) out of assigned area; (c) body or eyes pointed
away from materials or teacher for more than 3 seconds in a ten second period.
Procedures
Selection of students occurred via Mrs. Cooper conducting the SRSS on each of
her five class periods. The SRSS is a 7 item screening tool that is conducted by a school
official (in this case Mrs. Cooper) to determine the risk of students for anti-social
behaviors (Lane, Kalberg, Bruhn, Driscoll, Wehby, & Elliott, 2009b).). The SRSS has
been demonstrated to be a reliable and valid measure of identifying students who are atrisk for developing anti-social behaviors (Lane, Parks, Kalberg, & Carter, 2007). This
measure was selected due to the relatively short time it takes to complete (e.g.., 10-15
minutes) as opposed to other measures (e.g., SSBD typically takes 45 minutes to 1 hour
to complete), the free cost, and the relative ease of administration for a general education
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teacher (Lane et al., 2009b). Students flagged as high-risk on the SRSS were selected for
possible inclusion in the study as long as they met the other inclusion criteria.
Structural analysis of each student’s target behaviors were conducted through the
following phases: (a) indirect assessment of contextual factors related to target behaviors
resulting in initial hypothesis of factors related to behavioral occurrence; (b) direct
observation of students using A-B-C recording, (c) analog assessment of setting events to
confirm or reject hypothesis; (c) visual analysis of analogue assessment data; and (d)
continuation of intervention based on the results of the assessment. The indirect
assessments occurred prior to any observations. Once structured interviews had been
completed and target behaviors for each student were specified, daily video recordings of
the entire class period began. During this time, direct observations using the ABC
recording were conducted. This period also served as the baseline phase for the ensuing
alternating treatments design used to conduct the analogue assessment and analyze the
effectiveness of the intervention. The procedures outlined in this study were completed
over a five week period.
Indirect and direct assessments. During this phase a hypothesis was developed
using both indirect (FAI) and direct measures (direct observation) identifying setting
events that are likely to trigger the target behaviors of each participant.
Functional Assessment Interview for Young Children. Mrs. Cooper conducted
interviews of the student and a teacher familiar with the student utilizing the FAI (O’Neill
et al., 1997). This structured interview provided information pertaining to the setting
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events likely to co-occur with problem behaviors, strengths and weaknesses of the child,
preferred activities, and prior interventions that have been conducted. In addition, Mrs.
Cooper filled out the FAI with the researcher conducting the interview.
Direct Observation. To confirm the hypothesized contextual variables, the
researcher and participating teacher conducted two direct observations of the participants
during the times and in the settings when problem behavior was most and least likely to
occur within the classroom setting. In order to minimize changes in interaction due to the
presence of an observer in the classroom, all observation sessions were recorded utilizing
a video-monitoring system. This system allows for remote access to the video camera by
the researcher allowing the ability to discreetly begin and end recording sessions. Prior
to these recording sessions, Mrs. Cooper and the students within the classroom signed a
waiver with the school allowing video recording of sessions to occur. In the event a
student did not want to be video-recorded, their seating assignment was altered in such a
way that they were located outside the camera’s field of vision.
Recorded direct observation sessions utilized the A-B-C assessment recording
form (Bijou et al., 1968) during 10 minute intervals. The A-B-C recording form allowed
researchers the opportunity to collect information regarding the setting and maintaining
variables of the target behaviors.
Hypothesis Development. Hypotheses were developed based on the information
obtained from the direct and indirect assessments. The hypotheses that were developed
for each participant sought to predict the occurrence or non-occurrence of that
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participant’s target behaviors. Hypotheses included a definition of the target behavior for
each participant in measureable and observable terms and the identified setting events, or
contextual variables, for the particular behavior. Table 3.1 provides a listing of potential
contextual variables.
Analogue assessment of contextual variables and intervention development. To
conduct the structural analysis and determine the effectiveness of the intervention
developed in response to it, a single-case alternating treatments design was implemented
(Kennedy, 2005). Alternating treatment designs (ATDs) are a variation of multi-element
designs and are used to analyze more than one condition. According to Kennedy, as long
as a difference exists between the two conditions on inspection, experimental control can
be demonstrated. To aid in interpretability the baseline phase was continued as a
condition during the analysis. ATDs display the effects of the systematic introduction of
the intervention through visual analysis of graphed data. Experimental control is
established through establishing a functional relation between the manipulation of the
independent variables (treatment package) and the predicted change in the graphed data
(Kennedy, 2005).
Baseline Data. Baseline data were collected utilizing 10 second partial interval
recording (Kennedy, 2005). Baseline data were collected for a minimum of five
observations conducted on separate days. Baseline data collection sessions continued
until a stable level, trend, or variability was attained, at which point the researcher began
the analysis.
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Analogue Assessment. To confirm the hypotheses developed during the initial
assessment phase, an analogue assessment was conducted following baseline wherein the
reinforcing agents involved in the behavior were held constant while contextual variables
were systematically manipulated. Consequent to manipulation of specific variables, the
hypotheses were either accepted or rejected. A minimum of 2 sets of treatment packages,
each developed around a certain contextual factor, were manipulated, observed and
replicated to determine the most salient treatment package. Each treatment package was
introduced at a minimum of five times and on separate days. For example, the treatment
schedule over successive days resembled the following: A-B-C-B-A-C, where each letter
represents a specific treatment package.
Data from these probes were recorded utilizing 10 second partial-interval
recording (Kennedy, 2005) in 10 minute observation periods over successive days. The
researcher provided a preset MotivAider that discreetly prompted the teacher via
vibration each time a condition was to change. For each package a procedural reliability
checklist was developed detailing specific criteria for each condition and variables
considered. Procedural reliability for this phase was conducted by the researcher and an
assistant and a score was calculated by summing the completed steps, dividing by the
total number of steps and multiplying by 100.
Visual analysis of assessment data. A visual analysis of the analogue assessment
data was conducted to determine contextual variables that were highly correlated with
increases in on-task behavior and decreases in target behaviors. In the event that similar
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results were demonstrated for more than one package, additional analysis sessions were
conducted to determine the most salient treatment package for the student.
Intervention/ Generalization. The final phase of the structural analysis procedure
involved the implementation of the intervention packages within the natural setting and
by natural change agents (teachers, paraprofessionals). Participants, settings and
dependent variables for this phase were the same as those in the previous conditions.
Intervention began once a stable, level trend, or variability was attained for the treatment
condition. Intervention probes were conducted over five observation sessions.
Data analysis. The primary means of data analysis was through visual inspection
of graphical data for both individual participants and the mean of the participants. In
order to quantify the magnitude of the change in level of performance, the improvement
rate difference (IRD) was calculated for each participant and for the means of the
participants. IRD is calculated by identifying the improvement rate of the treatment
phase from baseline (Parker, Vannest, & Brown, 2009). The improvement rate (IR) is the
number of points in a phase that ties or exceeds a point in the other phase. IRD, therefore
is calculated as the difference in baseline and treatment phases: 100% (Phase B) – 0%
(Phase A) = 100%.
Additionally, the Standard Mean Difference (SMD; Busk & Serlin, 1992) was
calculated for each participant and for the mean of all participants. SMD is a variation of
Cohen’s d statistic where the mean of the baseline phase is subtracted from the mean of
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the intervention phase, and divided by the average of the standard deviation of the
baseline and treatment phases.
Procedural reliability. Reliability data for each treatment package were collected
through the use of individually developed procedural checklists corresponding to
particular treatment packages. Procedural reliability was conducted by the researcher and
an assistant on at least 20% of sessions and a score was calculated by summing the
completed steps in the particular treatment package, dividing by the total number of steps
and multiplying by 100.
Interobserver agreement. The researcher and a research assistant collected
interobserver reliability data. The research assistant was trained in the observation
protocols. Once the researcher and assistant reached 95% agreement on a series of
example video observations, the assistant and researcher began independently collecting
direct observation data from the video recordings. IOA data was collected during 20%
of baseline, treatment, and maintenance conditions by using a total agreement
(frequency–ratio) approach, where the smaller raw score recorded by an observer was
divided by the larger raw score of the other observer and then multiplied by 100%
(Kennedy, 2005).
Social Validity
Social validity for the assessment and intervention procedures was assessed after
the final observation was conducted. Social validity was measured via the Intervention
Rating Profile – 15 (IRP-15; Witt & Elliott, 1985). This survey was given to Mrs.
Cooper to determine her feelings on the acceptability of the intervention procedures using
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a Likert-type scale. Higher scores on the IRP-15 are associated with treatment
acceptability and the measure has strong reliability and internal consistency (Lane et al.,
2009a).

60

Table 3.1
Examples of Contextual Variables.
Examples of Contextual Variables
Environmental Factors

Classroom Management and Organization

Curricular and Instructional Factors

Social Structure and Interactions

Changes in the environment
Overcrowding
Excessive visual/auditory stimuli
Seating arrangement
Temperature/Lighting
Variety of materials
Equipment/Materials present
Organization of materials
Rules and routines predictability
Schedule of activities
Contingencies
Availability and implementation of
Reinforcers
Task difficulty
Length of assignment
Nature of task
Pace of instruction
Appropriateness of task
Frequency of demands
Level of assistance and clarity of directions
Opportunities for choice
Preference
Teacher expectations
Peer interactions
Staff ratio
Previous negative interactions
Age and number of peers
Amount and access to attention
Amount of supervision
Tone/Volume of teacher’s voice
Privacy of feedback/reprimands
Opportunities to respond
Proximity
(Stichter & Conroy, 2005, p. 26)
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CHAPTER FOUR
RESULTS
Due to the homogenous nature of the target behaviors, hypotheses for individuals,
settings, and treatment conditions the assessment process, hypothesis development and
brief SA and intervention are described as a single-case. Results are presented to include
overall findings, and then individually for each participant.
Assessment. Assessment included structured interviews of another teacher
familiar with the student. Interviews were conducted by the participating teacher, Mrs.
Cooper, using the Functional Assessment Interview (FAI; O’Neill et al., 1997).
Additionally, Mrs. Cooper filled out the FAI and discussed results of all interviews with
the researcher. Direct observations were then conducted using the first two video
recorded observations during the baseline phase. The target behavior for all participants
was disruptive behavior, defined as: behavior that impedes the learning of herself or
others. Examples of disruptive behavior included (a) verbal outbursts (e.g., talking out of
turn, singing, laughing at inappropriate times), (b) taking another student’s belongings,
and (c) inappropriate contact with others (e.g., touching, pushing).
According to the functional assessment interviews, each student displayed
disruptive behaviors throughout class sessions occurring most often during independent
and group work. Disruptive behaviors were also most likely to occur if students were
sitting next to a preferred peer. Disruptive behaviors were least likely to occur during
class discussions or when in engaged in conversation with the teacher. Mrs. Cooper then
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conducted direct observations of each participant, utilizing A-B-C recording forms (Bijou
et al., 1968), and suggested two hypotheses for the occurrence of disruptive behavior that
were consistent with interviews.
Hypothesis 1. Students were less likely to engage in disruptive behavior when the
teacher was in close proximity to her (within a 8 foot radius).
Hypothesis 2. Students were more likely to engage in disruptive behaviors when
in close proximity (adjacent seating) to a preferred peer who also exhibited challenging
behaviors.
Brief SA and intervention development.
Baseline. Disruptive behavior and academic engagement were measured during
regular class sessions, during typical routines, beginning at least 5 minutes after the bell
for class to begin had rung. Baseline was conducted over five observation sessions over
consecutive days. Mean percentage of time engaged in disruptive behavior for the
participants was at moderate to high levels (M = 29%, range = 16% to 39%) and
academic engagement (M = 52%, range = 50% to 54%) was markedly low.
Brief SA and intervention. The brief SA tested the two hypotheses developed for
the students. Due to teacher limitations, only the two hypothesized conditions, along
with the baseline condition, were manipulated during the structural analysis for a total of
three conditions conducted over five consecutive days (each condition introduced once
per day) and analyzed using an alternating treatment design: (a) baseline – business-asusual, (b) proximity to teacher (teacher within eight feet of the participant), (c) proximity
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to preferred peer (seated in a non-adjacent seat more than eight feet away). Teacher
proximity appeared to moderately improve student disruptive behavior and academic
engagement. Although teacher proximity was correlated with a decrease in disruptive
behavior (M = 21%) and an increase in academic engagement (M = 59%) for Alexandra ,
Mrs. Cooper was not able to implement the phase with consistency. Removal of the
preferred peer (proximity to preferred peer) made the most significant impact on both
participant disruptive behavior (M = 12%) and academic engagement (M = 77%), was
feasible for the teacher to implement with fidelity, and was therefore deemed the more
salient condition (see Figure 4.1). Figures 4.2 and 4.3 show participant mean scores for
disruptive behaviors and academic engagement.
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Figure 4.1. Histogram for Participant Mean Percentages During Structural Analysis.
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Figure 4.2. Mean Disruptive Behavior of Participants.
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Figure 4.3. Mean Academic Engagement of Participants.
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Generalization. The proximity to peer condition (peer not in an adjacent seat and
more than eight feet away), being the more effective of the three conditions was then
implemented for an additional five observation sessions over five days. Levels of
disruptive behavior continued to be significantly reduced with academic engagement at
increased levels.
Effect sizes, reliability and fidelity. Two effect sizes were calculated for
Alexandra. Standard Mean Difference (SMD) was calculated by averaging all data in the
“A” phases (baseline and SA “A” phase) and subtracting from the average of all data in
the “C” phases (SA “C” phase and generalization), then divided by the pooled standard
deviation from those phases.
SMD for participant disruptive behaviors was d = -2.55, which is considered a
strong effect and academic engagement was d = 3.38, a strong effect. IRD for disruptive
behavior was also strong (IRD = 90%) which is considered a strong effect, and IRD =
100% for academic engagement.
The first author served as the primary data collector for this study, with a second
independent observer conducting reliability observations over 20% of all observations for
all students to provide a measure of interobserver agreement. Total agreement for
disruptive behavior was IOA = 92% and academic engagement was IOA = 91%.
During the structural analysis and generalization phases, data on procedural
fidelity were collected. The number of sessions in which the structural analysis condition
was conducted as developed was 49 of 60 (81%). The majority of sessions that did not
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meet the requirements specified for the condition occurred during the “B” phase and
resulted from the teacher being out of the assigned radius for more than 50% of the
observation session. During the generalization phase, fidelity was at 100%.
Alexandra
Baseline. Disruptive behavior for Alexandra was highly variable and at moderate
to high levels (M = 33%, range = 8% to 58%) as was academic engagement (M = 49%,
range = 22% to 65%). During the two lowest baseline sessions, there was a librarian
present in the room which may have reduced the levels of behaviors.
Brief SA and intervention. Although teacher proximity was associated with a
decrease in disruptive behavior (M = 16.2%) and an increase in academic engagement (M
= 70.6%), removal of the preferred peer (proximity to preferred peer) made the most
significant impact on Alexandra’s disruptive behavior (M = 7%) and academic
engagement (M = 86.2%). Further, this was feasible for the teacher to implement with
fidelity, and was therefore deemed the more salient condition (see Figure 4.4). Figures
4.5 and 4.6 show Alexandra’s mean scores for disruptive behavior and academic
engagement.
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Figure 4.4. Alexandra’s Histogram of Structural Analysis Mean Comparisons.
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Figure 4.5. Alexandra’s Results for Disruptive Behavior.
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Figure 4.6. Alexandra’s Results for Academic Engagement.
Effect sizes, reliability and fidelity. SMD for Alexandra’s disruptive behavior
was d = -1.38, which is considered a strong effect and academic engagement was d =
2.04 a strong effect. IRD for Alexandra’s disruptive behavior was much better (IRD =
80) which is considered a strong effect, and IRD = 96 for academic engagement, a strong
effect.
Brenda
Disruptive behavior for Brenda was quite variable and at moderate to high levels
(M = 25.4%, range = 17% to 37%). Academic engagement was also variable and at suboptimal levels (M = 57%, range = 52% to 70%).
Brief SA and Intervention. Teacher proximity appeared to improve Brenda’s
disruptive behavior and academic engagement (see Figure 4.3). However, in Brenda’s
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case, although teacher proximity was associated with a decrease in disruptive behavior
(M = 8.2%) it also resulted in a decrease in academic engagement (M = 56%). Further,
removal of a preferred peer made the most significant impact on Brenda’s disruptive
behavior (M = 4.2%) and academic engagement (M = 90.8%). Figure 4.7 displays
results from the structural analysis for Brenda and figures 4.8 and 4.9 show Brenda’s
mean scores for disruptive behaviors and academic engagement.
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Figure 4.7. Brenda’s Histogram of Structural Analysis Mean Comparisons.
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Figure 4.8. Brenda’s Results for Disruptive Behavior.
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Figure 4.9. Brenda’s Results for Academic Engagement.
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Separation from Peer

Effect sizes, reliability and fidelity. Effect sizes were calculated for Brenda.
Standard Mean Difference (SMD) for disruptive behavior was d = -1.44, which is
considered a strong effect and for academic engagement d = 2.21 also a strong effect.
For disruptive behavior, the improvement rate difference was considered strong for both
disruptive behavior, IRD = 89% and academic engagement IRD = 84%.
Hannah
Disruptive behavior for Hannah varied considerably at moderate to high levels (M
= 29.2%, range = 17% to 40%). Academic engagement was also varied and considered
poor (M = 54%, range = 33% to 67%).
Brief SA and Intervention. Initially, teacher proximity appeared to improve
Hannah’s disruptive behavior but not academic engagement (see Figures 4.10 & 4.11).
However, during the analysis, basketball season ended and as a result Hannah’s behaviors
escalated. Teacher proximity remained associated with a slight decrease in disruptive
behavior (M = 33.2%) and increase in academic engagement (M = 55.4%). However,
removal of Hannah from contact with preferred peers (proximity to preferred peer) made
the most significant impact on Hannah’s disruptive behavior (M = 26.6%) though there
was a slight decrease in academic engagement (M = 55%) from the teacher proximity
phase. Mrs. Cooper concluded that separating Hannah from her peers was a more
feasible intervention than maintaining proximity to Hannah along with the other students
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in the study, and was therefore deemed the more salient condition for subsequent
intervention. Figure 4.10 displays results from the structural analysis for Brenda and
figures 4.11 and 4.12 show Brenda’s mean scores for disruptive behaviors and academic
engagement.
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Figure 4.10. Hannah’s Histogram of Structural Analysis Mean Comparisons.
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Figure 4.11. Hannah’s Results for Disruptive Behavior.
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Figure 4.12. Hannah’s Results for Academic Engagement.
Effect sizes, reliability and fidelity. Standard Mean Difference (SMD) for
Hannah’s disruptive behavior was d = -1.16, which is considered a strong effect and for
academic engagement d = 0.72 also a strong effect. IRD for disruptive behavior was
considered strong (IRD = 80%). However, IRD for academic engagement was
determined to be a moderate effect (IRD = 70%).
Larry
Disruptive behavior for Larry varied considerably at moderate to high levels (M =
32.3%, range = 8% to 67%). Academic engagement was also varied and considered poor
(M = 46.7%, range = 18% to 70%).
Brief SA and Intervention. Teacher proximity appeared to improve Larry’s
disruptive behavior but decreased academic engagement (see Figure 4.5). However,
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removal of preferred peers made the most significant impact on Larry’s disruptive
behavior (M = 11.6%) and academic engagement (M = 80%). Figure 4.13 displays
results from the structural analysis for Brenda and figures 4.14 and 4.15 show Larry’s
mean scores for disruptive behaviors and academic engagement.
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Figure 4.13. Larry’s Histogram of Structural Analysis Mean Comparisons.
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Figure 4.14. Larry’s Results for Disruptive Behavior.
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Figure 4.15. Larry’s Results for Academic Engagement.

Effect sizes, reliability and fidelity. Standard Mean Difference (SMD) for
Larry’s disruptive behavior was d = -1.29, which is considered a strong effect. Academic
engagement was measured at d = 1.33 also a strong effect. IRD for disruptive behavior
was considered strong (IRD = 81%). For academic engagement IRD effect sizes were
considered strong (IRD = 90).
Social Validity. The general education teacher involved in the implementation of
the analysis and intervention completed the IRP-15. Scores on the IRP-15 range from a
low of 15, indicating low treatment acceptability and a high score of 90, indicating high
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treatment acceptability. Teacher score on this measure was 72 indicating moderate
treatment acceptability.
Summary of Findings
The purpose of this research was to determine the efficacy of a general education
teacher implementing structural analysis to create interventions for students who are
exhibit behavioral challenges. The study explored two main research questions: (a) does
the implementation of interventions based on a structural analysis conducted by a general
education teacher lead to a decrease in the disruptive behaviors of students who exhibit
behavioral challenges, and (b) does the implementation of interventions based on
structural analysis by the general education teacher lead to an increase in the academic
engagement of students who exhibit behavioral challenges. The outcome of the study
indicates that structural analysis procedures can be an effective method for determining
classroom contextual variables that affect the behaviors of students who exhibit
challenging behaviors. Each of the four participants in the current study experienced
reductions in disruptive behavior and increases in academic engagement as a result of the
SA based treatment package. However, implementation was an issue for the teacher
during the analysis and generalization phases. Additionally, one of the student’s
behaviors appeared to escalate as a result of the culmination of basketball season when
her grades were being monitored by the coach.
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CHAPTER FIVE
DISCUSSION
The purpose of this study was to examine if interventions based on a structural
analysis conducted by a general education teacher would reduce the disruptive behaviors
and increase the academic engagement of students who exhibit behavioral challenges.
Specifically, the study assessed the ability of a general education teacher to perform a
structural analysis that lead to the development of effective interventions for students
who exhibit behavioral challenges. Assessment, analysis, and intervention sessions were
carried out by the classroom teacher. The study combined the structural analysis and
intervention analysis by utilizing an alternating treatments design through the following
phases: (a) assessment, (b) analysis, and (c) generalization. This chapter will summarize
the results of the study, provide implications for practice, and discuss limitations and
suggestions for future research.
Structural Analysis and Disruptive Behavior.
Results of this study were consistent with previous research (e.g., Park & Scott,
2009; Umbreit & Blair, 1997) regarding the use of structural analysis to inform
intervention development for the disruptive behaviors of students who exhibit
challenging behaviors. Both hypothesized contextual variables in the current study
(teacher proximity and proximity of peers) were effective in creating a classroom
atmosphere that promoted positive behaviors for the students involved. However, the
package targeting peer proximity was more effective in reducing disruptive behaviors
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than was teacher proximity. This finding is interesting in that teacher proximity has long
been lauded as a key component of effective classroom management (Colvin, Sugai,
Good, & Lee, 1997). However, when considering the negative effect peer relationships
have on student behavior (Farmer, Lane, Lee, Hamm, & Lambert, 2013), it is to be
expected that manipulating the proximity of a preferred peer would have a positive effect
on student behavior (Lewis & Sugai, 1996). This may be especially important when
considering the likelihood that the function of the disruptive behaviors of these students
may have been to gain peer attention.
Structural Analysis and Academic Engagement.
Results of the current study also suggest that the academic engagement of
students with challenging behaviors may be increased due to interventions based on
structural analysis. These findings are consistent with previous research (e.g., HaganBurke et al., 2007; Stichter et al., 2004a) that demonstrated positive increases in
academic engagement in students with behavioral challenges. However, it is interesting
that teacher proximity had a negative impact on the student engagement of two of the
students in the current study. Specifically, the tendency for two of the students to stop all
behaviors, positive and negative, when the teacher was in close proximity is a relatively
novel but potentially important result. In previous research, teacher proximity has been
demonstrated to be an effective classroom management practice for managing disruptive
behaviors and increasing task engagement (Colvin et al., 1997). However, results from
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this study suggest that teachers should be cautious in the use of proximity as a standard
practice due to the detrimental effect it could have on students.
Structural Analysis as an Assessment Practice in General Settings.
While the results of this study suggest that adjusting student proximity to peers
was effective in reducing disruptive behavior and improving academic engagement, it is
not known whether there were other more salient variables that were overlooked by the
teacher due to the ease of implementation of the selected variables. However, the
idiosyncrasies detailed here were expected due to the challenging nature of conducting
research in the natural setting (Maag & Larson, 2004).
Nonetheless, the teacher was able to identify contextual variables that, when
manipulated, resulted in positive change in student behaviors. However, it is unclear if
the student and teacher interviews (FAI; O’Neill et al., 1997) were a necessary
component in delineating target behaviors and identifying certain individuals and
circumstances that might negatively impact the student’s behavior. Researchers have
long debated the necessary components of an FBA needed to create an intervention
package (Stichter & Conroy, 2005), however most agree that a combination of indirect
and direct assessments will lead to the best results (Nelson et al., 1999). For example, in
the interviews, the teacher identified reasons why the student in question acted a certain
way, but did not identify any areas that she had control over. As discussed by Stichter,
Hudson, and Sasso (2005) teachers are usually able to understand the idea of the function

80

of behaviors, but often fail to consider the contextual variables that are setting the stage
for the occurrence of behaviors.
Direct observation by the teacher via video recorded class sessions utilizing A-BC recording forms, however, allowed the teacher to view and record conditions that she
could control that would conceivably result in positive behavioral change for the
students. For example, through direct observation the teacher was able to observe that
student behaviors were heightened when they were near certain students and when she
was not in close proximity to the students. These findings were consistent with previous
research that has demonstrated that physical arrangement of the classroom and teacher
mobility are associated with increases in pro-social behaviors (Sutherland et al., 2008).
Implications for Practice
The research base involving interventions based on SA procedures has identified
positive results for students with a variety of disabilities including emotional and
behavioral disorders (Park & Scott, 2009; Stichter, Sasso, & Jolivette, 2004b), intellectual
disabilities (Peck et al., 1997), and autism spectrum disorders (Stichter et al., 2009).
Further, contextually centered interventions based on SA have been effectively used to
address a variety of student behaviors including disruptive behavior (Park & Scott, 2009),
task engagement (Stichter et al., 2004a), accuracy (Jolivette et al., 1999), and
stereotypical behaviors (Stichter et al., 2004a). While SA appears to be an effective
method for encouraging pro-social behaviors, there remains a paucity of studies
examining its efficacy. Further, the majority of studies have been conducted in the early
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grades and with students with emotional or behavioral disturbance and autism spectrum
disorders with little research detailing the efficacy of SA based interventions in secondary
schools with students who exhibit behavioral challenges.
Disagreement and confusion over the description of, and necessity to conduct,
functional behavioral assessments permeates the literature and courts (Losinski,
Katsiyannis, & Ryan, in press). Though it is not mandated that an FBA be conducted in
all situations when learning is being impeded, it is generally considered a best practice to
do so. However, teachers are often resistant to do so due to the time commitment needed,
lack of consistent terminology and methods, and inability to consistently reinforce
behaviors (Conroy & Stichter, 2004). While structural analysis is a type of FBA, it differs
in a substantial way from the typical function-based interventions developed from FBAs
in that it analyzes the context of the situation for possible alterations that will encourage
pro-social behaviors (Stichter & Conroy, 2005). Though interventions based on SA
continue to be time intensive and lack a consistent terminology, they do eliminate the
need to consistently reinforce behaviors by focusing on preventative contextual variables.
The findings of the present study contribute to the field in demonstrating that a
general education teacher can conduct a brief SA and design an intervention that is
effective in decreasing student disruptions and increasing academic engagement. Results
also indicate that it may be necessary to carefully consider the selection of contextual
variables used in the analysis to ensure both efficacy and the ability of the teacher to
consistently implement it. For example, certain classroom variables (e.g., seating
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arrangements) may be easier for the general education teacher to manipulate than others
and therefore chosen for treatment over other variables. When using SA in the classroom
it may be necessary to provide a list, as was done in this study, to the teacher of possible
contextual variables that may be targeted for analysis to determine those variables that
may work most effectively in the classroom.
Limitations of the Study
Though the general education teacher was able to successfully design an
intervention utilizing structural analysis that resulted in the decrease in disruptive
behaviors and increase in academic engagement of at-risk students, there are limitations
to this study that should be considered. First, the small sample size makes it difficult to
generalize findings to different subjects (Kennedy, 2005). Each of the four participants
were considered at-risk utilizing the Student Risk Screening Scale (SRSS; Drummond,
1994) but displayed different behavioral characteristics. Therefore, it is difficult to
determine the results that would be achieved with other students who are considered atrisk.
A second limitation is that the study did not document or attempt to specifically
control consequences during the analysis session. Rather, the teacher was instructed to
act in a “business-as-usual” manner except for the manipulated contextual variable.
Failure to specifically control consequences limits the ability to determine if the
contextual variable was influenced by certain consequences. While video evidence does
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not suggest that this occurred, there was no procedure established to monitor for this
occurrence.
Another limitation is in the combined methodology of the structural analysis and
intervention. First, the structural analysis was not conducted separately and only
examined two contextual variables juxtaposed with the baseline condition, and the
treatment fidelity of those measures was not 100%. Second, the use of an alternating
treatments design limits the interpretation of the findings in that there may have been
interaction effects between the treatments (Kennedy, 2005). For example, behaviors in
phase “A” may set the stage for behaviors in the following phase “C”. Additionally in
the final phase, where the more effective intervention is continued, the lack of additional
experimental manipulation may limit interpretation (Kennedy, 2005).
A further limitation exists in the results of Brenda, Hannah, and Larry who were
all students in the same class. Due to the combined nature of their behaviors it was not
possible to perform exclusive analyses on each student because their behaviors were
hypothesized to influence each other. For example, Larry and Hannah were friends and
the negative behaviors of one would typically escalate the behaviors of the other. The
manipulation of variables was therefore performed simultaneously for each student so
that the effects of intervention on one would also be documented on the others. Though
this does not provide for “individualized analyses” the variables that were manipulated
were those that were hypothesized to demonstrate an effect for each student and were not
tailored to fit the design. Further, conducting the analysis in this way reduced the overall
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behaviors of the three most disruptive students in the class and reduced the frequency of
disruptive behaviors in general.
Finally, there was no attempt to collect follow-up data to determine of the teacher
continued to use the interventions for each student. Therefore it is not possible to discuss
maintenance or generalization from the current study.
Recommendations for Future Research
This study found structural analysis to be an effective method for general
education teachers to use to analyze contextual variables that contribute to pro-social
behaviors of students who exhibit behavioral challenges. The intervention based on the
SA was effective in reducing disruptive behaviors and increasing academic engagement.
As Park and Scott (2009) discussed, relatively straightforward contextual modifications
like proximity to materials and group prompts can have a meaningful impact on
classroom behaviors, creating classrooms that contribute to learning. In the current
study, altering the proximity of certain peers resulted in increased pro-social behaviors of
all students. Results from this study provide new directions for researching structural
analysis as a viable alternative to typical reactionary assessment methods.
Future research should establish which assessment methods are necessary to
identify the most useful contextual variables for manipulation. The current literature on
FBAs is unclear on the most effective assessment procedures for developing a valid
hypothesis (Park & Scott, 2009). The current study employed indirect (e.g., structured
interviews) and direct assessments (e.g., direct observation using A-B-C recording) in
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formulating the hypothesized conditions for the analysis. However, it is unclear if the
indirect assessments were necessary in this case, and whether the conditions could have
been drawn from the direct observations alone. Future research should examine the
necessity for certain procedures in developing hypotheses for later analysis. Further, the
methods devised for conducting a structural analysis of behaviors is fraught with
inconsistency of terminology, making it difficult to ascertain what methods are to be used
and when. For example, Gage and Lewis (2010), use the term structural analysis to
describe the entire assessment process (indirect assessment, hypothesis development,
analogue assessment, data analysis, intervention development) while in other studies, the
term structural analysis refers only to the analogue assessment (Park & Scott, 2009).
Future research should take care to differentiate between the different assessment
components using consistent language.
Finally, the amount of time needed to conduct the assessment, baseline recording,
and analysis in the general education classroom (10-15 days) may too time intensive to be
utilized by a large number of general or special education practitioners. While the
current study sought to address the time issue by conducting the assessment, observation,
analysis, and intervention components within an alternating treatments design, previous
studies have conducted all assessment and analyses prior to implementing the
intervention, taking even more instructional time to complete the analysis. Future
research should look into addressing ways of conducting valid and effective structural
analyses in a practical and efficient manner.
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Conclusion
Research has suggested that structural analysis can be an effective assessment
practice for developing contextually based interventions for students with a variety of
behaviors and disabilities (Stichter & Conroy, 2005). This single-case study extends
research on structural analysis by enlisting a general education teacher to conduct the
analysis and intervention development in a middle school general education setting with
students who exhibit behavioral challenges. Forness, Kim, and Walker (2012) suggest
that typically there are between three and five students in each middle school general
education classroom who are currently in need of services but are not necessarily
receiving them. Therefore it is imperative that general education teachers become trained
to provide necessary services. In the current study the general education teacher was
successful in implementing the structural analysis and developing effective interventions
for the participants. The interventions developed by the teacher resulted in decreased
disruptive behaviors and increased academic engagement for each of the students
involved.
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