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1. Introduction
In this paper we shall consider initial value problems of the form
ut +
t∫
0
β(t − s)Au(s)ds = 0 for t > 0,
u(0) = u0. (1.1)
Here, ut = ∂u/∂t and A is a self-adjoint positive deﬁnite linear operator in a real Hilbert space H with dense domain D(A).
The kernel β(t) is assumed to be the real-valued and satisﬁes
β ∈ L1(0,1) ∩ C(0,∞) is positive, nonincreasing and log-convex on (0,∞) with 0 β(∞) < β(0+)∞. (1.2)
Equations similar to (1.1) can be found in such different ﬁelds as thermodynamics, electrodynamics, continuum mechan-
ics and population biology, cf. the references in [1] and [27].
The asymptotic analysis of the problem (1.1) have been a very active ﬁeld over the past several decades, and there are
numerous very ingenious results; see, for example [1–3,22,27,28]. In particular, Hannsgen and Wheeler [2, Theorem 2.1] give
suﬃcient conditions for the solution (1.1) to be integrable on the Hilbert space H with respect to a weight on the positive
half-line. They assume that β(t) decays sub-exponentially, and
∞∫
1
∣∣β ′(t)∣∣ρ(t)dt < ∞, (1.3)
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∞∫
0
∥∥u(t)∥∥ρ(t)dt  C‖u0‖, (1.4)
where C is a positive constant independent of u(t), and ‖.‖ denotes the norm in H. Here we consider weights on R+
(≡ [0,∞)) of the following type (see [2] or [3]).
The function ρ(t) is a (regular) weight on R+ if ρ is positive,
continuous and nondecreasing on R+, ρ(0) = 1, ρ(t + s) ρ(t)ρ(s) and
ρ∗ := sup
t>0
log
(
ρ(t)
)/
(−t) = 0. (P)
Interesting examples of weights satisfying (P) are provided by
ρ1(t) = (1+ t)p, p  0,
ρ2(t) =
(
1+ log(1+ t))δρ1(t), δ  0. (1.5)
The asymptotic behavior of numerical solution for the time discretization of (1.1) has been studied in, e.g., [7,13,14,16,
17,31]. The recent analysis has considered some application of the results in the papers [13] and [14] to the qualitative
property of numerical methods. The results in [7] show the asymptotic behavior of numerical solutions of an equation
of the form (1.1), where non-smooth data estimates are obtained in the case of certain weakly singular kernels. McLean
and Thomée [16] have related results for a fully-discrete scheme in which the time discretization uses the backward Euler
method under stronger assumption and exponential decay on the kernel. It should be noted that with the assumptions of
McLean and Thomée both the continuous and discrete solutions decay exponentially with time, and the error bound includes
an exponential decay factor. In our recent paper [31], we considered second-order difference type time discretization of (1.1)
with completely monotonic kernels, proving the uniform l1 stability which is a discrete analogue of (1.4) (ρ ≡ 1), also see
[17] in which we studied the linear multi-step methods for problem (1.1) with log-convex kernels (1.2). The present paper
is a continuation of the investigation in [17]. We shall extend those for the special case ρ(t) ≡ 1 given in [17]. This is
inspired by extending and imitating numerically those given by Hannsgen and Wheeler [2]. We remark that the use of time
discretizations of (1.1) we describe here have been widely studied in other contexts. We direct the interested reader to the
references [8–12,15].
In order to state and analyze our numerical methods we need Laplace transform. Under Laplace transformation, Eq. (1.1)
becomes(
zI + βˆ(z)A)uˆ(z) = u0 or uˆ(z) = Û (z)u0,
where
Û (z) = (zI + βˆ(z)A)−1. (1.6)
Set μ = √β(0+), γ = −β˙(0+)/(2μ) when μ < ∞. As in [1] or [2] we see that when μ + γ < ∞, Eq. (1.1) presents
hyperbolic case, whereas if μ + γ = ∞, they exhibit certain features of parabolic equations. The kernel β(t) = e−t provides
an example where μ + γ < ∞ holds, and the equation (1.1) presents the hyperbolic property. If 0 < α < 1, the example
β(t) = t−α satisﬁes μ + γ = ∞ and the property of Eq. (1.1) likes the parabolic case.
Thus the time discretization of the problem (1.1) need to split into two cases.
Case 1. In this case we assume that (1.2) and μ+γ < ∞ which is the regular case (see [2]). Following [17], We discretize
(1.1) by means of A-stable linear multi-step methods in the sense of Lubich [5,6]. Thus we choose a ﬁxed time step k > 0,
let tn = nk for n 0. We deﬁne the approximation of u(tn) by Un which are the coeﬃcients of the generating function
k
∞∑
n=0
Unζn = uˆ
(
δ(ζ )
k
)
, ζ ∈ C, |ζ | 1, (1.7)
where δ(ζ ) is a rational function, or in other terms, δ(ζ ) is the quotient of the generating polynomials of a linear multi-step
method. We will always assume that
δ(ζ ) is analytic in a neighbourhood of the closed unit disc |ζ | 1 (1.8a)
and it is A-stable, i.e.,
Re δ(ζ ) 0, for |ζ | < 1. (1.8b)
We recall that by Dahlquist’s order barrier [32] the order of an A-stable method, given as the number m in the relation
k−1δ
(
e−k
)= 1+ O (km), as k → 0,
cannot exceed 2.
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these schemes it is shown in [17, Theorem 1] that,
k
∞∑
n=0
∥∥Un∥∥ C‖u0‖, (1.9)
with some appropriate sectorial type assumptions on the kernel functions, such as [17, (1.16a-c)] introducing the following
functions:
W (s) is a complex-valued or operator-valued function that is analytic
and bounded in a sector S = {s ∈ C : |arg s| < ϕ}
with ϕ >
π
2
and continuous at 0, (1.10a)
and there exist the positive constants ν , τ such that∥∥W (s) − W (0)∥∥ L|s|ν, for |s| 1, s ∈ S, (1.10b)∥∥W (s)∥∥ M|s|−τ , for |s| 1, s ∈ S, (1.10c)
with L and M independent of s. Thus, W (s) is the Laplace transform of a distribution w on the real line which vanishes for
t < 0, has its singular support empty or concentrated in t = 0, and which is an analytic function for t > 0.
The transform condition which W (s) satisﬁes (1.10a-c) is suﬃcient for the following lemma to hold. This lemma collects
the same important properties of the quadrature weights, which are the weighted l1 behavior. It is contained in Lemma 6.3
in [18] with Rλ replaced by w or Lemma 3.1 in [20], and Theorem 2.4 in [19].
Lemma A. Let δ(ζ ) satisfy (1.8a-b) or (1.16a-c) below. Suppose that W (s) satisﬁes (1.10a-c)with ϕ > ψ of (1.16), then for the weight
functions ρi(t), i = 1,2 which come from the ﬁrst and second equations of (1.5), the coeﬃcients in the expansion
W
(
δ(ζ )
k
)
= k
∞∑
n=0
wn(k)ζ
n
satisfy that
k
∞∑
n=0
∥∥wn(k)∥∥ρi(tn) C, i = 1,2, 0 p < ν.
Our ﬁrst theorem extends Theorem 1 of [17], where a weighted l1 norm is considered.
Theorem 1.1. For the time discretization (1.7) of (1.1), we make the following assumptions:
(i) (1.2) and μ + γ < ∞ are satisﬁed.
(ii) β ′(t) is absolutely continuous on (0,∞).
(iii) The functions
βˆ(s)
1+ γ βˆ(s) ,
βˆ ′(s)
1+ γ βˆ(s) and
βˆ ′′(s)
1+ γ βˆ(s) (1.11)
satisfy (1.10a-c), respectively.
(iv) δ(ζ ) satisﬁes (1.8a-b).
(v) In addition, the coeﬃcients in the expansion for these functions in (1.11),
βˆ(
δ(ζ )
k )
1+ γ βˆ( δ(ζ )k )
= k
∞∑
n=0
β1γ ,n(k)ζ
n, (1.12a)
βˆ ′( δ(ζ )k )
1+ γ βˆ( δ(ζ )k )
= k
∞∑
n=0
β2γ ,n(k)ζ
n, (1.12b)
βˆ ′′( δ(ζ )k )
1+ γ βˆ( δ(ζ ) ) = k
∞∑
β3γ ,n(k)ζ
n (1.12c)
k n=0
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k
∞∑
n=0
∣∣βiγ ,n(k)∣∣ρ(tn) C, (1.13)
respectively, for i = 1,2,3, where ρ(t) is a weight satisfying (P).
Then, for k suﬃciently small we have the following estimate
k
∞∑
n=0
∥∥Un∥∥ρ(tn) C‖u0‖. (1.14)
In other words, the numerical solution (1.7) inherits the behavior of the continuous one.
The proof will be given in Section 3.
We remark that when ρ(t) = ρi(t), i = 1,2, with 0  p < ν , (1.13) are true whenever the kernel β(t) satisﬁes the
conditions (i)–(iii) of Theorem 1.1, and δ(ζ ) satisﬁes (1.8a-b), by applying Lemma A.
Case 2. We now state the singular case where μ + γ = ∞. In this case we may consider the high order difference type
methods. As in (1.12) of [17], the numerical solutions Un of (1.1) are deﬁned as the coeﬃcients of the generating function,
uˆ
(
δ(ζ )
k
)
= k
∞∑
n=0
Unζn, ζ ∈ C, |ζ | 1, (1.15)
where δ(ζ ) is the characteristic function deﬁning an A(π − ψ)-stable multi-step method with π2  ψ < π . The speciﬁc
properties of δ(ζ ) we need are given by
δ(ζ ) is analytic on |ζ | < 1, and nonzero on |ζ | 1, ζ 
= 1, (1.16a)∣∣arg δ(ζ )∣∣ψ, for all |ζ | 1, (1.16b)
k−1δ
(
e−k
)= 1+ O (km) as k → 0, for somem 1. (1.16c)
Condition (1.16c) says that the method is of order m, and (1.16b) expresses that it is A(π − ψ)-stable.
In order to state our next theorem we need introducing some functions as is done on p. 574 of [17]. Let h(s) =
(1+ ωaˆ(s) 12 )−1, h1(s) = aˆ(s) 12 h(s) with ω > 0, and
α(s) = 1
s[aˆ(s)] 12
, aˆ(s) = βˆ(s)
s
.
As on p. 342 of [1], it is easy to see that
h(s)α(s) = 1
μ
+ rˆ(s), Re s 0 (1.17)
for some r ∈ L1(R+).
We can obtain the following theorem which extends Theorem 2 of [17].
Theorem 1.2. For the time discretization (1.15) of (1.1), we make the following assumptions:
(i) (1.2) and μ + γ = ∞ are satisﬁed.
(ii) β ′(t) is absolutely continuous on (0,∞) in case μ < ∞.
(iii) rˆ(s), h1(s) satisfy (1.10a-c) for some ω > 0, and∣∣∣∣arg(ω +( s
βˆ(s)
) 1
2
)∣∣∣∣ θ < π2 , for all |arg s| ϕ, (1.18)
with π2 < ϕ < π holds.
(iv) δ(ζ ) satisﬁes (1.16a-c) with ϕ > ψ of (1.16).
(v) In addition, the coeﬃcients in the expansion for the functions rˆ(s), h1(s),
rˆ
(
δ(ζ )
k
)
= k
∞∑
n=0
rn(k)ζ
n, (1.19a)
h1
(
δ(ζ )
k
)
= k
∞∑
h1,n(k)ζ
n, (1.19b)
n=0
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k
∞∑
n=0
∣∣rn(k)∣∣ρ(tn) C, (1.20a)
k
∞∑
n=0
∣∣h1,n(k)∣∣ρ(tn) C, (1.20b)
respectively, where ρ(t) is a weight satisfying (P).
Then, the estimate (1.14) holds for k suﬃciently small.
The proof will be given in Section 3.
We note that by applying Lemma A, when ρ(t) = ρi(t), i = 1,2, with 0 p < ν , (1.20a-b) are true whenever rˆ(s), h1(s)
satisfy (1.10a-c), and δ(ζ ) satisﬁes (1.16a-c) with ϕ > ψ of (1.16).
Our results have natural applications to problems in linear viscoelasticity. For example, the viscoelastic wave equation
(in a solid)
ut(x, t) −
t∫
0
β(t − s)uxx(x, s)ds = 0, (1.21)
ﬁt our framework, and we get results on rates of decay for the numerical solutions of (1.21) with the kernel β(t) =
(1 − e−t)/t + 1 by applying Theorem 1.1, and β(t) = tα−1/Γ (α), 0 < α < 1 by Theorem 1.2, respectively. In Section 4 we
study the exponential decay kernels. In Section 5 we give some applications of Theorems 1.1 and 1.2: the weakly singular
kernels and the completely monotonic smooth kernels. We remark that the complete monotonic kernel is a special case
of (1.2) (cf., [29, Lemma 2] and [30, Lemma 2]).
Our proofs of Theorems 1.1 and 1.2 require the following weighted l1 Paley–Wiener Theorem 1.3. It is our main result and
we may formulate it in some space L(H), the space of all bounded linear operators from H to H. With the notation of [4,
pp. 118–120], we denote by WC[α,k;Z,L(H)] consists of all complex operator-valued sequences (kan)∞n=−∞ with an ∈ L(H),
for which
k
∞∑
n=−∞
‖an‖αn  C < ∞, (1.22)
where αn is a positive function of the integral argument n (−∞ < n < ∞) satisfying the condition
α j+l  α jαl. (1.23)
In particular, the weight space WC+[α,k;Z+,L(H)] expresses the set of all formal sequences (kan)+∞n=0, for an ∈ L(H) and
n ∈ Z+ , for which
k
∞∑
n=0
‖an‖αn(k) C < ∞, (1.24)
with αn(k) = ρ(tn), n 0, and ρ(t) satisﬁes (P).
Theorem 1.3. For the complex operator-valued sequence (kvn)
+∞
n=0 , we make the following assumptions:
(i) (kvn)
+∞
n=0 ∈ WC+[α,k;Z+,L(H)].
(ii) For all integer l 1,
k
l−1∑
n=0
‖vn‖ e(lk), (1.25)
k
∞∑
n=0
‖vn+l − vn‖ e(lk), (1.26)
where e ∈ C[0,∞) with e(0) = 0, is an increasing function and independent of k, are satisﬁed.
(iii) For each |ζ | 1, I − V˜ (ζ ) is invertible, where V˜ (ζ ) is deﬁned by
V˜ (ζ ) = k
∞∑
vnζ
n,n=0
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holds.
Then, for k suﬃciently small, there is a unique (krn)∞n=0 ∈ WC+[α,k;Z+,L(H)] such that
rn = vn + k
n∑
l=0
vlrn−l = vn + k
n∑
l=0
rl vn−l, n 0. (1.28)
In the case ρ(t) ≡ 1, or αn(k) ≡ 1, this theorem has essentially been proved in [17, Theorem 2.1] and we will need this
result below.
There is a large literature to touch upon Paley–Wiener Theorem, see, e.g., [1,17,2–4,18,20–25], it is a very powerful tool
in studying the asymptotic behavior of solutions of the linear Volterra integral and integro-differential equations. Gelfand,
Raikov and Shilov [4, p. 116] and Shea and Wainger [23], Jordan, Staffans and Wheeler [24], and Jordan, Wheeler [25] have
studied the weighted Paley–Wiener Theorem in the one-dimensional case or in the ﬁnite-dimensional. The kernels one
wants to consider form a Banach algebra (with convolution as multiplication). For the basic theory of commutative Banach
algebras with convolution as multiplication, see, e.g., [4] or [26], and for a thorough treatment of scalar Volterra equations
and weighted spaces, see [24]. In the vector-valued case Prüss [27, pp. 16–19], Gripenberg [3,28] studied Paley–Wiener
Theorem. In particular, the author of [3] considered Paley–Wiener Theorem in a general Banach algebra L1(R+;ρ,L(H)), the
space of all measurable functions f : R+ → L(H) such that ∫∞0 ‖ f (t)‖ρ(t)dt < ∞. Now we state it without the proof.
Theorem A. Suppose ρ is a weight-function satisfying hypothesis (P) and let A(t) ∈ L1(R+;ρ,L(H)). Then there exists a function
R(t) ∈ L1(R+;ρ,L(H)) such that
R(t) = A(t) +
t∫
0
A(t − s)R(s)ds = A(t) +
t∫
0
R(t − s)A(s)ds, t ∈ R+,
holds in L1(R+;ρ,L(H)) if and only if I − Â(z) is invertible in L(H) for all z ∈ C with Re z 0.
The discrete analogues to Paley–Wiener theorem without the weight appear in Eggermont and Lubich [18, Lemmas 5.3,
5.4 and 6.3]. They use the discrete Paley–Wiener theorem in studying the uniform error estimates of operational quadrature
discretizations of nonlinear integral equations of Hammerstein type (cf. [20]). Recently, the author [17] consider the discrete
Paley–Wiener theorem, and use it to obtain the uniform l1 stability estimates (1.9) for the operational quadrature schemes
of (1.1). The classical discrete analogues of Paley–Wiener theorem with the weight are due to Gelfand, Raikov and Shilov [4,
pp. 118–120].
It is quite obvious that Theorem 1.3 is exactly discrete analogue of the weighted Paley–Wiener Theorem A. In Section 2
we shall apply methods similar to those discussed for Theorem A to obtain the proof of Theorem 1.3.
2. Proof of weighted l1 Paley–Wiener Theorem
In an attempt to reﬂect the original continuous analogue of Theorem A as closely as possible, we consider the two cases
when in addition to the assumptions of Theorem 1.3 one of the following two statements, and from now on, we let C be a
positive constant whose value may change at each appearance.
1 belongs to the unbounded component of the complement of the spectrum
of V˜ (ζ ) for each ζ ∈ C, |ζ | 1, (2.1)
or
there exists a number N1  1 such that vn = 0 for n N1, with tN1  C, (2.2)
holds true.
We now state two lemmas needed for the proof of Theorem 1.3.
Lemma 2.1. Let (kvn)
+∞
n=0 be a complex operator-valued sequence which satisﬁes the conditions of Theorem 1.3 and (2.2). Then, the
conclusions of Theorem 1.3 hold.
The next lemma gives the proof of Theorem 1.3 in addition the condition (2.1).
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+∞
n=0 subject to the additional condition (2.1).
The proofs of Lemmas 2.1 and 2.2 are given in Sections 2.1 and 2.2, respectively. In Section 2.3, we show Theorem 1.3 by
combining the results of Lemmas 2.1 and 2.2.
2.1. Proof of Lemma 2.1
It follows from the assumption that I − k∑N1n=0 vnζn is invertible for each |ζ | 1, and ‖(I − k∑N1n=0 vnζn)−1‖ C < ∞.
Also there exists a suﬃciently small σ > 0 such that I − k∑N1n=0 exp(σnk)vnζn is invertible for each |ζ | 1. In fact, let x =
I−k∑N1n=0 vnζn , and y = k∑N1n=0(1−exp(σnk))vnζn , then I−k∑N1n=0 exp(σnk)vnζn = x+ y = x(I+x−1 y). By the assumption
we see that ‖x‖,‖x−1‖ C and ‖y‖ k∑N1n=0(exp(σnk) − 1)‖vn‖ σ tN1etN1 C  σ C . We can use Theorem 10.7(a) in [26]
to obtain that x+ y is invertible when σ taking suﬃciently small.
From the assumption we also have that
k
N1∑
n=0
exp(σnk)‖vn‖ exp(σ tN1)k
N1∑
n=0
‖vn‖ C < ∞,
and when l − 1 N1,
k
l−1∑
n=0
exp(σnk)‖vn‖ = k
N1∑
n=0
exp(σnk)‖vn‖ exp(σ tN1)k
N1∑
n=0
‖vn‖ Ce(N1k) Ce(lk),
when l 1, l − 1 < N1,
k
l−1∑
n=0
exp(σnk)‖vn‖ exp(σ tl)k
l−1∑
n=0
‖vn‖ Ce
(
(N1 + 1)k
)
.
Of course, for all integer l 1 using the assumptions of Theorem 1.3 we ﬁnd that
k
∞∑
n=0
∥∥exp(σ(n + l)k)vn+l − exp(σ tn)vn∥∥= k N1∑
n=0
exp(σnk)
∥∥exp(σ tl)vn+l − vn∥∥
 k
N1∑
n=0
exp
(
σ(n + l)k)‖vn+l − vn‖ + k N1∑
n=0
(
eσ tl − 1)‖vn‖
= exp(σ tl)k
N1∑
n=0
exp(σnk)‖vn+l − vn‖ +
(
eσ tl − 1)k N1∑
n=0
‖vn‖
 exp(σ tl+N1)k
N1∑
n=0
‖vn+l − vn‖ + σ tleσ tl C  e(lk).
This implies that k
∑N1
n=0 exp(σ tn)vnζn satisﬁes the conditions of Theorem 2.1 in [17]. Then there is a unique sequence
{rσ ,n}∞n=0 ∈ l1(L(H)) such that
rσ ,n = eσ tn vn + k
n∑
j=0
eσ t j v jrσ ,n− j n 0,
and for k suﬃciently small,
k
∞∑
n=0
‖rσ ,n‖ C < ∞.
Set rn = e−σ tn rσ ,n , from the argument just as above, we see that {eσ tn rn}∞n=0 ∈ l1(L(H)), and
rn = vn + k
n∑
v jrn− j n 0.
j=0
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small,
k
∞∑
n=0
‖rn‖αn(k) Ck
∞∑
n=0
‖rn‖eσ tn  k
∞∑
n=0
‖rσ ,n‖ C < ∞.
Hence the proof of Lemma 2.1 is completed.
2.2. Proof of Lemma 2.2
We know from the assumption (P) that if we extend the function of the integral argument n, αn(k) to the negative
integer as 1, then αn(k) is still a weight function, i.e., αn+m(k) αn(k)αm(k) for all n,m ∈ Z. We deﬁne a multiplication in
the space WC[α,k;Z,L(H)] by
(kan) ∗ (kbn) =
∞∑
j=−∞
kan− jkb j, for (kan), (kbn) ∈ WC
[
α,k;Z,L(H)]
(cf. [4, p. 117 (a’)]), and since
∥∥((kan) ∗ (kbn))∥∥= ∞∑
n=−∞
∥∥(kan) ∗ (kbn)∥∥αn(k)

∞∑
n=−∞
∞∑
j=−∞
k‖an− j‖k‖b j‖αn(k)
 k
∞∑
n=−∞
∞∑
j=−∞
‖an− j‖αn− j(k)k‖b j‖α j(k)
= k
∞∑
j=−∞
(
k
∞∑
n=−∞
‖an− j‖αn− j(k)
)
‖b j‖α j(k) =
∥∥(kan)∥∥∥∥(kbn)∥∥ C
(cf. [4, p. 119]), and then it is easy to check that WC[α,k;Z,L(H)] becomes a Banach algebra with unit E = (ka0n)∞n=−∞ ,
where a0n = 0, for n 
= 0, and a00 = I/k.
We extend the function of the integral argument n, vn as 0 on the negative integer so that (kvn) becomes an element
of WC[α,k;Z,L(H)]. We take V C[α,k;Z,L(H)] to be the smallest closed commutative subalgebra of WC[α,k;Z,L(H)]
that contains (kvn) and all sequences of the form (khn I), where (khn) ∈ WC[α,k;Z,C]. It is clear that this subalge-
bra V C[α,k;Z,L(H)] exists as (kvn) and sequences of the form (khn I) commute. Furthermore, it is known that E ∈
V C[α,k;Z,L(H)].
Now we assume that φ is a complex homomorphism of the Banach algebra
V C
[
α,k;Z,L(H)].
We want to prove that φ(E − (kvn)) 
= 0. This will clearly be the case if φ((kvn)) = 0 so we may assume that φ((kvn)) 
= 0.
Let m ∈ Z+ , h0,mn = 0, for n 
= −m, and h0,m−m = 1k . Since (kvn+m) = (kvmn ) = (kh0,mn I) ∗ (kvn) and (kh0,mn I) ∈ V C[α,k;Z,L(H)].
We see that (kvmn ) ∈ V C[α,k;Z,L(H)] and
φ
((
kvmn
))= φ((kh0,mn I))φ((kvn))= k ∞∑
n=−∞
h0,mn ζ
nφ
(
(kvn)
)
(see [4, p. 119 (4)]), so that
φ
((
kvmn
))= ζ−mφ((kvn)), for ζ ∈ C, |ζ | = 1. (2.3)
By the Hahn–Banach theorem we can extend φ as a linear functional to
WC[α,k;Z,L(H)], (but not necessarily as a homomorphism of Banach algebras). Therefore it follows that
φ
(
(kfn)
)= ∞∑
n=−∞
〈βn,kfn〉 = k
∞∑
n=−∞
〈βn, fn〉, for (kfn) ∈ WC
[
α,k;Z,L(H)], (2.4)
where βn ∈ L∗(H), (the dual of L(H)) such that ‖βn‖L∗(H)  αn(k). Here 〈·,·〉 denotes the duality pairing between L(H) and
L∗(H). Deﬁne γn = βnζ−n , ζ ∈ C, |ζ | = 1, and let (kBn) be an arbitrary element of V C[α,k;Z,L(H)]. It follows from (2.4)
that
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((
kBmn
))= k ∞∑
n=−∞
〈βn, Bn+m〉
= k
∞∑
n=−∞
〈
γn, ζ
nBn+m
〉= k ∞∑
l=−∞
〈
γl−m, ζ l−mBl
〉
= ζ−mk
∞∑
l=−∞
〈
γl−m, ζ l Bl
〉
,
and from (2.3) we obtain that
φ
(
(kBn)
)= k ∞∑
l=−∞
〈
γl−m, ζ l Bl
〉
.
From this equation we have
φ
(
(kBn)
)= k ∞∑
l=−∞
〈
1
N
N∑
m=1
γl−m, ζ l Bl
〉
for N  1. (2.5)
Since the sequences 1N
∑N
m=1 γl−m are bounded in the dual norm of the WC[α,k;Z,L(H)] (because αn(k) = 1,
n  −1), we see that we can choose a sequence Nm → ∞ such that 1Nm
∑Nm
n=1 γl−n → ψl(k) in the weak∗-topology for
some functional ψl(k). But now it is clear that ψl(k) must be identically equal to a constant functional ψ0 (independent of k
and l) and then it follows from (2.5) that
φ
(
(kBn)
)= 〈ψ0,k ∞∑
l=−∞
Blζ
l
〉
. (2.6)
Since V C[α,k;Z,L(H)] is a Banach algebra and φ is a homomorphism, we easily see that ψ0 must also be a homomorphism
on the commutative Banach algebra U generated by I and V˜ (ζ ) = k∑∞n=−∞ vnζn = k∑∞n=0 vnζn . But since I − V˜ (ζ ) is
invertible in L(H) by assumption, it follows from (2.1) and [26, Theorem 10.18 (a)] that it is also invertible in U and
therefore this element cannot belong to the kernel of the homomorphism ψ0. This fact implies by (2.6) that φ((kvn)) 
= 1.
We now use [26, Theorem 11.5 (c)] to get E − (kvn) is invertible in V C[α,k;Z,L(H)] and there exists a unique sequence
(krn) ∈ V C[α,k;Z,L(H)] such that
krn = kvn + (kvn) ∗ (krn) = kvn + (krn) ∗ (kvn), for n ∈ Z. (2.7)
We note that k
∑∞
n=−∞ rnζn = (k
∑∞
n=0 vnζn)(I−k
∑∞
n=0 vnζn)−1, it follows that rn = 0, for n−1. Thus we have completed
the proof of Lemma 2.2.
2.3. Proof of Theorem 1.3
We deﬁne the sequence (kvN1n ) to be equal to kvn on 0 n N1 and equal to 0 for n > N1, when N1 is chosen to be so
large such that tN1  C and∥∥∥∥∥k
∞∑
n=N1+1
vnζ
n
∥∥∥∥∥
∥∥∥∥∥
(
I − k
N1∑
n=0
vnζ
n
)−1∥∥∥∥∥ 12 , for ζ ∈ C, |ζ | 1. (2.8)
This is certainly possible by our assumptions and note that this includes the hypothesis that I − k∑N1n=0 vnζn is invertible.
Thus it follows from Lemma 2.1 that (kvN1n ) has a sequence (kr
N1
n ) ∈ WC+[α,k;Z+,L(H)] and (1.28) holds.
Deﬁne the new sequence (kBn) ∈ WC+[α,k;Z+,L(H)] by
kBn = kvn − kvN1n + k
n∑
j=0
rN1n− jk
(
v j − vN1j
)
, for n 0. (2.9)
By Lemma 2.2 in [17] it is easy to check that (kBn) satisﬁes the conditions (1.25) and (1.26). Let V˜ (ζ ) = k∑∞n=0 vnζn ,
V˜ N1(ζ ) = k
∑∞
n=0 v
N1
n ζ
n , R˜N1 (ζ ) = k
∑∞
n=0 r
N1
n ζ
n , B˜(ζ ) = k∑∞n=0 Bnζn , for ζ ∈ C, |ζ |  1. Then we have that R˜N1 (ζ ) =
V˜ N1(ζ )(I − V˜ N1(ζ ))−1, and
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(
V˜ (ζ ) − V˜ N1(ζ )
)
= (I + R˜N1(ζ ))(V˜ (ζ ) − V˜ N1(ζ ))
= (I − V˜ N1(ζ ))−1(V˜ (ζ ) − V˜ N1(ζ )).
Now it follows from (2.8) that for all ζ ∈ C with |ζ | 1,(
λI − B˜(ζ ))−1 = 1
λ
[
I − V˜ N1(ζ ) − λ−1
(
V˜ (ζ ) − V˜ N1(ζ )
)]−1(
I − V˜ N1(ζ )
)
,
exists for all |λ|  1. But this implies that the assumption (2.1) holds and hence Lemma 2.2 implies that (kBn) yields a
sequence (kPn) ∈ WC+[α,k;Z+,L(H)] such that
kPn = kBn + (kPn) ∗ (kBn) = kBn + k
n∑
j=0
Pn− jkB j, for n 0. (2.10)
Let P˜ (ζ ) = k∑∞n=0 Pnζn , (2.10) shows that P˜ (ζ ) = B˜(ζ )(I − B˜(ζ ))−1, for ζ ∈ C, |ζ | 1. If we now deﬁne the sequence (krn)
by
krn = krN1n + kPn + k
n∑
j=0
Pn− jkrN1j , for n 0,
then we have that (krn) ∈ WC+[α,k;Z+,L(H)] and
R˜(ζ ) = k
∞∑
n=0
rnζ
n = R˜N1(ζ ) + P˜ (ζ ) + P˜ (ζ )R˜N1(ζ )
= R˜N1(ζ ) + P˜ (ζ )
(
I + R˜N1(ζ )
)= R˜N1(ζ ) + P˜ (ζ )(I − V˜ N1(ζ ))−1
= (V˜ N1(ζ ) + P˜ (ζ ))(I − V˜ N1(ζ ))−1 = P˜ (ζ ) + R˜N1(ζ )(I + P˜ (ζ ))
= P˜ (ζ ) + R˜N1(ζ )
(
I − B˜(ζ ))−1 = (B˜(ζ ) + R˜N1(ζ ))(I − B˜(ζ ))−1
= (B˜(ζ ) + R˜N1(ζ ))(I − V˜ N1(ζ ))(I − V˜ (ζ ))−1
= [(V˜ (ζ ) − V˜ N1(ζ ))(I − V˜ N1(ζ ))−1 + V˜ N1(ζ )(I − V˜ N1(ζ ))−1](I − V˜ N1(ζ ))(I − V˜ (ζ ))−1
= V˜ (ζ )(I − V˜ (ζ ))−1,
or the sequence (krn) satisﬁes (1.28). This completes the proof of Theorem 1.3.
3. Proofs of Theorems 1.1 and 1.2
In this section we only prove the Theorem 1.1. The proof of Theorem 1.2 closely follows the proof of Theorem 2 in [17]
and will be left to the reader.
Proof of Theorem1.1. Most of the proofs go through just as in [17], with obvious changes made because the current problem
is the weighted l1 stability estimate rather than l1 stability. The only difference is that we will use the discrete weighted
l1 Paley–Wiener Theorem 1.3, instead of Theorem 2.1 in [17]. To keep the paper more self-contained, we will include the
entire proof.
A closely analogous argument to that on pp. 588–589 of [17] yields the solutions of (1.7) can be written by
Un = Un0 + Un1, for n 0, (3.1)
in which Un0 and U
n
1 satisfy, respectively,
k
∞∑
n=0
Un1ζ
n = Û1
(
δ(ζ )
k
)
u0, (3.2)
k
∞∑
n=0
Un0ζ
n = Û0
(
δ(ζ )
k
)
u0, (3.3)
with
Û1(s) = 1
[
μs + γ
2
I + μ
2
A
]−1
, (3.4)μ μ μs + γ
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Û0(s) = Û (s) − Û1(s). (3.5)
From (3.5) of [17] we ﬁnd that
k
∞∑
n=0
∥∥Un1∥∥ρ(tn) C‖u0‖, (3.6)
and it suﬃces to prove that
k
∞∑
n=0
∥∥Un0∥∥ρ(tn) C‖u0‖. (3.7)
Now, as shown on p. 590 of [17], we see that the generating function in (3.3) obeys the relation
Û0
(
δ(ζ )
k
)
u0 = R˜1(ζ )u0 + P˜ (ζ )R˜1(ζ )u0, (3.8)
where
P˜ (ζ ) = k
∞∑
n=0
pnζ
n, pn ∈ L(H), n 0, (3.9)
satisﬁes
P˜ (ζ ) = R˜2(ζ ) + R˜2(ζ ) P˜ (ζ ) = R˜2(ζ ) + P˜ (ζ )R˜2(ζ ), (3.10)
and
R˜1(ζ ) =
(
1+ γ βˆ
(
δ(ζ )
k
))−1
R̂
(
δ(ζ )
k
)
Û1
(
δ(ζ )
k
)
, (3.11)
R˜2(ζ ) = B̂1
(
δ(ζ )
k
)
Û1
(
δ(ζ )
k
)
+ B̂2
(
δ(ζ )
k
)
I, (3.12)
with
B̂1(s) = μ
−4[μ2 ˆ¨β(s) + 2γμ ˆ˙β(s) + γ 2βˆ(s)]
1+ γ βˆ(s) , (3.13a)
B̂2(s) = −μ
−2 ˆ˙β(s) + (1− μ−3)γ βˆ(s)
1+ γ βˆ(s) , (3.13b)
R̂(s) = μ−4[μ2 ˆ¨β(s) + 2γμ ˆ˙β(s) + γ 2βˆ(s)].Û1(s) − μ−3[μ ˆ˙β(s) + γ βˆ(s)]I. (3.13c)
Let
R˜1(ζ ) = k
∞∑
n=0
r1nζ
n, r1n ∈ L(H), n 0.
From (3.11), (3.13c), (1.12), (1.13) and (3.6) it follows that
k
∞∑
n=0
‖r1n‖ρ(tn) C . (3.14)
From the assumptions (1.12), (1.13), (3.6) and Lemma A of [17], we observe that R˜2(ζ ) in (3.12) satisﬁes the conditions
of Theorem 1.3. As an application of Theorem 1.3 on (3.10), it is shown that
k
∞∑
n=0
‖pn‖ρ(tn) C . (3.15)
Using (3.8), (3.14) and (3.15) we obtain (3.7), and the proof of Theorem 1.1 is complete. 
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In this section, we discuss the exponentially decaying kernels. To this purpose, we modify the assumption (1.10) on W
accordingly, i.e., exp(ηt)w(t) should satisfy (1.10) with some η > 0.
In other words we deﬁne
W (s − η) is a complex-valued or operator-valued function that is analytic
and bounded in a sector S = {s ∈ C : |arg s| < ϕ}
with ϕ >
π
2
and continuous at 0. (4.1a)
and there exist the positive constants ν, τ such that∥∥W (s − η) − W (−η)∥∥ L|s|ν, for |s| 1, s ∈ S, (4.1b)∥∥W (s − η)∥∥ M|s|−τ , for |s| 1, s ∈ S, (4.1c)
with L and M independent of s. We then have an exponentially weighted analogue of Lemma 5.3 of [18] (or [19, Theo-
rem 2.1]). (4.1a-c) immediately imply the following estimates,
exp(ηt)
∥∥w(t)∥∥ b(t), a.e. t > 0 (4.2)
and
∞∫
0
∥∥eη(t+h)w(t + h) − eηt w(t)∥∥dt  e(h), for h > 0, (4.3)
where the Laplace transform of a distribution w(t) is W (s), and functions b ∈ L1(R+), e ∈ C[0,∞), with e(0) = 0. We
also have an exponentially weighted analogue of Lemma A in [17] (or [20, Lemma 3.1], and [18, Lemma 6.3]). This is a
reformulation of Lemma 7.1 in [20].
Lemma 4.1. Let δ(ζ ) satisfy (1.8a-b) or (1.16a-c). Suppose that W (s) satisﬁes (4.1a-c) with ϕ > ψ of (1.16), then there exist for every
λ < η and kλ > 0 such that, for the coeﬃcients in the expansion (cf. (1.7))
W
(
δ(ζ )
k
)
= k
∞∑
n=0
wn(k)ζ
n (4.4)
the following bounds are valid for k kλ:∥∥wn(k)∥∥ const.exp(−λtn)b(nk), for n 1, (4.5)
and
k
∞∑
n=0
∥∥eλtn+l wn+l(k) − eλtn wn(k)∥∥ e(lk), (4.6)
for all integer n, l 0, where e ∈ C[0,∞), with e(0) = 0, is an increasing function and independent of k, and b ∈ L1(R+) is deﬁned as
b(t) = min{tτ−1, t−ν−1}, with ν, τ from (4.1).
Combining the results of Lemma 4.1 and Theorem 1.1 we now obtain the following estimate.
Theorem 4.2. Suppose that (1.2) and μ + γ < ∞ are satisﬁed. Assume further β ′(t) is absolutely continuous and
βˆ(s)
1+ γ βˆ(s) ,
βˆ ′(s)
1+ γ βˆ(s) and
βˆ ′′(s)
1+ γ βˆ(s) (4.7)
satisfy (4.1a-c), respectively. Let δ(ζ ) satisfy (1.8a-b). Then (1.14) holds for the solution of (1.7), and for any weight ρ(t) satisfying (P),
and k suﬃciently small.
Theorem 4.2 is the regular case. For the singular case, we use Lemma 4.1 and Theorem 1.2 to obtain
Theorem 4.3. Suppose (1.2) and let β ′(t) be absolutely continuous on (0,∞) in case μ < ∞. Assume further μ + γ = ∞, and rˆ(s),
h1(s) satisfy (4.1a-c) for some ω > 0, and (1.18) holds. Then under the assumptions (1.16a-c) on δ(ζ ) with ϕ > ψ of (1.16), the
estimate (1.14) holds for the solutions of (1.15), and for any weight ρ(t) satisfying (P) and for k suﬃciently small.
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5.1. Weakly singular kernel
Let β(t) = tα−1/Γ (α), i.e., βˆ(s) = s−α , 0 < α < 1, we have aˆ(s) = s−1−α , aˆ(s)− 12 = s α+12 , h1(s) = 1
ω+s α+12
. Let ψ = πα+1 ,
then π2 < ψ < π , and Re aˆ(s)
− 12 = Re s α+12 = |s| α+12 cos( α+12 arg s) 0, for |arg s| ψ , it follows that ω + Re aˆ(s)−
1
2  ω > 0,
for |arg s|  ψ , and rˆ(s), h1(s) satisfy (1.10a-c) with νr = α, νh = α+12 , and τr = 1−α2 , τh = α+12 . Taking ϕ such that π2 <
ϕ < πα+1 , then
α+1
2 |arg s|  α+12 ϕ < π2 , when |arg s|  ϕ , this implies θ = α+12 ϕ < π/2, it follows that the kernel β(t) =
tα−1/Γ (α), 0 < α < 1 satisﬁes the conditions (i)–(iii) of Theorem 1.2. Let δ(ζ ) satisfy the condition (iv) of Theorem 1.2.
Now, we can use Lemma A in [17] or Lemma 6.3 in [18], Lemma 3.1 in [20] and Theorem 2.4 in [19] to verify that∣∣rn(k)∣∣ const.min{tτr−1n , t−νr−1n }, for n 1, (5.1a)
and ∣∣h1,n(k)∣∣ const.min{tτh−1n , t−νh−1n }, for n 1. (5.2a)
For n = 0 we have the bounds
k
∣∣r0(k)∣∣ const.kτr , (5.1b)
and
k
∣∣h1,0(k)∣∣ const.kτh , (5.2b)
which follows with kr0(k) = rˆ( δ(0)k ), kh1,0(k) = h1( δ(0)k ), and rˆ(s), h1(s) satisfy (1.10c) with τ = τr and τh , respectively.
Taking
ρ1(t) = (1+ t)p, 0 p,
ρ2(t) =
(
1+ log(1+ t))δρ1(t), δ  0, (5.3)
from (5.1a-b) and (5.2a-b) we see that (1.20a-b) holds true with ρ(t) = ρi(t), i = 1,2, and p < α. As an application of
Theorem 1.2, it is shown that
k
∞∑
n=0
∥∥Un∥∥ρi(tn) C‖u0‖, for i = 1,2, and p < α. (5.4)
We note that when 0 p < 1− α,
∞∫
1
∣∣β ′(t)∣∣ρi(t)dt  C < ∞, for i = 1,2. (5.5)
Thus, in the case 0 p < min{α,1− α}, (5.4) is the exact analogue of (1.4).
5.2. Completely monotonic smooth kernel
The completely monotonic kernel β(t) = (1− e−t)/t + 1 provides that (see [31, p. 1158])
β ′(t) = (1+ t)e
−t − 1
t2
, β
(
0+
)= 2, β ′(0+)= −1
2
, (5.6)
β ′′(t) = 2− (t
2 + 2t + 2)e−t
t3
, β ′′
(
0+
)= 1
3
, μ = √2, γ = 1
4
√
2
, (5.7)
and
βˆ(s) = log
(
1+ 1
s
)
+ 1
s
, for s ∈ C′ = C \ (−∞,0]. (5.8)
Deﬁne
W1(s) = βˆ(s)
1+ γ βˆ(s) , W2(s) =
βˆ ′(s)
1+ γ βˆ(s) , W3(s) =
βˆ ′′(s)
1+ γ βˆ(s) . (5.9)
The simple computation, elementary estimates, can be employed to yield W1(0) = 1 , andγ
D. Xu / J. Math. Anal. Appl. 389 (2012) 1006–1019 1019∣∣W1(s) − W1(0)∣∣ L1(γ )|s|, for |s| 1, s ∈ C′, (5.10a)∣∣W1(s)∣∣ M1(γ )|s|−1, for |s| > 1, s ∈ C′. (5.10b)
Similarly, we have that W2(0) = W3(0) = 0, and∣∣Wi(s) − Wi(0)∣∣ Li(γ )|s|, for |s| 1, s ∈ C′, i = 2,3, (5.11a)∣∣Wi(s)∣∣ Mi(γ )|s|−1, for |s| > 1, s ∈ C′, i = 2,3. (5.11b)
Thus, Lemma A in Section 1 implies
k
∞∑
n=0
∣∣β jγ ,n(k)∣∣ρi(tn) C < ∞, for i = 1,2, 0 p < 1, and j = 1,2,3. (5.12)
Now Theorem 1.1 can be used to show that the numerical solution (1.7) of the problem (1.1) satisﬁes
k
∞∑
n=0
∥∥Un∥∥ρi(tn) C‖u0‖, for i = 1,2, 0 p < 1. (5.13)
We know that when 0 p < 1,
∞∫
1
∣∣β ′(t)∣∣ρi(t)dt  C < ∞, for i = 1,2. (5.14)
Thus, (5.13) is the exact analogue of (1.4).
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