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ABSTRACT 
This report examines the phenomena of flashing fluid flow in small diameter tubes (on the 
order of 1 mm). Small diameter tubing is often used as the expansion device in refrigeration 
systems. Tubing used as a refrigeration system expansion device is referred to as capillary tubing; 
however, these tubes exhibit no appreciable capillarity behavior. Experimental test have shown 
capillary-tube flow behaves as any other conduit flow. Emphasis of this study is placed on 
refrigeration applications to facilitate ~e use of the proposed model for capillary-tube modeling. 
A review of the literature shows that capillary-tube modeling has changed little over the past 
40 years. The two-phase flow models used in the fIrst capillary-tube models were homogeneous 
models. Homogeneous-flow models are still used almost exclusively today. Experimental 
evidence shows, however, that the two-phase flow in capillary tubes is not entirely homogeneous. 
The liquid and vapor phases are substantially removed from equilibrium at the inception of 
vaporization and near the capillary-tube exit. A model that accounts for the interaction between the 
liquid and vapor phases is required for accurate modeling. 
A model is presented that treats the liquid and vapor phases separately. In this way, the 
effect of phase nonequilibrium can be included in the model. The model is developed so that it will 
simplify to the homogeneous model as the phases approach equilibrium. Once the model is 
developed, a discussion is given outlining the application of the model to capillary-tube 
optimization models, as well as to refrigeration system models. 
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NOMENCLATURE 

Symbols 
A cross sectional area of tube 
Al cross sectional area of liquid region 
Ag cross sectional area of vapor region 
A.I nondimensional cross sectional area of liquid region = Al / A 
A.g nondimensional cross sectional area of vapor region = Ag / A 
Bo Bond Number 
C circumference of tube 
C. circumference of liquid region 
Cg circumference of vapor region 
Cig circumference of liquid region in contact with vapor 
CIw circumference of liquid region in contact with wall 
Cgw circumference of vapor region in contact with wall 
C.I nondimensional circumference of liquid region = CI / C 
C.g nondimensional circumference of vapor region = Cg/ C 
C.Ig nondimensional circumference of liquid region in contact with vapor 
= Cig/ C 
C.Iw nondimensional circumference of liquid region in contact with wall 
= CIw/ C 
C.gw nondimensional circumference of vapor region in contact with wall 
= Cgw/C 
D tube diameter 
x 
DI hydraulic diameter of liquid region = 4 Al / CI 
Dg 	 hydraulic diameter of vapor region = 4 Ag / Cg 

nondimensional hydraulic diameter of liquid region = DI / D 

nondimensional hydraulic diameter of vapor region = Dg / D 

v2 

e specific energy = u + "2 + g z 

E 	 energy = em 
v2 
f total specific energy = h + 2 + g z 

F 	 force vector 
total specific energy of vapor phase 
total energy function for vapor region = Iilg ( hg + ~ + g z ) 
total specific energy of liquid phase 

total energy function for liquid region = rh ( hI + 1+ g z ) 

f 	 friction factor 
friction factor between vapor phase and tube wall 
friction factor between liquid phase and vapor phase 
friction factor between liquid phase and tube wall 
friction factor between liquid phase and liquid/vapor interface 
friction factor between vapor phase and liquid/vapor interface 
g gravitational acceleration 
G mass flux 
Gb Gibbs Number 
enthalpy in vapor region 
xi 
hI enthalpy in liquid region 
hIw heat transfer coefficient between liquid phase and tube wall 
hIgI heat transfer coefficient between liquid phase and liquid/vapor interface 
higg heat transfer coefficient between vapor phase and liquid/vapor interface 
k thermal conductivity 
k Boltzmann's constant 
K empirical loss coefficient 
l apparent length of heat transfer 
L length 
m mass 
rh mass flow rate = til} + thg 
rhI mass flow rate of liquid = PI Al VI 
thg mass flow rate of vapor = Pg Ag V g 
rh'~' volumetric condensation rate 
rh'~' volumetric evaporation rate 
n normal vector 
N Bubble density 
NA Avagadro's Number 
Nu Nusselt Number 
P pressure 
P g pressure in vapor region 
PI pressure in liquid region 
xii 
Pr Prandtl Number 

qIw heat transfer between liquid and wall 

,. 
'lgw heat transfer between vapor and wall 
Q heat 
r radius 
Re Reynolds Number 
S surface area 
t time 
Tg temperature in vapor region 
TI temperature in liquid region 
TIg temperature at liquid/vapor interface 
v velocity vector 
VI velocity in liquid region 
Vg velocity in vapor region 
VIg velocity at liquid/vapor interface 
v specific volume 
Vi specific volume of liquid phase 
V volume 
W work 
x horizontal position 
x quality 
z vertical position 
xiii 
Symbol Meanin~ 
void fraction 
,.,. 
'Y latent heat of vaporization 
E surface roughness 
e angle from horizontal 
Jl dynamic viscosity 
V kinematic viscosity 
PI density in liquid region 
pg density in vapor region 
cr surface tension 
't shear stress 
Subscripts 
1 control volume inlet 
2 control volume outlet 
g vapor region variable (e. g., Vg = vapor region velocity) 
gw vapor/wall interface variable (e. g., Tgw =temperature at vapor/wall 
interface) 
i integration step 
I liquid region variable (e. g., VI =liquid region velocity) 
19 liquid/vapor interface variable (e. g., TIg = temperature at liquid/vapor 
interface) 
xiv 
lw liquid/wall interface variable (e. g., Tlw = temperature at liquid/wall 
interface) 
o initial condition 
s suction line variable 
sc subcooling 
sat saturation condition 
w wall variable (e. g., Tw = wall temperature) 
xv 
1. INTRODUCTION 

Since the introduction of the capillary tube as an expansion device in refrigeration systems, 
}-. 
researchers and engineers have been aware of the complex behavior of refrigerant flow in capillary 
tubes. The design engineer's need to select a passive expansion device which will successfully 
operate under a wide range of conditions created much interest in the development of capillary-tube 
sizing and evaluation tools. Early selection methods generally relied on experimental data and 
merely provided the engineer with a reasonable estimate of the proper capillary tube design. Much 
time was spent in the lab on trial and error iterations to determine the best capillary tube for the 
system being tested. During the early 1930's, the establishment of Freon® refrigerants as the 
industry standard allowed researchers to begin compiling large amounts of experimental data from 
which to base graphical sizing tools. The ASHRAE sizing chart is one such tool and has been the 
industry standard since the 1950's. These charts offer sizing capability for a large variety of 
design conditions with moderate accuracy. Although these design tools represented an 
improvement over earlier "rule-of-thumb" approaches, there still remained significant experimental 
testing to determine the fmal capillary tube design. 
Since the 1950's, capillary research has primarily focused on improving the understanding of 
capillary-tube flow. During the past ten years, increased efforts have been made to integrate the 
results of earlier work into computer codes for capillary-tube sizing and simulation. This 
computerization has made the sizing and simulation tools more powerful and allows them to be 
included in total refrigeration system modeling programs. The accuracy of these tools in sizing a 
capillary tube for a given set of operating conditions, however, is not significantly better than the 
accuracy of the ASHRAE charts. As such, the ASHRAE charts remain the industry standard 
sizing tool, and the process used today for selecting a capillary-tube geometry is essentially the 
same as it was forty years ago. 
Recent federal regulations dictating increased energy efficiencies for home appliances have 
resulted in greater engineering efforts to redesign refrigeration systems. As a result of the effort to 
meet energy standards, the amount of experimental testing has increased. A more accurate tool for 
sizing capillary tubes would allow the design engineer to do most of the sizing work at his desk, 
freeing valuable laboratory time. The additional laboratory time could then be used for performing 
system energy studies. 
With the implementation of the Montreal Protocol banning refrigerants harmful to the 
stratosphere, design engineers are now sizing capillary tubes for systems using alternative 
refrigerants. While R-134a has emerged as the replacement for R-12, a replacement for R-22 is 
still unknown. Further restrictions on the ozone depletion potential and global warming potential 
of refrigerants may make current replacements obsolete. Whether or not new replacements are 
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mandated, current empirically based sizing methods for systems using R-12 or R-22 have become 
antiquated. The ideal new sizing tool will be valid for any refrigerant and provide accurate 
predictions with minimum laboratory testing. 
Three major requirements, then, have been identified. In order to meet the needs of the 
refrigeration industry, a new capillary tube model is required that 1) is valid for alternative 
refrigerants, 2) is more accurate than current models to reduce laboratory testing, and 3) is 
amenable to integration with system models for design and optimization. 
This study has been initiated to develop such a model. Although the focus of the report will 
be on the needs of the refrigeration industry, the first priority will be placed on understanding the 
fundamentals of fluid flow in small diameter tubes. Additional attention will be given to heat 
transfer from the capillary tube. A common practice in the home refrigerator industry is to solder 
the capillary tube to the compressor suction line, creating a counter flow heat exchanger. The 
effect of this heat exchange on capillary-tube flow is not well understood, but must be included in 
the model if the model is to have practical value to the refrigerator industry. Once the foundation 
for the model has been built, these principles will be applied to the flow conditions particular to the 
home refrigerator. 
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2. THE CAPILLARY-TUBE EXPANSION DEVICE 
2.1 Historical Background 
Early refrigerators used diaphragm-type pressure-regulating valves as the expansion device. 
This type of pressure-regulating valve had been used quite successfully in larger commercial 
refrigeration systems. Being an active control device, the pressure-regulating valve was relatively 
immune to changes in external operating conditions, to the aging of system components and to 
leaks of refrigerant, problems which plagued early refrigeration systems. However, the pressure­
regulating valve was also characterized by several significant disadvantages. Perhaps the most 
obvious is its high initial cost compared with a purely passive device. Expansion valves used in 
the very first refrigerators were made from heavy brass castings with relatively large diaphragms. 
These valves cost roughly $ 5 each, a substantial sum at the time. Shortly after the introduction of 
the household refrigerator, however, the diaphragm-type valve was replaced with a bellows-type, 
pressure-regulating valve which could be made from brass forgings at about half the cost of the 
diaphragm-type valve. Even so, the cost was still quite substantial. 
A second disadvantage of the pressure-regulating valve is its high flow resistance at 
compressor start-up. With the compressor off, the valve closes completely and remains closed 
until the pressure in the evaporator again falls below the regulated pressure level. This requires the 
compressor to draw the evaporator pressure down while at the same time pumping against a 
completely closed throttling valve. This problem can be overcome in one of two ways. One 
method involves the use of a more expensive, capacitor-start motor which has a high starting 
torque compared with the less expensive, split-phase motor. The second method of overcoming 
the start-up problem involves the use of an unloading device which bypasses the throttling valve 
when the compressor is off. Once the compressor is up to speed, the bypass valve is closed and 
the pressure-regulating valve is engaged. Both of these methods add significant complexity and 
cost to the system. 
A third disadvantage of the pressure-regulating valve is its inherent instability at the low flow 
rates typical of household refrigerators. This instability manifests itself as oscillations in the 
refrigerant flow rate. Such oscillations are, of course, highly undesirable. Careful valve design 
can minimize this problem, although the need for a specially designed valve increases the overall 
manufacturing cost. 
The several disadvantages of pressure-regulating valves provided an impetus for developing 
a passive throttling device which could be easily and reliably manufactured at low cost. Orifices 
offer one possibility, but in order to get sufficient pressure drop, a very small diameter hole must 
be used. Moreover, the throttling characteristics of orifices depend strongly on the sharpness of 
the upstream edge of the orifice. This edge tends to wear away over time thus changing the flow 
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characteristics of the device. Lastly, although relatively simple in construction, the orifice does 
require some machining to produce. 
A better approach readily available to design engineers at the time was the use of small 
~'F. 
diameter tubing known as capillary tubing. Capillary tubing was developed before the turn of the 
century for instrument applications such as (a) liquid and gas expansion thermometers, (b) 
connection lines for pneumatic control and mechanical recording equipment and (c) control lines 
and thermostats in steam heating systems. Because of the intended application, capillary tubing 
was manufactured to the tighter than normal tolerance of ±O.OOI in. Moreover, capillary tubing 
was available in several bore sizes ranging from 0.008 in. to 0.060 in., and in standard lengths of 
10 and 20 ft. Because capillary tubing was manufactured with the same drawbenches used for 
manufacturing copper wire, the standard capillary-tube sizes were derived from the standard wire­
gauge sizes. 
Capillary tube was well suited for use as a throttling device in several important respects. 
First, the techniques for mass producing capillary tube were already well developed. Second, the 
manufacturing tolerances on capillary tubing were tight thus assuring good uniformity in capillary­
tube flow characteristics. Third, because a long length of capillary tubing could be used, it was 
possible to achieve the large required pressure drops and still have a acceptable bore size from a 
clogging point of view. Fourth, capillary tubing could be easily integrated into the overall 
connecting lines of the refrigeration system without significant adaptation. A fifth advantage of 
being able to use a suction-line heater exchanger become apparent later. 
In addition to these special features, capillary tubes also share the three important advantages 
of passive devices over active control valves; namely, (a) greater simplicity and lower cost, (b) low 
compressor starting torques and (c) good stability at low flow rates. 
Consideration of the use of capillary tubing as the expansion device in refrigeration systems 
actually began in the 1920's, although widespread use of capillary-tube expansion devices did not 
occur until the late 1930's and early 1940's. In fact, a patent for the use of capillary tubing was 
filed by Thomas J. Carpenter in 1926, although the patent was not issued until 1933. Carpenter 
then assigned the patent to Rice and Barnes in 1934 who used capillary tubing as the throttling 
device in the Rice Household Refrigerator produced in the mid-to-Iate 1930's. 
Although less expensive and simpler than the expansion valve, the capillary-tube throttling 
device was plagued by two problems which were particularly severe in early systems. One 
problem was the potential for clogging due to impurities in the refrigerant and lubricant. The 
second problem stemmed from the fact that, as a passive device, capillary tubes are "sized" for 
only one set of operating conditions and system charge. Early systems were typically overcharged 
initially to allow for refrigerant leaks over the life of the unit. This variability made the use of 
capillary tubes less than satisfactory. 
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As cleaner refrigerants and hennetically sealed compressors were developed, the use of 
capillary tubes became a more viable option. Increasing sales volume and price competition 
provided the incentives necessary to eliminate system leaks an impurities thus re~oving the last 
major obstacles to capillary-tube use. By the late 1930's, the capillary tube had become the 
standard throttling device in household refrigerators. 
Important work on the development of the capillary-tube throttling device was carried out at 
Kelvinator during the mid 1930's by Mr. L. A. Staebler and his associates. The results of this 
work were published in an award winning paper in 1948. Based on the experience gained from 
this work capillary bore sizes in the range of 0.031 and 0.055 in. became the standard capillary 
tube size for refrigeration applications. 
With the increase in capillary-tube use, the need to engineer capillary tubes for specific 
system perfonnance characteristics increased. While the simplicity, reliability, and low cost of the 
capillary-tube made use of the capillary-tube expansion device almost universal by the early 
1940's, knowledge of how it behaved in the refrigeration system was still being developed. Each 
refrigerator manufacturer seemingly developed its own capillary-tube "technology." The first 
papers published on capillary tubes and capillary-tube heat exchangers were not presented until the 
mid-to-Iate 1940's. Swart (1946) was the first to present a paper outlining the general nature of the 
refrigerant behavior in capillary-tube/suction-line heat exchangers as well as the practical aspects of 
capillary-tube/suction-line heat exchanger manufacture and integration into a system. Staebler's 
1948 paper described in more detail both the considerations for capillary-tube heat exchanger 
design and the corresponding design considerations for the condenser and evaporator. He showed 
how refrigerant flow varied with operating conditions. He also described the calculation for 
selecting different combinations of tube diameters and lengths to meet the same perfonnance 
requirements. The fundamental principles presented in these two papers are still used for capillary­
tube design today. 
In 1950, Hopkins presented two graphical methods for sizing capillary tubes in systems 
using R-12 and R-22. One method was more accurate and more complicated to use; the other was 
simpler in nature but less accurate. These methods were based on basic flow data and simple flow 
calculations. They were valid only for subcooled liquid entering the capillary tube. Heat exchange 
with a suction line could be accommodated, but only if the refrigerant remained subcooled liquid 
along the entire length of the heat exchanger. In 1957, Whitesel presented general mathematical 
models for adiabatic two-phase flow of R-12 and R-22 in capillary tubes. Whitesel's models 
assumed slug flow so that liquid and gas velocities could be considered equal. 
The work of Whitesel was combined with the work of Hopkins to fonn the ASHRAE 
method for selecting capillary tubes. Scott (1976) has shown the ASHRAE charts to be more 
accurate for saturated inlet conditions than for subcooled inlet conditions. However, the ASHRAE 
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graphical method is still the standard for capillary tube and capillary-tube/suction-line heat 
exchanger sizing and selection. 
Since the introduction of the ASHRAE charts, models for the selection and use of capillary 
,~. 
tubes in refrigeration systems have continued to rely primarily on refrigerant specific empirical 
correlations. These models only allow the designer to narrow his choice of candidate diameters to 
three or four of the standard tube diameters. Final tube diameter selection is based on experimental 
testing performed on the refrigerator of interest using a range of standard tube sizes. One cause of 
the inaccuracy is the fact that most capillary-tube research has been dedicated to adiabatic capillary 
tubes. Significant savings in time and cost can be achieved if a design tool could be developed that 
would narrow possible tube diameters for a given refrigeration system. 
The ban of refrigerants harmful to the stratosphere has placed the refrigeration industry 
almost back to where it was more than fifty years ago. Empirically based sizing tools for R-12 and 
R-22 systems are no longer useful. The base of experimental data for R-134a, while continually 
increasing, is still small. Empirically based models for R-134a performance will undoubtedly be 
refined and updated as more data is collected and incorporated into existing models. A replacement 
for R-22 has yet to be selected, so that modeling for possible replacements is merely educated 
guesswork. 
In addition to the selection of the pure refrigerants, new lubricants will also need to be 
chosen. The use of new lubricants raises many questions similar to those raised with the 
introduction of the capillary-tube expansion device. How will the new oils affect heat transfer? 
Will they have a tendency to plug capillary tubes? Will they recirculate back to the compressor? 
As answers to these questions are found, more questions will undoubtedly be raised. 
In addressing these needs, an accurate theoretical model based only on fluid properties would 
be extremely helpful. However, the success of mathematical models presented in the literature 
varies, and none has shown significant improvement over the ASHRAE charts. In some respects 
it may seem unusual that an accurate model of refrigerant flow in capillary tubes still does not exist 
The following discussion outlines the principles of refrigerant flow in capillary tubes and attempts 
to bring to light why this is such a difficult problem to solve. 
2.2 Capillary-Tube Fundamentals 
The primary function of a capillary tube in a refrigeration system is to reduce the pressure 
from the "high" side to the "low" side of the system. It also acts to "meter," or regulate, refrigerant 
flow. Refrigerant flow characteristics are essentially the same as those in any conduit Therefore, 
the higher the pressure difference across the tube, the higher the flow rate through the tube. 
Conversely for a compressor, the higher the pressure difference across the compressor, the lower 
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the flow rate produced by the compressor. It follows then, that for a given operating condition, 
there is one point where the flow rate produced by the compressor is just balanced by the flow rate 
allowed by the capillary tube. This point is called the capacity balance. Capillary-tube design and 
}. 
selection is centered around capacity balance. 
Refrigeration systems are generally designed so that, at the point of capacity balance, the 
refrigerant entering the capillary tube is entirely liquid, and the system is running at maximum 
efficiency. Under these conditions, there is no build up or loss of liquid in the condenser, and the 
system is essentially running at steady state. Deviation from this operating point will decrease 
operating efficiency. If the system is operating "above" this point, the compressor will displace 
more refrigerant than can pass through the capillary tube. Liquid will build up in the condenser, 
increasing the discharge pressure of the compressor (and therefore decreasing compressor flow 
rate) until a new point of balance is achieved. However, condenser performance and thus system 
efficiency is decreased because of lost volume taken up by liquid build-up. 
Conversely, if the system is operating "below" the design capacity-balance condition, the 
compressor will displace less refrigerant than can pass through the capillary tube. The capillary 
tube will offer less flow resistance so that the compressor discharge pressure will drop and the 
refrigerant flow rate will increase. As flow rate increases, refrigerant will flash earlier in the 
capillary tube. Refrigerant entering the evaporator will thus be of a higher quality, reducing the 
capacity of the evaporator. 
It is clear that for proper system operation, as much attention must be given to the selection of 
the capillary-tube/suction-line heat exchanger as is given to the other components of the system. It 
is also obvious that one of the drawbacks of using a capillary-tube expansion device is that there is 
only one optimum operating point for the system. Departure from this point will result in operation 
at less than peak efficiency. The capillary tube also limits the range of acceptable operating 
conditions. System operation at conditions far from design conditions could result in damage to 
the compressor and compressor motor. Care must be taken in selecting the capillary-tube/suction­
line heat exchanger such that the system will operate satisfactorily under all possible conditions. 
The general behavior of refrigerant flow in capillary tubes and capillary-tube/suction-line heat 
exchangers has been known almost since the initial use of capillary tubes in refrigeration systems. 
The exact behavior, however, continues to elude researchers. As previously discussed, a 
refrigerant system is typically designed so that refrigerant enters the capillary tube in a liquid state 
with some amount of subcooling and enters the evaporator partially vaporized. At some point 
along the capillary tube, the refrigerant reaches saturation conditions and begins to vaporize. Since 
the mechanism by which the refrigerant reaches the saturation point is pressure decrease, the 
refrigerant is said to "flash" at the saturation point. Figure 2.1 shows typical temperature and 
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Figure 2.1. Typical pressure and temperature profile along an adiabatic capillary tube. 
pressure profiles along an adiabatic capillary tube. Pressure is plotted as saturation temperature for 
the corresponding pressure. The point where the temperature and pressure lines cross is the 
equilibrium saturation condition. Notice that the temperature does not begin to decrease for several 
inches along the capillary tube past the equilibrium point. The refrigerant appears to remain in the 
liquid state beyond the point at which it would normally begin to vaporize. This nonequilibrium 
condition has been termed the "metastable" region. 
In classical thermodynamics, a substance is said to be in metastable equilibrium if it exists in 
a phase different from that normally associated with the given state of the substance. A substance 
will remain in metastable equilibrium indefmitely until it is subjected to a large enough disturbance 
to "push" it into the next phase. In naming the nonequilibrium state of the refrigerant "metastable," 
one implies that the refrigerant will remain liquid until it is superheated, or more appropriately for 
this case "underpressured," enough to initiate vaporization. 
Pool boiling experiments have indicated that the metastable phenomena exists when static 
liquids are heated above their equilibrium saturation point However, experimental results have not 
shown that flowing liquids pass through a metastable state. At a minimum, one would expect that 
an observed delay in flashing is caused by a combination of a metastable effect and flow field 
effect. It seems more reasonable that a turbulent flow field would provide enough disturbance to 
the liquid that a true metastable state could not exist. The term "metastable region," then, is a' 
misnomer, and the observed flashing delay should be modeled in terms of the mass, momentum, 
and energy transfer mechanisms. Nevertheless, since the term "metastable region" has become 
standard terminology in the capillary-tube literature, it will be retained in this report. 
The point at which the temperature begins to decrease is the flash point. As more refrigerant 
vaporizes, it moves closer to equilibrium. At some point along the tube, the measured temperature 
corresponds to the saturation pressure and the refrigerant is considered to be at equilibrium. 
Therefore, two subregions in the two-phase region are defined: the nonequilibrium region and the 
equilibrium region. At the exit, the pressure in the capillary tube is generally greater than that in the 
evaporator. A condition exists similar to the choked flow condition described in compressible gas 
analysis. Since the refrigerant is two-phase and not pure gas, it has properties which prevent it 
from becoming choked in the classical sense. 
Single-phase pipe flow models have correlated well with experimental data in the liquid 
region. With the exception of minor differences over the exact nature of tube roughness, 
researchers have long since determined that any failing in capillary-tube modeling is not in this 
region. Almost all discrepancy, between models and experimental data as well as between 
different models, is in the two-phase region of the refrigerant flow. The existence of the 
"metastable" region was under debate for some time, but it is now considered to be a real 
phenomena of capillary-tube flow. However, the physics of this behavior is still unknown, and 
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the methods for handling this phenomena are varied. Models range from the very simple: 
vaporization occurs at one "underpressure" regardless of operating condition; to the very 
complicated: vaporization inception is governed by bubble nucleation and growth under turbulent 
~'. 
pressure gradients. Interestingly, there does not seem to be a strong correlation between model 
complexity and model success. 
There is a similar trend for two-phase flow models. Visualization studies have indicated that 
flow in capillary tubes is primarily a "bubble" flow or "fog" flow, leading many researchers to 
adopt a homogeneous flow model. The homogeneous model also simplifies calculations and 
allows the refrigerant to be treated as a single phase fluid with properties determined from averages 
of the liquid and vapor properties. More recently, attempts have been made to treat the phases 
separately and model the mass transfer between the phases. Success with these models has shown 
modest improvement over the homogeneous flow approach. 
Treatment of the exit conditions are closely related to the two-phase flow models. Critical or 
choked flow conditions can be modeled in a straight forward approach if a homogeneous flow is 
assumed. However, orifice-tube researchers have found that flow does not choke in the classical 
sense, and that reduction in exit pressure will always increase refrigerant flow rate to some extent. 
There is some experimental evidence that this is also the case for capillary tubes. If the same is true 
for capillary tubes, new methods for handling exit conditions may need to be considered. 
Determining surface roughness and its effect on frictional pressure drop has been an issue of 
constant debate in the literature. Several approaches to modeling friction factors, especially for 
refrigerants under two-phase conditions, have been analyzed and employed with varying success. 
Some authors have resolved to use empirical correlations based on their own data. However, the 
validity of these models is then limited to their own experimental apparatus and cannot be used in 
more general models. The issue of manufacturing variability has also been discussed in relation to 
the possibility that no general model can be expected to be accurate in all cases. 
Research has shown that in tubes having diameters on the order of I-mm, two-phase flow 
regimes and flow regime transitions are dramatically different from those in larger tubes and pipes. 
Surface tension effects become important for small (I-rom) tubes, causing the transition to annular 
flow to occur "earlier" in the two-phase flow region. 
Despite the fact that a capillary-tube/suction-line heat exchange geometry is used in most 
household refrigerators, most public domain research has been done with adiabatic capillary tubes. 
Numerous questions still remain concerning the effect that heat exchange with the suction line has 
on the flow in the capillary tube. What effect does heat loss from the capillary tube have on the 
metastable region? Is it possible for the heat loss to be great enough to condense the refrigerant 
after it has flashed? What effect does the location of the heat exchange have on the flow and 
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ultimately system performance? What effect does oil have on the heat exchange? Some of these 
questions have been addressed in the literature, but the issues are still not well understood. 
The role of the expansion device in the refrigeration cycle is an important one. The ability to 
~'f'. 
model refrigerant flow through a capillary tube is a key to refrigeration system simulation, design, 
and energy analysis. Many factors need to be considered in formulating a model of the capillary­
tube/suction-line heat exchanger. Primarily, these include: the transition of the refrigerant flow 
from single-phase to two-phase, the two-phase flow regimes that are present and the transitions 
from one to another, capillary-tube exit conditions, tube roughness and its effect on frictional 
pressure drop, and the effect heat loss to the suction line can have on the flow. A thorough review 
of the available literature will provided insight to the techniques available for describing these 
factors and the most promising approaches for success. 
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3. LITERATURE REVIEW 
The purpose of this study is to create a mathematical model of refrigerant flow in capillary 
~..-. 
tubes that is based solely on fluid properties and general correlations that are not fluid dependent. 
In this light, a review of the available literature was made in order to identify the issues to be 
considered in modeling refrigerant flow in small bore tubes and to learn the previously tried 
approaches to handling these issues. The successful approaches, once identified, will be used as 
the point of departure for the development of a new model. 
The following review is presented in terms of the major issues discussed in the preceding 
section. It is not intended to be an exhaustive listing of all published work in this area. Instead, it 
represents what the author has found to be the more significant contributions to the technology of 
capillary-tube modeling. 
3.1 Sizing Tools 
Until 1949, capillary-tube literature consisted almost exclusively of capillary-tube flow 
analyses and general design criteria. This group of literature brought attention to the fundamentals 
of refrigerant flow in capillary tubes and to the considerations that should be taken when capillary 
tubes were employed in a refrigeration system. Discussions were made concerning the approach to 
sizing capillary tubes, yet a true technique for selecting a capillary tube, given a specific operating 
condition, was not available. Marcy (1949) presents a method of calculating the length of capillary 
tubing required for a given pressure drop. He also shows how to calculate the mass flow rate that 
would flow through a capillary tube of specified dimensions. 
In deriving his selection method, Marcy first assumed that the flow was adiabatic. The 
immediate practicality of the method was questioned since it could not be used for capiUary­
tube/suction-line heat exchangers. However, it served to lay the ground work for future models. 
The principle of the model is to integrate the Fanning Equation for fluid friction 
dP 4fpV2 (3.1)dx = 2gD . 
If the refrigerant entering the capillary tube is subcooled liquid, the length of tube in which the 
refrigerant remains liquid can be calculated directly as follows. Given the temperature of the fluid, 
the pressure at which the refrigerant will flash is taken to be the saturation pressure at the given 
temperature. The temperature for the subcooled liquid section is approximately constant since flow 
is assumed adiabatic. The pressure drop for the liquid region is simply the difference between the 
given inlet pressure and the saturation pressure at the given temperature. 
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The calculation of the length of the two-phase region is in principle the same as that for the 
subcooled length. Marcy arranged the Fanning Equation to the form 
~.-. 
dx = -dPK.e. (3.2)f 
where K = 72gD/G2, and G = v p. The integration is carried out over the pressure difference from 
saturation pressure at the known temperature to the given outlet pressure. N<?te that there is no 
allowance for a choked-flow exit condition. Marcy integrated the equation graphically to determine 
the length of the two-phase region. The total length is simply the sum of the liquid length and the 
two-phase length. 
Marcy (1949) shows that mass flow rate for a given tube geometry can be calculated in a 
similar manner. Slightly different methods were derived for laminar and turbulent flows. For 
laminar flow, the friction factor was related to the Reynolds Number in the standard way: 
- .!§. - 16Jlf (3.3)
-Re-OO' 
The resulting form of the Fanning Equation was 
dP (3.4)dx 
For turbulent flow, the friction factor was related to Reynolds Number by McAdams' (1933) 
approximation, 
0.094 (3.5)f = ReO.26· 
The Fanning Equation was then rearranged as 
G1.74 765.9 gD1.26 (3.6)= N 
The flow regime must initially be assumed to solve the equations and checked after the flow rate 
has been determined. 
Aside from the adiabatic assumption, the largest drawback in this method is the calculation of 
density. Marcy demonstrates two methods. In the simpler of the two methods flow was assumed 
to be strictly isenthalpic, and enthalpy of the two-phase mixture was assumed to be the quality 
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weighted average of the saturated liquid and vapor enthalpies. The second method accounted for 
change in the kinetic energy through the Bernoulli Equation. While they represent a good fIrst 
approximation, these simple models of the two-phase region are not adequate for accurate 
,. 
prediction of the flow characteristics. 
As mentioned in the historical background section of this report, Hopkins (1950) presents a 
model that, along with the work of Whitesel (1957a and b), is the basis for the ASHRAE method 
of sizing capillary tubes. Hopkins approached his work with the objectives not only to provide an 
simple method for selecting an optimum capillary-tube size for any given condition, but also to 
easily redesign a capillary tube if operating conditions change. He also desired his model to 
provide a better understanding of flow characteristics in a capillary tube and ultimately be a stand 
alone tool or part of another tool to analyze system performance under a range of conditions. 
Hopkins provides two methods of rating capillary tubes: Series I and Series II ratings. The 
two ratings methods are sets of curves that allow the design engineer to select tube lengths from 
graphs given system operating conditions. The curves are set up for a base case, and show 
correction factors for deviations from that case. Heat exchange with the suction line is not 
considered. 
Series I is the more accurate of the two methods and requires more calculations. Series II is a 
simplifIcation of Series I, and is inherently less accurate due to the simplifIcations made in creating 
it. Series I is comprised of two separate sets of charts for R-12 and for R-22. The length of the 
liquid region is calculated separately from the length of the two-phase region. Series I shows the 
temperature profIle along the capillary tube. 
The Series II rating combines the results for R-12 and R-22 into one set of charts, and only 
one calculation is required to determine overall length. Series II does not allow for ratings at 
various evaporator temperatures, rather it assumes the evaporator temperature is 40 OF. One 
advantage to the Series II rating is that it does show the reduction in flow rate for saturated inlet 
conditions. 
Selecting points from the fIgures is a relatively simple procedure, and is therefore easier to 
use than Marcy's (1949) method. More information is presented to the user, and determining the 
effect of changing system conditions on capillary-tube size is a simple matter. However, the charts 
provided are for R-12 and R-22 only. Charts for other refrigerants will be needed if a similar 
method is desired in the future. As with Marcy's method, total integration into a system simulation 
and analysis program is not possible. 
Whitesel (1957a and b) followed the work of Hopkins with a more theoretically based 
method of capillary-tube selection. Whitesel's approach assumed adiabatic flow and saturated inlet 
conditions. He integrated the energy conservation equation to fInd mass flow rate directly. 
Correlations were made for refrigerant density and latent heat in terms of pressure. A correlation 
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for the friction factor was also determined from experimental data. This equation for the friction 
factor was used for both R-12 and R-22. Quantities left for the user to fmd are inlet pressure and 
quality, outlet pressure, and capillary-tube length and diameter. The resulting equation takes the 
~. 
form 
• 
P~l { l-exp[a(P2IP)2 - 1]} 
(3.7)M = A 
An allowance is made for the case of an unchoked flow. The equation for mass flow rate 
was differentiated with respect to outlet pressure, assuming all other terms constant. The critical 
pressure, at which flow is choked, occurs when flow rate is maximum at the outlet. Maximum 
flow rate can be found by setting the derivative of the above equation for mass flow rate with 
respect to pressure equal to zero. Using this relation, the user can determine if his particular 
condition is choked, and adjust his solution method accordingly. If the flow is choked, critical 
pressure is used as outlet pressure. If flow is not choked, the given outlet pressure is used. 
Whitesel reports very good agreement between his model and data. The average error 
between his model and R-12 data was 5%, and between his model and R-22 was 3%. The method 
presented is very straight forward to use. Figures are tabulated for the correlations to make 
determination of those values easier. The model for choked flow conditions appears to be the first 
one documented in the capillary-tube literature. However, the adiabatic flow assumption severely 
limits the practical use of the model. It is also limited to R-12 and R-22, not only because of 
thermodynamic property correlations, but also because of friction factor correlations. 
The sizing charts presented in the ASHRAE Handbook of Fundamentals are an extension of 
Hopkins' (1950) ratings modified by the results of Whitesel (1957a and b). Flow rate can be 
determined based on operating conditions and capillary-tube geometry. Capillary-tube geometry 
can be determined from flow rate and operating conditions. Charts for a "base" geometry is 
provided, and correction charts can be used for diameters and lengths different from the base 
values. A chart is presented for determination of critical pressure, based on the work of Whitesel 
(l957a and b). A method to account for the effect of a suction-line heat exchanger on liquid 
subcooling is also discussed. Once again, a chart is presented from which the user can read the 
amount of subcooling for a given set of conditions. This required set of conditions includes the 
temperature difference between capillary-tube inlet temperature and evaporator outlet temperature, 
the suction-line internal diameter, the length of heat exchange, the refrigerant type, and mass flow 
rate. This procedure is stated to be most valid when the refrigerant flashes after the entrance of the 
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heat exchange section. Calculation of the length of the liquid section can also be made. Pressure 
drop data for R-12 and R-22 data were compiled and plotted as pressure drop per foot versus 
refrigerant mass flow rate for various capillary-tube inside diameters. If the refrigerant flashes at 
saturation pressure and the refrigerant temperature is known, the liquid length can be calculated. 
Since the ASHRAE figures are based on the methods of Hopkins and Whitesel, one may 
consider the accuracy of the ASHRAE method to be approximately that of the Hopkins-Whitesel 
method. Statements in the text accompanying the figures in the ASHRAE Handbook mention that 
the curves are presented in a simple and versatile format at the expense of some accuracy. Figure 
3.1 is a comparison of experimental data from Scott (1976) and ASHRAE mass flow rate 
predictions. Figure 3.2 is a comparison of data from Kuehl (1987) and ASHRAE mass flow rate 
predictions. In both cases the ASHRAE charts underpredict the observed mass flow rates. 
Based upon comparisons between his data and the ASHRAE prediction, Scott (1976) 
concluded that the ASHRAE charts were more accurate for saturated inlet conditions than for 
subcooled inlet conditions. This conclusion is not surprising considering that Whitesel's data and 
model were used in the development of the ASHRAE charts. Figure 3.3a and b are plots of 
Scott's data versus ASHRAE predictions for sub cooled and saturated inlet conditions, 
respectively. Comparison of these two figures with Figure 3.1 shows that over the entire range of 
the Scott (1976) data, the ASHRAE charts are equally accurate for subcooled and saturated inlet 
conditions. The ASHRAE charts appear more accurate at the lower mass flow rates than higher 
mass flow rates, where typical home refrigerator systems operate. Figures 3.4a and b show plots 
of the Scott (1976) data for mass flow rate under 30 lbmlhr against the ASHRAE predictions. The 
ASHRAE charts consistently underpredict the mass flow rates for the subcooled inlet conditions by 
up to 50%. The ASHRAE charts equally underpredict and overpredict the flow rates for the 
saturated inlet conditions. The majority of these predictions lie within ± 20%. The substantial 
error in predictions of the ASHRAE method indicates the need for significant improvement in 
capillary-tube modeling techniques. 
The comparison between the Scott (1976) data and the ASHRAE mass flow rate predictions 
are instructive, but still do not include heat exchange with a suction line. In order to completely 
validate (or invalidate) a capillary-tube model, the model must be compared with data from a 
capillary-tube/suction-line heat exchanger. Figure 3.5 shows a comparison of data from Reeves 
(1992) and the ASHRAE mass flow rate predictions. The Reeves data were taken from a home 
refrigerator; only inlet and outlet conditions were recorded. Without temperature or pressure 
measurements along the capillary tube, it is not possible to determine where the flash point was 
located. Figure 3.5 shows that when the capillary tube is soldered to a suction line, the ASHRAE 
charts are more accurate for subcooled inlet conditions than for saturated inlet conditions. This is 
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consistent with the ASHRAE method for accounting for heat exchange, which is reportedly 
derived for heat exchange only with liquid in the capillary tube. Although the ASHRAE method 
for predicting mass flow rate is more accurate for typical refrigerator operating conditions, it is 
,.... : 
clear that the method for accounting for heat exchange with a suction line is at best a rough ftrst 
approximation. 
As with the Hopkins and Whitesel models, if a refrigerant other than R-12 or R-22 is used, 
the ASHRAE model is not applicable. Also, the assumption that the refrigerant begins to flash at 
the equilibrium saturation condition is today taken to be false. These shortcomings in the 
ASHRAE method for sizing capillary tubes generate the current objectives to more accurately 
predict refrigerant flow for a given operating condition and to be able to do so for any refrigerant 
Erth (1970) incorporated the work of Hopkins (1950) and Whitesel (1957a and b) into a 
computer code for further analysis. Erth also integrated refrigerant property relations he acquired 
from refrigerant manufacturers into the computer code. Properties could then be determined 
directly, so that approximations were no longer necessary. The results Erth obtained from using 
Hopkins approach differed from Hopkins' published results by up to 7%. Erth attributed the 
discrepancy between his results and those ofHopkins to the different refrigerant property values. 
This discrepancy raises two interesting points. First, present day methods of calculating 
fluid properties can vary by several percent or more. This introduces error above and beyond 
simplifying assumptions and other inexact empirical correlations. For the best accuracy in 
capillary-tube modeling, one should employ the means of determining refrigerant properties that 
returns values closest to values observed experimentally. The second, and somewhat more subtle 
point, is that correlations are made with the fluid properties available at the time they are developed. 
Use of a correlation with properties or property routines other than those used in developing the 
correlation introduces error. Similarly, comparing various correlations using the same property 
routines results in erroneous comparisons. A proper comparison would use the property routine 
for each correlation that was used in the development that correlation. This is not typically done 
because current property routines are considered "improved" or "better." Clearly, empirical 
correlations and refrigerant property calculations cannot be treated independently. 
After evaluating the work of Hopkins and Whitesel, Erth modifted the approach of Whitesel 
to create two computer codes, one for sizing capillary tubes for given operating conditions, and the 
other for simulating the performance of a particular capillary-tube design in order to determine 
mass flow rate. The modiftcations to Whitesel's approach included using a Fanno flow approach 
to model the two-phase region and determine the critical flow rate. Erth also constructed a new 
correlation for the two-phase friction factor based on all data available at the time. 
The solution technique employed was essentially an integration of the Fanno flow equation 
evaluated at the inlet and outlet pressures. Erth reported that 70% of the sizing program results 
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were within 20% of the experimental data and 85% of the simulation program results were within 
20% of the experimental data. Quantitatively, these results do not represent a significant 
improvement to the Whitesel model. However, the computerization of a capillary-tube model will 
,. 
lead to more powerful and more time efficient sizing and simulation tools. 
Goldstein (1980) presents a model that initially appears similar to that of Erth's (1970). 
Given inlet and outlet pressures, inlet temperature, and tube geometry, the model solves for mass 
flow rate. There is no restriction for adiabatic conditions; however, there is also no provision for 
suction-line heat exchanger geometry. Therefore, the effect a heat exchanger has on the refrigerant 
enthalpy in the capillary tube must be known, i. e., dhldx, and is in fact a required input. The 
model is designed to handle either liquid or two-phase refrigerant at the inlet, although no mention 
is made of the phase transition criteria. 
The model considers the tube in many small sections and calculates pressure drop across each 
section. Convergence criteria are evaluated at each section. Mass flow rate is adjusted if the 
section outlet pressure is less than the tube outlet pressure, if the refrigerant velocity is greater than 
sonic velocity at section conditions, or if the predicted exit pressure is higher than the capillary-tube 
outlet pressure. 
No results are presented by Goldstein, therefore the accuracy of this model remains 
unknown. Goldstein's model is apparently the first full model presented in the published 
literature, and is the pattern for many models presented since. 
Pate (1982) notes the lack of work done on capillary-tube/suction-line heat exchangers and 
presented a model to account for heat exchange with the suction line. His model followed the form 
of Goldstein. Mass flow rate can be determined through an iterative procedure; however, Pate 
presented results of the model only in terms of predicting capillary-tube length for given operating 
conditions and tube diameter. In this way, the accuracy of the model can be demonstrated. Like 
Goldstein, Pate also divided his tube into small sections and solved conservation equations written 
in fmite difference form. The model was written in two regions: a liquid region and two-phase 
region. The sections in the liquid region were given defmed lengths, and pressure drop and 
temperatures were determined at the exit of each section. In the two-phase region, a defmed 
pressure drop was set, from which the length of section giving that pressure drop, as well as 
temperatures and quality were determined at the exit of each section. The length of capillary tube 
was determined when the exit pressure equaled the given evaporator pressure, or when the 
refrigerant velocity has reached sonic velocity. 
The model, however, failed to converge consistently. In order to correct this, Pate noted that 
quality varied in an approximately linear fashion with tube position for much of the two-phase 
length. He therefore assumed quality varied linearly throughout the entire two-phase region. He 
again calculated length, temperatures and quality at the exit of each section for a short distance into 
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the two-phase region. The linear relation for quality was determined during the short distance 
quality was one of the unknowns. Since quality was then known as a function of tube position, 
the heat transfer coefficient need not be computed. 
Agreement between Pate's model and his experimental data is fairly good. However, only 
twelve separate data points are discernible in his Ph.D. thesis, all of which were taken using R-12. 
In addition to his linear quality model, he used a correlation for the friction factor established from 
his data. Thus, his model is strictly valid only for his experimental apparatus. 
Li et al. (1990) presents a numerical model based on the drift flux model of two-phase flow. 
Details of the conservation and constitutive relations are given but details of how they fit into the 
global model are not presented. Mass transfer between phases is accounted for through the latent 
heat of vaporization and temperature difference between phases. A friction factor correlation from 
Churchill, utilizing a two-phase multiplier, was used. The point of vaporization is determined by a 
correlation for underpressure based on earlier work by Chen et al. (1990). Two flow regimes are 
considered to exist in the two-phase region: bubble flow and mist annular flow. Transition 
between the two is assumed to occur at a void fraction of 0.3. No mention was made of exit 
pressure conditions. Only adiabatic flow conditions were addressed. 
Agreement with experimental data is stated to be good. However, only five examples are 
provided in the paper, so judgment should be reserved. The most noteworthy aspect of the 
modeled temperature and pressure profiles is the prediction of the metastable region. The model 
underpredicts temperature in the two-phase region, but a reasonable result is determined for the 
transition from the liquid to two-phase region. This represents a positive step forward in the effort 
to understand the fundamentals of the flow in this region. 
Although ratings curves are able to visually present a large amount of data compactly, 
mathematical models solved on computers offer tremendous power and versatility. Accuracy of 
these is dependent on the fluid properties used in their development. Moreover, use of property 
routines different from those used in the development of the graphical tools introduces additional 
errors. Recent research has shown separate treatment of the liquid and vapor phases may be the 
key to accurate modeling of refrigerant flow in capillary tubes. This type of analysis certainly 
requires computer-based numerical modeling. It also lends itself to integration into larger system 
models. 
3.2 Friction Factors and Tube Roughness 
The determination of tube roughness and its effect on frictional pressure loss has been a focal 
point of discussion in refrigeration literature since capillary tubes were first introduced as a type of 
expansion device. Seemingly every author of a paper concerning capillary tubes has in one way or 
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another referenced this topic. This is not all that unusual considering that shear stress is often the 
major contributor to pressure loss pipe flow. Despite the fact that frictional pressure drop has 
received much attention, the exact nature of shear between phases, as well as with a pipe wall, in a 
~'t-•. 
multi-phase flow is still not adequately defined. Manufacturing variability in production of 
capillary tubing has also been discussed with regular frequency in the literature. It is often blamed 
for the inability of researches to fmd a universal model of refrigerant flow in capillary tubes. This 
section outlines the major fmdings and summaries regarding treatment of this phenomena of 
capillary-tube flow. 
Marcy (1949) assumed that drawn tubes were produced so that tube walls could be 
considered smooth. Thus, he did not account for tube roughness in his relation between friction 
factor and Reynolds Number. Tube roughness has since been shown to have a significant effect 
on flow characteristics. 
Hopkins (1950) initially used the friction factor relation from McAdams (1933), 
0.094 
.26 (3.8)f = ReO ' 
for 5000 < Re < 200,000, in his analysis. However, Hopkins found that by using this friction 
factor, his model predicted capillary-tube lengths an average of 13% greater than the observed 
lengths. He then arbitrarily set his friction factor to 13% higher than that calculated by McAdams' 
method. The only other discussion Hopkins makes regarding friction factor was to acknowledge 
that this remained a point of question, and to graphically show his friction factor as a function of 
Reynolds number relative to those of Bolstad (1948) and Pigott (1932). Hopkins mentions that the 
manufacturing tolerance of ±O.OOI in. for internal diameter could account for some of the 
variability in his results. He does not, however, attempt to quantify the variation. 
Mikol (1963) notes that previous researchers, including Marcy (1949), Bolstad and Jordan 
(1948 and 1949), Hopkins (1950), Cooper, et al (1957), and Whitesel (1957), each used different 
friction factor correlations. Mikol attempted to resolve the apparent confusion by performing a 
detailed experimental pressure drop analysis. The object of this analysis was to predict pressure 
drop within an error of ±1.5%. The limit of ±1.5% was placed after an error analysis was 
performed on the calculation of the friction factor. Mikol found that the largest contributors to 
error were tube inside diameter measurement and mass flow rate measurement. A 1 % error in 
either measurement results in a 5% and 2% error in friction factor calculation, respectively. From 
his error analysis, Mikol determined he could make all measurements so that the maximum 
predictable error in friction factor would be ±1.5%. 
Mikol determined inside tube diameter by weighing the tube dry, then filling it with water and 
weighing it full. This was done four times. The result for a nominal 0.055 in. diameter tube was 
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5.5509 X 10-2 in. with an rms error of 6.0 x 10-5 in. Tube roughness was determined 
independently by a diamond stylus type profilometer and a stereoscopic microscope. The resulting 
measurements showed tube roughness to be 2.1 x 10-5 in., giving a relative roughness e/O of 
....... 

3.8 x 10-4• 
Water was used as the test fluid during the flow experiments. The results are shown in 
Figure 3.6. The results show good agreement with the standard Moody correlation. Mikol 
concluded from his results that fluid flow in capillary tubes may be analyzed in the same manner as 
any other pipe flow, and the same methods for analysis apply. Note though that the Nikuradse 
correlation for smooth tubes is relatively close to Moody's formula for the measured tube 
roughness. Also note that the data tend to fall between the two correlations. The curve defined by 
Bolstad and Jordan (1949) for a nominal 0.055 in. diameter tube is shown on the same plot. The 
trend for this curve is consistent with the Moody correlation, but is consistently high. Mikol 
conjectures that the Bolstad data are high because they used the nominal diameter in their 
calculations and not the actual diameter, and because they had systematic errors in their 
measurements. 
Scott (1976) compares several two-phase friction factor correlations to experimental data 
from one of Mikol's test runs. He plotted the results as shown in Figure 3.7. There is 
considerable discrepancy between the correlations. It is interesting that the McAdams' approach, 
which is a general correlation, appears the most successful. This may not be surprising if one 
concurs with Miko1's conclusion that refrigerant flow in capillary tubes can be treated as any other 
pipe flow. Scott also recounts the roughness heights determined by several investigators. Mikol 
experimentally determined the roughness for his tubing to be 2.1 x 10-5 in. Erth used the slope of 
the liquid region pressure profiles of data from Bolstad (1948) and Battelle (1960) to determine 
roughness heights of 1.43 x 10-5 in. and 2.0 x 10-5 in., respectively. The roughness for drawn 
tubing is typically considered to be 6.0 X 10-5 in., much higher than the typical values for capillary 
tubing. For his analysis, Scott used essentially an average value of 1.8 x 10-5 in. 
Sweedyk (1981) sought to limit the effect of manufacturing variability by lobbying for a 
revision in the standard for capillary-tube production. He suggests that a standard for internal 
surface roughness be added to the existing manufacturing standard. To quantify the variability in 
roughness between different tubes, Sweedyk measured the roughnesses of a cross section of tube 
makes and sizes using a profilometer (Sweedyk did not specify what type of profilometer he used). 
The results are presented in Table 3.1, from Sweedyk. The variability is surprisingly large. 
However, the tubes tested were obtained from different manufacturers and from different 
processes. It is already known that different manufacturing processes will produce different 
surface finishes. Without more information relating tube roughness to manufacturer and 
manufacturing process, no conclusive remarks about roughness variability may be made. 
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Table 3.1 Measured capillary-tube roughnesses, adapted from Sweedyk (1981). 
ID 
.66mm (.026") 
.79mm (.031 ") 
.99mm (.039") 
1.07 mm (.042") 
1.17 mm (.046") 
1.24mm (.049") 
1.37 mm (.054") 
1.50mm (.059") 
1.63 mm (.064") 
1.78 mm (.070") 
1.91 mm (.075") 
2.03mm (.080") 
2.16mm (.085") 
2.29mm (.090") 
2.79mm (.110") 
ROUGHNESS (11m) 
11 
6 - 8 - 8 - 73 - 6 - 43 
7.5 
4.5 - 6 - 4 - 11 - 16 
9.5 - 10 
6 - 8 -7.5 
13 - 5 - 12 - 5.5 - 7 
10.5 - 9 - 7 
3.4 - 5 - 10 - 36 - 32 - 4.5 
6.5 
9 
6-9 
7 
5 
7 
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To further his argument for standardization of surface roughness characteristics, Sweedyk 
relates the results from tests performed on an air conditioning system with two different capillary 
tubes. Both tubes reportedly met a specified air flow test requirement, but resulted in very 
different system performances. One tube gave balanced operation with a refrigerant charge of 
17.3 oz of R-22. The other tube gave balanced operation at a charge of only 14.0 oz. Upon 
examination of the roughnesses of the tubes, it was found that the frrst tube had a roughness of 
1.8xl0-5 in. and the second tube had a roughness of 6.0 x 10-6 in., one-third of the fIrst. No 
further details of the experiment were given. Nitrogen flow tests are expected to be sensitive to 
internal surface roughness, and it is unusual that two tubes passing the same nitrogen flow tests 
would exhibit vastly different performance characteristics. Certainly, tubes having different 
surface roughnesses will have different performance characteristics. However, this one account 
does not provide enough evidence on which to base a conclusion concerning the relation between 
nitrogen flow test results and refrigerant flow results. 
Pate (1982) acknowledges the fact that several different sources reported a variety of different 
tube roughnesses. In particular, he mentions that for drawn copper tubing, Moody (1944) found 
roughness to be 5.0 x 10-6 ft (6.0 x 10-5 in.) and Miller (1978) found roughness to be 
8.2 x 10-6 ft (9.84 x 10-5 in.). With this in mind, Pate determined the friction factor for his 
tubing experimentally, bypassing the need for determining surface roughness. Upon comparison 
of his friction factor with the Moody diagram, he found the roughness to be 3.85 x 10-5 ft 
(4.62 X 10-4 in.), an order of magnitude higher than any other reported roughnesses. 
It is clear that there is a variability associated with the treatment of frictional pressure loss, 
and that there is very little agreement in the literature on this topic. It is also clear that friction factor 
correlations are valid only for the tube from which they were determined. Conversely, it may be 
argued that the Moody friction factor or similar approaches will be successful given an accurate 
surface roughness of the tube. There will be differences between different manufacturing 
processes. Nevertheless, one may speculate with some confidence that tubing from the same batch 
will have surface finishes similar enough so that the Moody chart will provide adequate results. 
3.3 Flow Regime Analysis 
3.3.1 Visualization Studies 
Researchers have spent much effort determining the different flow regimes that occur in two­
phase flow. The relative mass fluxes of the liquid and vapor phases are generally regarded as the 
most important factors in determining the flow regime for a given set of flow conditions. 
However, tube orientation has also been shown to have a signifIcant effect on flow patterns for 
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most tube diameters; two-phase flows in vertical tubes tend to be annular over a much larger range 
of operating conditions than flows in horizontal tubes. Tube diameter has been shown to have 
relatively small impact on flow regime, although very little work has been done with tube diameters 
,. 
on the order of capillary-tube sizes. 
Different flow regimes can be characterized by different physical phenomena. For example, 
heat transfer to an annular flow, in which a thin liquid fIlm contacts the entire tube wall, behaves 
much differently than stratified flow, in which the liquid lies in the bottom half of the tube and 
vapor is in the upper half of the tube. As another example, the drag forces on vapor bubbles 
suspended in a liquid continuum are significantly different from those on slug-flow bubbles 
sandwiched between liquid slugs. A major key to correctly modeling any two-phase flow is in 
knowing the flow regimes that are present. To better understand the flow regimes present in 
capillary-tube flow, visualization studies have been performed. 
Cooper, et al. (1957) sought more insight into the question of metastability in the 
development of their selection criteria. Their observations and conclusions concerning the 
metastable region will be discussed in a later section. Secondary to their main objective was the 
observation and analysis of the two-phase flow regimes, and their discussion was correspondingly 
brief. To the naked eye, the flow was reported to appear fog-like; the presence of bubbles or slugs 
of liquid and vapor were not observed. A photograph of the flow is presented, but no details of 
how it was obtained were given. 
Mikol (1963) conducted performance tests in a 0.049 in. internal diameter glass tube with 
R-12. During his tests, Mikol observed that under different operating conditions the flow could be 
either steady or pulsating. No attempt at explaining the existence of the two modes is made. 
Photographs of each mode are presented. The pulsating mode was characterized by larger 
bubbles, visible to the naked eye. Downstream of the vaporization point, additional vapor bubbles 
appeared to be forming in the bulk: fluid. Liquid was present on the tube wall along the entire 
length of the tube. The stable mode appeared fog-like, in agreement with Cooper, et al. (1957). 
However, high speed photographs were taken to "stop" the flow. These revealed the flow was 
comprised of very small bubbles. The bubbles appeared to form on the tube wall and move to the 
center of the tube. Again, liquid was present on the tube wall along the entire tube length. As the 
flow progressed down the tube, the size of the center vapor region became larger. Toward the end 
of the tube, virtually the entire diameter was comprised of the vapor region. A fme spray was 
observed exiting the tube. 
Koizumi and Yokoyama (1980) performed a visualization study using a I-mm (0.03937-in.) 
internal diameter glass tube. Their observations agree with those of Mikol. They observed one 
initial vaporization point at the wall. Downstream of this point the bubbles moved toward the 
center of the tube. Vaporization continued "in all parts of the liquid." Bubbles coalesced as the 
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fluid moved farther downstream. Toward the exit, bubbles began to break up, giving the flow an 
almost homogeneous appearance. 
3.3.2 Flow Regime Maps 
Flow regime maps have long been a method of quantifying the operating conditions that 
result in the various flow regimes. As with any other empirical correlation, the flow regime maps 
are strictly valid only for the conditions under which they have been developed. A few maps have 
been used more widely with some success. In particular, the Baker map (1953) for horizontal 
flow and the Hewitt and Roberts map (1969) for vertical flow are generally considered the best 
maps for broad application. These maps are shown in Figures 3.8 and 3.9. 
The Baker map shows boundaries of the various flow regimes as functions of the mass flux 
of the vapor G in units of Ibrn/hr-ft2, and the ratio of the mass flux of liquid to that of vapor UG. 
The data used in creating this map was a compilation of data from several investigators, most of 
whom used water and air in their experiments. So that the map could be used for other fluids as 
well, Baker modified the mass flow parameters using the Holmes correlation from Perry's 
Chemical Engineers Handbook for the flooding point in wetted-wall distillation columns. The 
vapor mass flow rate is divided by A, where 
[r~) ( PI )~O.5 (3.9)A = \0.075 62.3 U 
The ratio of liquid to vapor mass flow rate was modified by the fraction A'I', where 
(3.10) 
v is the surface tension, and J.1 is the viscosity. Thus, given the flow conditions, one can 
presumably determine the flow regime. Baker cautions that although the regime boundaries are 
separated by lines, the actual transitions occur over a range of conditions. 
Hewitt and Roberts developed their map from experimental data taken specifically for the 
purpose of defining flow regimes. Their data were taken using air-water mixtures in a 1-1/4 in. 
diameter tube at pressures of 6 to 65 psig. Emphasis was placed on x-ray photographic techniques 
for capturing flow patterns under high liquid flow rate conditions. Under these conditions, 
ordinary photographic methods are inadequate. In order to compare their data with other data in 
the literature, Hewitt and Roberts sought common scaling parameters for the liquid and gas phase 
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data. Hewitt and Roberts discuss the correlating parameters of Baker (1953) and Wallis (1962), 
and note that each included superficial momentum fluxes pgvi and PIVI2• Hewitt and Roberts 
chose these fluxes as the axes for their flow map. Quantitative agreement was found with other 
~" 
steam-water data, however, Hewitt and Roberts caution that their map was only valid for the 
limited range of their data, and that fluid properties need to be included in the scaling parameters 
before their map could be used for other fluids. 
Pate (1982) plotted representative mass fluxes from his data on the Hewitt and Roberts map, 
on the Baker map, and on a modified Baker map presented by Choe, et al. (1976), which simply 
shows whether a flow is homogeneous or not. These are shown in Figure 3. lOa, b, and c. Choe, 
however, stated that his map should not be used for tubes with diameters less than 1 in. In making 
these presentations, Pate states that his intentions are to provide more evidence supporting his 
assumption that capillary-tube flow can be treated as homogeneous. The plots were not intended to 
be hard and fast proof of his assumption. He acknowledges that flow regime maps represent 
subjective observation of one, or a few, researchers, and that lines separating flow regimes should 
more correctly be considered as transition regions. 
Nonetheless, these figures show some agreement with the observations from previous 
visualization studies. The flows tend to be bubbly in nature and are defInitely not stratified. On 
intuitive grounds, one may have already reached this conclusion considering the high mass fluxes 
found in typical refrigerator operating conditions. The maps do then provide a qualitative argument 
for the assumption that the flow is bubbly in nature. From Figure 3.1Oc, one could conclude that 
the flow can be treated as homogeneous. However, since the data fall nearly on the line separating 
the homogeneous and non-homogeneous regions, assuming the flow to be homogeneous should 
be done with caution. 
Graska (1986) studied the effect of tube diameter and surface tension on two-phase flow. 
Graska performed experimental studies using air and water and air and acetic acid in glass tubes 
having internal diameters ranging from 5 mm to 16.5 mm. He then developed flow regime maps 
from his data and compared them to each other as well as with other maps published in the 
literature. 
In order to demonstrate the effect of surface tension on flow regime, Graska compared his 
flow regime map for a 5-mm tube and air-acetic acid to a map developed by Damianides (1984) for 
a 5-mm tube with air-water. Graska's plot is shown in Figure 3.11, where the axes are the 
superficial liquid and gas velocities. The trend in this figure is that for air-acetic acid, higher gas 
superficial velocities are required to create the same flow regime. Note that there is no stratified 
flow regime documented for the air-acetic acid map. Graska notes that the range of liquid 
velocities attainable was limited by his equipment, and it is not accurate to conclude that a stratified 
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flow regime will not occur in the 5-mm diameter tube. Water, which has a surface tension 
approximately 2.5 times that of acetic acid, tends to wet the tube wall even at relatively low 
superficial velocities. The transitions to psuedoslug and annular flow correspondingly occur at 
;1. 
lower superficial gas velocities. 
The effect of tube diameter on flow regime is demonstrated in Figure 3.12. This plot shows 
a comparison between flow regimes in a 5-mm and 16.5-mm internal diameter tube with air-acetic 
acid. Again, we see that a stratified flow regime is not documented in the 5-mm diameter tube. 
Based on the lack of a stratified flow regime, one might suspect that an annular flow regime might 
be present at lower gas velocities. However, this is not the case in Figure 3.12; the annular flow 
regime occurs at higher gas superficial velocities in the 5-mm tube than the 16.5-mm tube. This 
may be attributed, at least in part, to the fact that a smaller diameter tube is easier to plug, and thus 
plug flow will persist longer in the smaller diameter tube than in the larger diameter tube. 
Graska compared his flow map for the 5-mm tube with air-acetic acid to the Baker flow map. 
This comparison is shown in Figure 3.13. The Baker map distinguishes more flow regimes than 
does that of Graska. Baker identified stratified, wavy, dispersed, and bubble flow regimes that 
Graska has not. Graska may have identified these regimes had he extended his operating 
conditions. Also, Graska divided Baker's annular flow regime into annular and psuedoslug flow 
regimes. While there is a qualitative agreement between maps, there is still significant 
disagreement. Recall that the data Baker used in development of his map were taken using air and 
water in pipes with diameters from 1 to 4 in. Application of Baker's map to fluids other than air 
and water and tube diameters less than 1 in. should be done so with caution. 
Flow regime maps offer a convenient way to determine what flow regime may be present in a 
two-phase flow. However, application of a map is, as with anything with experimentally based 
origins, limited to the operating conditions under which it was developed. Most flow regime maps 
have been developed for fluids and tube diameters other than those found in capillary-tube flow. 
Indications from the limited studies on small bore tubes are that surface tension effects become 
important for tube diameters found in capillary tubes. Qualitative information can be obtained from 
flow regime maps, however. Refrigerant flow in capillary tubes under typical household 
refrigerator conditions has been shown not to be stratified. A more detailed determination of flow 
regime using a flow regime map is probably ill-advised. 
3.4 Flash Point Location and Metastability 
As mentioned earlier, visualization studies were performed to determine the location of the 
flash point of the refrigerant as well as to determine the flow regimes present. These studies 
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sought to ascertain whether the so-called metastable region actually exists. Unfortunately, 
however, capillary tube visualization studies used glass tubing, leaving the conclusions open to the 
argument that the glass tubes do not accurately represent what happens in a copper capillary tube. 
Nonetheless, these visualization studies have added much to our understanding of the behavior of 
refrigerant flow in capillary tubes. 
Cooper et al. (1957) observed that the length of the liquid region was longer than that 
predicted by equilibrium saturation calculations, confIrming the existence of the metastable 
phenomena. However, no attempt to explain this occurrence is made. Curiously, the vaporization 
point in the test sections oscillated within a section of tube a few inches long. Cooper et al. sought 
to explain this by noting the lack of nucleation sights on the smooth internal surface of the glass 
tube. Specific details were not discussed, however. A thin wire was inserted into the tube which 
acted to stabilize flow. With the wire installed, the flash point would move "regularly" along the 
tube as the amount of inlet subcooling was varied. As part of their capillary-tube selection method, 
Cooper et al. presented a set of curves based on their data to determine delay length from inlet 
temperature, inlet subcooling, and mass flow rate. 
Mikol and Dudley (1964), in a paper related to Mikol (1963), examined the phenomena of 
metastability utilizing cavitation theory. In their data analysis, Mikol and Dudley included results 
from other investigators who used both glass tubes and copper tubes. The unstable, pulsating 
flow mentioned in Mikol (1963) was also discussed in more detail. These pulsations in the flow 
were attributed to instabilities in the inception of vaporization. Evidence from photographs taken 
of the pulsating flow indicated that vaporization occurs in the bulk liquid. Further observation 
showed that the pulsating flow was not a transient phenomena that would eventually decay; rather, 
once initiated, the pulsating flow persist if operating conditions were left unchanged. Mikol and 
Dudley were unable to characterize the nature of the instabilities further, however. 
In an attempt to reach stable flow operation more consistently, Mikol and Dudley (1964) 
inserted a thin wire in their tubes in a fashion similar to Cooper et al. (1957). Unlike Cooper, et 
al., however, Mikol and Dudley did not fInd that the flash point moved smoothly as the inlet 
subcooling was changed. Instead, they found that once a stable flash point was initiated, it was 
quite stable until large changes in operating conditions were imposed Once the vaporization point 
was unseated by increased changes in operating conditions, an unstable flow pattern would appear. 
Further changes in conditions would eventually lead to the emergence of a new vaporization site. 
Mikol and Dudley sought to correlate the length of flashing delay with a cavitation index 01 
defIned as 
(Ji = Pstatic - Pvapor (3.12) 
pv2 
2gc 
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They report much scatter in the data, with only data for the copper tube showing an obvious trend. 
Visual observations indicated that the cavitation index increased as velocity increased. Plots of 
cavitation index versus velocity for the copper tube confirm this trend, despite the velocity term in 
~"', 
the denominator. Mikol and Dudley attribute the large scatter in their data to the fact that inception 
of vaporization is not a continuous function of the parameters used in their plots, namely velocity, 
Reynolds Number, and Weber Number. They also report the findings of other investigators who 
reached a similar conclusion: vaporization inception is not a continuous function of any known 
parameter. This manifests itself in the observation that the inception point changed from test run to 
test run and that it moves in discrete jumps rather than smoothly along the tube. 
Erth (1970) studied the data of Bolstad (1948) and Mikol (1963) as well as Whirlpool 
proprietary data taken by Battelle Memorial Institute in 1960. No detailed infonnation concerning 
the Whirlpool data was given. The data of Mikol showed a metastable region for every run, 
however neither the data of Bolstad nor Battelle indicated the existence of a metastable region. Erth 
quotes a private communication from Mikol in which he stated that the pressure taps served as the 
initiation site for vaporization in his glass tube and that he believed the same was true for his 
copper tube. Considering this infonnation, Erth deduced that the metastable region was an 
"anomaly" and did not consider it in his model. 
Scott (1976) took considerable data for adiabatic capillary tubes with temperature profiles 
along the tube but without pressure proflles along the tube. Scott purposely did not take pressure 
measurements along the tube to avoid the situation described by Mikol wherein the pressure taps 
served as vaporization inception sites. Scott's data exhibit the metastable region. Scott also 
observed preferential initiation sites. Consistent with the observations of Mikol, Scott found that 
the flash point did not move in the tube despite minor changes in operating conditions. Scott 
presented an example from his data in which the flash point was initially located 20 in. from the 
inlet. Inlet pressure was increased until the flash point jumped to 60 in. from the inlet. Inlet 
pressure was then dropped to below the initial value before flash point returned to the original 
position 20 in. from the inlet. Flow between the two stable operating points was observed to be 
erratic. Figure 3.14 from Scott is an example of the thennocouple readings from this test. Scott 
concluded that the pressure taps made by Bolstad, Battelle (under contract with Whirlpool), and 
Mikol altered the flow pattern from the actual patterns found in nonnal operation, and thus 
considered the data unreliable. 
Having determined that the metastable region must be considered in a model of capillary 
tubes, Scott sought to fonnulate a model of this section of the flow. Scott argued that 
nonequilibrium effects need to be considered, and that in order to model this, a semi-empirical 
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approach would be required. Scott assumed that within the delay length, bubbles were formed and 
destroyed. The flash point corresponded to the point where the formed bubbles were of some 
critical radius, at which time they would no longer be destroyed but would continue to grow. 
~" 
Scott plotted nucleation superheat versus the inlet subcooling. This is shown in Figure 3.15. 
Scott defmed nucleation superheat as the difference between the temperature of the liquid at the 
flash point and the saturation temperature at the pressure of the liquid at the flash point. There is 
considerable scatter in the data, though a trend is observable that suggests nucleation superheat 
increases with inlet subcooling and approaches a limiting value in an exponential-type manner. 
Scott then attempted to develop a semi-empirical model derived from the momentum equation for 
the initial stage of bubble growth. The delay length was equated with the time elapsed before rapid 
bubble growth begins. Scott nondimensionalized this equation, creating a dimensionless delay 
length as a function of the initial disturbance to the eqUilibrium bubble. Scott then plotted the 
dimensionless delay length against a dimensionless eqUilibrium length (liquid length), shown in 
Figure 3.16 from Scott. Again considerable scatter is present but a definite trend exists, similar to 
that in Figure 3.15. As the length of the liquid region increase, the length of the metastable region 
increases to a limiting value. 
Koizumi and Yokoyama (1980), in addition to their visualization study, instrumented an 
adiabatic copper capillary tube for pressure and temperature measurements along the tube. Their 
data show a metastable region in agreement with the literature published in the last 10 years. They 
summarize their results in terms of two parameters. The first is the superheated liquid length, 
which is the distance along the tube where the liquid is superheated. The second is the delay of 
vaporization, which is the difference between the measured fluid temperature at vaporization and 
the saturation temperature at the measured pressure at vaporization, symbolically written as 
Delay = T observed - Tsat(Pobserved)· 
During the tests, they observed that both an increase in flow rate and a decrease in internal diameter 
decreased the superheated liquid length and increased the delay of vaporization. 
Koizumi and Yokoyama state that the accuracy their capillary-tube sizing model depended on 
the accuracy of the estimated superheated liquid length. Over the range of their experiments, the 
mean superheated liquid length was 39 cm with a relatively large mean error of ± 14 cm. No 
analytical means of determining superheated liquid length was provided, however. Using their 
experimental data to determine the superheated liquid length inherently introduces significant error 
to their model. 
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Kuijpers and Janssen (1983) developed a theoretical model for refrigerant flow in capillary 
tubes that included thermal nonequilibrium effects; they then took experimental data to validate their 
model. Their model predicted flow rates for a given capillary tube that averaged 5% less than the 
,. 
measured values, with a maximum deviation of 10% less than observed values. They attribute the 
discrepancy to the existence of the metastable region. To account for this discrepancy, Kuijpers 
and Janssen sought to correlate the delay of vaporization, or amount of superheat at vaporization 
with inlet temperature at various amounts of subcooling. The results are less than encouraging, as 
shown in Figure 3.17 from Kuijpers and Janssen. Unsatisfied, they then attempted to correlate the 
underpressure at vaporization with a constant static underpressure and turbulent pressure 
fluctuation, following the work of Jones (1980). 
Jones (1980) attempted to characterize decompressive flashing inception based on initial 
temperature, decompression rate, and amount of liquid turbulence. Based on the limited amount of 
data available, Jones states that boiling inception models for static liquids had two shortcomings in 
modeling flowing liquids. First, static liquid models for the inception of vaporization tend to 
predict lower vapor content in two-phase flows than do equilibrium models. Second, static liquid 
models predict increasing superheat, or underpressure, at vaporization with increasing expansion 
rate. This trend correctly predicts homogeneous nucleation behavior, but it is contrary to the data 
presented by Jones for flowing liquids. 
The data from Scott show further evidence that static liquid boiling models do not adequately 
predict flashing delay in flowing fluids. Figure 3.18 shows a plot of underpressure versus 
expansion rate from Scott's (1976) data. The temperature and pressure profiles from the Scott 
(1976) data were used to determine the underpressure and expansion rate. There is considerable 
scatter in the data, and no trend is discernible. Flashing delay is plotted against expansion rate in 
Figure 3.19. As expansion rate increases, the flashing delay approaches zero. Typical values for 
the expansion rate in capillary tubes are approximately 0.5 psia/in. At this magnitude of expansion 
rate, there is considerable scatter in the delay of flashing. Flashing delay is plotted against 
underpressure in Figure 3.20. Again, there is considerable scatter in the data. From the Scott 
data, it is clear that static liquid boiling models are inadequate for predicting the delay in 
vaporization in flowing liquids. Jones (1983) attributes for the discrepancy between observation 
and pool boiling model prediction to the turbulent pressure fluctuations in flowing liquids. 
On this basis, Jones combined the effects from static flashing overexpansion and turbulent 
pressure fluctuation. Turbulent pressure fluctuations increase with mass flux, and the amplitude of 
these fluctuations add to or subtract from the static pressure in the fluid to give the net pressure. 
The minimum underpressure in the liquid at vaporization can be written as 
~P = ~Po - Max IP'I , (3.13) 
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Figure 3.18 	 Underpressure at the point of vaporization plotted versus expansion rate 
(dP/dx) from Scott (1976). 
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where P' is the turbulent pressure fluctuation. Assuming pressure fluctuation coincides with 
kinetic energy fluctuation, Jones rewrote Equation 3.13 as 
(3.14) 
In this manner, it is assumed that the minimum pressure in the liquid exists long enough for a 
vapor bubble to be generated and grow. This model correlated well with the data presented by 
Jones. 
Figure 3.21 shows a comparison of Equation 3.14 with the data of Kuijpers and Janssen. 
The error band is for 20% uncertainty in static underpressure. The correlation captures the trend in 
their data that underpressure does tend to decrease at the higher mass fluxes. Figure 3.22 is a plot 
of data from Scott (1976) showing underpressure as a function of mass flux squared. A trend in 
Scott's data is difficult to find. If a trend does exist, it appears that undershoot increases at lower 
mass fluxes, reaches a maximum, then decreases at higher mass fluxes. A closer look at the data 
of Kuijpers and Janssen reveals that the same trend could be surmised from their data, however, 
no clear pattern exists in the data. In addition, recall that Koizumi and Yokoyama observed that 
underpressure increased with increasing mass flux. It is clear that this type of correlation does not 
completely capture the flow phenomena. 
Chen, et al. (1990) correlated the length of the metastable region based on the heterogeneous 
bubble nucleation model of Alamgir and Lienhard (1981), shown below. The heterogeneous 
nucleation model describes the rate of bubble formation as a function of flow conditions and tube 
parameters: 
dN (NA) 2/3 [ -161tO"3<1> ]
--B- ex (3.15)
dt - VI P 3kTs{l - Pv/PI)2 (Ps - P)2 
The symbol <I> represents a heterogeneous nucleation factor which accounts for external effects on 
underpressure, Ps - P. These effects include tube surface roughness, flow turbulence, and fluid 
properties. 
This rate equation can be integrated to give the bubble number density at the flash point: 
(NA) 2/3 (Ps - P) _~ N = VI B V(dP/dZ)f (exp(-l1<1» - (1tTl<l» erfc -'111<1» , (3.16) 
where 
-161tO"3 (3.17) 
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0 
The bubble number density is also considered to be inversely proportional to the cross 
sectional area of the bubbles at nucleation, which is given by an equation based on surface tension 
credited to Cole (1974), 
2cr 
rc = (3.18)
VI(1 --) (Ps - Pv )Vg 
This looks similar to the cavitation parameter from Mikol and Dudley (1964). 
Chen, et al. introduced an expression for <1> 
(3.19) 

where D' is a reference length, and the exponents nb n2, and n3 are determined experimentally. 
Using a thermodynamic relation for the product 11<1>, 11<1> = Gb, from Alamgir and Lienhard (1981), 
Chen, et al. rewrote Equation 3.16 for the underpressure at vaporization as 
(P, - Py)..JkT. = em ~ 16" ( Vg ) Re(nl!2) (DTsc)(n2l2) (~)(n3l2) . (3.20) 
cr3/2 3Gb Vg - VI Tc D 
The results of this correlation are shown in Figure 3.23 from Chen, et al. A wide scatter is 
apparent. Chen, et al. report the scatter to be 26% and noted that the flash point fluctuated during 
their experiment, possibly contributing to the scatter. Another possible source of error lies in the 
approximation given for the Gibbs Number. The Gibbs Number determined from experimental 
data is plotted as a function of Reynolds Number in Figure 3.24. For their correlation, Chen, et al. 
assumed Gibbs Number to be constant at 38.68. From the graph, however, two distinct groups of 
data can be seen. Although it is not stated explicitly, it seems probable that the two groups 
correspond to the two tube diameters represented in the data. If this is true, the value of the Gibbs 
Number might better be represented by an expression including tube diameter. 
Recent literature for adiabatic capillary tubes has shown the metastable region to exists. 
Perhaps the data of Bolstad (1948) did not clearly exhibit this behavior because of suction-line heat 
exchanger effects. Until details of the Battelle experiments are known, no explanation can be given 
as to why their data did not exhibit a delay in vaporization. This phenomenon seems real and has 
been shown to have a significant impact on the prediction of mass flow rate. 
The mechanics of this phenomenon are still not understood. Although one may draw 
analogies between boiling of static liquids and flashing of flowing fluids, the method of predicting 
boiling inception in static liquids has proven unsuccessful in modeling flashing refrigerants in 
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capillary tubes. One may also logically argue that the effects of the flow field should affect 
flashing inception. However, while models based on this premise have shown agreement with 
some data, they also predict results which are completely contrary to other data. Clearly, more 
work focused on the physics of phase change in flowing fluids is needed to better understand 
what is happening. 
3.5 Two-phase Flow Modeling 
Several two-phase flow models found in the literature were discussed by Wallis (1982). The 
models fall into two general categories: equilibrium and nonequilibrium. Nonequilibrium models 
attempt to account for interphase heat, mass, and momentum transfer, as well as multidimensional 
effects and flow-regime transitions. These types of models rely, in varying degrees, on empirical 
relations. Wallis grouped these models into three categories: completely empirical, physically 
based models for thennal non-eqUilibrium, and two-fluid models. Some of the empirical models 
show strikingly good agreement with the data, however the range of their applicability is limited. 
The thennal non-equilibrium models account for mass transfer between phases due to a 
temperature difference between the phases. These models typically rely on boiling theory to 
detennine the rate of mass transfer. The classic models consider bubble nucleation and vapor 
generation as the modes of mass transfer, yet still rely greatly on empirical correlations. These 
correlations are typically needed to detennine the nucleation site densities and initial bubble number 
densities. 
Two-fluid or separated flow models are highly mathematical in nature. In these models, 
separate conservation equations are written for each phase, and constitutive relations for interphase 
transfer are detennined for closure. Most current research is in this area. The key to this type of 
model is detennining the constitutive relations. Two-fluid models show the most promise at the 
present time, but they are still in the developmental stages, and much work is needed before they 
can be widely applied with success. 
Many investigators have presented arguments that two-phase capillary-tube flow may be 
considered entirely homogeneous, although only a few have attempted to model the two-phase 
portion of the flow in multiple sections, at least one of which is non-homogeneous. The basis for 
this approach originates from the typical temperature proflle along an adiabatic capillary tube. Once 
the refrigerant has vaporized, the initial temperature drop is steeper than the corresponding pressure 
drop. At some point down the tube, the temperature and pressure profiles match, indicating 
thennodynamic equilibrium. One obvious division of the flow is to model two sections, one 
thennal nonequilibrium section and one equilibrium section, which mayor may not be considered 
homogeneous. 
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The thennal nonequilibrium model of Kuijpers and Janssen (1990) is a good example. The 
temperatures of the two-phases are assumed to be different. A given initial condition sets the 
magnitude of this difference, then the temperature difference is correlated with another flow 
~,... 
variable such as void fraction. Kuijpers and Janssen selected a function of the fonn 
(3.21) 
where I>.Tfi represents the delay of vaporization as defined by Koizumi and Yokoyama, (X 
represents void fraction, and n is determined experimentally. The meaning of 1>.1"fi is not explicitly 
stated, but it appears to be the derivative of I>.Tfi with respect to tube position. At some point along 
the tube the calculated temperature difference is small enough that the two phases may be 
considered in equilibrium and a homogeneous flow model may be employed. 
Scott (1976) presented a model based on the same premise: the two-phase flow is initially in 
a non-equilibrium state, determined by the temperature difference between the liquid and vapor 
phases. The calculated difference vanishes at some point along the tube; then a different model is 
used to describe the flow. Scott assumed that the two-phase flow was governed by the growth of 
vapor bubbles. In order to simplify the governing equations, Scott introduced the following 
additional assumptions: 1) once initialized, the bubble growth is controlled by thennal effects, 2) 
pressure in both phases is the same, 3) the quality remains small, 4) fluid properties remain 
constant. Scott only presented the model, as implementation of the model into computer code was 
beyond the scope of his thesis. The accuracy of this model is therefore unknown. 
Li, et al. (1990) provided for the mass transfer between liquid and vapor due to thennal non­
equilibrium. The mass transfer was assumed to be proportional to the latent heat of vaporization 
and took the fonn 
(3.22) 
where kl is the thermal conductivity of the liquid, Tl and Ts are the liquid temperature and 
saturation temperature, respectively, S is the surface area per unit volume between the liquid and 
vapor phases, 'Y is the latent heat of vaporization, .e is an apparent length of heat transfer 
characterizing the thermal boundary layer over which the liquid temperature changes from Tl to Ts. 
The values of S and .e are dependent on the flow regime. 
Based on the observations of Mikol and Dudley (1963), Li, et al. assumed two flow regimes 
to exist. First, a bubble flow pattern was assumed for void fractions up to 0.3. Mist annular flow 
was then assumed to exist for the remaining section of tube. For the bubble flow regime, bubbles 
were assumed spherical, so that surface area calculations were simple. The initial total surface area 
between the phases was defined as the surface area of a single bubble of some critical radius times 
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the number of bubbles per unit volume generated at the vaporization point. This approach is 
commonly found in the two-phase flow literature for nuclear power applications. 
The initial size of the bubble was taken to be a critical radius defined by surface tension as 
~.... 
20' (3.23)rc = p 
s -
p'
v 
where the initial pressure difference Ps - Pv is given from the correlation of Chen, et al. (1990). 
The number of bubbles per unit volume is also given by a correlation of Chen, et al. The apparent 
length, £, is determined by a relation from Hirt (1979). For the mist annular flow regime, Li, et al. 
expressed the interfacial surface area as 
_ 4 a.S (3.24)
- D' 
where D is the capillary-tube internal diameter, and a. is the void fraction. The apparent length was 
expressed as 
c£ = (3.25) 
a. 
where c was determined from experimental data. 
Comparisons of the predicted temperature and pressure profiles against their experimental 
data are shown in Figures 3.25a-d from Li, et al. The agreement appears encouraging. The 
prediction of the vaporization point and non-equilibrium section of the two-phase flow show the 
trends of the data. Figure 3.26 shows void fraction development along the tube length for the 
cases shown in Figure 3.25a-d. By comparing the two figures, one can see the how the 
temperature difference between the phases and the rate of vaporization of liquid are related. At the 
flash point, the rate of vaporization is quite high, due to the relatively high temperature difference 
between the phases and large interfacial surface area. As the temperatures of the two phases 
become nearly equal, the rate of void fraction development decreases to an almost constant value. 
This result makes sense intuitively, since one would expect the rate of vaporization, and thus void 
fraction, to decrease as the driving potential, temperature difference between phases, decreases. 
The methods for modeling two-phase flow are widely varied. The success of the method 
depends upon the agreement between the flow regimes modeled and the flow regimes of the actual 
flow. Homogeneous flow models offer an attractive simplicity, yet they are also restrictive in the 
types of flows that can be accurately represented. Separate phase models are more complicated in 
nature and are correspondingly more difficult to implement. The treatment of the phase interaction 
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is of paramount importance. However, they do reduce to the homogeneous model in limiting 
cases. Separate phase models also show better agreement with the experimental data, and 
considering the experimental observations from visualization studies, they seem best suited for 
":. 
modeling capillary tube flow. 
3.6 Exit Conditions 
Gases that flow in piping systems from an upstream reservoir at relatively high pressure to a 
downstream receiver at a lower pressure can reach critical conditions whereby further reduction of 
the downstream receiver pressure does not further increase the mass flow rate. The gas velocity at 
the exit of the piping system is the sonic velocity; thus the "information" of the pressure drop 
cannot be "communicated" upstream. In analyzing this type of flow, the gas at the exit is 
considered to be at thermodynamic equilibrium. The presence of two phases in the flow stream 
complicates the physics; the phases may not reach thermodynamic equilibrium during the time they 
are in the exit plane. Thus, one may expect treatment of two-phase flows under critical conditions 
to be different from that of a single-phase flow analysis. 
To date, the thrust of investigation into the phenomena of critical two-phase flow has come 
from the nuclear industry, where reactor safety under extraordinary conditions is of paramount 
importance. Since the nuclear industry has been the major driving force in two-phase flow 
research, there has been little emphasis on the use of fluids other than water as the working fluid. 
Relatively little work in critical two-phase flows has been done with refrigerants. Refrigerant 
critical flow studies that have been carried out have used the work from the nuclear literature as 
their foundation. A review of the common critical flow models found in the nuclear literature will 
give background information and insight into the phenomena peculiar to two-phase critical flows. 
A discussion of the few applications of this work to refrigerant flow in capillary tubes will serve as 
a starting place for the model presented in this report. 
The homogeneous models are derived from an expression for pressure drop via a one­
dimensional steady-state analysis which typically takes the form shown by Wallis (1969) as 
dx 1 dA 
dP (Cr + Cx dZ + C a A dZ + CggcosB) (3.26)dz = 1- M2 
where the coefficients Cr, ex, Ca, and Cg determine the relative importance of friction, phase 
change, area change, and gravity, respectively, on pressure drop. The M2 term in the denominator 
acts as the square of the Mach Number in single phase flow analysis. Thus, the resulting relation 
for M2 from anyone-dimensional derivation can be solved for an equivalent sonic velocity. A 
"choked" flow condition can be defined when the average velocity across the tube exit is equal to 
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the sonic velocity. The exact form of the M2 term depends on the state variables used in the 
derivation. 
Equilibrium models can be grouped further by the types of limiting assumptions made to 
avoid accounting for nonequilibrium effects. The Homogeneous Equilibrium Model (HEM) is an 
extension of the homogeneous two-phase flow model, and assumes the two phases are in complete 
equilibrium, i. e., equal pressures, temperatures, and velocities. In this way, the fluid acts as a 
single-phase fluid with properties equal to some average of the properties of the two phases. This 
model is the simplest of the models and is most often found in the literature. 
Other equilibrium models include the Frozen Model, in which the time scale is so short that 
there is essentially no time for phase change to take place. Quality, then, is considered constant 
throughout the expansion process. 
Slip flow models assume quality is known a priori, such as from the Frozen Model. The 
velocity ratio can then be treated as an unknown, and the conservation equations solved for the 
value of the velocity ratio for which mass flow is a maximum. Slip flow models tend to predict 
higher critical mass flow rates than the HEM. 
If the fluid is in a flow regime that may be approximated by a homogeneous fluid, this model 
should give adequate results. However, if the piping system is such that the phases cannot reach 
equilibrium, as with short pipes, or such that the primary flow regime allows for significantly 
different phase velocities, as with annular flow, use of a model other than the HEM should be 
considered. 
A few investigators have studied the exit conditions of capillary-tube flow. Mikol (1963) 
studied the phenomena occurring at the exit of a capillary tube in two ways. First, he developed a 
model for the exit conditions of two-phase refrigerant by calculating a Fanno flow line using 
quality weighted properties of the refrigerant. Measured values of pressure at the capillary-tube 
exit can be plotted on the calculated Fanno line and compared with the minimum pressure given by 
maximum entropy for the calculated Fanno line. Figure 3.27 shows one such comparison. The 
measured pressure is shown to be less than the calculated minimum pressure, which is physically 
impossible. Mikol notes that other investigators had observed similar results. The discrepancy 
was stated to be a result of two-dimensional effects occurring in the real flow that were not 
accounted for in the one-dimensional analysis. 
Mikol's second approach was based on a homogeneous two-phase flow. The speed of 
sound can then be calculated from an equivalent single-phase flow relationship 
(3.27)c=~. 
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Figure 3.26 	 Variation of the void fraction of Refrigerant-12 along capillary tubes - The 
conditions for curves 1 to 4 correspond to those presented in Figures 
3.25a-d, adapted from Li, et al. (1990). 
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Figure 3.27 	 Fanno plot calculated for the measured flow rate and the actual flash point 
from one of the data runs from Mikol (1963): R-12, discharge pressure 
32.3 psia, flow rate 0.0133 lbm/s, adapted from Mikol (1963). 
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The average velocity at the exit was calculated and compared with the calculated speed of sound. 
The observed exit pressure was also compared with the calculated exit pressure using the Fanno 
line. Mikol grouped the data into three categories for discussion. The ftrst group, summarized in 
~'. 
Table 3.2, from Mikol, shows the observed exit pressure to be higher than the calculated critical 
exit pressure. For each of these cases, the calculated exit velocity is less than the calculated speed 
of sound. This result agrees with the classic compressible flow theory. Further supporting this 
conclusion is the pressure drop at the exit of the tube M>exit. For each of the cases presented in 
Table 3.2, both observed and calculated M>exit are less than 3 psi, which is of the order one would 
expect for subsonic flow. 
Table 3.3 shows the experimental data for which M>exit is greater than 3 psi but less than 11 
psi. These pressure drops are considered large enough to indicate signiftcant pressure drop over 
and above any experimental error. Mikol concluded that this magnitude of pressure drop was 
representative of what one could expect for sonic flow. For these cases, the observed and 
calculated exit pressures are approximately equal, as are the observed exit velocity and calculated 
speed of sound. Again the results agree with the trends for classical compressible fluid flow 
theory for choked flow. 
Table 3.4 shows observed and calculated pressure drops at the tube exit greater than 13 psi. 
One would expect, from compressible ideal gas theory, that the greater reduction of back pressure 
would have no effect on flow conditions. However, note that the observed values of M>exit are 
much less than the calculated values of M>exit. The observed values of the exit pressure are also 
much less than the values of calculated exit pressure. The exit velocity is correspondingly higher 
than the calculated speed of sound. The one-dimensional ideal gas approach appears to have 
broken down. Mikol pointed to earlier investigators who have attributed similar results, at least in 
part, to the actual two-dimensional nature of the flow at the exit. If the experimental results of 
Mikol are valid, then a more sophisticated model than a homogeneous one-dimensional flow model 
is required to capture the physics governing the flow. 
Pate (1987) considered several critical flow models for inclusion in his capillary-tube model. 
He compared a total of nine models which he divided into three categories: homogeneous 
equilibrium models (HEM), homogeneous frozen models (HFM), and nonhomogeneous models. 
From the HEM group, Pate considered an isentropic and isenthalpic model from Lahey (1977), 
and a model from Smith (1963). He compared HFM from Smith (1963), Semenov and Kosterin 
(1964), and Wallis (1969). He also examined nonhomogeneous models from Fauske (1962), 
Levy (1964), and Moody (1968). 
Before comparing models, Pate plotted mass flow rate versus downstream reservoir pressure 
for three upstream pressures. This is shown in Figure 3.28 from Pate. Note that although mass 
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Table 3.2 	 Comparison of calculated and measured exit plane properties for the 
adiabatic flow of Refrigerant 12 under non-choked flow conditions (Tube: 
Copper 0.0555-in. ID x 6.0 ft long), adapted from Mikol (1963). 
Pressure Velocity 
Comparisons Comparisons 
Run Flash Mass Exit Exit Exit Speed 
No. point Flow Plane Plane Velocity of 
Temp Rate Press. Press. (1) (observed) Sound ~Pexit ~Pexit 
(pexit) (pexit) observed Fanno 
observed Fanno (2) (3) (4) 
F lbm/s psia psia ftls ftls psi psi 
14 81.5 0.0156 50.4 48 121 129 3.1 (5) 
15 81.5 0.0154 51.3 46 115 127 2.5 (5) 
18 85.3 0.0144 54.1 45 105 130 1.4 (5) 
19 85.8 0.0144 52.4 45 111 133 1.9 (5) 
29 119.0 0.0188 73.8 64 147 158 1.3 (5) 
30 117.6 0.0188 76.3 64 136 162 1.1 (5) 
36 124.6 0.0175 68.3 62 170 188 2.4 (5) 
37 125.2 0.0171 70.0 60 161 186 1.6 (5) 
38 126.5 0.0164 76.7 58 136 180 0.1 (5) 
39 126.5 0.0165 80.1 58 127 175 0.3 (5) 
(1) 	 Corresponds to point of maximum entropy on Fanno line for the measure mass flow rate 
and flash point temperature. 
(2) 	 "Observed" only in the sense that the calculation of exit velocity uses the measured mass 
flow rate and measured exit plane pressure, but it uses the assumption of equilibrium, one­
dimensional adiabatic flow to calculate exit quality and exit velocity. 
(3) 	 Speed of sound read from Figure 10 at the measured exit plane velocity and the calculated 
exit plane quality for equilibrium, one-dimensional adiabatic flow. The same value of exit 
plane quality was used to calculate the observed exit velocity. 
(4) 	 ~Pexit Fanno = (Pexit Fanno-P bac0. 
(5) 	 These values would be negative and lack significance in this case. 
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Table 3.3 Comparison of Calculated and measured exit plane properties for the 
adiabatic flow of Refrigerant 12 under choked flow conditions. (Tube: 
Copper 0.0555-in. ID x 6.0 ft long), adapted from Mikol (1963). 
Pressure Velocity 
Comparisons Comparisons 

Run Flash Mass Exit Exit Exit Speed 

No. point Flow Plane Plane Velocity of 

Temp Rate Press. Press. (1) (obsexved) Sound L\Pexit L\Pexit 
(pexit) (pexit) observed Fanno 
observed Fanno (2) (3) (4) 
F lbmls Dsia Dsia ft/s ft/s Dsi Dsi 
10 90.5 0.0131 41 42 173 168 5.0 6.2 
11 90.1 0.0133 40 42 182 170 7.4 9.7 
12 82.2 0.0154 46 46 141 139 4.4 4.0 
16 85.9 0.0144 43 45 159 154 8.2 9.8 
17 86.0 0.0144 44 45 153 151 10.1 10.7 
27 117.0 0.0204 65 69 175 173 4.0 -0.1 
(See notes 1,2,3 and 4 under Table 3.2) 
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Table 3.4 	 Comparison of calculated and measured exit plane properties for the 
adiabatic flow of Refrigerant 12 under choked flow conditions, but with 
large pressure drop from tube exit to back pressure region. (Tube: 
Copper 0.0555-in. ID x 72.0 in. long), adapted from Mikol (1963). 
Pressure Velocity 
Comparisons Comparisons 
Run Flash Mass Exit Exit Exit Speed 
No. point Flow Plane Plane Velocity of 
Temp Rate Press. Press. (1) (obsaved) Sound LlPexit LlPexit 
(Pexit) (Pexit) observed Fanno 
observed 	 Fanno (2) (3) (4) 
F lbm/s psia psia ftls ftls psi psi 
24 110.2 0.0213 61 69 200 170 17.0 25.0 
25 114.5 0.0206 61 69 209 179 13.5 21.9 
26 116.2 0.0202 57 69 231 188 21.7 33.7 
33 118.5 0.0188 57 64 220 192 14.6 21.2 
34 122.8 0.0175 55 62 230 204 14.9 21.8 
35 125.7 0.0184 55 64 254 210 15.2 24.6 
(See notes 1, 2, 3, 4 under Table 3.2) 
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flow rate tends to level off at low reservoir pressures, it never reaches a constant value. Instead it 
continues to rise slightly. This is consistent with the data of Mikol, and further indicates that 
refrigerant flow does not completely choke in the classical sense., 
Pate states that the isenthalpic model of Smith varied only 4% from the isentropic model, and 
therefore only showed results from the isentropic model. Figures 3.29a and 3.29b show how the 
various models predict critical mass flow rate for various exit qualities. Although Pate's data lie 
closest to the isentropic HEM prediction, the data are too few to show any trends, and conclusions 
drawn must be evaluated accordingly. 
The concept of a "choked" condition existing in two-phase flow is predicated on the 
assumption that the flow is approximately homogeneous. The further the characteristics of the 
flow are from homogeneous, the less well defmed the concept of speed of sound and critical mass 
flow become. Indications from experimental data show that there is a "critical" back pressure, at 
which point further reduction in back pressure has little effect on flow rate. However, there is little 
conclusive evidence that shows a true "critical flow condition" exists for capillary-tube flow. In 
this light, homogeneous flow models should be taken only as first approximations. Still, 
nonhomogeneous models have not shown significantly better results. 
3.7 Experimental Data 
The vast majority of researchers publishing articles on the various aspects of capillary-tube 
flow modeling used their own experimental data to develop correlations and validate their work. 
The actual amount of published data available to the public is, however, relatively small. Major 
contributors to this data base include Scott (1976), Bolstad (1949), DuPont, (Technical Bulletin 
RT-31F, published to aid in capillary-tube applications), Whitesel (1957), Mikol (1963), Mikol 
and Dudley (1963), Battelle, (under contract with Whirlpool and reprinted by Scott (1976», and 
Pate (1982). All of these data represent 1285 separate test runs. The data of Scott represent over 
half of this data, while the data of Bolstad comprise almost 40% of the data. 
Only Bolstad and Pate published data for non-adiabatic configurations. The data of Bolstad 
have been considered suspect by Erth (1970) and Scott (1976) since it does not exhibit a metastable 
region. Over half of Scott's data are for tubes of internal diameter larger than that used in 
household refrigerators. Since surface tension effects are not significant for internal tube diameters 
greater than those found in household refrigerators, that data may not be considered suitable for 
validation for the model presented in this report. Of the remaining data, only 30% (75 runs) were 
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Figure 3.28 Capillary-tube refrigerant mass flow rate, adapted from Pate (1987). 
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taken with flow rates representative of the household refrigeration cycle. Only 46 of these runs (all 
from Battelle as reported in Scott (1976» include temperature and pressure profiles along the tube. 
Clearly, the amount of data available for validation of a model of an adiabatic capillary tube is 
~,.. 
limited. Data for a non-adiabatic tube are essentially nonexistent. Data for validating the model 
first for R-12, then for R-134a and other alternative refrigerants will be taken as part of the 
companion project to this one. Validation and improvement of the presented model is beyond the 
scope of this report, but will follow in subsequent reports. 
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4. MODEL DEVELOPMENT 
In the preceding Chapter, we established the need for an accurate capillary-tube model valid 
for any refrigerant or refrigerant/lubricant mixture. This model must be in a form that can easily be 
integrated into a larger system simulation model that can be used for capillary-tube sizing and 
simulation optimization studies. The best strategy for securing a capillary-tube model valid for any 
set of operating conditions lies in fIrst identifying the physical phenomena controlling capillary­
tube behavior 
The primary relationship in internal fluid flow is the relationship between the pressure 
difference across the tube and the flow rate through the tube. The frrst objective in developing a 
capillary-tube is to create a model that will predict the pressure drop across a tube of known 
geometry for a given flow rate. The effect of heat exchange from the tube must also be included in 
the model. 
A model that only predicts pressure drop will not always be useful. Situations will arise in 
which the pressure drop is known, and the mass flow rate corresponding to the known pressure 
drop is unknown. Other situations will arise in which the pressure drop and flow rates are known, 
and tube length, internal diameter, or both are unknown. If both are unknown, a variety of 
length/diameter combinations that correspond to the given operating conditions may be sought. 
These cases may need to be solved iteratively. For example, an estimate of the actual mass flow 
rate is made, and the pressure drop for this flow rate predicted. The predicted pressure drop and 
known pressure drop are compared, and based upon the comparison, the estimate of the flow rate 
is updated. The iteration is repeated until the predicted pressure drop and known pressure drop are 
within a specilled tolerance. 
Iteration procedures are easily implemented in computer codes. Once the iteration procedures 
are added, interfaces with larger system programs can be written, so that the capillary-tube model 
can be used as a component submodel. Although the majority of the practical usefulness of the 
capillary-tube model is provided by these additions, the bulk of the effort will be spent developing 
the governing equations. 
4.1 Equation Development 
We have seen that capillary-tube flow is typically comprised of a single-phase region 
followed by a two-phase region. The single-phase region can be modeled as any liquid pipe flow 
using the Darcy friction factor. The literature review presented in Chapter 3 showed that the two­
phase region may be modeled in anyone of several different ways. Two-phase flow models vary 
widely in approach and complexity. There is, however, no direct correlation between complexity 
and accuracy. Simple models such as the homogeneous model may be quite accurate when applied 
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appropriately. A model need not be unnecessarily complicated; it only need account for all the 
significant physical phenomena of the flow. 
The homogeneous flow model has been shown to have two major deficiencies in modeling 
the two-phase region of capillary-tube flow. It does not correctly predict the transition from liquid 
to two-phase flow, nor does it correctly predict the critical or choking condition. This is not 
surprising, since the liquid and vapor phases are furthest from equilibrium at these points. 
Vaporization in a flowing liquid has been shown to be a nonequilibrium process. Visualization 
studies indicate further that the liquid and vapor velocities differ significantly near the capillary-tube 
exit. 
To account for the nonequilibrium interaction between the liquid and vapor phases, separate 
conservation equations will be written for the liquid and vapor phases. In utilizing this technique, 
however, transfer between the phases must be determined. When these relations are not fully 
understood, empirical correlations can be used. 
4.2 Concepts and Definitions 
In the present model, refrigerant is assumed to exist in one of three states along the capillary 
tube: subcooled liquid, superheated liquid, or saturated mixture of liquid and vapor. Refrigerant 
may enter the capillary tube in either the subcooled liquid or saturated mixture state. Except under 
very extreme conditions, refrigerant will leave the capillary tube as saturated mixture, usually at a 
low quality. Thus, if the refrigerant enters the tube as liquid, the point of first vaporization will 
need to be predicted. 
Although capillary-tube models typically treat the liquid and two-phase regions separately, it 
is not necessary to do so. If, for the two-phase region, separate governing equations are written 
for the liquid and vapor phases, the liquid region can be treated as a special case of the two-phase 
flow, in which all vapor quantities go to zero. In this way, only one set of governing equations 
need be derived. Thus, we set out to derive a set of governing equations for a two-phase flow. 
The fITst step in describing the mechanics of a two-phase flow is deciding on the flow 
regimes to be used in the model. Capillary-tube flow visualization studies published in the 
literature give varied conclusions, inherently based on personal observations. One observation, 
however, has been consistently made from these studies. Shortly after vapor first appears in the 
flow, it is observed primarily toward the center of the tube, while liquid remains along the tube 
wall. This observation is consistent with surface tension theory for small diameter tubes. The 
exact location of the vapor core in the tube cross section has not been defined, either in observation 
or theory. In general, then, the flow may be considered to look like that shown in Figure 4.1. 
Here, vapor is shown in the upper half of the cross section, having some contact with the wall. It 
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is expected that as surface tension and inertial effects become more important relative to 
gravitational effects, the vapor core will move toward the center of the cross section. 
Although not strictly valid, we shall assume that the shape of the vapor region is determined 
~'>c, • 
by the interaction between hydrostatic and surface-tension forces, thus ignoring the potential 
impact of the fact that both the liquid and the vapor are in motion. Under this assumption, the 
shape of the vapor region depends on the Bond Number which is defined by 
Bo = (PI- pg)gD2 (4.1) 
cr 
where PI = liquid density, Pg = vapor density, g = acceleration of gravity and cr = surface tension. 
The Bond Number represents the relative effects of surface tension and gravitational forces. The 
Bond Number approaches zero when surface tension forces dominate; and the Bond Number 
approaches infinity when gravitational forces dominate. When the Bond Number is one, the 
surface tension forces exactly balance the gravitational forces. Under this condition, a vapor core 
begins to form, which forces liquid away from the center of the tube and toward the tube wall. 
Thus, large Bond Numbers indicate a stratified flow, and small Bond Numbers indicate a transition 
to a more annular flow. 
An examination of typical Bond Numbers for capillary-tube flow will provide evidence as to 
the flow regime(s) present in capillary-tube flow. Table 4.1 shows approximate Bond Numbers 
for R-134a at 40 OF and 10 OF and various capillary-tube diameters. As tube diameter decreases, 
Bond Number decreases. The Bond Number is less than two for all cases, and less than one-half 
for the smallest typical capillary-tube inside diameter, namely, 0.026 in. Based on these relatively 
small Bond Numbers, surface tension forces will be large enough to prohibit a stratified flow 
regime. Although not conclusive by any means, these results tend to confirm observations that the 
two-phase flow in a capillary tube is primarily annular. 
This simple analysis is presented only to introduce a method for determining flow regime, 
and is not intended as the end-all and be-all of flow regime prediction. Any significant effort to 
more accurately define the relationships between these forces is beyond the scope of this project. 
This topic, however, should be considered for further investigation in subsequent research. 
Based on the nondimensional calculations above, the vapor core is assumed to reside in the 
center of the tube cross section, shown in Figure 4.2. In this case, there is no vapor/wall interface. 
The vapor cross section is assumed circular as it traverses the length of the tube, consistent with 
the reported observations. 
The simplified annular flow regime will be used in this analysis, but the equations will be 
developed in a more general form so that different flow regime models may be readily interchanged 
without significant modification to the equations. 
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vapor/wall interface 
liquid/vapor interface 
liquid/wall interface 
Figure 4.1 Generic depiction of an annular flow regime. 
liquid/vapor interface 
liquid/wall interface 
Figure 4.2 Annular two-phase flow regime used in present model. 
Table 4.1 	 Bond Number for R-134a at 10 OF and 40 OF for typical capillary-tube 
diameters. 
cap_tube id (in.) Bo (at 10°F) Bo (at 40 oF) 
0.026 0.420 0.489 
0.031 0.597 0.695 
0.039 0.945 1.100 
0.042 1.096 1.276 
0.046 1.314 1.531 
0.049 1.491 1.737 
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Five conservation equations will be written in terms of seven state variables. Using 
capillary-tube modeling convention, pressure and enthalpy will be used to determine the 
thermodynamic, or microscopic, state of the liquid and vapor phases. The velocities of the liquid 
~,.. : 
and vapor phases are required to determine the macroscopic state of the phases, including 
momentum, total energy, and rate-based properties such as flow rate. The cross-sectional area of 
one of the phases is also required to determine mass flow rate. The liquid cross-sectional area is 
used since it is also required in the liquid region. 
Auxiliary equations are needed to completely specify the problem. These equations will 
include additional variables for each phase. Additional variables required in the analysis include 
the thermodynamic properties of temperature, density and specific heat; the transport properties of 
viscosity and thermal conductivity; and surface tension. These can all be determined from the 
thermodynamic state and thus are functions of temperature and enthalpy. 
With this background, we shall derive the governing equations. 
4.3 Conservation Equations 
A control volume analysis will be used in deriving each of the conservation equations. The 
liquid and vapor phases will be treated separately, as previously discussed. Conservation 
equations for the entire control volume are simply the sum of the liquid and vapor conservation 
equations. Therefore, derivations for the liquid and vapor equations will be made first, then added 
to formulate the total conservation equations. Flow will be assumed to be steady and one 
dimensional. 
4.3.1 Mass Equation 
The equation for conservation of mass in a control volume is 
Dm d f p dV + Jp (v • n) dA (4.2)Dt = dt V S 
We will consider phase change as the only means of mass generation in the control volume. 
Therefore, for the liquid phase, 
dmlCit = I m"~dV I m"~ dV , (4.3) 
V V 
72 

where m"~ and m"~ are the volumetric rates of condensation and evaporation, respectively. For 
the present model, we will consider the net phase change to be evaporation, and will include only 
this term in subsequent equations. ;. 
We may rewrite the control surface integral in Equation 4.3 as a control volume integral using 
the divergence theorem. Since steady flow is assumed, the time derivative is zero. Equation 4.3 
can then be written for the liquid phase as 
(4.4)- t m"~ d V = 0 + Jp Vv dV . 
V 
Invoking the one-dimensional flow assumption and differentiating with respect to x, this becomes 
- m"IIIA
- - e • (4.5) 
For the vapor phase, we have 
dIllg (4.6)dx = 
Combining Equations 4.5 and 4.6, we see that for the total control volume 
dIlll dIll 
dx + = dx = 0 (4.7) 
or more familiarly, 
" " IIlin = 1llout. (4.8) 
4.3.2 Momentum Equation 
A similar analysis can be made for the conservation of momentum. Starting with the liquid 
phase, we wish to write an expression for 
(4.9) 
From Newton's Law, we know that 
dmv (4.10)= Cit 
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which we can write for a control volume as 
+ (4.11) 
The time derivative term is equal to zero from the steady-flow assumption. The control surface 
integral can be rewritten as a control volume integral using the divergence theorem, so that 
(4.12) 
Invoking the one-dimensional flow and constant tube area assumptions, we may rewrite Equation 
4.12 as 
(4.13) 
The forces acting on the liquid control volume are the surface and body forces. The surface 
force term is comprised of the pressure force and shear force. The shear stress within the liquid 
and vapor phases is negligible compared with the shear at the tube wall. The net force due to shear 
stress acting on the liquid control volume can be written as 
(4.14) 
where tIw = shear stress between liquid and wall and tig = shear stress between liquid and 
vapor. We will later show that shear stress can be written in terms of a friction factor in the 
customary way. 
The net pressure force acting on the liquid control surface can be written as 
FpreSI = - f Pl· n dSI . (4.15) 
S 
This can be rewritten is terms of a volume integral as we did with the Equation 4.12, we get 
X2 
Fpresl = - J fx<PI) Aldx (4.16) 
Xl 
The body force acting on the fluid is due to gravity. If the capillary tube is inclined at an 
angle of S with respect to horizontal, the body force can be written as 
FbodYI = -g sinS (PI Al dx) . (4.17) 
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Substituting Equations 4.5, 4.14, 4.16, and 4.17 into Equation 4.9, and differentiating with 
respect to x, we fmd 
d(mIVI) c c dPI A . e ( A· \ • "' Adx = - 'tIw Iw - 'tIg Ig - dx 1 - g sm PI v - VI me· (4.18) 
Similarly for the vapor phase, 
d(mgvg) C C dPg A . e ( A) • III Adx = -'tgw gw - 'tgI gI - dx g - gsm Pg g + vgme (4.19) 
Adding Equations 4.17 and 4.18, we see that, 
d(mv) dP dID
---ax- = 'tIw CIw - 'tIg CIg + dx A + (VI- vg) dx - g sine (P A) (4.20) 
where 
dIDv d [. .]dx mIVI + mgvg ,dx = 
and 
g sine (P A dx) = g sine [(PI Al + Pg Ag)] . 
Returning to the issue of shear force, we see that since liquid and vapor are treated 
separately, expressions for the shear at the liquid/wall interface, vapor/wall interface, and 
liquidlvapor interface are needed. The friction factor for the liquid/wall interface will take the same 
form as for any all-liquid flow. In classical compressible flow analysis, wall shear is considered to 
correlate with the Darcy friction factor in the same manner as incompressible liquid flow. Thus, 
the friction factor for any vapor/wall interface will be treated in the same way as a liquid/wall 
interface using a standard friction-factor approach, then, we may write 
Jiw PIVIlvII 
'tIw = (4.21)4"" 2 
and 
/gw pgvglvgl
'tgw = (4.22)4 2 
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The liquid/vapor interface is more difficult to define, and is dependent on, among other 
things, flow regime. However, by invoking the no slip condition at the liquid/vapor interface as 
we would at a vapor/solid interface, continuity relations can be written to solve for the interfacial 
~..., 
shear stress. Velocities of the liquid and vapor are taken to be equal at the interface, and shear 
stress is also taken to be continuous at the interface. No assumptions are yet made about velocity 
profiles away from the interface, so that the bulk velocity of the liquid may be different from the 
bulk velocity of the vapor. Both liquid and vapor bulk velocities may also differ from the interface 
velocity, and not necessarily by the same magnitude. Considering this, a relation for interfacial 
shear may be written in the fonn of the Oarcy friction factor: 
(4.23) 
This equation can be used to solve for the interfacial velocity Vig. 
Since we have assumed the two-phase flow to be annular, the required friction factors can be 
determined as functions of ReD and surface roughness in the customary manner. Entrance losses 
may also be correlated using the typical methods. Thus, we may write that 
flw = f(ReDI, Ew /01) , (4.24) 
fgw = f(ReDg, Ew / OJ) , (4.25) 
flgl = f(ReDIg, Eig / OJ) , (4.26) 
and 
flgg = f(ReDIg, Eig /Og) , (4.27) 
where 
VIOlReDI = (4.28) 
VI 
VgOgReog = (4.29) 
Vg 
VigOIReDIgl = (4.30) 
VI 
VigOgReDIgg = (4.31) 
Vg 
Ew = wall surface roughness, and Eig = interfacial surface roughness. 
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A mathematical fonnula written explicitly for friction factor that approximates the Moody 
chart has been presented by Haaland (1983). This equation will be used for the present model, and 
is of the fonn ,. 
_1 _ 1.&1 [(Mf ( £ V. l1n] (4.32)
- - n og Re) + 3.75D) . 
11 
Haaland suggests that n = 3 gives best agreement with the Colebrook-White fonnula. 
There are entrance losses associated with boundary layer development in the flow. The 
length of pipe over which the boundary layers develop is called the entrance length, Le. A standard 
empirical correlation for this calculation is LeID = 4.4 ReJ/6. A typical Reynolds number in a tube 
of diameter 0.026 in. is on the order of 200,000. The equivalent length, then, is 0.88 in., which is 
1.5% of the length of a 5 ft capillary tube. Though seemingly negligible, we seek the most 
accurate model possible. We will include entrance losses, since its inclusion should be relatively 
simple. 
The pressure loss of the refrigerant at the capillary-tube inlet can be correlated in the usual 
manner. The entrance loss is written in tenns of a loss coefficient, K, where 
APentrance 
K = (4.33)v2/2g 
so that total pressure loss may be written as 
pv )2 (f LAPtot = 2 D + K (4.34) 
As an approximation, K = 0.78. Typical values of f, L, and Dare 0.03, 60 in., and 0.026 in., 
respectively. In this case, f LID = 69.2; a value of K = 0.78 is 1.13% of f LID. The loss 
coefficient, K, can be included in the pressure loss calculation during the fIrst step of integration 
down the length of the tube. 
4.3.3 Energy Equation 
A similar analysis can be made for the conservation of energy. A relation will be derived for 
the liquid phase, from which the equation for the vapor phase will be written. These two equations 
will be added to fonn the total conservation equation. 
We start with the First Law of Thennodynamics, 
aQ_OW=dE (4.35)
ot ot dt' 
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where E is the energy of the system, Q is heat added to the system, and W is work done by the 
system. We can write the change of energy in the liquid phase control volume as 
dEl _ ~( (4.36)dt - at 
where el = UI + ~ Vl2 + gz. The time derivative term is equal to zero from the steady flow 
assumption. 
Heat is added to the liquid phase through the capillary-tube wall and the liquid/vapor 
interface. The term OQ can thus be written as 

Ot 

(4.37) 
where qi~ = heat transfer between liquid and wall and qig = heat transfer between liquid and 
vapor. Using a standard heat transfer coefficient approach, we may write 
(4.38) 
and (4.39) 
The details of the thermodynamic interfacial conditions will be discussed as an auxiliary equation in 
a later section. 
The work done by the fluid on the control surface is divided into the shear and pressure 
components. The shear stress within the liquid and vapor phases is negligible compared with the 
shear at the liquid/wall, vapor/wall, and liquid/vapor interfaces. The work due to shear stress 
acting on the control volume is the product of the shear stress and the velocity of the surface on 
which the shear stress is acting. Symbolically, this can be written as 
dWshear J(t • v) dS (4.40)dt s 
Since the capillary-tube wall is stationary, there is no shear work done on the tube wall. The 
liquid/vapor interface moves with a velocity v1g, so that there is shear work done by the liquid on 
this interface. In this case, t and v in Equation 4.40 are tlg and Vlg, respectively. 
The work associated with the pressure force acting on the control surface is the product of the 
pressure force and the normal velocity of the surface on which the pressure is acting. 
Symbolically, this can be written as 
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dW = - I P (v • n) dS (4.41)rt S 
Substituting Equations 4.36, 4.37, 4.40, and 4.41 into equation 4.35, we find 
- fi1qi~ Clw dx - ml qig Clg dx + f 'tlg(Vlg • n) dSlg . (4.42) 
S 
The surface integrals can be rewritten as control volume integrals in the usual way. Taking the 
derivative with respect to x, we may rewrite Equation 4.42 as 
where 
(4.43) 
(4.44) 
For the vapor phase, 
A dVg = (4.45)fg Pg gdx 
Adding Equations 4.43 and 4.44, we see that the equation for the conservation of total 
energy in the control volume may be written as 
(4.46) 

The required heat transfer coefficients can be related to the Nusselt Number written as a 
function of ReD and Pr in the customary manner. Thus, we may write that 
(4.47) 

hgw (4.48) 

klh1gl = Dl Nu(Reolgl> Prv (4.49) 
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and 
hlgg = ~ Nu(ReDlgg, Prg) (4.50) 
g 
Here, kl and kg are the thermal conductivities of the liquid and gas phases, respectively, and Prl 
and Prg are the corresponding Prandtl Numbers. 
Assuming the flow is turbulent and fully developed, we may use the Dittus-Boelter 
Correlation to determine the N usselt Numbers. We recall this equation is 
(4.51) 
where n =0.4 if T wall> T fluid, and n =0.3 if Twall < Tfluid. 
4.3.4 Auxiliary Equations 
The conservation equations described in Sections 4.3.1, 4.3.2, and 4.3.3 above yield four 
first-order ordinary differential equations and one algebraic equation in seven dependent variables. 
Specifically, the four differential equations are Equations. 4.18, 4.20, 4.44 and 4.46, the one 
algebraic equation is Equation 4.8, and the seven unknowns are hh hg, Ph P g' vI. Vg' AI. Here, it 
is assumed that the wall temperature T w is known as a function of x for the sake of convenience. 
Later, we shall see that T w must be determined by solving the heat conduction equation in the tube 
wall. 
In single-phase flow, the number of equations and unknowns degenerates to three (Equations 
4.8, 4.18 and 4.44 in h, P and v of the appropriate single phase), and the solution is fully 
specified. In two-phase flow, the situation is somewhat more involved, and constitutive relations 
are needed to completely specify the problem. First, we note that (a) the interfacial velocity Vig 
temperature Tig can both be determined from the seven base unknowns using the continuity 
relationships expressed in Equations 4.23 and 4.39, (b) the auxiliary properties 0', TI. Tg, Ph Pg, 
VI. Vg, kh kg, PrI. and Prg can all be determined using thermodynamic and transport property 
relationships, (c) the area Ag can be determined from the fact that Ag =A - AI. and (d) the 
interfacial circumferences can all be determined from the area ratio A*l =AI/A. We are still left 
with five equations in seven unknowns thus requiring that we specify two additional constraints to 
close the equation set. 
The auxiliary constraints are specified on the two pressures PI and P g. Consistent with flow 
visualization studies, we will begin this discussion by assuming the vapor to exist as bubbles in a 
liquid continuum. Following the presentation of Plesset and Zwick (1953), we describe the 
growth of the vapor bubbles as follows. Pressure in the liquid is assumed to be related to the 
vapor pressure as 
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(4.52) 

,'>-•. 
where Pvapor (TIg) is the equilibrium vapor pressure at the temperature of the bubble boundary, 
TIg. The rate of growth of the water vapor bubble in water that has a 18 of superheat is 3.94 
in/sec, much less than the speed of sound in the vapor. Thus, the pressure within the bubble is 
essentially the same as the pressure at the bubble wall, and we consider 
(4.53) 
Plesset and Zwick show that since the thermal diffusivity of water is relatively high, the 
thermal gradients in a water vapor bubble are small. Although the thermal diffusivity of a typical 
refrigerant is approximately three orders of magnitude lower than that of water, it is still large 
enough that thermal gradients can be considered negligible. For example, the thermal diffusivity, 
a, of R-134a vapor at 80 of is 0.016 ft2/hr. If the characteristic diffusion length is taken as 
(2at)l/2, the diffusion length is 0.028 in. for a time of 10-2 sec. This corresponds to a diffusion 
rate of 2.8 in/sec, approximately 70 % of the bubble growth rate. Thus we have 
Tg = Tlg , (4.54) 
so that Pg = Psat (Tg) (4.55) 
and PI = P (T) 20" (4.56)sat g - rbubble 
Equations 4.55 and 4.56 give us seven equations and seven unknowns. 
We may extend the analysis of the liquid/vapor pressure relation to determine the pressures of 
the liquid and vapor phases at the point of vaporization. In fact, this is required since our 
formulation results in an initial value problem We must specify liquid and vapor temperature and 
the initial amount of vapor. To do this, we can employ the relation 
20" 
- = P g (To) - Po , (4.57)
ro 
where To is the bulk temperature of the liquid at the point of vaporization, Po is the pressure of the 
liquid at the point of vaporization, and ro is the initial bubble radius. Approximating the initial 
bubble radius by the mean tube roughness, the degree of superheat or amount of "underpressure" 
to initiate vaporization may be determined. Table 4.2 shows the amount of underpressure required 
for a range of initial bubble radii. 
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The approach presented above has been derived for a vapor bubble in a pool of liquid. The 
flow field of the refrigerant in the capillary tube is obviously quite different from a relatively 
stagnate pool of liquid. The turbulent flow field is expected to have some effect on the 
vaporization process. However, as discussed in the literature review, attempts to account for the 
effect of turbulence on bubble growth have shown litde success, and the extent to which 
vaporization of a flowing fluid differs from vaporization of a liquid pool is still unknown. In this 
light, the simpler bubble growth model presented will be used. It is hypothesized that the model is 
written so that it will accurately predict any nonhomogeneous characteristics of the flow without 
further assumptions or correlations. 
Heat transfer with a suction-line heat exchanger can be modeled using finite difference 
equations. Figure 4.3 depicts a typical section of a capillary-tube/suction-line heat exchanger. 
Using a finite difference grid, we block the heat exchanger into sections, and define a temperature 
and heat flux for each section, where T ci is the refrigerant temperature in the capillary tube at 
section i, Twi is the wall temperature at section i, and T si is the refrigerant temperature in the 
suction line at section i. The capillary and suction-line tube walls are taken to be isothermal. 
Several investigators, including Bahnke and Howard (1964), Mondt (1962), and Kroeger (1967), 
have shown that axial conduction is significant in many applications. Axial conduction can easily 
be modeled in with the present model formulation. 
From Figure 4.3, we can write energy balance equations for an arbitrary section as follows. 
For section 4 of the tube wall, 
(4.58) 
where qC4 is the heat flux from the refrigerant in the capillary tube to the tube wall, and ~ is the 
heat flux from the tube wall to the refrigerant in the suction line. Thermal resistances in the 
capillary-tube wall, suction-line tube wall, and the solder binding the two tubes are combined into 
the conduction resistance term (kA)wall. The heat flux from the capillary tube is the sum of the heat 
flux from liquid in contact from the wall <Uw, and from vapor in contact from the wall (}gw, as 
defmed in the previous section. The heat flux to the suction line can be defmed in two ways: 
(4.59) 
and (4.60) 
Equation 4.58 is used to develop the fmite difference grid for wall temperatures. Equation 4.59 or 
4.60 can be solved at each section for the temperature of the next section. 
82 
• • • • • • 
Table 4.2 	 Liquid underpressure required for various initial bubble radii in R-134a at 
60°F. 
Initial Bubble Radius (in.) Liguid Underpressure (psia) 
1.4 x 10-5 
 15.5 
1.6 x 10-5 
 13.5 
1.8 x 10-5 
 12.0 
2.0 x 10-5 
 10.8 
4.0 x 10-5 
 7.24 
6.0 x 10-5 
 4.82 
1 2 3 4 5 6 7 
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Figure 4.3 Tube wall temperature finite difference grid 
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With the present flow regime model, determination of the critical exit condition is relatively 
straight forward. We expect that because of the large difference in specific volumes between the 
~'. 
phases, the vapor velocity will be much greater than the liquid velocity toward the end of the tube. 
Therefore, the vapor phase should reach sonic velocity before the liquid, at which point, no further 
increase in vapor velocity is possible, except for a change in inlet conditions. From ideal 
compressible flow analysis, we know this sonic velocity will occur at the tube exit, which we will 
use as our critical exit condition. The speed of sound for the refrigerant vapor can be calculated as 
if it were an ideal gas. 
One advantage of this approach is that we expect that the liquid velocity will not be sonic at 
the exit Therefore, further decrease in the exit pressure should have some effect on the liquid, and 
should be reflected in an increase in mass flow rate. This corresponds to experimental 
observations that show capillary-tube flow is not choked in the ideal sense, and that reduction of 
exit pressure beyond the "choking" point still results in a small increase in mass flow rate. 
4.4 Model 
The equations developed above can now be integrated into a computer model. Because the 
inlet enthalpy and pressure are known, the solution has been formulated as if this were an initial 
value problem. Ifwe wish to determine the length of capillary tube of a certain diameter that will 
pass a given mass flow rate, we simply march down the capillary tube solving the equations at 
each step until the exit condition is reached. For our problem, the length is determined when either 
the exit pressure equals the evaporator or the vapor velocity has reached the critical velocity. 
However, one often wishes to determine the mass flow that will pass through a given tube 
geometry, or to determine the tube diameter for a tube of a given length that will pass a certain 
mass flow rate. Under these circumstances, a guess of the unknown quantity is used, from which 
one can march down the tube, solving the equations at each step, and evaluate the accuracy of the 
guess. Based on the a comparison of the predicted exit conditions using the guessed value of the 
unknown and the given exit conditions, the guess is updated. This iterative procedure is repeated 
until the predicted exit conditions are within a specified tolerance of the given exit conditions. 
Recall, however, that in formulating the energy equations, we assumed the temperature 
profiles in the suction line and along the tube wall were known. These are not known, of course, 
and part of the desired solution. Therefore, initial guesses of the wall and suction-line temperature 
profiles is required, and the equations will be solved iteratively until a solution has been 
determined. In this model, convergence on the temperature proflles will be made before the 
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guessed flow rate or tube diameter is evaluated. In this way, proper evaluation of the guessed flow 
rate or tube diameter can be made. 
Convergence on the wall and suction-line temperature prof'lles will be obtained as follows. 
The inlet suction-line temperature is known from the given evaporator conditions. Initial wall and 
suction-line temperature prof'lles are guessed before the frrst iteration down the capillary tube is 
made. After sweeping down the capillary tube, the updated capillary-tube temperature prof'lle and 
current suction-line temperature profile are used in solving the wall temperature equations 
simultaneously. With new wall temperatures, the suction-line heat balance equation can be used to 
sweep up the suction line for updated temperatures using the evaporator temperature as the initial 
suction-line temperature. If the capillary tube is not soldered to the suction line at any point, the 
capillary tube is assumed adiabatic, and <Is is set to zero. The flow chart in Figure 4.4 outlines the 
model structure. 
Solving the equations modeling the refrigerant flow presents a challenge because the four 
"main" equations are partial differential equations while there are additional algebraic constraints to 
be met. Typically, sets of ordinary differential equations can be integrated in a straight forward 
manner. However, in order to maintain generality in the model, and in order to maintain a high 
level of accuracy by avoiding simplifying assumptions, the conservation equations were left in 
PDEform. 
Software for solving sets of PDE's with algebraic constraints are available. One such 
method is available in the IMSL Libraries. The IMSL subroutine DASPG solves f11'st order 
differential-algebraic systems of equations of the form g(t, y, y') = 0, using the Peltzold-Gear 
method. IMSL routines are written in FORTRAN, so that no special software is required to use 
them. This routine is recommended for solving the simultaneous model equations. 
4.4 Refrigerant Property Calculation 
Methods for determining refrigerant properties is occasionally taken for granted, especially in 
the early stages of model development. However, any computerized capillary-tube model is 
incomplete without a method for calculating refrigerant properties. The importance of accurate 
refrigerant properties to capillary-tube modeling was mentioned in the literature review, and is 
worth mentioning again. Unlike refrigeration system models based on thermodynamic cycle 
analysis, fluid-flow models require transport properties as well as thermodynamic properties. 
While results from thermodynamic property routines typically vary by a few percent, results from 
transport property routines can vary significantly more. 
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Figure 4.4 Flow chart depicting model structure. 
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Probably the most recognized public domain refrigerant property code is the NIST 
REFPROP code. While REFPROP is a stand alone program, interfaces can be written so that 
subroutines in REFPROP can be used in modeling programs. However, REFPRQP was designed 
with the purpose to determine the properties refrigerant mixtures. The REFPROP user is given a 
choice of pure refrigerants, from which he can choose up to five to create a mixture. The user can 
then estimate the properties of a mixture not yet in production and before laboratory test can be 
made. In this way, prospective mixtures can be selected before unnecessary testing is performed 
on mixtures that will obviously not meet performance specifications. REFPROP was not intended 
to be a substitute for existing refrigerant property data. In the quest for generality, accuracy was 
sacrificed. 
The most recent version of REFPROP includes a more accurate method for determining 
properties of pure refrigerants and transport properties. However, a preliminary shakedown of the 
new property routine revealed bugs in the code that prevented it from being used in the capillary­
tube model. Details of the results of these test will be presented in a future report. 
In order to maintain the highest accuracy in refrigerant property calculation, the core of the 
new REFPROP routine was retained, and is being incorporated into a new program for calculating 
refrigerant properties. The development of this code is continuing separate from this study, and 
documentation will be presented in a stand-alone report. This new property routine is near 
completion and will be used in the capillary-tube model. 
4.4 Model Validation 
A relatively small amount of data is available in the literature for validating the current 
capillary tube model for home refrigerator operating conditions. The existing data can be used to 
test the basic concepts of the model. However, more data for alternative refrigerants, tube 
diameters on the order of 1 mm, and capillary-tube/suction line heat exchange geometries are 
needed. A companion project is currently preparing a test facility to acquire data for validating the 
model. Performance data will be taken under typical household refrigerator operating conditions. 
The data taken from this project will be used for validating the concepts used to develop the model. 
Diagnostic data will be taken as necessary to improve areas of the model that show significant 
deviation from observation. 
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5. SUMMARY AND CONCLUSIONS 

;i-. 
Capillary-tube modeling has not changed appreciably since the 1950's. The work of 
Hopkins (1950) and Whitesel (1957a and b) are the foundation for the ASHRAE capillary-tube 
sizing charts, which are still the industry standard sizing tool today. The ASHRAE charts 
represent a convenient method to obtain a ftrst approximation for sizing capillary tubes with R-12 
or R-22. The inaccuracy of current sizing tools, however, results in signiftcant amounts of 
experimental testing to determine optimum capillary-tube geometries and system charges. Recent 
federal regulations dictating increased energy efftciencies for home appliances have resulted in 
greater engineering efforts to redesign refrigeration systems, and more experimental testing. The 
ban of stratospherically harmful refrigerants, including R-12 and R-22, has made the ASHRAE 
charts obsolete. 
Three major requirements, then, have been identifted. In order to meet the needs of the 
refrigeration industry, a new capillary tube model is required that is 1) valid for alternative 
refrigerants, 2) sufftciently accurate that laboratory testing is minimized, and 3) amenable to 
integration with system models for design and optimization. 
Modeling refrigerant flow in capillary tubes is difftcult for several reasons. First, under 
virtually all operating conditions of the household refrigerator, a two-phase flow exists in at least 
some portion of the tube. Two-phase flows are in general very difftcult to model. Simple, 
homogeneous models are applicable only for a few cases. In most two-phase flows, the 
interaction between the phases needs to be included in the model. Inclusion of these interactions 
necessitates a knowledge of the flow regime(s) present 
This presents another difftculty in capillary-tube modeling. Determining flow regimes is 
usually performed through visualization studies, which requires the use of either clear (almost 
always glass) tubes, or special tubes designed for x-ray photography. Glass tubes have been used 
exclusively in capillary-tube visualization studies. Copper tubing normally used for capillary 
tubing is not smooth. Characteristics of fluid flow in extremely smooth tubing may vary greatly 
from rough copper tubing. The manner in which refrigerant vaporizes inside a tube can be very 
dependent on the tube internal surface. One, therefore, cannot directly assume that flow 
characteristics that are visualized in glass tubes also occur in copper tubes. 
One observation that has been made consistently, and that can be explained by physical 
arguments is that the two-phase flow is primarily annular. The size of capillary tubing is small 
enough so that surface tension effects become signiftcant compared with gravity effects. Surface 
tension effects will act to keep the vapor in a circular or spherical shape, in which case the vapor 
and liquid will not form a horizontal interface typical of stratifted flow. Based on the visualization 
studies, capillary-tube researchers have almost unanimously adopted a homogeneous flow model 
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for the two-phase region. However, experimental observations indicate that capillary-tube flow is 
not homogeneous at vaporization and near the exit of the capillary tube., 
Modeling refrigerant vaporization inside capillary tubes presents a significant difficulty. The 
phenomena of flashing liquids in ducts has received relatively little attention. Some success has 
been made in using bubble nucleation modeling techniques for water systems. However, these 
models are highly dependent on experimental data to correlate bubble number densities and 
nucleation site densities at the point of vaporization. The amount of refrigerant flow experimental 
data available for these types of correlations is very small. 
Choking characteristics are more complicated for two-phase flow than for single-phase flow. 
The vapor phase reaches near sonic velocities much more quickly than does the liquid phase. The 
closer the refrigerant is to the tube exit, the greater the difference between the liquid and vapor 
phases. Homogeneous models do not account for the effect of the difference in phase velocities. 
In order to correctly model the exit condition, a nonhomogeneous model is required. 
The effect of heat exchange with suction line is only partially understood. Conceptually, it is 
clear that heat loss from the capillary tube to the suction line will reduce the amount of vaporization 
and lead to higher mass flow rates than would be obtainable in an adiabatic tube. However, the 
location of the heat exchanger could also have a significant impact on the flow rate through the 
tube. Surprisingly, very few studies of capillary-tube/suction-line heat exchangers have been 
performed Data will be taken as part of a companion project to this project for the validation and 
improvement of this model. 
In this study, a model has been developed that accounts for phase interaction in the two­
phase flow. Separate conservation equations have been written for the liquid and vapor phases. 
Constitutive relations based on classic bubble-growth models are used for closure. If the phases 
are at equilibrium, the model simplifies to the homogeneous model. The subcooled liquid region is 
a special case of the two-phase model, in which the vapor quantities go to zero. Because the liquid 
and vapor phases are treated separately, however, differences in temperature, velocity, and 
pressure in the phases can be included in the model. 
The model, as presented, can be implemented as a computer code in a straight forward 
manner. Software for solving simultaneous partial differential equations with algebraic constraints 
is required. Software for calculating refrigerant properties is also required. Careful attention is 
being given to the selection of the refrigerant property routines used in validation of this model. 
The manner in which refrigerant properties are determined can have a significant impact on the 
accuracy of a model. Care must be taken to ensure accurate refrigerant property routines before 
analyzing the success of the model. 
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