



























𝑋𝑖 𝑖 𝑖 = 1,2, … , 𝑝








𝐺  = 0,1, … , 𝐺 − 1
𝑅 𝑟 = 1,2, … , 𝑅
𝑇 𝑡𝑟 = {𝑡𝑟,1, … , 𝑡𝑟,𝑛𝑟}
𝑌𝑟 𝑦𝑟 = {𝑦𝑟,1, … , 𝑦𝑟,𝑛𝑟}
𝑌𝑆𝑁𝑃𝑖 𝑖
𝑖 = 1,2, … , 𝑝
𝑋𝑆𝑁𝑃𝑖 𝑖
𝑖 = 1,2, … , 𝑝
















































































𝑋𝑖 𝑋𝑖, 𝑖 = 1,2, … , 𝑝
 𝑋𝑖




𝑔 = 0,1 𝑖
𝑡𝑖 = 𝑚𝑎𝑥 {
|?̅⃗?𝑖𝑔 − ?̅⃗?𝑖|
𝑀𝑔𝑆𝑖
, 𝑔 = 0,1, … , 𝐺 − 1}
 

































𝑛1 = 1000 ?̅⃗?𝑖1
𝑛0 = 1000 ?̅⃗?𝑖0

























𝑎1 = 14 𝑡1 = 543
𝑎0 = 2 𝑡0 = 67


































𝑌 = 𝑔 𝑋 = 𝑥
𝑃𝑟(𝑌 = 𝑔|𝑋 = 𝑥) =
𝑃𝑟(𝑌 = 𝑔) × 𝑃𝑟(𝑋 = 𝑥|𝑌 = 𝑔)
𝑃𝑟(𝑋 = 𝑥)
𝑃𝑟(𝑌 = 𝑔) 
𝑗 𝑔 𝑃𝑟(𝑋 = 𝑥)
𝑥










𝑃𝑟(𝑌 = 𝑔|𝑋 = 𝑥0) =
1
𝐾
∑ 𝐼(𝑦𝑗 = 𝑔)𝑗∈𝑁0
 𝑥0 
𝐾 =
1, 3, 5 class
𝐾 = 1 𝐾 = 3 𝐾 = 5
𝐾
𝐾 = 5
𝐾 = 3, 5
𝐾 = 3 𝐾 = 5
𝑡
𝐹𝑠𝑡
𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 = 0
𝛽0, 𝛽1 𝛽2 𝑋 = (𝑋1, 𝑋2)
𝑇
𝑝
𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝 = 0
𝑦𝑗 ∈ {0,1}
𝛽0 + 𝛽1𝑋𝑗1 + 𝛽2𝑋𝑗2 + ⋯ + 𝛽𝑝𝑋𝑝 > 𝑀 𝑦𝑗 = 1
𝛽0 + 𝛽1𝑋𝑗1 + 𝛽2𝑋𝑗2 + ⋯ + 𝛽𝑝𝑋𝑝 < 𝑀 𝑦𝑗 = 0






𝑔 𝑔 = 0,1 𝑝 𝑋𝑖






Ω𝐿 𝑖𝑓 𝑋𝑖 ∈ (0)   
Ω𝑅 𝑖𝑓 𝑋𝑖 ∈ (1,2)
   (2) = {
Ω𝐿 𝑖𝑓 𝑋𝑖 ∈ (0,1)   
Ω𝑅 𝑖𝑓 𝑋𝑖 ∈ (2)       
(3) = {
Ω𝐿 𝑖𝑓 𝑋𝑖 ∈ (0,2)   

































































𝑝 𝐺 𝑡 𝑋𝑖 (𝑖 = 1,2, … , 𝑝)
𝑡
𝑡𝑖 = 𝑚𝑎𝑥 {
|?̅⃗?𝑖𝑔 − ?̅⃗?𝑖|
𝑀𝑔𝑆𝑖
, 𝑔 = 0,1, … , 𝐺 − 1}
 





= {1,0,0}, ⇒ ?⃗?𝑖
(2)

























𝑡𝑔( ) 𝑌 𝑋
𝑔(𝐸(𝑌|𝑋)) = 𝑋1𝛽1 + 𝑋2𝛽2 𝑋1𝛽1
𝑋2𝛽2 𝑋 =
[𝑋1, 𝑋2] 𝛽 = (𝛽1, 𝛽2)
𝑇 𝑋1 𝑛 × 𝑝1 𝑋2
𝑛 × 𝑝2 𝛽1 𝑝1 × 1









𝐷𝑒𝑣(𝑦, 𝑋1, ?̂?1) − 𝐷𝑒𝑣(𝑦, 𝑋, ?̂?)
𝐷𝑒𝑣(𝑦, 𝑋, ?̂?)
𝑋2 ?̂?2






𝑋𝑖 (𝑖 = 1,2, … , 𝑝)
𝑡𝑆𝑁?̂?𝑖 =






𝑋𝑖 (𝑖 = 1,2, … , 𝑝)
𝑡𝑆𝑁?̂? 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
𝐷𝑒𝑣(𝑦, ?̂?0) − 𝐷𝑒𝑣(𝑦, 𝑋𝑖, ?̂?𝑖) + 𝑑0 − 𝑑𝑖






















𝑌 𝑝 𝑋𝑖 (𝑖 =
1, 2, … , 𝑝) 𝐺
𝑔 = 0,1, … , 𝐺 − 1
𝐺 = 2, 𝑔 = 1 
𝑔 = 0
𝑗 (𝑗 = 1,2, … , 𝑛) 𝑔 = 1   𝑖
  𝑃𝑟(𝑌𝑗 = 1|𝑋𝑖)










𝜃 = (𝛽0, 𝛽1, … , 𝛽𝑝)
𝑇
𝐿(𝜃) = ∑[𝑌𝑗 𝑙𝑜𝑔 𝜋𝑗 + (1 − 𝑌𝑗)𝑙𝑜𝑔(1 − 𝜋𝑗)]
𝑛
𝑗=1
𝑔(𝜃) = 𝐿(𝜃) − 𝜆 ∑|𝛽𝑖|
𝑝
𝑖=1












































𝐵𝐼𝐶 = 𝐷𝑒𝑣(𝑦, 𝑋𝑖, ?̂?𝑖) + 𝑑 𝑙𝑜𝑔(𝑛)
𝑡𝑆𝑁?̂? =
𝐷𝑒𝑣(𝑦, ?̂?0)
𝐵𝐼𝐶 − 𝑑 𝑙𝑜𝑔(𝑛)
− 1







𝐺 = 2, 𝑔 = 1 
𝑔 = 0
𝑇.
𝑅 ≥ 1 𝑡𝑟 =
(𝑡𝑟,1, … , 𝑡𝑟,𝑛𝑟) 𝑡𝑟,1 < ⋯ < 𝑡𝑟,𝑛𝑟 𝑟 = 1, … , 𝑅 𝑅
𝑌𝑟 =
(𝑌𝑟,1, … , 𝑌𝑟,𝑛𝑟) 𝑡 <
𝑇 𝑔
𝑡
𝑔 = 0 𝑔 = 1
𝑗 (𝑗 = 1, … , 𝑛𝑟)




−1{𝐸(𝑌𝑟,𝑗|𝑏, 𝑔)} = 𝑥𝑟,𝑗
𝑔𝑇𝛼𝑟
𝑔 + 𝑧𝑟,𝑗










𝑏 = (𝑏1, … , 𝑏𝑅)













𝑔, … , 𝛼𝑅
𝑔, ∅1




𝑔, … , 𝜇𝑄𝑔
𝑔 , 𝔻1
𝑔, … , 𝔻𝑄𝑔
𝑔 )
𝑌𝑟









−1{𝐸(𝑌𝑟,𝑗|𝑏, 𝑔)} = 𝑥𝑟,𝑗
𝑔𝑇𝛼𝑟
𝑔 + 𝑧𝑟,𝑗
𝑔𝑇𝑏𝑟 , 𝑟 = 1, … , 𝑅, 𝑗 = 1, … , 𝑛𝑟
ℎ𝑆𝑁𝑃𝑖
−1 {𝐸(𝑌𝑆𝑁𝑃𝑖,𝑗|𝑔)} = 𝑥𝑆𝑁𝑃𝑖,𝑗
𝑔𝑇 𝛼𝑆𝑁𝑃𝑖


















  𝑔 = 0, … , 𝐺 − 1,
𝑓
𝜋𝑔 = 𝑃𝑟(𝑔), 𝑔 = 0, … , 𝐺 − 1 𝑓𝑔,𝑛𝑒𝑤
ℵ𝑓𝑔,𝑛𝑒𝑤
𝑓𝑔,𝑛𝑒𝑤















































































































































 𝑋𝑖 , 𝑖 = 1,2, … , 𝑝
𝑡𝑆𝑁?̂?𝑖
𝑡𝑆𝑁?̂?𝑖 =



























 n = 1,212
n = 303 𝑘
glmnet
 𝜔𝑖 𝑘










𝜔𝑖 𝜔1 𝜔2 𝜔3
 𝑡𝑆𝑁?̂? 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
𝐷𝑒𝑣(𝑦, ?̂?0) − 𝐷𝑒𝑣(𝑦, 𝑋𝑖, ?̂?𝑖) + 𝑑0 − 𝑑𝑖








































































































































































































































































































































































































−1{𝐸(𝑌𝑟,𝑗|𝑏, 𝑈 = 𝑔)} = 𝑥𝑟,𝑗
𝑔𝑇𝛼𝑟
𝑔 + 𝑧𝑟,𝑗
𝑔𝑇𝑏𝑟   𝑟 = 1, … , 𝑅, 𝑗 = 1, … , 𝑛𝑟
𝑅 = 3










































  𝑔 = 0, … , 𝐺 − 1,
𝑓


















−1{𝐸(𝑌𝑟,𝑗|𝑏, 𝑔)} = 𝑥𝑟,𝑗
𝑔𝑇𝛼𝑟
𝑔 + 𝑧𝑟,𝑗
𝑔𝑇𝑏𝑟 , 𝑟 = 1, … , 𝑅, 𝑗 = 1, … , 𝑛𝑟
ℎ𝑆𝑁𝑃𝑖
−1 {𝐸(𝑌𝑆𝑁𝑃𝑖,𝑗|𝑔)} = 𝑥𝑆𝑁𝑃𝑖,𝑗
𝑔𝑇 𝛼𝑆𝑁𝑃𝑖







𝑔𝑇 , … , 𝑋𝑆𝑁𝑃𝑝,𝑗
𝑔𝑇 ). 
 𝑌𝑆𝑁𝑃𝑖 𝑋𝑆𝑁𝑃𝑖

















































































































































𝑌𝑆𝑁𝑃1 +  𝑌𝑆𝑁𝑃2







𝑋𝑆𝑁𝑃1  𝑌𝑆𝑁𝑃1 𝑋𝑆𝑁𝑃2 𝑌𝑆𝑁𝑃2
 𝑌𝑆𝑁𝑃1  𝑌𝑆𝑁𝑃2
































 for i in `seq 1 22`; do echo "plink --bfile /ph-users/shima/SANAD_PLINK/chr$i --geno 0.10 
--maf 0.01 --hwe 0.000001 --noweb --make-bed --out /ph-
users/shima/SANAD_QC/chr$i.snps" > /ph-tmp/shima/script$i.sh; qsub /ph-
tmp/shima/script$i.sh; done 
 
for i in `seq 1 22`; do echo "plink --bfile /ph-users/shima/SANAD_QC/chr$i.snps --indep-
pairwise 150 50 0.9 --allow-no-sex --noweb --out /ph-
users/shima/SANAD_PRUNE0.9/chr$i " > /ph-tmp/shima/script$i.sh; qsub /ph-
tmp/shima/script$i.sh; done 
 
hapgen2_submit -h CEU.chr1.hap -l hapmap3.r2.b36.chr1.legend -m 
genetic_map_chr1_combined_b36.txt -o chr1_rep1 -n 500 500 -dl 156952983 1 2.2 3.0 
200252354 1 5.0 8.3  
 
args <- commandArgs(trailingOnly=TRUE) 
input_file <- args[1] 
output_file <- args[2] 
 
chr <- read.table(input_file, header=TRUE) 
 
chr$PHENOTYPE[chr$PHENOTYPE==1] <- 0 
chr$PHENOTYPE[chr$PHENOTYPE==2] <- 1 
chr$PHENOTYPE <- as.numeric(as.character(chr$PHENOTYPE)) 
names(chr) <- sub('_\\d+$', '', names(chr)) 
 
SNPs <- names(chr)[7:ncol(chr)] 
SNPsMatrix <- chr[,is.element(names(chr),SNPs)] 
 xfunction <- function(Geno) 
{ 
glm.snp <- glm(PHENOTYPE~Geno, family=binomial, data=chr) 
null <- glm.snp$null.deviance 










#Create 100 training and 100 test datasets (80%-20% or 70%-30%) 
 
first_seed <- 3009 
 
x_train <- list() 
y_train <- list() 
x_test <- list() 
y_test <- list() 
 
PCC <- matrix(NA, nrow=100, ncol=100) 
AUC <- matrix(NA, nrow=100, ncol=100) 
Sensitivity <- matrix(NA, nrow=100, ncol=100) 
Specificity <- matrix(NA, nrow=100, ncol=100) 
PPV <- matrix(NA, nrow=100, ncol=100) 
NPV <- matrix(NA, nrow=100, ncol=100) 
tSNR <- matrix(NA, nrow=100, ncol=1) 
 
cv <- list() 
glmnet_mod <- list() 
 for (i in 1:100) 
 { 
 cat("count=",i,"\n") 
 first_seed <- first_seed+i 
       
 smp_size <- 0.8 
 train <- ddply(data, .(PHENOTYPE), function(.,seed) { 
set.seed(seed); .[sample(1:nrow(.), trunc(nrow(.) * 
smp_size)), ] }, seed = first_seed) 
 test <- ddply(minusID, .(PHENOTYPE), function(.,seed) { 
set.seed(seed); .[-sample(1:nrow(.), trunc(nrow(.) * 
smp_size)), ] }, seed = first_seed) 
  
 x_train[[i]] <- sparse.model.matrix(PHENOTYPE~.,train)[,-1] 
 y_train[[i]] <- as.numeric(train$PHENOTYPE) 
 
 x_test[[i]] <- sparse.model.matrix(PHENOTYPE~.,test)[,-1] 
 y_test[[i]] <- as.numeric(test$PHENOTYPE) 
 
 cv[[i]] <- cv.glmnet(x_train[[i]],y_train[[i]], dfmax=200, 
family="binomial") 
 glmnet_mod[[i]] <- glmnet(x_train[[i]],y_train[[i]], 
alpha=1, dfmax=200, lambda=cv[[i]]$lambda.min, 
family="binomial") 
 null <- glmnet_mod[[i]]$nulldev 
 residual <- deviance(glmnet_mod[[i]]) 
 SNR <-((null-residual)/residual) 




 for(i in 1:100) 
 { 
 for(j in 1:100) 
 { 
  glm.probs <- 
predict(glmnet_mod[[i]],x_test[[j]],lambda=cv[[i]]$lambda.
min, type="response") 
 glm.pred <- rep("0",nrow(glm.probs)) 
      glm.pred[glm.probs>.5] <- "1" 
 
       rightPred <- glm.pred == y_test[[j]] 
       t <- table(glm.pred,y_test[[j]]) 
       auc <- auc(as.numeric(glm.pred),y_test[[j]]) 
        pcc <- sum(rightPred)/nrow(glm.probs) 
             
 totalpos <- sum(y_test[[j]]==1)             
 totalneg <- sum(y_test[[j]]==0)            
  truepos <- sum((y_test[[j]]==1)*(glm.pred==1))  
 trueneg <- sum((y_test[[j]]==0)*(glm.pred==0))  
 predpos <- sum(glm.pred==1) 
 predneg <- sum(glm.pred==0) 
   
 sens <- truepos/totalpos                    
 spec <- trueneg/totalneg 
 ppv <- truepos/predpos  
        npv <- trueneg/predneg   
  
 PCC[i,j] <- c(pcc) 
 AUC[i,j] <- c(auc) 
 Sensitivity[i,j] <- c(sens) 
 Specificity[i,j] <- c(spec) 
 PPV[i,j] <- c(ppv) 
 NPV[i,j] <- c(npv) 
 } 
      } 
mtrx <- data.frame(variable=rep(0,5000)) 
rownames(mtrx) <- colnames(data[,2:5001]) 
 variable <- NULL 
for (i in 1:100) 
{ 
variable[i] <- as.data.frame(as.matrix(glmnet_mod[[i]]$beta)) 
mtrx[,i] = variable[i] 
} 
 
mtrx[mtrx > 0] <- 1 
mtrx[mtrx < 0] <- 1 
 
colsum <- colSums (mtrx, na.rm = FALSE, dims = 1) 
 
names(tSNR)[1] <- paste("variable") 
tr_mtrx <- t(mtrx) 
tr_tSNR <- t(tSNR) 
 
multiply_mtrx <- sweep(tr_mtrx,MARGIN=1,tr_tSNR,`*`) 
 
sum <- colSums(multiply_mtrx) 
list <- head(sort(sum, decreasing=TRUE),5000) 
convert <- data.frame(rs = names(list), weightage = list) 
rownames(convert) <- NULL 
 
library(matrixStats) 
#repeat for AUC, Sensitivity, Specificity, PPV, NPV 
sd_PCC <- transform(PCC, SD=rowSds(PPV, na.rm=TRUE))  
mean_PCC <- rowMeans(PCC, na.rm = TRUE)  
 




 plot(Accuracy$SNP, Accuracy$PCC_mean, ylim=c(0,1.0), cex.lab=1.2, 
xlab="Number of SNPs in the model based on cumulative tSNR 
ranking", cex.axis=1.2, ylab="Classification performance", 
type='b', col="blue", lwd=3, pch=16) 
lines(Accuracy$SNP,Accuracy$AUC_mean,type='b',pch=16, 
col='darkolivegreen2')  
lines(Accuracy$SNP,Accuracy$Sens_mean, type='b', pch=16, 
col='magenta')  
lines(Accuracy$SNP,Accuracy$Spec_mean, type='b', pch=16, 
col='brown') lines(Accuracy$SNP,Accuracy$NPV_mean, type='b', 
pch=16, col='purple') lines(Accuracy$SNP,Accuracy$PPV_mean, 
type='b', pch=16, col='orange')  
 
legend(50,0.12,c("PCC","AUC","NPV", 
"PPV","Sensitivity","Specificity"), ncol=3, cex=1.0, 
col=c("blue","darkolivegreen2","purple","orange","magenta","brown")
,bty = "o", pch=c(16,16,16,16,16,16)) 
 
#To include axis on the right for adjusted tSNR  
par(new = T) 
with(Accuracy, plot(SNP, tSNR_adj, pch=16, axes=F, xlab=NA, 
ylab=NA, ylim=c(0,6), col="red", col.axis="red", type="o"))  
axis(side = 4, col="red", col.axis="red", cex.axis=1.2) 






mod0<-GLMM_MCMC(y=SANAD_0Train[,c("ltotsez","NumAdv","seizures")],                              
dist=c("gaussian","poisson(log)","binomial(logit)"),                                                




","type","sex","randP")]),     
 z=list(ltotsez="empty",NumAdv="empty",seizures="empty"), 
random.intercept = c(ltotsez=TRUE,NumAdv=TRUE,seizures = TRUE),                           
prior.b=list(Kmax=1),                  




SANAD_1Train[,c("ltotsez","NumAdv","seizures")],                              
dist=c("gaussian","poisson(log)","binomial(logit)"),                                                




","type","sex","randP")]),     
z=list(ltotsez="empty",NumAdv="empty",seizures="empty"), 
random.intercept = c(ltotsez=TRUE,NumAdv=TRUE,seizures = TRUE),                           
prior.b = list(Kmax = 1),            
        




##Check autocorrelation  
library("coda") 
DevChains <- mcmc.list(mcmc(mod0$Deviance)) 
autocorr(DevChains) 
tracePlots(mod0, param = "Deviance") 
tracePlots(mod0, param = "alpha") 






 𝑔 = 0
𝑔 = 1
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