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original direction  .         
Effect Size Difference  ­0.598  .       
Meta­analytic Estimate  0.606  ­0.206  .     
original effect size within 
replication 95% CI  0.551  ­0.484  0.525  .   
subjective "yes" to "Did it 














































































































































































































































































































































t​ or ​F​(1,​df​)  70  +  +  +  + 
F​(>1,​df​)  17  +  X  X  + 
χ​2​ odds ratio  2  +  X  +  + 
χ​2​ other  2  +  X  X  + 
Binomial  1  +  X  X  X 
r  4  +  +  +  + 
beta and F  1  X  X  X  X 
b  1  +  X  X  X 
z  2  +  X  X  X 
Total 
frequency 
100  99  74  76  95 
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[A4] Calculation of expected coverage of original effect size by replication CI 
  
One statistic to evaluate reproducibility is the probability that the original study’s effect size is 
covered by the replication study’s confidence interval. If ​α​ = .05, and we assume that both 
studies are sampled from a population with the same true effect size, then this probability is a 
function of both studies’ effect size. When both studies have equal sample size, this 
probability equals 83.4% (​39​). However, this probability can be any number between 0 (if the 
replication study has a much larger sample size) and 1 (if the original study has a much larger 
sample size). 
The program below calculates the expected proportion of coverage across study pairs, by 
summing the study pairs’ probabilities. For each study, the probability of overlap is calculated 
using the Fisher transformed effect size and its standard error. Since the standard error can 
only be calculated for test statistics ​t, ​F​(1,df), and ​r, we can only use this statistic for study 
pairs who used these tests. 
  
overlap <­ numeric() 
points <­ 1000000 
p <­ 1:points/(points+1)  # uniform probability density based on equally distributed points 
  
for (i in 1:length(final$N.r)) { 
   zu <­ qnorm(p,0,1/sqrt(final$N.r[i]­3)) + qnorm(.975)/sqrt(final$N.r[i]­3)  
  # zu gives upper bound of Fisher transformed effect size for each possible point in the 
  # probability density 
   zl <­ zu ­ 2*qnorm(.975)/sqrt(final$N.r[i]­3) 
  # zl gives lower bound of Fisher transformed effect size for each possible point in the 
  # probability density 
   overlap[i] <­ mean(pnorm(zu,0,1/sqrt(final$N.o[i]­3))) ­ 
mean(pnorm(zl,0,1/sqrt(final$N.o[i]­3))) 
  # overlap gives the probability of coverage as the average proportion that the original 
effect 
  # size is lower than the upper bound minus the average proportion that the original 
effect 
  # is larger than the lower bound 
} 
overlap 
mean(overlap) 
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  [A5] Calculation of expected coverage of original effect size by replication CI for other 
statistics 
Effect size statistics based on ​F​(df​1​ > 1, ​df​2​) and ​χ​2​(​df​) can be converted to correlations (see 
A3), but their standard errors cannot be computed. Hence, coverage, or the probability that 
the original study’s effect size is covered by the replication study’s confidence interval, needs 
to be computed in another way. For ​F​ statistics we first computed the 95% confidence interval 
of the non­centrality parameter based on the observed ​F​­statistic of the replication study. 
Then, we estimated the non­centrality parameter   of the original study using the fact that the 
expected value of the ​F​­statistic equals 
. 
 
Rewriting this expected value yields  . Coverage then means that the 
CI contains  . See the code below. 
  Similarly, for ​χ​2​(​df​) statistics we checked if the CI of the non­centrality parameter   of 
the replication study contains the estimated non­centrality parameter   of the original study. 
Using the fact that the expected value of the non­central chi­square distribution equals ​df ​+ , 
we obtain   = ​χ​2​(​df​) ­1, which ​χ​2​(​df​) equal to the test statistic of the original study. The CI 
contains  , if the cumulative probability of the chi­square value of the replication study given 
 is between .025 and .975. See the code below. 
 
tol <­ 1e­7 
xm <­ 0 
  
df1.or <­ df2.or <­ F.or <­ df1.rep <­ df2.rep <­ F.rep <­ 1:17 
ncp.L <­ ncp.U <­ ncp.o <­ in.ci <­ 1:17 
  
### study 12 
df1.or[1] <­ 2 
df2.or[1] <­ 92 
F.or[1] <­ 3.13 
df1.rep[1] <­ 2 
df2.rep[1] <­ 232 
F.rep[1] <­ 1.63 
  
### study 13 
df1.or[2] <­ 2 
df2.or[2] <­ 68 
F.or[2] <­ 41.59 
df1.rep[2] <­ 2 
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df2.rep[2] <­ 68 
F.rep[2] <­ 41.603 
  
### study 17 
df1.or[3] <­ 2 
df2.or[3] <­ 76 
F.or[3] <­ 8.67 
df1.rep[3] <­ 1.58 
df2.rep[3] <­ 72.4 
F.rep[3] <­ 19.48 
  
### study 22 
df1.or[4] <­ 3 
df2.or[4] <­ 93 
F.or[4] <­ 5.23 
df1.rep[4] <­ 2.33 
df2.rep[4] <­ 90 
F.rep[4] <­ 0.38 
  
### study 43 
df1.or[5] <­ 2 
df2.or[5] <­ 64 
F.or[5] <­ 10.17 
df1.rep[5] <­ 2 
df2.rep[5] <­ 72 
F.rep[5] <­ 1.97 
  
### study 46 
df1.or[6] <­ 21 
df2.or[6] <­ 230025 
F.or[6] <­ 118.15 
df1.rep[6] <­ 21 
df2.rep[6] <­ 455304 
F.rep[6] <­ 261.93 
  
### study 50 
df1.or[7] <­ 2 
df2.or[7] <­ 92 
F.or[7] <­ 4.36 
df1.rep[7] <­ 2 
df2.rep[7] <­ 103 
F.rep[7] <­ 2.601 
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### study 55 
df1.or[8] <­ 2 
df2.or[8] <­ 54 
F.or[8] <­ 3.19 
df1.rep[8] <­ 2 
df2.rep[8] <­ 68 
F.rep[8] <­ 0.3 
  
### study 64 
df1.or[9] <­ 2 
df2.or[9] <­ 76 
F.or[9] <­ 21.57 
df1.rep[9] <­ 2 
df2.rep[9] <­ 65 
F.rep[9] <­ 0.865 
  
### study 80 
df1.or[10] <­ 2 
df2.or[10] <­ 43 
F.or[10] <­ 3.36 
df1.rep[10] <­ 2 
df2.rep[10] <­ 67 
F.rep[10] <­ 1.7 
  
### study 86 
df1.or[11] <­ 2 
df2.or[11] <­ 82 
F.or[11] <­ 4.05 
df1.rep[11] <­ 2 
df2.rep[11] <­ 137 
F.rep[11] <­ 1.99 
  
### study 117 
df1.or[12] <­ 18 
df2.or[12] <­ 660 
F.or[12] <­ 16.31 
df1.rep[12] <­ 18 
df2.rep[12] <­ 660 
F.rep[12] <­ 12.98 
  
### study 132 
df1.or[13] <­ 3 
df2.or[13] <­ 69 
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F.or[13] <­ 5.15 
df1.rep[13] <­ 1.48 
df2.rep[13] <­ 41.458 
F.rep[13] <­ 1.401 
  
### study 139 
df1.or[14] <­ 3 
df2.or[14] <­ 9 
F.or[14] <­ 8.5 
df1.rep[14] <­ 3 
df2.rep[14] <­ 12 
F.rep[14] <­ 13.06 
  
### study 140 
df1.or[15] <­ 2 
df2.or[15] <­ 81 
F.or[15] <­ 4.97 
df1.rep[15] <­ 2 
df2.rep[15] <­ 122 
F.rep[15] <­ 0.24 
  
### study 142 
df1.or[16] <­ 2 
df2.or[16] <­ 162 
F.or[16] <­ 192.89 
df1.rep[16] <­ 2 
df2.rep[16] <­ 174 
F.rep[16] <­ 252.83 
  
### study 143 
df1.or[17] <­ 4 
df2.or[17] <­ 108 
F.or[17] <­ 3.67 
df1.rep[17] <­ 4 
df2.rep[17] <­ 150 
F.rep[17] <­ 0.58 
  
### loop 
for (i in 1:length(F.or)) { 
  df1.o <­ df1.or[i] 
  df2.o <­ df2.or[i] 
  F.o <­ F.or[i] 
  df1.r <­ df1.rep[i] 
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  df2.r <­ df2.rep[i] 
  F.r <­ F.rep[i] 
 
  ### ncp lower bound 
  if (pf(F.r,df1.r,df2.r,0) < .975) 
  {ncp.L[i] <­ 0} else 
  { 
x0 <­ 0 
x1 <­ df1.r*F.r 
print(x1) 
ym <­ 1   
while(abs(ym­0.975) > tol) { 
  xm <­ (x0+x1)/2 
  ym <­ pf(F.r,df1.r,df2.r,xm) 
  if (ym > 0.975) x0 <­ xm 
  if (ym < 0.975) x1 <­ xm   
  print(xm) 
  print(ym) 
} 
ncp.L[i] <­ xm 
  } 
  
  ### ncp upper bound 
  x0 <­ df1.r*F.r 
  x1 <­ 20*df1.r*F.r 
  print(x0) 
  print(x1) 
  ym <­ 1   
  while(abs(ym­0.025) > tol) { 
xm <­ (x0+x1)/2 
ym <­ pf(F.r,df1.r,df2.r,xm) 
if (ym > 0.025) x0 <­ xm 
if (ym < 0.025) x1 <­ xm 
print(xm) 
  } 
  ncp.U[i] <­ xm 
  
  ### check if original is in ci of replication 
  ncp.o[i] <­ F.o*df1.o*(df2.o­2)/df2.o­df1.o 
  in.ci[i] <­ ( (ncp.L[i] < ncp.o[i]) & (ncp.U[i] > ncp.o[i]) ) 
} 
  
cbind(ncp.L,ncp.o,ncp.U,in.ci) 
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sum(in.ci) 
mean(in.ci) 
  
### ch2 
## if probability calculated with pchisq is between .025 
## and .975 then the ncp of original is in ci of replication 
  
## Study 73 
chi2.o <­ 3.85 
chi2.r <­ 4.8 
pchisq(chi2.r,1,chi2.o­1) 
  
## Study 84 
chi2.o <­ 13.18 
chi2.r <­ 7.1 
pchisq(chi2.r,1,chi2.o­1) 
  
## Study 104 
chi2.o <­ 3.83 
chi2.r <­ 0.387 
pchisq(chi2.r,1,chi2.o­1) 
  
## Study 165 
chi2.o <­ 4.51 
chi2.r <­ 1.57 
pchisq(chi2.r,1,chi2.o­1) 
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  [A6] Analyses of Effect Sizes 
 
The code for the first two tests comparing means of dependent samples: 
  
# Dependent t­test effects (r values) 
t.test(x = dat$r..O.[!is.na(dat$r..O.) & !is.na(dat$r..R.)], 
  y = dat$r..R.[!is.na(dat$r..O.) & !is.na(dat$r..R.)], 
       paired = TRUE) 
  
# Wilcox test effects (r values) 
wilcox.test(dat$r..O.[!is.na(dat$r..O.) & !is.na(dat$r..R.)], 
  dat$r..R.[!is.na(dat$r..O.) & !is.na(dat$r..R.)], 
            alternative="two.sided") 
  
summary(dat$r..O.[!is.na(dat$r..O.) & !is.na(dat$r..R.)]) 
sd(dat$r..O.[!is.na(dat$r..O.) & !is.na(dat$r..R.)]) 
summary(dat$r..R.[!is.na(dat$r..O.) & !is.na(dat$r..R.)]) 
sd(dat$r..R.[!is.na(dat$r..O.) & !is.na(dat$r..R.)]) 
  
mean(dat$r..O.[!is.na(dat$r..O.) & !is.na(dat$r..R.)])­mean(dat$r..R.[!is.na(dat$r..O.) & 
!is.na(dat$r..R.)]) 
  
The third test comparing effect sizes (‘which is stronger?’) was carried out using the variable 
comparing effect sizes (column EC). The frequency of studies where the original effect size 
exceeded the replication effect size (​f) and the total number of comparisons (​n​) were entered 
in the binomial test: 
  
binom.test(f, n, 0.5, "two.sided", 0.95) 
  
The fourth and last test compared the observed proportion of study­pairs in which the effect of 
the original study was in the confidence interval of the effect of the replication study with the 
expected proportion using a goodness­of­fit ​χ​2​​­test. Supplement [A4] provides the code for 
calculating the expected proportion. The code for calculating the observed proportion can be 
found in supplement [A6]. The observed frequency ​f, expected proportion ​p​, and number of 
comparisons ​n ​was entered in the binomial test: 
  
binom.test(f, n, p, "two.sided", 0.95) 
  
The number of comparisons ​n​ equals the number of studies in which the effect was tested 
using ​r, ​t, or ​F​(1,df). 
 
   
Reproducibility Project 
67 
[A7] Meta­analyses on effect sizes of each study­pair 
 
The meta­analyses were conducted on Fisher­transformed correlations for all study­pairs in 
subset MA, i.e. for all study­pairs where both the correlation coefficient and its standard error 
could be computed. Standard errors could only be computed if test statistics were ​r, ​t, or 
F​(1,​df​2​), which was for 74 study­pairs. Standard errors of Fisher­transformed correlations 
were computed using  , which assumes tests of one correlation or an 
independent sample ​t­test (but not a dependent sample ​t­test). 
The results of all individual meta­analyses are reported after the code. 
  
############################## 
### Meta­analyses per pair ### 
############################## 
  
### How often is the null hypotheses rejected in the meta­analysis 
in.ci <­ es.meta <­ se.meta <­ ci.lb.meta <­ ci.ub.meta <­ pval.meta <­ numeric() 
  
for(i in 1:length(final$fis.o)) { 
  tmp <­ rma(yi = c(final$fis.o[i], final$fis.r[i]), sei = c(final$sei.o[i], final$sei.r[i]), method = "FE") 
  es.meta[i] <­ tmp$b[1] 
  se.meta[i] <­ tmp$se 
  ci.lb.meta[i] <­ tmp$ci.lb 
  ci.ub.meta[i] <­ tmp$ci.ub 
  pval.meta[i] <­ tmp$pval 
  
  if(tmp$pval < 0.05) { in.ci[i] <­ 1 
  } else { in.ci[i] <­ 0 } 
} 
  
sum(in.ci)/length(in.ci) # Proportion of times the null hypothesis of no effect is rejected 
  
### Create data frame 
tab <­ data.frame(ID = final$ID, fis.o = final$fis.o, sei.o = final$sei.o, pval.o = final$pval.o, fis.r 
= final$fis.r, sei.r = final$sei.r, 
                  pval.r = final$pval.r, diff = final$yi, es.meta = es.meta, se.meta = se.meta, 
ci.lb.meta = ci.lb.meta, ci.ub.meta = ci.ub.meta, pval.meta = pval.meta) 
  
### Check how often effect size original study is within CI of meta­analysis 
in.ci.meta <­ numeric() 
  
for(i in 1:length(final$fis.o)) { 
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  if(final$fis.o[i] > ci.lb.meta[i] & final$fis.o[i] < ci.ub.meta[i]) { 
    in.ci.meta[i] <­ TRUE 
  } else { in.ci.meta[i] <­ FALSE } 
  
} 
  
sum(in.ci.meta)/length(in.ci.meta) # Proportion of times the original study is within the CI of 
meta­analysis 
  
############################################################ 
### How often is original study within CI of replication ### 
############################################################ 
  
### Create confidence interval for replications 
ci.lb <­ final$fis.r­qnorm(.975)*final$sei.r 
ci.ub <­ final$fis.r+qnorm(.975)*final$sei.r 
  
in.ci <­ numeric() 
  
for(i in 1:length(final$fis.r)) { 
  
  if (final$fis.o[i] > ci.lb[i] & final$fis.o[i] < ci.ub[i]) { 
in.ci[i] <­ TRUE 
  } else { in.ci[i] <­ FALSE } 
  
} 
  
sum(in.ci)/length(in.ci) # Proportion of times the original study is within the CI of the replication 
 
