The chords' problem is a variant of an old problem of computational geometry: given a set of points of n , one can easily build the multiset of the distances between the points of the set but the converse construction is known for a longtime as difficult. The problem that we are going to investigate is also a converse construction with the difference that it no more the one of the distances multisets but the one of the chords' multisets. In dimension 1, the old distances' problem and the chords' problem coincide with each other whereas in other dimensions, the chords' multisets contain more informations on the sets than their distances' multisets. This paper provides, in dimension 1, two different algorithms to reconstruct the set of points according to their chords' multiset. The first one is given for its effectiveness in spite of an uncertain complexity whereas the second one is the first polynomial algorithm solving the chords' problem. At least, we will explain how to transform a chords' problem in dimension n into an equivalent chords' problem in dimension 1.
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Introduction
The chords' problem is close to the old problem of computational geometry which among others has aroused the curiosity of Paul Erdös and which consists in recognizing the distances' multisets. The variant which interests us does not necessitate any distance and could be formulated in any group. We have not the ambition to solve the question in a so larger framework and then, we will content ourself with working with finite subsets of n . A rigorous formulation of the chords' problem will necessitate the introduction of some classical tools used in particular in the domain of convex geometry . After the complete presentation of the chords' problem and of its relations with the polynomials, we provide two algorithms to solve it in dimension 1. These are both new versions of algorithms previously presented in [1] and whose we have improved the complexity. After the resolution of the chords' problem in dimension 1, we will explain how a chords' problems in dimension n can be projected in dimension 1 so that it could be solved by one or the other of the previous algorithms. This kind of reduction is quite unusual because generally speaking, the problems in dimension n are more as complicated as in dimension 1. It is however not the case for the chords' problem and we will see by using the same tools that it is neither the one of the factorization of polynomials in
The chords
Before giving a sense to the notion of "chord", let us introduce a few classical definitions of mathematics. We begin with the term multiset.
Definition 2.1 .− A multiset is a set where some elements can occur many times.
and finite multisets. It is also essential to notice that these operators can be defined in the two frameworks, the one of the sets and the one of the multisets. In both of them, the definitions are the same and then, each time, we will give only one which will be valuable in both frameworks. The first operator that we can define is the symmetry :
Definition 2.3 .− Let A be a set or a multiset, its symmetric −A is defined by −A = {−a | a ∈ A}.
Example.− The symmetric set of S = {−3, 5, 9} is −S = {3, −5, −9} and the symmetric multiset of M is −M = {4 , 4 , 4 , −3 , −6 , −6 , −9}. Now, let us introduce the Minkowski's sum :
Definition 2.4 .− Let A and B be two sets or two multisets of n , the Minkowski's sum of A and B is defined by A + B = {a + b | a ∈ A and b ∈ B}.
Remark.− In the framework of the sets, the Minkowski's sum of two sets provides a set while in the framework of the multisets, the Minkowski's sum of two multisets provides a multiset. It is important to see that one can also sum two sets in the framework of the multisets.
Example.− In the framework of the sets, {1, 3, 5} + {7, 9} = {8, 10, 12, 14} whereas in the framework of the multisets, we have {1, 3, 5} + {7, 9} = {8, 10, 10, 12, 12, 14} and {1, 1, 2} + {−3, −3} = {−2, −2, −2, −2, −1, −1}.
Properties.− The Minkowski's sum is associative and commutative. − The symmetry and the union are distributive with the Minkowski's sum: we have (A ∪ B) + C = (A + C) ∪ (B + C) and −(A + B) = (−A) + (−B). − We can also notice that a translation of a set or a multiset is nothing else than its Minkowski's sum with a singleset.
The operator that we are going to use most often in this paper is the following: Definition 2.5 .− Let A and B be two set or multisets of n , an element of the form b − a where a ∈ A and b ∈ B is called a chord from A to B. Then, the set or multiset of the chords from A to B is defined by C(A, B) = {b − a | a ∈ A and b ∈ B} .
Examples.− We have in the framework of the sets C({0, 4}, {−3, 2, 6}) = {−3, 2, 6, −7, 2} and in the framework of the multisets C({1, 1, 2}, {1, 4}) = {0, 0, 3, 3, −1, 2}.
Remark.− The difference between b and a has a geometric sens: the chords' set or multiset C(A, B) is the set or the multiset of the vectors going from A to B.
In this paper, it is not exactly the operator C( . , . ) which interests us but the one which takes a set A (and no multiset) and provides the multiset C(A, A) where C( . , . ) is the operator acting in the framework of the multisets. In order to reduce the number of notations, we will call it the chord's multiset of A and denote it C(A).
The operator C( . ) takes a set and provides a multiset. Given a multiset, the chord's problem consists is knowing wether it is an image of C( . ) and if it is, in computing one of its antecedant. In other words, is it a chords' multiset ? and if it is one, of which set of points ?
Properties.− Translating a set or taking its symmetric does not modify its chords' multiset. − The chords' multisets are symmetric with respect to the origin and the square of the multiplicity of 0 is always equal to the sum of all the multiplicities. − With the previous notations of the symmetry and of Minkowski's sum, the chords' multiset can be defined by C(A) = A + (−A) in the framework of the multisets.
Remarks.− The chords' multiset C(A) is the multiset of the vectors going from A to A. − The chords' problem has also a sense with finite susbsets of n but in this framework, it can always be reduced to a problem in p (by using an isomorphism between the additive group generated by the chords and p ). − By using convolution products, the chords' multiset and Minkowski's sum can also be defined for infinite subsets of n . In this framework, these are some classical tools of convex geometry: the chords' multiset is also known as the difference body, the chords' problem is called the covariogram problem and for the convex sets apart from symmetry and translations, the operator which provides the difference body is injective. This let us think that apart from symmetry and translations, the operator C(.) could be injective for the convex sets of n . In fact, several counter-examples prove that it is false.
A new pyramid algorithm
In this part, we provide an efficient algorithm in order to solve the chord's problem in dimension n = 1. Then let B be a multiset of which verifies the two simple properties of the chords' multisets (it is symmetric with respect to the origin and the square of the multiplicity of 0 is equal to the sum of all the multiplicities).
The question is to know whether or not it is a chords' multiset and if it is, then we would like to know a set of points solution. Two sets translated one from the other have the same chords' multiset and then we can assume that the smallest positive element of each solution is 0. By denoting l the largest element of B, we can even assume that each solution is a subset of {0, . . . , l}. Now, let A be any subset of {0, . . . , l}. For all i ∈ {0, . . . , l}, we can code the existence of the point i in the set A with a variable a i equal to 1 if i belongs to A and to 0 otherwise. The multiplicity of the chord i (where i ∈ {0, . . . , l}) and of the chord −i in the multiset C(A) is equal to the sum a 0
By denoting b i the multiplicity of i and −i in the symmetric multiset B, we have C(A) = B if and only if Then we can transform the chords' problems in dimension 1 in systems of equations, where
is the given and where
A classical pyramidal algorithm can be used to solve these systems: you solve the first equation, then the second one, then the third..... Sometimes, you have more than one solution for solving an equation. In that case you need to make a choice, which will sometimes lead to a general solution and sometimes not (then you have to make a different choice and start again). Zhang proved that this algorithm is exponential [2] . Our algorithm follows the same main principle, but with some improvements. We use an idea of Elias Tahhan Bittar which consists in postponing some choices until we have better exploited the system. Performing this algorithm, we transform the initial system. The general form of the equations during the process is
where K is a multiset of indices (an index can not occur more than two times), M a subset of {0, · · · , l} 2 and d a possibly negative integer. Among all the equations of the system, we distinguishe three special types:
Those equations have no solution, and as soon as we detect such one, we can be sure that the choices we have done were bad.
•
The form of these equations is a k + a k = 1. This last type of equation is quite simple and some other equations where the sum a k + a k appears can become simplified.
A new pyramid algorithm can be the following : As in the classical algorithm, we solve the first equation, then the second one, then the third .... and sometimes, we have to make some choices. The new idea is that between the solvation of two following equations, we use a recursive process :
• We read all the system.
• If we meet an equation of the form I, then the system has no solution.
• If we meet an equation of the form II, then we have some new informations about the solutions, we substitute in the system the new values that we know and we obtain a new system.
• If we meet an equation of the form III, then we try to simplify the other equations.
• If we have transformed the system then we restart the process.
So we obtain a new pyramid algorithm, which differs from the old classical one by a more complete analysis of the equations. The examples of Zhang, which prove that the classical pyramid algorithm is exponential do not run anymore. Is this new algorithm still exponential? Probably (even if it is not proved for the moment), but we can observe in practical that it is efficient.
Relations between multisets and polynomials
Now, we are going to consider the relations between the multisets and the polynomials in order to interpret the chords' problem in terms of polynomials. The fundamental relation which interests us concerns the multisets of ¡ n and the polynomials of n variables with coefficients in
One can even say that these polynomials and these multisets are a lonely thing, seen in two different ways. Let for instance P (X) = d i=1 a i X i be any polynomial of one variable with all its coefficients a i in ¡ . We can also write it P (X) = i∈P X i where P is the multiset, where for all i ∈ ¡ , the multiplicity of i is exactly a i . We have, in this way, a natural one to one map between the polynomials P (X) with coefficients in ¡ and the finite multisets P of ¡ . There exists also the same correspondance between the polynomials P (X i ) 1≤i≤n of n variables with coefficients in ¡ and the finite multisets P of ¡ n . We can also notice that the sets of ¡ n correspond to the polynomials of n variables whose coefficients belong to {0, 1}. By going from one way of thinking to the other, the addition of the polynomials corresponds to the union of the multisets and the product of the polynomials corresponds, in the framework of multisets, to the Minkowski's sum. Let us explain shortly this last point:
be two polynomials of n variables X 1 , X 2 ,... X n with coefficients in ¡ and respectively associated with the multisets P and Q of ¡ n . The product of the
Remark.− The product of the two polynomials corresponds to the Minkowski's sum of the two associated multisets because these are both some convolutions' products.
Now we are going to use this correspondance in order to give a formulation of the chords' problem in dimension 1 in terms of polynomials: Let B be a multiset of which is symmetric with respect to the origin and for which the square of the multiplicity of 0 is equal to the sum of all the multiplicities. The chord's problem is the following: Is B a chords' multiset? and if it is, of which set of points? As we have already explained for the pyramid algorithm, by denoting l the largest element of B, we can assume that each solution is included in {0, . . . , l}. The points 0 and l necessarily belong to each solution because otherwise, l could not be one of their chord. We remind that C(A) = A + (−A) and then, we can say that the solutions are the subsets A of {0, . . . , l}, containing 0 and l and verifying
Now, we are going to translate the sets and the multisets of this equality so that they would be all included in ¡ . We have noticed that the Minkowski's sum of a set with a singleset is nothing else than a translation. Then by adding {l} to each side of the previous equality, we obtain the equivalent equality A+(−A)+{l} = B+{l}. The Minkowski's sum is commutative and associative and it follows that
The sets A, {l} + (−A) and the multiset B + {l} are all included in ¡ and then one can associate them respectively with the polynomials A(X), SA(X) which have no other coefficients than some 0 and 1, and with the polynomial B(X). By using the correspondance that we have described previously, the equality (2) is equivalent to A(X).SA(X) = B(X).
We have chosen the notation SA(X) for the polynomial associated with {l}+(−A) because by construction, this polynomial is the symmetric of the polynomial A(X). Let us remind to the reader with two exemples how is defined this symmetry S of polynomials: if for instance, P (X) = 2 + 3X + 5X 3 then SP (X) = 5 + 3X 2 + 2X 3
and if P (X) = 4X + 5X 2 then SP (X) = 5X + 4X 2 . The symmetry of the polynomials has several properties, for instance towards irreducibility, but we will recall and use them later. At this step, we have showed the following theorem that one can attribute to Rosenblatt-Seymour:
Theorem 4.1 .− The multiset B of whose smallest element is denoted −l is a chords' multiset if and only if there exists a polynomial A(X) whose coefficients belong to {0, 1} and which verifies
where B(X) is the polynomial associated with the multiset B + {l} of ¡ and where S denotes the symmetry of polynomials.
Everything is not told in the theorem and it is better to add some details: the multiset B can be supposed symmetric because otherwise, there can not exist any solution and it has the consequence that the polynomial B(X) is also symmetric. The degree of B(X) is 2l, the degree of A(X) and of its symmetric is l. The coefficients of degree 0 and l in A(X) are 1 and it follows that the coefficients of degree 0 and 2l in B(X) should also be 1 because otherwise there can neither exist any solution. The theorem 4.1 provides a formulation of the chords' problem in terms of polynomials and now, we are going to make the most of it in order to provide a new algorithm to solve the chords' problem in dimension 1.
5
A new version of the Rosenblatt-Seymour algorithm
The chords' problem can be formulated in terms of polynomials: given a symmetric multiset B, one constructs the symmetric polynomial B(X) of degree 2l with a constant coefficient different from 0 and the problem is to compute the set of the polynomials A(X) whose coefficients belong to {0, 1} and which verify A(X).SA(X) = B(X). According to the theorem 4.1, the polynomials A(X) solutions correspond to the sets of points A ⊂ {0, . . . , l} whose chords' multiset is B.
Notations.− S still represents the symmetry of the polynomials. We introduce the set E of the polynomials P (X) of [X] which verify P (X).SP (X) = B(X). We denote also E {0,1} the subset of E containing the polynomials whose coefficients belong to {0, 1} and E {0,−1} the subset of E containing the polynomials whose coefficients belong to {0, 1}.
Remark.− We can notice that if a polynomial P (X) belongs to E, then it is also the case for −P (X). It follows that P (X) ∈ E {0,1} if and only if −P (X) ∈ E {0,−1} .
With these notations, the chords' problem consits in computing E {0,1} and according to the previous remarks, one can consider that it is equivalent to compute E {0,1} ∪ E {0,−1} . In fact, we have introduced the sets E and E {0,1} ∪ E {0,−1} for two main reasons: -The first one is that E is not difficult to compute, and that will be the subject of the part 5.1.
-The second reason is that according to the lemma 5.1 coming in part 5.2, the set E {0,1} ∪ E {0,−1} that we consider as the solutions of the chords' problem, is either equal to E or wether empty. It is then possible to know this subset of E without having to examine all the polynomials of E. -As conclusion, we will see in part 5.3, that it provides an algorithm to compute E {0,1} ∪ E {0,−1} and then solve the chords' problem.
5.1
Computation of E
The computation of E uses the properties of the symmetry of the polynomials.
Properties of the symmetry of the polynomials.− The main property is that the symmetry is distributive towards the polynomials' product: for all polynomials P and Q in [X], we have SP.SQ = S(P.Q). The distributivity of the symmetry is also true in the other rings of polynomials but we do not need it there. Now, let Q(X) be any polynomial of [X] . A consequence of the distributivity is that a polynomial Q is irreducible if and only if its symmetric SQ is irreducible. It follows that Π i∈I Q α i i is the factorization in the lowest terms of Q in [X] if and only if Π i∈I SQ α i i is the one of SQ. One can deduce from it that if Q is symmetric (Q = SQ) then its factorization in its lowest terms is of the form
where the indices i ∈ I are used for the nonsymmetric irreducible factors and the indices j ∈ J for the symmetric factors. This last property provides a characterization of the polynomials in E:
j ) the factorization of the symmetric polynomial B in its lowest terms in [X], where the indices i ∈ I are used for the non-symmetric irreducible factors and the indices j ∈ J for the symmetric factors. If there exists an odd exponent β j then E is empty and otherwise E is composed of the polynomials P = (Π i∈I B γ i i .SB This theorem gives a description of E according to the factorization of B(X) in its lowest terms.
5.2
Relations between E and its subset E {O,1} ∪ E {O,−1}
This part contains a lemma that we have already mentionned by saying that E {0,1} ∪ E {0,−1} is either equal to E or wether empty. This lemma comes from [1] where it is given under a different form and used differently. On the other hand, the proof that we provide is exactly the one which is given by Skiena, Smith and Lemke in [1] .
Lemma 5.1 .− Only two cases are possible:
Proof. Let us remind that the degree of the polynomial B(X) is 2l and then that all the polynomials P in E are of degree l. The constant coefficient of the polynomials in E can not be null because they verify P (0).SP (0) = B(0) which is by construction different from 0.
We suppose that the set E 0,1 is not empty and we take anyone of its elements
For all i ∈ {0, . . . , l}, the coefficient a i is either 1 wether 0. In other words, all the coefficients verify a 2 i = a i and we will use it in the following. Now, we take any element P (X) = l i=1 p i X i of E and we are going to prove that it belongs to E 0,1 ∪ E 0,−1 .
As a 0 and p 0 are not null, we have
Since A(X) and P (X) belong to E, we have A(X).SA(X) = P (X).SP (X) = B(X) and it implies two equalities: for x = 1, we obtain (
and by equality of the two coefficients of degree n, we obtain
First case.− We suppose
The coefficients a i are only some 0 and some 1 and then we have
. By combining this last equality with (4+) and (5), we obtain that
As for all i the numbers p i are integer, the values p 2 i − p i are all positive and according to (6+), their sum is null. It implies that p 2 i − p i = 0 for all i ∈ [0, l]. The two solutions of the equation x 2 − x = 0 are 0 and 1, and we conclude that all the coefficients p i are in {0, 1} or in other words that P (X) belongs to E 0,1 .
(4−) Then the coefficients p i = −p i verify (4+) and (5) . According to the first case, it follows that for all i in [0, l] we have p i ∈ {0, 1} and that proves that P (X) belongs to E 0,−1 . 2
5.3
Description of an algorithm computing E {0,1} ∪ E {0,−1}
Given a symmetric multiset B, we construct the symmetric polynomial B(X) of degree 2l with a constant coefficient different from 0 and which is associated with B + {l}. Now, we are going to give an algorithm in polynomial time in order to compute E {0,1} ∪ E {0,−1} . The polynomials A(X) of this set correspond to the sets of points A included in {0, . . . , l} and whose chords' multiset is B.
Remark.− In the algorithm, we can assume that the constant coefficient of B(X) is 1 because otherwise we know that there does not exist any solution. This will allow us to have a better theoritical complexity.
First step.− We factorize the symmetric polynomial B(X) in its lowest terms in [X] by using the LLL-algorithm. In the general case, this factorization takes a pseudo-polynomial time but as we have assumed that the constant coefficient is 1, it takes a polynomial time [3] . According to the part 5.1, the factorization of the symmetric polynomial B in [X] is of the form B = (Π i∈I B
where the indices i ∈ I are used for the non-symmetric irreducible factors and the indices j ∈ J for the symmetric factors.
Second step.− If there exists an odd exponent β j then E {0,1} ∪ E {0,−1} is empty. There does not exist any solution and we stop.
Last step.− The exponents β j are all even and then, we compute the polynomial
) which belongs to E. If all the coefficients of P are in {0, 1} or if they are all in {0, −1} then E {0,1} ∪ E {0,−1} is not empty and according to the lemma 5.1, it implies E = E {0,1} ∪ E {0,−1} . Otherwise the lemma ensures that E {0,1} ∪ E {0,−1} is empty and then that there does not exist any solution.
At the end of the algorithm, wether we know that there are not any solution either we know a polynomial of E {0,1} ∪ E {0,−1} and in that case, we can obtain all the solutions with the formula of the elements of E given in theorem 5.1. The compexity of this algorithm is polynomial. It is proved in [1] that the number of solutions of a chords' problem is less than a polynomial boundary. This property is important to increase the complexity of the algorithm which consists in computing all the elements of E before seeing if one of them belongs to E 0,1 , because it shows that this classical version of the Rosenblatt-Seymour algorithm is pseudo-polynomial (the new version that we have exposed is polynomial). Now that we have an efficient algorithm and a polynomial one in order to solve the chords' problem in dimension 1, let us investigate the problem in any dimension.
6
Transformation of the chords' problem by a morphism
Although we have not given any example in another dimension than 1, the definitions of the operators acting on the sets or multisets were in any dimension. The general aim of this part is to develop a technical in order to transform a chords' problem in dimension n into an equivalent chords' problem in dimension 1. This technical exceeds the single framework of the chords and we are going to present it for any operator K defined by symmetries and Minkowski's sums.
6.1
Introduction of a general operator K Let K be an operator acting on the sets or multisets and defined by combining some symmetries with some Minkowski's sums. As with the Minkowski's sum or the symmetry, we do not precise if we are in the framework of the sets or in the one of the multisets because in each one of both, the properties are the same. The operator K could be the Minkowski's sum itself, the symmetry itself, the chords' operator or almost any other operator of this kind. We just suppose that each set or multiset given as argument appears exactly one time in the expression of K.
It leaves out for instance the operators DON ALD(A, B, D, E)
Example.− The operator K could be the one which takes four sets or multisets A, B, D, E, and associates with them K(A, B, D, E) = A + B − D + E.
From now until the end, we suppose that K is an operator of this kind and we denote k the number of its arguments.
Remarks.− We can also define the action of the operator K on the points of n .
For the example which is above, we have K({a}, {b}, {d}, {e}) = {a + b − d + e} where a, b, d and e are supposed in n and then it is natural to define the action
sets or multisets. This property is a consequence to the fact that it is true for the Minkowski's sum and for the symmetry and that each one of the sets or the multisets A 1 , A 2 , ...A k appear exactly one time in the expression of K.
The properties of K towards a morphism
In this part, we are going to provide arguments in order to reduce some problems with the operator K in dimension n into problems of same nature in dimension 1. These arguments are simply some properties of the operator K towards a morphism ϕ. We could present them with any morphism ϕ in the framework of the groups (ϕ(x + y) = ϕ(x) + ϕ(y)) and although it does not necessitate in the general case any other tool, we will narrow us to the investigation of a morphism ϕ sending the additive group n to the additive group . The attentive reader will see that it could be easily generalized. 
Remark.− The property 6.1 simply says that
but we have written it as an implication because we are interested in the converse. We have also introduced the restriction of the morphism ϕ to a set Y because we will see that with this formulation, the converse of the property 6.1 can be true while it is impossible with the whole morphism ϕ Z n .
In order to translate the problems with the operator K in dimension n into equivalent problems in dimension 1, the property 6.1 is fundamental but not sufficient. We also need the converse property and the question is to know when it is true. We can give a first element of answer through the following lemma.
Lemma 6.2 .− Let f : Y −→ k be a map from any subset Y included in n , the two following properties are equivalent:
that we know true, the property (d) simply says that if we take two elements, the first one b in Y and the second one K(a 1 , a 2 , · · · a k ) in K(Y k ), having the same image by ϕ, then they are equal. In the general case, it says nothing about the injectivity on Y or about the injectivity on K(Y k ) but it implies the injectivity of ϕ on Y ∩ K(Y k ) (property (f)). With the lemma 6.2, the property (d) is equivalent to the property (e). We can illustrate the use of the previous theorem with the following corollary:
Corollary 6.1 .− Let Y be a set or a subset of n and ϕ : n → a morphism whose restriction to Y ∪ (Y + Y) is injective, for all sets or multisets U, V and Q all included in Y, we have
Proof. It is a direct consequence of the implication between the property (c) and the property (e) with the operator K(A, B) = A + B. 2
Remarks.− The inclusion of U , V and Q in Y provides difficulties but we will see in the next subsection how we can get with it. − Such a morphism is easy to build. If for instance n = 2 and Y ⊂ {0 . . . l} × then we can take ϕ(x, y) = x + (2l + 1)y.
6.3 Reduction of some problems in dimension n into equivalent problems in dimension 1
Now, let us see how we can use the previous implications and equivalences in order to reduce several problems given in dimension n into equivalent problems in dimension 1. We will see three examples. The first one is the chords' problem. The second one is a problem with the Minkowski's sum (we will use the corollary 6.1) and the last one is the factorization of polynomials in
Reduction of the chords' problem
Let us suppose that we have the following chords' problem: given a symmetric multiset B of n whose square of the multiplicity of 0 is the sum of all the multiplicities, does there exist a set A such that C(A) = B ? With the Minkowskis' sum in the framework of the multisets, this last equality can be written out A + (−A) = B.
We can establish the following corollary of theorem 6.3: Proof. The equivalence between (ii) and (iii) is a consequence of the theorem 6.3 with the operator K(A, B) = A + (−B) . We can recall to the reader that translating a set does not modify its chords' multiset and it is the second point of the proof. With a solution A of (i), we obtain a solution A 0 of (ii) by translating A so that the image contains the origin.
According to the same argument, a solution of (iv) provides a solution of (iii). 2
The chords' problem B = C(A) is then equivalent to the chords' problem ϕ(B) = C(A ) and we can go from the solutions of one problem to the one of the other by using the one to one map
Reduction of a problem of factorization in n Now let us examine the problem of the factorization of a set or multiset in two sets or multisets. Given Q ⊂ n , apart from Q = (Q + {k}) + {−k}, does there exist U ⊂ n and V ⊂ n verifying Q = U + V ?
We can begin with a short lemma:
Lemma 6.3 .− Let Q be a set or multiset of n , q an element of Q and Q = Q + {−q} so that Q contains the origin, there exists a non-trivial factorization Q = U + V if and only if there exists a non-trivial factorization Q = U + V in two sets or multisets U and V both containing the origin.
Proof. For the first implication, we can take U = U + {q} and V = V . For the converse, we know that there exist u ∈ U and v ∈ V such that q = u + v and we take U = U + {−u} and
This lemma proves that it is equivalent to search
• U ⊂ n and V ⊂ n verifying Q = U + V
• U ⊂ n and V ⊂ n both containing the origin and verifying Q = U + V (where Q = Q − {q}).
Secondly, we call Y the set of the points of Q . As U and V contain the origin, they are both included in U + V ⊂ Y . Let ϕ : n −→ be a morphism injective on Y ∪ (Y + Y ). According to the corollary 6.1, it is again equivalent to search
• U ⊂ and V ⊂ both containing the origin, both included in ϕ(Y ) and verifying ϕ(Q ) = U + V .
The last condition "both included in ϕ(Y )" is not necessary because it is a consequence to the fact that ϕ(Q ) = U + V and that the origin belongs to U and V . Then it is equivalent to search
• U ⊂ and V ⊂ both containing the origin and verifying ϕ(Q ) = U + V .
According to the lemma 6.3 in dimension 1, it is also equivalent to search
• U ⊂ and V ⊂ verifying ϕ(Q ) = U + V In order to sum up the situation we can say that it is equivalent to search
• U ⊂ and V ⊂ which verify ϕ(Q ) = U + V and that allows us to reduce the problem of the factorization of Q in n into the factorization of ϕ(Q ) in .
Reduction of the factorization in Proof. Let us suppose that we have U ⊂ n and V ⊂ n verifying Q = U + V .
We denote u ∈ n the vector (u i ) 1≤i≤n where u i is the minimum of the coordinates x i for the points of U . Now let U = U +{−u} and V = V +{u}. The minimum of the coordinates of U is always 0 and it follows U ⊂ ¡ n . We have also Q = U +V and then the minimum of the coordinates of Q is equal to the minimum of the coordinates of V . The multiset Q is in ¡ n and we conclude that V is also in ¡ n .
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The search of two multisets U and V in ¡ n of sum Q is equivalent to their search in n . By using the reduction given in the previous part, it is equivalent to search two multisets U and V of verifying U + V = ϕ(Q ), and that can be seen, in the same way, as a problem of factorization of a polynomial in dimension 1. Generally speaking, the problems which consist in doing the converse of an operator K can be reduced into lower dimensions.
Conclusion
The interest of the chords' problem is that it leads to several mathematical domains as the polynomials' theory, the convex geometry and a little of group theory whereas generally speaking, they appear as many disjoined fields. From an algorithmical point of view, we have provided two different ways to solve the problem, the first one inspired from the constraints algorithms and the second one from the factorization of the polynomials. The chords' problem has many appearances but as conclusion, we can go back to the problem which consists in recognizing the distances multisets. The fact that the distances' and chords' problems coincide with each other in dimension one provides in this case a polynomial solution for the distances' problem but what happens in higher dimensions ?
