Abstract: This article presents the Templet Web cloud service. The service is designed for high-performance scienti c computing automation. The use of high-performance technology is speci cally required by new elds of computational science such as data mining, arti cial intelligence, machine learning, and others. Cloud technologies provide a signi cant cost reduction for highperformance scienti c applications. The main objectives to achieve this cost reduction in the Templet Web service design are: (a) the implementation of "on-demand" access; (b) source code deployment management; (c) highperformance computing programs development automation. The distinctive feature of the service is the approach mainly used in the eld of volunteer computing, when a person who has access to a computer system delegates his access rights to the requesting user. We developed an access procedure, algorithms, and software for utilization of free computational resources of the academic cluster system in line with the methods of volunteer computing. The Templet Web service has been in operation for ve years. It has been successfully used for conducting laboratory workshops and solving research problems, some of which are considered in this article. The article also provides an overview of research directions related to service development.
Introduction
Modern mathematical modeling is based on numerical methods. Of all the numerical methods, the methods that are implemented exclusively in high-performance computing systems are becoming increasingly popular. Thus, the development of data mining or deep machine learning is fundamentally impossible without the use of highperformance technology.
Despite the a ordability and widespread use of highperformance computing hardware, such as multi-core processors, general-purpose GPUs, and cluster-based systems, the developers of numerical models are facing problems in using such equipment e ciently. Firstly, it is important to access high-performance resources "on demand" in low-budget projects, preliminary studies, or training. Secondly, the terminal access over a secure channel based on SSH protocols requires developer to master the skills of system administration that are not typical professional skills for a numerical modeling expert. Finally, an important problem is the development of a parallel program for a numerical algorithm. The traditional form of representation of a numerical algorithm is a sequential program representation. But the modern tools for development of high-performance computing programs require an explicit description of simultaneously performed calculations and taking into account the hardware features of the computing equipment.
Modern mathematical modeling is used primarily for applied problems. Thus, reduction of the nancial and time cost factors for setting up experiments with the models is practically important. In this regard, the motivation for our research in cloud computing service development is the problem of complex automation. The aim of automation is to reduce the negative role of the factors considered above. This automation includes: (a) the automation of the access procedure for a high-performance system; (b) the automation of program deployment (code upload, building, starting, monitoring the program execution, and downloading the results); (c) automatic parallel programming for high-performance computing systems. Development and maintenance of a service with the automation stated above are associated with solving a number of technical and scienti c problems. Below we consider the methods developed and tested in the Templet Web service [1] , statistical data on its functioning, and numerical modeling tasks solved with the help of it. In conclusion, the results of service development are summarized.
Methods . On-demand access to academic cluster
Our service is based on the idea of using volunteer computing to access a remote computer system. We de ne terms 'Volunteer' and 'Consumer' to explain how the on-demand access to an academic cluster is granted. A Volunteer is role name assigned to a person who has an account on a remote system accessible via the SSH protocol. A Consumer is role name assigned to a person who does not have an account on the remote system, but wants to use the Volunteer's account. Running the Consumer's program through the Volunteer's account is implemented in our service using the following protocol ( Figure 1 ): -The Consumer submits the program source code and input data to Volunteer; -The Volunteer runs the program on his/her own behalf on the remote system; -The Volunteer returns result of the run to Consumer. The system acts as a broker and assumes the following obligations: -storing the source code, data, and the result of computations for mutual audit of the Consumer's and the Volunteer's actions; -organizing the access to this information for both the Volunteer and the Consumer; -multiplexing access for many Consumers to a single Volunteer account.
Each Consumer can interact with an arbitrary number of Volunteers; each Volunteer can simultaneously provide access to his remote system for an arbitrary number of Consumers. The roles of the Consumer and the Volunteer can be entitled to one and the same person. Unlike the traditional BOINC [2] volunteer computing middleware, in our implementation a Volunteer grants access for a host with known IPs via SSH protocol, while BOINC uses agent-based approach for accessing a remote personal computer. The agent-based approach is preferable for PC that may be behind NAT or rewall. The SSHbased approach is preferable for cluster systems, for which Templet Web service was primarily designed. It is also assumed that the Volunteer gives access to multitasking systems ( Figure 2) .
Thus, if the Volunteer trusts the Consumer and knows his identi er in our system, he can immediately grant access to the Consumer.
. Deployment automation
Three entities are involved in managing the deployment of user programs on a cluster: the Task, the Template, and the Environment.
The Task is the main entity of the system. The attributes of a task are the code of the Customer program, the input data, the output data and the execution status. The Task is generated from the Template.
Each Template contains sample code that users can adapt to their algorithm; the script that controls the assembly of the Task on the Volunteer system; there are also a start script and the script for downloading the results. Any Template can be used to create many Tasks. Each Task is related to one Template.
The Task is performed in an Environment. Each Environment contains information for connecting to the Volunteer system. The Environment implements the lifecycle of Tasks in the Volunteer system. Speci c operations of the lifecycle are de ned in the Template. For example, the Environment de nes the moment when the program is started on the Volunteer system and runs the build.sh script speci ed in the Template.
The system has additional entities that are used to manage access rights and implement collaboration scenarios. The main scenarios include the work of a student group and the work of a research group on a cluster. You can grant access to one or more computing clusters to a group of students and monitor their work. The students can perform individual or group projects. The work on a project can be conducted using the browser or a version control system.
. Automatic parallel programming
Let us demonstrate automatic parallel programming in our system using the example of a computation by masterworkers scheme. This scheme is typical for volunteer computations in BOINC. When you create Tasks from the master-worker Template, the user is given the following code sample (some details are omitted).
struct task{ /*-to be filled by the user-*/ }; struct result{ /*-to be filled by the user-*/ }; struct bag{ bool get(task*t){ /*-to be filled by the user-*/ } void put(result*r){ /*-to be filled by the user-*/ } /*-to be filled by the user-*/ }; void proc(task*t,result*r){ /*-to be filled by the user-*/ } int main(int argc, char* argv[]) { bag b; /*-to be filled by the user-*/ b.run(); /*-to be filled by the user-*/ return EXIT_SUCCESS; } Here, task is the input data; result is the result of the calculation of the task; proc is the procedure for calculating the task performed by the work ow; structure bag is a state and methods of the master process; get is a method for creating a new task or informing that there are no tasks; put is a method for recording the result of calculating a task in a master process.
The user lls in the parts marked with the comment /*-to be lled by the user -*/, with his/her sequential code. The resulting skeleton can be compiled and checked for syntactical correctness in the usual way. The algorithm for converting the skeleton into executable code for a target system architecture is contained in Template. The system implements the conversion of this skeleton into the code to be executed in the shared memory using OpenMP, and into the code for distributed execution using MPI [3] .
The pipeline skeleton is also implemented in Templet Web system. Besides, the system has a DSL-based constructor for developing skeletons in the form of actor networks.
. Deployment scenarios
Automation of deployment and editing in the browser are the main steps of scienti c application lifecycle in our service. Depending on the type of application, four deployment scenarios are supported.
The rst scenario ( Figure 3 ). In order to deploy classic BOINC applications on the academic cluster, we use the ofcial addition to the BOINC system -the CluBORun package [4, 5] . In terms of our system, CluBORun is a special type of Environment (see Section 2.2; the other types of environments installed in the current version are a single workstation and a cluster running the TORQUE system). This type of deployment assumes that the BOINC manager is already con gured and you need to specify its creden- tials. The Volunteer account through which the cluster will receive BOINC work units (WU) using the CluBORun system is also speci ed. A CluBORun instance is launched on a dedicated virtual machine of our service. Thus, a Volunteer who has an account in the Templet Web system can process BOINC tasks using cluster resources in the automatic mode.
The second deployment scenario (Figure 4) , also related to the BOINC concept, is the deployment scenario for skeletal programs with a xed structure. A typical skeleton program for which this scenario is used is a program of the master-worker type, discussed in Section 2.3. This program can be used, for example, to prototype a BOINC application on a cluster. In order to deploy the skeleton program described in Section 2.3, a preprocessor is launched on the service side. It recognizes sections of code that the user has added to the skeleton instead of comments / *-to be lled by the user -*/. Further, the recognized areas are automatically inserted into the corresponding places of the source code of the framework, which implements the skeleton program calculation model. The code generated this way is loaded onto the cluster management node, compiled, and launched in the batch system. This deployment scenario is more preferable and convenient for the user (compared to direct work with the framework) for the following reasons: (a) the system provides a ready-made skeleton and veri es its integrity during deployment, excluding programming errors; (b) complete encapsulation of the details of the framework: the user does not even know the names of its classes, methods, functions. Full concealment of implementation details allows you to apply di erent frameworks to deploy one skeleton program. For example, in the master-worker skeleton, di erent frameworks are now used to optimize computations in shared or distributed memory. In the future, we plan to extend this sce- nario for deploying master-worker applications directly to the BOINC control node.
The third scenario ( Figure 5 ) assumes that the structure of the skeleton program is not static, but is de ned using a domain-speci c language (DSL). In our system, a DSL language is developed based on the concept of actors [6, 7] . The purpose of the language is to describe more complex ow control schemes, compared to the master-worker and pipeline. The structure of the skeleton in the third scenario is speci ed in the special #pragma directives. These directives are processed by the DSL preprocessor on the side of our service, resulting in the formation of the skeleton program. Further, similarly to the second scenario, the skeleton preprocessor checks the structure of the code. Then the recognized sections of the user code are automatically inserted into the corresponding places of the source code of our actor framework. Finally deployment is performed on the cluster management node in the form of an OpenMP or MPI application. In the future, it is planned to redirect the work ow generated by our actor framework to other external systems, for example, to BOINC or Everest [8] .
The fourth type scenario is used in all other cases. This is the standard scenario for deploying programs on the clusters running TORQUE. The automation in this case lies in the fact that the user can apply the ready-made deployment scripts speci ed in the Template. In the most exible case, with the permission of the Volunteer, who is the owner of the Environment, the Environment user is allowed to determine the necessary deployment steps manually in the pbs script. 
Results
The Templet Web service is deployed in the private cloud of the Supercomputer Center at Samara University [9] . The service is used for teaching students high-performance programming, for automatic parallel programming technologies research, and for solving applied problems using numerical algorithms [10] .
Most users are bachelor's and master's degree students. Students act as the Consumers of the service. Teachers who have accounts on the "Sergey Korolev" cluster act as the Volunteers providing resources for temporary access. The dynamics of user growth is shown in Table 1 . Table 2 shows the number of tasks running on the "Sergey Korolev" cluster during the period of operation of the Templet Web system. This number of tasks is multiplexed through three accounts on the cluster and one account on a test low-power Linux system. Users develop tasks in projects. The project enables controlling access to Environments and Tasks for a group of users. Table 3 shows the dynamics of creating projects in the system. 
Year
Total in the period Accumulated total -( rst six months)
In 2016, the function of code editing in a web browser was added to the system. As you can see from Tables 2, 3 , 4, this function is in demand among users and has increased the intensity of Templet Web usage. Projects are basically created with the ability to edit the code in the browser. 
In practice, the most commonly used deployment scenario is the standard scenario for deploying programs on the clusters running TORQUE. Deployment scenario for skeletal programs with a xed structure is used in conducting parametric sweep calculations as described in [11] . The deployment of actor-oriented DSL programs is also implemented. The system includes a framework generator based on actor-oriented Templet markup language [6, 7] . The source code for the generator and some examples of how it is used in the deployment process are available online [12] . The CluBORun based deployment is currently in the testing phase.
An important part of the service is the subsystem for monitoring and forecasting the load of the "Sergey Korolev" cluster. It implements a 12-hour cluster load forecast, which is calculated by various mathematical methods: the maximum likelihood method [13] , neural networks [14] , an adaptive combination of listed methods [15] . The forecasting system is implemented using the microservice approach [16] .
We use the Templet Web system to solve the problems of modeling the dynamics of space vehicles. The study of dynamics includes the numerical solution of spacecraft motion equations with di erent initial conditions, the construction of phase trajectories and Poincaré maps. The aim of the study is to identify chaotic processes and unstable modes in operation of the spacecraft orientation systems. This class of models is realized by the above-described scheme of master-worker calculations [11] .
In this project, we also examined the applicability of the master-worker scheme to parallel algorithms implementation for training neural networks with the selection of the optimal structure of neurons in hidden layers [17] . A program for parallel continuous wavelet transform has been developed in the course of the study of the problem of analyzing acoustic signals from a cutting tool [18] .
Discussion
The core of our strategy of providing access to a remote computing system is the concept of volunteer computing [19] . The donors of computing resources in our system are academic cluster account holders. The system is implemented as a PaaS (platform as a service) cloud service [20] . With this approach, the infrastructure that implements and provides the service is completely hidden from the user, and it is possible to work with the service using just a web browser.
The speci cs of access to computing resources make us face the problem of forecasting the computational load of the cluster. A user who provides access to a cluster should know the periods when access can be granted without compromising his/her own projects and the overall cluster load. At the same time, a user who gets access needs to know when the e cient work on the cluster will be possible. In order to solve this problem, we use adaptive mixture of two forecasting models. The rst one is extrapolation model on most similar pattern (EMMSP) in the history of a cluster load. The second one is multilayer perceptron with additional time-date factors. The perceptron extrapolates cluster load using the last available values of the load time series. The EMMSP model shows very good forecast on some time periods, but it is inferior to the perceptron in mean absolute error. The adaptive mixture of the two models shows the best mean absolute error, improving forecast of both EMMSP and perceptron models [15] .
Parallel programming automation in our service is based on the concept of algorithmic skeletons [21, 22] . This method implies the storage of a set of frameworks for parallel computations management. The frameworks can be extended with sequential code for a task. In order to specify the semantics of parallel execution for algorithmic skeletons, we apply a variation of the actor model [6, 7] and de ne the model in the temporal logic of actions [23] . The syntax of skeletons is developed according to the language-oriented programming approach [24] , considering the maximum compatibility with development environments and tools that are traditional for high-performance computing (C ++, OpenMP, MPI).
Many web-based systems for scienti c application development were presented in the last decade. There are three major direction in development of the web-based systems. The rst direction is focused on implementing remote access to scienti c tools and computing resources via convenient web user interfaces [25] . The Templet Web system provides such an interface for utilization of free computational resources of an academic cluster in educational and research activities. The second direction is focused on creating and publishing complex work ow applications [26] . The third direction is API-centric approach that build platform around an open programming interface [27] . Following the latter approach the user can write a code in general-purpose programming language (for example in Python for the Everest web-service). This code looks like an ordinary single-threaded code for desktop computer, but it can potentially utilize huge computational power provided through the REST API. From this point of view, our system is similar to Everest. In contrast to Everest, we use the skeleton programming approach [21] to achieve the same functionality. That is why we use complex deployment which includes several code transformation stages. Such a deployment is performed transparently by the Templet Web service hiding complexity of underlying executing layers (currently C++ threads, Open MP and MPI). Our approach can also simulate work ows. We implemented a variant of actor model for developing work ow applications.
Conclusion
The experience we have gained from the development and operation of the Templet Web system shows the practical importance of a comprehensive approach to automating high-performance computing in mathematical modeling. This approach includes programming automation, ondemand access to resources and the deployment automation. The PaaS implementation of the Templet Web system is accessible through a standard web browser. This design signi cantly reduced the complexity of a cluster system for users and led to an increase of cluster usage. The technol-ogy of providing access to the computer system using the principles of volunteer computing has made it possible to simplify cluster administration considerably in the organization of the educational process using the resources of the Supercomputer Center of Samara University.
