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En los últimos años, tanto en la literatura matemática como en la técnica, un número cada
vez mayor de trabajos tratan el tema del control activo de] ruido generado en distintos recintos
cerrados por la vibración de las estructuras flexibles que forman las paredes.
Uno de los más recientes ejemplos que han generado un destacado aumento de interés para
este tipo de problemas lo constituye la aparición de nuevos turbopropulsores para los aviones.
Dichos motores. sin duda muy potentes y muy eficientes, provócan vibraciones acústicas de alta
amplitud que se transmiten al fuselaje del avión produciendo la vibración de éste. La utilización
dc nuevos materiales superligeros para la construcción de las paredes hace que estas oscilaciones
sean todavía más amplias. Debido a la interacción entre la estructura del avión y el campo
a~-ujs1 ico interior, las vibraciones mecánicas determinan un alto nivel de ruido en las cabinas que
puede resultar realmente molesto para los pasajeros.
Sc lían propuesto y analizado diversas estrategias de control activo de las vibraciones acústicas
inieriores. Una de las más interesantes la constituye, sin duda, la implementación del control
jijediante piezas piezocerámicas fijadas sobre una parte del fuselaje. Estas piezas son un ejemplo
de ríjaleriales inteligentes que se caracterizan por la capacidad de ser al mismo tiempo actuantes
y seuisores y que. hoy en día, se utilizan en multitud de aplicaciones. Las piezas piezocerámicas
transforman la excitación eléctrica a la que están sometidas en vibraciones mecánicas de las
vsi mcl liras sobre las cuales están fijadas. De esta manera se pueden utilizar para cambiar
la diíí~i¡nica de las partes flexibles y, finalmente, reducir el ruido interior (vease, por ejemplo,
Desinyzíder et al. [14]).
Este es sólo un ejemplo de los muchos que han motivado amplios estudios de los fenómenos
de transmisión de vibraciones de una estructura a otra.
En esta Tesis nos proponemos abordar diversos problemas matemáticos relacionados con el
analisis de las propiedades cualitativas de un sistema híbrido bidimensional lineal que ha surgido
recientemente en el desarrolio de estas nuevas técnicas para la reducción del ruido en el interior
dc uit recinto (avión, automóvil, etc.). En general podemos decir que un sistema híbrido describe
una estructura compleja que acopla el movimiento vibratorio de dos componentes de naturalezas
difereuít es.
El ejemplo más clásico y sencillo lo constituye el sistema formado por una parte flexible
(barra o cuerda) que, en uno de sus extremos, está ligada a un cuerpo rígido. Las características
mas importantes de un sistema híbrido se pueden ver con facilidad en el caso del sistema cuerda-
cuerpo. cuyas ecuaciones de movimiento se escriben de la siguiente forma (vease Littman, Markus
~ Von [34] y Rao [42]):
1 — = 0 para 0 < z < 1, 1 > O
(0.1) u(O)=O parat>0
u~(I) = —u~~(1) — ut(1) para 1>0.
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aLa energía del sistema se describe mediante la función:
E(t) = (ut9dz + ¡ (u~)2dz + (uj(1))2
y contiene una parte que representa la energía de la cuerda (los primeros dos términos) y otra
que es la energía del cuerpo (el último término). S
Formalmente se obtiene que:
dE a
= ~(ut(1))2~ 0
Es decir, el sistema tiene un carácter disipativa.
Esta es una variante simplificada del modelo experimental SCOLE (Spacecraft Control Lab. S
oratory Experiment) que describe las vibraciones de un satélite orbital y una antena, unidas por
una estructura larga y flexible (vease Littman y Marcus [31]y [33]). Otros ejemplos de sistemas ahíbridos se pueden encontrar en los trabajos de Hansen y Zuazua [18] donde se estudian dos
cuerdas unidas por un cuerpo rígido, o de You [49], donde se presenta un modelo que acopla
membranas y cuerdas.
Desde el punto de vista matemático los sistemas híbridos se describen mediante ecuaciones
en derivadas parciales acopladas con ecuaciones diferenciales ordinarias o con otras ecuaciones
en derivadas parciales en las condiciones de contorno. Por ejemplo, en el caso del sistema (0.1)
si notamos u(1,t) = v(t), tenemos que el movimiento del cuerpo fijado en el extremo z = 1 de
la cuerda, está descrito por v(t) que satisface la ecuación diferencial ordinaria:
Vt~ — Vt = u~(1,i).
De esta forma, el sistema (0.1) acopla la ecuación de ondas con la ecuación diferencial ordinaria
del cuerpo.
Tal y como hemos mencionado anteriormente, en esta Tesis nos ocuparemos de un mode-
lo híbrido bidimensional motivado principalmente por el problema de la reducción de ruido
mediante la correcta aplicación de un voltaje eléctrico sobre piezas piezocerámicas acopladas
a! contorno del recinto. Este problema motivó una serie de trabajos de H. T. Banks et al.
(vease [3]. [4] y [5]) en los que se desarrollan algunos modelos matemáticos que permiten de-
scribir v• analizar esta problemática. En estos trabajos se estudian también algunas cuestiones
matemáticas básicas tales como la existencia de soluciones, su aproximación numérica, así como
la. existencia de controles óptimos para algunos problemas elementales de control. Sin embargo,
en estos artículos algunas de las cuestiones fundamentales quedan sin respuesta. Son justamente
éstas las cuestiones que nos proponemos resolver y que seguidamente describimos.
Desde el punto de vista matemático, consideramos una versión simplificada fiable del modelo
propuesto por Banks et al. que consiste en estudiar la propagación de las ondas acústicas en
un fluido bidimensional dentro de un dominio cuadrado. Una parte de la frontera se considera
flexible. bajo la forma de una cuerda disipativa, mientras que las partes restantes serán inmóviles.
Se llega así a un sistema híbrido en el que se acoplan las vibraciones acústicas del fluido con las
vibraciones mecánicas de la cuerda.
Presentamos a continuación la deducción de este modelo.
Consideramos un fluido elástico, no viscoso y compresible en el abierto bidimensional S
1? = (0,1) x (0,1) c R2
kt~
yy estudiamos la propagación de las ondas acústicas en este dominio.
Fig.1
El estado del fluido móvil queda determinado por cuatro magnitudes dadas en cada punto
(x. y) de O y en cada instante de tiempo 1: las dos componentes de la velocidad 6 =
la presión p = p(t, z, y) y la densidad p = p(i,z, y). Un sistema completo de ecuaciones que
dcscríben las ondas acústicas está formado por:
pt+div(p6)=0 en fI<0,oo)
10.2) j p~~+p(V6)6-f-Vp= O en 5?x (0,oc)
p= 1(p).
Para la deducción de estas ecuaciones vease Landau y Lifchitz [28], Cap. 1, Pp. 1-5 y
Cap. 8. Pp. 281-282.
La primera ecuacion de (0.2) es la ecuación de continuidad que expresa la conservación de
la nasa. La segunda es la ecuación de Euler y representa la ley de Newton. La última es la
ecuación de estado. Suponiendo que no hay intercambio térmico entre las diferentes partes del
fluido podemos considerar como ecuación de estado la ecuacion adiabática de un gas perfecto:
(0.3) p =
donde ~ es una constante que depende del fluido considerado.
En la relación precedente PO y PO son la presión y la densidad al equilibrio, respectivamente,
y suponernos que ambas son constantes en todo el dominio O.
En el caso de las pequeñas oscilaciones del fluido, se tiene que Pi = p — Po C Po, pi =
1) — Pu < Po y ¡ 6 j< 1 y por consiguiente, en una primera aproximación, se pueden despreciar
los productos de las cantidades Pi, Pi y 1 61. También se puede linealizar la relación entre p y
p. Las ecuaciones (0.2) se escriben entonces de la siguiente forma:
1 ±podiv6=0 en
(01> It p—po=c2(p--po) en Ox (O,oc)
(loilde = 9 (Po/Po) es la xelocidad del sonido en nuestro medio.
a
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El sistema (0.4) representa la linealización de las ecuaciones (0.2) y describe la propagación
de las ondas acústicas de amplitud pequeña.
Con el objeto de expresar todas las incógnitas en función de una solaes conveniente introducir
un potencial de velocidades 4’ = $(t, x, y) tal que:
(0.5) 6= V4’.
a
La segunda ecuación de (0.4) nos indica que V(p04’t + p) = O y como de momento 4’ sólo
satisface (0.5) se puede elegir de tal manera que:
(0.6) Pi = P —Po = —Po
4’i.
La primera y la última ecuación de (0.4) implican que 4’ satisface la ecuación de ondas:
(0.7) — ¿¿4 = O en Ox (0, oc).
Observamos que la función 4’ queda determinada de manera única, módulo una constante
aditiva, por las relaciones (0.5) y (0.6). Los datos iniciales significativos para el problema físico
serán S~4’(0. x, y) y $~(O, x, y) que representan la velocidad inicial y la diferencia entre la presión
inicial y la presión de equilibrio PO, respectivamente.
Sea ría frontera del dominio O. En la parte r
0 = {(x,0) : x E (0, 1)} c r de esta frontera se
coloca una cuerda vibrante disipativa con condiciones Neumann en los extremos x = 0 y x = 1.
El desplazamiento transversal de la cuerda en el plano de O se denota por VV y satisface la
ecuacion de ondas:
a
(0.8) f — Wrr + It = F sobre Fox (0, oc)
W,470) = 14§(1) =0 para tE (0,oc).
Las vibraciones de la cuerda se acoplan con las vibraciones del fluido mediante el término
F = F(I .x> que representa la fuerza debida a la variación de la presión interna:
F = P —Po = Po
4’t• a
La condición de continuidad de la velocidad sobre 1’, que resulta suponiendo que el borde
es iríípenetrable para el fluido interior, proporciona una segunda condición de acoplamiento.
Además, la parte Fí = 00 \ F
0 de la frontera de O se considera rígida (inmóvil), obteniendose
al final las siguientes relaciones sobre el borde:
( t7~n =0 sobre I’~ x (0, oc)(0.9) 6•n = VV1 sobre “0x (O,oc),














(0.10) — I4Q,~ + ¡i/~ + Po
4’i = O sobre I’~ x (0, oc)
W~(O,t) = W~(1,t) = O para tE (0,oc)
4’(0) = 40, $~(0) — 4~ en 11
W(O) = VV0, W~(0) — W’ sobre r0
A lo largo del estudio que vamos a realizar consideraremos que las constantes c y Po iguales
a íííio. En este caso la energía del sistema se define por:
(0.11) E(t) = ~j{iS~4’ 2 +(4’tV)dxdy + ~j((W~)2 + (W~)2)drr
Niultiplicando adecuadamente por 4’~ y Wt e integrando por partes se obtiene, al menos
Íorn¡al¡nente. que
dE r
(0.i2~ ~(t)=— ] (H&V dx <0.
Es decir. el sistema tiene un caracter disipativo.
Si las constantes c y Po no fuesen iguales a uno, tendríamos que introducir una ligera modifi-
cac¡óí¡ en la función de energía, incorporando estas constantes. Sin embargo, del punto de vista
rnaíeí¡nitico ésto no supondría cambios importantes.
Fue de los objetivos principales de esta Tesis es el de explicar la naturaleza del acoplamiento
fluido-estructura que e! sistema (0.10) representa y para elio intentar entender el efecto que la
disipación. que en principio está concentrada en r0, tiene sobre el conjunto del sistema.
Comparando los sistemas (0.1) y (0.10) observamos que existe, por lo menos, una carac-
teiistica coíinin: ambos acoplan dos ecuaciones diferenciales que describen las vibraciones de
dos estructuras de naturalezas diferentes; cuerda y cuerpo en el primer caso, fluido y cuerda en
el segundo. Esta es la razón por la cua] consideramos que nuestro sistema es un sistema híbrido.
Al mismo tiempo cabe señalar por lo menos una diferencia importante entre los dos sis-
temas: mientras que en (0.1) aparece una ecuación unidimensional en derivadas parciales y
otra ordinaria, en (0.10) hay dos ecuaciones en derivadas parciales, una bidimensional y otra
iií¡idiníeisioííal. Por esta razón consideramos que nuestro sistema es un sistema híbrido bidi-
meiisiou al.
El hecho de que las dimensiones de los sistemas (0.1) y (0.10) sean diferentes tiene conse-
cueíicias importantes. Por ejemplo, en el primer sistema, el término disipativo tiene un carácter
compacto mientras que en el segundo solamente acotado. Esto impedirá la aplicación de algunas
1 écnicas ya conocidas para los sistemas híbridos unidimensionales.
Como veremos más adelante, mediante la separación de variables, el sistema (0.10) se puede
descoruíponer en una familia infinita de problemas del tipo (0.1). Esto será particularmente útil
ci’ el análisis espectral de (0.10).
Pasamos a continuación a describir los contenidos de los capítulos de esta Tesis.
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La existencia y la unicidad de las soluciones del sistema (0.10), así como sus propiedades
elementales de continuidad con respecto a los datos iniciales y términos no homogéneos, se
estudian en el primer capítulo. Mediante métodos clásicos se obtiene que el problema está bien
planteado en el espacio de energía finita: S
(0.13) X — H1(O) x L2(O) x H’(r0) x 0(r0).
Las soluciones débiles se definen usando dos métodos distintos: la teoría de semigrupos y a
técnicas variacionales, comparándose los resultados. Las herramientas principales usadas son,
por un lado, la teoría hilbertiana de los operadores maximales-monótonos y el Teorema de Hille-
Yosida y, por otro lado, la caracterización de soluciones mediante el operador adjunto introducida
en Bali [1].
El segundo capítulo contiene el estudio de las propiedades asintóticas de las soluciones cuando
el tiempo tiende al infinito. Se demuestra en primer lugar que el sistema se puede estabilizar a
mediante el término Wt que actua sobre la parte F0 de la frontera, es decir, la energía de toda
solución débil converge a cero cuando el tiempo tiende al infinito. Una extensión del Principio
de invarianza de LaSalie (vease Cazenave y Haraux [22]) y el Teorema de unicidad de Holmgren
(vease Hórmander [23] y Lions [29]) son los dos resultados fundamentales en los cuales se apoya
la demostración de este resultado. Argumentos similares han sido utilizados en muchos trabajos
que estudian propiedades asintóticas de sistemas disipativos. Entre ellos citamos los artículos
de Littman y Marcus [31] y Komornik y Zuazua [27].
La energía del sistema no es coerciva en X y por lo tanto la convergencia a cero de ésta no in-
dica el comportamiento de 4’ y VV. Por lo tanto, a continuación se estudian los comportamientos
de estas dos cantidades.
Una. vez conocido el decaimiento a cero de la energía del sistema, cabe preguntarse sobre
la tasa de decaimiento. En la sección siguiente se aborda este problema y se deduce que el
decaimiento de la energía no es uniforme, mediante la construcción de soluciones con decaimiento
exponencial arbitrariamente pequeño. Esta construcción se basa en la posibilidad de considerar
autofunciones del problema en variables separadas y de demostrar la existencia de una sucesión S
de autovalores que se aproximan al eje imaginario. Argumentos similares se usan, por ejemplo.
en Hansen y Zuazua [18] y Littman y Marcus [31].
De esta manera se pone en evidencia una de las características matemáticas principales de
muchos sistemas híbridos: la disipación ejercida sobre una componente del sistema asegura la
estabilización, pero es demasiado débil para garantizar el decaimiento uniforme de la energía. a
Observamos que la debilidad del término disipativo se debe a la estructura del problema y no a
su localización en una parte relativamente pequeña de la frontera.
Observemos que, para demostrar el decaimiento no uniforme de la energía, no podemos uti-
lizar técnicas de compacidad (como las que se utilizan en Rao [42]en el caso de un sistema híbrido
unidimensional) ya que, en nuestro caso, el término disipativo es acotado pero no compacto en
el espacio de la energía.
En el tercer capítulo se lleva a cabo un análisis del espectro de los operadores diferenciales a
conservativo y disipativo, asociados al sistema (0.10).
En la primera sección se localizan los autovalores puramente imaginarios del operador con-
servativo y se describen las propiedades fundamentales de las autofunciones correspondientes. a
La segunda sección es la más amplia, ya que es aquí donde se obtienen los desarrollos
asintóticos de los autovalores y de las autofunciones del operador asociado al sistema (0.10).
En primer lugar. se obtienen tres tipos de autovaloresque, a altas frecuencias, se acercan
al eje imaginario. De forma más precisa, los autovalores del primer tipo se aproximan a los a
a
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Los autovalores del segundo tipo se
siguiente:











sobre r0 x (0,oc).
Los autovalores del tercer tipo hacen la transición de una zona a otra.
Las autofuiicioiies correspondientes son tales que la energía concentrada en la cuerda se
anula asintóticamente, confirmando, una vez más, el carácter no uniforme del decaimiento de la
energía.
Es a este nivel en el que se aprecia la mayor diferencia entre nuestro sistema y la clásica




0vI 4’~~—=A’=0 en Ox(0,oc)0$ = si
En este caso la energía del sistema:
E(t) = ~J(I VS 12 +(4’t~)dzdy
~erifi(a:
sobre r1 x (0, oc)
sobre r0 >< (0, oc).
dE r
ir0 (4’1)2 dx<0.
Se puede comprobar que 12(t) —* O cuando 1 —* oc. Sin embargo, el decaimiento no es
uniforme puesto que todo segmento de la forma ¡¡ = {(x, 1) : x E [0, 1]}, O < 1 < 1, constituye
un rayo que jamás intersecta la región de disipación r0 (vease [6]).
Por el contrario, si buscamos soluciones de la forma 4’(x, y, 1) = ~o(y,1) cos(kirz) vemos que
~ ha de satisfacer { ‘Pu — ~ + k2ir2 ‘p = 0, 0> y> 1,1 >01>0
SQy(O, 1) = ‘Pt(0, 1) 1 > 0.
Se puede probar que. para cada k E 1V, la energía:
12(1) =
(0.17)
+ (‘Pi)2 + n2r2((P)2) 4
a
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del sistema (0.17) decae uniformemente, cosa que, según el análisis de este capítulo, no ocurre a
con nuestro sistema (0.10).
En (0.16) la pérdida del decaimiento uniforme proviene de 4ue la tasa de decaimiento en
(0.17> tiende a cero cuando k tiende a infinito~ -Venios pues que en (0.10) la ausencia del
decaimiento es más debida a la estructura del acoplamiento en r0 que al soporte de la región-
disipa ti va.
Además de los autovalores anteriores, existe una sucesión de autovalores cuyas partes reales
no convergen a cero, fenómeno que no se puede encontrar en un problema unidimensional.
Estos autovalores corresponden a vibraciones en las que la energía concentrada en la cuerda
no decae a cero cuando la frecuencia crece. Las autofunciones correspondientes son disipadas a
uniformemente.
El análisis se realiza de nuevo mediante separación de variables y reducción a problemas uni-
dimensionales, en los que interviene un parámetro entero, que expresa la frecuencia de vibración a
en la dirección x. El Teorema de Rouché es la herramienta básica para localizar los autovalores
del operador.
A continuación se estudian algunas propiedades de completitud y la posibilidad de que las
autofunciones formen una base de Riesz. Fijando la frecuencia k de vibración en la dirección
x, se obtiene un sistema unidimensional, al que corresponde una sucesión de autofunciones que
forma ulia base de Riesz, para cada k. Pasando al sistema bidimensional inicial, se deduce
que las autofunciones correspondientes forman un sistema completo en el espacio X. pero las
estimaciones de las que disponemos no nos permiten demostrar que se trata de una base de
Riesz.
Finalmente, con la ayuda de los autovalores del segundo tipo (con partes reales “significati-
vas”) se demuestra que la diferencia entre el semigrupo generado por el operador disipatí~o a
el semigrupo generado por el operador conservativo no es un operador compacto para ningún
instante de tiempo t.
Tal y como mencionabamos al principio de la Introducción, uno de los problemas que niás a
interés tienen en el contexto de este tipo de sistemas es la posibilidad de controlar el nivel de
ruido mediante la acción sobre la parte flexible de la frontera del dominio. El problema de
la controlabilidad del sistema mediante funciones que actuan sobre la parte t’o de la frontera a
se considera en el cuarto capítulo. La formulación matemática precisa de este problema es la
siguiente: dado T suficientemente grande y un dato inicial (4’O,4’¶, VV
0, VV1) en un espacio E.
que está a nuestra disposición, encontrar un control /3 E 112(0, 7’; L2(0, 1)) tal que la solución
del sistema:






ay(0.18) — W~,, + 4’~ = ¡3 sobre r0 x (0,7’)
Wr(04) = Wr(1,t) = O para t E (0,7’)
$(0) 4’o 4’ (0)— 4” en 0 J
VV(O) — W





(0.19) { W(T) •t(T) = OW~(T) = O.
Se trata pues de conducir el sistema al equilibrio mediante la acción de una fuerza externa
distribuida sobre la parte flexible de la frontera. En los trabajos de Banks et al. que hemos citado
al principio se propone la posibilidad de controlar el sistema mediante piezas piezocerámicas lo
que. de alguna manera, equivale a considerar controles que actuan en un conjunto discreto
de puntos de r0. Este tipo de control es mucho más dificil de estudiar y está estrechamente
relacionado con la multiplicidad de los autovalores del operador asociado y con la localización de
los puntos en los que se actúa. Más detalles sobre este tema se pueden encontrar en el trabajo
de Tucsnal< [46].
líítegrandola primera ecuación de (0.18) se obtiene que la cantidad 4 4’~—j U’se conserva.
Por consiguiente. no siempre es posible conducir a cero tanto $¿ como VV. Teniendo en cuenta
esto, conviene considerar primero la acción de dos controles. De este modo, al principio del
capítulo, se estudia el problema siguiente: dado 7’ suficientemente grande y un dato inicial
(4”’ 4>1 j¶’~’. lii) en un espacio 8. que está a nuestra disposición, encontrar dos controles
o = “~ .x) E L
2(0.T; L2(0, 1)) y fi = ¡3(t,x) E 112(O,7’;L2(0, 1)) tales que la solución del







(0.20) — ¡vn + t = fi sobre r0 x (0,7’)
W~(0.t) = W~(1.t) = O para tE (0,7’)
$(O)=$o, 4’~(0)—$’ en O
VV(O) = ¡vO W~(O) — VV
1 sobre r0
satisfaga las relaciones (0.19)
Considerando soluciones de (0.20) que tengan la forma
4’(t. z. y) = 4«1, y)cos nirx, l4’Q,x) = V(t)cos nurx, n = 0,1,2,...
nuestro problema se reduce a una infinidad de problemas de control unidimensionales: dado 7’
suficierueníente grande y un dato inicial (‘~‘%V,V
0,V’) en un espacio Y adecuado, encontrar
des controles o = o(i) y 8 = /3(t), en unos espacios que están a nuestra disposición, de forma
que la solución del sistema:
INTRODUCCIÓNxii
~Ptt—‘P~+n2ir2’P =0 para yE (0,1),tE (0,7’)para .te(0,T)
para tE(0,T)
(0.21) V« + n2ir2l¡ + ‘~‘d0) = fi para tE (0,7’)
‘¡«0) — ‘¡“> ‘1’ (0)— ‘Pl para-y E (0,1) a
V(0) — y0 V(0) —
satisfaga las relaciones:
(0.22) f “«‘> = ‘Pt(7’) = O
1. V(7’)=V,(T)=0.
Nuestro argumento-para resolver el problema bidimensional se basa en esta posibilidad de
separar las variables, ya que, trás resolver el problema de control (0.21), se combinan los controles
encontrados obteniendose un control para el problema bidimensional original.
Sin embargo, como estamos actuando solamente sobre una parte relativamente pequeña de
la. frontera sólo se podrá controlar un espacio reducido de datos iniciales. Este tipo de resultado,
encontrado ya en una serie de trabajos de Haraux (vease, por ejemplo, [22]), no es sorprendente
teniendo en cuenta las condiciones geométricas que tiene que cumplir el soporte del control para
asegurar la. controlabilidad en un espacio de Sobolev de datos iniciales de la ecuación de ondas
(vease Bardos. Lebeau y Rauch [6]y Bardos y Rauch [8]). Esta condición dice, a grosso modo. que
para poder controlar las soluciones de energía finita de una ecuación de ondas mediante controles
en L2. es preciso que el subconjunto de la frontera en el que actua el control sea tal que todo
rayo de la óptica geométrica pase por ese conjunto en un tiempo uniforme. El subconjunto r
0 a
de nuestro problema, obviamente, no satisface esa condición ya que todo segmento de la forma
{ (¿.1) : x E (O, 1)}, con O < 1< 1, constituye un rayo que nunca pasa por r0.
La interpretación de los resultados tiene que hacerse con cuidado ya que, para algunas solu-
ciones débiles definidas por transposición, no todas las cantidades que aparecen en las relaciones
(0.22) tienen sentido. Como se podrá ver, se controlan más bien diversas combinaciones de
aquellas funciones, que en el caso de soluciones regulares proporciona (0.21).
En la última parte del capitulo volvemos al problema (0.18) que presenta un interés especial
ya que la interpretación física del término /3 es la de una fuerza que actua sobre r0. ¡nientMs
que o íío tiene una interpretación tan natural. Sin embargo, en este problema sólo podemos
conseguir una. controlabilidad parcial puesto que el sistema se puede conducir, en tiempo finito,
solamente al conjunto de estados de equilibrio:
4’(T)=e~.= cte, 4’dT)=O
(0.23) 1 W(T) = e2 = cte , W1(7’) = 0.
Por otra parte, en el estudio de un sistema como el nuestro que acopla las vibraciones
a¿ústicas en una cavidad interior con las vibraciones mecánicas de una parte flexible de la jfrontera, una de las cuestiones más importantes es la siguiente: ¿si las fuerzas exteriores queproducen las oscilaciones de las paredes permanecen acotadas, qué ocurre con el nivel del ruido
interior? ¿Permanece dentro de ciertos limites o puede producirse el fenómeno de la resonancia?
En primer lugar cabe considerar el problema en el caso en que la fuerza exterior viene dada
pqr una función periódica con respecto al tiempo, caso en el que el problema de la acotación del
ruido es equivalente a la existencia de soluciones periódicas j
U
xiii
Por consiguiente, en el capítulo quinto estudiamos la existencia de soluciones periódicas del




84’ _(0.24) 8 — It sobre E x (0,oc)
— l4Q~ + 1’V~ + 4’~ = f sobre r0 x (O, oc)
para iE(0,oc)
suponiendo que f es una función periódica en el tiempo:
(0.2.5) 37’> 0 tal que 1(1 + 7’,x) = f(t,x), Vi =0,Vx E (0,1).
La presencia del término no homogéneo f modeliza una fuente de ruido exterior sobre la
parte activa de la frontera.
Dado el carácter débilmente disipativo del sistema, que no asegura el decaimiento uniforme
de la energía. la aplicación directa de métodos como el de punto fijo no da resultados ya que
la norma del semigrupo asociado, {S(i)}~>o, es uno para cada instante de tiempo 1. Para la
aplicación de tales argumentos en el caso de disipación fuerte vease, por ejemplo, Haraux [20].
Una vez más el estudio se realiza reduciendo el problema a una infinidad de problemas
11111 (Ii nie si 01] ales
1 Vm — Q~ + v2ir2~’ —0 para E (0,1)4 E (O,oc)3 4(1)=O paraiE(0,oc)(9.26) ~~(O) = —Wj para E (o,
Wtt + IDI + n2r2w + V’
1(O) = para E (O, oc).
Eíi cada uno de estos problemas deducimos la existencia de una solución periódica mediante
uit a rguuneítto de perturbación, suponiendo que 1 E 111(0,7’). Es digno de mención el hecho de
que para que (0.26) esté bien planteado es suficiente con que fE L
2(0,T). El paso al problema
l)idilneilsioiial se hace combinando las soluciones periódicas obtenidas. Sin embargo, sólo se
(leduce la exislencia de soluciones periódicas de energía finita para funciones no homogéneas
f níuv regulares con respecto a x, ya que, solamente así se puede asegurar la convergencia de
la combinación infinita considerada en el espacio de la energía. La optimalidad del resultado
obtenido queda abierta.
El último capitulo recoge resultados obtenidos para algunas variantes del modelo original
que nos ayudan a entender mejor las principales características de este tipo de sistemas.
En el primer apartado consideramos un término disipativo no acotado —W
111 en vez de VV~.
Esta nueva disipación, del punto de vista físico supone considerar materiales viscoelásticos del
tipo Kelvin-Voigt en los que la disipación se debe a las propiedades del materia] utilizado para
la construcción de la cuerda vibrante (vease Barnes et al [9]).
Los resultados obtenidos en los capítulos 1, 2 y 5 son válidos también en este caso, lo que
nos indica que el cambio no afecta las principales propiedades del sistema.
En el segundo apartado consideramos el mismo sistema con condiciones de contorno de
l)iricl,leu para li~ en lugar de las de Neumann anteriores, i.e. W(t,O) = W(1.i> = 0. Este
j
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cambio. aparentemente sencillo, plantea muchos problemas técnicos puesto que el método de
separación de variables ya no se puede aplicar.
El resultado de estabilidad deducido en el Capítulo 2 no es válido ya que la estructura
del conjuííto de los puntos de equilibrio es más compleja. Sin embargo, un cambio natural de
variables, nos permitirá identificar el espacio de los puntos de equilibrio y demostrar que cada
trayectoria tiende asintóticamente a uno de estos puntos.
Aprovechando la información que tenemos sobre las autofunciones del modelo inicial, de-
mostraremos, por reducción al absurdo, que en este caso tampoco hay un decaimiento uniforme
del semigrupo asociado. Por lo tanto, el cambio de las condiciones de contorno para VV no
modifica sustancialmente las características del modelo.
En el último apartado se estudia un problema similar pero en un dominio circular y con
disipación en toda la frontera. Se demuestra que la energía tampoco converge uniformementé a
cero, lo que nos indica que la estructura híbrida del problema es la causa de este fenómeno y no




En este capítulo nos proponemos estudiar las propiedades
sísle¡iía híbrido deducido en la introducción:
en fi
sobre






II/it — W~ + Wt + si = o
1V~(O,t) = l4’~(14) = O
5(0) = $0 se(O) -.. 4’I
VV(O) = ¡VO, I’V1(O) — VV’
elementales de las soluciones del
x (O,oc)
r, x (0, oc)
sobre r0 x (O,oc)





Definimos la energía del sistema por:
12(I) = 4 Ji V4’ ¡2 +(4’~)2) dx dy + 4 j((Wx)2 + (W~)2) dx.
Multiplicando la primera ecuación por 4’,, la cuarta por 1V, e integrando por partes se
01)1 ene. al meííos formalmente, que
dEw j(VVt)2dx<0.(1.3)
Es decir. el sistema tiene un carácter disipativo.
Observación 1.1 Teniendo en cuenta el carácter disipativo, cabe esperar que todas las trayec-
torios converjan al equilibrio, lo que se va a demostrar en el siguiente capítulo. Del punto de
¿isla prócirno esto nos indica que el mecanismo propuesto realiza la reducción de ruido.
Si,, embargo. ¡a disipación (1.3,~ se mostrará tan débil que no asegurará una tasa de de-
ctju,iunlo uniforme. Esto hace que muchos de los modos de Fourier correspondientes a frecuen-





2- 1 FORMULACIóN MATEMATICA DEL PROBLEMA
En la sección 1.1 escribimos el sistema (1.1) en una forma abstracta que permite el estudio
de las soluciones en el espacio de energía finita. Este estudio se lleva a cabo en la sección 1.2
donde también se demuestran las propiedades elementales de las soluciones. En la sección 1.3
se hace una discusión más detallada de las soluciones débiles correspondientes al sistema (1.1)
presentandose una caracterización variacional de las mismas.
1.1 Formulación matemática del problema
Sea el espacio X — H’(fi) x L2(fi) x R’(r0) x L2(r0). Definimos en X el producto escalar:
(f,g) = ¡ (VI1 . Vg1 + Iig¡) dx ely + ¡ 1292 dx ely +1 ((fa)r(93)x + f~g~) dx + ¡ 1494 dx,
Jo Ja ir0 ir0
Vf=(f1,f2,fa,f4)eX, Vg=(gi,g2,93,g4)eX.
Mediante . denotamos el producto escalar en IR
2.
Obtenemos que (X,( ., .)) es un espacio de Hilbert.
Definimos los operadores:
BE £(H’(Q) x 111(Q) x H’(ro) x JI’(1%), (JJ’(ffl)’)
<B(4’~T~VV~V)~sc>=jV4’.V’Pdxdv—f V’Pdx
C E £(11’(fi) x H’(fi) x 11’(r0) x
<C(4’,T,W,V),i,b>= ¡ H’1tk~dx I(T+V)ikdz.
ir0 ir0
Consideramos el operador (y(A), A) definido por
V(A) = {U = (4’.T,W,V) E 11
1(Q) x fl>(fl) x H~(!’o) x H>(ro) :6(U) E
~±=0sobre1’j, 04’
—=Vsobrel’
0, VVr(O)14’x(1)0}c(U)6L2(r0), On On
(1.4) .,4(4’.T,VV,V)= (—T.13(4’,T,VV,V),—V,C(4’,T,W,V)).
Veamos a continuación en que sentidó se cumplen las condiciones de contorno presentes en
la definición del dominio y(A).
De 6(U) E L
2(l?o) y usando el resultado de regularidad para el Laplaciano en una dimensión
con condiciones Neumann (ver Brezis [10], p. 182), se obtiene que W E 112(1%) si U E V(A) y J
por consiguiente la traza de VV~ está bien definida.
En segundo lugar, el elemento U = (4’, T, VV, V) E V(A) tiene que cumplir la condición






— = V E H’(ro) sobre r0.
1.2. Propiedades elementales de las soluciones 3
Como el dominio fi es poligonal no podemos deducir que $ E 112(Q) usando directamente
los resultados clásicos de regularidad para el Laplaciano, ya que, en general, en este tipo de
dominios, la función puede ser menos regular cerca de los vértices.
Sin embargo, otros resultados de regularidad (Grisvard [15], Teorema 5.1.3.5, p. 263), nos
aseguran que. en nuestro caso, debido a los valores particulares de los ángulos (iguales a ~) y a
2
la convexidad del dominio fi, no hay perdida de regularidad. Resulta que $ E H2(fl) y por lo
0$
tanto -~— sobre Fo tiene sentido como traza.
Al mismo tiempo, de los resultados anteriores se deduce que:
(1.5) V(A) c H2(Q) x ¡¡‘(fi) x 112(1%) x 11’(I’o).
Con estas definiciones y considerando U = (5, 4’~, VV, It), el sistema (1.1) se escribe:
1 U~(t) + AU(t) =0 para LE (O, oc)
(1.6> U(O) = <4’O, 4’1,¡jiO, ¡VI) E V(A)
U(t) E y(A), 1 E [O,oc).
1.2 Propiedades elementales de las soluciones
Teuienios el siguiente resultado de existencia, unicidad y estabilidad:
Teorema 1.1 Si A es el operador definido en (1.4) entonces:
i) A + 1 es un operador mazimal y monótono en X.
U) Sol uc;oncs fuertes: Si ($0, $1, ¡izO, VV’) E V(A) existe una dnica solución (4’,$t, VV. W~)
d la ecuación (1.6,) con las siguientes propiedades:
(4>. VV) E C2 ([0. ~j, L2(fi) x L2(1%)) fl C’ ([0, oc), ¡¡‘(fi) x ¡¡‘(Fo)) n
(1.7) nC ([0, oc),112(fl) x 112(ro))
Estas soluciones verifican el sistema (1.1) puntualmente.
iii) Soluciones débiles: Si ($0,4’>, ~O, VV>) E A> existe una dnica solución (4’. $~, VV, It) de
la t?CUUciOIJ (1.6) con las propiedades:
(1.8) (4’. U’) EC> ([o. oc), L2(fl) x L2(1%)) nc ([o, oc),11’(fl) x
Para cualquier solución débil la energía asociada
Ir,(1.9) 12(t) = — ¡ (j VS ¡2 dx dy + /2+ dxJ L,jWx) (Wt))+($t)2)2 Jn ‘~
me mfica la relac2on:
(1.10) dE(t) J (j479 dx.
dt
Para dos soluciones débiles cualesquiera se tiene la siguiente propiedad de estabilidad:j (¡ V4>(t) — V4’(t) ¡2 + ¡ $~(t) — $~(t) ¡2) dx el-y + 4 (i l’V~(i) — iV~(~) 12 +
(1.11) + iUt(t)Wt(t)12) dx =j(IV$o~V$oF+I4’í~41 ¡2) dxdy+
+ 4 (i Wf — ~ 2 + ¡ VV> — W’ ¡2) dx.
aa
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Demostracion:
Deíimostramos que el operador A + 2? es maximal y monótono en X.
Sea z = (4’. T, VV, V) E V(A) arbitrario. Tenemos:
(z.(A+2?Iz)=~j(S74’.VT+$T)dxdy —j
+ ¡ TB(4’,T,W,V)dxdy +4
4 (V$.VT+4’T)dxdy — 4.
a
(WXVX + WV) dx +
a
(W~V~+VVV)dx +
+<B($,T,VV,V),T> + (C(4’,T,VV,V),V> + (z,z) =
=4¡~sI2+4¡s¡2+4¡rr+4I¡v~¡2+4 ¡j4J¡24 ¡ Iv¡2+
¡VV~V+4j(4’2+T2) + h/co
j¡vI2~j4’r~




De a(Iui resulta que el operador A + 2? es monótono.
Sea ahora s = (f.g,m,r¿) E ¡¡‘(fi) x L2(f2) x ¡¡‘(Fo) x L2(F) arbitrario
elemneí¿to = (5. ¿, un r~) E V(A) tal que (A + £)z = s.{
¿ + B(~,¿,w,q) = 9
ID — = m
It
y busquemos un
Esto es equivalente a encontrar ~ E V(A) solución de:
(1.12)
lo que. a su vez, se reduce a hallar (~, mv) 6 ¡¡1(9) x H’(F
0) tal que:
+/V&Vudxdy —J uvudx = ¡ (f+g)udxdy —f
(1.13) Jr0{ jk~’~’ +1 w~v4, dx +1 (ct+w)vdx =j(n+2m+f)vdx
para todo u E ¡¡‘(fi) y y E ¡¡‘(Fo).
Con ese objetivo definimos la forma bilineal a : (¡¡‘(fi) x ¡¡‘(Fo))
2 — IR
4vtt.vuelxel~ +4~tudxd~ —j
+jwr»xdx +4 wvdx + j(~+w)vdx,
y la forma lineal L : ¡¡‘(fi) x ¡¡‘(1%) IR,
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Se obtiene fácilmente que a es una forma bilineal, continua y coercitiva y Les una forma lineal
y continua. Por el Lema de Lax-Milgram resulta que existe una única (~, mv) E ¡¡‘(fi) x ¡¡‘(Fa),
tal que:
a((~,w),(u,v))= L(u,v), V(u,v) E ¡¡‘(fi) x ¡¡‘(Fo).
Considerando elementos de la forma (u,O) con u E ¡¡‘(fi) y (0,v) con y E ¡¡‘(Fo), obtene-
ixuos que (ó. me’), encontrada arriba, verifica (1.13).
Como 4’ E ¡¡‘(fi) y ¿ = 4’ — 1 obtenemos que ¿ E ¡¡‘(fi). De la misma manera se deduce
que ?j E ¡¡‘(E0).
el
2
Aplicando los resultados clásicos de regularidad para el operador —~ +7, con condiciones
Neumaun en 1%. se obtiene de la segunda ecuación de (1.13) que w E 112(Fo). También, mv
verifica las condiciones de contorno w~(0) = u’~(l) = O en el sentido clásico, ya que w~ E
II’(r
0> cejO. 1].
Por último, los resultados de regularidad para el operador —A+7, con condiciones Neunuann
no luoínogéneas eíi fi (ver Grisvard [15], Teorema 5.1.3.5), implican que la función 4’. solución
de la primera ecuación de (1.13), pertenece a 11
2(fi). Las condiciones de contorno para 4’ se
ciiiííplen en el sentido de la traza.
Resulta que existe una única solución del sistema (1.12) en V(A) y por lo tanto A + 7 es
¡ji aXiin al
Finalmente, aplicando el Teorema de llille-Yosida (Brezis [10], Cap. VII y Cazenave y
Ilaraiíx f12]. Cap. 3). obtenemos que el operador A + 7 genera un semigrupo de contracciones
cm ¡ A>. Por lo tanto. el sistema:{ Z~(i) + (A + 7)Z(t) = 0, t E (0, oc)
Z(O) = ($0, 4’I,¡VO, ¡V’) E A>
1 cine julia solución única Z(t) con las siguientes propiedades de regularidad:
Z E C’([0. oc), A>) fl C([O, oc), 73(A)) si Z(O) E 73(A),
Z E C([O, oc), A>) si Z(0) E A>.
Si notamos por U(t) = eÉZ(I). se deduce que U es solución de la ecuación (1.6) que, además,
uiene todas las propiedades de regularidad de Z.
La identidad de la energía se obtiene, para soluciones fuertes, directamente del sistema que
icuifica U. En efecto. multiplicando la primera ecuación de (1.1) por $~ e integrando por partes
se ol)tjene:
e ~ t0 1(4’ ~ íd ¡ (fA.~2+ v~’j-¡ — ¡ ~
Jkit — = 2dt Jo ~ ‘
Multiplicando la cuarta ecuación de (1.1) por 1~ e integrando por partes se obtiene:
O = 4(lVtt — ‘~‘XX + ~ + 4’t)I4S — 4~4 (e’v~g + (W~)2) + J U’~4’~ + j(vit2.
Sumando las últimas dos ecuaciones se obtiene la relación (1.10).
Para soluciones débiles la función —. 12(t) también es diferenciable. En efecto, con-
suleramndo soluciones fuertes e integrando la relación (1.10) se deduce que:
12(t) = 12(0) — fj (It)2.(1.14)
j
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Esta relación es válida también para soluciones débiles. Esto se puede ver mediante un
argumento de regularización de los datos iniciales y de paso al limite.
Por otro lado, la aplicación i —* ¡(Bit? es continua ya que VV E C’([0, oc); L2(Fo)). Por
lo tanto. teniendo en cuenta la relación (1.14), se deduce que la aplicación t —* 12(t) también
es diferenciable en el caso de las soluciones débiles y además se cumple (1.10).
u
Observación 1.2 Corno el operador A + 7 es mazimal y monótono en el espacio de Hilbert A> jse~ obtiene que 73(A) es denso en X.
La proposición anterior nos asegura la existencia y la unicidad de las soluciones en A> y la
acotación de la función de energía asociada a cada solución. Sin embargo, no se obtiene h.
acotación de las soluciones en la norma de A>. Para obtener ésto necesitaríamos que el operador
A fuese maximal-monótono en A>, lo que no es cierto. Lo que se tiene es que A genera un
semigrupo fuertemente continuo en A>, que denotamos por {S(t)}~=o,pero este semigrupo no es
de contracciones (pero es uniformemente acotado tal y como veremos a continuación).
Este fenómeno se relaciona estrechamente con el hecho de que la energía definida por (1.2)
no es coercitiva en A> y por lo tanto no puede definir una norma en este espacio.
A continuación nos proponemos descomponer el espacio A> en suma directa de dos subespacios
invariantes para el operador A y con la propiedad de que en uno de ellos la energía es coercjt,\a
En este espacio el operador será maximal-monótono y las trayectorias permanecerán acotadas
Con este objeto definimos los espacios: S
X0= {($AIJ~VV,V)EX: j~—4ii’=o, j(V+VV+4’)O}~
X’={(4’Aí~,VV.V)EA>:$=cu= cte, ‘P=O, W=c
2= cte. l”=O}.
Observemos que: A> = A>
0 @ A>’.
También notemos que A» es un espacio de dimensión igual a dos y que A>’ c 73(A).
Antes de pasar a analizar las ventajas de esta decomposícion mencionamos dos desigualdades
del tipo Poincaré.
Lema El Sea O c IR” un dominio acotado y regular a trozos. Sea F
0 c 80 con la meáida
estrictamente positiva, Fol > 0. Existe una constante C > O tal que
(1.15) u — ~ 4 u < C¡¡V uI¡L2(n), Vu E H’(fi).
L
2(fl)
Lema L2 Sea Fo c iR un intervalo acotado con la medida estrictamente positiva, ¡Fo¡ > O.
Existe una constante C > O tal que:
(1.16) y— jyt.jj H ~2~~0> ~ CIlVr¡¡L2(ro), Vv E ¡¡‘(Fo). J
Teorema 1.2 Fin el espacio A>0 la cantidad:
(1.17) ¡¡(4’0, 4’~, ¡Vt W’)¡¡o = j(¡V$o¡2 + ¡$~¡2) + 4(11Vfl2 + ¡VV’ ¡2)
define una norma equivalente a la inducida por A>. jAdemás. si el dato inicial de la ecuación (1.1) pertenece a A>, i = 1,2, la solución débil
correspondiente. encontrada en el Teorema 1.1, permanece en A>’ en todos los instantes t > O.
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Demostracion:
En primer lugar observemos que la cantidad (1.17) define una seminorma en A>0.
Para demostrar que es una norma consideramos un elemento ($0, 4”,VV0, ¡VI) E A>1~ con
¡($0 &. H’~”. W1)¡¡o — Oy vemos si este elemento es cero o no. De ¡¡($0,5>, ¡4/0, VV>)¡¡o — a se
obtiene que $0 = c~, $~ — O W0 = c
2 y ¡VI = o donde c> y e2 son dos constantes. La relación
14” —4 ir0 = a implica que 4 ¡V0 — O. Aplicando el Lema 1.2 se deduce que w0 — OPor otro lado la relación ¡(VV’ + ~O +50) = O implica que j
0so = ay por lo tanto,
teniendo en cuenta el Lema 1.1, se obtiene que $ = 0.
Obtenemos finalmente que ($0, 4’~,¡V0, VV’) = ay por lo tanto (1.17) define una norma en
~1>0.
Para la segunda parte del teorema observamos primero que A>’ c 73(A) y que la solución
correspondiente a un dato inicial del tipo (c,,O,c2,O) E A>’ permanece constante, igual a
(c,.O.c2.O) E A’
1.
Consideramos ahora un dato inicial ($0, 4’1,¡V0, VV’) E A>0 y demostramos que la solución
dc (1.1) correspondiente permanece en A>0.
Analizamos primero el caso (4’O,4’~, ~i0 VV’) E A>0 fl 73(A).
En este caso la solución (4’, VV) correspondiente satisface el sistema (1.1) en casi todo punto.
Integrando la ecuación en fi se obtiene que:
0= j(t~—=t = Jt~ —ft~ = fsu 4~ = (js~ —fu).
II esult a que: Js~—4 147 =44” — Lo VV0 — O.
Por otro lado. integrando la ecuación de VV en Fo se obtiene: -
a=4(VVu—Wxx+W+sí)= (j(¡t+w+s))
II? esi,lt.a (Inc J~j~ + II’ + 5) = ¡(VV’ + ¡4/0 + $0) = O.
Por consiguiente, la solución fuerte del problema correspondiente a un dato inicial en A>0
permanece en A>0.
En el caso general se aplica un argumento de regularización del dato inicial y de paso al limite.
De uurnnera más precisa, si ($0, 51,1470,1471) E A>0 consideramos una sucesión de elementos
~ lV,?14’,~),, en A>” ny(A) tales que
(50 5’ ¡470 1V>) en A>0
Si denotamos por (4’,,, VV,,) la solución fuerte del problema (1.1) correspondiente al dato
mnícial (4>~. 4>~,. ‘~‘,?, VV,~) obtenemos que:
((VV,,)
1 + 1V,, + 4’,,) = 4(VV, + 1V,? + 4’~) = o.Jo
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Pasando al limite en las últimas dos relaciones se obtiene que -
./ri”I w=o~j1ú¼w+4’)=o~
donde (4’, VV) es la solución de (1.1) correspondiente al dato inicial (5”, 4”,WO, VV’).
Observemos que la desigualdad (1.11) no nos asegura que (4’,., W,,)(t) —. (5. VV)(t) en jL2(f?) x L2(F0). Sin embargo, esta convergencia tiene lugar ya que .4 genera un semigrupo
fuertemente continuo en A>.
Obtenemos que, en este caso, la solución también permanece en A>
0 y con ésto se concluye
las demostración del teorema. á
u
Observación 1.3 El operador A se puede definir como operador no acotado en A>”, de dominio
V(A)fl A>”. Teniendo en cuenta ésto, del Teorema 1.2 se obtiene que A es maximal y monotono
en A>” y por lo tanto genera un semigrupo de contracciones en este espacio, que denotamos
también por {S(t)}~=o.
Observación 1.4 Tanto en la definición del espacio A>” como en la demostración del teorema
anterior han surgido dos cantidades que se conservan a lo largo de las trayectorias:
J@t—4w y 4(VV~+W+$).
a
Observación 1.5 Sean U” — (4”’ 4”,VV”,W’) un elemento en A> y U = (4’.$~. VV. VV~) la
solucion correspondiente en A>, que viene dada por el Teorema 1.1.
Consideramos que
js’ 4~ VV~ = c
2 y ¡(VV’ + VV” + 4”’) = c~.
Por lo tanto podemos descomponer el dato inicial como suma de dos componentes:
(4’Ú,4’í,VVÚ,VV1) = (So +cu — c2,$,,I’Vo+c2,VV,)+ (c2 — ci,0,—c2,O).
donde la primera componente, que denotamos por U~, pertenece a A>” mientras que la segunda.
que denotamos por U¿, está en A>’. De hecho Ug es la proyección del dato U0 sobre A>” mientias
que 17J es la proyección del mismo dato sobre A>’.
La solución dc (1.1) correspondiente a la primera componente permanece en A>” y c~’ la
proyección de la solución U sobre A>”.
Por otro lado, la solución de (1.1) correspondiente a la segunda componente pcrmancce
constante en el tiempo, igual a (c2 — c1,0, —c2,0) y es la proyección de la solución U sobre A>’.
J
1.3 Caracterización de las soluciones débiles
En este apartado nos proponemos dar una caracterización variacional de las soluciones débiles J
del sisteuna (1.1) que se obtienen al considerar datos iniciales (50, ~1, VV”, VV>) en A>.
Defijuimnos los operadores diferenciales £2 y £, dela siguiente manera:
£2: ¡¡‘(fi) —~ (¡¡‘(1?))’, £24’(~) = ]V4’ V~, VS, p E ¡¡‘40).
1~
91.3. Caracterización de las soluciones débiles
Li, : ¡¡‘(1%) —~ (¡¡‘(Fo))’, £~4’ (~) = ¡ 4’~ y.,, V 4’, ~ E ¡¡‘(Fo).
El dual del espacio A> viene dado por:
A>’ = L2(O) x (¡¡‘(fi))’ x L2(Fo) >< (¡¡‘(1%))’.
Eunpezamos por definir el operador adjunto asociado al operador (73(A), .4).
Proposición 1.1 El operador adjunto (V(A’), A’) se caracteriza por:
73(A’) = {(4’, Y’, 14”, 1”) E ¡¡‘(fi) x (¡¡‘(fi))’ x ¡¡‘(Fo) x L2(Fc,) : —T’ + 14” 6r
0 E
VV’, y’) = (—Y’ + W’6r0,£2(5’),—V’ + VV’ —
donde
6r
0 es la delta de Dirac concentrada en el segmento F0.
Demostracion:
Por definición, el dominio del operador adjunto es:
73(X) = = (4”’. 1’, 14/’, W) EA>’: Be >0 tal que ¡(U, AU>x’,xI ~ cflU¡¡x, VU E V(A)}
\eaníos que condiciones tienen que cumplir los elementos de 73(W). Para esto consideramos
dos elementos U’ = (5’ •f
5 ¡VS y’) de 73(A’) y LI = (4’, Y, VV, V) de 73(A) y calculamos:
<U. AIT>á”a’ = <(5’, Y’, VV’, V’), (—Y, —A4’, —V, —W~ + V + Y(O))> =
= (4”. ÚS$)L2(n) — <Y, Y>...>,, + (IV’, A4’ra, + V + Y(O))L2cr
0) — <V’, V>...n =
= (5% —S$)v~rn — <Y’ — 14”
6r
0, Y>...’,’ + (VV’, “~I’Vxr)L2(ro> — <V —¡17”, y>—’,’
donde por ... . >..~.> denotamos el producto de dualidad entre (¡¡1)~ y ¡¡1,
l)eteruiji¡,arnos la condición que tiene que cumplir 4” considerando un elemento de la forma
U = (4>. 0. 0. 0) en 73(A) e imponiendo la condición
KU’, AU>a”,xl ~ e IIU¡lx,
que. eíu este caso. es equivalente a:
¡(5’ —~$)L’(n)¡ =e
De aquí se deduce que 4” tiene que pertenecer a ¡¡‘(fi).
De una manera similar obtenemos que t — VV’
6r
0 tiene que estar en L
2(fl), VV’ tiene que
pertenecer a ¡¡‘(Fo) y 1” tiene que estar en L2(Fo).
Estas condiciones son necesarias y también suficientes para asegurar que (0”, Y’, VV’, 1”)
pertenece a V(A’), obteniendo así la caracterización del dominio.
Por otro lado. probamos que el operador adjunto es:
A’($’,Y’,VV’,V’) = (—Y’ + W’6r
0,£2($),—V’ + ¡V* —
demostrando que. para todo U’ E 73(k) y U E 73(A), tenemos: <U’, AU> = <A’U’, U>.
En efecto,
<ALJ”. U> = <(—Y’ + 14” 6r0, £2(5’), —V’ + 1V’ — 5’(0)£~(W’)) (4’, Y, VV, V)> =
= (Y + it.’ ~ Y)L2(n) — <£24’, 5)—>,> + (.—V + 1V’ — <“(0), V)L2(r0) + <£,VV, ¡V».i,> =
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Observación 1.6 Damos a continuaczon una interpretación, en términos de edp’s, del .~istema:
U~+A’U’=0. a
Teniendo en cuenta la definición del operator A’ se obtiene que, para todo t > O, tenemos:{ $¡(t) — Y’(t) + W’(t) 6r0 = O, en L2(fi)(T’)~(t) + £
25’(t) = 0, en (¡¡‘(fi))’
(VV’)dt) — V’(t) + VV(t) — 4”(t, 0) = 0, en L2(Fo)(V’)
1(t) + £~ 14’’(t) = O, en (¡¡‘(Fo))’.
Esto es equivalente a:{ ($7(t) + VV’(t) ¿ro)1 + 44”(t) = O, en (¡¡‘(fi))’
((W’)1(t) — 4”(t, 0))~ (t) + (W’)1(t) + £,W’(t) = 0, en (.H’(L’o))’.
Cuando las soluciones son más regulares este sistema es equivalente a:
en fixjO,oc)
=0 sobre r, x (0,oc) a
8v
(1.18) —zVV~’ sobre F0 x (O,oc)
VV~—VV~+VV~’—5=0 sobre r0x(0,oc)
VVpO,t)=W(1,t)=0 para iE(0,oc). a
Se observa que este sistema se parece mucho al sistema inicial cambiandose solamente dos
signos delante de VI& y 4’~(0).
a
Cotí la ayuda del operador adjunto encontrado podemos caracterizar las soluciones débiles
del problema. Este es el objetivo del siguiente teorema.
Teorema 1.3 Consideramos un dato inicial Uo — (5”, 4’>, VV~, VV>) en A> y definimos U =
(4”’. —5’ + ¡VG 6r0,W”, VV’ — VV” + 4”’(0)).
Entonces U E V(A’) y el sistema:
A’U’ = O
(1.19)
tiene una dnica solución fuerte U’ = (4”, Yt VV’, V’) E C([O, T], V(A’)) fl C’([0, oc), A>’).
La solución débil U(t) = (4’, @~, VV, Bit) del problema:{ U1 + AU = O
(1.20> U(0)=Uo
se puede expresar usando la solución de (1.19) de la siguiente forma:
U(t) = (4”(t), Y’(t) — VV’(t)
6r
0, —VV’(t), —V’(t) + W’(t) — 4”(t, 0)).
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Además de pertenecer a la clase C([0, oc), A>) la solución U satisface las siguientes propiedades
d rq¡i’laridad: { @~ — 5V 6r0 E C’ ([O, T], (¡¡‘(fi))’),
(1.21> W~ + <‘(O) E C’«O, T], (¡¡‘(r0))’).
En este caso la solución U verifica el sistema (1.20) en el si9uiente sentido variacional:{ (5~ — ¡4’6rjt + £25 = O, para todo tE [0,oc), en (¡¡‘(fi))’
(1.22) (14’ + 5(0))~ + VV~ + Lii VV = O para todo tE [O,oc), en (¡¡‘(Fo))’.
Demostracían:
Puesto que:
5” E ¡¡‘(fi), VV




0)+ W”~r0 = 5’ E L
2(fi),
sc 01)1 iene que U~ E 73(A’).
El operador (73(k), A”) genera un semigrupo fuertemente continuo en A>’ y por lo tanto el
prol)leIIIa (1.19) tiene una solución fuerte LI’ en A>’ que, para cada 1 > O verifica:
<57(t) — Y’(t) + l4”(t) 6r
0 = 0, en L
2(fi)
J(Y ‘)t(t) + £
24”(t) = 0, en (¡¡‘(fi))’
.23) ‘I(’~’ )~(t) — V’(t) + lV’(t) — 4”O. O) = 0, en L2(Fo)
)~(t) + Li, VV’(t) = O, en (¡¡‘(Fo))’.
Consideramos ahora el cambio:
4’ (1) =
(1.24) { Y(t) = Y’(t) —W(t) = —VV’(t)
V(t) = —V’(t) — 4”(t,0)+ 1V’.
Si llainaíííos U(t) = (5. Y, 1V 39(t) obtenemos que U E C([O, oc), A>), t = Y, It = V y
a~leii,as se cumplen:
— VV ¿y
0 E C’([0, oc), (111(Q))’), —14’t — 5(0) E C’ ([0, oc), (ll’(F0))’).
Las ecuaciones (1.23) nos indican que U satisface (1.22)
Para ver que U es la solución del problema (1.20) recordamos la siguiente caracterización de
las soluciones débiles dada en Bali [1]: “U es solución de la ecuación U~ + AU = O si y sólo si,
paro todo V’ E 73(A), la aplicación 1 —. <U(i), y’> es absolutamente continua y se cumple:
d(1.25) ~<U(t),V’> + <U(t),A’V’> = 0.»
Sc comprueba inmediatamente que U definida por (1.24) satisface las condiciones de la
caracterización anterior.
u
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Observación 1.7 La primera ecuación de (1.22) implica que, para todo t > 0, tenemos:
<($t—VV¿r0)t+Li24’,so>=Opara toda en ¡¡‘(O).
Si tuvieramos que $~ es diferenciable en L
2(fi) la relación anterior se escribiría:
4’tts~ + ¡VS~ —4 VVt’,o = O para toda cp en
lo. que nos conduciría a una solución clásica 4’ de la ecuación:{ 4’tt—t~4’=0 en fi >c(0,oc)
84’ _
__ — O sobre F, x (O,oc)
85 _
ay ~ sobre Foz(0,oc).




Una observación similar se puede hacer con respecto a VV. La segunda relación de (1.22)
nos dice que. para cada t > O tenemos:
<(It + 5<0)» + Bit + Li, VV, y> = O para todo y en ¡¡‘(Fo).
a
Si tuvieramos que 1% es diferenciable L2(Fo) la relación anterior se escribiría:
510~ + ~ =0 para todo ven ¡¡‘(Fo),j(H’tt + ~x> VV~)v+ .1r
0 a
de donde se obtendría que VV es solución clásica de:{ WttW~~+VV~+4’~=0 sobre FoX(0,oc)
VV~(0,t) = VV~(1,t) = O para t E (0,oc).
Sin embargo. lo que se puede asegurar en el caso de las soluciones débiles es que solamente
la combinación VV~ + 5(0) E C’((0. oc), (¡¡‘(Fo))’).
En el capítulo 4 (dedicado al control) volveremos a encontrarnos con las cantidades St — VV
y Il& + <‘(O). Estas funciones substituyen, en el caso de las soluciones débiles, a las variables
clásicas St y VV,.
Capítulo 2
Comportamiento asintótico de las
soluciones
En esla sección nos proponemos estudiar el comportamiento asintótico de las soluciones del
prolleria (1.1). Se demostrará que la energía asociada a cada solución débil tiende a cero
cuando el tieíiípo tiende al infinito, es decir, el término disipativo W’~ asegura la convergencia
(le las soluciones al equilibrio.
En la última parte se demuestra que el decaimiento a cero no es uniforme. Esta es una
de las características principales de los sistemas híbridos: la disipación asegura la convergencia
al equilibrio de toda solución pero la velocidad de convergencia depende fuertemente del dato
inicial.
También se estudiarán los comportamientos de 4’ y VV cuando el tiempo tiende al infinito ya
que. co¡íío la energía no es coercitiva en A>, los resultados anteriores no ofrecen informaciones
sobre estas cantidades.
2.1 Decaimiento a cero de la energía
Lii este parrafo demostramos la convergencia al equilibrio de toda trayectoria de energía finita.
Teorema 2.1 Para cada dato inicial (50,51,1410, ¡VI) E A>, la solución débil correspondiente
a la ecuación (1.6,) es tal que Em E@) = 0.
Demostracion:
Etapa 1: Caso en que (<“’.4”, VV”, VV’) E 73(A).
El Teorema 1.1 nos asegura que existe una única solución fuerte U = (4’, $~, VV, VV~) para la
ecuación (1.6). Además, del Teorema 1.2 deducimos que {U(i)}~>0 permanece acotada en 73(A).
Como (1.5) nos indica que 73(A) ~ A>, con inclusión compacta, tenemos que {U(t)1~>0 es
relativamente compacta en A>. Por lo tanto basta probar que el único punto de acumulación en
A’ de la trayectoria {U(t)}~>0, cuando 1 tiende a infinito, es del tipo (c,,0, c2, 0).
Observacion 2.1 Tal y como mencionabamos en la Observación 1.5, cualquier dato inicial
(~‘~ ~ ¡1’Ú~ tV’) E A> se puede descomponer como suma de dos elementos, uno en A>” y otro
13
a
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del tipo (c1,0. c2, 0). La proyección de la solución correspondiente sobre el espacio A>” es la que
tic ndc a cero, citando el tiempo tiende al infinito, mientras que la proyección sobre A>’ permanece
constante, igual a (ci, 0, c2, 0). También observamos que 2E(t) = ¡¡(50,51, ¡VO, VV’)¡¡~.
a
A continuación nos dedicaremos a estudiar el comportamiento de la proyección de la solución
sobre A>”. Por lo tanto, podemos limitar nuestro análisis al caso (50, $~, VV”, VV’) E t’
0.
Nuestro objetivo es demostrar que si (t,,),,>o es una sucesión con t,, — oc yU(t,fl— a
(z”,z’,v”.v1) en A>” cuando it —. oc entonces
(2.1) z”=z’=0, v”=v1=OenX”.
Definimos, para T > O arbitrario,
4’,,(t) = 4’(t + t,,), VV,,(t) = VV(t + 1,,), Vn =ay t E [0,T].
Por el Teorema de Ascoli Arzela (4’,,, ($~», VV,,, (VV,,)~),,=oes relativamente compacta en
C([0. T]; A>”) y por tanto existe una subsucesión (notada de la misma manera) y un elemento del a
tipo (z. Zj. u, v~) E C([0, T]; A>”) tal que (4’,,, (4’,,», VV,,, (VV,,)~) — (z, z~, y, vt) en C([0, TJ; A>0).
Observamos que z(O) — z0 y(O) = v”,zj(0) — A y (0) — y1 La conclución del problema se
obtiene si demostramos que z = O en C([0,T], L2(fl)) y y = O en C([0,T], L2(Fo)).
Corno tenemos que
a
E(t,,) — .E(T + t,) = ~/ 4(VV~)2 dx = jT 4 ((VV,,»)2 dx
y couíío el Teorema 1.1 nos asegura que la energía E es no creciente, podemos pasar al límite cii
la relación anterior obteniendo que j j(vt)2 = 0.
Corno Vt E C([O.T],L2(F
0)) resulta que vj(t,z) = O para todo t E [0,T] y para casi todo
x E F0.
A continuación demostraremos que este resultado implica que z = O en C([0,T]. L
2(fl)) y
o =0 en C([0.T], L2(Fo)). a
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Las funciones 4>,, y 1V,, verifican la ecuación (1.6) y entonces obtenemos:
V4’,,.V¿dxdydt +
(22) { fSnE.udxdYdt +jTj
+JT
para todo ¿ E 73((O, T); ¡¡‘(fi)),
Pasando al limite obtenemos:
10 40
(TV,,)~¿dxdi = O
I ((Wn)xl/4, + (VV,,)~~’ — 5,,i,bt) dx dt = O




4 Vz .S7¿dxdydt =0,
zikt,
Observarnos que si en la segunda ecuación de (2.3) consideramos, en vez de ti’. 4’~ y aplicamos
iíitcgracióíí por partes en el primer miembro, tenemos:
II
(2 4) T1 ¡4 ztMdxdt =0, V~’ E V((O,T) x
Definimos la distribución 2~ E 73’((0. T) x fi), i~ =
2u, es decir:
= ¡‘4 £¿dxdydt
donde 2(1 .x) = z(l. x) si x E fi, y 2(t,z) = O si x E fi \ fi.
V¿ E 73((O,T) x fi),
Tc,miendo en cuenta la definición de i y que z verifica (2.4) obtenemos:





en fi x (0,T)
en fi’ x (O,T)
¡~ 4 Vz.
VEtt + [4~ZW&t = —
Aplicando el Teorema de Holmgren (Hbrmander [23], Teorema 5.3.3, p. 129, Lions [29], Pp.
1
87-90) se obtiene que paraT > 2 diam (fi), existe O < e .c —(1— diam (fi)) tal que r~ = = O
2
+ >< fi, es decir,
£¿~dxdydt = O, — E, + O ~
V¿ E 73((O,T);H’(fl))
V4’ E 73((0,T) x Fo).
Jz.%dxdydl + j’ JS7z.Vedxdydt = O, V¿ E 73((O,T);ll’(fi))
cii (72
¡7/
A continuación necesitamos el siguiente lema:
a
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aLema 2.1 Sea z E C’((TnT2);L2(fi)) con la propiedad Ztt = O en 73’((T1,T2) >< fi), es decir:
z(t,x)¿tg(t,x)dxdydt = O, V.~ E 73((T,,T2) >< fi).
Entonces existen dos funciones 4, c2 E L
2(fi) tales que z(t,x) = c,(x)t + c
2(x), para todo
z(i, x)4tt(t, x) dx dy = — 1$1 zt(t, x)~4t, x) dx dydt
Elejimos ¿(Lx) = 4’(tftb(x) con 4’ E V(T,,T2) y 4’ 673(12). Resulta:
1T2 j z~(t.
O
x)¿t(t,x)dxdydt = J2’2 (jzt(t~x~«x) 4’~(t)dxdydt V4’eV(Ti,T2).
Por el Lema VIII.1 de Brezis [10], y como Zj E C((T,,T2); L
2(fi)), se obtiene que
Jzt(t,x)t~b(x)dxdy =
siendo C~ una constante independiente de t.
Ahora para t
1.i2 E (T,,T2) arbitrarios
(zi (t, , x) — z,(t~, x))44x) dx dy = 0, aVg’ E 73(12).
Por el Lema IV.2 de Brezis [10], se obtiene:
z~(tj, x) = zt(t2, x) para casi todo x E fi,
es decir existe q E L
2(fi) tal que:
z~(t,x) = c
1(x) para todo te (Ti,T2) y para casi todo x 612.
Utilizando el Teorema del valor intermedio resulta que existe c2 E L
2(fi) con
z(t, x) = c
1(x)t + c2(z) para todo t e (T,,T2) y casi todo x 6 12.
á
u
Utilizando el lema anterior resulta que existen c1,c2 E L
2(fi) tales que
(2.6) z(t,x) = c,(x)t + c
2(x), para todo t E
Tomando ¿(t.x) = cb(t)i,b(x) con 4’ E V
que: 7 4
V(cj(x)t + c2(x)) - VV:’ = O,
(f~ —
2
— e,1 + y casi todo x E 2.
T \
+ E) y 4’ 6 ¡¡‘(fi), de (2.4) obtenemos
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Como z(x,i) = ci(x)t + c2(x) está enC — e,~ +~) ,H’(12)), resulta que
JS7(cí(x)t+cdx)).V¶b(x)dxdu = O, V4’E H’(fi),VtE (~ —e,3~ +~)
Se obtiene
V(c
1(z)t + c2(x)) = O para casi todo x E fi y para todo tE (~i —E<i+ E)
y de aquí que z = cíe en (~ —cIi+E) x 12.
Corno la primera ecuación de (2.4) nos indica que z satisface una ecuación de ondas en
12. también satisace esta ecuación (en el sentido de las distribuciones). Pero Zt = O en
(1 — + e) x 12 y, por tanto, usando la unicidad de las soluciones resulta que z~ = O en
(0.1) x 12. Si repetimos el argumento, con z1 y z~, en vez de z~ obtenemos que t
7z = O en
(0.1)5<12.
Fijíalmente, resulta que z = cte en (O,T) x fi.
(orno (:.:~. y. o,) 6 A>” resulta que z = O en L2(fi) y u = O en
Etapa 2: Caso en que (50, 4>1,1470, 1411) E A>.
(milo V(A) es denso en A> podemos considerar una sucesión (<‘2, $~,, W,~, VVfl,, ~ 73(A) que
Verge a ( 4’~. $1 VV% ¡VI) E A’.
Sea (4’~44’fl),. lV,,.(IV,,)t)la solución de (1.6) correspondiente al dato inicial (4’2,4’, 14>0 1471)
y (<‘.IV. 4’~. lfl) la solución de (1.6) correspondiente al dato inicial (4”, <‘1, W0,W~).
Consideramos la energía E(i) asociada a la solución (4’, 5,, 1V, 14/,)
Utilizando la propiedad de estabilidad (1.11) obtenemos:
E(t) = 4/U V$(t) ¡2 + ¡ 5,(t) ¡2) + 44 (¡ 144(t) 2 + ¡ VV,(t) ¡2> =
< J( ‘C(4t~ — 4v >~) ¡2 + (4’ 4’,,)dt) ¡2> + Jr<~ (14’ — VV~)~(t) 12 + ¡ (147~ 1~V,,)dt) 2> +
+ ¡(1 V$,,(t) ¡2 + ¡ (4’~1)~(i) ¡2) + 4 (¡ (1V,,)~Q) ¡2 + (VV,,),(í) ¡2) =
=j( ¡ S74’0 — 4’O)(í) ¡2 + ¡ (4” — 4’3(t) ¡2) + 4(1 (VV” — 1V2)~(í) ¡2 ~ ¡(VV’ — 14”t(t) ¡2) +
+ ~/(¡ V5,,(t) ¡2 + ¡ (5~)d’) ¡2) + 4(1 (¡4’,,)±(t)¡2 + ¡ (14’,,),(í) ¡2)
Para un e > O. fijo, existe n~ tal que para todo u > flc
fu V(4”’ — 52)(t) ¡2 + ¡(51 — 4’~j(t) ¡2> +
4(¡(147014¡2)x(i)¡2 +I(VV’1V,D(t)12) 2
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La etapa 1 nos asegura que para cada n existe t. tal que para todo t > t~
E
V4’,,(t) 2 + ¡ (4’,,)~(t) 2) + ¡(1 (14’r.)r(t) ¡2 + ¡ (14Z,,)~(t) ¡2) < —.
De las últimas dos desigualdades deducimos inmediatamente que:
lim E(t) = O,
lo que concluye la demostración del teorema.
u a
Observación 2.2 Hemos demostrado la convergencia hacia cero de la proyección de toda trayec-
loria sobre A>”. Esto significa que V4’ 4’~, It y VV~ convergen a cero en pero no ocurre lo
mismo con 4’ y VV. Se puede observar que 4’ = ei = cte y VV = c2 = cte son soluciones del
problema pero no convergen a cero cuando t va al infinito. En la próxima sección describimos
el comportamiento asintótico de 5 y VV cuando el tiempo tiende al infinito.
2.2 El comportamiento asintótico de b y W
El Teorema 2.1 nos asegura que:
lim l¡
4’tI¡L2(n) = O y Hm ¡¡V4’¡1L2(fl) = O,
lim Ill¾¡IL2(r




Nos proponemos a continuación estudiar el comportamiento asintótico de 4’ y TV cuando
el tieííipo tiende a infinito ya que los resultados anteriores no ofrecen estimaciones sobre es¡a~ jcantidades.
Primero demostramos el siguiente lema:
Lema 2.2 Si (4’. VV) E C([0, oc); ¡¡‘(fi) x ¡¡‘(F0)) es una solución del problema entonces:
(2.7) Hm 5—4 $ =0.
12(0)
Demostración:
Si 4’ E 111(12), la siguiente desigualdad de Poincaré (vease el Lema 1.1) es válida
(2.8) 5— i&
4




con C > O independiente de 4’.
Ahora. aplicando esta desigualdad a la función 5(t) y sabiendo que V4’(t) tiende a cero
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Observación 2.3 El lema anterior nos indica que el comportamiento asintótico de 4’ en L2(fi)
se puede obtener estudiando 4 4’.
Para jf tenemos una propiedad similar:
Lema 2.3 Si (5,14’) E (([O, oc); ¡¡‘(fi) x ¡¡‘(1’~)) es una solución del problema (1.1) entonces:
(2.9) Bm ¡1V —41V ¡1L2(r
0) = O.
Demostracion:
Hecordamos la siguiente variante de la desigualdad de Poincaré <vease el Lema 1.2), válida
para todo vE ¡¡‘(Fo):
~2.lfl) 2>— [ 2> < C¡~Vx¡L2g%)jr. 12 (re)
con e iii dependiente de y.
.Xplicaiído esta desigualdad a la función W’(t), se obtiene:
¡47(i)) =cI¡l’VX(t)¡¡i2(r:’.
Cuino líeíiios demostrado que 144(1) tiende a cero cuando 1 tiende al infinito, se deduce que:
¿t~4~ (~ve~ 4~, 141(t)) = o.
u
Observacion 2.4 El lema anterior nos indica que el comportamiento asintótico de 1V en L
2(r
0)
sr /> (/1(1< uÑe ocr estudio ndo 4 VV
Pasamos ahora a estudiar el comportamiento asintótico de VV.
Teorema 2.2 Si (4’. Vi) E C([O, oc); ¡¡‘(12) x ¡¡‘(Fo)) es una solución del problema (1.1) en-
1OI,((
(2.11) Bm VV—j1Vo+j5~ =0.
Demostracion:
Por la observación anterior es suficiente demostrar que:
(2.12) Bm 4 VV= jw~ si
Tal y como mencionabamos en la Observación 1.4 tenemos que, para cualquier solución del
sísteijía (1.1). la siguiente ley de conservación es válida:
Jst-4VV=j4’1—4VV0= cte.
j
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De esta igualdad deducimos que:
~4. (fr’ —4~ VV0) = jst~ = fil1 (j¡4’t¡2 jComo además, sabemos del Teorema 2.1 que:
Bm 5~ = O en flfi)
resulta que: j
(2.13) Hm 4w =4 VV
0— j4’i.
Esto nos proporciona el resultado deseado para VV.
u
Observación 2.5 El resultado anterior nos indica que, en la posición de equilibrio, la cuerda
se encuentra desplazada de la posición cero. Esto se debe a la presión inicial 5~ y a su posición
inicial Il~,.
Si la presión inicial tiene media cero, j 4’~ = O, entonces TV va a tender a la poszczon
¡ ‘ib. Si la posición inicial es de media cero, 4 i’vo = o, pero 4 s, !=o, entonces la
cuerda va a tender a una posición desplazada puesto que el dominio aumenta o disminuye pura S
compensar la presión inicial. Se observa que si 4 VV” — 4, 51 — o entonces W tiende a cero.
a
Pasamos ahora al estudio de 4’.
Teorema 2.3 Si (5, VV) E C([O, oc); ¡¡‘(fi) x ¡¡‘(Fo)) es una solución del problema entonces: a
(2.14) Bm 5— (jsi+j n’i+j so)
Demostración:
Tal ~ como hemos observado es suficiente demostrar que:
(2.15) Bm js= js~+4 VV1 4
La Observación 1.4 nos indica que es válida la siguiente ley de conservaclon:
4(lt+VV+4’)=4 (VV,+Wo+4’o)= cte.
De esta última igualdad deducimos que:
4(s+VV)—4(VV1+VV0+s04=~4wt ~¡FAj4¡w~¡2$.
Como del Teorema 2.1 sabemos que
xVV~ =0 en 13(12)
J
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resulta que:
(2.16) tmJ (4’+VV)J (1V~ + 1Vo + 4’o).
Además, el teorema anterior nos indica que:
tirn4W=41Vo-...j5~,
Y por lo tanto
Hm 4s= js~ + ¡ u’, + ¡ •~.
Esto nos proporciona el resultado deseado para 4’.
u
Observacion 2.6 Los dos teoremas anteriores nos indican que las funciones VV y 4> convergen
a la proyección del dato inicial del sistema sobre el espacio A>’ (vease también la Observación
1.5).
2.3 Decaimiento no exponencial de la energía
El Teorema 2.1 nos asegura que la energía asociada a cada solución del sistema (1.1) converge
a cero cuando el tiempo tiende al infinito. Nos proponemos a continuación estudiar la tasa
(leí decaiiííiento de la energía, lo que es equivalente, la tasa del decaimiento del semigrupo de
contracciones ~S(i)}~>o generado por el operador A en A>0.
La teoría de los semigrupos de contracciones nos asegura que existen dos posibilidades: o
bie]i existelí dos constantes Al > O y w > O tal que l¡S(t)l¡c(xo,xo) =Al ew1, para todo t > O
o l)iC!i ¡¡S(1)¡¡c(xoxo) = 1, para todo i > O.
El siguiente teorema nos indica que, en nuestro caso, es cierta la segunda de estas dos
posibilidades, es decir, el semigrupo no tiene un decaimiento exponencial.
Teorema 2.4 El semígrupo de contracciones, generado por el operador A en A>”, no tiene un
dc tu mt it sito exponencial.
De ni ostra cíon:
Buscaiiíos soluciones del sistema (1.1) que sólo dependan de la variable y. Este tipo de
soluciones verifican:
para yE (O, 1)46 (0, oc)
~by(1)=O paraiE(O,oc)
4(0) = —ib para tE (O,oc)
(2.17) w¡+ú’+Ú’t(O)0 paratE(O,oo)
tb(O)=#. itq(O)=Q en (0,1)
it(O) =
Hemos notado por ib la función Wt.
22
(2.18)
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Estamos interesados en encontrar soluciones de la ecuación (2:17)-dél ti~52 —
(4’, ib) = eAt(LP, y), ¿on LP = LP(Y) y y E IR.
Nuestro objetivo es demostrar la existencia de una sucesión de autovalores (A,,),, tal que
(Re A,,),, converja a cero cuando it .—* oc, lo que implica un decaimiento no exponencial de la
energía en el tiempo.
Las soluciones de la ecuación (2.17) del tipo (2.18) son soluciones de la ecuacion:
I A2LP — LPyy = OLPy(l) = O= —Av>t2v + Av + ALP(O) = O.para y E (0,1)
Eliminando y en el sistema (2.19) obtenemos una ecuación diferencial ordinaria:{ A29~ — LPyy = O
LP~(1) = O
para y E (0,1)
— Ap(O) + Aw(O) = O.
Las soluciones del sistema (2.20) son del tipo p(y) = C, e””’ + C
2 cAY, de donde, teniendo
eifrcuenta las condiciones en el borde, resulta la siguiente ecuación para los autovalores A:
A
El teorema quedará demostrado si se prueba que la ecuación (2.21) tiene una sucesión de
soluciones (A,,),,>o con ReA,, —* O.
Las soluciones de la ecuación (2.21) serán estudiadas aplicando el Teorema de Rouché y con
este objetivo escribimos la ecuación en la forma:
2e —1+ =0.
A+2
La ecuaciótí e24 = 1 tiene una sucesión de soluciones 11k = kr i, k E ~
Consideramos para cada k E ~V los cuadrados 7k de centro ,~k y lado Ek que precisaremos
más tarde.




Para x E 1k tenemos
2 2
¡<—2
si se cumple que k > 2, Ek
2
k,r — 2 — EA2
2kr
<—4 + — y3
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— 2e2RCX cos <2Zmx) + í ¡4> máx e2Rex — 1 ,¡ sen (2Imx) l} =
> máx {2lRex H sen Ek
~ Sp> máx ~ (2Zmx)¡}>—j.
3
Finalmente se obtiene que (2.23) se cumple si ——2> E >
3
Por lo tanto. existe una sucesión de soluciones de tipo (2.18) con ReA decreciente a cero, lo
que indica un decaimiento no exponencial de la energía.
u
Observación 2.7 En este capítulo hemos encontrado una de las características de muchos sis-
temas híbridos: la disipación asegura la convergencia a cero de la energía del sistema pero no
es suficientemente fuerte para garantizar el decaimiento uniforme de ésta. La mayoría de los
modos de Fourier correspondientes a altas frecuencias son cada vez menos disipados. También
subr¡v yantas que el decaimiento no uniforme de la energía se debe a la estructura híbrida del
síste ¡no y no o lo localización de la disipación en una parte relativamente pequeña de la frontera.
Esto .« pondrá de manifiesto en el último capítulo cuando analizaremos un modelo semejante
us tI que el cuadrado 12 se sustituye por un círculo y donde la disipación se ejerce en toda la
[punte va.
Observación 2.8 Observemos que el operador diferencial asociado a nuestro sistema es un ope-
pudor disiputivo que se obtiene de un operador conservativo mediante una perturbación acotada
PC ¡Y> ¡¡O cotopacto.
IDe efecto, si (73(A). A) es el operador diferencial introducido por (1.4), definimos el operador
¡onse nativo asociado. (73(Ac), Acr), por:
73(Ac) = 73(A),
Ac(5. ‘1’. VV. V) = (—~‘ ,—AS , —v , —u’~ + y + q’>.
5¡ 7% es cl operador de proyección sobre la cuarta componente definido en A> tenemos que:
AAc LP
4.
Sc observa que el operador A se obtiene de Ac mediante la perturbación 724 que es acotada
en ~‘ pero no es cornpacta.
Esta es una diferencia importante con respecto a la mayoría de los sistemas híbridos uni-
dime usionales estudiados hasta ahora. Por ejemplo, si consideramos el sistema estudiado por
Littn¡an. Alarkus y 1’ou ¡34] y por Rao [43], que acopla una cuerda vibrante a un cuerpo rígido:
( 4’xr=O parax 6(0,1), tE (O,oc)
~2.24) <j {?;i[=O~.¡í(í,í) — 4’~(1, t) para 1 > O
para 1 > O,
se puede ver fácilmente que el operador disipativo asociado a este sistema es una perturbación
compacto del operador conservativo correspondiente.
Esta propiedad permite Ja aplicación de resultados de perturbación compacta para demostrar
qíu U decaimiento de la energía no es unijorme. En nuestro caso ésto no es posible. Además, tal
y romo ‘e verá en la última sección del Capítulo 3, ni tan siquiera la diferencia de los semigrupos
ge ¡u ¡odas por A y Ac es compacta.
a
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Observación 2.9 Como se demuestra en Littman, Marcus y You [34], el decaimiento no ex-
ponencial de la energía es equivalente al decaimiento no uniforme: para cualquier función real
[O.x) — IR, continua y decreciente a cero, existe un dato inicial y una sucesión {t,,},~>1 tal
que la energía asociada al dato inicial encontrado satisface E(t~) > «t4) para todo it > 1.
Observación 2.10 En el siguiente capítulo realizaremos un análisis más detallado del espectro







En este capítulo nos proponemos analizar los autovalores y las autofunciones de los operadores
diferenciales asociados a nuestro sistema y al sistema conservativo correspondiente. Obten-
drenios estimaciones asintóticas para los espectros de los dos operadores y compararemos los
resníl ados.
Lii la primera seccion analizamos los autovalores del operador conservativo y las propiedades
príiicipales de las autofunciones correspondientes. Ponemos en evidencia la existencia de dos
1i1,s Principales de autovalores que corresponden a comportamientos asintóticos distintos de
ultimas componentes de las autofunciones. Prestamos especial atención a los autovalores del
piiiuter tipo que se acercan a autovalores de la ecuación de ondas en el recinto fi con condiciones
dv come? orno conservativas clásicas.
La parte principal de este capítulo la constituye la segunda sección donde se describen las
1iepiedades asintóticas de los autovalores y de las autofunciones correspondientes al problema
disipativo. En las subsecciones 3.2.2, 3.2.3, 3.2.4 y 3.2.5 se encuentran cuatro tipos de autovalores
(Ilie se distinguen por los siguientes propiedades: los del primer tipo se acercan asmtóticamente
a los autovalores de un problema Neumann, los del segundo tipo se aproximan a los autovalores
<le uui problema Neumann-Dirichlet, los del tercer tipo describen la transición entre los primeros
dos x los del último son los autovalores con partes reales que no tienden a cero y que describen
la Inri C (leí espacio de energía en la que la tasa de disipación es uniforme. En cada subsección
se es? ,idiaum también las autofunciones correspondientes.
Fu la sección tres se hace una breve comparación entre los autovalores del problema disipativo
x los del problema conservativo.
Algunos aspectos relacionados con las propiedades de completitud de las autofunciones y la
posibilidad de que formen una base de Riesz se analizan en la sección cuatro.
Fiumalmente, en la última sección, presentamos una consecuencia directa de los resultados
obtenidos en la sección dos: la diferencia de los semigrupos generados por el operador disipativo
x el operador conservativo no es compacta en ningún momento de tiempo.
3.1 El problema conservativo
(ouisideranmos primero el problema conservativo siguiente:
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0 >< (O, oc)
aVV51—VV~~+4’~=O sobre Fax(O,oc)
T’V~(O,t) = VV1(1,i) = O para tE (O,oc)
a
y nos proponemos determinar las autofunciones y los autovalores del operador diferencial asoci-
ado. Para hacer ésto buscamos soluciones de la forma e”~ (5,1V); con lo cual el sistema (3.1)
se reduce a:
v














Por la simetría del sistema, las autofunciones del problema se obtienen por separación de
variables. i.e. son de la forma: 4’(x, y) = X(x)Y(y).
Las funciones X e Y verifican en este caso los siguientes sistemas con parámetro s:
X”+s
2X —0{ X’(O) para x E (0,1){ 2~L:C::0 _
¡Ay(o) — o.
La ecuación (3.3) implica que = k2,r2, con k entero y X(x) = cos kirx.
La ecuación (3.4) nos indica que Y(y) = ~ P,~’<~—í> + e~C~Pr(w1) y además, los
ajitovalores y del problema vienen dados por la ecuacion:
e2~n2
¡A — . u2 + k2ir2(v2 + k2r2
)
u2 + /v2 + k2ir2(v2 + k2r2)
Tanmbiéií obtenemos que las autofunciones del operador diferencial asociado al problema
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(1
—cosh (.jEjTVr2(y — 1)) cos k,rx
ji
—cosh (t,,CYTTr2(y — 1)) cos krx
(:3.6) _ —
senb (V¿A+k¾r2) cas kirz
.v/WTPr2 senh (‘7 i~~2n.2) cos kirx
U
donde los autovalores u vienen dados por la ecuación (3.5). Recordemos que, en esta notación
vectorial, las cuatro componentes del vector corresponden a (S, 4>~, 14”, VV~) para una solución
(1’. It) de (3.1).
Teorema 3.1 Sea k E EV fijo. La ecuación (3.5) tiene una sucesión de ceros imaginarios
(vk,,, ),EW’ que vienen dados por la fórmula
A + k2ir2 i si m >0 y ~km = —v
(3.7) 11k.m = km , k,—m S~ 71? < O,
dusídí (zp,, )mEr~¼son los ceros (en orden creciente) de la ecuacton:
A + k2r2(S.S) tgz=
Además de los ceros (Vk.m)mEza, la ecuación (3.5,) tiene otros dos únicos ceros, notados ¿4
1/ vf”. dc ¡nódulos menores que k ir y que vienen dados por las fórmulas
(3.9; U; — k2r2—(zfl2 ~, ~‘k =
y donde z7 es la única raíz real positiva de la ecuación:
(3.10> e2Z = 0—A +k¾r2
z3 + z2 —
Lis ¿sfr último caso, si k = 0. ¿4 = ¿4 = O.
Observacon 3.1 Según el teorema que acabamos de enunciar los autovalores del problema
conservativo se separan en dos clases: los que vienen dados por la ecuación (3.8,) y los que se
obtienen de la ecuación (3.10). Tal y como veremos al final de esta sección, esta separación
no es gratuita, ya que las autofunciones correspondientes & tienen comportamientos distintos
cuando u tiende al infinito. Si u E {t/km}km, las últimas dos componentes de & tienden a cero
las normas correspondientes del espacio de la energía, cuando [ultiende al infinito, mientras
qisí síu E {¡4. ¿4*1k esta propiedad no es válida.
Demostracian:
Observemos que, por el cambio de variable u = \/~WWPn2 la ecuación (3.5) se transforma
cmi:




Como los ceros de la ecuación (3.5) son puramente imaginarios (ya que el operador diferencial
asociado es antiadjunto) tenemos que los ceros 4 de la ecuaci=in(3.1-l-)seráb:
-reales si y 1=lcr
-imaginarios si y > kr.
Caso 1: Suponemos que las raices 4 de la ecuación (3.11) son puramente imaginarias, 4 = :1
con z E iR. En esta situación obtenemos que <3.11) equivale a:
a
a2~1 _ —z i+z2+k¾r2e — 3i—z2—k2r2
a
Igualamído a cero la parte real de (3.12) se obtiene la siguiente ecuación para
atg z = A + ¡¿ir2
za
Esta ecuación tiene, para cada k, un cero en cada intervalo (mr, mr + ji) . m e í~v. que





En las gráficas hemos notado por gk(z) =
Caso 2: Suponemos que las raices 4 de la ecuación (3.11) son reales.
liii análisis gráfico de la función de variable real:
h(z) = — z2 + ¡¿ir2
z3 + z2 — k2r2
nos indica que el denominador de h se anula en un punto positivo comprendido entre ,YT~r2 y
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Resulta que hay sólo una raíz real positiva de la ecuación (3.11) situada en el intervalo
y que denotamos por 4. La justificación de esta afirmación se obtiene analizando
la Gráfica 2.
Notando ¿4 = ¡¿ir2 — (1)2 i, obtenemos el j~nico autovalor ¡4 que tiene el módulo menor
que kw.
En el caso k = O se obtiene directamente del sistema (3.1) que ¿4 = O es un autovalor del
problema.
u
Observación 3.2 La gráfica 1 nos indica dos tipos distintos de comportamiento para los auto-
¡a/ores Vkm.
En primer lugar, si consideramos k fijo y hacemos que m tienda al infinito, las mices de la
ecuación (2.8,) se aproximan a las raices de la función tgz que son de la forma mr (vease la
grofico .9,>. Deshaciendo el cambio de variable se obtienen, en este caso, autovalores ~k.m que
.‘# <ipro.rizna¡s a los valores V~TTPr i. Observemos que (m2 + k2) ir2 son los autovalores del
Loplaciono con condiciones Neumann en toda la frontera del dominio fi. En los párrafos sigu-
¡e;; t<s se obtendrá el mismo comportamiento para los autovalores correspondientes del problema
disipo tiro.
Por otro lado, considerando ni fijo y haciendo que lv tienda al infinito, obtenemos que las
rwccs dc la ecuación (3.8,) se aproximan a los valores en los cuales la función tgz tiende a infinito
2m + 1y quí. so;, dc la forma ir (vease la gráfica 4). Resulta que los autovalores >~k,m correspondi-
2
¡2w-’- iN 2 ¡/2rn+_lv fl
ust s sc aproximan a los valores Y 2 ) + k2ri. Observamos que kY2 ,~ + k~ ir2
sois los autovalores del Laplaciano con condiciones mixtas: Neumann en la parte r
1 y Dirichlet
ci; la porte r0 de la frontera de fi. Los autovalores correspondientes del problema disipativo








Gráfica 3. Gráfica 4.
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Observación 3.3 Como hemos visto la ecuación (3.5) tiene, para un lv dado, dos raices ¿4 y¿4S
de módulo menor que kr y éstos son los autovalores de módulo mds pequeño para cada lv. Estos
autovalores, al pasar al problema disipativo, se desplazan hacia la de#écfha y alcanzan una parte
real que no tiende a cero cuando lv tiende al infinito formando la uinica sucesión de autovalores
con esta propiedad. Se trata pues de los modos que decaen uniformemente en presencia de la
disipación.
a
Pasamos ahora al estudio de las autofunciones correspondientes a los autovalores encontrados.
Proposición 3.1 Las autofunciones ¿~, definidas por (3.6) y que corresponden a los autovalores







En este caso 4 = v’~¿~~ es un número imaginario puro, 4 =
la ecuación (3.8).
Se obtiene que:









y — 1) cos k,rx
cos kwx
sen z cos kirx
yz2 + k2ir2
Calculamos ahora
= i¡E:I¡~ + IIEuIIL2 + iIE2ii~~~~ + I¡¿LJIIL2 =
2(z2 -: k2ir2) J’ ((1 + ¡¿ir2) cos 2z(y — 1) +
J ( cos 2z(y — 1)) dy +
j
sen 2z(y — í>) 4+
22(1 + ¡¿ir2) sen ¾ A sen ¾
2(z2 + ¡¿ir2)2 + 2(z2 + ¡¿ir2)
1 1 (1 + 2k2ir2) sen 2z z2(1 + ¡¿ir2) sen
+ +2 4(z2 + ¡¿ir2) Sz(z2 + ¡¿ir2) 2(z2 + ¡¿ir2)2
z2 sen
+ 2(z2 + k2ir2f
J





z6 + (z2 + k2r2)2
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Con estas dos relaciones obtenemos que:
1 1iic¡~~ + ¡I&HL2 = 2 + 4(22 + k2ir2) +
(1 + 2k2r2) sen 2z
Sz(z2 + k2ir2)
1 1 2z3(z2 + k2,r2
)
+ 62 4(z2+k2ir2) 4(z +(z2+k2ir2P)’
— 0(1 + ¡¿ir2) sen 222(22 + ¡¿ir2)2
z2(1 + ¡¿ir2)
2(26 + (z2 + k2ir2)2)’
I¡~4¡2 z2 sen 22 z2(z2 + k2pL — 2( +k2ir ) — 2(z6+( +k2ir29)~
Distinguimos los siguientes casos posibles cuando I’4 —~ oc:
m) A- permanece acotado, caso en el que ¡¡4 — oc si y sólo si ¡zj —.. oc.
mi) 1.- — oc. caso en el que ¡4 —* oc incluso si IzI permanece acotado.
Analizando las expresiones de las normas en cada uno de estos casos obtenemos que:
1
LlClI~v + 11E1112 — j, cuando y — oc,
II¿~IIj¡, —~ O, cuando u —. oc,
— O, cuando y —~ oc.
Esto concluye la demostración.
u
Observación 3.4 Se puede demostrar que las autofunciones asociadas a los autovalores ¡4 no
tic ¡¡u; esta propiedad, es decir hm ¡¡¿u¡¡H’<O,¶> # O y lim lIE~IIL2(O.1) ~ O. Sin embargo, la
dc ,,,ost¡nción es. por un lado laboriosa y por otro lado muy semejante a la propiedad correspon-
du ¡itt del caso disipativo. Por este motivo la omitiremos.
3.2 El problema disipativo
Consideramos ahora el sistema disipativo:





— Ufl + l4~j 4- 4’~ = O
li’~(O,t) = l4’~(1,t) = O
en fix(0,oc)
sobre r
1 > (O, oc)
sobre r0 >< (O, oc)
sobre r0x(O,oc)
para tE(O,oc)
x nos proponemos analizar las autofunciones y los autovalores del operador diferencial asociado.
Mediante un argumento de separación de variables similar al del primer apartado, es de-
cir. l)uscaILdo soluciones de la forma etX< (4’, VV) = e’~< (Y(y)X(x), 1V(x)) obtenemos que los
aniovalores .\ del problema vienen dados por la ecuación:
(3.15)
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a(3.16) ~2vRWP2 — >.2 + vi 2w2(..>2 +>. —¡¿ir2
)
las autofunciones asociadas a un >2 — - >2 + k2r2(—>2 + A — ¡¿ir2)Y autovalor> tienen la siguiente forma:
(1 1
—cosh (1>2 + k2ir2(y — 1)) cos kirxA
—cosh (1>2+ k2ir2(y— 1)) cos k,rx
(3.17) = 1>2 + k2ir2 a
— >2 senh (1>2 + ¡¿ir2) cos kirx
1>2 + k2r2
senh (1>2 + k2ir2) cos kirx a
‘A
En este capítulo obtendremos desarrolios asintóticos del espectro cuando 1>1 —. oc. Se
encontrará, para cada lv, una sucesión de autovalores (>k,m)mez cuyas propiedades asintóticas
dependen de la región el la que se encuentre >k,m.
Dividimos el estudio en los siguientes casos:
i) Caso 1: autovalores >k,m de módulo mayor que v’2k ir.
u) Caso 2: autovalores >k,m de módulo menor que ~/~k ir y mayor que kw. En este caso
encontraremos dos tipos distintos de autovalores
iii) Caso 3: dos autovalores >¡ y >7 de módulo menor que k,r y que van a tener partes
reales que no tienden a cero cuando lv tiende al infinito.
Precisamos que, mediante el análisis de los casos 1, 2 y 3, obtenemos la localización exacta de
jtodos los autovalores del problema que tienen módulo suficientemente grande. En efecto, en el
caso 1 se obtendrá información sobre todos los autovalores >k,m que, para lv fijo, pero arbitrario.
tienen módulo mayor que .flk,r. En los casos 2 y 3 se analizarán todos los autovalores ¾
que. para k fijo, mayor que un valor dado k
0, tienen el módulo menor que v’~kw. Por lo tanto
obtenemos la localización de todos los autovalores de módulo mayor que k0ir dejando fuera sólo
un núimmero finito.
A continuación suponemos que lv E ¡Y. ya que, en la ecuación (3.16), el parámetro lv aparece
solamente al cuadrado. El caso k = O no se estudia ya que, por un lado, nos da información
solamente sobre una rama de autovalores y, por otro lado, ha sido parcialmente discutido al
demostrar que el decaimiento de la energía del sistema (3.15) no es uniforme (vease la Sección
3.3).
3.2.1 Algunos lemas técnicos
Empezamos por la demostración de unos lemas técnicos sobre las raices del denominador de la
fracción que aparece en el miembro derecho de (3.16).
Con este propósito introducimos el siguiente cambio de variable:
(3.18) (>)2 + ~2 =
con lo cual la ecuación (3.16) se transforma en:
a
(3.19) e
2kz = — ______________________za — ~2 + lvz3 — j
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El primer lema nos indica la zona donde se encuentran las raices del denominador de (3.19).
Lema 3.1 Si o es una raíz de la ecuación:
(3.20) 22 — t2 + kA — = O




Si o es raíz de la ecuación (3.20) entonces:




1 2ir¡aI=max {~. lv para todo lv > 1.





o 2 +ir2+ a ¡ (¡0 1
Altura. como (3.22) nos asegura que el modulo de a es pequeño (por ejemplo menor que 2 si
k > r3). resulta que
— 4) ir
+ir 2~/
En conclusión obtenemos que se cumple (3.21) para k > ir3.
u
El segundo lema localiza todas las raices de la ecuación (3.20).
Lema 3.2 La ecuación (3.20) tiene, para lv suficientemente grande, exactamente tres raices









¡ k II o
— ¡o ¡ — ~.2 ¡¡2+r2+io I /flpTr —
(3.23)
do,,dc __ 2 — 1.2. 3 son las tres raices cúbicas de la unidad.
aa
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Demostración: a
Estudiamos la relación que existe entre los ceros de la ecuación (3.20) y los de la ecuacion:
(3.24) lvz3 — ir2 =0.
ir2
Esta última ecuación tiene tres raices a
1 = -~-w~, í = 1,2,3, donde ~a1son las tres rawes
cúbicas de la unidad.
— Consideramos ahora las funciones:
u(z)=kz
3 —ir2, v(z)=zV7rWW~z2 fl
2ir
definidas en el círculo 6~ de centro O y radio donde las dos son analíticas, a
En el círculo 6o tenemos:
IV(Z)¡=IZV§W7i~Z2l<lZ¡( ¡zr+ir2+¡zI)= a
z (2 ¡2 ¡ +ir) =¡z (4ir + ir) lOir
y por lo tanto
(3.25) 1 v(z) ¡< lUir2 z ¡=2w jsi ¡
Por otro lado,
¡ u(z) ¡=¡ kA — ir2 ¡= lv ¡ z — ~ ir2 — ir2 3 ir27W1 ¡¡ 7W2 ¡¡ W3¡.lv




2 2ir a ir2 ir3Iz
1w~!=¡zW7w~Á7 lv> k
y por lo tanto
(3.26) ¡ z4z) ¡> ir
3 si ¡ z 1= 2w
Las desigualdades (3.25) y (3.26) implican que, para todo z perteneciente a la circunferencia
6~. se cumple ¡ u(z) ¡>¡ v(z) ¡ y por lo tanto, aplicando el Teorema de Rouché, se obtiene que la
ecuación (3.20) tiene dentro de este círculo el mismo número de raices que la ecuación (3.24).
Teniendo en cuenta el Lema 3.1, resulta que la ecuación (3.20) tiene exactamente tres ceros
que están situados dentro del anilio:
A = {z E C: <1 ¡<
Pasamos ahora a demostrar que estos ceros se aproximan a los ceros de la ecuación (3.24).
‘oConsideramos los círculos 6~, i = 1,2,3 de centros a~ y radios ~ que están contenidos
dentro del anillo A (ver Fig. 3).
j






La desigualdad (3.25) obtenida anteriormente para y sigue siendo válida en los círculos 6~.
.Ademmiás. sobre las circunferencias de estos círculos
1 n(z) ¡=¡ kA — ir2 ¡tt k ¡ z — ~ Tw
1 ¡ ¡ 2
>lv-~- i±i2 =
Aplicando de nuevo el Teorema de Rouché resulta
sil miados demitro de los círculos 6~.
u
numerador de la función que aparece enObiemícímios un resultado similar para los ceros del
el liIieIlll)ro derecho de la ecuación (3.19).
Lema 3.3 La ecuación
(3.27) 2ir2lv23+2VTio





Observamos simplemente que mediante el cambio
transforma en la ecuación (3.20).
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Para el análisis del último tipo de autovalores necesitaremos informaciones más precisas a
sobre la parte imaginaria de la raíz a~ (hasta ahora sabemos que a1 está en el círculo 6m pero
no sabemos el orden de magnitud de su parte imaginaria). Para ésto demostramos un lema que,
usando las estimaciones del Lema 3.2, obtiene una localización más exacta de la raíz al.




Etapa 1: Demostramos primero que la ecuación: a
(3.30) —ir2 + lv) — ni = O
10
tiene una sóla raíz Pk en el círculo 6j de centro y radio y que verifica:
ir2 1 IT/1\
+ .?f—i+ol-r——I.k 3vlv2xV~/
Observación 3.5 Observemos que en el miembro izquierdo de la ecuación (3.30) aparece la
parte dominante, —irzi, de la expresión ~zVWW7~ cuando z — O. Como la presencia de la
cantidad ~~zVP~ir2 en la ecuación (3.20) se debe al término disipativo del sistema inicial, es
lógico pensar que la información adicional que tendremos sobre a¡, seró muy iltil a la hora de a
encontrar autovalores con parte real “significativa” (vease el apartado 4.2.5).
La existencia de la raíz Pk en el interior de 6~ se obtiene aplicando las mismas estimaciones
del Lema 3.2 a las funciones u(z) = —ir2 + lv) y v(z) = irz¿.
Consideramos ahora rk = Pk — ntroducimos esta nueva variable en la ecuacionlv
verificada por Pk• Se obtiene:
ir2 3 ir4 . 3 ir2kr~+3k4” —+3lvrk ——irrki—ir —i=O.
lv lv2 lv
Multiplicamos en la última relación por y separamos los términos de la siguiente forma:
ci (3krk” ~ — ir” ~ = ci (...~d — 3kr~ ~ + irr,
Como hemos visto en la primera parte que Il”k¡ = Pk — < 2W. resulta que el miembro
derecho tiende a cero cuando lv tiende al infinito.
Obtemíemos que: r¡~=
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y de aquí se deduce que:
Pk —+112+01T1.lv 3vlv2kx/P/
1Este resultado nos muestra que la parte imaginaria de Pk es positiva y de orden
Etapa 2: Demostramos ahora que la raíz a~ de la ecuación (3.20) pertenece al círculo C
1
centrado en Pk y de radio 5k = -~=. De aqui resulta inmediatamente que a
1 cumple la estimación
(3.29).
A ,licamiios nuevamente el Teorema de Rouché. Para ello consideramos las funciones:
u(z) = .—ir
2 +kz3—wzi, v(z)= —z2 +2~crrr~~2~.
Para un elemento z en el círculo ~í se tiene:
= 1z12 —1+ ~,jW~2~~$2¡Z¡ ~ 100
«U
Por otro lado, aplicando la fórmula de Taylor alrededor del punto Pk, se obtiene:




donde 5 es un círculo de centro Pk y radio 5k =
Estimamos primero el término de error:
(z—pk? ¡ u(4)d4 s~ Al 12 1
1 <— 2t’rSk=2M2iri .‘14—pk)2(4—z) — 2ir S~(Sk—sk)





— PkI Iu’(pk)¡ = Sk¡3lvp~ — iri¡ =sk(3lv¡pk¡2 — ir) >
j
a
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—a1 3ir4 1121
-w
Obtenemos que, para lv suficientemente grande y z sobre la circunferencia C: a
¡u(z)j > ¡z—pk¡ ¡u’(pk)¡—2M 12 1
a1 1 100
.yp.
Resulta que, para lv suficientemente grande, ¡u(z)¡ > v(z)¡ sobre la circunferencia C.
Por lo tanto, la. ecuación (3.29) tiene la raíz a
1 en el círculo e y por consiguiente cumple la
estimación (3.29).
u
Observación 3.6 El lema anterior nos indica que la raíz ai de la ecuación (.9.20) tiene una
1
parte imaginaria positiva de orden
A continuación pasamos ya al análisis de los autovalores y las autofunciones según el plan
que presentarnos al principio de esta seccion
3.2.2 Autovalares de módulo mayor que ~ñkir
En este apartado encontramos, para cada lv E 1V fijo, las raices de la ecuación (3.16) y damos S
una estimación de aquellas raices que tienen la propiedad >¡ =~/~lvir.
Teorema 3.2 Para cada lv E ~V, la ecuación (3.16) tiene una sucesión de ceros (Ak,m)rncn~ u a
{ A~} con parte imaginaria positiva y otra sucesión de ceros (Ak...m)mer• u con parte
imaginaria negativa y con la propiedad >k..m = Mm si ni > O y >r =
Los autocalores Ak,m con >k,m ¡> v’2irlv se aproximan al eje imaginario cuando! ni ¡ tiende U..
al infinito, cumpliendo las siguientes estimaciones:
¡ Mm — VTIT~21riI= 24
(3.31) \/
7~TT~ir si Im>k,~,. >0, (m> lv> 0),
¡>km+\/7WW0iri¡= 24
1m2+k2’r siIm>k,m<O, (m< —lv<O).
En particular, los autovalores Mm se aproximan a los autovalores ±v¡~TWS~%ri de la
ecuación de ondas en 1? con condiciones de Neumann homogéneas en todo 81?.
u-
Demostración: Escribamos la ecuación (3.16) en una forma que permita un análisis más
sencillo de las raices y para ésto notemos = ~i. Se obtiene la siguiente ecuación en
lv
~
(3.32) e2” = —
— lv2ir2 + L4g2 — ~2 — k2ir2)
Ponemos la ecuación (3.32) en la forma:
a
n






— k2,r2 + ¡(p2 — ,/,~2 — k2~r2)
e intentamos localizar los ceros aplicando el Teorema de Rouché.
Consideramos las funciones
f(z) = eh — 1 y g(z) = — 2(22 — k2mr2)
z2 — k2ir2 + z(z2 — — lv2ir2)
y observamos que la ecuación f(z) = O tiene las soluciones (Cm)mEz con 0m = mir ¿.
Definimos para cada m E Z \ {O}:
- los cuadrados 4,, de centro 0m y lado 2m
los rectángulos y% definidos por las rectas lUz = ±6,,,e Zmz = mir ±~.
Además consideramos el cuadrado y0 de centro O y lado 2Mk (ver Fig.2).
Las constantes ~m, 6m y M,~ serán elegidas de tal manera que:
(3.34> para todo z E y’ u u
En primer lugar tenemos:
¡ f(z) ¡2=1 e2z — 1 ¡2.... (e2ne — cos 21w z)2 + ( sen 27w z)2
x por lo tanto, para todo número complejo z,
¡f(z)¡= max{¡efl~CZ —1¡,¡sen2l7mz¡}.
En segu n do lugar en la región del plano complejo:
¡z¡> max{lvir,4}
la función g(z) es analítica (el denominador no se anula) y tenemos:
(3.35>
(3.36)
¡ g(z) ~= ..2 2(22 ¡¿ir2)
- ~k2ir2+z(z2~,/7rc~rPj
2
¡ < z2&ST~ -1
Por otro lado para z cumpliendo (3.36) se obtiene:
- ~2ir2
- z2—k2ir2 =IzI¡ z ¡2 — 1z2 — lv2ir2 ¡¡ z ¡2 +k2ir2 ¡z¡2+lv2ir2
Por lo tanto resulta que, para cualquier z con ¡ 2
8(3.37)









Determinamos ahora las condiciones que tienen que satisfacer las constantes Em. ~5rn‘~ ~Ik
para que se cumplan las desigualdades (3.34).
i) Si z pertenece a y,~, y además cumple (3.36), teniendo en cuenta las estimaciones anteriores.
obtenemos que 1(z) > Em >1 g(z) ¡ si:
16 1(3.38) < E,,, < —.
2mir—9 2
Aplicando el Teorema de Rouché resulta que existe, para cada lv, una única raíz de la ecuación
(3.32) en cada cuadrado y~ si m > lv + 1. Denotamos /1k,~~ a estas raíces.
u) Si z pertenece a y además cumple (3.36) obtenemos que ¡ f(z) ¡> ~ >¡ g(z) ¡ si:
1(3.39) 6,,, > —.2
s
Como la condición que tiene que cumplir 6m no impone ninguna cota superior, aplicando de
nuevo el Teorema de Rouché, resulta que, para cada lv, y m =lv + 1 en las franjas
(mir— ~)i =Zmz =(m,r+
la ecuación (3.32) tiene el mismo número de ceros que la ecuación f(z) = O. Esto implica que
no existen otras raices de la ecuación (3.32) en la región del plano complejo definida por (3.36>.
excepto las encontradas ya en el apartado i).
Fig.5
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iii) Si elegimos
(3.40) Mk = lv ~ + 3ir
4
obtenemos, como en el apartado II), que, si z pertenece a ‘y0,
Aplicando el Teorema de Rouché resulta que, para cada lv, el número de soluciones de la
ecuación (3.32) en el cuadrado y~ es igual al número de ceros de la ecuación f(z) = O más el
número de poíos de la función g(z) situados en y0. Como hemos visto en la subsección anterior,
Y = 3 y. por lo tanto, la ecuación (3.32) tiene 2lv + 4 ceros en el cuadrado
7W
Deshacemos ahora el cambio de variable ji —* > para obtener los ceros de la ecuación (3.16).
Primero observamos que si A es solución de la ecuación (3.16) entonces A también lo es y,
por lo tanto. hasta encontrar los autovalores A con Ini> > O, los demás siendo conjugados de
éstos.
Por otro lado, estamos interesados en aquellas raices de la ecuación (3.16) que tengan la
parte real positiva, puesto que las soluciones de la ecuación (3.15) tienden a cero cuando 1 va al
mí fi m mito.
Taijibién observamos que la relación entre ji y A que hemos usado al principio
=
queda determinada sin ambigliedad si se considera que lZep > O.
(‘oiu las dos observaciones anteriores obtenemos que la correspondencia entre ji y A es
biunívoca. Resulta que si ji es solución de (3.32) entonces A = ~/~Ek2,2 es solución de
(:3.16) y no hax más raices de esta última ecuación. La recíproca también es válida.
El análisis anterior nos da todas las raices ji de la ecuación (3.32) con la propiedad 1 y
¡mmx {kr.4) Mediante el cambio A = ~ obtenemos todas las raices de la ecuación
con la propiedad ¡ A 1> V~k ir.
Para los autovalores A con Ini.> > O calculamos:
¡A— m
2+k2iri¡=¡ ji2k2ir2~~?72iri¡..
¡ — k2ir2 +(m2 +lv2)ir2 ¡ ¡y~ miri ¡ p4-miri 1
¡ ,¡%..k2w2+~,/7W7iri¡ ~
En~ p+miri~ <Em(Em+2mir) 3m
— ¡ni ~P — k2ir2 + J~TVPir —
Resulta que para cada lv y ni > lv + 1 obtenemos que los autovalores >k,m con Im >k,m > O
c¡iunplei~ la siguiente estímacion:
~3r11) iAk,mV4WTT~Wi¡= 24
Vii resultado semejante se obtiene para autovalores >k,m con Zni>k,m < O:
a





Cori esto queda concluida la prueba de la proposición.
u a
Observación 3.7 El teorema anterior nos asegura que, para cada lv E IV, existe una sucesión
de autovalores (>k,m)mezz. u {>% >~} Esta forma de notar los autovalores necesita una justi-
ficación.
En primer lugar las estimaciones (3.31) nos dan la localización exacta de los autovalores
Mm con ¡m¡ =k + 1. En este caso un autovalor Ak,m está cerca de los valores ±v’TrW~2ir
(según ni es positivo o negativo). Por lo tanto, el segundo índice m del autovalor >k~., viene á
dado por el valor ±v~7YT~2iri más cercano.
Para los demás autovalores, que se encuentran en el círculo centrado en el origen y de radio
vik ir. el teorema anterior no nos da una localización más precisa. Lo que sabemos es que en
este círculo hay 2k + 4 ceros de la ecuación (3.32). Como vamos a ver en los tres apartados
siguientes. a estos ceros le corresponden 2k + 2 autovalores A que denotamos por Ap >Q.
Ak.±m. Ak.±
2,.... >k.±k(veanse los Teoremas 3.3, 3.4 y 3.5 y la Proposición 3.5). La orde ¡¡orión
de esto.4 antovalores se hace en orden creciente del módulo. Por lo tanto, para cada k fijo. A7~ y
>V tienen el módulo más pequeño mientras que el módulo de Ak,±kse aprozima a v’»lr.
Observación 3.8 La Proposición anterior nos muestra que, fijando la frecuencia de oscilación
en la dirección z (k fijo) y considerando vibraciones de frecuencia grande en la dirección y
(lv ~< ni). el comportamiento del sistema se asemeja al de la ecuación de ondas con condiciones
Neumann homogéneas en todo 81?. La influencia de la cuerda vibrante disipativa colocada en la
parte Fo de la frontera es, por tanto, despreciable cuando hay una relación de este tipo entre lai.
dos frecuencias (¡mase también la siguiente proposición). Recordamos que un resultado semejante
se obturo en el caso conservativo (vease la Observación 3.2 y la Proposición 3.1).
Observación 3.9 Cl resultado obtenido muestra que ni siquiera el problema unidimensional con j
lv fijo preÑenta decaimiento uniforme. Esto está en contraste con lo que ocurre con la ecuar on
de ondas con la disipación clásica:




1x(O,oc)84’ sobre r0 , c).
En este último caso, con lv fijo hay decaimiento uniforme aunque, globalmente el decaimiento
no es uniforme como muestra el ejemplo de Ralston (ver [41]).
Se deduce de aquí que en nuestro sistema no es la ausencia de condiciones de tipo geométrico
sobre el soporte del mecanismo disipativo la que hace que la disipación sea muy débil, sino la
estructura híbrida del problema. Esto será ilustrado en el último capítulo cuando estudiamos el
caso en que O es una bola y la disipación se ejerce en toda su frontera.
Analizamos ahora las autofunciones asociadas a los autovalores encontrados. Considkarnos
el problema con condiciones Neumann homogéneas en toda la frontera:
J
J
£2. El problema disipativo 43{ 4’u—t4’=O en Lix (O,oo)
84’(3.43) —=0 sobre 81? <0,oo)
bu
(lime tiene las autofunciones (~,r.É.L2 cos miry cos kirz, cos mir~t cos lvmrx).
Consideramos ahora la función:
(~1)m+IiI •V’P~~~ir cos mmry cos kirx(3.44) ~Pk,m= (~lC+I cos miry cos lvirxOo
Observación 3.10 Observemos que ~ ni ¡Lv —
Proposición 3.2 Las autofunciones ~ correspondientes a los autovalores A = >k,m encontra-
dos <it la proposición anterior satisfacen:
(3.45) II — 4’k.m ~= ~
c rs una constarile que no depende de ni y k.
Demostracion:
liemos visto que >2 + ¡¿ir
2 = p = mir i + a(m) con ¡a(m)¡ < 1.
m
Escribimnos la autofunción p~ en la siguiente forma:
—cosh 1A2+k2mr2(zi — 1) cos lvirx
A
—cosh >2 + k2ir2(y — 1) cos kirx
=
— >2 senh (1>2 + ¡¿ir2) cos kmrx
senh (~ySWTIi) cos kirx
A
(—1Y’{cosh a(m)(y — 1) cos miry cos kirx





(~1)rn{senh a(m)(y — 1) sen miry cos kirx
(..dyn+I senh a(m)(y — 1) sen miry cos lvirx
(í)m+l v/3WWPir2 senh a(m) cos kirx2
Ay
senh a(m) cos kirx
Sean s~ y ~ las dos funciones en las que hemos descompuesto la función ~x•
Evaluamos primero la norma de ~ en
rl 1’ 2
= j f1 senh a(m)(y — 1) sen miry cos lvirx +
+ senh a(m)(y — 1) sen miry sen lvirxA
+ (a(;¡) cosh o(m)(y — 1) sen miry + senh a(rn)(y — 1) cos miry) cos kmrz 2} dxdy+
+ J~’ f ¡ senh a(m)(y — 1) sen mry cos lvirx¡2 dx dy+
~2ir2 2
senh a(m) cos kmrx
krrx 2} dx +
dx < j{~senha(m)(Y—1) 2 +
coslí cx(mfty — 1)
A
2 ~lv2+ m2)r2








>2 + k2ir2 senh
+ A
a(m) ¡2
+ 4¡o(m)¡2 + 5¡ a(m) 2 (k2 + m2)mr2<4 ¡()¡ _______ + 4
+ lv,r. A2+lv2,r2 2 .ysww~r+4¡a(mlP¡2 ( ~2 2 >2 + 22)
donde liemos tenido en cuenta que, para ni suficientemente grande,
¡ senh a(m)¡ =2¡a(m)¡ y ¡ cosh a(m)¡ =5.
Se obtiene por lo tanto que:
(3.46) e,II 211 < —iiS~ ¡¡X _
ni










+Lm { >2~f2~2 senh a(m) cos
~10’
2
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t1 ~1Ii 1 2II YI — u’k.m ¡1x L L + cosh a(m)(y— 1) ¡ cos miry cos lvrx¡2dxdy+
fol Ji {k//wÁrk2~ -4. cosh a(m)(y — 1)~ Ikir tos miry sen lvirz¡2 +
1 cosh 2 2 a(m) 2
t x/~7~Tkh + — a(m)(y — 1) ¡mir sen m,ry cos lvmrxj + senh a(m)(y — 1)A
¡ cos miry cos lvirx¡2} dx 4 + j j ¡(1— cosh a(m)(y — 1)) tos miry tos kirx¡2 dx dy =
¡lii 1 2
+—cosha(m)(y—1) +
i(k2 + mflir2 (lv2 + m2)ir2 2
+ + cosha(mfty—1) +
+ 0(m) senh o(ni)(y — 1) 2 + ¡1 — cosh a(m)(y — 1)¡2} dy <
t 1201 2
_ ~ W— cosha(m)(y—1)) dy+
~2ir
+(k2 + ;n2)ir2 ___________ 12 ¡¿~2 J~1 1/1 — cosh a(m)(yj —1)) 2
ni2 + ¡¿ir + + (ni2 + pr dy +
+ ji o(m) senlí e~(m)(y — 1) 2 ¿y + ¡ ¡1 — cosh a(rn)(y — 1)12 4
e”
=—~ + 41o(m)¡2 + 2—~ + 81a(m)¡2 + 4¡a(m)12 + 4¡a(rn)¡2 =
(1011(10 liemos tenido en cuenta que. para ni suflcientemente grande,
¡1 — cosh o(ni)¡ =2 ¡ a(m) 1
Obtenemos de aquí que
(3.47) ¡¡ <PA — ~bk,m ¡¡X=
m





Observación 3.11 Según se puede ver en la demostración de la proposición anterior, la energía
d y~ concentrada sobre 1’o. que viene dada por las ultimas dos componentes, tiende a cero
cuando A tiende al infinito. Esta parte de la energía es mucho menor que la concentrada en 1?.
qu .~ LI orde n de la unidad.
áa
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3.2.3 Autovalores de módulo menor que y mayor que kw (primera
parte)
En esta subsección y en la siguiente nos proponemos encontrar, para lv suficientemente grande. a
estimaciones de los autovalores: Ak.+I, >k,f2, ..., ~ que están ordenados en orden creciente
del módulo.
Igual que en la sección anterior se considera lv E .llVt Las estimaciones serán exclusivamente a
válidas para valores de lv suficientementes grandes ya que los desarrolios asintóticos obtenidos
así lo exigen.
El siguiente teorema ofrece estimaciones para >k,*I, Ak,*2, ..., ~ con q = q(k) < [c¡TJ. a
donde mediante [~]se denota la función parte entera. En este caso, los autovalores se acercan
a los autovalores de un problema mixto Neumann-Dirichlet. Se determina de esta manera
el comportamiento de los autovalores del problema cuando hay una relación inversa entre las a
frecuencias de vibración en las dos direcciones, es decir, m fijo y lv tendiendo al infinito.
Teorema 3.3 Para cada lv E 1V suficientemente grande y ni = ±1,+2 +[QKj. los o ¡a’ a
Ak.m de la ecuación (3.16) cumplen las siguientes estimaciones:
Ak.m+1 — k2 + (2m+ I)2iri=SsiImAk>O (0=TI2S[ci]—1).
(3.4S)
+ k2 + (2771+ 1) =3-~—~~ZniAkm<O, (—[?/JE]=m.c 0).
ci
Demostración:




2kz — ir kz3 + zVz2 — ir2(3.49) e = — ________________________
=2— ir2 + kz3 —
Fin re los ceros de la ecuación (3.49) estamos interesados en aquelios que cumplen la condiciómí
hm 1<9(k) = O.
(‘01110 CII estas condiciones tenemos que:
2 __
lim(—2 ~ lvz3+zvG7C7~k—oo =2— ir2 + lvz3 — zIz2 — ~2) = —1
cabe esperar que estos ceros se aproximen, cuando lv tiende al infinito, a las soluciones de:
(3.50) e2kz =~1.
Es lo que vamos a demostrar a continuación con la ayuda del Teorema de Rouché y de las
estimaciones del Lema 3.1
Sea ahora lv E 1V fijo suficientemente grande para que las estimaciones del Lema 3.1 sean
ciertas. Consideramos las funciones:
f(z) = e2kZ + 1, 9(z) = ~2 2(kz3
—
— mr2 + kz3 — =~crr7r
a
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Se obtiene que. para todo z E 1km’
f(z) =1 e2~z + 1¡= max {j e2k~~ez — tI, 1 sen 2kIm z
~ 1¡> xl sen
> como le — y ¡ x~ > para z suficientemente pequeño, resulta que:
(3.51) 1 f(z) ¡= Vz E 7km.
Obtenemos estimaciones para 9 limitandonos al dominio
= {z E C :1 =1< ——}
Segú]i el Lema 3.1 en esta región del plano complejo el denominador de la función g no se
amiula y por lo tanto esta función es analítica en G’.
Para todo E C1. 1< Ci =ir x’ por lo tanto tenemos que:
lim kz2 = lim A = lim kz3 = O.
k—.oc k—ec
De aquí se obtiene que, para todo z E G1, se cumple:
kA — v1TW2 1lim
k—~z z2 — ir2 + kz3 — =
Fui coiis]gimlente. para lv suficientemente grande, tenemos que:
lv) —
z2~7r2+kz3~zv’WC7~ <1 VzEG’.
Resulta que. para k suficientemente grande y z E G’,
kA — 2ir
z2—ir2+lvz3—zIz2—ir2
Fiíialmente, teniendo en cuenta las estimaciones de f y g, se obtiene que:
¡f(z)¡ > ¡g(z)¡
para lodo z E 9km si lv es suficientemente grande y ~L c &.
Observemos que iL C G1 si ¡ml =[Ci]
Aplicando el Teorema de Rouché, resulta que la ecuación (3.49) tiene en cada cuadrado ~‘1~
ímii cero. denotado por Zk ,,~. ImI < ¡CiJ que, por lo tanto, cumple la estimación:
1 =k.~+~— 3,ñir 2ir+ 1)iri 1< —r— — si ni > O.4lvCikCi
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1¡ 2k,m + —(2m+ 1)iri ¡< 3xÑir 2r sim <O.2k — 4kCi kCi
Volviendo ahora a las variables A = ~k2z2 — lv2ir2 encontramos, para lv suficientemente
grande. que los autovalores >k,m con O c ¡m¡ =[Ci] cumplen las estimaciones (3.48).
u
Fa samos ahora al estudio de las autofunciones que corresponden a estos últimos autovalores.
Consideramos funciones de la forma a
(~1)m+1 ~
1












sen 2 ir~t cos kirx,
del p:otíema:
2rn + 1
sen 2 iry cos kirx
2
donde c es una constante que no depende de lv y m.
Demostración:
En este caso hemos visto que
2m+1 2,r2 iri+edk) con ¡a(k)l










Proposición 3.3 Las autofunciones ~ correspondientes a los autovalores A = Ab.,, encontra-
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‘cosh (1~/5Tj ~72(z, — 1)) cos kwx
A
—cosh (~¡iT7iir2(y — 1)) cos krx
— ~J7~flT2 senh (.~/STT¡ir2) cos kirx
>2
senh (.~¡iWTTir2) cos kirx
(—1Y~{cosh ct(k)(y — 1) sen 2m + 1
2 11%! cos kirx
(~~1)ni+lcosh a(lv)(~,— 1) sen 2m + 12 iry cos kirx
O
O
(~1)ni+~±senh a(k)(y — 1)
A
2m + 1
cos 2 iry cos kirx
2w + 1(—1)
mi senh o(k)(y — 1) cos 2 iry cos kirr
cosh a(k) cos kirx>2
Seai, de iíiievo 4 y <4 las dos funciones en las que hemos descompuesto la función <Px
Enluanios primero la norma de <4 en A’:
22 0(11 2m+1 2
= j , senh o(k)(y — 1) cos 2 irycoskwx +
+ff{ !1,~senho(kYy~1) 2m + 1 irycos 2
cosh o(k)(y — 1) 2m+1 (2m+1)ircos 2 iTy cos krrx + 2> senb
2m ~4-1 21 fI fi 2m +1





2 kirvSTTT~W 2} +













+J1{ cosh o(k) cos
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cosh a(k) cos kirx cj’{ f~iSa(lv)(v —
2
1) +
2 + (k2 +
cosh a(k)(y — 1) (2m + 1
2





+ >2 cosh o(k) 2 1A2+k2w2+ A




+52 +5 kw vT~2 2
< 141o(k)12 + 60¡o(k)I2 < —
donde liemos tenido en cuenta que, para lv suficientemente grande,
• >2 + ¡¿ir2
A
Se obtiene por lo tanto que:
(3.5.5)
=2¡c4m)¡, ¡ senh a(m)¡ =2¡a(m)I y cosh a(m)¡ < 5.
e’
Pasamos ahora a evaluar la norma de (<4 — ~Pk,~)en






+ — cosh a(k)(y —A
2
1) 2m + 1ir sen¡lv 2 iry
senh a(k)(y— 1)) (sen 2mlwvcoskmrx) 2 +
1
+ — cosh o(k)(y —
(2m41)2+k2ir >
(2m+1 2m+1
1)) k2 ircos 2 WAt
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~1 ~ 2m+ 1




+ senh a(m)(y — 1)









+ ¡1 — cosh a(k)(y — 1)¡2 ++ cosh a(k)(y
A








senh o(k)(y— 1) + f ¡1 — cosh cx(rn)(y — 1)12 =
2w 2ir
+ 4¡o(k)¡2 + 2-—— + SIo(m)¡2 + 4Ia(k)¡2 + 4¡o(k)¡2Ci
<lojíde liemos tenido en cuenta que, para ni suficientemente grande,
II— cosha(k)¡<2¡a(k)¡.
Obtenemos de aquí que
(3.5(i) lsd — lPk,,,, I¡xS
Las estimaciones (3.55) y (3.56) implican que
















3.2.4 Autovalores de módulo menor que x/2kir y mayor que kw (segunda — a
parte)
Pasamos ahora a localizar las raices de la ecuación (3.16) que hacen la transición desde la zona a
estudiada en el Teorema 3.2 a la zona estudiada en el Teorema 3.3. Estos son los autovalores
>‘k.±(q+1),Ak.t(q+2), ...~ M,+~ con q = [Ci]. Para empezar necesitamos el siguiente lema:
Lema 3.5 Para cada lv E ¿IIjS la ecuación:
(3.57) e2kZ = ir2 +kz3
—ir2 + h3
tiene una sucesión de ceros imaginarios ±(km i, m E I7V*, donde (km E JR+ es la raíz posttiva
de la ecuacion:
ir2
(3.58) tg k( = ~
situada en eí intervalo ir, 3~?1 ir)
a
Demostración:
Buscamos raices de la ecuación (3.57) de la forma z = (i y por lo tanto ( tiene que ser una
raíz de la ecuación:
ir2 — kQi(3.59) e2k<í =
—ir2 — kQi~
Igualando a cero las partes reales e imaginarias de la ecuación anterior se obtiene: S
—ir2 cos 2k( + kQ sen 2k< — ir2{ kQ cos~; +0k ir2 sen 2k — kt3 a
lo que es equivalente a: { 2 cos k4(—ir2 cos k< + kQ sen k<) = O
2 sen k4(—ir2 cos lv( + lvQ sen lv() = O. a
Como cos k< y sen k( no se pueden anular al mismo tiempo, resulta que los ceros de la
ecuación (3.59) vienen dados por los ceros de
—ir2 cos k( + lvQ sen k< = O
y. por consiguiente, son los ceros de la ecuación (3.58). Además sabemos que esta ecuación tiene a
un sólo cero en cada intervalo (~ir, ~‘ ‘ir) que denotamos por (km.
Recíprocamente, invirtiendo el razonamiento, se obtiene que los ceros de la ecuación (3.58>
son ceros de la ecuación (3.57).
u a
Pasamos ahora al estudio de los autovalores Ak+([~l+I)~ >k,~([.YS~+2)~
a
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Teorema 3.4 Para todo lv E fiJS suficientemente grande las mices Akm de la ecuación (3.16)
con i~/T] < ¡m¡ =lv cumplen las siguientes estimaciones:
Vk.m— 7r2k2~4~k2(t~ ~ ~ si ini Ak,m >0,
Ah.,,, + ir2k2+k2(~mi! = s:ImAk,m <O~ (—lv < vn < —[Ci] <O),
donde (p,,, son las raices de la ecuación (3.56) encontradas en el lema anterior.
Demostracion:
El cambio de variable A = \/~7~~~2 transforma la ecuación (3.16) en:
(3.61) 2hze
=2
=2— + kz3 —
(onsideramos la región del plano complejo definida por:
02 = {z irEC:
1
¡lZez¡ = Imz> O}
y (lelliosIralflos que la ecuación (3.61) tiene un conjunto de ceros 2k,m en 02 que cumplen la
sí Mi <u lE’ 051 ini acion
1
— ~k,m ~l< —
<leude (p,,, son los ceros reales de la ecuación (3.58) encontrados en el lema anterior.
(Thserveímíos que, sí ni E {[C’k] + 1, ..., /4 entonces ~k,m pertenece a 02.




(—ir2 + lvz3)(z2 — ir2 + lvz3 -v’~~~)’
y. aplicando el Teorema de Ronché, demostramos que los ceros de la ecuacion (3.61) están
proxiiumos a los ceros de la ecuación (3.57).
Consideramos primero la función:
g(z) = — 2z(kz4 —(—ir2 + lvz3)(z2 — ir2 + kz3 —
e intentamos encontrar una cota superior para g en la región 02 del plano complejo.
Evaluamos primero el numerador de g:
12z(kz4 — ir2v¡.= ....~2>j =2k12[5 + 2ir2¡z¡2 + 4ir3[zj.
Se obtiene que:




Evaluamos ahora el denominador de 9:
> —ir2 +kz3I(¡ —r2+kz3¡—¡z¡(¡z¡+ ¡z¡2 + ir2)) =
¡ — ir2 + kz3¡2 — Sw[zj 1— ir2 + kz3¡.
w
2W-
y ¡Re z¡ ={ tenemos que, para lv suficientemente grande:
-Ci
irl—w2+kz3¡ =lZe(—r2+kz3)> —
Si — < ¡ z¡ < 2ir tenemos que:
2
— ir2 + lvz3¡ (¡ — ir2 + kz3¡ — lzl(¡~¡ +
a
¡z¡2 + ir2)) =vik¡z¡4(VEIZI2 —
VE’
De las últimas dos desigualdades se obtiene que, para todo entero k suficientemente grande.
se cumple:
ir ir{ c
1, sí 2Ci_ < ¡z¡ <
¡(~2 + k:
3)(z2 —ir2 +kz3 ~=v§rW7)¡ = ir
si — < ¡z¡ =2w
donde c
1 ~ c2 son dos constantes positivas que no dependen de lv.
Volviendo ahora a la función g se obtiene que, para todo lv suficientemente grande:
¡~~Z~j < -~— para todo z en 02,
-Ci’
donde c es una constante positiva que no depende de lv.
Estudiamos ahora la funcion:
f(z)=e
2kZ.~ ir2+kz3—ir2 + kz3
Consideramos, para ni ~ INS, los círculos ~ de centros (km i y radios rk,~ =
Con el objetivo de acotar por debajo la función f sobre las
1
los círculos ~ de centros (km y radios Rk,m —
circunferencias 7km consideramos
En el dominio 02 la función f es analítica y, aplicando la fórmula de Taylor alrededor del
punto 4km z, se obtiene:
(3.63) f(z) = f((km i) + (2— (km i)f’((k,m ~ + (z — ~ i
?
2ir i
Acotamos el término de error sobre las circunferencias y~~:
(z — (km i
2w
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donde Al es una cota superior para la función 1 sobre las circunferencias ~
Para encontrar el valor de M procedemos de la siguiente manera:
= e2kZ — Ir2 +kz3 =le2k*l+ ir2 +kz3 <e2klRezI+í+ 2w2
—ir2+lvz3 —w2+kz3 — ¡mr2 ....k~3¡’
1.Como ¡Re z¡ < en 02, obtenemos que ¡ir2 — lv A¡ > 1 y por lo tanto
f(z)l < Al = e2 + 1 + 2ir2.
Se obtiene que el término de error en la fórmula de Taylor se puede acotar, sobre las circun-
ferencias -~ ,,~. por:
(z — ~ i)2 ¡ f(() d( < Kl
2iri J2 (( (&tm i)2(( —2) — Ci(C/E— 1)
Evaluamos ahora el termino:
— 4km i)f’((k~ i)¡ = r¡~,, ~ 6ir2k(~,~
TQmHCli(lO en cuenta que (km i son raices de la ecuación (3.57) se obtiene que:
= ~ ir2 — k4~~ z 6ir2kC~~
— 4km t)f ((km Q¡ 2k
2 — lvt i (—ir
2 — k(~~ i)2
ir4+k2(L +3ir2(~~
= 2krk.~ ir4 + k2(~,,, =2krk,~.
\k,lviemído a la fórmula de Taylor se deduce que, si z pertenece a las circunferencias 9fl,~:
— (~,m i)2 ( f(Qd
(




Se obtiene finalmente que Jf(z)¡ > ¡g(z)¡ para todo z perteneciente a
Aplicando el Teorema de Rouché resulta que la ecuación (3.61) tiene, en cada círculo ~
lilia sola raíz que denotamos 2k,m que cumple las estimaciones (3.62).
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aObservación 3.12 Las ráices (km de la ecuación (3.58) se aproximan, cuando k permanece
constante y m tiende al infinito, a los valores ~1. Esto nos indica el comportamiento de los
lv
au.toL’alores Ak,m estudiados en el Teorema 3.2.
Por otro lado, cuando m permanece constante y k tiende al infinito, las raices (k,e de la
(2m + i»~
ecuación (3.58,> se aproximan a los valores 2k Redescubrimos así el comportoirh ntn
de los Akm estudiados en el Teorema 3.3.
~ Los autovalores Ak,m del Teorema 3.4 son los que corresponden a la transición de una zona
a otra.
A continuación demostramos que las autofunciones correspondientes a estos últimos autova-
lores tienen la misma propiedad de que las últimas dos componentes se anulan asintóticamente.
Proposición 3.4 Las autofunciones ~ correspondientes a los autovalores encontrados en el
Teorema 3.4 satisfacen:
a
(3.64) lim H’r0 — ~ ~ ¡¡<Pfl¡L2r0
H~ ¡¡<PÁHX hl—oc I¡<PAI¡X =
á
donde <4 es la componente j-ésima de la autofunción p>.
Demostracion: 4
Los autovalores Akm encontrados en el Teorema 3.4 están próximos a los valores ir
2 ¡¿ + 1<2 ¿.2~ i,
donde ,p~ son raices de la ecuación:
(3.65) tg lv( = ~
Si volvenos al primer párrafo de este capítulo vemos que el Teorema 3.1 nos ase”ura la
existencia de unos autovalores t’km que vienen dados por la expresión 1”km = w2 k2 + 1<2 ~k.m ~.
donde Qk.m son las raices de la ecuación:
ir2 + e2
(3.66) tgke — lv
0
3
e2Se observa que la ecuación (3.65) se obtiene despreciando el término en la ecuacitSn j
(3.66). lo que es perfectamente justificado si e E 02.
Mediante un razonamiento similar al del Teorema 3.4 obtenemos que los autovalores >,
encontradas alli cumplen las estimaciones:
A/em — ir2lv2+lv2Q~mi~ =—siZmAk,m>O, (lv=m>[Cij>O),Ci(3.67) >t&.m + w2k2 + Qk,mtI < 1
— —siZmAk,m<O, (—k=m<Ci
donde Qk.rn es la raíz de la ecuación:




3.2. El problema disipativo 57
situada en el intervalo (ir. 2w: 1
)
Obtendremos así una estimación que relaciona los autovalores Ak,m con los autovalores t’k,m
del problema conservativo que son iguales a ir2 k2 + k2 ~k,m (vease el Teorema 3.1).
Se deduce por lo tanto que, los autovalores Ak,m encontrados en Teorema 3.4 cumplen las
est u mí ac iones:
1(3.69) ¡Ak,rn — Vk,mI ~ para [Cii < m¡ < k.
Como las autofunciones correspondientes <PAk,,, y ¿Vk,m tienen la misma forma se puede
deducir. a partir de la relación anterior, que:
— &¡qm¡¡X < Ci’
Las propiedades de las autofunciones <Px~,, se deducen inmediatamente teniendo en cuenta
las propiedades de las autofunciones ¿vk,,, obtenidas en la Proposición 3.1.
u
Los Teoremas 3.2. 3.3 x’ 3.4 proporcionan estimaciones para los autovalores (Akm)mEZ*.
Scgiiíí podemos comprobar fácilmente, todos estos autovalores tienen la propiedad ¡Ak,m¡ > kir.
Qiiedaii por analizar los autovalores A: y M que, como vamos a ver, son los únicos de módulo
Imiemiol <pie Pr.
3.2.5 Autovalores de módulo menor que kw
Pasaimios ahora al estudio de las raices restantes de la ecuación (3.16). Igual que en el apartado
alilerior. lacemos el cambio de variable (>)2 + ~2 = zcambio de variable (~)2 + ir2 =
cmi lo cual la ecuacion (3.16) se transforma en:
(2.7<)) e2kz = — ~ ~ir2~kz3+zvi~”WT~
=2— ir2 + kz3 —
El Teorema 3.2 nos asegura que dentro del cuadrado de centro O y lado mr + existen
4k
21< + 1 + N raices. donde N es el número de ceros del denominador que se encuentran dentro de
este cuadrado. Observemos que en el Lema 3.1 hemos demostrado que N = 3. Como además
en los Teoremas 3.3 y 3.4 hemos localizado 2k raices zk en esta zona (k con parte imaginaria
positiva y otras 1< con parte imaginaria negativa) quedan por encontrar las 4 restantes.
Proposición 3.5 La ecuación (3.70) tiene, para cada lv suficientemente grande, cuatro mices
-k ‘ ~-L. y —zU con las siguientes propiedades:
1 •* —s
(:t71) i~: — ~ = y 2k =
denL o~ es la raíz de (3.20) encontrada en el Lema 3.2.
Observación 3.13 A las cuatro mices 4. 4t —4 y —4t encontradas en este teorema. les
ro¡u.sponderón. mediante el cambio de variable hecho al principio de esta subsección, sólo dos
¡í¡r <‘¡alen A del problema.
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Demostración:
10




no se anula ( las tres raices de esta ecuación están situadas cerca de ~‘ donde &~ son las
tres raices cúbicas de —1, como vimos en el Lema 3.4).
Escribimos la ecuación (3.70) en la forma
—2kz — ~ + lv) —e
z2 — ir2 — kA + zx/WW~’
irSi z pertenece al círculo 61 tenemos que iZe z > y por lo tanto:
ir
—2k—
= e~..2kRez < e 2Ci —
1
Consideramos ahora un círculo C’ centrado en a
1 y de radio~(ver Fig. ~
Coimio el círculo C’ está situado dentro del círculo 6, se obtiene que:




En el círculo C’ la función
(3.72)
es analítica Y tiene un solo cero, a~.
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> j3kct2¡ — a? — mr2 — ¡aí¡ 2 + a1
~2 ~1 1
> 3k—4== — (¡ai¡ + ir +faíj 2
~mr2)
si k es suficientemente grande.
Aplicando el Teorema de Taylor resulta que:
lu(z) — u’(ní)(z — ~‘)I=a¡z — aíl2
donde a es una constante que depende de lv.
Simm embargo. tenemos que:
al =sup {jv”(z)¡ : z E mt c’} < lv.
Sc obtiene que. para z sobre la circunferencia de C’,
1
¡u(z)¡ =u’(a,)¡jz — a~ — ah — o~¡2 >
Para sobre la circunferencia de C’ resulta que:
A ~2 +kzA zvW~W2 _____________________________
z
2—ir2—kz3+z A—mr2 — ¡kza+,r2¡~s~lzIlz~x/’9W’W¡
1
_____ 1
ir2 + k¡z¡3 + 2¡z¡2 + ir¡z¡
l?esnlia que. para k suficientemente grande y z sobre la circunferencia C’, se tiene:
k~2kz~< :zir2+k=a=\/~w7~
mr2 — kA + zx/S~C’7~
Del Teoreiria de Rouché se deduce que la ecuación (3.72) tiene una raíz 4 en C’.
Notemos que si 4 es raíz de la ecuación entonces 47 = 2 también lo es.
Observemos ahora que mediante el cambio de variable z = —s la ecuación (3.70) no cambia.
Por lo tanto. si 4 y 47 son raices de esta ecuación, —4 y —zU también lo son,
Observación 3.14 Como hemos visto 4 = ~i + O (~) y, por lo tanto, teniendo en cuenta
U Le ¡no 3.4. 4 = ~2 1~ ir . + o (—1.—Y Observemos que 4 son las primeras mices de la
1~ i - ~7
¡¡noción (2.70) que encontramos con la propiedad de que Re lv 4 — oc y Ini lv 4 — oc cuando
k—x.
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aHacemos ahora el paso a los autovalores A de la ecuación (3.16) correspondientes.
Teorema 3.5 La ecuación (3.16) tiene, para k suficientemente grande, dos
> y Á con las siguientes propiedades (Áuponemos que Im A~ > O):
1A%— k2(cxf)2 — ¡¿ir2 =—lv’
raíces conjugadas
y
donde 01 es la raíz de (3.20) encontrada en el Lema 3.2.
Como consecuencia, los autovalores A¡ tienen la siguiente propiedad:
1ReA —.. — cuando lv —* oc.3
Deshaciendo el cambio de variable (>)2 + ir2 = z y utilizando las raices encontradas en
la Proposición anterior se deduce que la ecuación (346) tiene dos raices conjugadas A~.y
con:





= 1k2(47)2 — k2ir2.
a
— (k2(a)2 —
A% + 1lv2(añ2 — k2w2~
a
= A~ + ,/k2(ctj)2 — k2ir2~
1
k~ (z¡)2-.ir2+jS?5Cmr2~
Un resultado similar se obtiene para los autovalores A¡.
Antes de pasar a demostrar la propiedad (3.75) observamos que:
(Re 4)2 = ~(a + VWTP)
En efecto, si 4 = a + ~ i resulta que:
{
si ~;=
Ic¡2 = 02+02 — ~/SWTi~
= ~2 ~02 + 2a~i = a+ bi
de donde se obtiene la fórmula deseada.
Volviendo a nuestro problema y teniendo en cuenta que A¡ = k2(z732 — lv2w2















+ k2((lZez;)2 — (Imzfl2))2 + (2k2Re zlmzfl2)
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Necesitamos ahora la información adicional sobre la parte imaginaria de 4. Para esto usamos
la estimación del Lema 3.4:
~ 1 IT. fiN
~1= —+ —.~1—z+oI—I.lv 3Vk2kC/W]
Como la Proposición 3.5 nos asegura que la raíz 4 de la ecuación (3.70) tiene la propiedad:
l4—~’I
obtenemos que. para lv suficientemente grande:
—+(3.77) ~= 3 iT2lvUsando la fórmula (3.76) obtenemos sucesivamente:
(Re AL)2 = 4 (-.k2r2 + k2((Re 0)2 — (Im 4)2)+
+I(-.k2w2 + k2((Rezfl2 — (ira 4)2))2 + (2k2RezLIm 41) =
= 2ktfle 41w )2 [k2ir2 — lv2((Re =12— (Im 4)2)+
+ k2((Rezfl2 — (Imzfl2))2 + (2k2Re4Imzfl2 1~1
Ahora. teniendo en cuenta las estimaciones para las partes real e imaginaria de 4 que vienen




Observación 3.15 En el teorema anterior hemos obtenido las estimaciones (3.74) para los
aí,toralores AL y A~. Teniendo en cuenta que (01)2 =
3ir~ + o (~), se obtiene que los
autoalores AL y >r tienen el módulo menor que kw. Es el momento de recordar que el operador
conservativo tenía también dos y sólo dos autovalores de módulo menor que kir, ¡4 y Vr (vease
cl primer apartado de este capítulo). Son estos dos autovalores, que para cada lv tienen el
modulo mós pequeño, los que se desplazan hacia la derecha en el problema disipativo. Sólo
las autofunciones correspondientes a estos dos autovalores son disipados uniformemente a altas
f¡ccue t,c~as.
Las autofunciones del operador disipativo correspondientes a los autovalores AL encontrados
ci la Proposición anterior se escriben:
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( 1
Q)2 + ¡¿mr2 senh < (A;)2 + lv2ir2) cosh ( (AL)2 + lv2ir2(y — 1)) cos kirx
cosh ( (AL)2 + k2ir2(y — 1)) cos kirx






y ninguna de las componentes de esta función tiende a cero cuando k tiende al infinito en la a
norma correspondiente del espacio de energía.
3
Notamos por Y\~’ ~ = 1,2,3,4 las componentes de la autofunción
a
Proposición 3.6 Con las notaciones anteriores tenemos:
i) Las autofunciones {<PA’}¡, convergen débilmente a cern en Y cuando k tiende al infinito.
i) Las Sucesiones no convergen fuerte a cern para ningtin j = 1,2. 3.4 en el espacio
cortcspnfldif- tite.
Demostración:
1 La convergencia débil a cero de la sucesión {<PM }~ se obtiene fácilmente observando que
todas vienen ¡iíultiplicadas por la función cos kmrx y que satisfacen la ecuación elíptica corres-
poi idicite.
u) Demostramos primero que {<Ptlk no tiende a cero en la norma de H’(O, 1). Tenemos:
= ¡>k¡2 (j1 ¡ cos kmrzí2 + f ~r sen kwxi2) = 1+k2,r2
(orno (>792 = k2w2 + ¡¿of + 0(k) = ¡¿ir2 + 0(k) se obtiene que <4. no tiende a cero cii
¡¡‘(o 1). También es evidente que pl. no puede tender a cero en L2(O, 1).
k





(A)2 + ¡¿mr2 senh ( (A;)2 + k2w2)
1
¡(AS)2 + k2w21 (¡ senh Re (A;)2 + k2w2¡2 + ¡ sen Im (As)2 + k2w212)
Pasamos ahora a evaluar la expresíon:
¡¡ cosh ( (A792 + k2t’r2(y — 1)) cos kmrxI¡~I(fl) =
~ (¡ cosh ( (>792 + k2w2(y — 11012 + ¡c%r2¡ cosh ( (>792 + k2ir2(y —
a
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+ ((>792 + k2w2)¡ senh ( (~)2 + k2ir2(y — 1))¡2) =
— 1 f ((¡(Aa)2 + k2ir21 + lv2mr2 + 1) cos (Zm (A)2 + k2ir2(y —
+(¡(A792 + k2mr2¡ + k2ir2 + 1) senh (2lZe (A*)2 + k2ir2(y — 1))) =
(¡(A;)2 + k2w2¡ + ¡¿ir2 + 1) sen 21m (A)2 + k2w2
+
SIm (A;)2 + k2ir2
(l(AL)2 + k2w2¡ + ¡¿ir2 + 1) senh 2Re (A*)2 + k2w2
+
SRe (AS)2 + k2,r2
remicído ahora en cuenta que (>792 + k2w2 = kz” — ~~/~r2+ ~ + o(VKj se obtiene
¡I’¿\ZIIH’(fl) — 4
De una manera similar resulta que ¡¡s~.¡iL2(n) tampoco tiende a cero.
u
Observación 3.16 La Proposición anterior nos indica que las autofunciones correspondientes
o lo.’ antocolores A~ son las ónicas autofunciones con la propiedad de que las últimas dos corupo-
tu ¡sUs no s anulan asintóticamente. Por otra parte, las soluciones correspondientes del .qistema
,n,ciol tic oc,, un decaimiento uniforme.
3.2.6 Conclusiones
En el Teorema 3.2 liemos localizado, para cada k E 1V, todos los autovalores de modulo mayor
(1110 ~/‘2kwy liemos demostrado que hay otros 2k+2 autovalores de modulo menor que 4kw. En
los Teoreínas3.3 y 3.4 se localizan, para k suficientemente grande, 2k autovalores de los restantes.
Por ultimo, en el párrafo anterior se obtienen estimaciones para otros dos autovalores, si lv es
suficientemente grande. Observemos que, de esta manera, hemos localizado todos los autovalores
de imuSdulo suficientemente grande.
Los tipos de autovalores A y su distribición están descritos a continuación:
) autovalores A que se acercan a los autovalores del problema Neumann (3.43). Se obtienen
considerando vibraciones con frecuencia grande en la dirección y.
mi) autovalores A que se acercan a los autovalores del problema mixto Neumann-Dirichlet
(3.53). Se obtienen considerando vibraciones con frecuencia grande en la dirección x.
iii) autovalores A que hacen la transición de los autovalores encontrados en i) alos autovalores
encontrados en ji).
mv) dos autovalores AL 1’ A7 de parte real que no tiende a cero y con la particularidad de que
la emergía concentrada en no tiende a cero a altas frecuencias.
La gr’ifica de la página siguinte nos indica la localización de los autovalores, para un k fijo.












Fig. 7: La sucesión de los autovalores para lv fijo
3.3 Comparación de los resultados
Entre los autovalores del problema con disipación y los autovalores del problema conservativo
existe una estrecha relación, que ponemos de manifiesto a continuacion.
En primer lugar. los autovalores con parte real “significativa” del problema disipativo. A
y Ap** corresponden a los autovalores ¡4 y vk** que vienen dados por la ecuación (3.10). En
ambos casos se trata de los autovalores con el menor módulo para cada lv fijo. El resultado del
Teorema 3.5 nos indica que solamente estos autovalores son disipados uniformemente.
Los autovalores (Ak,m)mEz* corresponden a los autovalores (Vkm)mEz* del sistema conser-
vativo que vienen dados por la ecuación (3.8).
Los distintos comportamientos de Ak,m corresponden a comportamientos similares de los
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al infinito los valores Vk,m se aproximan a virw;~ir i igual que en el caso de los autovalores
Atan. Por otro lado, si fijamos m y hacemos lv tender al infinito, los valores >“k,m se aproximan a
1<2 + (2ní2+ 1)
2w i igual que los autovalores Ak,m. Por último, como vimos en la demostración
del Teorema 3.4 existe una correspondencia biyectiva entre los autovalores Ak,m de transición y
un conjunto de autovalores Uk,m del problema canservativo. Las dos sucesiones se aproximan a.
los mismos valores puramente imaginarios que vienen dados mediante la ecuación (3.8).
En general. podemos afirmar que los autovalores del problema disipativo se acercan asintó-
ticamente a los autovalores del problema conservativo, con la excepción de los A y A%t
Las propiedades de las autofunciones correspondientes son similares. Tanto para los auto-
valores Ab,,, como para los autovalores Vkm las últimas dos componentes de las autofunciones
correspondientes se anulan asintóticamente. Este fenómeno no se encuentra ni en el caso de las
autofuiíciones correspondientes a AL y A¡~ ni en el caso de las autofunciones correspondientes a
los autovalores ~ y ¡4w.
3.4 Sobre la propiedad de completitud de las autofunciones
Lii este apartado nos proponemos estudiar la propiedad de completitud de las autofunciones
del operador diferencial unidimensional corespondiente al sistema inicial y la posibilidad de que
es! as formen una base de Riesz en el espacio Y = 111(0,1) x L2(O, 1) x iR x IR.
Taimibión estudiamos si las mismas propiedades son ciertas para el operador bidimensional
A. asocia(lo al sistema inicial.
Liii pezamos con dos definiciones:
Definición 3.1 Sea 2~< un espacio de Hilbert. Una sucesión de elementos (e,,)~>í se llama
cowpleto en U si. para cualquier elemento x E 7~j existe una sucesión de escalares (a,,),,>o tal
qat: a,,e~ =
Definición 3.2 Sea 2~i un espacio de Hilbert. Una sucesión de elementos (e,,),,=íse llama base
<fi Ph..’: en U si es completa y existen dos constantes positivas e
1 y e2 tales que, para cualquier
sucesiór, de escalares (a,j,,=ose tenga: c1 2~ ¡a4
2 ~ ¡¡~~.1 a,, e4V ~c
2 rr1
La noción <le base de Riesz es una generalización natural de la noción de base ortogonal y
1 emie iiíia gran utilidad para expresar soluciones de ecuaciones diferenciales y dar estimaciones
<le las normas de éstas.
Consideramos primero el sistema unidimensional siguiente, que se obtiene del sistema inicia]
(1.1) fijando la frecuencia de vibración en la dirección x:
u — V~~~+k
2mr2V~— O para yE (O,1),tE (O,oo)¡ para tE (O, oc)
(37$) j ~(O)=—wt paratE(O, oc)
i,t~ + k2ir2w -1- 4’dO) = O para 1 E (O, oc).
Nos proponemos a continuación estudiar las propiedades de las autofunciones de (3.78).
Recordamos antes lo que es un operador Hi]bert-Schmidt (vease Reed y Simon [44]).
Definición 3.3 Para un operador positiuo TE £(it) el numero trT = Z~0’-.
1(e,,,Te~), donde
(t,~ ),>~ es una base ortonormal de it, se llama la traza de T.
j
a
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Definición 3.4 Un operador T E «~) se llama de Hilbert-Schmidt si trT*T < oc, donde fl
es el adjunto de T.
Teorema 3.6 Si lv > O el operador diferencial A5 asociado al sistema (3.78) es un operador
antiadjanto en y cuyas autofunciones forman una base ortonormal en Y.
.4demós, el operador acotado (ASY’ es un operador Hilbert-Schmidt en Y
a
Demostración:
Mediante un cálculo semejante al del Teorema 1.1 se puede ver que AS es antiadjunto y con
resolvente compacta en y. La teoría clásica de los operadores de este tipo nos asegura que las
autofuxiciones forman una base ortonormal en 3’.
Para demostrar la última afirmación utilizamos el siguiente criterio (vease Reed y Simon
[44]. Teorema VI.22, p. 210): “Un operador compacto T E (41-1) es Hilbert-Schmidt si y sólo si
Z~ ¡kV < oc. donde A,, son los autovalores de T”
Las estimaciones sobre los autovalores del operador A5 (veasela primera sección) nos i,íd~
que (A5)’ es un operador Hilbert-Schmidt. En efecto, los autovalores Vkm de A5 cumiij’ a
para cada 1< > O y ni E .r, ¡m¡ > lv la siguiente estimación:
IVk,m—V’T~~iriI= 24
Mr’
y por lo tanto: a
1 1 _ IVk,mVWWT0iriI 3
a








Por lo tanto el operador (A5)1 es Hilbert-Schmidt.
u
Pasamos ahora al estudio del sistema unidimensional disipativo:
1 ~ parayE(O,1),IE (O,oc)¡ 4’~(1) =0 para tE (O, oc) a
(3.79) ~~(0) = parat E (O,oc)
[ wu+k2mr2w+w<+~b<(O) = O parat E (O,oo).
Sea A’ el operador diferencial asociado a este sistema.
Evidentemente A’ = A5 + P
4, donde P4 es el operador de proyección sobre la cuarta
componente. definido en Y.
Tearema 3.7 Las autofunciones correspondientes al operador diferencial A’ forman una
de Ries: en Y.
3.4. Sobre la propiedad de completitud de las autofunciones 67
Demostración:
Como A’ es una perturbación acotada de un operador antiadjunto AS cuya resolvente, en
u = O, es un operador Hilbert-Schmidt se deduce que las autofunciones de A’ forman un conjunto
completo en Y (vease Goberg y Krein [16],Teorema 10.1, p. 276).
Para demostrar que el conjunto de las autofunciones forman una base de Riesz en Y es
suficiente demostrar que:
(3.80) Im (» Im Cm
donde (» son los autovalores del operador (—iA’)’ (vease Ooberg y Krein [16], Teorema 4.1,
Observemos que <. = —~-— donde Ak,n son l¿s autovalores del operador A’ para lv fijo.
Ah,.
Se obtiene que la condición (3.80) se escribe:
É Re Ah,» ReAk,m <oc.
nmn!=m¡Ah,,. Ak,m12
Veamos que esta serie es finita. Primero observemos que las estimaciones para Ak,m del




De aquí se obtiene que, para m y ti suficientes grandes:





É Re Ah,,. Re Akm








fl,mfl,fl<m ti m(n —
Ahora, para la primera suma, tenemos:
É 1 001 Él
n>m (ti —
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Observación 3.17 Para lv = O se obtiene el mismo resultado razonando primero en el espacio
y0 y teniendo en cuenta que Y = y0 e y’. *
Pasamos ahora al análisis de las autofunciones del operador A. a
Teorema 3.8 El operador conservativo Ac asociado al sistema (3.1) es antiadjunto en y
con resolvente compacta. Las autofunciones que le corresponden forman una base ortogonal en
x. a
Demostracion:
Mediante un cálculo sencillo, muy parecido al del principio de la demostración del Teorema
1.1, se obtiene que Ac es antiadjunto en y que tiene resolvente compacta.
La segunda afirmación es una consecuencia directa de la teoría de los operadores autoadjuntos
con resolvente compacta.
u
Teorema 3.9 El conjunto de las autofunciones del operador A es completo en X.
Demostracion:
Sabemos que el conjunto de las autofunciones del operador A’ es una base de Riesz para
cada lv E IV. Sean (wk,»)m estas autofunciones.
Construimos ahora la doble sucesión ($k,,»)k,,,,, ~k,m = Wk,m cos lvirx.
Esta sucesión es completa en A’ y está formada por autovalores de A.
u
Observación 3.18 La posibilidad de que las autofunciones del operador A formen una base
de Riesz es un problema mucho más delicado. Por un lado, en las estimaciones que tenemos
para las autofunciones de A no utilizamos elementos de una base ortogonal. Por lo tanto estas
estimaciones no nos ofrecen informaciones titiles para responder a esta pregunta. Por otro lado; á
la utilización de criterios en los que sólamente se necesitan estimaciones de los autovalores
(como, por ejemplo, Teorema 10.1 de Goberg y Krein [16]) no es posible, ya que las estimactones
que tenemos para los autovalores Ah,,», cuando m c lv, no se muestran suficientes. El problema S
queda abierto.
3.5 Un resultado de no compacidad a
Pasamos ahora a dar una aplicación directa de los resultados obtenidos en el párrafo anterior.
Es bien sabido que en los sistemas híbridos unidimensionales el término disipativo frecuente-
mente es una perturbación compacta del operador conservativo. Esta argumento se utiliza ha-
bitualmente para demostrar el no decaimiento uniforme de las soluciones de un sistema híbrido
disipativo unidimensional (vease Rao [42]). Esto no es posible en nuestro caso donde el término S
disipativo (0,0,0, W<) es, al menos aparentemente, solamente una perturbación acotada del ope-
rador conservativo. Sin embargo, cabe preguntarse si la perturbación que produce es compacta.
Una manera rigurosa de plantear esta cuestión es la siguiente: ¿la diferencia entre el semi- S
grupo generado por el operador disipativo y el semigrupo generado por el operador conservativo
es compacta? La existencia de los autovalores (>79k encontrados en el Teorema 3.5 nos indica 1
que la respuesta es negativa. S
4
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Proposición 3.7 Sea {Sn(t)}~>o el semigrupo generado por el operador disipativo y {Sc(t)}n~o
el semnigrupo generado por el operador conservativo. Entonces, para todo t > O, la diferencia
lSD — Sc’ftt) no es un operador compacto en A’.
Demostracion:
Supoiigamos que existe un instante to > O tal que (SD — Sc)(io) sea compacta.
La Proposición 3.6 nos indica que la sucesión de las autofunciones {§~2;}k, correspondientes
a los autovalores A que tienen parte real “significativa”, converge débilmente a cero en A’ y por
lo tanto:
¡j(Sc(t0) — SD(to)»~:I¡x —.-- O cuando k —* oc.
Como es un autovalor del problema disipativo tenemos que:
= JM tO<pA:
y. por lo tanto.
(3.82) IjSc(to½\~ eM<½r¡Ix— O cuando lv—. oc.
Ahora. coimio el operador conservativo genera un grupo de isometrías tenemos que:
IISc(io)pÁ%lIx = II%~A;IIx~
. i~~r consiguiente.
([<St ¡ IYÁ¡ lix = IISc(toSsMlI.r ¡[Sc(to)~,~ — ¿Ah 0<PMI¡X + i¡S’A1¡X.
Eii el Teorema 3.5 hemos demostrado que la sucesión (>79/e tiene la propiedad de que
1 aRc >7. — ;. cuando 1< — oc y por consiguiente, existe lv, E 1V tal que PSA/e > 4 > O
para todo 1< > k
1
Obtenemos que. para todo 1 > O. existe una constante e, que depende de 1 pero no de k. tal
que:
~M — e~~e M< < 1 — E.
(oil 1 = t~ en esta última relación volvemos a (3.83) y obtenemos:
(3.54) EIkx:I¡x =¡ISc(to)s~M — e>Z o~>. ¡ X.
Observemos ahora que (3.82) y (3.84> implican que IYA%Ilx tiende a cero cuando lv tiende
al imífinito. lo que contradice el resultado de la proposición 3.6.





















Un problema de control frontera
Eno de los problemas de mayor interés práctico en este tipo de modelos es la posibilidad de
cciiirolar el nivel de ruido interior mediante la acción activa sobre la parte flexible 1’o de la
frontera. Por ejemplo, recientemente, se ha estudiado la posibilidad de controlar el sistema
iiiediaíite piezas piezocerámicas fijadas sobre esta parte (vease Banks et. al [3]).
En el presente caphulo nos proponemos estudiar la controlabilidad mediante controles que
aumían sola¡iíeíite sobre F0. La formuFación matemática exacta del problema es la siguiente:
dl;ulo T smíficieíítemente grande y un dato inicial ($0, $~, I4’~, kV’) en un espacio £ que está a
milíesí ra disposmcíon. encontrar un control /3 = /3(t, z) E H2(O,T; L





= —1¾ sobre r
0 x (0,T)Oy
(4.1) l4&~ — l4~~ + $~ = /3 sobre r0 x (0,1)
W~(O,I) = 1V~(1,t) = O para tE (0,1)
$(0) = $0, $40) — en fi
TV(O) = 14/0, W40) — kV’ sobre Fo
satisfaga las relaciones:
( $(T) = $4T) = O
(4.2) 1. W(T) = W4T) = O.
Se trata pues de controlar el sistema mediante el término /3 que representa una fuerza dis-
tribuida que actua sobre la parte flexible 1’o de la frontera. Sin embargo, este problema no
siempre se puede resolver. En efecto, integrando la primera ecuación de (4.1) en fi y utilizando
la coiidicion de continuidad de las velocidades en r0 deducimos que la cantidad:
f$tdzdu—jWdx
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Teniendo en cuenta ésto y como del punto de vista matemático es más fácil considerar dos
controles, en primer lugar abord~mos el siguiente problema: dado T suficientemente grande
y un dato inicial ($0, $1, ¡s¡O, ¡VI) en un espacio £ que está a nuestra disposición, encontrar
dos controles o = a(t,z) E L2(O,T; L2(O, 1)) y /3 = /3(t,z) E 112(O,T;L2(O, 1)), tales que la
solución del sistema:




= —Wi+o sobre r
0 x (0,1)
(4.3)
141tt — W~r + $~ = /3 sobre F
0x (O, 1)
W~(O,t) = W~(I,t) = O para tE (0,1)
$(O) = $~, $40) = $~ en fi
kV(O) — W
0, W~(O) — kV’ sobre r
0
satisfaga las relaciones:
f $(T) = $41) = O
(4.4) W(T) = W4T) = O. a
El método de resolución de este problema consiste en reducirlo a una infinidad de problemas
de control uímidimensionales, encontrar los controles necesarios en estos casos y combinarlos para a
obtener uit control del problema bidimensional (4.3).
Sin címíbargo. para asegurar la convergencia de las series de los controles unidimensionales.
en los espacios deseados, tenemos que imponer condiciones muy restrictivas sobre los datos
iniciales. Por lo tanto se va a obtener la controlabilidad de un espacio relativamente pequeño
de datos. Este resultado, no es sorprendente ya que estamos intentando controlar el sistema
actuail(lo sobre una parte relativamente pequeña de la frontera que no cumple las condiciones
geométricas establecidas en los trabajos de Bardos, Lebeau, Rauch [6](vease también Bardos
x’ Rauch [8]) y que demuestran grosso modo que, para que se pueda controlar el espacio de la
etíergía mediante controles en un espacio de Sobolev, es indispensable que los rayos de la óptica a
geométrica intersecten la región de control en un tiempo uniforme, cosa que no ocurre en este
caso.
En la primera sección estudiamos la controlabilidad del sistema unidimensional correspo’í- a
diente a (4.3). La reducción de la dimensión del sistema de dos a uno nos permite obte;.-
buenas estimaciones y demostrar la propiedad de controlabilidad en este caso.
-• En la segunda sección se hace el paso al problema bidimensional inicial y también se discute
el sentido del resultado de control.
Como decíamos al principio, del punto de vista físico, el control /3 representa una fuerza
distribuida que actua sobre la parte flexible r0 de la frontera mientras que el significado del
control o no es igual de claro. Por esta razón intentaremos eliminar este último control de la
ecuación (4.3) y resolver el problema (4.1). Este estudio se lleva a cabo en la última seccion.
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(4.5)
= cte, $~(T)= O{ W(2’)=c2= cte, W41)=O.
Las constantes c1 y c2 se determinan de manera única en función de los datos iniciales del
sisteimía (4.1).
4.1 El problema de control unidimensional
Estudiamos primero el problema de control siguiente: dado 1 suficientemente grande y un dato
inicial (W
0. ‘Ir. j0, y’) en un espacio Y, encontrar dos controles a = a(t) y /3 = /3(t), en unos
espacios que están a nuestra disposición, de forma que la solución del sistema:
— ~ + ii2ir2’I! — O
tU’) = O
= —¾ + a
l’½+ n2~2V + t(O) = /3
tO) — qi0 ~~~(O)= 11,0
1’(O) — l~0 V
1(O) =
para yE(O,1),tE(O,í)
para t E (0,1)
para tE (0,1)
para tE (O,T)
para y E (0,1)
sal isiaga las relaciones: { ‘I’(T) = ‘I’~(T) = O
V(T) = 1’~(T) = O.
()l,viaínente. los controles (a, /3) dependen del coeficiente n de la ecuación: a = a» y /3 = /3».
Siíi ellibargO. a lo largo de esta sección. como u se mantiene fijo, omitiremos el indice.
Observacion 4.1 El sistema (4.6) se obtiene buscando soluciones de (4.3,) que tengan la forma:
= ‘Ií(l.y) cosnirx, W(t,z) = V(t) cosnirx, ti E 17V.
.Vuestro argumento para resolver el problema de control bidimensional se basa en esta post-
bil¡dacI dc sc parar los variables.
Antes de empezar a estudiar el problema de control anterior tenemos que demostrar una
serie de propiedades del sistema “adjunto” de (4.6). Es lo que nos proponemos en el siguiente
párrafo.
4.1.1 Propiedades fundamentales del problema unidimensional
—I .
(4.71
E mí este párrafo estudiaremos, para u E 1V, el siguiente sistema adjunto:
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‘Pu — ‘P~ + n2r2’P — f
‘P~(1) = O
‘Pu(O) = 14











Definimos la energía asociada al sistema por:
(4.9) 4 + 4 (~v~9 + n21r2V2)
12(t) = 41’ eu2 + (111)2 + n2ir2~P2)
Observemos que. en el caso f = 0,9 = O, multiplicando la primera ecuación de (4.8) por t.
la cuarta ecuación por 14 e integrando por partes, se obtiene, al menos formalmente, quedE
= 0.
Es decir. la energía del sistema se conserva.
Consideramos ahora el espacio de energía finita correspondiente:
(4.10) Y = ¡¡‘(0,1) x L2(O, 1) x iR x IR
y en Y definimos el producto escalar:





(Y. ( ) es un espacio de Hilbert.
Observación 4.2 En el caso n = O la relación (4.11) no define un producto escalar.




f2g2dy + faga + 1494.
Definimos los siguientes operadores:
8’: ¡¡‘(0,1) x ¡¡‘(0,1) x IR x IR —* (¡¡‘(0,1))’,
= J01(4’i¡’~v + n2r2ik~)dy +w(O)
cV: H’(O, 1) x H’(O, 1) x iR x iR —. IR











(4.12) ((fÓ~(g’t, + fI =‘í)dy +
j
j
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Finalmente consideramos el operador
A’ :V(A’)c Y—~Y,
V(A1) = {(4)4w~v)E Y :¿ E H’(O,1), B’(tb,.f,w,v)E 4’ 4-’ 1L2(O, 1), y-(l) = 0, ~~«O) = VS
(4.13) A’(4’4w,v)= (—¿,s’(4),¿,w,v),—v,c’(4),¿,w,v)).
Observemos que la condición B’(4),E,w,v) E L2(O,1) implica que 4’ E ¡¡2(0,1) y, por lo
tanto. V(A1) c ¡¡2(0.1) x ¡¡‘(0.1) x IR x IR. En efecto, la condición B’(4)Á, w,v) E L2(O, 1)
implica la existencia de una función h E L2(O, 1) tal que:
rIn
híp paratoda~e¡¡’(0,1).
Si definimos ¿ = — — y) y se obtiene que:
L ~ =J¼+v»paratoda~~EH’(O,i),
lo (]lie líos indica que ~ E L2(0, 1) y por lo tanto 4’ E 112(0,1)
Las condiciones de contorno tienen sentido en y(A1) como trazas.
Si miotamnos U = (4’ E~ y. ~ y ¡¡ = (O, f. 0,9), el sistema (4.8) se escribe:
U~ + A’U = 11,
(-1.14) { U(O) = Uo
U(t) E y(A1), Vi E [O,T].
.4 continuación damos un teorema que se basa en la teoría general de los operadores maxi-
niales momiótonos y de las ecuaciones de evolución no homogéneas:
Teorema 4.1 Si A1 es el operador definido en (4.13) se tiene:
lEí op<rador A1 genera un semigrupo de contracciones en Y, notado {S’(i)}t>a.
J.Soluciones fuertes: Si U
0 E V(A’) y JI = (O, f, 0,g) E kV”’ (O, T; Y) entonces existe una
u¡ucu¡ ,%oli¡cion fuerte U de la ecuación (4.14) con las siguientes propiedades:
(4.15) U E C’([O,T],Y)nC([O,T],V(A’)).
3.Soluciones débiles: Si U0 e Y y 11 = (O, f, O,g) E L’ (O, T; Y) entonces existe una unzca
solución débil fi de la ecuación (4.14) con las propiedades:
(.1.16) U E C([O.T],Y), U(t) = S’(t)Uo + ji S’(i — sYH(s)ds.
Para dos soluciones débiles cualesquiera, U y U, se tiene la siguiente propiedad de con-
tínuidad con respecto a los datos iniciales y a los términos no homogéneos:
(4.17) U(t) — (1(1) jy=IiUo — L’o II)’ + II 11 — » IIL’(0,T;y)
S¡ JI — Ji = O la desigualdad (4.17) se convierte en una igualdad y expresa la conservación
d lo FIL rg¡a del sistema.
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Demostracion:
Consiste en demostrar que el operador A’ es maximal monótono en Y y aplicar la teoría
general de los problemas de evolución nó homogéneas (ver Cazenave y Haraux [12]). a
Para demostrar que el operador A’ es monótono evaluamos el producto escalar:
(A’ (4), ¿, iv, y), (4’, ¿, iv, y)) = ((—¿, B’(4’, ¿, iv, y), —v,C’(4), ¿, iv, y)), (4), ¿, iv, y)) = O
a
- Para demostrar que el operador es maximal consideramos (f, g, h, i) E Y y buscamos un
elemento (4’,¿, w<v) E 23(A’) tal que
a
(A + 1:1(4), ¿, iv, y) = (f, g, h, i)
lo que se reduce a encontrar 4) E 111(0,1) y iv E iR solución de:
a
(4.18) 4)~,+n2r2tk4))dy +j 4)~dy +w4)(O)=
f4)dy + j g~dy + h«0), V4) E HI(Q, 1)
1 ir2 + 1)w — 4)(O) = i + h — f(O).
La existencia de 4) E H’(O, 1) y iv E iR, solución de (4.18) resulta fácilmente aplicando el
lenía de Lax-Milgram. A continuación se obtiene que (‘P,¿,w,v) E 1.9(A’) debido a la definición
del dominio del operador.
Se obtiene así que el operador A’ es maximal y monótono en Y. Los resultados mencionados
soií consecuencias de la teoría clásica de los problemas de Cauchy no homogéneos en los espacios
de Hilbert (vease Cazenave y Haraux [12], Cap. 4). a
u
Observación 4.3 En el caso n = O el operador A’ correspondiente no es rnaximal en Y. De
la misiva manera que en el Capítulo 1, descomponemos el espacio Y en suma directa de dos
sube spacios Y = Y0 e Y’ donde:
a
Y’ = {(c,,O,c
2,O) : cí,c2 E iR}
Y {(l¡’o4¡IVtV’)EY:j 4” dy+V
0=O, V’—41(O)=O}.
En este caso la expresión (4.11) define un producto, escalar en Y0. Además, el operador A’
es maxinial monótono en y0 y todas las propiedades del Teorema 4.1 son válidas si sustituimos
Y por Y0.
4.1.2 Observahilidad (caso n ~ O)
A continuación vamos a ver un resultado de regularidad adicional que no se deduce del teorema
j
anterior, sino que se debe a la forma particular del sistema (4.8).
Teorema 4.2 Sea T > O arbitrario. Si consideramos el sistema (4.8) con los datos iniciales
(g’02P1.V0. U’) E Y y los términos no homogéneos f E L’(0,T;L2(O,1)) y g E L’(O.T). J
entonces la solución (‘¡‘.‘Pt, 1/, 1/a) correspondiente tiene la siguiente propiedad de regularidad
adicional: l~ E W2~ (O. T). J
J
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..4de más la solución satisface la siguiente estimación:
(L T +7 ((14)2 + n
4ir4V2 + n2ir2 i¡12((), t)) =
< C(n2 + 1) (ti t*~ 9’,V0, y’) íd> + II f IILI(O,T;L2(O,I)) + ¡¡9 ¡¡LI (0W))
Sip E L2(O. T), entonces V E ¡¡2(0, T) y la solución satisface:
T
J ((i/~~)2 + (V~)2 + ti4 ir4 V2 + n2r2 ‘¡¡2(0, o) =
< C(n2 + 1) (it (‘PO, ‘P% V0, y’) l} + ¡ f ¡¡LI (0,7 ;L2 (0,1)) + ti 9 11L2(0,T))
Di ambos casos C es una constante que depende de T pero que no depende ni de n ni de los
da los del .sistc ma.
Demostracion:






9rn —*g en L’(O,T) cuando m —* oc.
Ccii estos datos el Teorema 4.1 nos asegura la existencia de una solución fuerte pa.ra cada ni E
IY .(~‘T~.(4’~),. 1/rn,(Vm)t) E C1([0,T],Y)nC([O,T],V(..4’)), que cumple la siguiente ecuación
cii casi todo punto:
(‘Pm)tt — (‘Pm)yy + n2ir2’Pm = O
(‘¡‘m)y(1) = O
(‘Pm)v(0) = (Vm)i
(Vm)tt + tl2ir2Vm — (4’m)dO) = O
‘Pu,(0) — ‘PO (‘Pm)É(O) =
para yE(O,1),tE(0,T)
para 1 E (O,T)
para IE(O,T)
para t E (O, T)
para y E (0,1)
1’m(O) — yo (Vm)t(O) = sobre r
0.
A continuación obtenemos estimaciones para estas soluciones, aplicando técnicas de multi-
plicadores (ver Lions [29] y Komornik (26)). Multiplicamos la primera ecuación de (4.21) por




(ji1 — Y)(’Pm)y = 1711 ((‘Prnht — (‘Pm)yy + n2r2’P) (1 Y)(’Prn)y —
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— ji (‘Pm)t(l — Y)(’Pm)j, T !VII — y) (((‘Pm)t)2 22~ = --
= ¡ — — (1 + ((4’
m)~V —~n.ir--(tr-
— ~JTJI ( + ((4’mV9 — n27r2011 )2) —
1 ¡2’ (1— y) (((4’m)t)2 + ((‘Pm)y)2 — fl27r2(’P~)2)
Resulta que: J
IT ¿ 1
2] (((‘Pm)i)2 + ((4’m)v)2 — n2r2(4’m)2) (O) = — (‘Pm)É(1 — y)(’Pm)v +(4.22) T ~,.1 ((eI’in)tV + ((‘Pm))2 — n21r2(’P )2) + ji ji f(1 — Y)(’Prn)y.
El seguiído miembro de (4.22) tiene sentido también para soluciones débiles que pertenecen
a C([O.T].Y) si f E L’(O,T; L2(0, 1)). Como además ‘P E C([O.T],¡¡’(O. 1)), pasando al límite
cmi (4.22). obtenemos: ¡ (‘P
tg(O) < oc.
Ahora. como de la ecuación sobre r0 se deduce que l4~ = g — n
2ir2V + ‘Pj( . .0), se obtiene
que 1< E íW’ (O, T) si g E L’(O. T) y 1/ E ¡¡2(0, T) 5’ 9 E L2(O, T).
Observación 4.4 La estructura particular del problema hace que 1/ sea más regular de lo que
teníamos inicialmente. En efecto, el resultado anterior nos asegura que 1/ E ¡172í(Q~ T) mientras
que del Teorema 4.1 sabíamos sólo que 1/ E C’[0,T]. a
De la demostración se deducen otros resultados de regularidad adicional como, por ejemplo.
‘¿‘4. 0) 6 It11 si j/~ E ¡172.1 y ‘P~(~ ,O)E 11’ siVE¡¡2.
Pasarnos ahora a. obtener las estimaciones de la norma.
Volveixios a considerar la relación (4.22) y pasamos al límite cuando m tiende a infinito. Se jobtieííe que:
~ ¡2’ (~yz + (4’~)2 — fl2r2’P2) (0) = 1 ¡2’f ((t9 + (‘P~)2 — n2ff2’P2) —
— ji ‘P~(l — y)’P
9 + J2’J’ f(1 — y)4’~ c ~ J~2’¡~ ((‘41)2+ (4’~)2 — n2r2’P2) +
~t “2 2” ~~---~2 f2’~
2 Jo “ o (I’Í’P\2~~u~.ñ + t> + ~J’~ + ~ (T) +] (fi kJÚ~’) ~
~ ¡T¡I ((‘Pñ2 + (4’)2 + n2xr2’P2) + í’Plííg«
0T1L2) + ~II’Pl~iIg([O,T1,L2)+ IIfIILl(O,T;L2) = J
~ (Il’PtIl~(lo,Tl,L2) + II’¡¡FI~([oT]H’) + n
27r2II4’II~([o,n,L2> + iIfIIb(OrL2)) . J
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3 i ji 2’ ( + (‘P)2 + n2ir2’P2) (O)
3 T ‘~ (¡¡tn¾[O,fl,L2 + (2n2r2 + 1)II4’tIg([O~HI> + nr lI’PlIc(to,TI,L2) + lIf[ILI(OT.L2))
(2n2r2 + 1)
(
2 T +4) (u¡ (‘PO g4, ~0, y’) II} + II f ‘IL’ (0,2’ 1?(0,1)) + g IL’ (02’>)
Por otro lado, como 14~ = g — r¿2 ir2V + t( . , O) y 14 = ‘1t~(0), se obtiene:
¡ (¡2’ 114t1) + ¡2’ (<v~g + n4ir4V2) + n2,r2 ji ‘P2(O) =
u =(¡7j — n2ir2V — t(O)~) + ¡2’ + ji (n4ir4V2) + n2ir2ji .112(0) =
¡ <2(T+ 1) ((¡n9~)2 + ji2’ (n2ir2V)2 + ¡2’ (<y~>~~ + (‘P)2 + n2r2’P2) (O))1 Resulta que:¡ + ji (<i<>~ + n4 ir4y2 + n2ir2’P2(0 1))
¡ =(2n2ir2 + 1)(T+ 1)(T+ 4) (u (‘PO ‘P’,V~, 1/’) j¡} + II f IILI(O,T;L2) + 119 IlE’ (0,2’))
De una manera similar se obtiene la desigualdad en el caso y E L2{O, T).
• u
Teorema 4.3 (La desigualdad inversa): Si T > 2 es arbitrario, para cualquier dato inicial¡ (‘PO, ~pl 1/0,1/1) en Y, la solución débil (‘P,t, 1/, 14) del problema homogéneo satisface:
¡ (4.23) [¡(‘Pa ‘P’ 1/0v1)[¡;, < 2e2~» {ji ((vt~)2 + (1/)2 + n4r4V2 +
Demostracion:3 Definimos el funcional:
3 (4.24) 0(y) = ~ ¡ ((‘P)2 + (4’)2 + n2r2~P2) (t,y) dt.
¡ Observamos que:
(4.25) 0(0) = ji ((‘P~V + (iP,,)2 + n2ir24’2) (O).E Calculamos la derivada de 0:
¡
u
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+ 1P¿Wty + n2r2gflp,,)











+ (4’02 + n2r2~p2)
<2n
2ir2 j2’~.” + 4’~4’~ ~
3/ 2>3
a
+ (‘Tt~)2 + n2r2’P2)




(3(y) =e2~G(0) para todo y E (0,1).
Integrando la desigualdad precedente en (0,1) se obtiene que:
+ (4’,,)2 + n2ir2xP2) <~e2n~rji
ji
1j2’—1 (~~g
+ (‘U2 + n3w2iP2) < 12’
0 1~
+ (4’)2 + ~2r24’2) (t, 0),





I (q¡)2 + n2ir2Q) <e2nlr ¡2’ + (4’,,)2 + n2r2’P2) (t,O).
Sumando en los dos términos de la última desigualdad la cantidad
¡T.4 ((14)2 + n2~r2V2)
y teniendo en cuenta la conservación de la energía se obtiene:
(T —2) (ji’ ((iP1)2 + ((‘P0),,)2 + n2r2(iPo)2) + (y’)2 +n2
1r2(VO)2) ~
=j2’-~~ (wo~ + n2ir2V2) + e2~’ ¡2’ + (~P,,)2 + n%r2lP2) (t,O).
Usando ahora las relaciones que se cumplen sobre la frontera obtenemos:
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=[-1
(T —2) (ji’ ((*1)2 + ((4’O))2 + n2r2(4’o)2) + (y’)2 + fl2~2(vO)2)
((14)2 + n%r2V2) + ¿nr { ¡(14 + n2ir2V)2 + ¡(14)2 + n%r2 ji ‘P2(t, O)} =
< e2””~ {jiT (2(v~t)2 + (14)2 + 2(n2~r2V)2 + n2ir2 ‘P2(t,0))}
de donde resulta la estimación deseada.
u
Observación 4.5 En la demostración del teorema precedente hemos utilizado un método uni-
dimensional para obtener estimaciones de energía que consiste en invertir el papel de las variables
espacio-tiempo.
A continuacion consideramos e > O tal que 4c < T.
Definimos una función p E C¶0,T], O =p =1 con la propiedad de que:
(4.27) p(t) = f 1 sitE (2c,T — 2c)
O si te (O,c)U(T—c,T).
Del Teorema 4.2 deducimos que, para todo 1 > 2c, tenemos:
(4.28) jiT g ((½~g+ (149 + nSr4V2 + n2r2 52(0, o) =
=O (u (sO, 1111, y0, y’) ~¡,+ f IIL~(O,T;L2(0,1)) + 119 11L2(0 2’))
Con la misma demostración que en el Teorema 4.3 obtenemos que, para todo 1> 2 + 2e, se
cumple la siguiente desigualdad:
II(’Pt4’1,1/017I)¡I} =
~~L»~E {¡2’ 2 ((14)2 + (14)2 + n4ir4V2 + n¾r2*2(0,0) }.(4.29)
4.1.3 Observabilidad (caso n = O)
En el caso u = O el sistema (4.8) se escribe
— ‘41,,,, = f
= O
= 14







‘4140) = ‘41’ para
14(0) = y’.
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Definimos la energía asociada al sistema por:
(4.31> E(t) = ((5)2 + (~,,)2’~ dy + 1(14)2,
2 Jo ‘ 2
y observamos que también se conserva.
Sin embargo, la energía definida por (4.31) no es coercitiva y la expresión (4.11) no define un
producto escalar en Y. Para obtener la controlabilidad del sistema en este caso algunas de las
desigualdades obtenidas necesitan ligeras modificaciones. El objetivo de este párrafo es describir
los cambios que este caso especial supone.
En primer lugar definimos el producto escalar en Y por:
((fi, 12, fa, f.í), (91,92,93,94))
(4.32) = ji’ ~ + ~ 91) dy + 1292 dy + faca + ~
Definimos también el siguiente subespacio Y0 de Y por: S
(4.33) Y0 = {(4sE~w,v) E Y: J Edy+w =0, y — 4’(0) = ol,
o a
en el que la energía (4.9) es coercitiva incluso si u = O y la relación (4.11) define un producto
escalar equivalente al definido por (4.12).
En el espacio Y0 el operador diferencial A’, asociado al sistema (4.30), es maximal monótono a
y se cumplen todas las propiedades del Teorema 4.1.
Por lo tanto tenemos bien definidas todas las soluciones que tienen como dato inicial un
elemento de Y0 y además conocemos sus propiedades.
Ahora, si el dato inicial del sistema U
0 = (50,51, V
0, y’) no pertenece a Y0, sino que
—lb.-’¡1 5’ dy+1/0=cí, V a
observamos que ¿Yo = (~Í%~~l,Vo,Í7í) = (4’O+c2,~’Pí,VO~cI,V1) pertenece aY0. Notamos por
(4’, y) la solución correspondiente a este dato inicial. Se obtiene que la solución ($, 4’~, W, Wc),
correspondiente al dato inicial Uo, se puede descomponer de la siguiente manera:
~ W Wj) = (‘1’, ‘ÍJt, V, 14) + (—e
2, O, ei, O),
donde la primera componente permanece en Y
0 mientras que la segunda se mantiene constante
en el tiempo.
~11Teorema 4.4 Sea T > 2 es arbitrario. Si consideramos el sistema (4.30) con los datos iniciales
E 3> y los términos no homogéneos f E L’(0,T;13(O,i)) y y E L2(O,T), la
solución (4’, ‘Pc, y, 14) correspondiente satisface:
(4.34) .cc (ti (tpO, ~2’ ((14)2 + (14)2 + y2 + 52(0,1)) .
_ ‘1”,1/0, y’) Id> + II 1 IILI(O,T;L2(O,i)> + II ~11L2<O,T)) a
Si además f = O y y = O entonces:
(4.35) ¡¡(50, 4’í,VO,V~)¡¡} =c{¡2’ ((14)2 + (14)2 ±v2+ 1412(O,t))}.
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Demostración:
Demostramos primero la desigualdad (4.33).
Tal y como mencionabamos al principio de este párrafo, el operador A’ no es maximal
monótono en el espacio Y y por lo tanto no genera un semigrupo de contracciones. En este caso
la desigualdad (4.16) no es válida. Sin embargo, el operador A’ genera un semigrupo fuertemente
continuo en Y y, por lo tanto, la siguiente variante de la desigualdad (4.16) es válida:
(4.35) ¡U(t)¡¡y =c,flU0¡¡ + c2jIffIInl(or;y), Vt E [O,T],
donde c1 y c2 son dos constantes que sólo dependen de T.
Teniendo en cuenta esto, podemos seguir los pasos del Teorema 4.2 y deducir que:
(4.36)ji ((14~)2 + (14)2) =e (ji (~O, ~ y0 y’) ¡¡>~ + 1 ¡Li (0,2’ ;L2(0,1)) + ji 9 11L2(O,T>)
para todo dato inicial (tpO,4’1,yO,y1) E Y, fE L’(O,T;L2(0,1))yg E L’(O,T)
Sin embargo, como tenemos que:
¡2’ (1/2 + ‘P2(o,t)) =cf’ ¡¡(*51/14) ¡~,=
=c (jí (iI¡O, ff11, 1/0,1/1) ji;, + ¡¡ í IILI(O,T;L2(O,1)) + II g 11L2(O,T))
se obtiene la relación (4.33).
Pasamos ahora a demostrar la segunda desigualdad (4.34).
Para datos (50, *1,1/0,1/1) en Y0, siguiendo los pasos del Teorema 4.3, se obtiene:
(4.37) j(4’0,4”,1/0,V’)jd>~ =c{ ¡2’ ((vt¿v±(v02)}
Como además el producto escalar en es equivalente al producto escalar en Y resulta que:
(4.38) ¡¡(‘PO, s~ i¡0, 1/’)i¡;, =e {ji2’ ((14)2 + (14)2 + y2 + 52(0 t))}
En el caso que U
0 — (‘PO *1,1/0,1/1) «YO si
ji’ 4” dy + yo = ~,, yI — SO(O) =
consideramos Ú0 = (‘0,”,V’tV’) = (4’0 + c2,4’1,1/0 — cí,V’) E 3>0 y la solución de (4.30)correspondiente, (ffi,1/). Para esta solución, aplicando la relación (4.38), tenemos:
(4.39) ¡¡(tpO, qí’, y0, v’)j¡;, =e {¡2’ ((g~)2 + (14)2 + +
Se obtiene finalmente que la solución (4’, V) satisface:
jj(4’0, ~11/O V’)¡l;, =2 (¡j(~O, rl y6 ~‘)Id>+ (c,)2 + (c2)2) =
<2Cji + (14)2 + (V — cí)2 + (‘41 + c2)
2(O, t>) + 4(cí)2 + 4(c
2)
2 =
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T
=2C¡ (j½tV+ (14)2 + y2 + ~P2(0,t)) + C’((ci? + (c2)2).
Como además tenemos que:
= ji ‘I’dt) dy + V@) => (c,)2 =2 (¡j’P~¡lL2(0,> + 1/2) ~ 2 (¡2’ ((14)2 + (14)2 +
= 14(t) + 5(0, t) !=-(c2)
2 =2 ((V~)2 + 52(0, t))
se deduce (4.35).
u
Las desigualdades obtenidas en el teorema anterior nos permiten resolver el problema de
control también en el caso u = 0.
4.1.4 Controlabilidad
Estamos ahora en las condiciones necesarias para poder estudiar el problema de
enunciado al principio de esta sección.
controlabilidad
Teorema 4.5 Supongamos que u E 1V y T> 2 arbitrario. Para cualquier dato inicial
E Y’ = É2(o,1) x (H’(O,1))’x IR x iR,
tal que ‘P~ sea continua en y = O, existen dos controles de soporte compacto
/3 E 112(0,T) tales que la solución del sistema:
*tt — 111,,,, + n2w2* = O
‘P,,(1) = O




½t+ n2r21/ + *~(O) = /3 para tE (0,T)
‘P(0) = i410, 4’(O)—S’ para yE (0,1)
1/(0) = 1/e”, 14(0) =
definida por transposición, satisfaga las relaciones:{ ‘41(T) = ‘414T) = o
1/(T) = 14(1) = O.
á
a
Observación 4.6 Al final de esta sección veremos en que sentido se verifica tanto la ecuaczon
(4.4 1) como las condiciones (4.42). ~~1
Demostración:
Aplicamos el método de H.U.M. (ver Lions [29])apoyandonos en los dos resultados demostra-
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Etapa 1: Como T > 2 existe E > 0 tal que T > 2 t 2~ y consideramos una función p con las 
propiedades (4.27). Resolvemos el problema. homogéneo siguiente: 
1;z - Y 
Y,(l) =‘8 
+ n2a2Y = 0 pa,ra y E (0, l), t E (0, T) 
para t E (0,T) 
yy = % para t E (0,T) 
(4.12) U** t nwu - Y,(O) = 0 para t E (0,T) 
Y(0) = YO, Y*(O) = Y’ para y E (0,l) 
u(0) = 9, u*(O) = u’ 
COT, datos iniciales en D(d’). 
La desigualdad (4.29) nos asegura que 
Drfillirnos el espacio hilbertiano 3 como la completación de D(d’) con respecto a, la norma 
/l jl:r. Las desigualdades (4.28) y (4.29) nos indican que 
(4.-I-1) 3 = y = H’(O1 1) x P(O, 1) x l?¿ x m 
“ por lo tanto: 
(-l.-G) 3’ = Y’ = P(O, 1) x (H’(O,l))’ x 1R x lR, 
algebraica y ropológicamente. 
En el caso n = 0 se considerará: 
qw. según hemos vist.o en el párrafo a,nterior> define una norma. en 3 = Y. 
Etapa 2: Consideramos ahora el problema retrógrado: 
f-l.1 
’ **r-s! YY +n2n2*=o si (Y>O E (0,l) x (0,T) 
*JI) = 0 si t E (0,T) 
SfJO) = -v, + mpY(0) si 1 E (0, T) 
bit + n*a*v + gt(o) = 
= -$(purt)t $pu+n2n*pu si t E (0,T) 
lu(T)=O, iP&r)=O si y E (0,l) 
i V(T) = 0, V,(T) = 0 
dZ 
donde las derivadas z y $ son derivadas distribucionales. 
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Observamos que 13 = -~(~~t)f~(~‘~*)-n~ñZp, E K2(o,T)ya =napY(o).~-L~(o;T-)- -. 
- -- 
y que ambas tienen soporte compacto. 
En el caso R = 0 se considera: 
Q =Pl’(o)E L2(iT), ii= -$(P”It)+$(Pul)-puE H-,2(0,7-). 
Definimos la,s soluciones de @.$7).usandp el método de tra,nspo@ión .(v+er Lions [29]). 
Sean (I”,E’,Co,C1) E W@) Y Ct,&,f,Ct) 1 a solución del problema no hpmogéneo: 
Ett - Euv + n2r2t = f para y E (0, l), t E (0,T)’ 
L(l) = 0 para t E (0,T) ‘, 
&m = Ct para tE(O,T).;’ 
’ 
(4.48) <tt.t n2s2c -{t(O) = g ,para t E (0,T) 
,, 
C(O) = t”> CdO) = c’ Para Y E lO,l) 
C(O) = co, ctp) = c’ 
donde f E L’(0. T; L2(0, 1)) y g E L’(0, T). 
Observamos que el problemas (4.48) se puede escribir como: 
(4.49) 
,- {, 
Zt td’Z = H E L’(O,T;Y) 
,. / 
, Z(O).= (c”,c’,co,c’) 5 Y 
donde d’ viene dado por (4.13), Z = (f,&,(,Ct) y H = (O,f,O,g). 
El problema, (4.48) tiene una única solución con todas las propiedades del Teorema 4.1-y las 
propiedades de regularidad adicional demostradas en el Teorema 4.2. Además, se cumplen las 
desigualdades (4.28) y (4.29):~ . 
-1 continuación nos proponemos definir las soluciones del sistema (4.47) con la ayuda de la 
soluciót~ (C. (;) de (4.~48). Si multiplicamos la primera ecuación de (4.47,) por [ e integramos por 
partes eu (0. T) x (0,l) se obtiene: /.,. 
Se deduce que: ,, -~. 
(4.50) J=Jhf -jo'(~,io)~o'z'~(o)t) 7 ~=(vtc(o)tb(o)ct) = R~~JI=,~Y<(o). " 0 
Xlultiplicanos la última ecuación de:(4.47) por C e integramos por partes en (0, T): 
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/ 
T T 
+ '..(iu + n*ñ*o + Pd- VG,) 0 
= JT %(O)C-i JT V(g t É*(O)) - v*(o)(o + V(O)(,. 
0 0 0 
Se obt,iene: 
(4.51) 
Restando las relaciones (4.50) y (4.51) resulta: 
Sr deduce que las soluciones regulares de (4.47) cumplen: 
f .. 
(Q 1 ) E L3-(O:T;LZ(O,l)) x P(O,T), 
JI'S,' f‘u - /,'YV t (-*do) t 6ov(0),~o)(HI)',Hl t (JIf‘(o),cl)L2+ 
(4.X) < 
+(1;(o) t ~(O:O))~o - V(OK1 =J,' ( p %t c 11 t ut(t t n**w t ~~ wK(o)) f 
I v’f E L’(O.RL*(O,l)):~g E L.*(o,T),v(Co,~l,~o,G) E Y 
<I«II~P E,, es la delta de Dirac en z = 0. 
Adoptan~os (4.53) como definición de lay solución de (4.47) en el sentido de transposición. 
Tapemos el siguiente resultado de existencia y unicidad de soluciones: 
Lema 4.1 El probltma (4.47) I iene una único solución (‘u, V) E C([O,T],L*(O, 1)) x Lz(O, T) 
que orifico lo ecuación en el siguiente sentido: existen unas únicas funciones po E L’(0, l), 
m E (H’(O. 1))‘: ~‘0 E Jl Y PI E IR kh ve, pora t& (~o,CI,SO,G) E Y, f E L’(O,T;L*(O, 1)) 
y g E LZ(0.T). tengamos 
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Demostracion:




es una forma lineal de L’(O,T; 0(0,1)) x
Además, esta forma lineal es continua:
>0 (u¿1u + u1(~ + n
27r2u( + nr Y(0R(O))
L2(O, 7’) x Y en IR.
+ji(y 2’ jp ujj¡<tj + n2~r2 ¡2’ + nr ¡2’12







+ (¡2’ 2) ~ (¡2’
< C2jj(Yo, Y,, u
0. u~)Ijy (¡j(¿oÁixo, <i)lly + jifjjL1(a,2’;c2(o,~)) + ¡lgjjL2(O.T))
ya que. debido a la relación (4.43), tenemos que
,mix { (¡2’ n2>r2 (¡2’ p2ju12) ~ nr (ji2’p2¡Y<O)j2)
=II(Yo,Y,,uo,uí)IIr,
y adeíí,ás. por la relación (4.20),
+ (¡2’ ~1i~)~ + (¡2’ <j2)~ (¡2’
=(lI(Eo~&~ (o, (í)¡jy + lIfllLl(o,u’;L2(o,í)) + 1I9I1L2(O,T))
La aplicación (4.55) pertenece al dual de L’(0,T;L
2(O, 1)) x 0(0,7’) x Y y por lo tanto
existen unas únicas funciones:




con la propiedad de que:
¡ji 2’f’P — ji gV+ <PI,¿0>(HI)’,HI +(pO,¿,)L2 +¡¡í(o+¡¡o<1 =
-¡2’




p (uit(tt + ut<t + n4r4u< + n2,r2 Y(0)¿(O)) =
en2r2(
jiTp2juI2j (ji2’ 1.2






Vf E L’(O,T; 0(0.1)), Vgs 0(0,7’), V(¿o,¿,,(o,<~) E Y.
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Por un proceso de regularización podemos ver que ‘41 E C([O,T], 13(0,1)). También se puede
ver que si los datos no homogéneos a y i~ son muy regulares obtenemos una solución clásica del
problema (4.47) que va a verificar (4.54). Vamos a probar estas dos afirmaciones.
Consideramos dos sucesiones:
(am)m=oc 73(0,7’), Bm am = a = nirp Y(O) en L2(O,T)
uir pu(fim),n=oc 73(0,7’), lim i~m = /3 = ——j(puu) + — 22 en 1fl2(O, 7’),rn-’oo di
ya que 73(0,7’) es denso en 11—2(0,7’).
Mediante un cambio de incógnita, intentamos transformar la condición de contorno no ho-
mogénea en x = O en una homogénea. Tenemos en cuenta que la dimensión es uno, lo que nos
permite un cálculo explicito.
Sea (‘Pm, Vm) la solución del sistema:
— (‘1’n.)~~ + n%r2(t,.) =





2ir2(V,~) — (‘~‘m)í(O) = /3m
‘I’m(7’) = O, (t~)
1c:T) = O
V,,1(T) = O, (Vm)t(T) = O.
E (0,7’)
para y E (0,1)
/3~ 673(0,7’) y (Yi y) (am)te — a~ + ~2 2 y) a,,, E V((O,T), L
2(O, 1))
resulta, aplicando los resultados del Teorema 4.1, que la
uníca:
ecuacion (4.57) tiene una solución fuerte
(‘41m,V,n) E C([0,7’],H2(0,1) >< iR) nc’([O,fl,H’(o,i) x IR) n&([O,T],L2(O, 1) x IR).
Para volver al sistema inicial, definimos las funciones:
= sm — (ú — y) a,,, y Vn. = Vn..
Evidentemente, tenemos que





y (‘Pn., Vn.) verifica el sistema:
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- (Sn.),,,, + n2w24’~ = O(‘P,n),,(1) = O
(Wn.),,(O) = (Vn.)t + a,-,,
(Vn.)~~ + n2r2V,,, — (Sn.)~(O) = /3n.
‘Pn.(T) = O, (4’n. MT) = O







Resulta que (4’~, Vn.) es una solución clásica de (4.48) en el caso de controles regulares,
(4’~, Vn.) E C([O, 7’];L2(O, 1) x iR).
La relación (4.57) nos indica que, si (‘41, 1/) es la solución, entonces:
jiTIO’
f4’ =C (IIaIjL2(o,T) + Ij.011H2(O,T)) IIfIILl(o,T;L2(o,ln,
2’ji gV =c (IIa¡1L2(ox) + 1113¡LH—2(ox)) II9IIL2(O,T),
de donde se obtiene que:
tISIILoo(0,T;L2(O,I» =c (ijaijL.~ox> + IIIIIIH—2(o,n)
IIVjIv(ar) =C (iia¡[p<o,r~ + II/3jIH—2(o,r>)
Las últimas dos desigualdades implican que:
(Sn., Vn.) —> (Y, 1/) en L¶O, 7’; L2(O, 1)) x L2(O, 7’)
donde (4’, 1/) es la solución de (4.55). De aquí resulta que 5 E C([0,T], 13(0,1)).
u
Observación 4.7 Por definición, el par (4’, V) encontrado en el lema anterior es la solución de
la ecuación (4.48). Implicitamente se considera que si (4’, V) es la solución de (4.55) entonces
5(7’) = 541) = 0, V(T) = 14(7’) = O, aunque estas cantidades no siempre están bien
definidas. Vamos a ver a continuación qué cantidades tienen efectivamente sentido en el caso
de soluciones débiles.
Si en la ezpresión (4.55) hacemos f = 0, g = 0, p~ = O, Mo = O se obtiene que:
<>0I,¿o>(H1)’,H’ = </3~0 + (a,Y(0))
de donde se deduce que:
I<pí,Eo>I =C(II/311
11—2 + IIaILv)IIEoIIHl, V¿o E ¡¡‘(0,1).
Obtenemos que:
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Volviendo ahora al proceso de regularización presentado en el lema anterior obtenemos que:
Hm (—(4’n.)~(O) + (Vn.)(O)6o) = p’, en (11’(O, 1))’.
De una manera similar se puede deducir que:
Hm *n.(O) = Po, en L2(O, 1),
lim Vn.(O) = —¡¡o, en IR,
m—.oo
lim(—(Vn.)¿(O) — ‘Pn.(O, O)) = $i, en IR.
Las ultimas relaciones nos indican que las cantidades (Po, Pi, ¡¡o, sí) son las “trazas» de
(*, —‘Pa + 6
0V, -IJ,W(0) + 14) en 1 = O aunque no siempre podemos dar sentido a cada una de
las componentes por separado.
Observación 4.8 Observemos que, si regularizamos los datos iniciales (Yo, Y~ , u0, u,) del prob-
lema (4.42), los controles a y /3 se regularizan y la solución del sistema (4.4 7) puede llegar a
ser incluso una solución clásica. Esta es la consecuencia de la utilización de la funciónp en la
construcción de los controles.
Observación 4.9 Tenenos que 1/ E L
2(O,7’). Si ~u E L~(O,T), (cosa que en general, si
(Yo,Y,,uo,u,) E Y, no ocurre pero que es cierta para (Wo,4’
1,uo,u1) E 73(Aí)), se deduce que
la forma lineal (4.55) es continua en L’(O,T;L
2(0,1)) x L’(O,T) x Y. Bajo esta hipótesis s
deduce 1/ E L~(O,T) y a continuación que V e C[O,T] si además u~ E C[O,T].
En el caso u = O cambiando adecuadamente los controles a y fi, se obtiene un resultado
similar.
Procedemos ahora a concluir la prueba del Teorema 4.5. Para esto definimos el operador{ A : LP —* LP’(4.59) A(Yo,Y~,uo,u,) = (pO,pí,Í’o,Í’i)
donde Po, pi, ¿‘o, pi vienen dadas por (4.54).
El operador A define un producto escalar en LP = Y de la siguiente manera:
(4.60) ((fl,f2,fa,f4), (gi,92,ga,g4)Yr = <A(f~,f
2,f3,f4), (9’,92,Ña,g4)>ysy.
Resulta de aqui que
A : LP —* LP’
es un isomorfismo.
En primer lugar, el operador es inyectivo ya que, debido a su definición, tenemos:
(A(Yo, Y1, uo, u,), (Yo, Y1, uo, uj)>y¡1y = ¡¡(Yo, Y1, ito, u~)¡¡3r.
El operador A también es sobreyectivo. En efecto, puesto que A define un producto escalar
en LP, podemos aplicar el Teorema de representación de Riesz, resultando que, para todo U* en
LP’, existe un único U en LP tal que AU =
Como A es un isomorfismo resulta que:
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(4.62) para todo (Po, pi, ¡¡o, ¡¡u) cF’ existe un único (Yo,Y,,uo,u,) E Y tal que
A(Yo,Y,,uo, u,) (Po, pi, ¡¡o,
Este resultado proporciona la propiedad de controlabilidad que estabamos estudiando ya
que, a cada dato inicial (4’% *‘ 1/0,1/1) E Y’, tal que ~pOsea continua en y = 0, le corresponde
un elemento (po, pi, ¡‘o, ,~‘) — (4’O,51±So1/0 v4’o(o)±1/1) C Y’ que, medianteeloperador
A nos da el control necesario.
u
Observación 4.10 Observamos que, de la misma manera que hemos obtenido la interpretación
de los datos iniciales (pa, p~,po,p~) en la Observación 4.7, se puede deducir la interpretación de
(5(1), —4’~(t) + 6oV(t), —V(t), 5(1,0) + 14(1) para cada valor de t =0, aunque no cada una de
las cantidades que aparecen tienen sentido por separado. Estas son las cantidades que realmente
controlamos en el momento 7’, ya que, de la formulación del problema por transposición, se
deduce que:
=0
(4.63) 3 —4’d7’) + boV(T) = o
1 —1/(7’) =0
1. ‘I’(T,O)-i- 14(7’) =0.
Observación 4.11 Por la definición del operador A tenemos que:
j(Yo, Y,, ~o, u,)jj} = <A(Yo, Y,, u0, u,), (Yo, Y,, u0, uí)> =
2
= <(Po, Pi, ¡‘o, ¡¡í), (Yo, Y1, no, ui)>y’,y =¡¡(Po, P’~ J~o, ¡¡,)j¡y:¡j(Yo, Y,, u0, u1)I¡y.
Aplicando ahora la desigualdad inversa (4.23) resulta que:
¡¡(Yo, Y,, ito, u,)j¡3. =¡(Po, Pi, ¡¡o, ¡‘~ )j¡y’j¡(Yo, Y,, no, u,)j¡y <
2enr
7’—2—2cSe deduce que:
2e~’(4.64) ¡¡(Yo, Y,, u0, ui)¡¡3- < ¡j(po, Pi, ¡¡o, ¡‘,)j¡y’.
— T—2—2e
Esta desigualdad será titil en la siguiente sección, cuando estudiaremos la controlabilidad del
problema bidimensional.
4.2 El problema de control bidimensional
Nos proponemos ahora estudiar el problema de control siguiente: dado 7’ suficientemente grande
y un dato inicial (~O ql w
0, W’) en un espacio E que está a nuestra disposición, encontrar dos








__ — W~+a sobre r0x(O,7’)
(4.64) ~ sobre r0x(O,7’)
W~(O,t) = l’V1(1,t) = O para tE (0,7’)
5(0) = so, $~(O) — 5’ en fi
= W
0, ¡14(0) = W’ sobre r0
satisfaga las relaciones:
(4.65) { 5(7’) = $~(7’) = O
W(7’) = 14S(7’) = O.
La idea para la resolución de este problema consiste en reducirlo a una infinidad de problemas
de control uíiidirnensionales del tipo estudiado anteriormente, encontrar los controles necesarios y
co,i,bi,iarlos para obtener el control del problema (4.64). Sin embargo, para tener la convergencia
<‘mm Horma de la serie obtenida tenemos que imponer condiciones muy fuertes sobre los datos
,imiciales. lo cual es consistente con los resultados de Bardos, Lebeau y Rauch [6] que indican
miu la ec,,acidn de ondas no se puede controlar en el espacio de la energía mediantes coiitroles
regulares localizados en r0.
Sea ahora un dato inicial (st 5’ j410 W’) E X = ¡¡‘(fi) x L2(fi) x 11’(1’o) x 13(l’o) con elsi”uieiíte desarrollo en serie (las convergencias tendrán lugar en los espacios correspondientes):
e,
$0 = ~ $~ cos nirz $~ — EX
0 $~ cos nirx,
(4.66) 1v
0 = ~ cosnirx, w’ = ~~
0l’V,~ cosnirx.
Imíl roducimnos ahora las siguientes notaciones:
(4.671 = 5~. 4.= —s~+¿0w,7, ¡‘2= —wt í4 =$2(O)+W,.
demude ¿~ es la delta de Dirac en x = 0.
Como (57. ~ H’~• l4’~) E ¡¡‘(0,1) x 13(0,1) >c IR x IR, se obtiene que:
(p2,p,Up2q4) E Y4. = LP~ = L
2(O,1) x (¡¡‘(O, 1))’x IR x .1k.
Los espacios Y~
1 son todos iguales pero se diferencian por la norma que se define en cada uno
x q~~e viene dada por el producto escalar (4.11). También, los espacios LP~ sólo se diferencian
por la norma que viene dada por la fórmula (4.43).
Teorema 4.6 Para 7’> 2 y un dato ($0,41, W
0,W’) en el espacio E definido por:
00
8= {($O $1 VV0 W’)E X: ~e2~’j¡(p~,p,,¡¡~,4jjj» <
n=1
ex,sten das controles o = a(t. x) E L2(O. 7’; 13(0,1)) y O = /3 E 112(O,T; 13(0,1)) tales que la
sulucicir, <leí sistema (4.64) satisface las condiciones (4.65,).
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Demostracion:
Consideramos, para cada n E 1V, el problema de control siguiente: dado 7’ suficientemente
grande y el dato inicial ($~ ,$~, W,~, Wfl en el espacioY — ¡¡‘(O 1)xL2(O, 1)xiRxlRencontrar
dos controles a, = an(t) y /3,, = /3,,(t), en unos espacios que están á nuestra disposición. de
forma que la solución del sistema:
(4.68)
— S~ + n2ir2lP — O
‘¡‘di) = O
= —14+0,,
14~ + n2ir2V + 4’~(O) = /3,,
5(0) — ~0 Sa(O) =








*(7’) = *~(T) = O{ V(7’) = 14(7’) = O
En el Teorema 4.5 vimos que este problema admite, para cada n E kV, dos controles
a,, E L2(O,7’) y /3,, E
con los cuales la solución (4’,,, 1/,,) de (4.68), definida por (4.54), satisface
Además, teníamos un valor explícito de estos controles:
= nirpY,«O) y /3,, =









1(O) = O para
Y(O) = y,?, Y(O) — Y1 para y E (0,1)









con datos iniciales (Y,%Y,flu?,u~) únicamente determinados mediante (4.61).
~ Observemos que, en el caso n = O tenemos que hacer las modificaciones necesarias indicadas
en el problema unidimensional correspondiente. Los controles serán
= pYo(O) y /3o = d2
—~(p (uo)íg) + — pu
0,
donde (Yo. yo) vienen dados por el sistema (4.70) con n = 0.
(‘onsideramos ahora las expresiones:
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00 00
13 = >3/3d cosnrz = >3 (~(P(un)tt)
n0 n=O \UL
d













r(P(un)íí) y(P(un)í)+n Ir 11—2(0,2’)
/3 E fl’~2(Q, 7’; 13(0,1)), es suficiente pedir que:
P2 ~ + ((u,Og? + n4r4(u,.9 + n2r2(Y,,(0))2) < ~.
Segmín la definición de la norma de LP,,, tenemos:
00(u u))2 + ((u,,)í)2 + n4,r4(u,,)2 + n2ir2(Ydo))2) = >3 II
n0
(Y,%Y,~,u2, ‘4 )IIt.
Por otro lado, la Observación 4.11 y la desigualdad (4.63) nos aseguran que:
‘-.=0
De aquí resulta que mediante controles a E L2(O, 7’; L2(0, 1)),
l)o(leIimos controlar “datos iniciales’~ del problema (4.64) tales que:
(-l.Yi
/3 E 11—2(0.7’; 13(0,1))
< oc’
n0
domí de (p%p~,.p%¿4) son las cantidades dadas porlas fórmulas (4.67) y que aparecen al resolver
el problema de control unidimensional para cada n E 1V.
El problema de control se interpreta en este caso de una manera similar a la del caso uni-
diinemisional. La solución de (4.64) con los dos controles encontrados verifica una ecuación del
tipo:
u’ 2’
¡I;~— ¡ Ir, gW+<p~,Eo>(H1~fl1+
+(PoÁI)L2 + <P¶~(o>(n’>’,n’ + (¡‘o(,)L2 = (a,¿(O))L2 + </3, (>,
>3 (IIP(uTOtd¡i2(OT) + IIP(un)tII~,
2(oT> + nrIIPuflIIL2(On) =





Vf E L’(O.7’;L2(Q)>, Vg E 13(0, 7’; L2(r
0)), V(¿o,Ei,4o,(~) E •Y,
a4 UN PROBLEMA DE CONTROL FRONTERA
donde (4. () es la solución de:














sobre r0, t E (0,7’)




Observación 4.12 La relación (4.71) nos indica que los “datos iniciales» del problema (4.64):
Po = ~O, ~‘ = ~‘ + 60W
0, ¡¡O = —VV0, ¡‘1 = VV’ + so(o)
¡¡uit,, que satisfacer unas condiciones muy restrictivas para ser controlables, pero. insistimos
dc Tui e jo, esto es perfectamente consistente con las propiedades clásicas de controlabilidad de la
ecuac,o¡¿ de ondas (deducidas en [6/).
Obse riamos también que si las series (4.66) tienen un número finito de términos, los datos
z,ííc¡alcs correspondientes están en £ y, por lo tanto, se pueden controlar.
4.3 Control a = O
Tal y coi~~o mencionamos al principio del capítulo, es conveniente, del punto de vista de la in-
terpretación física de los controles, actuar sobre el sistema solamente mediante el término ¡3.
Eim esta secciómí nos proponemos estudiar el problema de control siguiente: dado T suficiente-
mente grande y uit dato inicial ($0,$~, arO, VV’) en un espacio E que está a nuestra disposición,
encontrar umí control, /3 = /3(t, x) E 11—2(0,7’; L2(O, 1)), tal que la solución del sistema:








VV11 — VV»» + $~ = /3
VV,,(O,t) = VV»(1,t) = O
5(0) — & @~(O) = 5’
VV(O) = VV0, 1Vt(0) — VV’
en flc(O,7’)
sobre r, x (0,7’)
sobre r
0 x (0,7’)
sobre r0 > (0,7’)
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Se trata pues de controlar el sistema mediante el término /3 que representa una fuerza dis-
tribuida que actua sobre la parte flexible r0 de la frontera. Lo que vamos a obtener es un
resultado de controlabilidad parcial en el que la relación (4.75) se sustituye por:
(4.76) f ) = $t(7’) = O1 14’(7’) — c2 = cte , VV1(T) = 0.
Las constantes c, y c2 se determinan de manera única en función de los datos iniciales del
sIstema (4.74) (vease la Observación 4.16).
Veremos por tanto que, mediante un sólo control, todos los datos iniciales que verifican una
condición del tipo (4.71) pueden ser conducidos a un estado de equilibrio.
El primer paso consiste en volver al caso unidimensional e intentar encontrar unas desigual-
dades parecidas a (4.20) y (4.23) pero sin que el término Y(O,t) intervenga. Sin embargo, esto
no es siempre posible. Por ejemplo, en el caso n = O la presencia de este término es esencial y
esto hace que mediante el único control /3 no podamos alcanzar (4.75) sino (4.76). Es lo que en
Liomís [293se denomina controlabilidad parcial.
Igual que en la sección 4.1, empezamos por el análisis del problema unidimensional corre-
Sp011(1 en te:
‘Pu —‘P~~+n
2r2’P — f para ye (0,1)4 E (0,7’)
para tE(O,7’)
= y para tE (0,7’)
14~ + n2r2V — ‘P40) = g para tE (0,7’)
‘¡‘(O) — ipO ‘]‘~(O) = ‘P1 para y E (0,1)
V(O) = 1/0 14(0) = 1/’.
El sígumente teorema nos ofrece estimaciones para la norma que interviene en el problema de
comil rol.
Teorema 4.7 Sea T >2 arbitrario. i) Sin # O, para todo fE L’(O,T; 13(0, 1)), y E 13(0.7’)
y (‘P” ‘P1 ~‘0 1/’) E Y tenemos la desigualdad siguiente:
(4.7S> ¡2 =C,(T)(n2 + u (iw~ ~ 1/0~1 )¡j + lIfHt~ + l¡~IIt2)
Si además. f = O y g = O tenemos que:
La constante C, depende de 7’ pero no depende ni de los datos del sistema ni de n. La
ronstante C2 depende de 7’ y u pero no depende de los datos del sistema (en la demostración se
va a dar una estimación de esta constante).
ji) Sin = 0. para todo fE L’(O,T; 13(0, 1)), gE 13(0,7’) y (‘P
0, 4”. 1/<’, Vfl E Y0 tenemos
la de sigualdad siguiente:
=C
3(T) ((¡(q~o 51 1/0 V’)¡1,o + I¡fII~,; + IIgH~,2)
(4. SO)
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Si además. f = O y y = O tenemos que:
donde constantes C, y C2 dependen de 7’ pero no dependen de los datos del sistema.
Demostración:
Las desigualdades (4.78) y (4.80) se obtienen inmediatamente de (4.20) y (4.33) respectiva-
mente despreciando los términos (V~)2, 1/2 y ‘P2(O).
Pasamos ahora a demostrar la desigualdad (4.79). Recordamos primero que la relación (4.23)
nos da:
Nos proponemos demostrar que existe una constante (‘2(2’, n) > O tal que:
(4.82) jiT ((VP)2 + (14)2 + n
4ir41/2 + n22r211’2(O,t)) =C
2(7’,n)e2~~r¡(1/tñ2.
Antes de pasar a demostrar la desigualdad (4.82) recordamos que el operador diferencial
asociado al sistema (4.77) tiene una sucesion de autovalores (v,,,m)mEzs u {v,. ~~r}cinas
propiedades están descritas en el Teorema 3.1. También recordamos que las autofunc,ones j
correspoímdientes (&nm)mEz’ U ~ forman una base de Riesz en el espacio Y (vease el
Teorema 3.7).
Por consiguiente. la solución U(t) = (‘P,’4%, 1/, V1)(t) de (4.77) se puede escribir corno:
U(t) >3 anme~n.m 1 ¿ * .z,
= mE7’ ~ + a~ e ~ ¿~‘ + a~* e~’~
De esta relación obtenemos que:
141
= >3 ~ ~¿ + a~e”~ ~, + a~ ~ ~¿1~~,
(4.83) n.Er
V(t) = >3 a~,-,eUn~~ enm + a~ eU~ 1 ¿3, + a~
mE
7’ vn *e~Uni¿Sa*
donde ¿~ es la componente i-ésima de la autofunción ¿Vnm• jA continuación, para demostrar la desigualdad (4.82) utilizamos las expresiones (4.83) ylos resultados de Ingham [24] (vease también Haraux [21]). Mencionamos primero el resultado
principal:
Teorema 4.8 (Harauz /21], Teorema 8,): Sea 1(t) = >3 aneAní donde A,~ son números
nN’
2r
reales que satisfacen Art.
4.i — ¼.=y > O y sea J c IR un intervalo acotado con J¡ >
Entonces existen dos constantes positivas c1 y e2 tales que:
(4.84) c1 >3 ja,,[2 ~ J f(t)l2dt Cc2 >3 ¡a~I2.n=N’ nN’
Ql
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Los resultados correspondientes a series infinitas que convergen uniformemente en J también
son válidos.
Pasamos ahora a la demostración de la desigualdad (4.83), mayorando cada uno de los
términos que aparece en el miembro izquierdo. Empezamos por ‘I’(O, t) y tenemos sucesivamente:
5(0, t) = >3 an,me~~.m ¿,1 (0) + a~ e”~ C~ (O) + a~ ~ 1¿1.40)
mnEZZ
4’í(0, t) = >3 ~ an,me~n.m ¿i(Q) — v,~ a~ eV,~ ¿¿140) — uZ a~* eU~ 1 ¿1.40)
mEZt
El Teorema 3.1 describe todos los autovalores para it fijo y por lo tanto podemos utilizar los
resultados de Ingham. Estudiamos primero la separación de los autovalores. Si v,~ y son dos
autovalores arbitrarios de ~41tenemos que:
y,. = mf ¡4— 4¡ > mf {¡v,~ — ¡4.,í¡, ¡LS.,2 — v,.,
1¡, ~ ¡vn,m+í — L’nmI,...}.
Del Teorema 3.1 y del análisis de las gráficas que lo acompaña se deduce que:
ILStVn,it>.IVn,m+1 — L’n,,n¡ = _ 4
1+2n’ _




Observación 4.13 Las estimaciones (4.85) nos dan:
II’P(O~s)II22(J) =c~ (z Ia~,mEnm(O)l2 + ja~ ~. (0)12 + Ia~¿.r(0)I2)
IIt(O,s)1122(J) =C~ lVnrnan,rnEl(O)12 + v~a~C,.(0)I2 + Iv,7a~*&l.. (0)12).
Si quieremos tomar intervalos J de la forma (0,7’), para que las desigualdades anteriores
2w
sean ciertas, es preciso que 7’ > — = 2 + 4n. Por consiguiente, el tiempo necesario para el
control tiende a infinito cuando it —* oc. Este resultado no nos permite demostrar la propiedad
de controlabilidad del sistema bidimensional.
Teniendo en cuenta lo expuesto en la observación anterior, en vez de usar el Teorema 4.8,
utilizamos una generalización debida a Dail y Slemrod [2] y ligeramente mejorada en Haraux
[21]. Mencionamos primero este resultado.
Teorema 4.9 (Haraux [21], Teorema 4): Sea f(t) = >3 a,.eAní donde A,. son numeros
reales que satisfacen:
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i).Xn+i—Án=yoo>Osiln¡>N,
u) ~.+i — >~ =y>O, Vn,
2ir
y sea J C Ji? un intervalo acotado con ¡J¡ > —. Entonces existen dos constantes positivas a
c,(2N + 1) y c2(2N + 1) tales que:
(4.86) ci(2N+1) >3 IanI2=jIf(t)I2dt<c2(2N+1) >3 ¡at.
Las constantes c,(2N + 1) y c2(2N + 1) se calculan por recurrencia de la siguiente manera
ci(O)=ci yc2(O)=c2,
_____ fl 288¡J¡ 700 2’\ —‘ a((2cdk)c~(k +1) = + + r—H1 ci(k)flJ¡-y00 — 2ir)2y4 1J1/
c2(k + 1) = 2(IJI(k + 1) + c2(k)),
donde c1 y c2 son las dos constantes que aparecen en (4.85) y k =O.
Los resultados correspondientes a sedes infinitas que convergen uniformemente en J también
son válidos. a
Observación 4.14 La ventaja del último resultado consiste en que, en la cota de la longitud
del intervalo J, en lugar de aparecer el “gap» 7, aparece el «gap asintótico» 700 correspondiente
a la familia (A5)5. Obviamente y~, > 7. a
Volvamos ahora al problema inicial.
SeaT >2 arbitrario. Resulta que existe e > O tal que 7’ = 2 + e.
En nuestro caso, fijando it E ¡IV, a la familia que estabamos considerando, (vn,m)mezzs u
{ v~, v,7} le córresponde el “gap asintótico” ir.
Notamos que, si 6 es un número con la propiedad 0 <6 < ir, tenemos que:
24(4.87) IL/n,m+l — l/n,mI =Ir — >ir6 M it
ir i+r (~)
2—í<m.
Para demostrar la última afirmación necesitamos m~s información sobre la separación asintótica
de los autovalores. De la misma manera que en el Teorema 3.2 se obtiene que, para it ~ EV
arbitrarid fin E r con m > it, tenemos:
Vn,,,. — m2 + n2irij = 24 J
Vm2 + n2ir
De esta estimacion se deduce que:
IVnm+1 Vn,mI = (m+ 1~+n%r— m2+n2ir]~




> (2¡m¡ + 1»m~





de donde se obtiene (4.86).
IrE ir irElegimos 6< — y aplicamos el Teorema 4.9 con y = ~ + 2 ~ =2y y = — sin = 1,2,4
~Í00~7¡~6N=n (
Se obtiene que, si 7’ > 2:
12)2
—1 y 7’ = 2 + a
IanrnE(O)12 +
(m~z* IL’n,m an,m Cn,m(O)12 + ¡¡4 a~ E~.(0)¡~
lar (0) 2)
+ ivirarC.(O)12)
donde las constantes ci,,. y c2,~ vienen dadas por las siguientes relaciones:
(2~)
2
= ci(2N+ 1) YC
2,n = c2(2N+ 1) con N =n(4.87)
c,(2N + 1) y c2(2N + 1) siendo las constantes definidas por recurrencia
Se obtiene que:
en el Teorema 4.9.
(4.88)
donde c,~ = ~1
Como de la ecuación de 1/ deducimos que:
)2 + n4r4v2)
obtenemos la acotación deseada para el término 5(0, 1):




De una manera similar se obtiene la acotación de 14 y y por Víj:
IIV(t)112
2 =-~ ~ o
(14)2
Por consiguiente, se obtiene la desigualdad (4.82) y, a continuación, (4.79), con (‘2(7’, u) =
Pasamos ahora a demostrar la desigualdad (4.81).






(4.89) ((14)2 + (14)2 + y2 + ~2(Q o) }
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Sabemos que podemos descomponer el espacio Y = Y0 ~ 3» y que Y’ tiene dimensión
dos. También sabemos que una solución del problema homogéneo (4.78) con dato inicial en yO
permanece en yo
Podemos aplicar el razonamiento anterior para deducir la estimación (4.82). Sólamente
tenemos que eliminar, en las series que aparecen, los últimos dos términos correspondientes a
v, y ¡‘,7 que, en este caso son iguales a 0.
u
Pasamos ahora a analizar el problema de control correspondiente al sistema (4.78):
4’u— ~ +it2Ir25 = O para yE (O,1),t E (0,7’)
5~(1)=O para tE(O,7’)
4’~(0)=14 para tE(O,7’)
(4.91) 14í + n2ir2V — W~(0) = fi para 1 E (0,7’)
w(o).4’0 5(Q).4’1 parayc(O,1)
V(O)=VO, j/(o<V’
Tenemos el siguiente resultado de controlabilidad:
Teorema 4.10 Sea 1>2. S
i) Si it ~ O es sistema (4.91) es exactamente controlable, es decir, para todo dato inicial
(50, 51,1/0, y’) 63>’, tal que 50 sea continua eny = O, existe un control /3 E 112(O,T) tal que
la solución correspondiente de (4.91) satisfaga: a
(4.92) { 5(7’) = 4’~(7’) = o
V(7’) = 1/1(7’) = O.
u) Si it = O es sistema (4.91) es parcialmente controlable, es decir, para todo dato inicial
(50, ~1, 1/0,1/1) c Y’, tal que 50 sea continua en = O, existe un control /3 e 112(0, 7’) tal que
la solución correspondiente de (4.91) satisfaga:




Para el caso n ~ O podemos repetir la demostración del Teorema 4.5 usando como norma en
el espacio LP la cantidad:
¡>(Y
0, Y’, u0 u’)¡¡2 = jiT~
2(~>2
Itas desigualdades obtenidas en el Teorema 4.7 nos permiten deducir que ésta es una norma Jy que LP = 3> algebraica y topológicamente.
En el caso it = o también podemos repetir el argumento del Teorema 4.5 pero sustituyendo
el espacio Y por 3>0
Obtendremos que el operador A : 3>0 ...... (3>0)’ es un isomorfismo y por lo tanto cualquier S
dato inicial en (3>0)’ es controlable mediante controles que vienen dados por la ecuación adjunta
con datos iniciales en 4
A continuación nos proponemos extender este resultado a datos iniciales en Y’.
4
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El espacio (3>0)’ es isomorfo a un espacio cociente de Y’. En efecto, si definimos en 3>’ la
relación de equivalencia:
51, S2 E Y’, 5, S2 ~ <5’ ~S2, U> = 0, VU E y
0,
obtenemos que (yo)’ es isomorfo al espacio cociente 3>’/ E.
Teniendo en cuente que A : 3>0 . (3>0)’ es un isomorfismo se obtiene que existe un isomor-
fismo de espacios vectoriales: A’ : yO (Y’/ E).
Por otro lado. consideramos el conjunto:
= {(c
260,c,.c,, —e2): e, E IR} c 3>’.
Observemos que, si 5 E U, tenemos:
<SU
0> = 0, VU0 EY0
Observación 4.15 Notemos que. en la formulación por trasposición de la ecuación (4.47,),
<¡J)OIfC(fl como datos iniciales’ naturales combinaciones de funciones y deltas de Dirac. Par-
tu ,,do dd con~nnto de los equilibrios del sistema (1.1) en el espacio X, mediante aquellas com-
b/uocwflc.4.sL obtiene el conjunto U.
Pasaii~os ahora a demostrar que cualquier “dato inicial” 50 E 3>’ puede ser conducido,
lmme(liammlc controles en fl2(Q, 7’). a un estado perteneciente al conjunto U.
Sean (\‘C1(S0) = Izo E yo y A(U0) — 50 E (3>0)’
1(’mmielIdo em cuenta el significado del operador A, y la formulación por trasposición del
1,n,hlim~a (4.47). (vease el Lema 4.1), se obtiene que:
L
u’
(1.93) <§~~~> = pu11(u, VS0 E y0,
domide (Y. mí) es la solución del problema (4.42), con dato inicial U0 y (¿.4) es la solución del
urolilema (4.48) con dato inicial ~O y sin términos no homogéneos.
(ltmmsideraimmos ahora el problema:
t—t,Jg=O para yE(O,1~tE(O.T)
(1)=O para tE(0.7’)ti d~1.9l) (O)=—V~ para tE (0,7’)E
con ~dato inicial” S0 y demostramos que al instante 7’ la solución de este problema, definida
90V transposición y notada por S(t). pertenece al conjunto U.
En efecto, la definición por transposición de la solución nos indica que:
(-1.95) <50.50> — <S(7’),~(7’)> = ¡ pu
11(11, VS
0 E Y.
Almora. teniendo en cuenta (4.93) y el hecho de que So = 5’O, se obtiene que:
(1.96) <S(7’).E(7’)> = O, VS0 E y0
Por consiguiente. S(T) E n.y se concluye la demostración.
u
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Observación 4.16 Estudiemos con más detalles los puntos a los que se puede conducir una
solución del problema (4.94) mediante el control /3.
Esto se puede analizar con la ayuda de la relación (4.95) que nos indica algo más que (4.96).
En efecto. tomando datos E en 3>1 y considerando que S~ es la proyección del dato S~ sobre U
se deduce que:
<5? — 5(7’), 5(7’)> = 0.
Resulta que la proyección de S~ sobre U es igual a 5(T) y por lo tanto las soluciones se
conducen al estado que viene dado por la proyección del dato inicial sobre 7<.
Observemos que, en el caso de soluciones regulares, se alcanza, al instante 7’, el estado a
(c,.0.c2.O>. Integrando la primera ecuacion de (4.94) en (0,7’) x (0,1) obtenemos que c2 =
— ~I’1+ 14, e integrando la tíltima ecuación de (4.94) en (0,7’) obtenemos que c1 = ~ + ‘Pa(O)
(( i¡,0, ‘Pi. 1/tv’) siendo el dato inicial de (4.94)).
Observación 4.17 El teorema anterior nos indica que los datos iniciales se pueden conducir
a
al equilibrio, pero el concepto de equilibrio tiene que adaptarse a la definición de soíuciones en
Y’.
Podemos ahora pasar al problema bidimensional y tenemos:
Teorema 4.11 Para 7’> 2 y un dato ($oib’,W’tW’) en el espacio E’ definido por: a
¿1 = {($0 4~’ W




cr,sU un control 3 = 3(t, x) E 112(Q 7’: 13(0, 1)) tal que la solución del sistema (4. 74) satisfaga
las condiciones (4.76).
Demostracion:
Es similar a la del Teorema 4.6 y la omitiremos.
a
u
Observación 4.18 En la demostración del Teorema 4.7 se puede encontrar una estimación ch




Existencia de soluciones peri6dicas
Lii el estudio de la propagación de las ondas acdstmcas en una cavidad interior una cuestión
interesante es la siguiente: ¿cuando sobre la parte flexible de la frontera se ejerce la acción de
una fuente de ruido exterior cuál es la respuesta del sistema? Por ejemplo, cuando la presión
exterior está acotada (con respecto al tiempo), es muy importante saber si el nivel de ruido
permualmece dentro de ciertos limites o si puede ocurrir el fenómeno de resonancma.
Eím ¡nucimos casos la influencia exterior se presenta bajo la forma de una función periódica, con
respecto al tiempo. En esta situación el problema de la acotación del nivel de ruido se relaciona
est rechaníeímte con la existencia de soluciones periódicas.
Teniendo en cuenta lo expuesto anteriormente nos proponemos estudiar la existencia de




(5.1> _ 1V1 sobre r0 x (o, ~)
— 14½+ Wi + ~ = f sobre r0 x (O, ~
l’V~(0.i) = 144(1.t) = O para tE (O,oc)
supoitictido que f es una función periódica en el tiempo, es decir:
(5.2) existe 7’ >0 tal que f@ +T,z) = f(t,x), Vi =0,Vx E (0,1).
La presencia de la función f, como miembro no homogéneo de la ecuación, representa, tal y
como mencionabamos, la existencia de una fuente de ruido exterior (o una fuerza elástica) que
actua sobre la parte flexible, r0, de la frontera.
Del punto de vista matemático, en este tipo de problemas, una de las propiedades fundamen-
tales es el decaimiento uniforme de la energía del sistema. Bajo esta hipótesis, como la norma
del semigrupo asociado es estrictamente menor que uno, se pueden aplicar técnicas de punto
fijo x deducir. con relativa facilidad, la existencia de soluciones periódicas (vease, por ejemplo
Haraux [20]).Sin embargo. tal y como hemos visto en la sección 2.3, el semigrupo asociado al
sistema (5.1)110 tiene decaimiento exponencial y por o tanto su norma es uno para todo instante
1. Esto hace que. en nuestro caso, la Tespuesta sea mucho más difícil.
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a
En la primera parte estudiamos un problema unidimensional que resulta de (5.1) mediante
separación de variables. La reducción de la dimensión del sistema de dos a uno nos permite
demostrar la existencia d¿soluciones periódicas mediante un argumento de perturbación, ob-
tención de estimaciones apriori y paso al límite.
En la segunda parte. con la ayuda de los resultados y de las estimaciones del caso unidimen-
sional. damos un resultado de existencia de soluciones periódicas en el caso bidimensional, para
funciones f suficientementes regulares.
5.1 El problema unidimensional a
En esta seccion demostramos la existencia de una solución periódica del siguiente sistema:
a
—
4y +&~‘ = O para y E (0,1)4 E (0,oc)¡ ~~(1)=0 paratE(O,oc)
(5.3) 1 ~‘d~) = —u~ para E (O,oc) S
mv
11 + íúl + ato + *í(0) = f para tE (O, oc)
símponieuido que o > O y que f es una función periódica que sólo depende de t:
(5.4) existe 7’> 0 tal que f(t + 7’) = f(t), Vt >0.
El l)arainetro o > 00 ha sido introducido con el objeto de obtener estimaciones (en función
de él) de las soluciones periódicas, lo que va a ser útil en la última parte, al pasar al problema
bidimnensional (vease el Teorema 5.2).
Con la idea de aplicar los argumentos de punto fijo consideramos un problema con un nuevo
parámetro pequeño, e. que al final lo haremos tender a O. La importancia de este paráímmetro
se verá en la Proposición 5.2 pero podemos decir que introduce una disipación adicional cii
el sistermia que permite probar el decaimiento uniforme del semigrupo asociado y así obtener
fáciltuiente la existemícia de soluciones periódicas.
a
5.1.1 El problema homogéneo con perturbación
Para dos parámetros fijos, a, E > 00, consideramos el siguiente sistema:
1 g~íí—4>~~+e4í+a4’=0 parayE (0,1),tE (O,oo)
~~(í)=0 paratE(O,oo) a(5.5) ‘Pi(O) = —za1 para tE (O,oc)
w~ + W1 +0w + 4’~(O) = O para tE (0, oc).
Emí este apartado estudiamos la existencia y la unicidad de las soluciones de (5.5), así co’: .
comportamiento asintótico del semigrupo generado por el operador diferencial correspundíente.
El término e~ incorporado en la ecuación que verifica 4’ tiene un carácter disipativo. Nuestra. S
intención es reforzar de esta manera la disipación del sistema y conseguir que la energía decaiga
exponencialmente a cero.
n
Emu primer lugar escribimos el sistema (5.5) en una forma que permita aplicar resulta(los
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E Consideramos el espacmo
(5.6)
¡ y en 3> definirnos el producto escalar
E (5.7) <(fí,f2, fa,f4),(gj,92,ga,94)) = ((fí)v½’t+ ah gil) dy +
+ J’ fs~ dy + f~g~ + ~
E (Y. (.. .)) es un espacio de Hilbert.
Definimos los siguientes operadores:
= ¡ ((t)(~~,,)+ at’~) dy +cj i,b~~dy — v9(O)
C
1:H’(0.1)xll’(0,1)xJRxJR—.JR,E C’(4’.¿,w,v)= aw+v+¿(O).
E Finalimíente consideramos el operadorAVV(AflCY—.Y,
84’ BmtE DA:> = {(t.¿. ir. y) E 3>: ¿ E 11’(O,1), B(zb,.~,w,v) E L2(0,1),.~—(1) = O, 0)—
E (S.S) AI(V’Á,w,v) = (—¿,BSIP,¿,w,V),—V,C’(ik,¿,W,V)).()bservese que la condición B~(4’,¿,w,v) E L2(0, 1) implica la existencia de una función
h E L2(0. 1) tal que:
j(t’~l)—v~(O) jh’~ para toda~E 11’(0,1).
Si defimuinmos & = u— — y) vseobtienequef ~ = j(h4-v½paratodam~E 111(0.1),
lo que nos indica que 4~ E L2(O, 1) y por lo tanto 4’ E 112(0,1). Por tanto, las condicionesE de contorno que aparecen en la definición de V(AI) se veTifican en el sentido clásico, ya que¡¡2(9 1) c C’[0. 1].
E Fijíalmente obtenemos que V(A~) C 112(0,1) x 111(0,1) x IR >< IR.
El sistema (5.5) se escribe:
UdO+ÁW(O—O Vt>0E (5.9) { U(0)=UoEV(AD
U(t) E v(Afl, Vi> O
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Proposición 5.1 Sin > O y si (V(Afl,Afl es el operador definido por (5.8) se teuie: a
i) El operador A es maximal-monótono y. por lo tafít¿, genera un semigrupo de contrac-
CIOTICS cii Y. notado {S~(t)}~>o. a
u) Soluciones fuertes: Si U0 E V(Ak) entonces existe una tinica solución fuerte U de la
¿CiiOúioit (5.9,) con las siguientes propiedades:
(5.10) U EC
1 ([O, oc), Y) nc ([o, oc), VGA:))
iii) Soluciones débiles: Si U
0 E Y entonces existe una tinica solución débil U de la ecuacion
(5.9) con la propiedad:
(5.11) U E CGO, oc),Y)
La energía asociada
12
\lFj+w+OYJY +—(w1 + oto
2)(5.12) 2
a
verifico la siguiente identidad:
(.5.1<> ~~(t) — ej’ tlldy — 2tui.
Demostracion:
Para demostrar que el operador es monótono evaluamos el producto escalar: a
(.4S ¿‘.¿. u’. u).(tL’.¿. mv. u)) = ((—¿. Bh~p.¿, u’. u), —v,C’U’,¿, u’. v)),(mPÁ, w. o)) =
a
= ~.j ¿2 + y2 > O.
Para demostrar que el operador es maxímal consideramos un elemento arbitrario (f.g. Ii. z) E
Y y buscamnos (uP.¿. un. o) E V(A) tal que (4 + I)QP,¿,w,v) = (f,g. it. 1). lo que se reduce a
emucontrar u E 11’(O. 1) y mv E IR solución de:
a
1 4 + a~-ut)dy + (e + i)j tkády — w«O) =E)f ha(O), 11’(0,
(5.14) ~ + ~dy + g0dy + V~ E 1) a
mv + 4’(O) = i + 2h + f(O).
a
La existencia de ~‘ E 111(0,1) y u’ E IR, solución de (5.14), resulta fácilmente mediante un
argumímento parecido al del Teorema 1.1.
Una vez encontradas m~’ y u’ se obtienen ¿ = 4’— f y u = za— it. El hecho de que (Ú’, ¿, za, u) E
V(A:) es una consecuencia de la definición de V(Afl.
Los Teoremas clásicos de existencia, unicidad y estabilidad para el sistema (5.9) (ver Cazenave
Harai¡x [12],Cap. 3. Pp 37-39) nos proporcionan el resultado final.
u
a
Observación 5.1 (‘omo el operador 4 es maximal-monótono en el espacio de Hilberty re ~ulta
que sm/ donm ¡¡¡iv V(Afl es denso en Y.
ti
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Observación 5.2 Observemos que, si a = 0, el sistema (5.5) se escribe:
para yE (0,1),ÍE (0,oc)
para t E (0, oc)4(1) = O
4(O)=—mg paratE(O,oo){ lOtí + zaí + V’t(O> = O para tE (O,oc>.
Igual que en el Capítulo 4 tenemos que descomponer el espacio Y en
subespacios. 3> = 3>2 e y~, donde:
suma directa de dos
3>2 = {(4’~E~mv~v)E3>: j (¿+e40+w=O,v—4’(O)=
= {(cí,0,c2,O) E 3>: c1,c2 E IR>.
El operador diferencial asociado es maximal monótono en 3>2 y la proyección de cualquier
solución del ‘isterna (5.15) en este espacio tiene las propiedades deducidas en la Proposición
.5.1. La proyección de una solución de (5.15) en 3>1 permanece constante.
Cada te: que tíos refiramos al caso a = O se considerará este planteamiento del problema.
El coimíportamiento asintótico del semigrupo de contracciones generado por el operador ..4~
descrimo cmi la siguiente proposición.
Proposición 5.2 Si ¿ > O existen dos constantes Al > 1 y y > O, independientes de los datos
Ii,,(iale.s (pun dependientes des y de o). tales que:
E0(t) 5 AlE~(0)J’t, Vt > O5.16)
va ta<la .QOlmicion dc (5.5).
De mostra cíon:
Elapa 1: Suponemos en primer lugar que U = (4’,¿,w,v) es una
Para 6 > O definimos la función:
F
0(t) = E~(t) + ej ip14’dy + w~w+
Tenemos que
1 Frs(t) — E0U) LS ¡ dy + tDgW
4’(O)w),
solución fuerte de (5.5).
Vi > 0.
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a
F.(t) = E~(t) + 6 ¡Ok? + 4’s,bíí) dy + 60v? + ‘IntuIt) +.6(-440)wí+ 4’í(0)w) =
— E j(4’)2 dt — (za1)
2 +6 (J\4’)2 dt — j (4’)2~ft —
—cf 4,t zp di — a 4,2 dt + (za
1)
2 — ato2 — 4’




(1 6 6 6 \—6————— (za1)22gj 2g~ 2g~ 1
Elegimnos ¡~a = ¡22 = 6 y ¿Íj = g~ = 46 con lo que al final resulta:
F<(t) = — (~~6) j(4’)2dt —6(1—4C~6)










1 + ~obtenemos: a
c
con ¡3 = timin —6, 6(1 — 4C~6), —64 +4C~))







con Al = 3 y -> = 3
Etapa 2: Ahora suponemosque U = (4,,¿,za,v)esunasolución débil de (5.9) quecorresponde
al dato inicial 110 = (4,0,4,1, IV0, za’) E Y.
Como V(A) es denso en 3>, existe una sucesión (U,~»ao = (4,~, 4’~, w% za~j,,>o C V(..4~) tal
que
Sea (7 —(0 .(4,,,)í,za,,,(w,,)1) la solución fuerte de (5.9) correspondiente al dato inicial U~.
Tenemmm os
E0Q) = {f(4’? + 4, + a4’2)dy + +t¿4+ aza2)











1 — (tu,,» 2 ~ ¡ za — za,,
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+2] ((4’,,)~)2 + ((4’n)v)2 + am/4)dy + 2((w,,)í)2 + aza~) =
1
=2 j fl 4,’ — t4. ¡2 + ¡ 4’O.. (4,0)~ ¡2 +a ¡ 4,O.. 4,0 ¡2> dy +
+2<> tu1 — tu~ ¡2 +a 1 u>0 — w~ ¡2~ + ME~,,,<O)c’t
donde E
0.,, es la energía correspondiente a la solución U~ = (4’,,, (4,,~)í, zas, (za,jg).
Pasando al limite cuando mi —‘ oc obtenemos
Ec4t) =ME0(O)e~t, Vi =0,
coii j > O como en la etapa antermor.
u
Observación 5.3 El término disipativo introducido, £4,t, hace que, en el caso c > 0, el semi-
gnípo asociado al sistema (5.5) tenga un decaimiento uniforme. Se observa que la constante y.
qu< ¡tas da la taso del decaimiento exponencial, depende esencialmente de c. En efecto. sí E C5
smi/bit ide ¡¡u ute pequeuio. tenemos que y < y por lo tanto y tiende a cero cuando £ lo hace.
3
Emidu¡tcnunt. cuando £ = O el decaimiento del semigrupo no es uniforme (ver la sección
.2..?>,
5.1.2 El problema no homogéneo con perturbación
(otisidematimos almora el siguiente sistema no homogéneo con o,c > 0, fijas:
1 d~~—ik~~+s4’
1+o4’=O para yE (0,1).t E (O,oo)¡ Ú’~(i)=O paratE(O,oc)
(5.20) j 0~,(O) = —u1 para t E (O, oc)
[ tv~ +mv1+ow + 4,¿0) = f para tE <O, oc)
elotide f es una función continua que sólo depende de t y es periódica de periodo 7’.
LtilizaIm(]o las notaciones del apartado anterior el problema (5.20) se escribe en la forma
(5.21) U(O): Uo Vt=O{ U(1) E V(Afl, vi =o
sme¡mdo F(t) = (O.O.O,f(t)) E Y para cada 1.
Tenemos el siguiente resultado clásico de existencia y unicidad para el problema (5.21) (ver
(‘azenave 1-1 araux [12], Cap. 4, Pp. 51-53):
Proposición 5.3 Si 4~ es el operador definido en (5.8) se tiene:
1 Soluciones débiles: Si FE L’(O.T; y) entonces la ecuación (5.20,) tiene una iinica solución
cJ¿hil l~ E C(fO. x):3>) que uiene dada por la fórmula de variación de las constantes:
(5.22) U(I) = S~(t)U0 + ¡ S~(t — s)F(s)ds, VI E [0,oc).
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2.Soluciones fuertes: Si Uo E V(4) yF E W”’(O,7’;Y) entonces U dada por/a fórmula fl
(5.22,) es tina solución clásica del problema (5.20,) en la clase
(5.23) U E C’([0,oc),Y)OCUO,oc),V(4)). a
u
El resultado fundamental de este apartado es:
Proposición 5.4 Si £ > O y f E L’(O,7’) es periódica, entonces el problema (5.21) tiene una
uníca solución periódica débil, Ue,a EC([O, oc), 3>).
Si f E i4”~(O. 7’) entonces la solución periódica encontrada es una solución fuerte: L4.~ E
C’([O. oo).3>) fl C([O. oc), V(Á»).
Demostracion:
Definimujos el operador
(5.24) ¿7 3> — 3>, ¿7<4,0, mP’, tu0, za’) = (4,(T), 4,~(T), za(7’). tu¿T))
donde (u’. tí. ¡u. wfl es la solución de (5.21) con U0 = (ip0, 4,1 u>0, za’). Tenemos a
jj ¿[‘U0 — PU’ ¡y=¡j S«nT)(U0 — U’) I¡y=
=I¡S~(~7’) ¡Ic(y,y)¡¡ U0 — U’ l¡y k U0 — U’ ¡¡Y
con ¡ S~(nT) Il¿~yy>= k < 1 paran suficientemente grande puesto que
a
¡1 &&) ¡< AleYt, Vt > O.
Resulta que el operador ¿7” :3> 3> es contractivo y por lo tanto tiene un único pilmíto fijo
en 3>. Sea (‘0<, este punto fijo.
Demmíosrraímíos ahora que el punto fijo de ¿7” es el único punto fijo de ¿7. Se tiene
¿r’w2<,) = U2~ * J(¿7”(U%
19) = ¿7(U2<,) z~ ¿7”(¿7(U%)) = J(U%)
de donde resulta que J(U2<,) es un punto fijo para ¿7” y como éste es único deducimos que:
a
J(U2~) =
es decir, (70<, es un punto fijo para ¿7. a
La unicidad del punto fijo de ¿7” implica la unicidad del punto fijo de ¿7.
En conclusión, hemos demostrado que el operador ¿7 tiene un único punto fijo U~<, E Y.
La solución del problema (5.20) con el dato inicial 11%, va a ser la solución periódica de este a
problemima. notada lb,~.
Demostramos ahora que esta solución periódica es una solución fuerte o, lo que es lo mismo,
que el dato inicial está en V(A~).
El espacio V(.4~.) es invariante con respecto a S4t) puesto que la solución de la ecuación
(5.5) con el dato inicial en D(Á~) pertenece a C([O, oc); V(.~4fl). Basta probar que el semigrupo
tiene mmn decaimiento exponencial no sólo en la norma de 3> sino también en la norma de ‘D(.x4fl.
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Almora. para rE Á:
S~(tfr I¡v<.ij>=¡¡ S41)x ¡¡>, + ¡¡ ..4:s~(I)x ¡1y¡j S~(t)x Ib’ + ¡¡ S~(t)4x ¡¡y<
S¡I S~(t) lIc(y,3~ (fj z “y + .A~x ¡¡y) =11 S¿t) ¡IC(y,y)¡I ~ ¡¡V(Á~)
Resulta que
¡1 S¿t) IlC(V(Áfl,V(..4l>)SII S~(t) IIc<y,y>
y de aquí se obtiene que ¡¡ S,(t) IIc(v(Á’)v(Á’)) decae exponencialmente.
Aplicaiido el mismo razonamiento de antes resulta que el punto fijo del operador ¿7 está en
Cuando la función periódica E pertenece a L’(0,7’;Y) obtenemos una solución periódica
(]ébil. mientras que si F pertenece a W’”(O,7’;3>) la solución periódica correspondiente es una
solución fuerte.
En ambos casos denotamos por U~,<, esta solución periódica.
u
Observación 5.4 Notemos que si o > O la existencia de una solución periódica implica que
lada salarian del sistema es acotada. En efecto, si Ue,a es la solución periódica y U es una
.s<,lu,¡¿,, arbitraria entonces U — U~<, es una solución del problema homogéneo (5.5). Como
1ína~ que la (tíerga asociada a esta solución E(t) = —¡¡U — U,,úI¡y tiende a cero cuando
2
ti, í~de a infinito resulta que. en particular. U permanece acotada en 3>.
Eí, .1 caso o = O podemos hacer un análisis directo. Se obtiene que existe una solución
(qeu <sta me.: puede que no sea ñnica) tal que la proyección de ella sobre 3>2 sea periódica. Por
<1< II/RíO. si f = 1. la solución 4, = 1, za = O, no es periódica, pero su proyección en 3>2 que es
igual a (0.0.0.0). sí es periódica.
5.1.3 Estimaciones uniformes para las soluciones periódicas
oimsiclera,imos o. e > O fijas.
Sea (2<, el dato inicial (que depende de ¿“y a) correspondiente a la solución periódica Ue.ú
<leí prolileiíía (5.20) encontrada en el apartado anterior. Nos proponemos obtener estimaciones
Para las soluciomíes periódicas que nos permitan pasar al límite cuando e — O.
Como ci, este párrafo las constantes e y a se consideran fijas omitiremos los índices corre-
s¡)Olmdielítes.
Proposición 5.5 Sif E 112(0,1), la solución periódica de la ecuación (5.20), U,,~, = (4,,4,j,tu,zag),
m< tífica las siguientes estimaciones:
(5.25) J$w? + ay2) dt <cfT(l + a)ft dI,
(5.26) < c’ /~1 + iT
o)(fí)2 + (1 + ~2+ a3)(f~]dt exp(—§—-y)
do,,de e q e’ son dos constantes que no dependen de £ y a.
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Demostración: -—--——--
Etapa 1: Estmmnacmones para za. - —.
Como la solución periódica del problema (5.20) es una solución fuerte resulta que las ecija-
ciomies diferenciales se verifican en casi todo punto y tenemos la siguiente relación para la energía
(5.12) del sistema:
(5.27) dE
= —Ej ik?dt — ~?+ fzat.
Integrando la relación (5.27) entre O y 7’ y teniendo en cuenta la periodicidad de la solución
se obtiene:
0= —ej jiÑdxdt ¡T2 +¡TfzaÉdt
De esta relación se deduce que
(.5.28) =jTf2dt.
Notarnos ahora d¾= ¿ y w~ = y. Obtenemos que ¿ y y verifican la ecuación
1 ¿<~—¿~+s&+omh=O para yE (O.1),tE (0.oc)¡ ¿~(1)=O paratE(0,oc)
(5.29) ¿•L~~O) = —Z1 para t E (0,oo)
[ Zu + Zí + az + ¿~(O) = fí para tE (0,oc)
o su ‘ersiómm al)st nl cta
(5.30) { V(O)—V0
siendo 1 = (¿.¿~. z. z~). G = (O.0.O,f) y —
Puesto que e E C2flO.T]; L2(O. 1)) y u’ E C2([O,7’]) resulta que
= (t’
1(O). 4’uí(O), wt(0). mvíj(O)) E Y
a
Y como & E ¡¡1(Q• T; Y) se obtiene que V es una solución débil del problema (5.30).
Consideramnos una sucesión (¿a, ¿,‘,, z~, 4),~=oc V(A~) tal que
(¿~Á{z%4,) (¿
0Qz0z’) en 3>.
La solución 14, de la ecuación
(.5.31) { (Vfl)í+4Y4=?101
es ¡m¡ia solución fuerte puesto que y
0 e D(4) y GE H’(O.7’;3>).
liítegramído la función de energía se obtiene que:
(5.32) j«zn )<)2 dt < j(ft? dI + 2(E,,(O) — £,,(T))
j
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doiide E,,(t) es la energía de la solución V~(t).
Como fi (V—V,,)(t) I¡y=¡lV0—V,~ ¡¡y—.O obtenemos que z~(t) — z(t) para cada 1 y además
E,(O) — 14(7’) E(O) — E(T) = O ya que y es periódica.
Teniendo en cuenta la condición de acotación dada por (5.32) se puede aplicar el Teorema
de la convergencia dominada y resulta que
(5.33)
T
(za~9dt =j (A? di.
Integrando la ecuación diferencial entre O y 7’




en el extremo y = O y teniendo en cuenta la
ji di.
Aplicando la desigualdad de Poincaré resulta
(It < jeT (~jT~)2 dt + ~ (L =CojT2 1
domide Cm, es la constante de Poincaré correspondiente al intervalo (0,7’) y por lo tanto
za2dt ~ (co÷ci27’) jT di.
(5.35)
Etapa 2: Estimaciones para 4(0).
La ecuación diferencial que se verifica en el extremo y = O junto con las estimaciones (5.28),
(5.33) y (5.35) proporcionan la siguiente estimación para 4,j(O):
(5.3(i) jT
2 S (1+ + ~2c) jT f
2dt +
Integrando las ecuaciones de (5.20) en [0,7’] y teniendo en
f¡~ímciom~es resulta
(5.37)








4,dt <y) = O.





(5.391 jT(mA2dt (O) s cojB~
1)2dt (0) =Co(1 + + 2j f
2dt ÷jTuívdí.
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Etapa 3: Estimaciones para t.b.
Multiplicando la primera ecuación de (5.20) por 4,~, e integrando en [0,7’] se obtiene:





_ (ik~9dí + &I’I (4,2 di
aVS >eT
=(—~—+ ~)j($1+4’~+cum~b)dL
Aplicando el lema de Gronwall se obtiene:
IT fi’ 3vS ¾~
(5.40) ]( «Q + 4,~ +04,2) di (u) =]Ok? + 4,~ + a9) dt (O) ex~((—~- +2w>.
Coíi ésto se concluye la demostración de la proposición. a
u
a
5.1.4 Paso al límite
Sea o > 0. una. comistante fija. El objetivo de este apartado es demostrar que la ecuación (5.20)
tiene una solución periódica cuando E = O que se puede obtener como limite cuando s — O
de las obtenidas anteriormente. Como a se considera fijo en este párrafo omitiremos el índice
correspommdiente.
Teorema 5.1 Si f E 11’(0.7’) el problema (5.20,) con £ = O tiene una uníca solución periódica
en el espacio de la energía.
Demostración:
i) Suponernos primero que f E 112(0,7’).
Sea U. = (g’~. (~kh. we,(wt)m) la solución periódica del problema (5.20) para cada £ > O.
Las estimaciolmes de la Proposición 5.5 nos indican que (4’~)~>o permanece acotada emt
L
2(O.T: ffm(Q 1)) 0 11’(O.T; L2(O, 1)) y que (za~k>o permanece acotada en 11’(O.T) (e incluso M
en 112(O.T)).
Extrayendo subsucesiones (que denotamos mediante el índice e) deducimos que existen dos
funciones ~ E L2(O,T; 11’(0, 1)) o JI’(0,7’;L2(O, 1)) y za E 11’(O,T) tales que a
4’. — 4,, en L2(O,7’; H’(O, 1)) 0 11’(O,7’; L2(O, 1)) cuando e .-.~ O
tv~ — za, en 11’(O,7’) cuando E — O.
Definimos la función (4,, 4,¿,w, 1v
1) para todo 1 > O extendiendola por periodicidad y de-
mostramos que es una solución periódica de (5.20), con e = 0, de energía finita.
La solución periódica U1(t) satisface:
Lk(t) = Sdt)U2+j Sdt—s)FGs)ds.
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De aquí se obtiene que:
j(U,(í)¡jy =C ¡¡U~(r)¡¡y+ ¡¡ F ¡¡L’ (0,2)’ Vr < 1, Vi > O
Si consideramos i > T e integramos la relación en r, entre O y 7’, obtenemos:
7’ ¡U¿i)¡¡~ = ji’ IIUdt)¡I} dr =C j ¡¡Ue(r)¡jy dr + 7’ ¡¡ E ¡IL’ (0,T)~ VI > 7’.
Te,,iendo en cuenta que las soluciones U, están acotadas uniformemente en L2(O, 7’; 3>), se
deduce de la última relación que también lo están en C([0, 7’]; 3>).
De aquí resulta que podemos pasar al límite, (por ejemplo en la fórmula de caracterización
de Bali. (1.25)).v obtenemos que (4’, 4,~, u>, wí) es una solución periódica y de energía finita del
problema.
u> Supongamos ahora que f E H’(O,T).
Existe una sucesión (fn)n=oc 112(0,7’) tal que A — f en H’I(O,7’).
Si ti, son las soluciones periódicas correspondientes a los términos no homogéneos ft se
obtieíme. para cada u. las estimaciones (5.25) y (5.26). Como (fi,) converge en ll’(O, 7’) estas
cotas son uniformes en y.
La sucesióím t,, de soluciones periódicas está acotada uniformemente en el espacio L2(O. 7’; 3>).
A partir de un argumento de paso al limite se deduce la existencia de soluciones periódicas en
el espacio de la energía.
u
5.2 El problema bidimensional
Consideramos ahora el problema (5.1) con f E 11’((O 7’); L2(O, 1)), una función periódica con
respecto al tiempo. de periodo 7’. Utilizando las notaciones de la Sección 5.1.2 el problema se
escribe en la forma
¡ U(t) E VGA), Vt =O
(5.11) Uí(t)+ÁU(í) = F(t), Vi> O
U(O) = U
0 E V(Á)
siendo 17/) = (0.0. O.f(t)) E X para cada 1.
El problemna (5.41) tiene una solución única cuyas propiedades dependen de la regularidad
del térmni~,o no homogéneo E de la misma manera que en la Proposición 5.3.
Con el objeto de enunciar el resultado de existencia de soluciones periódicas conviene desa.
rrollar la función f en serie de Fourier:
(5.42) 1(1) = ~ f,,(i)cos(n,rz)
n=O
Teorema 5.2 Si la función ¡ E JI’((O, 7’); L
2(O. 1)) tiene las propiedades:
tu jTftf,,)
1)2 dt exp <oc
n0
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(5.44) E n5 j (f,,)2dt exp (~fn) < octt=0
entonces la ecuación (5.1) tiene una solución cuya proyección sobre el espacio X0 es periódica.
Demostración:
Caso 1: fo = O.
Para cada y > O definimos 44,.(t. x, y) = 4’4t, y)cos(nirx) y W,,(t, x) = w,,(t)cos(nt’rx), donde




1< + za1 + n
2ir2w + 4’í(O) = 1~
a
para y E (0,1), tE (O,oc)
para 1 E (O, oc)
para 1 E (0,oc)
para 1 E (O, oc).
Commmo liemos visto en la sección anterior esta ecuación admite una única solución periódica
en el espacio de la energía que cumple las estimaciones (5.25) y (5.26).
.4 continuación nos proponemos demostrar que bajo las condiciones (5.43) y (5.44) la serie
CC 00
>3 Ú,~(t. y)cos(nrx) converge en L2(O,T; 11’(fl)) fl 111(0,7’; L2(Q)) y la serie >3 w,,(t)cos(nirx)
n1
converge en H~ (0.7’; 111(Fo)).
00
Te,iemmmos que la serie >3 4’,,(t,y)cos(nirx) converge en L2(O, 7’; ¡¡‘(1?)) (‘¡¡1(0 T: L2(fl)) si
n=1







>3 ¡ t’,(t. y)cos(nirx) lI~qícoT.L2(o))= >3 ¡¡ ~,,(t, y) ¡¡Hl (o,i’;L2(0,1flIl cos(nrz) II~,2(oíí<
Teniendo en cuenta la estimación (5.26), las últimas dos relaciones se cumplen si:
0—1
2/((1 + n¾r2)(fj)2 + (1 + n2r2 + nBr6)(f)2) dt ~— y exp
Por lo tanto la
(3~
k2) — í) <~.
00
serie $ = >3 ~b,,(t, y)cos(nirx) es convergente en el espacio L2(0. 7’; fl’(Q)) 11
n=O
¡¡‘(0. T; L2(fl)) si se cumplen las condiciones (5.43) y (5.44).
Por otro lado.
00






0))= >3 ¡¡ za,,(t) IlH’(o,T)I¡ cos(nirz) IIH’(OI)< oc.
n1
Resulta que. si se cumplen (5.43) y (5.44), la estimación (5.25) nos indica que la serie H(t. x) =
CC
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ObIe,memos as~ una solución ($, $~, 1V, TV1) E L2(0, 7’; X) del problema (5.1) que es periódicaen A’0. De aquí resulta inmediatamente que existe una solución periódica de energía finita.
Caso 2: fo # O.
En este caso es suficiente estudiar el problema:
— =0 paraye(O,1),tE(O,oc)1 4,~(l)=O paratE(O,oo)(.5.46) 1 v’~(O) = —w~ para tE (O,oc)
za
1j + tug + 4,dO) = fo para 1 E (O,oo).
Este sistema tiene una solución del tipo $ = fol + e1, W = c2, donde c1 y c2 son dos
constantes.
Si tuviera una solución periódica (‘‘, TV) el Teorema 2.1 implicaría que ¡¡ (4’ — ~‘»¡j—~ O de
doimde resultaría que •~ = fo = cte ,lo que es imposible si fo # 0.
Por lo tanto, el problema (5.46) no tiene ninguna solución periódica.
Sin embargo. la proyección de la solución $ = fot + c1, TV = ½encontrada anteriormente
sobre el espacio A’
0 es (0,0.0.0) y por lo tanto es periódica.
Ie~mie,mdo en cuenta que todas las soluciones (4’,,, TV,,), con n > 0, son periódicas, y además
esi imm en .W. se obtiene el resultado deseado.
u
Observacion 5.5 La solución periódica no es unaca. Sin embargo, si U y y son dos soluciones
pujódicas entonces la diferencia U — V es una solución del problema homogéneo y por lo tanto
satisfau ¡ji — 1. ¡I~.o — O cuando 1 —~ oc. Como U — V es periódica en el tiempo obtenemos
que 1 = Y uz A’0. Por consiguiente, si U es una solución periódica, todas las demás son de la
forma 1 + (cj.0. c
2. 0).
Observacion 5.6 Es lógico obtener la existencia de soluciones periódicas solamente para fun-
Úíoí,cs f sm,ficientemente regulares. Recordemos que, en el problema conservativo. se puede
producir el fenómeno de resonancia, y por lo tanto, no siempre existen soluciones periódicas.
¡Li, nuestro caso. al ser muy débil la disipación, el comportamiento del sistema en algunos
<OsOs sera parecido al caso conservativo. Esto se podrta traducir en la necesidad de una mayor
it galaridad para f. La existencia de soluciones periódicas en el caso que f no cumple las
úoí,dicioucs del florema 5.2 queda abierta.
Las condiciones (5.43) y (5.44) se cumplen si f(t) es una función que tiene un número finito
de ,,¡odos de Fourier.
Las dos condiciones (5.43) y (5.44) se cumplen también para una clase de funciones más
amplia que definimos seguidamente en términos de los espacios de Gevrey:
Definición 5.1 Una función p : IR .11? de clase C¶ffi) se dice que pertenece a la clase de
Ge muy de exponente 6 (se escribe p E ~S) si, para todo compacto 1< c iR, y cualquier e > o,
existe una constante positiva, C0 > 0, tal que
8~p(x)¡ =C86’ (i’), paraj = 1,2,3,...
cuando x E 1<.
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Definición 5.2 Una función q : [O,oc) x IR IR se dice que pertenece o la clase de Gev’ey
de exponente 6 en la segunda variable (se escribe q(.,x) E y5) si q y sus derivadas parciales en
x. 04 q(t. x). son continuas en [0. oc) x iR y para todo compacto K c [O,oc) x IR. y cualquier
6 > 0. existe una constante positiva, C
8 > O, tal que
j04q(t,x)¡ =C66~ paraj =1,2,3,...
cuando (t, x) E 1<.
Para más detalles sobre estas clases de funciones vease Hármander [23] p. 146 y Littman y
Marcus [33].
Proposición 5.6 Si f E ¡¡‘(0,7’; L2(O, 1)), sop 1(1, x) c (0,1) para todo t y además f(., x) y aftG, x) ¿ 91 entonces se cumplen las condiciones (5.48,) y (5.44).
Demostración:
La fi,nci¿,í f se puede desarrollar en serie de Fourier:
00
f(t,x) = >3 fdt)cos(nirx). a
n0
zL.
De esta relación, integrando k veces por partes y teniendo en cuenta que sop f(t. x) C (0. 1) a
implica que los términos sobre la frontera desaparecen, obtenemos:
I~tNd 2 0¡ Oflf(t,x)cos(n,rx+r)dx <Ifr.(t)¡2 j
0ix~x;cosnrxz (nw)kJo 2 a
____ lii C6O~k’<, ve> o,
_ (kirV< ¡ 091100=(nir)k a
donde por ¡f~ denotamos la norma de una función en C[O, 1].
Para un n fijo. eligiendo k = n, se obtiene: a
2 0”1 f,,(t) ¡= C06”n” = 2(ZYe— VG > O(nr)” ir”’
y como ésto se cumple para todo O > O basta con elegir O = exp(—~) para ver que en este caso
se satisface la condición (5.44).
Partiendo de 00
f~(t, x) = >3(fn)t(t)cos(nirx),
n0




Algunas variantes del modelo
original
Eím este capítulo nos proponemos analizar unos modelos ligeramente distintos del original que
nos perníiteíí entender mejor las principales características de este tipo de sistemas. Sobre todo
irnos interesa observar como se ven afectadas las propiedades del sistema inicial (1.1) cuando
camnhiamnos el término disipativo o la ecuación de la cuerda vibrante. Como se podrá constatar
mío lrnabr~ ninguna modificacmon importante en el comportamiento del sistema, lo que nos indica.
jimia vez mas. que la parte flexible r0 de la frontera tiene una contribución muy limitada en la
dilmÁímmica del sistema.
Emm la primera seccion cambiamos el término disipativo TV~ por uno no acotado —W~. Del
¡mimmío de vista físico esto supone considerar materiales viscoelásticos del tipo Kelvin-Voigt en
los que la disipación se debe a las propiedades del material utilizado para la construcción de la
cuerda vibraímte (vease Barnes et al [9]).
En l)rimfler lugar se presenta la formulación matemática del nuevo problema y se observa
que la energía decae a cero. La nueva disipación es más fuerte en altas frecuencias pero la
lasa del decaimiento de la energía tampoco es uniforme. A continuación se indica que existen
seil,icioimes periódicas para funciones suficientemente regulares. Por consiguiente, las propiedades
lmimmdam,íeiitales del sistema inicial no han sido afectadas por el cambio.
Emi la siguiente sección estudiaremos un sistema similar al inicial pero considerando en los
exíre~mmos de la cuerda condiciones Dirichlet en vez de Neumann. En primer lugar analizamos
los puntos de equilibrio del sistema y demostramos que toda solución tiende a un equilibrio. A
corumimiiacmon analizamos la tasa del decaimiento de las soluciones. El cambio introducido hace
(]IiC la separación de variables no sea posible y por lo tanto no podemos demostrar el decaimiento
imo exponencial de la energía mediante la construcción de soluciones explicitas. Sin embargo,
co~no veremos, en este caso tampoco hay un decaimiento uniforme. Para la demostración de
esta propiedad usaremos un argumento de reducción al absurdo y la información que tenemos
sobre las autofunciones del operador diferencial asociado al sistema inicial.
Lii la última sección estudiaremos el caso en el que el dominio es un círculo y no un cuadrado.
Este cambio nos permite considerar que la disipación se ejerce en toda la frontera del dominio.
Sin emnbargo. incluso en este caso, obtenemos que el decaimiento de la energía es no uniforme.
Esio nos indica que esta propiedad está relacionada con la estructura híbrida del sistema y no
comm la localización del mecanismo disipativo.
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6.1 Término de disipación no acotado








sobre F1 x (0,oc)
sobre r0 x (O,oc)
— Wxr — IV~~1 + $~ = O sobre
W~(O,t) = Wr(1,t) = O para
@(O) — $0, $dO) = 4” en
VV(O) — TV
0 TV<(O) = TV’ sobre 1’a
Observese que en la ecuación de TV el término disipativo




H’~ ha sido sustituido por —lVÁ,.
(6.2) E(t) = ~ V$ ¡2 ~($)2) + ~ Ir0 ((¡4/)2 + (W)
2).
Nlí¡ltiplicando en (6.1) la primera ecuación por $~, la cuarta ecuación por TV
1 e integrando
por partes obtenemos, al menos formalmente, que:
dE(t)/dt = — Ir. (WrtV < O
es decir, el sistema tiene un carácter disipativo. pero el término disipativo es no acotado en el
espacio de energía finita:
(6.3) X = ¡¡1(1?) >< L
2(O) x 11’(F
0) >
Defimmimm,os ahora el siguiente espacio:
V(A¡r) = { (4’, 4’, 14’, V) E H
2(fl) x 11’(fl) x H’(r
0) x 11’(r0) : (W + V) E 112(fo),
8$ _ 8$
bu ~ sobre “,, = —V sobre 1’o, (TV + VV(O) = (TV + VV(1) =
y .el operador ..4~ definido en V(Aw) de la siguiente manera:
Áw($. ‘1’, TV, V) = (—4’ , —á$ , —v , —(VV + V)
1,~, + 4’).
Observación 6.1 Las condiciones de contorno que aparecen en la definición del dominio V(Aiv)
se L’erlfican en el sentido de las trazas. Observemos que, aunque no tenemos garantizado la
regularidad suficiente para dar sentido a las trazas de TV~ y V~, podemos hacer ésto para la
combinación II + V. La misma observación es válida paro el término (1V + Vh~ que aparece
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Comisideramnos el problema Cauchy:{ Ut(t)+ÁwU(t)0, Vt>0
6.4> 11(0) = 1k
U(t) = (4’, 4’,, TV, 1¾)(t)E D(.4w).
Temiemos en primer lugar un resultado de existencia, unicidad y estabilidad de soluciones:
Teorema 6.1 i) Soluciones fuertes: Si ($0, $1, j470, VV’) E V(Áw) entonces existe una única
solación (4’. $~. 11’. W~) E C([O, oc), V(Aw)) fl C’([O, oc), X) de (6.4).
.4 demás, para cualquier solución fuerte, la energía asociada (6.2) satisface:
(6.5) dE — I(W~O2.
u) Soluciones débiles: Si ($0, $1, TV0, TV’) E X entonces existe una única solución débil de(6.4) co” la propiedad: (4’. $~, TV. 1¾)E C([O, oc), X).
Vos .solmiciormcs débiles cualesquiera (4’, TV) y ($, 17V) satisfacen la siguiente propiedad de
Motilidad:
6.6) J<i —4>) 2 + 1(4’— <‘» 2> + fu (1V— ¡1/) 2 + 1(~~’— TV» ¡2) <
~
Dernostracion:
(olmsisle en demostrar que el operador ~4w + 7 es maximal monótono en X y aplicar el
Teorema de Hille-Yosida (vease Cazenave y Haraux [12],Teorema 3.1.1, p.3’T.)
Si U = (4>. 4’. 11’, Y) E V(..4w) entonces <GAw + 7)U, U> =4 (V~)2 =O, lo que significa que
Amr + 17 es monótono.
Por otro la(lo. para todo E = (fi, 12, fa, 14) E X podemos encontrar un único elemento
1 = (4>. 4’. 1V. 1’) 6 D(Á¡v) que sea solución de (.4w + 7)U = E.
Esto es equivalente a resolver el siguiente sistema:
( —4’+ $ =1’
1 —~~-~- 84’ 8$(6.7) 4’ =12, ~— =Osobre 1’, y y = y sobre I’o
¡ —l’+ TV f~
I~ iii + V)~~ + 4’ + V = f4 y (TV + V)~(0) = (TV + V)~(1) = O.
Para ésto consideramos la formulación variacional correspondientes a (6.7), que consiste en
encontrar (4>. II’) en ¡¡‘(fi) x 11’(I’o) tal que, para todo (~, u) E ¡¡‘(fi) x 11’(1’o)
j r$r~ + ¡ $mp —414½4-2i TV~u~ +4 $u +4 Wu =
I=í1±f2>~iroí3Q+Irií3)XUX+Iro(íI+f3+í4)U
La parte izquierda de (6.8) define una forma bilineal continua y coercitiva en (¡¡‘(fi) x
JI’(Y
0fl
2 mientras que la parte derecha define una forma lineal y continua en ¡¡‘(fi) x 11’(F
0).
a
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Aplicando el Lema de Lax-Milgram’s resulta que (6.8) tiene una solución única (4’, VV) en el
espacio ¡¡‘(fi) x ll’(F0). Finalmente, teniendo en cuenta los resultados de regularidad para el
Laplaciano. se obtiene que .
4w + 1 es maidmal. a
u
Definin,os ahora los espacios: x = .Ñm(fi) ~ .r~2~í?~ x Ñ’(r0) x L2(ro) donde A’ es el espaciocociente ¡¡m = 111/Po, .1% es el conjunto de las funciones constantes y V(Aw) es el subespacio
d#X definido como V(Aw):
a
V(A¡
1-) = {($o.$~,Wo,Wm) E ÍP(fi)~ ¡¡‘(fi) x A’(r0) x ¡¡‘(Fo): (14/0+ VV’) E
05<> 8$” a
=0 sobre r,. = —TV’ sobre F0, (VV
0 + TV’)~(0) = (14/0 + W’h(1) = 0;.
Observando que si (5, St, TV, I’V~) es la solución de (6.4) con dato inicial (4’o. 4’,. IVo. H~) a
entommces (4> + c
1. $~. VV + c2. ~I’~)es la solución del problema con dato imiicial (4’~ + c~. 4’,, T1’,ú +
c2. Hm) obtenemos un resultado de existencia, unicidad y estabilidad de soluciones en A’.
Aden,ás. teniendo en cuenta la coercividad de la energía en este espacio tenemos que. para a
toda solución fuerte:
11(4’, $~, VV. W~)(t) II <¡¡(4’O 5’ W<>,TV’) Ilx’ Vt =0, a
(6.9>
II A11(5, st, VV, W~)(t) ¡I~ <II Aiv($<>, 4”, VV0, VV’) l¡,~. Vt > O
lo que significa que las trayectorias están acotadas en V(Aw).
Qimememnos ver además cuando las condiciones de contorno 111(0) = VV~(1) = O tiemmen sen-
tido y para que datos iniciales la solución es relativamente compacta en A’. Para obtener umna
respuesta a estas preguntas tenemos que imponer condiciones adicionales de regularidad sobre
It->.
Proposición 6.1 Si el dato inicial ($0, 5’, VV0, VV1) pertenece al espacio:
1> = <(5<> 51 TV0 1V’) E V(Aw) :H’~ E A2(I’
0) y 14(0) — l4’2(1) = 01
la solacion correspondiente($, $~, TV, l4’~) de (6.4) pertenece aCb([O, oc),V), donde Cb( [O,oc),l~) =
C([O. oc). 13) n L
00(O, oc; 13). Además, 13 es denso y compacto en X. a
Demostración:
Tenemos de (6.9) que IV~(t) + l1’(t) = V(t) E Cb([0, oc)), H2(1~o). Por tanto TV(t) = e~tH¡o +
lcr ~8 tI(s)ds y si TV” E 112(Fo), se deduce que VV E Cb([O, oc), H2(r0)). El mismo argumento
muestra que las condiciones de contorno TV~(O) = TV~(1) = O se cumplen para todo t > (1 si
= W2(1) = O. á
u
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Igual que en el primer capítulo, si definimos el espacmo:
X”={(4’~4f,TV~V)EX:j~—jTV=O~ j(V+$)=0}
obtenemos que la energía es coercitiva en este subespacio de A’ que, además, es invariante para el
operador .~4,t. Se puede obtener una proposición similar a la Proposición 6.1 usando el espacio
A’<> en vez de A’.
Los siguientes dos resultados se obtienen de la misma manera que sus correspondientes del
capítulo 3.
Proposición 6.2 Para cada dato inicial en A’ la solución débil correspondiente de (6.4) tiende
a cero en A’, cuando el tiempo t tiende a infinito, es decir, Hm E(i) = 0.
Proposición 6.3 La tasa de decaimiento de la energía no es uniforme en A’, es decir, no existe
mo coas/gide C > O y w > O tal que E(t) =CE(O)ewi para cualquier solución débiL
Observación 6.3 De la misma manera que en el capítulo 3 se deduce que:
(4>1V) —~ (1$’ +1 TV1 +1 $<>(O),—1$’ +1 TV% cuando 1 -. oc.
Jo ir
0 ir0 Jo ir0
Por dítimo. se puede obtener en este caso un resultado de existencia de soluciones periódicas
del sistemima:
(6. 1 0







— — T1rxt + «‘t = 1
lV~(O.t) — IV (it) = O
en fix(O,oc)
sobre 1’, x (O, oc)






7,040 T. Si fu) =
(6. 11)
Supongamos que f E ¡¡‘(0,7’; L2(O, 1)) es periódica con respecto a t, de pe-
~ f,,(t)cos(nrx) y:
1 >311 (fa» IIL2(o,T) exp(2—n)2 <oc,__ 400 9n0
<¡itonces existe una solución débil de (6.10,) periódica en A’ de periodo 7’.
Demostración: Como se obtiene de una manera muy similar a la del teorema correspondi-
emite del Capítulo 5 la omitiremos.
u
Observación 6.4 De estos resultados se deduce que, a pesar de
d la ecuación dc 11’. las propiedades fundamentales del sistema
modificar el término disipativo
original permanecen intactas.
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6.2 Sobre el decaimiento de la energía con otras condiciones
de contorno para W
aEn este párrafo nos proponemos estudiar el sistema disipativo siguiente:







Ttt — 14½+ TV~ + $~ = o













A commtinuación estudiamos el comportamiento asitótico de las soluciones del sistema (6.12).
Recordamos que los puntos de equilibrio del sistema analizado en los capítulos anteriores
eran del tipo (c1.O. c2. O) y formaban un espacio de dimensión dos. Cada solución tendía a un
pumito de equilibrio determinado de manera única por los datos iniciales.
EIsistenia (6.12) tiene un conjunto de puntos de equilibrio con una estructura muás compleja.
Incluso la función $(t) puede no estar acotada en L
2(fi) cuando t — oc, tal y como veremos
más adelante.
Por esta razómm. escribimos este sistema en una forma distinta, considerando como variables
= ~4> y p = —4>~ en vez de $ y 4’~.
Recordaimdo la formulación del problema presentada en la Introducción obtenemos que el
sistema (6.12) se puede escribir como:
t + Vp = O




11 — TV~1 + TV1 — p = O
IV(O,t) = TV(1,t) = O
11(0) — 1W, p(o) =
VV(O) — TV” VI¡í(O) = TV
1 sobre F
0.
¿‘ es la velocidad y p la presión del fluido interior.
Iba energía asociada a este sistema se define por:
en fix(O,oc)
en fix(O,oc)
sobre r, >< (O,oc)
sobre F0 x (O,oc)
sobre F0 x (0,oc)
tE (O,oc)
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Es decir, este sistema también es disipativo.
Definimos el espacio £ = <6 E L2(fi) x 0(12) : rot 6 = O>.
Observación 6.5 La condición 6E £ significa que existe 4’ E ¡¡‘(fi) tal que V4’ = y.
Consideramos el espacio de energía finita asociado al sistema anterior:
A’
0 = £ >< L
2(fi) x H¿(r
0) x 0(Fo)
con el producto escalar natural.
Definimos el operador (VMD)~ AD) por
V(.AD) = <U = (U,p,TV,V) EXo: ÁD(U) E A’o, 6n= O sobre I’~, 6.n = V sobre Fo>,
(6.16) ...4D(6,p,W.V) = (Vp,div 6,~V,~TVxr+ Y p)
Observación 6.6 Observemos que el operador A, estudiado en los capítulos anteriores, se puede
d.finir de la misma manera que ..4~, considerando como variables V$ y 4’~ y por lo tanto, desde
,.s te punto dc vista no hay diferencias entre los operadores A y AD. Sin embargo, una diferencia




(omm esuis definiciones y considerando U = (6,p, TV, TV~), el sistema (6.13) se escribe:{ Udt) +AnU(i) = O, Vi E (O,oc)
(6.17) U(O) = (4’o, 4’,,1V0, 1V,) E V(AD)
U(t) E V(AD), Vi E (O, oc)
Las propiedades del operador AD definido en (6.16) se describen en la siguiente proposición:
Proposición 6.5 El operador AD definido en (6.16) es maximal monótono en Xo y. por lo
tau/o. genera un semigrupo de contracciones {T(t)}t>o.
La.~ soluciones del problema (6.13,) están bien definidas en el espacio de energía y tienen
lada.’ las propiedades de regularidad del Teorema 1.1.
Observemos que la proposición anterior nos asegura que 13(A0) es denso en X<>. Además,
por su definición. 13(A0) está incluido con compacidad en A’o.
Los resultados anteriores y un razonamiento parecido al del Teorema 2.1 nos aseguran que:
Teorema 6.2 La solución del problema (6.13) tiende, cuando el tiempo 1 tiende a infinito, al
— 12c Io.f
estado de equibibrio (0.5, ba(x).0) E Xo, donde b = —, e = TV” ya(x) =13 kPrj 2
Demostracion:
Los resultados anteriores nos aseguran que las trayectorias correspondientes a datos iniciales
e¡m 13(A0) son relativamente compactas en A’0.
Los puntos de equilibrio del sistema vienen dados por la relación
T<tfliP, z<>, j470, TV’) — (60, p0, TV”, TV’).
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a
La fórmula (6.15) nos indica que, para una solución estacionaria (1W,p”, ¡4/0, 14’tm), tenemos
que 111 = O. Adenmás. esta solución satisface el sistema:
( Vp”=O enfi
div1W—O enfi
(6.18> 60 n=O sobreF
0 a[ —Wt—p” = O sobrer0
VV”(1) — ¡4/o(o) = O.
De aquí se obtiene que los puntos de equilibrio son del tipo (U, b, b a(x), O), donde b es una
coristamite arbitraria y a(x) es la solución de la ecuación diferencial:{ —a~~ + 1 = O, x E (0,1)
a(O) = a(1) = O.
Tammmbién tenemnos que E(t) es un funcional de Lyapunov estricto (sólo los puntos de equilibrio a
somm solmmciommes de energía constante). La demostración de esta afirmación es muy sem~~ejaute a la
utilizada en el Teorema 2.1 y se apoya fundamentalmente en el Teorema de Hblmgren.
Por consiguiente, se puede aplicar el Principio de Invarianza de LaSalle y se obtiene que las a
solucioímes del problema (6.13) tienden al conjunto de los puntos de equilibrio cuando t —
Para demostrar que una solución converge a un punto de equilibrio único es suficiente integrar
la segunda ecuación de (6.13) y observar que la cantidad 4~ + 4 VV se conserva a lo largo de
una trayectoria.
Por consiguiente. la solución (igp. VV, T4S)(t) tiende, cuando el tiempo tiende a infinito, al a
— f<> 1 1 4 13
estado (O.b.ba(xtO) que tiene la propiedad: e = ]p + j VV<> = j b + ba(x) = —b
12
(omm esto se commclux’e la demostración del teorema.
a
u
Observamos que el espacio A’o se puede descomponer en suma directa A’o = X¿
1 e X¿. donde: a
= {(ÍW 9 li’<> ¡/0) EX
0: jt+j =
a
= {(J,b,ba(x),O) E Xo}.
La proyección de la solución U(t) del sistema (6.13) sobre 4 permanece constante mientras
que la proyección sobre X¿~ tiende a cero.
Observación 6.7 Observemos que existen soluciones de la ecuación (6.12) con la propiedad de U
que ¡~ $ IIL2(o) no permanece acotada cuando t — oc. En efecto, (t, 1, a(x), O) es una solución
dél sistema (6.12) con esta propiedad.
a
A continuación nos interesa si el decaimiento del semigrupo de contracciones generado por
en A{7 es ummiforme o no.
La posibilidad de separar las variables nos permitía en el Capítulo 2 demostrar la existencia de a
una sucesión de autovalores del operador A, que se aproximan al eje imaginario y así deducíamos
que la emiergía de las soluciones del problema (1.1) no tiene un decaimiento uniforme.
a
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En el caso del sistema (6.13) no es posible usar un argumento similar ya que las nuevas
condiciones de contorno para TV no permiten la separación de las variables y, por lo tanto, no
se pueden construir soluciones explicitas con decaimiento exponencial arbitrario. Sin embargo,
demmíosmraremmios que este sistema tampoco tiene un decaimiento uniforme. El resultado se apoya
cii el hecho de que existen autofunciones y autovalores del operador diferencial, .AD, que se
parecen mx~uclmo a las autofunciones y los autovalores del operador A, correspondiente al sistema
íimícial (1.1). Esto ocurre debido a la contribución relativamente pequeña que TV tiene en la
norma de umia autofunción.
Teorema 6.3 Si bien la proyección sobre 4 de toda solución de (6.13) tiende a cero, cuando
— oc. este decaimiento no es uniforme.
Deinostracion:
Sm,pomiganmos que. por el contrario, el semigrupo <7’(t)}~>0 generado por el operador dife-
reimcial AD asociado al sistema disipativo (6.13) tiene un decaimiento uniforme: existen dos
comístamites positivas Al y w tal que IIT(t)IIxo=Al eWi.
Demmotamnos por R(AD : A) la resolvente de An en A:
1Z(An : A) = (An — AIf’.
l¾ilizamulo la expresión de la resolvente en la forma integral (ver Pazy [40]. T 3.1. p. 8)
= je.US(t)dtobtenemos:
ILR(An : >)¡j ~.o < ¡ eRt AtíIs(t)II dt < ¡ Al e(1~cAw>t dt.
(ommsideramído elementos A sobre el eje imaginario (con Re A = O) obtenemos que las resol-
vemmm es correspondientes están umiiformemente acotadas:
Al(6.19> IIR(AD : A)lIxo < — para todo A con ReA = 0.
0~ ~
.4 coimtimmuación construimos una sucesión de valores u con lZev = O y de funciones de norma
1111<) en X¿’. ~,. E V(AD) de tal forma que:
IIR(An : v)&ILo — oc
lo que está en contradicción con (6.19) y nos indica que la suposición inicial es falsa.
Imítroducimos ahora el operador conservativo Ac asociado al sistema (1.1) del Capítulo 1
(considerando condiciones de Neumann para VV), pero usando las variables 11 y p, como lo
Imicimnos antes.
Si miotamos por P4 el operador de proyección sobre la cuarta componente tenemos que A =
~
1c+ 711.
El Teorema 3.1 nos asegura que el operador 4c tiene, para cada valor entero positivo k
Oímw se obtiemme separando la variable x), una sucesión de autovalores {Vk,m}m=O puramente
nímagimíarios ~‘ de módulo mayor que k,r, que se acercan a los valores 1k2 + m2 r i cuando vn
liemíde al infinito. Estos autovalores vienen dados por 11k,r’. = m ~ k2ir2 i donde Zk.m son las
raíces reales de la ecuación algebraica:
z2 + k2ir2
tgz—
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A contínuacion denotamos por u un autovalor de este tipo.
También conocemos las autofunciones correspondientes a un autovalor u:
~‘
3-v(cosh Iu2+k2,r2(y~ 1)cos kirx) ‘~
cosh j7W~r2(y — 1) cos k,rz
(6.20) ~‘,!.= — v2+k2w2 sinh v’WT~2r2 cos k,rx
u2
u2 + k2r2 a
sinh v~’u2 + k2,r2 cos kirx
Se tiemie que Ac ~ =
~2w2
A partir de ahora utilizamos la notación c,. = senh ~~,crTI2~2.
uDel Capítulo 3. en el que analizamos el espectro de Ac, se tiene (vease la Proposición 3.1):
Lema 6.1 Si>.’ describe los autom.’alores de Ac de módulo mayor que kw, para un k fijo. entonces
bine ¡nos 1(1.9 siguientes dos propiedades:
i) La sucesión { d’,~} no tiende a cero fuertemente en A’ cuando luí tiende a infinito.
u) S¡ notamos por P
4 el operador de proyección sobre la cuarta componente, entonces la
sac(.s¡óI, {P4 e,,) tiende a cero fuertemente en L
2(I’o). Además, ~. = o
Defi¡min¡os ahora, para cada autovalor u con las propiedades del lema anterior, la fumíciómí
u,, : [0. 1] — 1—1. 1] por:
x+UeE~&T, sixE [o,¡t~)
mm,, = <1)k(v1x + si x E (1 — ¡ti’ 1] a
O en los demas casos.
Taíímbiémm commsmderamos la solución ~,,de la ecuación eliptica:
{ ÑX4Q~+4Q~0 enE k. a
Construimos ahora las funciones 4,3 — (Vp,,, O, ~CV u,,) y 4->,, = —
u,,, 4’1 4,3.1/
~ Observemos que m/’> E 13(A
0). En efecto, teniendo en cuenta las definiciones de las funciones
u,, y y,, y notando por 4>,j la componente i-ésima de 4->,,, se verifica inmediatamenta que:
• y~ E H
2(fi) con lo cual 4h>~m E (JJ’(fi)9
• u,,~ n =OsobreFm, 4’,
41n=4’,,4sobrero
a
• ‘¡,~ E C~’(O. 1). u,,(O) = 1, u,,(1) = (—1)” con lo cual las últimas dos componentes de u-’,,
pertemiecemi a 112(0. 1) fl ¡¡¿(0. 1).
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IP,,R(AD : v)& = ¡¡(A0 —
y imos proponemos demostrar que i¡7Z(An : v)¿,,IIxa — oc cuando u — oc.
Para ésto evaluamos la norma de las cantidades 4,~, y (Ao — uI)t,,.
Como tenemos que
(AD—vI)4,,, (Ac+P4—uZ)4,-~-(Ao—vI)4,3=P4i4+(An
‘ la parte u> del Lema 6.1 nos asegura que P4 V’ tiende a cero cuando vi tiende al infinito, nos
(1lmeda evaluar la norma lIk4o — vI)t,b3I¡xo:




= (—Vl~ + 1)eml’mz—1





(¡u¡x — 1)6 elkm±-.1 =
1 ds < 2c¡vI3,
(s—
~1 1 ..2j.
donde e = J ( — ~‘~‘ ds, valor que no depende de u
• II — Xy,,J¡¡~<~ = I¡s:ui¡L2<n) =IYt,IIH’(O).
2 ¡Os:,,
• llL~II•~~.~ =. 1•srL’uun.~,, ir0 Dv
=~l2f Iu,,12 + ~IY¡’lIu’(n)
y por lo tanto
~Iy,,II%,<0>=¡c.j~ Ir. ¡u,42 =2jc,,¡23jz’¡
Las últimas estimaciones nos indican que ¡¡(Ao — vfl4’3IIxo tiende a cero cuando v¡ tiende
a infinito, ya que
II(Ao — vZ)4,3¡j5~~o ~ 214423
21 c~ ¡2
+ —~j-—j— + 2c¡c42iv¡
• IIU~[Ii2(u
1) =
= —j c,,u,,s3~ = I@A2) <
+ 21 c,,12
31u¡
(‘omm ésto hemos demostrado que lim II(Ao — vZÑ’4Ixo = O.
14—00
1
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- Por otro lado. la parte i) del Lema 6.1 nos asegura que la sucesión {4’} no tiende a cero
fuertemente en A’ cuando luí tiende a infinito, pero las estimaciones anteriores nos indican que
{ w3} silo hace. Resulta que la sucesión {4,,} no tiende a cero fuertemente en X¿~.
Los últimnos dos resultados indican que IIIZ(Ao : u»¿,,j¡~o —. oc cuando u — oc. lo que
nos proporciona la contradicción deseada.
Obtenemos que el semigrupo asociado no tiene un decaimiento uniforme.
u
Observación 6.8 Se podría intentar aplicar el mismo tipo de razonamiento usando como sucesion
(ib,,),, la sucesión a la que hemos visto que ésta se acerca:
¡ __________ cos m~ry cos kirx
(—1 )Tfl+1 i É
= Vx/~I+rn:r miry cos krx
0 ¡ a
0 1
Sin embargo, tal y como se observa por un cálculo directo lo, no obtenemos el resultado
deseado ya que
II(Ao — VflÚ’kmIIxO = j¡ cos mirylIL2(oI)
y este termino no tiende a cero.
Observación 6.9 El resultado obtenido en el teorema anterior no es sorprendente ya que la
disipación está concentrada en una parte relativamente pequeña de la frontera y que no cumple las
condiciones geométricas deducidas en f6J. Sin embargo, la demostración del teorema nos indica
algo más que subrayamos a continuación. La sucesión (¿,,),, encontrada tiene la propiedad de que
le corresponde una sucesión de soluciones del problema (6.12) con un decaimiento no uniforme.
La energía de estas soluciones no está concentrada a lo largo de un rayo de la óptica geométrica
que no intersecta la región disipativa (como en ¡6/,) sino que está uniformemente distribuida en
fi. Esto nos indica, una vez más, que en este tipo de sistemas la verdadera causa del decairnknto a
no uniforme es la estructura híbrida del problema y no la localización de la disipación.
También observamos que podemos encontrar, para cada & E ~V una sucesión diferente (e,,>,,
Observación 6.10 El resultado anterior nos muestra que la propiedad de no tener vn U
caimiento uniforme no cambia cuando, en el sistema, las condiciones de contorno para VV se
modifican. Esto es lógico puesto que VV, a altas frecuencias, es despreciable frente a 4’.
6.3 Sobre el soporte del término disipativo
a
Para demostrar que en problemas de este tipo no hay un decaimiento exponencial de la energía
ni siquiera cuando la disipación se ejerce en toda la frontera estudiamos un caso distinto en el
que la simetría permite cálculos explícitos.
Sea fi la bola unidad de IR2 fi — {(x,y) E IR2 ¡ z2+y2 < 1} y supongamos que la disipación
se ejerce en toda la frontera
1’ = {(x, y) E IR2 1 x2 + ~ =
a
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Planteamos el problema de las vibraciones acústicas en este nuevo dominio donde la frontera
entera se considera flexible. La derivada TVzr se reemplaza por la derivada tangencial 1V66.
Escribiendo el sistema en coordenadas polares obtenemos:
1 1
$t$rr~$r””~$ee=O para 0<r<1, 0<6<2w,O<t
r r$r0 para r=0, O<t
para r=1, 0<6<2ir, O<t(6:21) iV~~—Weo+TV~+4’~=0 para r=1, O<e<2ir, O<t
$(O)=4”’, 4’dO)—$’ para O<r<1, 0<6.c2ir
VV(O) = ¡4/0, It(O) — TV’ para r = 1, 0 < O < 2,r
Un sistema similar se puede encontrar en Banks et al. [5] donde se estudia un problema de
reducción de ruido en un cilindro infinito.
El sistema (6.21) tiene una única solución con todas las propiedades enunciadas en el teorema
1.1. Además, si consideramos datos iniciales radiales, la solución va a ser también radial $ =
@(/. r). II = 14(t) y va a verificar el sistema:
1
para O<r<1, 0<t
r para r=O, O<t
4’~=lV~ para r=1, O.ct
Ui:22) lV~+W~+4’~=O para m’=1, 0<i
4’(O)—&. $dO)=4” para O<r<1
¡‘¡‘(O) — VV
0, lV~(O) — TV’ para r = 1.
Hmmscamos soluciones para la ecuación (6.22) del tipo:
<6.23) (4’, TV) = e’~t(t Y), con ‘II = ‘11(r) y Y E IR.
Nuestro objetivo es demostrar la existencia de una sucesión (A,,),, de autovalores tal que
(iZe>,, )~ converja a cero cuando n oc, lo que implica un decaimiento no uniforme de la
emmemgía en el tiempo.
Las soluciones de la forma (6.23) verifican:
1
(6.24) t Vv~:vA~<l) =
domíde por ‘ denotamos la derivada con respecto a r.
Eh miii mía mido Y se obtiene:
£ 1
(6.25) j ‘¡“(O) = O
~ (A — 1)~’(1) + .A’P(1) = O.
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Con el cambio de variable z = ,1tr i y ‘P(r) = ¿(Ar 1) = ¿(z) resulta que la función de variable
compleja ¿ verifica la ecuación de Bessel de orden cero:
4”{ ¿‘(0) = O
(A— 1) «‘(A i) + ¿CX i) = O.
Notamos ji = > i.
Las primeras dos ecuaciones de (6.26) nos indican que la solución es la función de Bessel de
orden cero del primer tipo, notada J
0.
Como J¿ = —Jn con J1 la función de Bessel de orden uno del primer tipo, la última ecuacmohí
de (6.26) se escribe:
(6.27) (y — i)J,(g) — JaCtO = O
y nos da los autovalores A = —iy del problema (6.22).
Con la idea de aplicar el Teorema de Rouché demostramos algunas desigualdades previas.
Sea D = {z E C ¡ Imz 1< 1, Rez > 1}.
Lema 6.2 Si J0 y A son las funciones de Bessel de orden O y 1 del primer tipo existe m,na
constante C > O tal que:
¡ Jo(z)+iJ,(z) I<~










Emí ~Vatson [47], p. 199, se demuestra el siguente desarroHo asintótico para J,, u E A’:
00ir (v,2m
)
J,,(z) — 2 (coser + tE. —
00
“‘ir ir z(~1)mtv~¿m+1>
con (u. tu) =
Resulta que:
[(u + rn + ~)
mT(v — m + ~)
(4v




i,}z) = —(cos(z + — — —)irz 2 4
1
+ O(—)) para z E D,
z
comi 1< suficientemente grande y por tanto:
Jo(z) + iJm(z) — 2 ir ir 11
—(cos(z — —) — isen(z — —)) =—O(—)
irz 4 4
(6.32) 2 ir 1 1






(6.31) ¡z¡ > 1<
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Obtenemos que existen C1 > O y C2 > O tales que:
zx/E(Jo(z) + iij(z) — 2 E.) — ,iI=G para z E D
—(cos(z — — isen(z ~‘
(6:33) irz 4 4
¡ zvi(Ji(z) + i~/Ssen(z — ~O) ¡~ C2 para z E D
(‘oií E’ > máx {C,, C2} se obtiene la conclusión del lema.
u
En Watsomm [47],p. 506, se demuestra que la función .J,(z) tiene una sucesión de ceros (a,,),,>o
reales, positivos y simples con el siguiente desarroflo asintótico:
ir 3 9
+Un flir+ ¡— 2ir(4n+ 1) 96,r
3(4n+ 1)~ —
Obíciemos que
a,, ~E. = nw~o,, con o,, = — +4 2ir(4n-l-1) 72
O E [O,2r)}
(omísidemamnos. para cada n > O, el círculo:
16




y r mmm coimstante que va ser precisada más tarde.
Lema 6.3 Para r,, dada por (6.36) existe N. > O tal que:




¡ sen(z + —) ¡ =¡ sen(a,, — — + r,,cosú) 2 + senh(r,,sen6) ¡2=
4 4
=¡sen(a,, — + r,,cosO) ¡2 + ¡ r,,senO ¡2
4
La fimmmción
irf : [0.2ir) —~ IR, fO) =¡ sen(a,, —
alcanza sim mínimo en O = O si o,, + r,, <
Resulta que:
¡ sen(z — 1)1=1sen(o,, + r,,)
4
O (jIIC —o,, < r,, < ir — O,,.
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Aplicando el Teorema de Taylor se deduce que existe ~ E [0,2w) tal que
¡ sen(z — E.) ¡> sen(a,, .4- r,~) = (a,, + r,, (a,, 2 sen~)
4—
Para z E IX y r,, cumpliendo (6.36) tenemos que existe N~ > O tal que para todo u > N~ y
z E 1,,: a
c e c 2c (o,,+r,,)2¡ z¡a,,—r,,n,r n,r 2
(a,, + r,,9
_ sena) =1sen(z — E.) ¡
_ 2 4
u
Teorema 3: La ecuación (6.22) tiene una sucesión de soluciones de tipo (6.23):
(4’,,, VV,,) = e>’~~0P,,. Y,,) fl
con la propiedad hm 7Ze>~,, = O.
rt— SC
Demostración:
L;tilizaimdo el Lerna 6.2 se obtiene que
¡ .Jo(:)+i.Im(z) < E’ ~ -3~ ¡e7”’~ < 1 (C+ i/1e)= ,%¡(2C+V?ie)—
¡vii irz —¡fi¡ Vir ¡<EH
Ahora. elegiendo c = Cv& + e, aplicando el Lema 6.3 y de nuevo el Lema 6.2 resulta
¡Jt,i~>+iJmWi< 1 1e).. ......§.... 3±¡¡ sen(z E)¡ ......§..m—mmj/—’mir viii 4 ¡M< ~mmmk~w
para E IX y u > Nc.
Aplicando el Teorema de Rouché se obtiene que la función (z — i)Ji — Jo tiene un cero en el
interior de la curva r,, para u suficientemente grande y de aquí que la ecuación (6.27) tiene una
sucesmon de ceros con la parte imaginaria convergente a cero.
Por lo tanto, existe una sucesión de soluciones de tipo (6.23) con 7Ze.X decreciente a con’
que indica un decaimiento no exponencial de la energía.
• a
Observación 6.11 El resultado anterior muestra la ausencia de decaimiento uniforrnt de la
energ¡a incluso si la disipación se ejerce en toda la frontera. Esto nos indica que este fenómeno
se debe al carácter híbrido de los sistemas considerados y no a la localización de la disipación
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