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A lo largo de los años, la industria química se ha visto envuelta en múltiples accidentes por 
la incorrecta manipulación de elementos químicos ya sea por negligencia o falla de algún 
equipo de laboratorio. Por ello, la presente investigación se basa en la necesidad de 
manipular y reconocer eficientemente los elementos químicos que puedan ser nocivos para 
la salud. Como medida de solución, se ha desarrollado un algoritmo para el reconocimiento 
de la posición del elemento dentro del área de trabajo basado en el procesamiento digital 
de imágenes aplicado a un robot de 3 grados de libertad, a este método se le denomina 
control servo visual. Así mismo, se ha planteado asociar los colores a los distintos 
elementos químicos que se puedan presentar, posteriormente el encargado del 
reconocimiento de dichos elementos son las redes neuronales artificiales. Por último, en 
medida de realizar una manipulación limpia y sin dejar impurezas se ha diseñado un rayo 
tractor sónico para reemplazar el clásico griper como elemento manipulador.  
Las simulaciones para el posicionamiento del robot en base a la adquisición de imagen del 
área de trabajo coincidieron con el ángulo y la distancia que forma el robot respecto al 
objeto, los datos fueron corroborados gracias al prototipo, como resultado el ángulo de 
desfase fue de un + 10° debido a factores de precisión del servomotor. Para comprobar el 
rendimiento de la red neuronal se realizaron múltiples pruebas, de las cuales se obtuvo un 
85% de acierto, un resultado aceptable. En conclusión, gracias a los datos obtenidos se ha 
determinado que el control servo visual de un robot es viable al ser aplicado a un 
manipulador de 3GDL, además, es posible asociar los colores de los elementos químicos 
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En la actualidad dentro de los laboratorios e industrias químicas, la gran mayoría de 
procesos de manipulación son exclusivamente manuales; por lo tanto, existe una gran 
exposición de los operadores al contacto con diferentes sustancias químicas, las cuales 
pueden ser nocivos para la salud. Por lo general, los operadores se rigen con ciertos 
parámetros previos para manipular determinados elementos dentro del entorno de trabajo. 
Sin embargo, muchos de ellos obvian algunos pasos de seguridad ya sea por negligencias, 
contratiempos, estrés, falta de equipos de protección, etc. Factores que ponen en riesgo 
constante al operador y a su entorno pudiendo ocasionar daños irreversibles.  
En base a lo anterior se ha determinado que existe un problema en la manipulación de 
elementos químicos. Por ello, como solución se ha propuesto la implementación de un 
nuevo sistema para realizar este tipo de actividades aplicando las Redes Neuronales 
Artificiales(RNA) ya que, en la en los últimos años, es un tema de mucho interés, por la 
gran capacidad de procesar información y parámetros complejos. Este nuevo sistema se 
basa en un control de un robot manipulador de 3 grados de libertad, siendo capaz de 
reconocer las posiciones de los elementos químicos mediante el procesamiento digital de 
imágenes y a la vez la identificación del tipo de elemento a manipular gracias a las redes 




ondas mecánicas de sonido con la capacidad de capturar el objeto haciendo que se 
suspenda en el aire, esto permite que al realizar las manipulaciones de los elementos 
químicos no se generen pérdidas o algún tipo de contaminación al tener contacto físico con 













ANTECEDENTES DE LA INVESTIGACIÓN 
1.1. Planteamiento del Problema 
La tecnología en la industria química se encuentra en avance continuo día a día, 
debido a que surgen nuevos equipos digitalizados especializados para satisfacer 
muchas necesidades dentro del área de trabajo químico. Sin embargo, detrás de las 
necesidades que posee la industria existe el personal capacitado quien asumen la 
labor diaria y se exponen a diferentes ambientes, donde muchos de ellos pueden ser 
tóxicos por los distintos elementos a manipular o por el solo hecho de interactuar 
continuamente en áreas dañinas para la salud, pudiendo generar males inmediatos o 
como a futuro contra su persona.  
Por lo tanto, ¿Qué relación existe entre el aislamiento de trabajo de un operador con 
respecto al diseño de un servo mecanismo inteligente capaz de evitar contacto alguno 
con sustancias sumamente dañinas? Siendo el eje principal la seguridad del operador, 








1.2. Objetivos  
Para la presente investigación los objetivos han sido divididos en dos partes, generales 
y específicos, siendo este último aquellos que en conjunto cumplan con el objetivo 
general.  
1.2.1. Objetivo General 
Diseñar el control servo visual que permita identificar dentro del sistema de 
coordenadas el objeto a manipular. Además, diseñar una red neuronal que 
permita la identificación de los elementos químicos. 
1.2.2. Objetivos Específicos  
- Realizar el modelamiento cinemático directo e inverso del robot 
manipulador. 
- Modelar la dinámica del robot de 3 GDL y realizar las primeras simulaciones. 
- Desarrollar el algoritmo para el reconocimiento de los elementos químicos 
asociados a colores. 
- Desarrollar el algoritmo para el procesamiento de imágenes y extracción de 
características del espacio de trabajo. 
- Determinar la clase de transductor sónico para el rayo tractor. 
1.3. Alcances de la investigación 
La investigación debe de estar respaldado por los alcances que este tendrá en 
diferentes ámbitos, para esta investigación se propuso, evaluar los beneficios dentro 
del ámbito tecnológico, económico, social y ambiental. 
1.3.1. Alcance Tecnológico 
La tecnología robótica ha sido ampliamente desarrollada para ser aplicada a la 
industria de la manufactura, teniendo como finalidad aumentar la cantidad y 
calidad de producción de un producto, sin embargo, pocos han desarrollado 





Hoy en día la labor dentro de esta área se realiza manualmente haciendo uso 
de cabinas presurizadas para aislar las manipulaciones y reacciones químicas 
que se puedan generar. Por lo tanto, el desarrollo de la tesis, presenta una 
integración de tecnologías como la robótica, las redes neuronales artificiales y 
un rayo tractor sónico, siendo este última, una tecnología recientemente 
desarrollada, no obstante, presenta características positivas para ser aplicadas 
a esta área. La interacción y el trabajo en conjunto de estas tecnologías forman 
un sistema innovador que permite la eficiente manipulación de sustancias 
químicas haciendo posible que las investigaciones con diversos elementos 
puedan realizarse de manera segura y sin contacto directo con el operador. 
1.3.2. Alcance Económico 
El desarrollo de un prototipo que cumpla con los objetivos propuestos no 
demanda una gran inversión económica, ya que, los materiales y equipos 
electrónicos que lo conforman existen en gran cantidad en el mercado siendo 
totalmente accesibles. Sin embargo, de tratarse de un prototipo a escala 
superior se debe considerar que la inversión para su implementación será 
mayor debido a que, los equipos electrónicos y mecánicos del sistema tienen 
un elevado costo ya que la variación del precio se rige por las características 
propias de cada elemento.   
1.3.3. Alcance Social 
Gracias a la tesis desarrollada se espera un impacto positivo y favorable para 
la sociedad. La implementación de un prototipo que sea aplicado al área de 
investigación química y que gracias a ello desarrollen nuevos compuestos que 
permitan generar un producto a menor costo y más duradero estos factores 
aportan a la economía y desarrollo social. Por otro lado, presentar el prototipo 




que una nueva generación de estudiantes se pueda formar dentro del ámbito 
tecnológico.  
1.3.4. Alcance Ambiental 
El medio ambiente es un factor importante que se ha considerado para el 
diseño e implementación del prototipo, este sistema procura no dañar el 
ecosistema donde se desarrolla, esto gracias a que hace uso solo de energía 
renovable como es la energía eléctrica. Además, no ha de generar ningún otro 
tipo de contaminación, el ruido es mínimo, no existen fuertes vibraciones, no 
existe fuerza de impacto que pueda ocasionar algún tipo de molestia al 
operador. Por otro lado, se ha previsto que al realizar manipulaciones de 
elementos químicos siempre quedan residuos dentro de los recipientes, 
probetas, matraz o algún otro tipo de contenedor. Por este motivo, se asegura 
que la manipulación de estos elementos se realizará de manera limpia gracias 
al nuevo sistema de manipulación, empleando un rayo tractor sónico se evita 
contacto con algún agente externo que pueda contaminar la muestra o dejar 
















2.1. Estado del arte 
La tesis desarrollada por W. Carrera denominada “Diseño y construcción del 
subsistema electrónico para el control de un brazo robot de 5 grados de libertad”, 
desarrollada en la Universidad Católica del Perú (2015), diseña una interfaz PC usando 
el lenguaje de programación Visual Basic para el control de las articulaciones, donde 
se ingresaran los movimientos que se desean para ejecutar el movimiento del brazo, 
analizando la cinemática directa e inversa de dicho robot, como también el seguimiento 
de su trayectoria. Como resultado final se escoge diferentes dispositivos como 
sensores, excitadores, tarjetas de control y tipo de interfaz, con la finalidad de que cada 
elemento corresponda adecuadamente y tenga la funcionabilidad exacta para las 
pruebas que se somete el sistema en general de cinemática directa, inversa y 
finalmente de generación de trayectorias que son corroboradas con el software Matlab.  
En el paper implementado por R. Rodríguez, M. Sánchez, M. Ravichagua y S. Castillo, 
denominado “Control del brazo robótico de seis grados de libertad, mediante 




Nacional de Ingeniería UNI, el presente trabajo hace énfasis a tres materias de suma 
importancia en la carrera de ingeniería mecatrónica como visión artificial y control de 
robots.1 
En esta oportunidad, se implementa un robot de 6 grados de libertad, el cual 
desarrollará tareas automatizadas para la cosecha del ají paprika, debido a que este 
equipo brinda mayor versatilidad para el desarrollo de movimientos complejos y 
operación en terrenos agrestes. Para poder controlar dichos movimientos y las 
posiciones espaciales del robot se acopla una serie de dispositivos electrónicos, de los 
cuales cabe resaltas los siguientes: un sensor visual, encargado de reconocer el 
ambiente de trabajo, mientras que para la profundidad y recolección del ají es 
necesario un sensor de distancia. 
La investigación desarrollada por C. Luyo denominada “Diseño e implementación de 
un sistema de control e interfaz para un brazo robótico de 5 GLD” de la Universidad 
Católica del Perú (2015), implementan un diseño de control para la manipulación y 
planificación de trayectorias capaz de ser utilizado para pruebas dinámicas y 
cinemáticas. 2 
El sistema está establecido para que sea comandado por un operador quien será el 
encargado de definir las coordenadas finales para que el robot pueda realizar su 
trayectoria.  
Por otro lado, se realizó un diseño mecánico, el cual permitió al autor la fabricación de 
cada uno de los eslabones. En la parte electrónica, se determinó el uso de dispositivos 
electrónicos capaces de producir señales que permiten al sistema controlar las 
posiciones y movimientos de los eslabones, bajo criterios de un control discreto, 
                                                          
1 RODRÍGUEZ R., SÁNCHEZ M., RAVICHAGUA M. y CASTILLO S. (2011). Control del brazo robótico de seis 
grados de libertad, mediante retroalimentación visual, para la cosecha del ají paprika. Lima, Perú: UNI 
2 LUYO Christian (2015). Diseño e implementación de un sistema de control e interfaz para un brazo 




quienes se encargarán de seguir el modelamiento matemático planteado con 
anterioridad para el equipo según la función de transferencia. 
El control desarrollado en este proyecto cumple con las expectativas a nivel de control 
angular, haciendo previamente pruebas individuales en cada eslabón para verificar su 
exactitud de trabajo. También, se define que el brazo robótico es controlado 
completamente por una interfaz gráfica, la cual no solo permitió movimientos aislados 
de los eslabones disponibles en la estructura, sino también, realizar trayectorias, al 
definir el punto final donde debe llegar. 
Según D. Triana, S. Roa y C. Forero, realizan un trabajo de investigación denominado 
“Desarrollo y control de un brazo robótico mediante la adquisición de datos en tiempo 
real hacia un espacio no real”, de la Universidad Autónoma de Bucaramanga, 
Colombia (2015)3, donde se implementan sistemas de control más accesibles para el 
usuario y mando del manipulador. El proceso desarrollado facilita el reconocimiento de 
la dinámica del robot, partiendo desde la posición, velocidad y aceleración (datos 
adquiridos en tiempo real) para poder determinar la trayectoria que se ejecutará en 
este sistema robótico en un espacio no real (simulación). Por lo tanto, se obtiene como 
resultado un exoesqueleto maestro capaz de controlar al manipulador virtual, 
visualizando todos los actos físicos del brazo en la simulación. 
Según S. Pandey, realiza una investigación del “Concepto para la clasificación 
automatizada por medio de un brazo robótico”, de la Universidad de Baroda, Vadodara, 
Gujarat, India (2018)4, el cual parte de una necesidad como las tareas repetitivas y 
precisión en distintos procesos de la industria. Brindando soluciones por medio de 
aplicaciones robóticas autónomas, quienes se encargarán de realizar trabajos 
repetitivos manteniendo las exigencias de precisión y velocidad. Por lo tanto, se diseña 
                                                          
3 TRIANA D., ROA S. y FORERO C. (2015). Desarrollo y control de un brazo robótico mediante la adquisición 
de datos en tiempo real hacia un espacio no real. Bucaramanga, Colombia: UAB 





un brazo robótico versátil y de bajo costo que finiquite con las necesidades de la 
industria. 
El proyecto desarrollado compite con otros basados en la misma funcionabilidad, 
destacando en la flexibilidad y versatilidad en términos detección de objetos y 
selección según las características de estos, con la finalidad de aumentar la 
productividad de la industria o en otro entorno donde se instale. 
El paper desarrollado por A. Jamali, I. Mat, P. Mohd y M. Tokhi, denominado “Modelado 
inteligente del manipulador robótico flexible de doble enlace utilizando una red 
neuronal artificial” de la Universidad de Tecnología de Malasia, Malasia (2017)5, 
describe el funcionamiento de una red neuronal artificial en el modelamiento de un 
manipulador robótico flexible, bajo un sistema de la RNA de multi-entrada y multi-
salida.  
Las señales recogidas para ser tratadas por la red son dadas por los codificadores, 
acoplados a los motores, acelerómetros, capaces de reconocer las vibraciones 
generadas en el brazo robótico, una tarjeta de adquisición de datos para la conversión 
analógica a digital. Por lo tanto, estos dispositivos en conjunto serán simulados bajo el 
entorno del software Matlab/Simulink. 
2.2. Bases Teóricas 
Para el desarrollo del proyecto planteado, previamente se debe de tener fundamentos 
teóricos esenciales para comprender la complejidad y el funcionamiento de todos los 
sub-sistemas empleados, en las siguientes líneas se pasa a detallar los principios 
teóricos que lo conforman. 
2.2.1. La Robótica 
Los autores Barrientos, Peñín, Balaguer y Aracil del libro denominado 
Fundamentos de Robótica (2007), definen el término como una disciplina en 
                                                          
5 JAMALI A., MAT I., MOHD P. y TOKHI M. (2017) Intelligent modeling of double link flexible robotic 





auge el cuál hace una inclusión de varias ramas de la ciencia y de las 
tecnologías, tales como la automatización industrial, mecánica, informática, 
electrónica, teorías de control, algebra, entre otras. [6]  
A lo largo de la historia, el hombre ha desarrollado una serie de mecanismos 
automáticos siendo uno de los más populares la creación del gallo de 
Estrasburgo en el año 1352. Por otro lado, la primera patente de un dispositivo 
robótico se presentó en el año 1954 gracias al inventor de procedencia británica 
C.W. Kenward. Años después, debido a la amplia experiencia en el desarrollo 
de mecanismo, autómatas y siendo el autor de varias patentes, George C. 
Devol fue el encargado de establecer las bases del robot industrial moderno.  
En finales de los sesenta y principios de la década de los setenta las bases de 
la investigación de la robótica se proponen en universidades norteamericanas. 
Posteriormente se crearon departamentos de investigación en inteligencia 
artificial desarrollando exitosamente los primeros robots móviles con cierto 
porcentaje de autonomía. Gracias al desarrollo del Stanford Cart en la 
universidad de Standford, siendo este el primer manipulador controlado por 
computador y con un accionamiento eléctrico, dio paso a los diseños actuales 
de los robots manipulador. Posteriormente, esta idea dio inicio al diseño, 
fabricación y comercialización del robot PUMA mostrado en la figura 2.1, el 
robot más famoso y utilizado en la industria de la producción, como también en 
el área de investigación. [7] 
                                                          
6 Barrientos, A., Peñin , L., Balaguer , C., & Aracil, R. (2007). Fundamentos de Robótica (Segunda ed.). Madrid, España (pp.xii): McGraw-
Hill/Interamericana de españa, S.A.U.   
 
7 Barrientos, A., Peñin , L., Balaguer , C., & Aracil, R. (2007). Fundamentos de Robótica (Segunda ed.). Madrid, España(pp.2-10): McGraw-





Figura 2.1. Robot PUMA (Barrientos, Peñin , Balaguer , & Aracil, 2007) 
 
2.2.1.1. Clasificación de los robots 
Si bien es cierto, los robots pueden clasificarse de diversas maneras ya sea por 
el tipo de configuración, el número de ejes que este pueda tener, de acuerdo al 
tipo de actuadores, el área de aplicación, etc. A continuación, se detalla la 
clasificación en base al tipo de control todas regidas por la norma ISO 837 
mostradas en la figura 2.2. 
Robot teleoperado:  el robot es controlado de forma manual por un operador, 
gracias a ello el control se puede realizar desde diferentes partes del mundo de 
forma remota en tiempo real.   
a) Robot Secuencial: En este tipo de robots solo se puede controlar una serie 
de movimientos en base a dos puntos establecidos (Point to Point: PTP). 
Los manipuladores de tipo neumático son un claro ejemplo de este tipo de 
control. 
b) Robot controlado por trayectoria: Robots controlados en base a una 
programación de trayectoria previa, lo cual permite que el robot siga una 





c) Robot adaptativo: el robot se adapta al entorno de trabajo para cumplir su 
tarea programada, esto se logra gracias a sensores, visión artificial, redes 
neuronales, entre otros. Actualmente aplicados a la industria de la 
manufactura. [8] 
 
Figura 2.2. Bocetos de algunos tipos de robots. (Barrientos, Peñin , Balaguer , & 
Aracil, 2007) 
 
2.2.1.2. Grados de libertad de un robot 
Un robot está constituido por una serie de elementos mecánicos o también 
denominados eslabones y unidos mediante articulaciones que permiten un 
movimiento relativo entre dos eslabones consecutivos. Se usan términos como 
cuerpo, brazo, codo y muñeca para hacer referencia a los distintos elementos 
que conforman un robot.  
 El movimiento que puede realizar un robot puede ser de desplazamiento, giro, 
o una combinación de ambos. Franz Reuleaux en el año 1876 ideó los 
movimientos relativos posibles entre dos elementos en contacto. A los 
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contactos que se producen entre superficies lo denominó pares inferiores (low 
pairs), por otro lado, si el contacto es puntual o lineal lo denominó pares 
superiores. En la figura 2.3 se muestran los movimientos posibles definidos por 
Reuleaux.[9] 
 
Figura 2.3. Los 6 pares inferiores de Reuleaux. (Barrientos, Peñin , Balaguer , & 
Aracil, 2007) 
 
Una cadena cinemática es un camino por el cual se puede llegar a un eslabón, 
se denomina cadena cinemática abierta cuando solo existe un camino, 
mientras que, cuando existan dos caminos para llegar a cualquier otro eslabón, 
tomará el nombre de cadena cinemática cerrada, ambos ejemplos mostrados 
en la figura 2.4.  
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Figura 2.4. Cadena cinemática a) abierta y b) cerrada. (Barrientos, Peñin , Balaguer , 
& Aracil, 2007) 
 
Para la obtención de los grados de libertad de un robot se aplica la fórmula de 
Grubeler mostrada en la ecuación 2.1. 





Λ= GDL del espacio de trabajo (Típicamente tres en el plano, seis en el 
espacio). 
n= Número de eslabones (debe de incluirse el eslabón fijo o base). 
j= número de articulaciones. 
fi= Grados de libertad permitidos a la articulación i. 
La mayoría de robots manipuladores modernos son cadenas cinemáticas 
abiertas y las articulaciones de tipo rotación o prismática. Debido a esto, es 
sencillo obtener el número de grados de libertad ya que, al desarrollar la 
ecuación anterior, el valor coincide con el número de articulaciones que se 
propuso. Así mismo, dichos robots poseen una estructura angular, conocida 




tipo cartesiana y SCARA, siendo estos 3 los más usados. Sin embargo, en la 
figura 2.5 se aprecia las diferentes estructuras de robots que se han diseñado 
a lo largo de la historia.[10] 
 
Figura 2.5. Estructuras de robots más usadas en la industria. (Barrientos, Peñin , 
Balaguer , & Aracil, 2007) 
 
Los grados de libertad dependerán de la complejidad de la tarea programada 
al robot y del alcance que este debe de tener para cumplirla, dentro de la 
industria se hace uso de 6 GDL para aquellas tareas que impliquen demasiados 
obstáculos en la trayectoria. Sin embargo, muchos de ellos solo cuentan con 5 
o 4 GDL ya que son actividades cíclicas donde el área de trabajo está 
despejada para que el robot pueda desenvolverse sin problemas.  
En la figura 2.6. se muestra a dos robots que presentan diferentes tipos de 
configuraciones mecánicas para lograr una tarea específica, una de ellas es un 
robot con 3GDL el cual debe de surcar un obstáculo para cumplir con su labor. 
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Por otro lado, se tiene un robot de 3 GDL que realiza un desplazamiento lineal 
y dos movimientos articulares. [11] 
 
Figura 2.6. Robots planares. (Barrientos, Peñin , Balaguer , & Aracil, 2007) 
 
2.2.2. Redes Neuronales Artificiales: 
Las redes neuronales artificiales (RNA) surgieron de la necesidad del ser 
humano para modelar y comprender diversas funciones que son realizadas por 
los seres vivos, una de ellas, replicar el comportamiento de las neuronas de 
nuestro cerebro.  
En el científico Ramón y Cajal de procedencia española, logró describir los 
distintos tipos de neuronas en el siglo XIX, así mismo, plantea que nuestro 
sistema nervioso está constituido por neuronas individuales y que la 
comunicación entre ellas es posible gracias a la sinapsis, es decir, por contacto 
entre neuronas. 
Posteriormente se desarrollaron modelos matemáticos para describir el 
comportamiento de una neurona, se realizaron algunos intentos para su 
implementación, dicho desarrollo no tuvo un impacto histórico debido a la 
limitada tecnología. En aquel entonces, aún no se contaba con los sistemas 
computarizados. Años después, gracias a las computadoras, fue factible poder 
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desarrollar simulaciones de redes neuronales artificiales debido a la gran 
capacidad de procesamiento. Sin embargo, Este periodo de investigación y 
desarrollo de las RNA no fue muy prolongado, las RNA perdieron importancia 
y prestigio debido a que se encontraron diferentes limitaciones en la lógica para 
solucionar problemas complejos con el Perceptrón, esencialmente aquellos 
problemas en las que sus variables no son linealmente separables, todas estas 
observaciones fueron presentadas por Minsky y Papert en el año 1969 y como 
resultado los científicos perdieron interés en profundizar en el tema. No 
obstante, varios investigadores continuaron con el desarrollo de las RNA 
mediante métodos inspirados en el sistema computacional neuromorfológico, 
aplicados a solucionar problemas de identificación de patrones y clasificaciones 
de diferentes clases. Dentro de este periodo se obtuvo grandes resultados, 
Steve Grossberg y Gail Carpenter propusieron la teoría de la resonancia 
adaptativa, ART (Adaptative Resonance Theory) (1976). Por otro lado, 
Anderson y Kohonen en 1982 desarrollaron diferentes técnicas para un 
aprendizaje asociativo, el popular método de aprendizaje denominado Back-
Propagation fue desarrollado por Paul Werbos en 1982 convirtiéndose en el 
método más utilizado actualmente en la arquitectura de Perceptrón multicapa.  
El resurgimiento del interés por las RNA fue durante el final de la década de los 
setenta y principios de los ochenta, algunos de los factores que influenciaron 
este movimiento fue la aparición de libros y conferencias que muestran las 
capacidades de solución a problemas con esta técnica dentro de distintas 
áreas.  
En la actualidad, las RNA han tenido un impacto positivo dentro del área 




aplicación. Incluso, los nuevos circuitos integrados son basados en RNA los 
cuales pueden resolver problemas aún más complejos. [12] 
2.2.2.1. La neurona 
Una neurona es una célula principal del sistema nervioso y por su morfología 
son semejantes a las células biológicas, el tamaño del cuerpo celular de una 
neurona es de alrededor de 5 a 10 micras de diámetro, de ella se desprende el 
axón, principal rama de la neurona, las ramas de menor dimensión son 
denominadas dendritas. La función principal de una neurona es la de recibir, 
procesar y enviar información hacia otras neuronas vecinas gracias a la 
reacción química que se produce dentro de su membrana plasmática.  [13] 
 
Figura 2.7. La neurona biológica. (Caicedo & López, 2009) 
 
Las neuronas se diferencian del resto de células vivas por su capacidad de 
comunicación. Tomando como referencia la Figura 2.7, los encargados de 
recibir la información de entrada son las dendritas, mientras que el cuerpo 
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(pp. 13-17): Programa Editorial Universidad del Valle. 
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celular combina y emite las señales de salida. El axón es el cuerpo de la 
neurona, encargado de distribuir la información a las siguientes neuronas.  
Una neurona, por lo general, recibe una gran cantidad de información 
provenientes de miles de otras neuronas y, a su vez, envía información a otros 
miles de neuronas más, formando una gran red de comunicación. Según 
investigaciones, los especialistas estiman que en el cerebro humano se 
generan 1015 conexiones. [14] 
En la tabla 2.1 se realiza una comparativa entre un ordenador clásico 
secuencial con una arquitectura Von Neumann y un sistema bilógico neurona, 
teniendo como finalidad, dar a conocer las diferentes características de cada 
una de ellas como la capacidad para poder procesar datos, retener información, 
y el poder de su unidad de procesamiento.  









Fuente (Caicedo & López, 2009) 
                                                          
14 Caicedo, E., & López, J. A. (2009). Una Aproximación Práctica a las Redes Neuronales Artificiales. Santiago de Cali, Colombia            (pp. 
18): Programa Editorial Universidad del Valle. 
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2.2.2.2. Neurona biológica 
En una neurona biológica se puede encontrar dos tipos de señales, eléctricas 
y químicas. La señal que se genera en la neurona y que recorre lo largo del 
axón es eléctrica, por otro lado, la señal que transmite el axón hacia otras 
neuronas mediante neurotransmisores que se encuentran en las uniones de 
las neuronas denominada sinapsis, son de origen químico. En la figura 2.8 se 
observa la sinapsis entre dos neuronas y la reacción química que se genera 
para poder transmitir la información.[15] 
 
Figura 2.8. Neurotransmisores en una sinapsis (Caicedo & López, 2009) 
 
2.2.2.3. Neurona artificial 
Teniendo como referencia la fisiología de una neurona biológica, en las 
siguientes líneas se propone un modelo de una neurona artificial, para una 
mejor representación, la figura 2.9 muestra el modelo de una N.A. en forma de 
bloques.  
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Figura 2.9. Modelo de una Neurona Artificial (Caicedo & López, 2009) 
 
La neurona artificial recibe las entradas que pueden provenir de un sistema 
sensorial externo, o de otra conexión de neuronas y se define con el vector de 
entradas X= [X1 X2 ...Xn].  
Los pesos sinápticos cumplen el rol de emular la sinapsis entre neuronas 
biológicas, de igual manera, los pesos se definen por un vector W. El parámetro 
θ representa a una configuración neuronal cuyo valor es independiente de las 
entradas, una de sus aplicaciones es para resolver problemas con Perceptrón 
con valores que sean linealmente no separables.  
La entrada neta se produce por la sumatoria de la multiplicación de entradas 
por los pesos sinápticos tal como se muestra en la ecuación 2.2.  




𝑁𝑒𝑡𝑗 = 𝑥1𝑤1 + 𝑥2𝑤2 + 𝑥3𝑤3 + ⋯
+ 𝑥𝑁𝑤𝑁 + 𝜃𝑗 
(2.3) 
𝑁𝑒𝑡𝑗 = 𝑤
𝑇𝑋𝑗 + 𝜃𝑗 (2.4) 
La neurona dependerá de la función de activación para ser activada, por lo 
general se utiliza la función conocida como heaviside, una función de escalón 




cero, en caso contrario el valor de la salida será 0. Para representar en la 
ecuación 2.5 la función de activación se usará la expresión Factj.  
𝑦𝑗 = 𝐹𝑎𝑐𝑡𝑗(𝑁𝑒𝑡𝑗) (2.5) 
Existen diferentes tipos de funciones de activación que ayudan a resolver 
distintos problemas, en la figura 2.10 se muestran alguna de ellas, como el 
del tipo escalón, lineal, etc. [16] 
 
Figura 2.10. Funciones de activación  (Caicedo & López, 2009) 
 
2.2.2.4. Red neuronal Artificial 
Una neurona artificial posee una baja capacidad de procesamiento y carece de 
aplicaciones, el verdadero potencial radica en la interconexión de las mismas 
formando una gran red de procesamiento, tal como sucede en el cerebro 
humano. [17]. 
El científico finlandés T. Kohonen las define como redes de elementos simples 
que usualmente son adaptativos, conectados de forma masiva que intentan 
comunicarse con el mundo real tal como lo hace un sistema nervioso biológico.  
F. Caicedo y J. López consideran que las redes neuronales se basaron en la 
biología natural teniendo como referencia de desarrollo los siguientes aspectos. 
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21-23): Programa Editorial Universidad del Valle. 
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1. La unidad de procesamiento mínima del cerebro está a cargo de la 
neurona. 
2. La información se transmite entre neuronas gracias a las conexiones entre 
ellas. 
3. Los pesos sinápticos son los encargados de multiplicar la señal 
transmitida, este proceso se encuentra en cada enlace de conexión. 
4. El proceso para determinar la señal de salida se realiza a través de una 
función de activación que por lo general no es una función lineal, se realiza 
una sumatoria de las entradas multiplicadas por los pesos sinápticos de 
cada rama. [18] 
2.2.2.5. Arquitectura de una RNA 
La arquitectura de una RNA es la forma de organizar las neuronas artificiales 
en su interior y está relacionado con el algoritmo empleado para entrenar la 
red.  
Existen diferentes tipos de arquitectura, entre ellas las redes monocapa, 
multicapa, redes feedforward y redes recurrentes. Los cuales se detallan a 
continuación. 
a) Red Monocapa 
En la figura 2.11 se observa dos niveles de neuronas, siendo el primero 
asociado al vector de entrada X; sin embargo, no se considera como una capa 
debido a que es directamente una interfaz de comunicación de la neurona con 
los datos de entrada. 
La siguiente columna corresponde a la capa de salida, como se aprecia, en 
esta arquitectura solo se dispone de una capa de procesamiento. Así mismo, 
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se observa la conexión total entre la capa de entrada y la capa de salida. La 
capa de salida posee m neuronas cada una con una función de activación los 
cuales permitirá obtener las salidas Y. [19] 
 
Figura 2.11. RNA monocapa. (Caicedo & López, 2009) 
 
b) Rede Multicapa 
En esta arquitectura la red posee un nivel de entrada con n neuronas y una 
capa de salida con m neuronas, el comportamiento es similar a una red 
monocapa. Sin embargo, aquí surgen las capas ocultas compuestas por h 
neuronas. Se denomina capa oculta debido a que estas neuronas no tienen 
contacto directo con los datos de entrada ni con los datos de salida. El número 
de capas ocultas dependerá de la complejidad del problema a solucionar, el 
diseño de una RNA multicapa se aprecia en la figura 2.12, donde se tiene una 
capa de entrada, una capa oculta formada por h neuronas y una capa de salida 
de m neuronas.  
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Figura 2.12. RNA multicapa. 
(Caicedo & López, 2009) 
 
c) Red feedforward 
Una red neuronal de tipo feedforward se caracteriza por el conjunto de 
neuronas que reciben información multivariable, la salida procesada puede ser 
también multivariable. En la arquitectura mostrada en la figura 2.13, las 
neuronas hacen fluir la información en un solo sentido haciendo posible 
restringir el paso hasta que se genere la respuesta de salida. [20] 
 
Figura 2.13. Diagrama arquitectónico de una red neuronal tipo feedforward(RNAf) 
(Vásquez López, 2014) 
 
d) Redes recurrentes 
La arquitectura de las redes recurrentes hace posible que la información no 
siempre fluya en un sentido, esto debido a que tienen la propiedad de poder 
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realimentarse hacia capas anteriores a través de conexiones sinápticas. En la 
figura 2.14. se muestra dos configuraciones de redes neuronales recurrentes 
monocapa, donde la primera figura 2.14. a, muestra en la salida pasa por una 
unidad de retardo para posteriormente ser llevado a otras neuronas, excepto a 
sí mismas.  En la figura 2.14. b, se aprecia en las entradas la información que 
provienen de unidades de retardos, los cuales transportan sus señales de 
estímulos a las neuronas de salida. A este conjunto de neuronas se denomina 
neuronas de contexto. [21] 
 
     a) Monocapa        b) Monocapa con unidades de contexto 
Figura 2.14. RNA tipo recurrentes. (Caicedo & López, 2009) 
 
2.2.3. Rayo tractor sónico 
El rayo tractor sónico utiliza el poder de las ondas mecánicas de sonido para 
mantener las partículas suspendidas en el aire. Estas ondas emiten radiación 
acústica, cuando estas fuerzas son suficientemente fuertes y convergen de 
todas direcciones encapsula la partícula y hace posible atrapar de forma 
estable objetos pequeños. Fue desarrollado por primera vez en la Universidad 
de Bristol, este descubrimiento da paso a múltiples aplicaciones, como la 
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manipulación de cápsula de medicamentos, instrumentos microquirúrgicos, el 
transporte sin contenedor, etc.  
Por muchos años, los investigadores se han visto frustrados por no poder 
mantener en suspensión partículas de orden superior, sin embargo, los 
ingenieros de la Universidad de Bristol utilizaron un nuevo enfoque, empleando 
los denominados tornados de sonido: vórtices que fluctúan rápidamente 
simulando a un tornado con un sonido fuerte que rodea un núcleo silencioso. 
Para llegar a estos logros se trabajó con ondas ultrasónicas de 
aproximadamente 40KHz, dando como resultados la suspensión de una esfera 
de poliestireno de un diámetro de dos centímetros y como resultado en la figura 
2.15. muestra la simulación de cómo es encapsulada la esfera dentro del 
vórtice de sonido. [22] 
 
Figura 2.15. Vórtice de sonido encapsulando esfera de poliestireno.  
 
Para los cálculos de los elementos acústicos holográficos para su manipulación 
de objetos levitados se ha considerado las investigaciones realizadas por 
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Nature Communications, con el fin de obtener la información clave para el 
modelamiento matemático requerido 
El primer análisis a realizar se basa en la caracterización de un punto de 
levitación, teniendo en cuenta la fuerza de radiación acústica (F) ejercida sobre 
una pequeña partícula esférica se puede calcular a partir del gradiente del 
potencial de Gor’kov. 
𝐹 = −∇ 𝑈 (2.6) 
Donde: 
F= Radiación Acústica 
∇ 𝑈= Gradiente del potencial de Gor’kov 
Se caracteriza un punto de levitación como un máximo del operador Laplaciano 
(convergencia del gradiente) aplicado al potencial de Gor'kov, es decir, un 
punto hacia el cual convergen todas las fuerzas. 
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El potencial de Gor'kov (U), en términos de la presión acústica compleja (p) y 
sus derivadas espaciales, es dado por: 
𝑈 = 𝐾1(|𝑝|































V: Volumen de la partícula esférica.  
𝜔: Frecuencia de emisión de ondas. 
𝜌: Densidad de la partícula. 
𝑐 
 : Velocidad del sonido. 
Siendo los subíndices ‘0’ y ‘p’ referencia del medio en que se encuentra la 
partícula y el material en sí. 
Si un transductor acústico emite con una frecuencia y amplitud constantes, 






𝛷𝑗: Retardo de fase del transductor. 
𝑀𝑗: Número complejo constante para un transductor dado y punto en el 
espacio. 
Con las ecuaciones planteadas en este modelamiento para los hologramas 
acústicos, se resumirán las ecuaciones matemáticas en la expresión 2.12.   















R: Radio de la esfera 
𝜌𝑚: Densidad del medio 
𝑐𝑚
 : Velocidad del sonido 
𝜌 
2 , (𝑢)2: Amplitudes cuadras medias de la presión y la velocidad en el 
centro de la esfera. 
Por lo tanto, el gradiente del potencial representa las fuerzas que actúan sobre 
una pequeña esfera. Entonces, un punto de levitación es una posición a la que 
convergen todas las fuerzas; Es decir, un mínimo del potencial. 
Estas ondas estacionarias se crean cuando dos ondas de la misma frecuencia 
que se encuentran en direcciones opuestas se intersectan. 
La capacidad de controlar las ondas estacionarias permite la traslación de los 
objetos levitando que están contenidos dentro, en este caso los insumos 
químicos a tratar.  
2.3. Modelamiento 
Para llevar a cabo el correcto modelamiento de la tesis presentada, se ha propuesto 
realizar la siguiente metodología la cual está descrito por los siguientes aspectos: 
- Diagrama de bloques. 
- Diagrama pictórico. 
- Modelamiento matemático. 
- Diagramas de Flujo. 
- Desarrollo de Algoritmos. 
- Modelamiento por parámetros. 
2.3.1. Diagrama de bloques  
El diagrama de bloques muestra la secuencia que debe de tener el sistema 




realizar. En la figura 2.16 se muestra el diagrama de bloques diseñada por los 
autores de la tesis. 
 
Figura 2.16. Diagrama de bloques (diseñada por: Autores de la tesis) 
 
2.3.2. Diagrama pictórico  
En la figura 2.17 se tiene el diagrama pictórico, el cual, es una vista a 
profundidad de cada subsistema definidas en el diagrama de bloques, donde 
se puede apreciar gráficamente la parte fundamental de cada bloque. 
 








2.3.3. Modelamiento matemático 
2.2.3.1. Cinemática de un robot 
En el capítulo 4 del libro Fundamentos de robótica, los autores definen la 
cinemática como el estudio del movimiento del robot respecto a un sistema de 
referencia sin considerar las fuerzas que intervienen. Así mismo, esta ciencia 
se interesa por analizar el movimiento espacial en función del tiempo, como 
también, la relación entre la posición y la orientación. 
En el desarrollo de la cinemática del robot se tiene dos parámetros importantes, 
el primero la cinemática directa. El cual consiste en hallar la posición y 
orientación del extremo final del robot teniendo como referencia un sistema de 
coordenadas. Por otro lado, se encuentra la cinemática inversa, aquella que 
determina la configuración de un robot para una posición y orientación 
conocidas.[23]  
Denavit-Hartenberg en 1955 propusieron un método matricial para obtener el 
modelo cinemático directo de un robot. En la ecuación 2.13. se establece los 
parámetros que se deben de considerar para su solución. 
𝑖 − 1𝐴𝐼 = 𝑅𝑜𝑡𝑧(𝜃𝑖)𝑇(0,0, 𝑑𝑖)𝑇(𝑎𝑖  0, 0)𝑅𝑜𝑡𝑥(𝛼𝑖) (2.13) 
Donde: 
- 𝜃 : Es el ángulo de rotación alrededor del eje 𝑍𝑖−1. 
- 𝒅𝒊(0, 0, 𝑑𝑖): vector correspondiente a la distancia de traslación a lo largo del 
eje 𝑍𝑖−1. 
- ai; vector ai (ai,0,0): Vector de traslación a lo largo del eje xi con una 
distancia ai. 
- 𝛼𝑖: Ángulo de rotación alrededor del eje 𝑥𝑖. 
                                                          
23 Barrientos, A., Peñin , L., Balaguer , C., & Aracil, R. (2007). Fundamentos de Robótica (Segunda ed.). Madrid, España                         




Luego de realizar el producto entre matrices se obtiene la siguiente expresión 
2.14. 
 
                                       (2.14)  
Donde las variables 𝜃𝑖, 𝑎𝑖, 𝛼𝑖 son los parámetros D-H del eslabón i que 
relacionan cada uno de los eslabones que conforman el robot. Finalmente, 
Denavit-Hartenberg establecen un algoritmo para la solución al problema 
cinemático directo. Todos los pasos para resolver la cinemática de un robot 
aplicando D-H se aprecian de manera gráfica en la figura 2.18.[24] 
 
Figura 2.18. Robot cilíndrico aplicando algoritmo D-H. (Barrientos, Peñin , Balaguer , 
& Aracil, 2007) 
 
                                                          
24  Barrientos, A., Peñin , L., Balaguer , C., & Aracil, R. (2007). Fundamentos de Robótica (Segunda ed.). Madrid, España                         




Al seguir los pasos establecidos por D-H. se procede a realizar la tabla 2.2 
para determinar sus parámetros y posteriormente efectuar las matrices 
correspondientes.  
Tabla 2.2. Parámetros D-H. para la figura 4.2. 
Fuente (Barrientos, Peñin , Balaguer , & Aracil, 2007) 
 
2.2.3.2. Dinámica del Robot 
La obtención del modelo dinámico mediante LaGrange muestra ventaja sobre 
la formulación Newtoniana al aumentar el número de grados de libertad del 
robot.  
A continuación, se presenta la ecuación 2.15 que rige la dinámica de un robot. 
𝜏 = 𝐷?̈? + 𝐻 + 𝐶 (2.15) 
donde: 
?̈? :      vector de coordenadas articulares 
𝝉:            vector de fuerza aplicada a cada articulación 
𝑫𝒒:       matriz de inercias cuyos elementos son en función de q. 
𝐻(𝑞, ?̇?):   matriz (n x 1) de fuerza de Coriolis, dependientes de 𝑞 𝑦 ?̇?. 
𝐶(𝑞):       matriz (n x 1) de fuerzas de gravedad, dependiente de q 
𝑛:        número de grados de libertad del robot.  [25] 
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2.2.3.3. Salida de una red neuronal 
Al tener una red neuronal es importante determinar el valor numérico de la 
salida. La ecuación 2.16 muestra cómo se puede obtener dicho valor. 




Posteriormente el valor obtenido es evaluado en la ecuación 2.17 por la función 
de activación para determinar la salida y de la red neuronal. 
𝑦𝑝𝑗 = 𝑓𝑗(𝑁𝑒𝑡𝑎𝑝𝑗) (2.17) 
2.2.3.4. Aprendizaje de una red neuronal 
El modelamiento matemático para el aprendizaje de una red neuronal se 
describe matemáticamente por la ecuación 2.18. 
𝑤(𝑡 + 1) = 𝑤(𝑡) + ∆𝑤(𝑡) (2.18) 
Donde: 
𝑤(𝑡 + 1): Valor actualizado del peso sináptico. 
𝑤(𝑡) :  Valor actual del peso sináptico. 
∆𝑤(𝑡):  Variación del peso sináptico.[26] 
2.2.3.5. Error del p-ésimo patrón de la red neuronal 
Determinar el error procedente de las actualizaciones de los pesos w(t) de la 
red neuronal es importante para poder obtener un correcto aprendizaje. Si al 
desarrollar la ecuación 2.19 el error es diferente de cero, los pesos se 
actualizan para poder llegar a obtener un error de cero. 
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𝑝:    P-ésimo patrón del conjunto de entrenamiento 
𝑑𝑝 : Valor deseado de salida para el p-ésimo patrón 
𝑦𝑝 : Valor de salida de la red para el p-ésimo patrón [
27] 
2.3.4. Diagrama de flujo 
Para poder desarrollar el diagrama de flujo se ha detallado la secuencia que 
deberá de tener el sistema. Los cuales son: 
a) Solicitar cierre de cabina. 
b) El sistema mapea el área de trabajo. 
c) Determina la posición del objeto.  
d) Genera la trayectoria. 
e) El brazo robótico inicia el movimiento generado. 
f) Activación del rayo tractor sónico para atrapar el objeto. 
g) Graduación de la intensidad para mantenerlo estable en suspensión. 
h) Acercamiento del objeto hacia la cámara fija. 
i) Determinar el elemento químico. 
j) Colocarlo en su respectivo envase. 
k) Volver a la posición segura.  
Gracias a la lista secuenciada previa, se obtiene una vista panorámica del 
sistema desarrollado. En la figura 2.19 se muestra un bosquejo del diagrama 
de flujo, el cual permitirá poder desarrollar un algoritmo de programación para 
dar solución a lo planteado.  
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Figura 2.19. Diagrama de flujo (Elaborado por: Autores de la tesis.) 
 
2.3.5. Modelamiento por parámetros 
Del ítem desarrollado Modelamiento matemático, se ha seleccionado las 
ecuaciones de los sistemas a emplear. 
Para empezar, las ecuaciones referentes al modelamiento del robot son 
esenciales para poder realizar las simulaciones respectivas. La ecuación 2.20 
corresponde a la lógica desarrollada por Denavit-Hartenberg, así mismo se 
empleará el algoritmo desarrollado por estos autores ya que facilitan el 
desarrollo de sistemas con varias articulaciones, los parámetros D-H. son la 




𝑖 − 1𝐴𝐼 = 𝑅𝑜𝑡𝑧(𝜃𝑖)𝑇(0,0, 𝑑𝑖)𝑇(𝑎𝑖  0, 0)𝑅𝑜𝑡𝑥(𝛼𝑖) (2.20) 
Por otra parte, desarrollar el modelo dinámico del robot de 4GDL es importante 
para obtener parámetros de fuerzas y torques, para ello se hará uso de la 
metodología de desarrollo Lagrangiano, una ecuación relacionada al torque del 
sistema, relacionando la fuerza de gravedad, la inercia del robot y la pérdida 
por Coriolis. 
𝜏 = 𝐷?̈? + 𝐻 + 𝐶 (2.21) 
Pasando a otro punto de desarrollo, para el desarrollo de las redes neuronales 
artificiales y la lógica a emplear, se harán uso de las siguientes ecuaciones. La 
primera de ellas determina la salida de una red neuronal (Ec. 2.22). 





Es necesaria contar con la función de activación que evalúe el valor obtenido 
de la ecuación 2.23. 
𝑦𝑝𝑗 = 𝑓𝑗(𝑁𝑒𝑡𝑎𝑝𝑗) (2.23) 
Además, para el entrenamiento de la RNA se necesita emplear el algoritmo 
matemático 2.24, en donde existe una actualización constante de pesos 
sinápticos para llegar a obtener un error nulo. 
𝑤(𝑡 + 1) = 𝑤(𝑡) + ∆𝑤(𝑡) (2.24) 
Por último, determinar el error de la red neuronal en el aprendizaje es de suma 
importancia ya que permitirá saber si los pesos sinápticos deben de 
actualizarse, este error es definido la ecuación 2.25: 









2.4. Tabla de parámetros 
En base al modelamiento matemático, la tabla de parámetros indica las variables que 
en el próximo capítulo se deben de determinar para dar cumplir con lo propuesto en la 
tesis.  
A continuación, se muestra la tabla 2.3 de parámetros donde la primera columna indica 
la simbología de las variables, la segunda columna indica la procedencia de la variable 
y por último se escriben las unidades de las variables, en muchos casos de ellos, por 
tratarse de matrices y vectores. 
Tabla 2.3. Parámetros generales 
Símbolos Descripción Unidades 
𝜽 Ángulo de rotación rad 
𝒅𝒊 Vector de traslación, eje Z - 
ai Vector de traslación, eje X - 
𝜶𝒊 Vector de rotación, eje X - 
?̈? Vector de coordenadas articulares - 
𝝉 Fuerza aplicada en la articulación - 
𝑫𝒒 Matriz de inercias - 
𝑯(𝒒, ?̇?) Matriz fuerza Coriolis - 
𝑪(𝒒) Matriz fuerza de gravedad - 
𝒏 GDL - 
𝒘(𝒕) Valor actual del peso sináptico - 
𝒘(𝒕
+ 𝟏) 




∆𝒘(𝒕) Variación del peso sináptico - 
𝒑 P-ésimo patrón del conjunto de entrenamiento - 
𝒅𝒑 Valor deseado de salida para el p-ésimo patrón - 
𝒚𝒑 Valor de salida de la red para el p-ésimo patrón - 












DISEÑO DEL SISTEMA 
En el presente capítulo se abordará el desarrollo de la cinemática directa e inversa del 
robot manipulador de 3 GDL, así como el cálculo de la dinámica directa e inversa, con la 
finalidad de poder realizar las simulaciones pertinentes del sistema en conjunto, además 
de poder determinar los parámetros que rigen el movimiento del robot, sin embargo, no se 
abordará los cálculos para el diseño mecánico del robot manipulador ya que el propósito 
de la presente tesis se basa en el control mediante procesamiento de imágenes e 
identificación de colores por medio de RNA.  Por otro lado, el desarrollo de las redes 
neuronales no implica un modelamiento matemático en específico, se hace uso de una 
herramienta integrada en el programa Matlab denominado nprtool, donde toma como datos 
los valores de una matriz de entrada cuyas filas corresponden al número de muestras para 
el entrenamiento, mientras que las columnas hacen referencia al número de características 
que posee cada muestra, al culminar con el entrenamiento, como resultado se obtiene los 
pesos sinápticos y el algoritmo generado tal como lo veremos en el subcapítulo 
correspondiente a la identificación de colores.  El capítulo también aborda el diseño 
electrónico y programación del rayo tractor sónico, el cual permitirá la manipulación de los 
objetos dentro del área de trabajo, ya que, es una tecnología en desarrollo aún no existe 




rayo tractor sónico, en general se basa en la manipulación de la frecuencia de sonido. 
Finalmente, se diseña el algoritmo computacional para el procesamiento de imágenes con 
los cuales bajo ciertos parámetros, identificar las coordenadas de los objetos dispersos en 
la mesa de trabajo para que posteriormente el robot se dirija directamente a cada uno de 
ellos para su manipulación. 
3.1. Diseño del sistema robótico 
3.1.1. Cinemática Directa 
Para el desarrollo de la cinemática directa del robot de tres grados de libertad, 
es necesario utilizar el método de transformación homogénea, donde se 
aplicarán nociones fundamentalmente de álgebra vectorial y álgebra matricial 
para representar y describir la localización de un objeto en un espacio 
tridimensional con respecto a un sistema de referencia fijo. 
 
Figura 3.1. Plano de los puntos de referencia del robot de 3 grados de libertad. 




Como bien se muestra en la figura 3.1 el robot de tres grados de libertad se 
puede considerar como una cadena formada por objetos rígidos o eslabones 
unidos entre sí mediante articulaciones. Por lo tanto, se ha establecido un punto 
de referencia fijo en la base principal del robot que será de guía para poder 
describir la localización de cada uno de los eslabones con respecto a este dicho 
punto.  
En el siguiente análisis se detalla cómo se obtiene la matriz de transformación 
homogénea en función a las coordenadas articulares que relacionará la 
posición y orientación del extremo del robot respecto al sistema de referencia 
fijado en la base de este mismo.   
En primer lugar, se deben definir los parámetros de Denavit-Hartenberg que se 
muestran en la tabla 3.1. 
 Tabla 3.1 Parámetros Denavit-Hartenberg 
(Elaborado por autores de la tesis) 
Para obtener las matrices de transformación se debe tener en cuenta el punto 
de referencia posterior respecto al punto de referencia fijo en la base, y así 
continuar hasta el último eslabón, definiendo los parámetros de acuerdo a la 




Articulación 𝜽 d a 𝝰 
1 𝜃1 0 𝑙1 0 
2 𝜃2 0 𝑙2 0 




Desarrollo de matrices: 
 Primer punto de referencia: 
𝐻 
0
1(𝜃1) =  [
cos 𝜃1 −sin𝜃1 0 𝑙1 cos𝜃1
sin 𝜃1 cos 𝜃1 0 𝑙1 sin𝜃1
0 0 1 0







 Segundo punto de referencia: 
𝐻 
1
2(𝜃2) =  [
cos𝜃2 −sin 𝜃2 0 𝑙2 cos 𝜃2
sin𝜃2 cos 𝜃2 0 𝑙2 sin 𝜃2
0 0 1 0








 Tercer punto de referencia: 
𝐻2 3(𝜃3) =  [
cos 𝜃3 −sin 𝜃3 0 𝑙3 cos 𝜃3
sin 𝜃3 cos 𝜃3 0 𝑙3 sin𝜃3
0 0 1 0






 Posición de orientación respecto al sistema de referencia: 
𝐻 
0
3(𝜃1, 𝜃2, 𝜃3) =  𝐻 
0
1(𝜃1) ∗ 𝐻 
1





3(𝜃1, 𝜃2, 𝜃3) =   [
cos 𝜃1 −sin𝜃1 0 𝑙1 cos𝜃1
sin 𝜃1 cos 𝜃1 0 𝑙1 sin𝜃1
0 0 1 0
0 0 0 1
] ∗
[
cos 𝜃2 −sin𝜃2 0 𝑙2 cos𝜃2
sin 𝜃2 cos 𝜃2 0 𝑙2 sin𝜃2
0 0 1 0
0 0 0 1
] ∗ [
cos𝜃3 −sin 𝜃3 0 𝑙3 cos 𝜃3
sin𝜃3 cos 𝜃3 0 𝑙3 sin 𝜃3
0 0 1 0
0 0 0 1
] (3.4) 
Resolución paso a paso: 
𝑷𝒂𝒓𝒕𝒆 𝟏: 𝑯 
𝟎




cos𝜃1 cos𝜃2 − sin𝜃1 sin 𝜃2 −cos𝜃1 cos𝜃2 − sin 𝜃1 sin 𝜃2 0 𝑙2 cos𝜃1 cos𝜃2 − 𝑙2 sin 𝜃1 sin 𝜃2 + 𝑙1 cos𝜃1
sin 𝜃1 cos 𝜃2 + cos𝜃1 sin 𝜃2 −sin 𝜃1 sin 𝜃2 + cos𝜃1 𝑐𝑜𝑠𝜃2 0 𝑙2 sin 𝜃1 cos𝜃2 + 𝑙2 cos𝜃1 sin 𝜃2 + 𝑙1 sin 𝜃1
0 0 1 0











cos(𝜃1 + 𝜃2) − sin(𝜃1 + 𝜃2) 0 𝑙2 cos(𝜃1 + 𝜃2)+𝑙1 cos 𝜃1
sin(𝜃1 + 𝜃2) cos(𝜃1 + 𝜃2) 0 𝑙2 sin(𝜃1 + 𝜃2) + 𝑙1 sin𝜃1
0 0 1 0
0 0 0 1
] 
𝑷𝒂𝒓𝒕𝒆 𝟐: 𝑯 
𝟎
𝟏(𝜽𝟏) ∗ 𝑯 
𝟏




cos(θ1 + θ2) − sin(θ1 + θ2) 0 l2 cos(θ1 + θ2)+l1 cos θ1
sin(θ1 + θ2) cos(θ1 + θ2) 0 l2 sin(θ1 + θ2) + l1 sin θ1
0 0 1 0
0 0 0 1
]
∗ [
cosθ3 −sin θ3 0 l3 cosθ3
sinθ3 cos θ3 0 l3 sinθ3
0 0 1 0
0 0 0 1
] 
= [
𝑐𝑜𝑠(𝜃1 + 𝜃2 + 𝜃3) − 𝑠𝑖𝑛(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙3 𝑐𝑜𝑠(𝜃1 + 𝜃2+𝜃3) + 𝑙2 𝑐𝑜𝑠(𝜃1 + 𝜃2)+𝑙1 𝑐𝑜𝑠 𝜃1
𝑠𝑖𝑛(𝜃1 + 𝜃2 + 𝜃3) 𝑐𝑜𝑠(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙3 𝑠𝑒𝑛(𝜃1 + 𝜃2+𝜃3) + 𝑙2 𝑠𝑖𝑛(𝜃1 + 𝜃2) + 𝑙1 𝑠𝑖𝑛 𝜃1
0 0 1 0




3(𝜃1, 𝜃2, 𝜃3) = [
𝑅 
0




El resultado hallado describe la posición de la pinza (rayo tractor sónico) al 
terminal, esto quiere decir, la descripción de la posición de orientación respecto 
al sistema de referencia cero que depende de los tres grados de libertad que 
posee el robot. 
3.1.2. Cinemática Inversa 
La cinemática inversa de un robot tiene como objetivo encontrar aquellos 
valores que deben adoptar las coordenadas articulares del robot (𝜃1, 𝜃2, 𝜃3), 
para que la última articulación que por lo general es el griper pueda 




Para el desarrollo de esta sección se utiliza el método de geométrico, debido a 
que este procedimiento es adecuado para robots de pocos grados de libertad 
en este caso son solo tres GDL 
El procedimiento se basa en encontrar suficiente número de relaciones 
geométricas en las que intervendrán las coordenadas del extremo el robot, sus 
coordenadas articulares y las dimensiones físicas de sus elementos.  
Debido a la posición que se tiene de los eslabones respecto al sistema de 
referencia fijo se aplicará teoremas básicos de trigonometría para obtener los 
resultados esperados. 
La partida de inicio se encuentra conformada por las coordenadas (nx, ny, nz) 
mostradas en la figura 3.1. 





2 − 2l3 ∗ l2 ∗ cos(θ3)              (3.6) 









2 + 2𝑙3 ∗ 𝑙2 ∗ 𝑐𝑜𝑠(θ3) 













































)   (3.7) 
Como se visualiza, existen 2 posibles soluciones para que θ3 una con el signo 
positivo  
 
Figura 3.2: Contenidos en un plano y en configuración codo abajo (a) y configuración 
codo arriba (b). (Elaborado por: Autores de la tesis) 
 Ecuación de restricción de existencia de soluciones: 
𝑙3 + 𝑙2 ≥ √𝑛𝑥
2 + 𝑛𝑦
2               (3.8) 
 Luego, para la segunda ecuación Grado de libertad n°2: 
δ = λ + θ2 












                δ= tan−1 (
𝑛𝑦
𝑛𝑥
)     (3.9) 





λ = tan−1 (
𝑙3 sin(𝜃3)
𝑙2+𝑙3𝐶𝑜𝑠(𝜃3)
)   (3.10) 
Del enunciado:  





) − tan−1 (
𝑙3 sin(𝜃3)
𝑙2+𝑙3𝐶𝑜𝑠(𝜃3)
)                (3.11) 





)                 (3.12) 
Con las soluciones obtenidas de manera matemática, al contrario de lo que 
sucedía en el análisis desarrollado en la cinemática directa, la solución del 
problema cinemático inverso no es única, debido a que existen diferentes 
duplas que posicionan y orientan al extremo del mismo robot. 
3.1.3. Resolución matemática de Cinemática Inversa y Directa 
En primer lugar, se desarrollará la Cinemática Inversa para poder obtener los 
ángulos de cada articulación y poder ser planteados en la Cinemática Directa. 
 Datos fijos:  








c2 = 0.3602 + 0.3202 
𝑐 = 0.4817 𝑚 
























0.3602 + 0.3202 − 0.202 − 0.302




0.3602 + 0.3202 − 0.202 − 0.302







θ3 = 31.7883 ° 
 De la Ec. (3.8) para hallar restricción de existencia de soluciones: 
𝑙3 + 𝑙2 ≥ √𝑛𝑥
2 + 𝑛𝑦
2 
0.20 + 0.30 ≥  √0.3602 + 0.3202 
0.50 ≥  0.4817 














 De la Ec. (3.10) para hallar λ: 








λ = tan−1(0.24416) 
λ = 12.6347 º 





) − tan−1 (
𝑙3 sin(𝜃3)
𝑙2+𝑙3𝐶𝑜𝑠(𝜃3)
)    
θ2 = 40,6335 º − 12.6347 º    
𝛉𝟐 = 𝟐𝟖, 𝟗𝟗 º ≅  𝟐𝟗. 𝟎𝟎 º 











θ1 = 15.52 º 
Ahora se procederá a desarrollar la Cinemática Directa con los valores de los 
ángulos obtenidos. 
- Datos obtenidos: θ1 = 15.52 º, θ2 =  29.00 º, θ3 = 31.7883 º 
 De la Ec. (3.1) se obtiene el Primer punto de referencia:  
𝐻 
0
1(𝜃1) =  [
cos𝜃1 −sin 𝜃1 0 𝑙1 cos 𝜃1
sin𝜃1 cos 𝜃1 0 𝑙1 sin𝜃1
0 0 1 0




1(15.52) =  [
cos(15.52) − sin(15.52) 0 0.10 cos(15.52)
sin(15.52) cos(15.52) 0 0.10 sin(15.52)
0 0 1 0





 De la Ec. (3.2) se obtiene el Segundo punto de referencia: 
𝐻 
1
2(𝜃2) =  [
cos𝜃2 −sin 𝜃2 0 𝑙2 cos 𝜃2
sin𝜃2 cos 𝜃2 0 𝑙2 sin 𝜃2
0 0 1 0




2(29) =  [
cos(29) − sin(29) 0 0.30 cos(29)
sin(29) cos(29) 0 0.30 sin(29)
0 0 1 0
0 0 0 1
] 
 De la Ec. (3.3) se obtiene el Tercer punto de referencia: 
𝐻 
2
3(𝜃3) =  [
cos𝜃3 −sin 𝜃3 0 𝑙3 cos 𝜃3
sin𝜃3 cos 𝜃3 0 𝑙3 sin 𝜃3
0 0 1 0




3(31.78) =  [
cos(31.78) − sin(31.78) 0 0.20 cos(31.78)
sin(31.78) cos(31.78) 0 0.20 sin(31.78)
0 0 1 0
0 0 0 1
] 




3(𝜃1, 𝜃2, 𝜃3) =   [
cos 𝜃1 −sin𝜃1 0 𝑙1 cos𝜃1
sin 𝜃1 cos 𝜃1 0 𝑙1 sin𝜃1
0 0 1 0
0 0 0 1
]
∗ [
cos𝜃2 −sin 𝜃2 0 𝑙2 cos 𝜃2
sin𝜃2 cos𝜃2 0 𝑙2 sin 𝜃2
0 0 1 0
0 0 0 1
] 
∗ [
cos𝜃3 −sin 𝜃3 0 𝑙3 cos 𝜃3
sin𝜃3 cos𝜃3 0 𝑙3 sin 𝜃3
0 0 1 0








=   [
cos(15.52) − sin(15.52) 0 0.10 cos(15.52)
sin(15.52) cos(15.52) 0 0.10 sin(15.52)
0 0 1 0
0 0 0 1
]
∗ [
cos(29) − sin(29) 0 0.30 cos(29)
sin(29) cos(29) 0 0.30 sin(29)
0 0 1 0
0 0 0 1
] 
∗ [
cos(31.78) − sin(31.78) 0 0.20 cos(31.78)
sin(31.78) cos(31.78) 0 0.20 sin(31.78)
0 0 1 0
0 0 0 1
] 
 
 Resolviendo Ec. (3.4) para obtener la posición de orientación respecto al 
sistema de referencia: 
𝐻 
0
3(𝜃1, 𝜃2, 𝜃3) = 
[
𝑐𝑜𝑠(𝜃1 + 𝜃2 + 𝜃3) − 𝑠𝑖𝑛(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙3 𝑐𝑜𝑠(𝜃1 + 𝜃2+𝜃3) + 𝑙2 𝑐𝑜𝑠(𝜃1 + 𝜃2)+𝑙1 𝑐𝑜𝑠 𝜃1
𝑠𝑖𝑛(𝜃1 + 𝜃2 + 𝜃3) 𝑐𝑜𝑠(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙3 𝑠𝑒𝑛(𝜃1 + 𝜃2+𝜃3) + 𝑙2 𝑠𝑖𝑛(𝜃1 + 𝜃2) + 𝑙1 𝑠𝑖𝑛 𝜃1
0 0 1 0




3(15.52, 29, 31.78) = 
[
𝑐𝑜𝑠(76.30) − 𝑠𝑖𝑛(76.30) 0 0.20cos(76.30) + 0.30 𝑐𝑜𝑠(44.52)+0.10 𝑐𝑜𝑠(15.52)
𝑠𝑖𝑛(76.30) 𝑐𝑜𝑠(76.30) 0 0.20 𝑠𝑒𝑛(76.30) + 0.30 𝑠𝑖𝑛(44.52) + 0.10 𝑠𝑖𝑛(15.52)
0 0 1 0




3(15.52, 29, 31.78) = 
[
𝑐𝑜𝑠(76.30) − 𝑠𝑖𝑛(76.30) 0 0.20cos(76.30) + 0.30 𝑐𝑜𝑠(44.52)+0.10 𝑐𝑜𝑠(15.52)
𝑠𝑖𝑛(76.30) 𝑐𝑜𝑠(76.30) 0 0.20 𝑠𝑒𝑛(76.30) + 0.30 𝑠𝑖𝑛(44.52) + 0.10 𝑠𝑖𝑛(15.52)
0 0 1 0








3(15.52, 29, 31.78) = [
0.2368 −0.9715 0 0.3576
0.9715 0.2368 0 0.4314
0 0 1 0









Al tener identificado todas las articulaciones se pudo resolver la matriz de 
transformación homogénea que se plantea en la cinemática directa, siendo esta 
expresión matemática la indicadora de la localización del sistema final (H3) con 
respecto al sistema de referencia de la base fija del robot (H0) que depende de 
las tres articulaciones 𝜃1, 𝜃2, 𝜃3 compuesta por una matriz de cambio de 
orientación 𝑅 
0
3(𝜃1, 𝜃2, 𝜃3) que describe la orientación de la pinza (rayo tractor 
sónico) y la posición absoluta 𝑟𝜃0𝜃3 
0  del origen  H0 hasta H3. La tabla 3.2 muestra 
los resultados obtenidos del modelamiento matemático de la cinemática del 
robot. 
 Tabla 3.2. Resultados obtenidos del modelamiento cinemático del Robot 
 







3.1.4. Modelo dinámico 
Para realizar el modelo dinámico estructural mecánico de un robot de 3 GDL 
se plantea diferentes métodos como solución, siendo una de ellas aplicando la 
segunda ley de Newton (Equilibrio de fuerzas) o su equivalente para 
movimientos de rotación denominada Ley de Euler. Sin embargo, como método 
alternativo se puede usar la formulación Lagrangiana basada en tomar en 
consideración la energía del sistema, la ventaja de usar este método es la 
facilidad de modelar un sistema complejo como es el caso de un robot. La 
ecuación 3.13 describe los parámetros a tomar en cuenta: 










   (3.14) 
Donde:  
L: Función Lagrangiana 
Ec: Energía cinética 
Ep: Energía Potencial 
qi: Coordenadas generalizadas 
𝜏𝑖: Pares que actúan sobre la articulación 
Para la presente investigación se tiene la figura 3.3 como representación de un 
robot de 3 GDL, con masas concentras en su centro de gravedad, el desarrollo 





Figura 3.3. Representación gráfica en 2D del Robot manipulador (Diseñada por: 
Autores de la tesis) 
 
Aplicando el método Lagrangiano, en primer lugar, se procede a determinar la 
posición (representada por x)  y velocidad en cada articulación respecto a su 
centro de masa (representada por ?̇?) la cual se obtiene derivando la posición 
respecto del ángulo para luego expresar las energías necesarias y así obtener 
la función Lagrangiana. 
Para la masa 1 se tiene los siguientes parámetros: 
𝑥 = 𝑟1 cos(𝜃1)    ?̇? = −𝑟1 sin(𝜃1) . 𝜃1̇ 
𝑦 = 𝑟1 sin(𝜃1)    ?̇? =    𝑟1 cos(𝜃1) . 𝜃1̇ 
Sabiendo que el primer ángulo 𝜃1 es 90°, las velocidades angulares para cada 
eje resultan cero debido a que existe una derivada de una constante, por lo que 
la expresión quedaría de la siguiente manera: 
𝑥 = 𝑟1 cos(𝜃1)    ?̇? = 0 




Con las expresiones anteriores se representa la energía cinética y potencial de 
la articulación.  
 Energía Cinética: 









2 = 0 
 Energía Potencial: 
𝐸𝑝 = 𝑚1. 𝑔. ℎ     (3.16) 
𝐸𝑝 = 𝑚1. 𝑔. 𝑟1sin (𝜃1) 
Se repite los mismos procedimientos para las siguientes articulaciones 
tomando en cuenta que la distancia es desde el punto de referencia 0 hasta la 
concentración de masa 𝑚2 
𝑥 = (𝐿1 + 𝑟2) cos(𝜃2)   ?̇? = −(𝐿1 + 𝑟2) sin(𝜃2). 𝜃2̇ 
𝑦 = (𝐿1 + 𝑟2) sin(𝜃2)   ?̇? =    (𝐿1 + 𝑟2) cos(𝜃2). 𝜃2̇ 















 Energía Potencial: 
𝐸𝑝 = 𝑚2. 𝑔. (𝐿1 + 𝑟2)sin (𝜃2) 
Para la masa 3 se obtienen las siguientes expresiones: 
𝑥 = (𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3) ?̇? = −(𝐿1 + 𝐿2 + 𝑟3) sin(𝜃2 + 𝜃3). (𝜃2̇ + 𝜃3̇ ) 
𝑦 = (𝐿1 + 𝐿2 + 𝑟3) sin(𝜃2 + 𝜃3) ?̇? =     (𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3). (𝜃2̇ + 𝜃3̇ ) 




𝑚3((𝐿1 + 𝐿2 + 𝑟3)
2 sin2(𝜃2 + 𝜃3) . (𝜃2̇ + 𝜃3̇ )
2
+ (𝐿1 + 𝐿2 + 𝑟3)






𝑚3. (𝐿1 + 𝐿2 + 𝑟3)





 Energía Potencial: 
𝐸𝑝 = 𝑚3𝑔. (𝐿1 + 𝐿2 + 𝑟3) sin(𝜃2 + 𝜃3) 
Por lo tanto, aplicando la fórmula de LaGrange se procede a realizar la 
diferencia entre la sumatoria de las energías cinéticas con la sumatoria de las 
energías potenciales gravitatorias.  








𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. (𝜃2̇ + 𝜃3̇ )
2 − 𝑚1. 𝑔. 𝑟1 sin(𝜃1)
− 𝑚2. 𝑔. (𝐿1 + 𝑟2) sin(𝜃2) − 𝑚3𝑔. (𝐿1 + 𝐿2 + 𝑟3) sin(𝜃2 + 𝜃3) 
Luego de tener la expresión de LaGrange, se procede a realizar las derivadas 




= −𝑚1. 𝑔. 𝑟1 cos(𝜃1). 𝜃1 ̇   
𝜕𝐿
𝜕𝑞1̇
=  0   
𝜕𝐿
𝜕𝑞2
= −𝑚2. 𝑔. (𝐿1 + 𝑟2) cos(𝜃2). 𝜃2̇ − 𝑚3𝑔(𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3). 𝜃2̇  
𝜕𝐿
𝜕𝑞2̇
= 𝑚2. (𝐿1 + 𝑟2)
2. 𝜃2̇ + 𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃2̇  
𝜕𝐿
𝜕𝑞3
= −𝑚3𝑔. (𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3) . 𝜃2̇  
𝜕𝐿
𝜕𝑞3̇
= 𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃3̇  
Para determinar el torque en cada articulación se necesita aplicar la ecuación 
de par expresado en la ecuación 3.14. 




(0) − (−𝑚1. 𝑔. 𝑟1 cos(𝜃1). 𝜃1 ̇ ) 
𝜏1 = 𝑚1. 𝑔. 𝑟1 cos(𝜃1). 𝜃1 ̇  




(𝑚2. (𝐿1 + 𝑟2)
2. 𝜃2̇ + 𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃2̇) − (−𝑚2. 𝑔. (𝐿1 + 𝑟2) . cos(𝜃2). 𝜃2̇ −




𝜏2 = 𝑚2. (𝐿1 + 𝑟2)
2. 𝜃2̈ + 𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃2̈
+ 𝑚2. 𝑔. (𝐿1 + 𝑟2) . 𝑐𝑜𝑠(𝜃2). 𝜃2 + 𝑚3𝑔(𝐿1 + 𝐿2 + 𝑟3) . 𝑐𝑜𝑠(𝜃2 + 𝜃3). 𝜃2̇
̇  




(𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃3̇) − (−𝑚3𝑔. (𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3) . 𝜃2̇) 
𝜏3 = 𝑚3. (𝐿1 + 𝐿2 + 𝑟3)
2. 𝜃3̈ + 𝑚3𝑔. (𝐿1 + 𝐿2 + 𝑟3) cos(𝜃2 + 𝜃3) . 𝜃2̇ 
Con esta última parte se ha culminado el modelo matemático del torque en 
cada articulación, es decir, resolviendo cada ecuación asignando valores 
específicos como el valor de sus masas, longitudes de la articulación, 
velocidades y aceleraciones angulares se puede determinar el par que se 
ejerce sobre la articulación y gracias a ello elegir un motor que esté a la altura 
de los valores obtenidos.   
Para realizar la simulación del movimiento y como resultado obtener los 
diferentes valores de pares en un determinado tiempo es necesario satisfacer 
los requerimientos para el algoritmo computacional de Newton-Euler, por lo que 
en primer lugar se procede a realizar las matrices de rotación de la articulación 
respecto a su anterior. 



















Es necesario formar las matrices de posición de la articulación analizada 
respecto al punto de referencia anterior. Para el caso propio debido a estar 
trabajando en un plano 2D el eje z se completa con cero: 















Así mismo, se procede a formar las dos matrices que corresponden a los 
centros de masa de cada sistema, como se aprecia en la figura 3.1, los centros 




















Las matrices de los centros de inercia de cada articulación se representan por 


















































Dentro de los valores iniciales se consideran cero a excepción de la matriz de 
la aceleración de la gravedad que solo tendrá magnitud en el eje Y. 




















A continuación, se procede a añadir el siguiente código desarrollado en Matlab 
2015 mostrado en la figura 3.4 para determinar el torque de cada articulación, 
de manera gráfica. Gracias a la función creada denominada rne () se puede 
calcular de manera inmediata la dinámica inversa del robot, es decir, colocando 
los parámetros presentados como matrices en los puntos anteriores se logra 
obtener la gráfica de Torque vs tiempo. 
.  





Como resultado del modelo computacional se obtiene la figura 3.5 la cual 
representa el torque necesario para realizar un determinado movimiento 
establecido en el programa. 
Figura 3.5. Torque gráfico de la primera articulación. 
 
Recordemos que el tiempo está en unidades de segundos y el valor del torque 
en N.m (Newton metro). Al analizar la gráfica de la primera articulación, se ubica 
el punto con el valor máximo en valor absoluto, para que la articulación realice 
el movimiento es necesario generar un torque de 0.22 N.m, el torque en función 





Figura 3.6. Torque gráfico de la segunda articulación 
 
Gracias a la gráfica anterior se puede determinar que el torque necesario para 
mover la articulación dos es de aproximadamente 2 N.m. 
Finalmente, para la articulación 3 se procede a graficar el último valor de la 
matriz tau, formando así la figura 3.7. 
 





El valor del torque para la articulación 3 asciende a los 0.5 N.m 
aproximadamente, dicho valor no es muy elevado ya que los parámetros como 
la masa y la longitud del eslabón no son a gran escala.  
En modo resumen se presenta la tabla 3.3 donde se aprecia el torque necesario 
para cada articulación obtenida del programa desarrollado, además del 
servomotor estándar en el mercado que se aproxima al valor deseado. 
Tabla 3.3. Tabla de Torques para cada articulación 
 
(Elaborado por: Autores de la tesis) 
 
Debido a que en el mercado no se obtiene dichos parámetros, es necesario 
aproximarlos a valores comerciales y accesibles para realizar en el futuro el 
desarrollo del prototipo. A continuación, se muestran algunos de los 
servomotores con los que se puede contar para cada articulación. Como, por 
ejemplo, la figura 3.8 muestra un servomotor de la marca Tower Pro de serie 
MG90S con una capacidad de 2.5 Kg trabajando a un voltaje de 6VDC.  
 





El servomotor destinado para la articulación dos está dado por la marca 
Dsservo Ds3218 mostrada en la figura 3.9 con una capacidad de hasta 21.5 
Kg.cm trabajando con un voltaje de 6.8VDC. 
 
Figura 3.9. Servomotor de 21.5 Kg.cm 
(Servo data base) 
 
En la figura 3.10 se tiene un servomotor Tower Pro SG-5010 con una capacidad 
entre el rango de 3. 5kg.cm para 4.8VDC hasta un torque de 6. 5Kg.cm 
trabajando con un voltaje máximo de 6VDC, el cual cumple con los 
requerimientos para la articulación 3. 
  
Figura 3.10. Servomotor de 6.5Kg.cm (Servo data Base)  
 
Gracias a la solución de la cinemática directa e inversa, es posible realizar la 
simulación del movimiento del robot empleando el algoritmo de Peter Corke 
tal como se muestra en la figura 3.11, dentro del algoritmo se ingresa los 
parámetros D-H, las masas correspondientes a cada eslabón, los vectores del 




anteriores. El programa desarrollado se podrá visualizar por completo en los 
anexos de la tesis. 
 
Figura 3.11. Simulación del robot manipulador en Matlab. 
 
Por otro lado, gracias a los valores que se han ingresado para el desarrollo 
del modelo computacional, es posible generar un bosquejo del prototipo del 
robot manipulador de 3 GDL, la figura 3.12 muestra en la parte del extremo 
del robot el rayo tractor sónico sujeto al tercer eslabón.  
 





3.2. Diseño del algoritmo para la identificación de colores-RNA 
Para realizar el diseño del algoritmo de reconocimiento de colores es necesario seguir 
un protocolo de desarrollo con la finalidad de organizar correctamente el trabajo 
realizado, el protocolo consta de las siguientes etapas de desarrollo 
- Etapa de adquisición de datos. 
- Etapa de extracción de características. 
- Etapa de entrenamiento. 
- Etapa de pruebas y resultados. 
A continuación, en los siguientes subcapítulos se detallan cada una de las etapas 
mencionadas, dentro de ellas sus respectivos protocolos, algoritmos y diagramas de 
flujo para poder cumplir con cada etapa de desarrollo. 
3.2.1. Etapa de adquisición de datos 
El presente subcapítulo abarca el desarrollo del algoritmo para el 
reconocimiento de colores, para ello, es necesario poder tener una baso de 
datos para luego realizar el entrenamiento supervisado en base a sus 
características y a las salidas deseadas. En la figura 3.13 se aprecia las 4 
clases de colores entre ellas, rojo, verde, azul y negro; y por cada clase se tiene 
5 muestras. El material de las esferas de colores es poliestireno, material que 





Figura 3.13. Elementos de muestras. 
 
Para realizar las capturas de cada una de las imágenes es necesario construir 
un prototipo para la toma de datos, la figura 3.14 muestra un pequeño estudio 
de fotografía a escala de interior color blanco, iluminación led, una cámara VGA 
de resolución máxima de 480x360 y un mecanismo de apertura y cierre de la 
caja, todo ello con el fin de uniformizar la captura de imágenes y para que en 
el proceso de entrenamiento las clases iguales no varíen por parámetros de 
iluminación, enfoque, resolución etc. Se ha de tener en cuenta que, para temas 
de implementación, las condiciones del entorno de trabajo deberán de ser 
iguales a las muestras capturadas para el entrenamiento. 
 





Con todo el sistema de hardware listo para realizar las capturas, se procede a 
iniciar el programa desarrollado en Matlab, se realizarán 5 capturas por cada 
bolita de color, cada foto deberá de variar el perfil que se muestra de la esfera, 
en total se obtendrá 60 muestras para realizar el entrenamiento.  
En la figura 3.15. se muestra el diagrama de flujo descrito para realizar las 
capturas constantes y almacenarlas con un nombre correlativo, para el 
presente caso se usará color_n   donde n corresponde a la numeración de la 
fotografía capturada.  
 
Figura 3.15. Diagrama de flujo para recolección de datos 
 
En base al algoritmo de la figura 3.15 se procede a realizar el código de 
programación en Matlab 2015, recordar que la WebCam solo será reconocida 




correspondientes, estos se pueden descargar dentro de la opción Get hardware 
support packages.  
Dentro del código desarrollado mostrada en la figura 3.16 se tiene la variable x 
donde se carga la entrada de imagen de la WebCam, se realiza una vista en 
tiempo real con la instrucción preview(x) y se solicita una imagen en colores 
RGB, se captura la imagen y se muestra en una nueva ventana de figura, dentro 
del bucle While  se tiene las variables para guardar el archivo de imagen con el 
nombre color_’n’.jpg , cada vez que se presiona la tecla “Enter” la variable n 
aumenta en una unidad y la nueva imagen se guarda con el nombre seguido 
de la variable aumentada, para salir del bucle se presiona q, esto indicará el 
cese del programa de adquisición. Cabe recordar que solo se debe de 
presionar la tecla Enter cuando la nueva muestra se encuentre dentro del 





Figura 3.16. Código de programación en Matlab para las capturas de muestras. 
 
Como resultado ejecutar el código se obtendrán 60 imágenes correspondientes 
a 4 clases de colores, para poder entrenar la red se necesita la extracción de 
las características de las imágenes adquiridas, este procedimiento se realiza 
con el diagrama de flujo de extracción de datos mostrada en la figura 3.17 de 
la siguiente etapa de desarrollo. 
3.2.2. Etapa de extracción de características 
Las características que se deben de extraer de las imágenes es el color de los 
píxeles, para ello, el primer paso es la descomposición de estos en sus colores 
bases, rojo, verde y azul para luego realizar el histograma de cada uno de ellos. 
Los valores de los colores oscilan desde 0 hasta el valor 255, la matriz de los 




encuentran en las filas, por ello debemos de obtener una matriz de orden 
256x1, se necesita realizar la transpuesta de esta matriz para obtener una 
matriz de 1x256, los pasos se deberán de repetir para cada histograma. Al 
finalizar tendremos tres matrices de 1x256, se debe unificar las matrices para 
formar una sola y esta representará al mapa de colores de la imagen en sus 
tres tonos, la matriz característica de una imagen deberá de ser de 1x768, el 
número 1 representa la muestra y los 768 valores corresponden a las 
características de la imagen.  
 
Figura 3.17. Diagrama de Flujo para obtención de características. 
 
El diagrama de flujo mostrado, corresponde a la obtención de características 




completo para la obtención de características de todas las imágenes y como 
resultado final, la obtención de una sola matriz característica de 60x768 
(muestras x características). 
 
Figura 3.18.  Código para la obtención de características 
 
La matriz de características unificados se denomina test, al tener la matriz 
característica es necesario definir nuestras salidas deseadas yd, tendremos 
como salida de la red a 4 neuronas, una por cada clase de muestra. La tabla 
3.4 muestra los valores que se deben de ingresar al algoritmo de entrenamiento 
de la red neuronal.  




(Elaborada por: Autores de la tesis) 
 
Color Salida 
Verde 0 0 0 1 
Azul 0 0 1 0 
Rojo 0 1 0 0 




Para el presente desarrollo, todas las filas correspondientes al color verde se 
define la salida de la red como [0 0 0 1], todas las muestras azules con la matriz 
[0 0 1 0], lo mismo para los colores rojos y negros, al realizar la matriz de salida 
deseada se obtiene una matriz de dimensiones 60x4 siendo el número 60 a las 
muestras obtenidas y 4 a los valores de salidas de la red neuronal. De igual 
manera se procede a guardar la matriz de las salidas deseadas para realizar el 
entrenamiento. 
3.2.3. Etapa de entrenamiento 
El entrenamiento se ejecuta dentro de la ventana de comandos de Matlab 
escribiendo el nombre del Toolkit nprtool, dentro de ella, en la ventana de 
Selección de datos se cargarán las dos matrices, la matriz de características 
en Inputs, mientras que en outputs se deberá de cargar la matriz de las salidas 
deseadas. Estando en la ventana de Validación y pruebas de datos se eligen 
el porcentaje de las muestras para el entrenamiento, validación y pruebas, para 
el algoritmo presente, se dejarán los porcentajes por default. La siguiente 
ventana corresponde a la arquitectura de la red neuronal, donde las neuronas 
de la capa de entradas ya están definidas por las características de las 
imágenes, mientras que las neuronas de la capa de salida son 4, definidos por 
las salidas deseadas, lo que se debe de especificar son el número de neuronas 
en la capa oculta, si bien es cierto, no hay una forma matemática de determinar 
el número de capas ocultas y de neuronas ya que esto dependerá del problema 
a solucionar, se debe de realizar una serie de pruebas de entrenamientos. En 
la figura 3.19 se aprecia la configuración y arquitectura de la red neuronal para 





Figura 3.19. Arquitectura de la red neuronal 
 
Finalmente, en la siguiente ventana se procede a realizar el entrenamiento 
presionando la opción Train, para corroborar el entrenamiento eficiente se 
procede a analizar la imagen 3.20el cual corresponde a la opción de plots 
Performance. 
 




La gráfica 3.19 se puede observar el desempeño de la red neuronal, se han 
realizado 41 iteraciones donde cada vez se han ido ajustando los pesos 
sinápticos para poder llegar a entrenar la red con las salidas deseadas, el punto 
marcado con el círculo verde indica que es la máxima eficiencia que se puede 
llegar con las neuronas configuradas, a partir de ese punto existiría un sobre 
entrenamiento el cual limitaría el desempeño de la red.  
Por otro lado, la imagen 3.21 muestra la matriz de confusión de la red neuronal 
entrenada, esta matriz indica el porcentaje de precisión para cada salida, una 
precisión ideal correspondería a 25% para cada salida, sin embargo, se puede 
observar que para la salida 1 se obtuvo un 20.6 de precisión, para la salida 2 
un 23.5%, mientras que para la salida 3 se obtuvo un 29.4% de precisión y 
finalmente un 26.5% de precisión para la salida 4. 
 
Figura 3.21. Matriz de confusión de la red entrenada. 
 
Gracias a la herramienta de Matlab, se genera el código de la red neuronal en 
un nuevo Scrib, el cual debemos de ejecutar para poder validar la información. 
La figura 3.22 muestra el código del programa, donde la variable x contiene la 




salidas deseadas, sin embargo, para el proceso de pruebas solo se usa las 
líneas de Test the Network, donde la variable x corresponde a una matriz de 
1x768 que indica que se carga una muestra para que sea reconocida por la red 
neuronal.  El proceso de pruebas se realizará en el subcapítulo siguiente.  
 
Figura 3.22. Código de la Red Neuronal 
 
3.2.4. Etapa de pruebas y resultados 
Es necesario realizar una serie de pruebas con muestras totalmente diferentes 
a las 48 imágenes que han servido antes para el entrenamiento de la red 
neuronal, esto con el fin de verificar que la red cumpla con la identificación de 
los colores y que exista ningún tipo de inconveniente al variar el entorno de las 
capturas de imágenes. 
Para ello, se procede a capturar 12 imágenes en total, 3 para cada esfera de 
color, esto con la ayuda del código presentado con anterioridad en la figura 
3.16 correspondiente a las capturas de las imágenes, teniendo la nueva base 




la imagen 3.23 realizando un cambio de valores en la línea de la instrucción 
For, el número de muestras pasa de ser 60 a 12, se ha realizado también un 
cambio de variables para que los nuevos valores no se actualicen en los 
anteriores. 
 
Figura 3.23. Código para la extracción de características de imágenes de pruebas 
 
Ejecutando el código se obtiene una nueva matriz de 12x768 denominada 
MatrizdeDatos, se procede a guardar para poder realizar las pruebas 
correspondientes, los primeros 3 corresponden al color verde, los siguientes 3 
a muestras de color rojo, siguen las azules y finalmente las últimas 3 filas 
corresponden a las características de 3 muestras del color azul. 
Para poder ejecutar las pruebas es necesario realizar el código de la figura 3.24 
donde se carga (load) el nombre de la nueva matriz de características 
(MatrizdeDatos.mat), en la variable x se guarda la primera fila y todas las 
columnas de MatrizdeDatos, esto para evaluar la primera muestra y finalmente, 





Figura 3.24. Código para testear la red neuronal. 
 
Se espera obtener como salida un valor de [ 0 0 0 1] correspondiente al valor 
de la salida deseada para el color verde. Al ejecutar el código anterior se 
obtiene los parámetros de la figura 3.25. 
 
Figura 3.25. Datos obtenidos de la prueba para la primera muestra 
 
El resultado indica que la red ha reconocido la imagen como un color verde, 
esto indica que la red neuronal cumple con el propósito de reconocer los colores 
entrenados, para cerciorarse, se completa las pruebas para las 12 imágenes, 
la tabla 3.5 muestra un resumen de las pruebas realizadas con las nuevas 
muestras, donde el número de muestras corresponde a la fila de la muestra a 
evaluar, se tiene en la segunda las salidas deseadas para realizar una 
comparativa con los valores que se registran luego de ejecutar la red para el 








Tabla 3.5. Salidas obtenidas de las 12 muestras de pruebas 
(Elaborada por: Autores de la tesis) 
 
Como muestra la tabla 3.5 Se han obtenidos resultados favorables en cuanto a 
las pruebas del reconocimiento de colores, dentro de las nuevas muestras de 
pruebas se ha variado la iluminación, posición y grado de color del objeto. 
Finalmente, el algoritmo desarrollado para el reconocimiento de colores se 
puede ampliar para la identificación de más clases, teniendo en cuenta que el 
número de muestras deberá de incrementarse para que la red pueda tener una 
mayor base de datos para realizar el entrenamiento. 
 
 




x=MatrizdeDatos(1,:) [0 0 0 1] [0.0000    0.0000    0.0000    1.0000] 
x=MatrizdeDatos(2,:) [0 0 0 1] [0.0385    0.0260    0.0009    0.9346] 
x=MatrizdeDatos(3,:) [0 0 0 1] [0.0000    0.0000    0.0000    1.0000] 
x=MatrizdeDatos(4,:) [0 0 1 0] [0.0001    0.0000    0.9999    0.0000] 
x=MatrizdeDatos(5,:) [0 0 1 0] [0.0000    0.0340    0.9659    0.0001] 
x=MatrizdeDatos(6,:) [0 0 1 0] [0.0000    0.0001    0.9999    0.0000] 
x=MatrizdeDatos(7,:) [0 1 0 0] [0.0000    1.0000    0.0000    0.0000] 
x=MatrizdeDatos(8,:) [0 1 0 0] [0.0000    1.0000    0.0000    0.0000] 
x=MatrizdeDatos(9,:) [0 1 0 0] [0.0000    1.0000    0.0000    0.0000] 
x=MatrizdeDatos(10,:) [1 0 0 0 ] [0.8358    0.0076    0.0169    0.1397] 
x=MatrizdeDatos(11,:) [1 0 0 0 ] [0.5021    0.1579    0.3293    0.0107] 




3.3. Diseño del algoritmo para el control servo visual 
A continuación, se procederá a realizar el diseño del algoritmo mediante 
procesamiento de imágenes para determinar las posiciones en 2d del objeto dentro 
del área de trabajo, para posteriormente, realizar el escalado de píxeles a metros y así 
poder cargar los valores al algoritmo desarrollado, dentro de este subcapítulo también 
se determinan los valores que los ángulos deben de tener para llegar a alcanzar el 
objeto sobre la mesa.  
El presente subcapítulo será dividido en varias etapas para poder seguir un orden 
correlativo que conlleve al desarrollo correcto del algoritmo computacional, en las 
siguientes líneas se mencionan dichas etapas. 
- Etapa de adquisición y procesamientos de datos. 
- Etapa de extracción de características y entorno de trabajo. 
- Etapa de simulación y resultados. 
3.3.1. Etapa de Adquisición y procesamiento de datos 
En primer lugar, para realizar la etapa de adquisición se debe de contar las 
dimensiones del área de trabajo definidos, por lo que, en el desarrollo de la 
cinemática se determinó que el máximo alcance del robot en centímetros es de 
0.48, en base a esto, el área de trabajo queda definido por las dimensiones de 
0.51x0.38, se está considerando una tolerancia debido a que no se requiere 
que el robot llegue a su máximo desplazamiento en cuanto al eje y. 
Posteriormente, la cámara se debe de ubicar perpendicularmente al área de 
trabajo, teniendo en consideración que, la cámara deberá de captar todo el 
entorno establecido, la base deberá de ser de color uniforme blanco para evitar 
el ruido innecesario al momento de realizar el procesamiento de las imágenes, 
se realiza las capturas correspondientes y se almacenan dentro de una carpeta 




Para realizar el procesamiento de la imagen es necesario ejecutar el código 
desarrollado presentado en la figura 3.26, el cual ejecuta el comando de lectura 
de la imagen para guardarla en una variable Img, la imagen es convertida a 
escalas de grises y binarizada a un umbral menor que 85, se filtran los píxeles 
sueltos que son el ruido de la imagen con el comando bwareaopen () donde 
sus parámetros son, la imagen binarizada y el número de conjunto de pixeles 
que se quiere filtrar. La dilatación de la imagen es un proceso que se utiliza 
para poder rellenar aquellas partes huecas de la geometría analizada, por ser 
el objeto de estudio es una esfera, se utiliza el comando ‘Disk’ y se indica el 
radio en píxeles que se desea rellenar con el valor de 1.  
 
Figura 3.26. Código para el procesamiento de imagen. 
 
Finalmente, se aplica la dilatación con los parámetros descritos con 
anterioridad para obtener la figura 3.27. Para pruebas del algoritmo se ha 
tomado 6 muestras de las capturas para la etapa de entrenamiento de la red 





Figura 3.27. Imagen proceda de la muestra 
Teniendo la imagen totalmente binarizada y filtrada, se puede pasar a la 
siguiente etapa de desarrollo. 
3.3.2. Etapa de extracción de las características y entorno de trabajo 
Para determinar las coordenadas del objeto de la figura 3.27 es necesario 
simplificar toda la geometría a un solo punto, para ello, se identifica el centroide 
la figura y se obtiene las coordenadas en ese punto, la imagen 3.28 muestra el 
código para identificar el centroide de la figura. 
 
Figura 3.28. Código para determinar las propiedades de la figura 
 
Con el código mostrado se obtienen los parámetros de, una matriz de 1x2 
donde se almacena el centroide de la figura, además realiza una comparación 
del diámetro de acuerdo a los valores de los ejes x, y tomados desde el 
centroide de la figura hasta el contorno exterior, se restringe los valores y 




Como resultado se obtiene que el centroide de la imagen se ubica en las 
coordenadas (365.04, 297.28) por ser una imagen, las unidades están en 
pixeles, lo que corresponde a realizar es almacenar estos valores en dos 
variables, una para cada eje y posteriormente realizar el gráfico de estas 
coordenadas para determinar la posición exacta.  
Sin embargo, debemos de escalar la resolución de la cámara de 640x480 a las 
dimensiones del área de trabajo de 51x38cm, en la gráfica 3.29. se muestra el 
espacio de trabajo y el punto x sobre la imagen indica el objeto posicionado 
sobre el plano. 
 
Figura 3.29. Posición del objeto en el plano 2d.  
 
Ya posicionado el objeto dentro del área, se necesita conocer sus coordenadas 
en el sistema métrico para poder llevarlo a la realidad, para ello se tiene la figura 
3.30 donde se aprecia las distancias de cada coordenada, como también la 





Figura 3.30. Posición del robot respecto al objeto sobre el plano 
 
Las variables Xreal y Yreal corresponden a las coordenadas en pixeles del 
objeto, como se mencionó previamente, se debe de tener en cuenta que: 
480 𝑝𝑖𝑥𝑒𝑙𝑒𝑠 = 38 𝑐𝑚 
640 𝑝í𝑥𝑒𝑙𝑒𝑠 = 51 𝑐𝑚  
Del enunciado anterior se determina mediante una regla de 3 las coordenadas 
en centímetros para cada eje, como ejemplo se toma el valor del eje x de la 
imagen binarizada. 
640 𝑝𝑖𝑥𝑒𝑙𝑒𝑠 = 51 𝑐𝑚 
365.04 𝑝𝑖𝑥𝑒𝑙𝑒𝑠 = 𝑥 𝑐𝑚 
Como resultado se obtiene son 29 cm, lo mismo se realiza para el eje y 
480 𝑝𝑖𝑥𝑒𝑙𝑒𝑠 = 38 𝑐𝑚 
297.08 𝑝𝑖𝑥𝑒𝑙𝑒𝑠 = 𝑦 𝑐𝑚 
EL resultado obtenido es de 23.5 cm, teniendo las coordenadas en el sistema 
métrico, se puede determinar la variable d, correspondiente a la distancia que 




un triángulo rectángulo, se puede determinar dicha distancia por medio de la 
ecuación de Pitágoras.  
𝑑 = √(29 − 22.5)2 + 23.52 
𝑑 = 24.38 𝑐𝑚 
La distancia d corresponde a la longitud total que se debe de tener con ambos 
eslabones, además, de la gráfica se puede determinar el ángulo de rotación 
realizando: 




𝜃1 = 81.52° 
Este valor obtenido, es la rotación en grados del robot para poder posicionarse 
y llegar al objeto en el plano 2D.  
Realizando los cálculos por medio de la ley de cosenos, se puede determinar 
los ángulos que deben de adoptar θ2 y θ3 para alcanzar la distancia d, para 
ello, en la gráfica 3.31 se aprecia la geometría que debe de tomar los eslabones 
del robot para alcanzar al objeto. 
 





Aplicando la ley de cosenos para determinar los valores de los ángulos, para 
el ángulo 𝜃2 se tiene: 
𝜃2 = acos(
0.302 + 0.24382 − 0.202
2 ∗ 0.30 ∗ 0.2438
) 
𝜃2 = 41.56° 
Finalmente se aplica la misma solución para determinar el ángulo 𝜃3 
𝜃3 = acos(
0.302 + 0.202 − 0.24382
2 ∗ 0.30 ∗ 0.20
) 
𝜃3 = 54.07° 
El ángulo𝜃1 está condicionado de acuerdo a la posición del objeto dentro del 
plano 2D, en la figura 3.32 se observa los dos posibles casos de 
posicionamiento del robot, de 0 hasta 90°  y de 91 hasta 180°. 
 
Figura 3.32. Posición del objeto en diferente cuadrantes. 
 
De estar el objeto posicionado en el segundo cuadrante, es decir, cuando el 
ángulo 𝜃1 sea mayor que 90 grados se debe de realizar una condición para el 
algoritmo, el cual consiste en restar el ángulo llano de 180 − 𝜃3 para obtener el 




3.3.3. Etapa de simulación 
Gracias a los parámetros de la etapa anterior, se puede desarrollar el algoritmo 
para la obtención de los ángulos de cada articulación. Para ello, el código de la 
figura 3.33 resume los cálculos de la etapa anterior para la obtención de los 
parámetros necesarios. 
 
Figura 3.33. Algoritmo para la conversión y obtención de ángulos. 
 
Finalmente, para realizar la simulación se hace uso del Toolkit de robótica 
proporcionado por Peter Korque denominado Startup_rvc, la figura 3.34 
muestra el código desarrollado para hacer uso de la herramienta, donde los 
valores de los ángulos de 𝜃1, 𝜃2 𝑦 𝜃3 obtenidos por medio del procesamiento de 
imágenes, se llevan al entorno de simulación, dentro de la matriz Link se 
procede a modificar los grados de libertad para la simulación y estos grados 
son definidos por la tabla de parámetros de Denavit-Hartenberg, como paso 
siguiente, se unifica todos los eslabones con el parámetro SerialLink, se define 




es decir, se ingresa las grados correspondientes a la zona segura. Dentro de 
cada for se genera la animación del movimiento para cada articulación, la 
variable th1, th2 y th3 corresponden a los ángulos que se irán incrementando 
con un paso de 0.1 hasta llegar los ángulos generados por el procesamiento 
de imágenes los cuales son theta1, theta2 y theta3. Finalmente se realiza una 
pause después de cada ciclo de for para poder observar la animación del 
movimiento.  
 
Figura 3.34. Código para la simulación del movimiento 
 
Como resultado de la animación se obtiene que el movimiento descrito por el 
robot llega al punto en donde se encuentra el objeto identificado, la figura 3.35 





Figura 3.35. Posición final del robot manipulador 
 
Para una mejor visualización se tiene la figura 3.36 la cual es la nueva muestra 
para la obtención de las coordenadas y ángulos respectivos, por los que en el 
espacio 2D se posiciona tal como lo muestra. 
 





Y como resultado de ejecutar el código para la simulación se obtiene que, el 
robot llega a la posición del objeto, tal lo muestra la figura 3.37. 
 
Figura 3.37. Posición del robot manipulador en coordenadas de la nueva muestra. 
 
Gracias al algoritmo desarrollado se puede determinar las coordenadas del 
objeto dentro del área de enfoque de la cámara, el sistema cumple con el 
propósito de poder realizar un servo control visual para un robot de 3 GDL. 
3.4. Diseño del Rayo tractor sónico 
En primer lugar, una oscilación que se propaga en un medio se denomina onda. En 
este caso, la relación que existe entre el sentido de la oscilación y el de la propagación 
es de ondas longitudinales, esto quiere decir que el sentido de la oscilación coincide 
con el de la propagación de la onda.  
Las ondas sonoras no se propagan en el vacío, necesitan de un medio, el aire. Este 
medio posee distintas características de importancia para que las ondas de sonido se 




- Propagación lineal: las ondas de sonido propagarse por el mismo espacio al 
mismo tiempo sin afectarse mutuamente. 
- Medio no dispersivo: las ondas de sonido se propagan a la misma velocidad 
independientemente de su frecuencia o amplitud. 
- Medio homogéneo: el sonido se propaga esféricamente, es decir, en todas las 
direcciones, generando lo que se denomina un campo sonoro. 
Teniendo en cuenta estos principales conocimientos se procede a plantear el diseño 
del rayo tractor sónico, empezando por la delimitación del objeto a manipular por medio 
de hologramas acústicos. 
3.4.1. Delimitación de objeto a manipular: 
Si se desea con certeza obtener resultados óptimos en el proceso de levitación 
se deben considerar los factores del objeto (representación de los elementos 
químicos) a levitar como la masa, tamaño y densidad factores importantes para 
el diseño del equipo, existiendo por otro lado características del objeto que son 
irrelevantes, debido a que no afectan a este proceso experimental de levitación. 
Por otro lado, es de importancia la forma que va a poseer este elemento, debido 
a que el holograma acústico emitido debe propagarse de manera uniforme en 
todo el contorno del cuerpo para que el rayo tractor sónico pueda mantenerlo 
suspendido en el aire. Este contorno debe de ser homogéneo, por lo tanto, se 
escogerá una esfera, debido a que su superficie es tal como se requiere, 
permitiendo una distribución de la energía más estable a comparación de otras 
formas. 
El material de las esferas a analizar es de poliestireno expandido, el cual 







Tabla 3.6. Elemento a manipular 
(Elaborado por: Autores de la tesis) 
 
3.4.1.1. Volumen del elemento a manipular 
Tendiendo los datos principales del cuerpo que se someterá a la energía del 
rayo tractor sónico, a partir de los valores del diámetro y la densidad de la 














𝑉𝑣𝑜𝑙𝑢𝑚𝑒𝑛 = 1.4137 ∗ 10
−8  (𝑚3) 
 
3.4.1.2. Masa del elemento a manipular 
m = ρ ∗ 𝑉𝑣𝑜𝑙𝑢𝑚𝑒𝑛 (𝐾𝑔)      (3.18) 
m = 19 ∗ 1.4137 ∗ 10−8 (𝐾𝑔)   
m = 2.68 ∗ 10−7 (𝐾𝑔)   
Datos obtenidos:  
Tabla 3.7. Tabla de resultados del elemento 
 
 
(Elaborado por: Autores de la tesis) 
Por lo tanto, la muestra para el diseño del equipo levitador por hologramas 
acústicos es una esfera de poliestireno expandido. 
 
 

















3.4.2. Datos para al diseño del Rayo Tractor Sónico 
3.4.2.1. Frecuencia de Resonancia: 
Al obtener ya las características necesarias del objeto a manipular es posible 
determinar la frecuencia que se debe generar por el sistema para la levitación. 
Sin embargo, se debe considerar la siguiente restricción: 
∅𝑑𝑖𝑎𝑚𝑒𝑡𝑟𝑜 𝑑𝑒𝑙 𝑜𝑏𝑗𝑒𝑡𝑜 ≤
1
2
 λ    (3.19) 
Dónde: 
λ: Longitud de onda 
La relación entre el diámetro del objeto y la longitud de onda, es que esta última 
debe ser mucho mayor que la primera característica con el fin de que la 
presencia de la partícula no afecte al campo acústico a generar. 
Teniendo en cuenta que el diámetro de la esfera es de 0.003 m, se halla la 





λ ≥ 0.006 m 
A esta longitud de onda se le aumentará una tolerancia de 40%, lo que 
corresponde a un margen aproximado de 0.0025 m, esta tolerancia se justifica 
debido a que no se desea que las perturbaciones externas no interfieran con el 
campo acústico. 




 (𝐻𝑧)    (3.20) 
Dónde: 
 v: Velocidad del sonido 









f = 40 𝐾 (𝐻𝑧) 
3.4.2.2. Potencia Acústica 
Con las últimas características definidas, es de importancia la obtención de la 
energía acústica necesaria para contrarrestar la gravedad de dicho material a 
manipular. 













𝑘 = 739,20 




 (𝐽)  
Dónde: 




𝐸𝑚𝑖𝑛 = 0.2015 𝐽  
Al convertirlo en Watts*s: 
𝐸𝑚𝑖𝑛 = 0.2015 𝑊𝑠 
Potencia acústica:  
𝐿𝑤 = 10 ∗ log (
𝑤1
𝑤0
)   
Dónde: 
 W1: Potencia hallada en Watts 
 W2: Potencia umbral de audición 
𝐿𝑤 = 10 ∗ log (
0.2015
10−12




𝐿𝑤 = 10 ∗ log (
0.2015
10−12
)   
𝐿𝑤 = 10 ∗ log (
0.2015
10−12
)   
𝐿𝑤 = 113.04 𝑑𝐵   
 
3.4.2.3. Presión Acústica 
Sabiendo lo siguiente: 
𝐿𝑝 = 𝐿𝑤 = 20 ∗ log (
𝑃
𝑃0
) = 10 ∗ log (
𝑊
𝑊0
)     (3.22) 
Dónde: 
  P0: Presión audible = 20u Pa 
Teniendo el resultado anterior: 
𝐿𝑤 = 113.04 𝑑𝐵   





𝑃 = 20 ∗ 10−6 ∗ 10113,04/20 
𝑃 = 8,975 𝑃𝑎 
 




 (𝑃𝑎)      (3.23) 
Para el área de la esfera donde se aplica la fuerza a buscar: 
                   A =  4πr2  (𝑚2) 
A =  4π(0.0015)2  (𝑚2) 







 Volviendo a la fuerza del transductor: 
𝐹 = 𝑃 ∗ 𝐴 (𝑁)  
𝐹 = 8,975 ∗ 2,83 ∗ 10−5 (𝑁)  
𝐹 = 2,538 ∗ 10−4 (𝑁)  
 Valor del peso de la esfera: 
𝑤 = 𝑚 ∗ 𝑔 (𝑁)  
𝑤 = 2,68 ∗ 10−7 ∗ 9.806 (𝑁)  
𝑤 = 2,638 ∗ 10−6 (𝑁)  
Se determina lo siguiente: la fuerza hallada que posee el rayo tractor sónico es 
sumamente mayor al peso del objeto a manipular, por lo que se debe 
contrarrestar con otras fuerzas emitidas por otros altavoces para así suspender 
el objeto en el nodo de intersección formado por todas las fuentes de sonido 
que emiten una frecuencia en fase de 40KHz. 
 
Figura 3.38. Funcionamiento del rayo tractor sónico 
 
Selección de dispositivo: 
En el resumen de la tabla 3.8 de parámetros obtenidos, se decide bajo los 






Tabla 3.8. Parámetros para la elección de los dispositivos 
Item Transmisor Receptor 
Modelo MSO-PT1040H07R 
Frecuencia central 40.0±1.0KHz 
Presión sonora ≥110dB ------- 
Sensibilidad ------- ≥-67dB 
Directividad 60°±15° 
Capacitancia 2300±30%pF 
Material de la carcasa Plástico 
Distancia entre puntos 0.2～18m 
Voltaje de conducción ≤40Vrms 
Temperatura de funcionamiento -20～+70℃ 
Temperatura de almacenamiento -40～+85℃ 
(Elaborado por: Autores de la tesis) 
 
3.4.3. Plano de Altavoz Ultrasónico 
 













ANÁLISIS Y RESULTADOS 
4.1. Simulaciones y Validaciones 
Las simulaciones computacionales del sistema de posicionamiento del robot 
manipulador fueron concluyentes y certeros, el algoritmo desarrollado lleva al tercer 
eslabón sobre el objeto a manipular. Sin embargo, es necesario realizar la 
implementación de un prototipo a escala para corroborar y validar los datos numéricos 
obtenidos en las simulaciones. En la figura 4.1 muestra el prototipo implementado, el 
cual consta de una cámara con resolución VGA en la parte final del tercer eslabón, el 
objetivo de la cámara es capturar el elemento y posteriormente identificarlo, además, 
se tiene diodos leds al lado de la cámara para mejorar el entorno de la captura de 
imágenes, los servomotores empleados son los más comerciales en los centros de 






Figura 4.1. Prototipo del robot manipulador de 3 GDL 
 
Así mismo, para la captura de la imagen del área de trabajo es necesario que una 
segunda cámara se posicione en la parte superior a una altura aproximada de 60 cm, 
para ello, se tiene un pedestal que sujeta la cámara con resolución VGA con la finalidad 
de hacer posible una captura uniforme y sin perturbaciones, así mismo, al lado se tiene 
un bulbo led de 9W a 220 VAC de color blanco, todos estos elementos se visualizan 
en la figura 4.2. 
 




A continuación, se procede a realizar las simulaciones y validaciones para dos 
aspectos desarrollados en esta investigación, Posicionamiento del robot manipulador 
por medio del control servo visual y el reconocimiento de los elementos sobre el área 
de trabajo para su posterior clasificación. 
4.1.1. Simulación y Validación de la adquisición de imagen para el 
posicionamiento del robot: 
El algoritmo desarrollado en el programa Matlab determinar en primer lugar, la 
distancia que existe desde la base del robot hasta el centroide del elemento a 
manipular, posteriormente, se calcula los ángulos para el posicionamiento en 
base a la longitud de sus eslabones. Para este caso, el prototipo cuenta con 
una altura de la base de 7 cm, el primer eslabón tiene una longitud de 11 cm y 
el segundo de 14 cm, el espacio de trabajo del manipulador es de 25x18 cm. 
Se han realizado 65 simulaciones para el posicionamiento del robot, por 
ejemplo, como resultado de una de ellas se tienen la figura 4.3 el cual muestra 
la posición representado por un punto en el plano, la recta indica la posición 
que debe de portar el robot para alcanzar al objeto. 
 




Como resultado del procesamiento del algoritmo, en pantalla nos indica que el 
primer ángulo denominado theta1 debe realizar un giro de 103.14° para 
posicionarse tal como está representado en la figura 4.3, sin embargo, lo que 
ocurre en el movimiento es un cierto desfase por cada posición reconocida, 
para este caso, la figura 4.4 muestra el objeto remarcado por una circunferencia 
roja, ya que la cubierta de la cámara tapa el elemento. 
 
Figura 4.4. Captura del desfase de la posición, prueba 1. 
 
Se tiene 10 grados como desfase al querer posicionarse en el centroide de la 
figura, para cada simulación, los ángulos de desfase son diferentes, 
presentando una segunda muestra de la simulación, se obtiene una siguiente 
posición, la figura 4.5 muestra la nueva posición en el plano de un elemento, 





Figura 4.5. Reconocimiento del objeto en el mapa, prueba 2. 
 
Una vez más, gracias a las condiciones del algoritmo es posible visualizar los 
valores de los ángulos, para esta posición, theta1 deberá de girar 58.32°. Sin 
embargo, al realizar la captura con la misma cámara ya posicionada para la 
recolección de muestras, se puede observar un desfase, la figura 4.6 muestra 
la posición a la que ha llegado el robot.  
 




El ángulo que se ha determinado como desfase corresponde a 5°, como ya se 
mencionó, el total de las simulaciones en tiempo real fueron de 65, en cada uno 
de ellas se han tomado los respectivos datos para formar la tabla 4.1 en donde 
se muestra los valores del primer ángulo theta1 y el desfase que presenta cada 
prueba. 






















prueba theta 1 desfase 
1 103 10 
2 58.32 5 
3 120 11 
4 53 12 
5 60 9 
6 113 10 
7 14 7 
8 107 9 
9 93 7 
10 39 5 
11 170 5 
12 137 9 
13 92 11 
14 78 5 
15 91 14 
16 37 14 
17 89 8 
18 57 7 
19 96 13 
20 32 9 
21 140 11 
22 51 5 
23 57 9 
24 117 8 
25 48 6 
26 100 8 
27 121 12 
28 51 13 
29 21 5 



























(Elaborado por: Autores de la tesis) 
 
Se realizará un promedio de los ángulos de theta 1 y del desfase, esto con la 
finalidad de obtener un grado de validación para el método planteado para el 
posicionamiento del robot  
31 45 6 
32 49 12 
33 109 9 
34 119 13 
35 71 12 
36 86 11 
37 120 6 
38 100 13 
39 86 4 
40 80 8 
41 146 5 
42 137 12 
43 106 13 
44 89 8 
45 72 10 
46 80 9 
47 114 12 
48 120 10 
49 72 6 
50 117 5 
51 76 10 
52 98 5 
53 85 10 
54 78 7 
55 156 8 
56 111 9 
57 108 8 
58 125 10 
59 127 7 
60 145 7 
61 85 5 
62 94 13 
63 143 9 
64 132 12 




𝑃𝑟𝑜𝑚 𝑇ℎ𝑒𝑡𝑎 1 = 91.8°  
𝑃𝑟𝑜𝑚𝐷𝑒𝑠𝑓𝑎𝑠𝑒 = 8.9° 




%𝑉𝑎𝑙𝑖𝑑𝑎𝑐𝑖ó𝑛 = 90.2% 
Finalmente, se tiene un porcentaje de validación de un 90.2% en cuanto al 
posicionamiento del robot gracias al sistema servo visual desarrollado.  
4.1.2. Simulación de la Red Neuronal Artificial para el reconocimiento de 
elementos a clasificar. 
La simulación de la red neuronal artificial capacitada para la clasificación de 
elementos químicos, tuvo ciertos parámetros claves que cumplir con 
anterioridad con el fin de tener un correcto funcionamiento de acuerdo a lo 
entrenado. Es necesario en esta etapa considerar los aspectos que interfieren 
en el proceso de adquisición de muestras, si bien se sabe, se evalúa en esta 
investigación cuatro tipos de clases que corresponden a cuatro elementos 
químicos quienes son representado por cuatro colores: verde, rojo, azul y 
negro, con 15 muestras cada una generando 60 en total. Estas capturas deben 
poseer una correcta y estable iluminación ya que son datos registrados para 
que la red neuronal artificial se entrene bajo un criterio único y luego determine 
la identificación bajo lo que ha aprendido anteriormente.  
Cumpliendo con los parámetros básicos de configuración previa, se procede a 
la captura de las 60 muestras, que, por medio de un código desarrollado en 
MATLAB, genera una base de datos analizada por las capas de colores que 
poseen las clases siendo una matriz de [60x768]. La data obtenida se empareja 
debidamente con las salidas esperadas o deseadas, en este caso bien sea 
identificado como verde, rojo, negro o azul, quienes serán parte fundamental 
del entrenamiento donde utilizando 150 de neuronas en la capa oculta, se da 




de las muestras que equivale aproximadamente a 42 muestras del total para el 
entrenamiento, mientras que un 15% del restante del total para la validación 
que son aproximadamente 9, del mismo modo se realizó para el testeo. 
Otorgando toda esta evaluación en matrices de confusión para poder 
determinar que tanto la red ha aprendido de los grados de que equivale a la 
cual entrega distintos datos fundamentales que permiten saber si la red se 
encuentra apta para cumplir su funcionamiento o no. 
Unos puntos indispensables producto de las pruebas son la verificación total 
de este proceso, el cual está determinado por las condiciones naturales del 
sistema implementado en el prototipo, el número adecuado de neuronas en la 
capa oculta o si la red se encuentra correctamente entrenada. 
Por último, el sistema tiene un grado de inteligencia capaz de identificar los 
elementos según el color al que ha sido asociado y clasificarlos debidamente, 
este grado de inteligencia se ha llevado a cabo gracias al número de neuronas 
en la capa oculta, el cual es de 150 neuronas, se observa en la matriz de 
confusión de la figura 4.3 que en el entrenamiento se ha obtenido el 100%, 
siendo la clase 21.4% perteneciente la más baja en el rendimiento. Sin 
embargo, estos valores no difieren en gran magnitud y por ello, se puede 





Figura 4.3. Matrices de resultados del entrenamiento de la red neuronal 
 
Disponiendo del prototipo ya implementado se realizado 48 pruebas de 
reconocimiento de colores, de los cuales 8 de ellas no acertaron en el resultado 
esperado, dichos valores, se visualizan en la tabla 4.2. 
Tabla 4.2. Resultados de las simulaciones para el reconocimiento de elementos. 
Prueba Color de Elemento Matriz de resultados 
1 verde [ 0.10    0.40    0.10    0.85] 
2 verde [ 0.30    0.67    0.40    0.27] 
3 verde [ 0.00    0.00    0.00    1.00] 
4 verde [ 0.60    0.28    0.00    0.94] 
5 verde [ 0.20     0.31    0.11    0.64] 
6 verde [ 0.10     0.28     0.40    0.76] 
7 verde [  0.60    0.82     0.13    0.71] 
8 verde [  0.12    0.25     0.32    0.45] 
9 verde [  0.48    0.16     0.40    0.61] 
10 verde [  0.22    0.27     0.15    0.70] 
11 verde [  0.60    0.28     0.09    0.94] 
12 verde [  0.60    0.28     0.16    0.94] 
13 azul [ 0.23     0.13     0.71    0.61] 
14 azul [ 0.20     0.23     0.75    0.26] 
15 azul [ 0.95     0.27     0.81    0.32] 
16 azul [ 0.17     0.32     0.59    0.22] 
17 azul [ 0.13     0.20     0.72    0.45] 
18 azul [ 0.16     0.25     0.60    0.20] 




20 azul [ 0.24     0.44     0.85     0.23] 
21 azul [ 0.18     0.11     0.75     0.32] 
22 azul [ 0.56     0.47     0.62     0.43] 
23 azul [ 0.29     0.31     0.60     0.20] 
24 azul [ 0.10     0.12     0.36     0.11] 
25 rojo [ 0.12     0.14     0.31     0.78] 
26 rojo [ 0.15     0.86     0.44     0.23] 
27 rojo [ 0.45     0.95     0.29     0.47] 
28 rojo [ 0.22     0.71     0.57     0.13] 
29 rojo [ 0.18     0.73     0.45     0.19] 
30 rojo [ 0.54     0.49     0.60     0.45] 
31 rojo [ 0.32     0.89     0.62     0.36] 
32 rojo [ 0.33     0.86     0.19     0.30] 
33 rojo [ 0.37     0.80     0.27     0.16] 
34 rojo [ 0.45     0.96     0.36     0.12] 
35 rojo [ 0.38     0.71     0.82     0.18] 
36 rojo [ 0.16     0.85     0.46     0.51] 
37 negro [ 0.76     0.54    0.23      0.42] 
38 negro [ 0.53     0.31     0.29     0.16] 
39 negro [ 0.69     0.44     0.36     0.11] 
40 negro [ 0.81     0.27     0.38     0.09] 
41 negro [ 0.65     0.19     0.74     0.56] 
42 negro [ 0.96     0.10     0.36     0.67] 
43 negro [ 0.65     0.41     0.53     0.13] 
44 negro [ 0.73     0.62     0.24     0.59] 
45 negro [ 0.82     0.47     0.39     0.60] 
46 negro [ 0.75     0.05     0.41     0.11] 
47 negro [ 0.66     0.13     0.79     0.25] 
48 negro [ 0.92     0.18     0.26     0.71] 
(Elaborado por: Autores de la tesis) 
 
Gracias a la tabla 4.2 de resultados de simulación de RNA es posible 
determinar el porcentaje de validación de las pruebas en base al número de 
veces que la RNA ha acertado, las marcas amarillas indican los errores que ha 
presentado la red al momento de identificar, para 48 pruebas realizadas 8 de 









El 17% restante corresponde al error producido por ciertos factores externos 
como, la calidad de la iluminación de la imagen capturada, la posición de los 
elementos, el ruido de la imagen, etc.  
Por consiguiente, se afirma bajo el resultado de validación del 85% que el 
proceso elaborado para el entrenamiento, testeo y validación del aprendizaje 
de la RNA cumple con los requerimientos necesarios con el propósito de 
reconocer y clasificar cada elemento expuesto en el área de trabajo, 
determinando exclusivamente el color del objeto sin falla alguna al momento de 






1. Se ha comprobado que el modelamiento matemático para un robot de tres grados de 
libertad ha llevado a realizar una correcta simulación aplicando el toolbox desarrollado 
por el autor Peter Corke, permitiendo visualizar de manera virtual el correcto 
desplazamiento del brazo manipulador en base a los parámetros previamente 
calculados. Asimismo, este resultado es corroborado gracias al prototipo físico, el cual 
cumple con las posiciones según los datos de simulación. 
2. El número de neuronas en la capa oculta utilizadas para desarrollar la red neuronal 
artificial se ha determinado en base a pruebas en el entrenamiento, analizando 
resultados por cada número de neuronas entrenadas se comparó porcentajes de 
confusión para elegir el número correcto. Esto permite un mejor entrenamiento a la 
red, reduce errores y aumenta el rendimiento de aprendizaje. 
3. Es posible el posicionamiento de un robot de tres grados de libertad por medio de un 
control servo visual, debido a que es capaz de obtener datos numéricos y plasmarlo 
en coordenadas de posicionamiento a base del centroide reconocido del objeto 
visualizado, por lo que se redirige el brazo robótico a la posición deseada, cumpliendo 
con todas las propiedades matemáticas que involucran al funcionamiento del robot. 
4. Es posible la identificación y clasificación de los elementos a manipular, en este caso 
la aplicación esta direccionada a la industria química o laboratorios químicos, donde 
una red neuronal artificial utilice su entrenamiento para la clasificación a base de un 
reconocimiento de colores [r,g,b] permitiendo una automatización computacional a un 
proceso regularmente manual en la industrial permitiendo el aislamiento de operador 







1. Para construir el prototipo utilizar servomotores de precisión y que cuenten con un 
sistema de engranaje de aleación de metales, debido a que los servomotores 
convencionales no se posicionan correctamente, además por tener engranajes de 
plástico, con la fricción tienen a dañarse fácilmente. 
2. Para capturar la imagen del elemento es necesario contar con una correcta iluminación 
que reduzca al mínimo las sombras de los objetos sobre el área de trabajo. 
3. Es necesario contar con una cámara de alta definición para la captura de imagen del 
objeto dentro del área de trabajo, ya que en el desarrollo del programa se está 
realizando una escala de valores de los pixeles de la imagen respecto a la dimensión 
del tablero. A mayor sea el número de pixeles el margen de error se reduce y así se 
evita el redondeo innecesario; al resolver las ecuaciones planteadas de la geometría; 
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Programa desarrollado en Matlab 2015 para las pruebas en conjunto.  
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