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vRésumé
Cette thèse s'inscrit dans le développement et la conception de fonctions d'aide à la conduite
pour les véhicules autonomes de niveau 3 et plus en milieu urbain ou péri urbain. Du fait
d'un environnement plus complexe et de trajectoires possibles plus nombreuses et sinueuses, les
algorithmes des véhicules autonomes développés pour l'autoroute ne sont pas adaptés pour le
milieu urbain. L'objectif de la thèse est de mettre à disposition des méthodes et des réalisations
pour permettre au véhicule autonome d'évoluer en milieu urbain. Cette thèse se focalise sur
la proposition de solutions pour améliorer le guidage latéral des véhicules autonomes en milieu
urbain à travers l'étude de la planiﬁcation de trajectoire en situation complexe, l'analyse du
comportement des usagers et l'amélioration du suivi de ces trajectoires complexes à faibles
vitesses. Les solutions proposées doivent fonctionner en temps réel dans les calculateurs des
prototypes pour pouvoir ensuite être appliquées sur route ouverte. L'apport de cette thèse est
donc autant théorique que pratique.
Après une synthèse des fonctions d'aide à la conduite présentes à bord des véhicules et une
présentation des moyens d'essais mis à disposition pour la validation des algorithmes proposés,
une analyse complète de la dynamique latérale est eﬀectuée dans les domaines temporel et fré-
quentiel. Cette analyse permet alors la mise en place d'observateurs de la dynamique latérale
pour estimer des signaux nécessaires aux fonctions de guidage latéral et dont les grandeurs ne
sont pas toujours mesurables, fortement dégradées ou bruitées. La régulation latérale du véhicule
autonome se base sur les conclusions apportées par l'analyse de cette dynamique pour proposer
une solution de type multirégulateur capable de générer une consigne en angle volant pour suivre
une trajectoire latérale quelle que soit la vitesse. La solution est validée tant en simulation que
sur prototype pour plusieurs vitesses sur des trajectoires de changement de voie. La suite de la
thèse s'intéresse à la génération d'une trajectoire en milieu urbain tenant compte non seulement
de l'infrastructure complexe (intersection/rond-point) mais également des comportements des
véhicules autour. C'est pourquoi, une analyse des véhicules de l'environnement est menée aﬁn de
déterminer leur comportement et leur trajectoire. Cette analyse est essentielle pour la méthode
de génération de trajectoire développée dans cette thèse. Cette méthode, basée sur l'algorithme
A* et enrichie pour respecter les contraintes géométriques et dynamiques du véhicule, se focalise
d'abord dans un environnement statique complexe de type parking ou rond-point. Des points
de passage sont intégrés à la méthode aﬁn de générer des trajectoires conformes au code de la
route et d'améliorer le temps de calcul. La méthode est ensuite adaptée pour un environnement
dynamique où le véhicule est alors capable, sur une route à double sens de circulation, de dé-
passer un véhicule avec un véhicule arrivant en sens inverse.
Mots clés : Automatique, dynamique du véhicule, assistance à la conduite, régu-
lation, génération de trajectoire, prédiction de trajectoire
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Abstract
This thesis is about the design of driving assistance systems for level 3 urban automated
driving. Because of a more complex of the environment and a larger set of possible trajectories,
the algorithms of highway automated driving are not adapted to urban environment. This thesis
objective is to provide methods and algorithms to enable the vehicle to perform automated
driving in urban scenarios, focusing on the vehicle lateral guidance and on the path planning.
The proposed solutions operate in real-time on board of the automated vehicle prototypes. The
contribution of this thesis is as theoretical as practical.
After a synthesis of the driving assistance systems available on current cars and a presen-
tation of the prototypes used for the validation of the algorithms developed in the thesis, a
complete analysis of the vehicle lateral dynamics is carried out in time and frequency domains.
This analysis enables the design of observers of the lateral dynamics in order not only to esti-
mate signals required for the lateral guidance functions but also to increase reliability of available
measurements. Based on the conclusions from the analysis of lateral dynamic, a multi-controller
solution has been proposed. It enables the computation of a steering wheel input to follow a
trajectory at any longitudinal speed. The solution is validated in simulation and on real road
traﬃc for lane change scenarios. Another contribution consist in an analysis on the other ve-
hicles of the environment is conducted in order to identify their behaviors and which maneuver
there are performing. This analysis is essential for the path planning function developed in the
thesis. This method, based on the A* algorithm and extended to respect geometric and dynamic
constraints, ﬁrstly focuses on static environment such as a parking lot. Waypoints are added to
the method in order to compute trajectories compatible with traﬃc regulation and improve the
computation time. The method is then adapted for dynamic environment where, in the end, the
vehicle is able to perform overtaking manoeuvers in a complex environment.
Keywords : Automatic, vehicle dynamics, driving assistance system, control, path
planning, trajectory prediction
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Abréviation
ABS Anti-blocage des roues
ACC Adaptative Cruise Control
ADAS Advanced Driver Assistance System
ADASIS Advanced Driver Assistance Systems Interface Speciﬁcations
AEB Automatic Emergency Braking
AFU Aide au Freinage d'Urgence
ALV Autonomous Land Vehicle
ASR/TSC Système antipatinage
AVA Autonomous Vehicule for All project
BPGA Boîtier de Protection et de Gestion des Alimentations
BSD Blind Spot Detection
BSI Boîtier de Servitude Intelligent
BSM Boîtier de Servitude Moteur
CAN Controller Area Network
CL-RRT Closed Loop Rapidly-exploring Random Tree
CMM Calculateur Multifonction Moteur
CNN Convolutional Neural Network
CRONE Commande Robuste d'Ordre Non entier
DAE Direction Assistée Électrique
DARPA Defense Advanced Research Projects Agency
DMA Driver Monitoring Assist
EBD Electronic Brakeforce Distribution
ECU Electronic Control Unit
ESP/ESC Electronic Stability Program/Control
EuroNCAP European New Car Assessment Program
FTBF Fonction de Transfert en Boucle Fermée
FTBO Fonction de Transfert en Boucle Ouverte
GPS Global Positioning System
HMM Hidden Markov Model
IHM Interface Homme Machine
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Abréviations et notations
ISO International Organization for Standardization
LDW/AFIL Lane Danger Warning
LKA Lane Keeping Assist
LPA Lane Positioning Assist
LPI Linéaire à Paramètres Invariants
LPV Linéaire à Paramètres Variants
LSTM Long-Short Term memory
LVV Limiteur de Vitesse Variable
MABX microAutoBox
MFRH Matrice de Fusibles et de Relais Habitacle
MFRM Matrice de Fusibles et de Relais Moteur
MLP Multilayer Perceptron
MPC Model Predictive Control
NGSIM Next Generation Simulation
NHTSA National Highway Traﬃc Safety Administration
NRMSE Normalized Root Mean Square Error
ONU Organisation des Nations Unies
PID Proportionnel Intégral Dérivé
PSO Particle Swarm Optimization
RNN Recurrent Neural Network
RRT Rapidly-exploring Random Tree
RVV Régulateur de Vitesse Variable
SAE Society of Automotive Engineers
SLAM Simultaneous Localization and Mapping
SOTIF Safety Of The Intended Functionality
SVM Support Vector Machine
TIV Temps Inter-Véhicule
UAV Unmaned Aerial Vehicle
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Abréviations et notations
Notations
Grandeurs véhicule
Γt accélération latérale dans le repère absolu
µ adhérence de la route
βv angle de braquage des roues
∆G angle de dérive du centre de gravité
∆p angle de dérive d'un pneumatique
Ψ angle de lacet
Θv angle volant
cyr coeﬃcient de rigidité de dérive des pneumatiques arrière
cyf coeﬃcient de rigidité de dérive des pneumatiques avant
Fy eﬀort latéral d'un pneumatique
Fx eﬀort longitudinal d'un pneumatique
Fz eﬀort normal appliqué au pneumatique
λ facteur de démultiplication entres les angles volant et roues
lr largeur de voie arrière
lf largeur de voie avant
Lr longueur de l'empattement arrière
Lf longueur de l'empattement avant
L longueur du véhicule
Mt masse totale du véhicule
Iz moment d'inertie de l'axe vertical
YG position latérale du centre de gravité dans le repère absolu
XG position longitudinale du centre de gravité dans le repère absolu
R rayon de courbure
CΣz somme des couples extérieurs appliqués à l'axe vertical
FΣy somme des eﬀorts transverse
Vy vitesse latérale
Vx vitesse longitudinale
Autres grandeurs physiques
t temps
k échantillon de temps
Tθv période d'angle volant
Te période d'échantillonnage
ω pulsation
ζ facteur d'amortissement
Mφ marge de phase
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Abréviations et notations
Notations mathématiques
x˙(t) dérivée temporelle de x
xˆ estimation de x
R0 repère absolu
R repère véhicule
R ensemble des réels
R+ ensemble des réels positifs
C ensemble des complexes
In matrice identité de taille n
s constante de Laplace
A−1 inverse de la matrice (ou du vecteur) A
AT transposée de la matrice (ou du vecteur) A
ex exponentiel de x
∂f
∂x
dérivée partielle de f par rapport à x
∇f gradient de f
|x| valeur absolue de x
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Contexte de la thèse
Cette thèse a été menée dans le cadre d'une Convention CIFRE  Convention Industrielle de
Formation par la Recherche . Elle s'est déroulée dans l'équipe CRONE du groupe Automatique
du laboratoire IMS de l'Université de Bordeaux, Bordeaux INP, UMR 5218 CNRS, pour le côté
académique et au sein des entités DSTF/SIEP et AOBS/ADAS de la DRIA (Direction de la
Recherche et de l'Ingénierie Avancée) du Groupe PSA, pour le côté industriel. Cette thèse entre
dans le cadre de l'OpenLab  Electronics and systems for Automotive  entre le laboratoire IMS
et le Groupe PSA.
Les travaux ont été eﬀectués sous la direction de Xavier Moreau, Professeur à l'Université de
Bordeaux, co-encadré par André Benine-Neto, Maître de Conférences à l'Université de Bordeaux,
et sous la responsabilité en entreprise d'Audrey Rizzo et François Aioun, Docteurs et Ingénieurs
de la DRIA.
Le véhicule autonome : contexte industriel
Depuis l'apparition de la Google Car ﬁn 2010, la voiture autonome est passée du concept car
futuriste à la réalité. Cette annonce n'est pas seulement un bouleversement technologique, il est
aussi industriel. En étant le premier à annoncer une voiture autonome fonctionnelle, le géant du
web devance tous les constructeurs automobiles historiques. La course à la mobilité autonome
est lancée.
Les enjeux du véhicule autonome ne sont pas seulement économiques, ils sont aussi techno-
logiques, sécuritaires, sociaux et éthiques. Le développement des véhicules autonomes devient
possible grâce aux nouvelles technologies de capteurs et aux nouveaux processeurs dont les puis-
sances de calcul augmentent d'année en année. La diﬃculté majeure réside dans le développement
logiciel des fonctions autonomes. Il faut implanter dans les calculateurs les algorithmes qui vont
agir sur les organes du véhicule pour reproduire une conduite humaine. Mais quelles règles don-
ner au véhicule pour qu'il se déplace dans l'environnement tout en respectant le Code de la route
et en interagissant avec les autres usagers ? Comment intégrer ces règles correctement ?
Viennent alors les enjeux sécuritaires. En enlevant les erreurs de conduite humaine liées à
l'inattention du conducteur et aux mauvais choix de conduite, le véhicule autonome pourrait
réduire drastiquement le nombre d'accidents de la route. La question qui se pose alors est com-
ment être sûr que le véhicule autonome garantisse la sécurité des passagers et des autres usagers
de la route ? Les capteurs sont-ils ﬁables et permettent-ils de retranscrire correctement l'envi-
ronnement dans lequel circule le véhicule ? Les règles implantées peuvent-elles faire face à toutes
les situations ?
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Un véhicule autonome est un gain de temps considérable pour les utilisateurs. Le conducteur,
en devenant passager, peut eﬀectuer d'autres tâches tout en étant libéré du stress que peut
provoquer la conduite pour certaines personnes. Cependant, avant de lâcher complètement le
volant, une phase d'acceptation de la conduite autonome est nécessaire. Quelle stratégie adopter
pour que les passagers aient conﬁance en cette technologie ?
Enﬁn, le véhicule autonome soulève des enjeux éthiques, notamment en cas d'accidents. Si
un véhicule autonome est impliqué dans un accident, comment déterminer qui est en tort ? Qui
devient responsable, le propriétaire ou le constructeur ?
Ce sont toutes ces questions, et bien d'autres, auxquelles les acteurs du secteur doivent
répondre avant de pouvoir commercialiser une voiture autonome. Étant donné la complexité du
problème et l'étendue des domaines scientiﬁques qu'il couvre, les acteurs se multiplient. Ainsi,
les constructeurs s'allient aux entreprises du numérique pour mutualiser les recherches et aller
plus vite dans le développement.
Les premiers véhicules pour particuliers seront partiellement autonomes, c'est-à-dire que la
fonction autonome ne pourra être active que si certaines conditions sont respectées. De plus,
le conducteur pourrait être sollicité en cas d'évènement inattendu que le véhicule ne sait pas
gérer seul. La majorité des constructeurs aimerait proposer de telles fonctions sur autoroutes
dès 2021. Il se pose cependant un problème de législation. En Europe, la majorité des pays sont
signataires de la Convention de Vienne de 1968 qui oblige le conducteur à garder les mains sur le
volant et rester maître de son véhicule. Pour faire évoluer la législation, un amendement de 2016
autorise le transfert de tâche de conduite au véhicule à condition que le conducteur puisse les
remplacer ou les désactiver. Ensuite, en 2018, l'ONU a adopté une résolution pour le déploiement
des véhicules hautement et complètement automatisés aﬁn d'intégrer ces véhicules dans le Code
de la route.
Objectifs de la thèse
C'est dans ce contexte que le Groupe PSA développe sa propre technologie de véhicule au-
tonome. Au début de cette thèse en 2016, les fonctions d'automatisation de la conduite sur
autoroute sont déjà bien avancées. L'objectif est alors l'amélioration des fonctions existantes et
leur enrichissement pour la conduite autonome en environnement urbain.
Le passage à l'urbain est complexe car le nombre de situations de vie augmente considéra-
blement. Le véhicule doit être capable de gérer tout type d'intersection, les routes à double sens
de circulation, et les nouveaux usagers qui n'existaient pas sur autoroute comme les piétons ou
les vélos. Cette thèse se focalise sur les fonctions de guidage latéral et de planiﬁcation de tra-
jectoire du véhicule. Les solutions proposées doivent être capables de fonctionner en temps réel
dans les calculateurs des prototypes. L'apport de cette thèse doit donc être théorique et pratique.
Concernant le guidage latéral, l'objectif est de proposer une méthode calculant l'angle volant
à appliquer à la direction pour suivre n'importe quel type de trajectoire, avec une vitesse lon-
gitudinale pouvant varier. Ainsi, le module de génération de trajectoire à développer doit être
capable de calculer une trajectoire admissible dynamiquement par le véhicule. La solution pro-
posée doit aussi tenir compte de l'infrastructure, du Code de la route et des objets dynamiques.
Enﬁn, toutes les méthodes proposées doivent être implantées et validées sur prototype.
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Contributions spéciﬁques et organisation de la thèse
Le mémoire de thèse concerne donc l'amélioration des systèmes d'aide à la conduite exis-
tants sur voies à chaussées séparées, et le développement de modules nécessaires à la conduite
autonome en environnement urbain tels que le guidage latéral et la génération de trajectoire. Il
est organisé comme suit en cinq chapitres.
Le Chapitre 1 présente l'évolution des fonctions mécatroniques à bord des véhicules. Depuis
l'allumage électronique, à la fonction d'aide au maintien dans la voie, le chapitre présente dans
un premier temps les systèmes d'aide à la conduite présents aujourd'hui sur les véhicules. Puis
les futures fonctions autonomes et leurs fonctionnements sont discutés. Le chapitre se termine
par une présentation des prototypes du Groupe PSA sur lesquels ont été menées les expérimen-
tations de cette thèse.
Le Chapitre 2 étudie la modélisation et l'observation de la dynamique latérale du véhicule.
Pour pouvoir traiter les problématiques de cette thèse que sont le guidage latéral et la plani-
ﬁcation de trajectoire, il convient de représenter correctement la dynamique latérale. Ainsi, le
chapitre présente diﬀérents modèles et les compare. Dans cette comparaison, il apparaît que la
vitesse longitudinale joue un rôle important sur la modélisation. L'observation de variables de
la dynamique latérale est nécessaire lorsque ces variables ne sont pas mesurées ou lorsque les
mesures sont trop bruitées. Une méthode d'estimation de la dynamique latérale par approche
multimodèle, tenant compte de la vitesse longitudinale, est mise en place dans ce chapitre et
validée sur les prototypes.
Basé sur la modélisation du chapitre 2, le Chapitre 3 présente une méthode de régula-
tion latérale du véhicule en mode autonome par multirégulateur. Étant donné que le calcul des
régulateurs se fait dans le domaine fréquentiel, la conception de régulateur dans le domaine
fréquentiel est présentée. Ensuite, plusieurs méthodes de régulation sont testées et comparées
en simulation. La vitesse longitudinale impactant fortement la dynamique latérale, les méthodes
 classiques  de type PID et même CRONE, ne permettent pas de garantir un respect du cahier
des charges. La solution retenue, testée et validée sur prototype est un multi-PID utilisant une
consigne devant le véhicule. Les scénarios ayant servi à la validation sont ceux du maintien dans
la voie et du changement de voie.
Le Chapitre 4 fait état de la prédiction d'intention et de trajectoire des autres véhicules
de l'environnement. En eﬀet, avant de déﬁnir la trajectoire de notre véhicule, il faut déterminer
les actions que sont en train d'eﬀectuer les autres usagers. D'autant plus qu'en environnement
urbain, les comportements des objets sont plus complexes (piétons, vélos, scooters, etc.). Le
chapitre présente donc dans un premier temps l'inﬂuence de l'environnement sur le calcul de la
trajectoire. Puis, deux méthodes sont développées et comparées pour la détection de change-
ment de voie. Une des méthodes est à base de règles tandis que l'autre utilise des réseaux de
neurones. Enﬁn, une étude sur la prédiction de trajectoire par réseaux de neurones récurrents
est présentée. Le but est de déterminer quelles variables sont nécessaires pour avoir une bonne
prédiction de trajectoire avec ce type de méthode.
Le Chapitre 5 concerne la génération de trajectoire pour un véhicule autonome en en-
vironnement urbain. Aﬁn de développer une méthode capable d'être implantée sur prototype
en temps réel, une attention particulière est apportée sur le temps de calcul. Un état de l'art
complet sur les méthodes de planiﬁcation de mouvement utilisées pour le véhicule autonome est
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eﬀectué dans un premier temps. Ensuite, ce chapitre présente une méthode pour la recherche
de chemin avec l'intégration des contraintes géométriques du véhicule pour générer des chemins
admissibles dans un environnement statique. Des points de passage sont aussi intégrés pour
respecter le Code de la route. La méthode est testée en simulation et validée sur prototype.
Enﬁn, la méthode pour l'environnement statique est enrichie pour que le véhicule se déplace
dans un environnement dynamique tout en respectant ses propres contraintes dynamiques, qui
dépendent de sa vitesse longitudinale. Le véhicule est alors capable de gérer en simulation, des
situations de dépassement avec un véhicule arrivant en sens inverse sur une voie à double sens
de circulation.
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Évolution de la mécatronique à bord
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1.1. La mécatronique et le secteur automobile
1.1 La mécatronique et le secteur automobile
La mécatronique est une démarche de conception qui combine plusieurs disciplines : la mé-
canique, l'électronique, l'automatique et l'informatique. En intégrant ces diﬀérents domaines, la
mécatronique permet de concevoir et contrôler des systèmes automatiques, intelligents et com-
plexes. Le terme mécatronique est apparu dans les années 70, mais n'est oﬃcialisé par son entrée
dans le dictionnaire Larousse qu'en 2005.
La norme NF E01-010 de 2008 [2] décrit la mécatronique comme une  démarche visant
l'intégration en synergie de la mécanique, l'électronique, l'automatique et l'informatique dans la
conception et la fabrication d'un produit en vue d'augmenter et/ou d'optimiser sa fonctionna-
lité . Le diagramme de Venn de la Figure 1.1 présente de manière schématique la pluridiscipli-
narité de la mécatronique et ses sous-domaines.
Figure 1.1  Diagramme de Venn de la mécatronique
En conception, un système mécatronique se compose de trois sous-systèmes, tel que décrit en
Figure 1.2. Le premier est la partie opérative du système, c'est-à-dire la partie mécanique avec
les actionneurs : les éléments qui bougent et ceux qui les font bouger. Le deuxième est la partie
commande, l'intelligence du système : ce qui contrôle les actionneurs. Le dernier est la partie
IHM (Interface Homme Machine), le pilotage du système : ce qui dialogue avec l'opérateur. Ces
trois sous-systèmes étant interdépendants, leur conception nécessite d'être simultanée.
Figure 1.2  Interactions entre les sous-systèmes mécatroniques
La mécatronique est présente dans tous les secteurs d'activité de l'industrie et dans les outils
électroniques du quotidien. On peut par exemple citer l'autofocus des appareils photo ou les
pilotes automatiques des avions, mais aussi les drones, les aspirateurs robots, les machines à
laver intelligentes et les disques durs.
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Dans l'automobile, la mécatronique fait son apparition à partir des années 1970. Avant cela,
il y avait très peu de systèmes électroniques à bord des véhicules. Mis à part le système audio,
tous les organes du véhicule étaient alors contrôlés mécaniquement. C'est l'apparition des mi-
crocontrôleurs au milieu des années 1970 qui permettra l'intégration et le développement de la
mécatronique dans les véhicules.
L'allumage est le premier mécanisme à incorporer de la mécatronique pour améliorer les
performances du véhicule. L'allumage est le mécanisme déclenchant l'amorce de la combustion du
gaz inﬂammable présent dans la chambre de combustion de chaque cylindre. L'inﬂammation du
mélange air-carburant se fait grâce à une étincelle électrique produite par une bougie d'allumage.
De manière mécanique, le choix de la bougie se fait par un distributeur mécanique. L'ordre
d'allumage est ﬁxe et la vitesse d'allumage dépend du régime moteur et de l'appui du conducteur
sur la pédale d'accélérateur. Le moment de l'allumage est important en termes de rendement,
il faut choisir le bon moment pour proﬁter de la force maximum dégagée par l'augmentation de
pression de la combustion. Les problèmes du système d'allumage mécanique sont son usure et
ses imprécisions. De plus le système peut se dérégler.
L'allumage électronique permet de remplacer le système mécanique d'allumage des bougies
par un système électronique qui calcule exactement le moment auquel provoquer une étincelle
permettant un meilleur rendement énergétique. La pédale d'accélérateur est la partie IHM de
la fonction. Avec les informations des capteurs de position du vilebrequin, de l'arbre à cames,
de débit d'air, de position du papillon (qui gère l'arrivée de l'air), elle sert d'entrée au micro-
contrôleur qui est la partie intelligence du système. Le microcontrôleur calcule alors le point
d'allumage et actionne la bougie d'allumage, c'est la partie opérative.
Par la suite, les fonctions mécatroniques n'ont fait qu'augmenter à bord des véhicules. Tirant
proﬁt de l'apparition de nouvelles informations sur l'état du véhicule grâce aux capteurs, les pre-
mières fonctions mécatroniques qui sont apparues visaient principalement à améliorer le confort
des usagers et surtout à assurer la contrôlabilité du véhicule dans des situations d'urgence ou in-
habituelles (chaussée glissante, évitement...). Un certain nombre d'exemples sont présentés dans
la section 1.2. Par la suite, de nouveaux systèmes mécatroniques furent développés pour assister
voire remplacer le conducteur dans certaines actions de sa tâche de conduite. Ce fut l'apparition
des systèmes ADAS ( Advanced Driver Assistance System ), ou système d'aide à la conduite
en français. L'évolution de ces systèmes, d'abord informatifs puis actifs, est présentée dans la
section 1.3.
L'essor des systèmes mécatroniques connaît aujourd'hui une forte croissance dans le domaine
automobile et atteindra dans les années à venir son apogée avec l'apparition des véhicules auto-
nomes. Le paragraphe 1.4 détaille les enjeux ainsi que les caractéristiques du véhicule autonome.
1.2 Les fonctions mécatroniques utilisant les données véhicule
1.2.1 Les fonctions de confort
Les fonctions de confort permettent par exemple d'assurer l'isolation vibratoire de la caisse
par rapport aux sollicitations de la route ou encore d'adapter la hauteur de la voiture pour
faciliter son chargement ou le franchissement d'obstacle. Ces fonctions sont assurées par l'organe
de suspension.
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Correcteur d'assiette
Le contrôle de l'assiette de la voiture permet de régler automatiquement l'assiette de la
voiture en cas de changement de chargement aﬁn de garantir une garde au sol constante (voir
Figure 1.3 (a)). Il permet également de modiﬁer manuellement le niveau de la garde au sol du
véhicule en cas de changement de situation de roulage, par exemple aﬁn de faciliter le franchis-
sement d'obstacles (voir Figure 1.3 (b)).
La correction automatique de l'assiette garantit un meilleur confort et une meilleure tenue
de route du véhicule. Elle permet de recentrer le débattement des suspensions assurant ainsi la
disponibilité du débattement complet sur sollicitation route (nid de poule, ralentisseur) et donc
l'amélioration du confort lorsque le véhicule est chargé.
(a) (b)
Figure 1.3  Publicités de la fonction du contrôle d'assiette automatique pour
la Citroën CX (a) et réglage manuel de la garde au sol de la Citroën GSA
(b) [Sources : (a) https://topworldauto.com/cars/citroen/citroen-cx/photos.html#
gp/11, (b) http://www.gsaventure.com/gs-a-historique-et-documentations/les-gsa/
les-publicit%C3%A9s-presse/]
Le correcteur d'assiette ayant besoin de la mesure du débattement, cela introduit l'utilisa-
tion de capteurs électroniques ou mécaniques situés sur chaque demi-train de suspension. Le
calculateur (ECU,  Electronic Control Unit  ) détermine à partir de ces valeurs la correction
à eﬀectuer et commande les actionneurs. En fonction des suspensions, les actionneurs peuvent
être hydrauliques ou pneumatiques.
Suspensions pilotées
Il existe un certain nombre de suspension pilotées. L'objectif reste cependant toujours le
même : améliorer la tenue de caisse tout en assurant un maximum de confort en isolant la caisse
des perturbations de la route.
Une suspension est composée d'un ressort, qui peut être mécanique, pneumatique ou hydro-
pneumatique, et d'un amortisseur. Une suspension pilotée s'appuie en plus sur des informations
provenant de capteurs aﬁn d'adapter l'eﬀort dissipatif et/ou capacitif à appliquer. Souvent, ces
capteurs sont des accéléromètres positionnés sur la caisse et sont couplés à des capteurs de dé-
battement (position relative entre la caisse et les roues). Ils permettent alors de calculer l'eﬀort
à ajouter ou enlever pour tenir ou ﬁltrer la caisse ou la roue.
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Il existe un certain nombre de suspensions pilotées dans la littérature mais les plus communes
sur les véhicules de série sont les suspensions à amortisseurs pilotés qui ne peuvent agir que sur
l'eﬀort dissipatif. L'ECU calcule la valeur d'eﬀort que l'amortisseur est capable d'ajouter ou
enlever à chaque instant en tenant compte de l'eﬀort capacitif déjà fourni par le ressort.
1.2.2 Les fonctions de sécurité active
Les fonctions mécatroniques ont grandement contribué à la sécurisation des véhicules grâce
à des fonctions dites de  sécurité active  . Le schéma de la Figure 1.4 montre que ces fonctions
peuvent être corrélées à la réduction du nombre de décès sur les routes. Les fonctions de sécurité
active sont des systèmes mécatroniques agissant directement et de manière automatique sur les
actionneurs pour éviter les accidents et pour donner au conducteur un meilleur contrôle de son
véhicule. Globalement, les fonctions de sécurité active existantes aujourd'hui agissent sur l'organe
de freinage pour optimiser la motricité (système antipatinage), redonner de la dirigeabilité (ABS)
ou gérer la stabilité (ESP, EDB).
Figure 1.4  Évolution du nombre de décès sur les routes françaises, associée à la disponibilité
des systèmes d'aide à la conduite [Source : [148]]
Système antipatinage : ASR
Le système antipatinage, aussi appelé ASR de l'allemand  Antriebsschlupfregeling  ou TCS
de l'anglais  Traction Control System  , est comme son nom l'indique un système permettant
d'éviter que les roues du véhicule patinent sur route glissante. En eﬀet, sur une chaussée glis-
sante, les pneumatiques sont susceptibles de ne pas adhérer à la route. Les roues tournent donc
dans le vide et le véhicule n'accélère pas, car les roues ne peuvent pas développer de force motrice.
Cette fonction permet donc un meilleur contrôle du véhicule et est particulièrement utile
dans les situations où le véhicule doit accélérer sur une pente glissante ou roule sur une portion
de route meuble causant la décélération du véhicule par perte d'adhérence.
Le système antipatinage s'active lorsque la diﬀérence de vitesse de rotation entre les roues
d'un même essieu ou entre les roues avant et arrière est trop importante. Lorsque la perte d'adhé-
rence est détectée, les freins de la roue possédant le moins d'adhérence sont activés permettant
d'avoir plus de couple sur la roue possédant le plus d'adhérence à la route et de retrouver de la
motricité.
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Figure 1.5  Utilité du système antipatinage [Source : http://www.renault.pf/cars/
newLaguna/overview2.html]
Antiblocage des roues : ABS
Le système antiblocage des roues, plus communément appelé ABS (de l'allemand  Anti-
blockiersystem ), est un système qui aide le conducteur à garder le contrôle de son véhicule
lors de phases de freinage intenses. Lors de ces phases, les roues peuvent se bloquer et le risque
est particulièrement élevé sur des chaussées glissantes (pluie, verglas, neige...). Ceci est dû à la
sensibilité des eﬀorts du pneumatique à l'adhérence de la route et à l'eﬀort vertical. Si les roues
sont bloquées, le véhicule devient diﬃcile à contrôler, car il ne tourne plus. Le conducteur ne
peut donc plus eﬀectuer de man÷uvre d'évitement. La législation européenne a rendu l'ABS
obligatoire sur tous les nouveaux véhicules en 2004.
L'ABS intervient sur le freinage des roues pour redonner au conducteur le contrôle du vé-
hicule. Pour cela, le système se compose d'un calculateur (ECU), de capteurs de rotations des
roues et d'unités hydrauliques qui activent les freins par un envoi de ﬂuide sous pression (voir
Figure 1.6 (a)).
(a) (b)
Figure 1.6  Schéma de fonctionnement de l'ABS (a) et son eﬀet sur la conduite (b) [Sources :
(a) https://www.testcoderoute.com/abs-systeme-anti-blocage-roues/, (b) http://www.
mechanicalbooster.com/2017/08/anti-lock-braking-system.html]
L'ECU détecte le blocage des roues en analysant leur vitesse de rotation. Si celle-ci diminue de
manière trop brusque, cela signiﬁe que la roue est sur le point de se bloquer. En eﬀet, lorsqu'une
voiture freine pour s'arrêter, la vitesse de rotation des roues diminue progressivement. Dès que ce
phénomène est détecté, l'ECU envoie un signal à l'unité hydraulique pour réduire la pression du
circuit de freinage. La roue va alors se débloquer et recommencer à tourner. Le système eﬀectue
ces tâches de manière répétée. Les eﬀets de l'ABS sur le regain de contrôlabilité du véhicule en
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virage sont visibles sur la Figure 1.6 (b).
Répartiteur électronique de freinage : EBD
Le répartiteur électronique de freinage ou EBD  Electronic Brakeforce Distribution  a pour
fonction de régler la répartition du freinage entre les roues de manière automatique en fonction
du chargement du véhicule. Le répartiteur électronique de freinage est utile dans trois situations.
Le premier cas se produit si le chargement du véhicule change. En fonction du chargement
du véhicule, la force de freinage peut s'avérer sous-optimale. En eﬀet, si un véhicule est chargé à
l'arrière et/ou dans le coﬀre, il faut apporter plus de puissance de freinage sur les roues arrière
pour avoir une distance de freinage optimale. L'inﬂuence de l'EBD sur la distance de freinage
pour une voiture chargée est visible sur la Figure 1.7 (a).
Le deuxième cas peut se produire lorsque la voiture décélère. Au moment du freinage, le
poids du véhicule, et donc son centre de gravité, se déplacent vers l'avant. Le poids appliqué
sur l'essieu arrière diminue pouvant devenir trop faible pour garantir une bonne adhérence aux
pneumatiques arrière, entrainant leur dérapage voire leur blocage. L'EBD module alors la pres-
sion hydraulique des freins arrière pour limiter la force de freinage des roues en perte d'adhérence
et augmente celle des freins avant pour compenser la perte de force de freinage.
Le dernier cas concerne l'inﬂuence de l'EBD lors d'un freinage en virage. Vu que le sys-
tème permet de moduler la force de freinage de chaque pneumatique indépendamment, il peut
augmenter la pression appliquée aux pneumatiques extérieurs au virage et diminuer celle des
pneumatiques intérieurs (Figure 1.7 (b)). Cela permet d'éviter une perte de contrôle du véhicule
dans le cas où les roues intérieures se bloqueraient.
(a) (b)
Figure 1.7  Inﬂuence du répartiteur de freinage en ligne droite sur un véhicule chargé (a) et
illustration en virage (b) [Sources : (a) http://australiancar.reviews/_pdfs/Mitsubishi_
Pajero_Mk4-NX_Brochure_201509.pdf P.11, (b) https://otomotif.kompas.com/read/2017/
03/08/103200515/mengenal.fitur.keamanan.electronic.brake.distribution]
Le système EBD utilise le même ordinateur de bord que l'ABS et donc les mêmes capteurs
et estimations de vitesse de roue, vitesse longitudinale, angle de dérive des roues, lacet et accélé-
ration. En fonction de ces informations, l'ECU est capable de calculer la répartition des masses
et de déterminer si une roue est sur le point de déraper pour moduler la pression hydraulique
des freins.
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Correcteur électronique de trajectoire : ESP/C
Le correcteur électronique de trajectoire, plus communément appelé ESP (Electronic Stabi-
lity Program) ou ESC (Electronic Stability Control), est une fonction de sécurité active d'anti
dérapage aidant le conducteur à garder le contrôle de son véhicule par action sur le système de
freinage. L'ESP est obligatoire sur les nouveaux véhicules de série depuis 2012 en Europe.
L'ESP agit sur les freins, comme l'ABS, ainsi que sur le couple moteur aﬁn de corriger la
trajectoire du véhicule. Il partage avec l'ABS et l'EBD le même ECU et les mêmes actionneurs
hydrauliques agissant sur les freins des roues et les mêmes capteurs de vitesse de rotation des
roues. L'ESP a cependant besoin de plus de capteurs pour réaliser sa fonction (voir Figure 1.8
(a)). Aux capteurs de l'ABS viennent s'ajouter un capteur d'angle volant qui mesure la position
du volant pour estimer l'angle de braquage des roues, un capteur de vitesse de lacet, mesurant
la vitesse de changement de cap, et un capteur d'accélération latérale.
Une situation de dérapage est détectée par l'ESP si la trajectoire actuelle du véhicule diﬀère
de la trajectoire qu'aurait dû avoir le véhicule avec les entrées conducteurs actuelles : l'angle
volant, la vitesse du véhicule et la position des pédales de frein et d'accélérateur. Pour cela,
l'ESP utilise un modèle de la dynamique du véhicule pour estimer les valeurs de la vitesse de
lacet et d'accélération latérale que devraient avoir le véhicule à partir des entrées conducteur.
Ces valeurs sont comparées avec les valeurs réelles des capteurs embarqués sur le véhicule, à
savoir un gyroscope et un accéléromètre.
L'ESP est particulièrement utile dans les cas de virages pris à grande vitesse ou d'évitement
d'obstacle lors desquels le véhicule risque de partir en dérive, comme le montre la Figure 1.8 (b).
Dans ces cas, la voiture peut soit sous-virer, soit survirer. Dans le cas d'un sous-virage, la dérive
de l'essieu avant est supérieure à celle de l'essieu arrière, la voiture va tout droit au lieu de suivre
la courbe du virage. L'ESP active alors le frein de la roue arrière intérieure au virage pour faire
tourner la voiture. Dans le cas d'un survirage, la dérive de l'essieu arrière est supérieure à la
dérive de l'essieu avant, la voiture tourne davantage que demandé et risque de partir en tête à
queue. L'ESP active alors le frein de la roue avant extérieure pour redresser la voiture dans le
virage.
(a) (b)
Figure 1.8  Architecture mécatronique de la fonction ESP (a) et
son eﬀet sur la conduite lors d'un survirage (b) [Sources : (a) http:
//minute-auto.fr/guide/mecanique/l-esp-electronic-stability-program,
(b) https://www.automobile-club.org/actualites/la-vie-de-l-aca/
eurotest-enquete-des-automobile-clubs-sur-le-systeme-de-securite-esp]
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1.3 Les systèmes d'aide à la conduite
Tout comme les fonctions de sécurité active ou les fonctions de confort, les systèmes d'aide
à la conduite se multiplient avec l'émergence des nouvelles technologies et la baisse des prix des
capteurs et ordinateurs embarqués. Les systèmes d'aide à la conduite n'agissent pas uniquement
sur le véhicule en cas d'urgence, ils permettent d'apporter un confort à la conduite du véhicule
en déléguant certaines tâches au véhicule.
1.3.1 Les ADAS informatifs
Système anticollision
Le système anticollision des véhicules est une fonction avertissant le conducteur en cas de
danger, et plus particulièrement de collision. Pour cela, le système anticollision utilise un capteur
frontal, usuellement un radar, capable de détecter un objet devant le véhicule pour calculer
l'interdistance qui les sépare et la vitesse de l'objet. En fonction de ces informations, si une
situation à risque est détectée, le système alerte le conducteur par un signal ou une combinaison
de signaux : visuel sur le tableau de bord, sonore ou haptique par le volant ou la ceinture.
Alerte au franchissement de ligne : LDW
Le système d'alerte au franchissement de ligne, LDW  Lane Danger Warning  ou AFIL
 Alerte au Franchissement Involontaire de Ligne  en français, avertit le conducteur en cas
de franchissement involontaire de ligne. Le dispositif utilise pour cela un capteur infrarouge ou
une caméra braquée vers le sol à l'avant de la voiture. Le capteur repère les lignes blanches à
gauche et à droite du véhicule et calcule la position relative du véhicule par rapport à ces lignes.
Dès que la voiture  mord  la ligne, une alerte se déclenche (voir Figure 1.9). Il peut s'agir soit
d'une alerte sonore soit d'une alerte haptique avec la vibration du siège conducteur. Le caractère
involontaire du franchissement de ligne est déﬁni par l'activation ou non du clignotant. L'alerte
se déclenche donc uniquement si le clignotant n'est pas allumé.
Figure 1.9  Fonction alerte au franchissement de ligne [Source : http://www.c5manuel.com/
alerte_de_franchissement_involontaire_de_ligne-355.html]
Aide au stationnement : ParkAssist
L'aide au stationnement est une fonction d'assistance au conducteur pour l'aider à se garer
en lui indiquant, par des impulsions sonores et/ou par aﬃchage sur un écran, la distance qui
sépare le véhicule d'un objet.
Pour ce faire, habituellement, des capteurs ultrasons sont installés dans les pare-chocs avant
et arrière. Les capteurs évaluent en permanence la distance entre le pare-chocs et les objets
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Figure 1.10  Fonction d'aide au stationnement [Source : https://www.opel-accessories.
com/opel_aoc/fr-FR/Corsa_D_-_5_portes/S%C3%A9curit%C3%A9_&_protection/Aide_au_
stationnement/13365682]
lorsque la vitesse de la voiture est très faible et/ou lorsque la marche arrière est enclenchée
(illustration Figure 1.10). Si l'information sur cette distance est retransmise au conducteur de
manière sonore, plus la distance est faible et plus la fréquence des impulsions sonores est grande.
Si le véhicule dispose d'une caméra de recul en plus des radars/ultrasons, l'image de la caméra
est retransmise au conducteur sur un écran du tableau de bord. Sur cette image, des lignes
correspondant au rayon de braquage de la voiture sont superposées, elles changent donc en
fonction de l'angle volant mesuré par le système de direction et sont recalculées et transmises
au conducteur en temps réel pour lui permettre de faire sa man÷uvre plus confortablement.
Système de surveillance des angles morts : BSD
Les angles morts sont les zones non visibles par le conducteur. Le conducteur dispose de son
champ de vision naturel vers l'avant et peut voir une partie de la zone arrière du véhicule grâce
aux rétroviseurs. Il existe cependant deux zones proches du véhicule, une à droite et une à gauche,
qui ne sont visibles par le conducteur que s'il tourne la tête, Figure 1.11 (a). La surveillance
des angles morts, ou BDS  Blind Spot Detection , est indispensable dans plusieurs situations :
sortie de rond-point, changement de voie, insertion sur voie rapide ou encore franchissement de
voie réservée. Ces situations génèrent de nombreux accidents lorsque les angles morts ne sont
pas vériﬁés et qu'un véhicule, un vélo ou un piéton s'y trouve.
(a) (b)
Figure 1.11  Zones de visibilité et angles morts pour le conducteur (a) et indicateur
lumineux du système de surveillance d'angles morts (b) [Sources : (a) https://www.
ornikar.com/code/cours/mecanique-vehicule/technologie-assistance/angle-mort,
(b) https://www.citroen.be/fr/vehicules-neufs/citroen/new-citroen-berlingo/
configurateur/couleurs-et-equipements/options.html
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Pour aider le conducteur dans sa tâche de surveillance des angles morts et éviter ces accidents,
le système de surveillance des angles morts avertit le conducteur de la présence d'objet dans
la zone invisible droite ou gauche par un voyant lumineux dans le rétroviseur respectif, voir
Figure 1.11 (b). La détection des objets se fait à l'aide de radars ou d'ultrasons installés sous la
carrosserie ou dans le bouclier.
Driver monitoring assist : DMA
À l'image de la fonction d'aide au stationnement, le driver monitoring n'agit pas directement
sur le véhicule, mais donne une information au conducteur sur l'état de sa conduite. Dans le cas
du driver monitoring, cette information concerne directement le conducteur et son activité au
volant du véhicule. À l'aide d'une caméra placée au niveau du volant, la fonction peut avertir le
conducteur s'il est en état de fatigue ou s'il ne regarde pas la route. Pour cela, un système d'ana-
lyse d'image (illustré en Figure 1.12) intégré à l'ECU analyse le comportement du conducteur
et plus particulièrement la fréquence du battement de ses paupières, l'inclinaison de sa tête et
la position de ses pupilles. Si un état de fatigue ou d'inattention est détecté, la fonction alerte le
conducteur pour qu'il se concentre sur sa conduite. En cas d'extrême urgence, la fonction peut
demander un arrêt complet du véhicule.
L'attention du conducteur peut aussi être analysée par son action sur le volant. L'utilisa-
tion d'un capteur volant résistif permet de détecter si un couple est appliqué au volant par le
conducteur. Un capteur capacitif ou résistif dans le volant peut aussi être utilisé pour savoir si
le conducteur tient le volant.
Figure 1.12  Analyse de l'activité conducteur par la caméra de la fonction driver monitoring
[Source : https://www.valeo.com/fr/driver-monitoring/]
1.3.2 Les ADAS actifs
Aide au freinage d'urgence et freinage automatique d'urgence : AFU et AEB
En cas de situation de freinage d'urgence, un conducteur a tendance à ne pas appuyer assez
fort et assez rapidement sur la pédale de frein ce qui allonge la distance d'arrêt du véhicule.
L'aide au freinage d'urgence (AFU) permet de réduire cette distance et donc d'éviter les colli-
sions. Pour cela, l'AFU utilise les capteurs de position des pédales d'accélération et de frein pour
détecter une situation de freinage d'urgence et appliquer une pression maximale au système de
freinage, voir Figure 1.13 (a). Soit uniquement la position de la pédale de frein est utilisée pour
repérer un freinage et c'est alors sa vitesse d'enfoncement qui indiquera si le déclenchement de
l'AFU est nécessaire. Soit la position de la pédale d'accélération est utilisée en complément, et la
transition entre les pédales d'accélération et de frein aide à compléter la détection d'un freinage
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d'urgence. Chez certains constructeurs, l'activation de l'AFU enclenche par défaut les warnings
du véhicule pour prévenir les véhicules suiveurs d'une situation à risque.
(a) (b)
Figure 1.13  Fonctions d'aide au freinage d'urgence (AFU) (a) et de freinage automatique d'ur-
gence (AEB) (b) [Sources : (a) https://www.carkeys.co.uk/guides/what-is-brake-assist,
(b) https://www.nissan-global.com/EN/TECHNOLOGY/OVERVIEW/emergency_brake.html]
Le freinage automatique d'urgence ou AEB (Automatic Emergency Braking) en anglais est
aussi une fonction d'aide au freinage d'urgence. Contrairement à l'AFU, elle peut s'activer auto-
matiquement, sans l'aide du conducteur, et active les freins du véhicule si une collision imminente
est détectée. Pour cela le véhicule est équipé d'un capteur frontal longue portée : caméra, laser,
radar, ou combinaison de plusieurs de ces capteurs pour avoir une redondance d'information sur
l'environnement autour du véhicule. Le capteur frontal détecte les véhicules de devant et est
capable de calculer leur vitesse et leur distance à l'ego véhicule, i.e le véhicule qui va freiner et
déclencher l'AEB. En fonction de la vitesse de l'ego véhicule et de la distance à l'objet, le risque
d'une collision est évalué. Si ce risque est grand, le véhicule alerte le conducteur. En cas d'ab-
sence de réponse du conducteur ou d'une réponse trop lente, l'AEB enclenche automatiquement
les freins, voir Figure 1.13 (b). L'AEB peut aussi anticiper le choc si la collision est inévitable
en eﬀectuant un freinage d'urgence pour réduire au maximum la vitesse et donc la puissance de
l'impact et en ajustant les ceintures de sécurité. L'AEB est découpé en quatre catégories pour
son évaluation EuroNCAP : haute vitesse, ville, piéton et cycliste.
L'EuroNCAP (European New Car Assessment Program) est un organisme d'évaluation
consumériste des véhicules notant le niveau de sécurité des véhicules à l'aide de crash tests. Cette
évaluation est non réglementaire, mais réalisée par un organisme indépendant des constructeurs,
réunissant des organismes gouvernementaux et des associations de consommateurs européens.
Les véhicules testés reçoivent une notation entre 1 et 5 étoiles. Les tests eﬀectués par EuroN-
CAP sont mis à jour régulièrement et intègrent donc des tests sur les systèmes de sécurité active
comme l'ESC et les systèmes d'aide à la conduite comme l'AEB. La volonté des constructeurs à
avoir le maximum d'étoiles a entrainé, notamment grâce à l'évaluation de l'AEB, la démocrati-
sation des radars sur les faces avant des voitures. Cela a permis de développer d'autres fonctions
d'aides à la conduite telles que le régulateur de vitesse adaptatif ou le système de positionnement
dans la voie, détaillées dans les paragraphes suivants.
Limiteur et régulateur de vitesse : LVV et RVV
Les premières fonctions de délégation de conduite ont pour objectif de remplacer le conduc-
teur dans son action avec les pédales d'accélération et de frein. La toute première est le limiteur
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de vitesse avec lequel le conducteur n'a plus besoin d'adapter la pression sur la pédale d'accélé-
ration pour respecter une vitesse limite.
En eﬀet, le limiteur de vitesse, ou LVV pour  Limiteur de Vitesse Variable  est une fonction
d'aide à la conduite qui limite la vitesse maximale du véhicule. C'est le conducteur qui active
la fonction et choisit cette vitesse limite à ne pas dépasser. La vitesse choisie est comparée à
la vitesse réelle du véhicule calculée à partir des capteurs de vitesse de rotation des roues ou
à partir d'un capteur de vitesse situé au niveau de la sortie de la boîte de vitesse. En fonction
de ce diﬀérentiel de vitesse et de l'appui du conducteur sur la pédale d'accélérateur, le limiteur
de vitesse gère la puissance du moteur par l'intermédiaire du papillon des gaz ou de la pompe
d'injection.
Ensuite, une évolution de délégation de conduite est apparue avec le régulateur de vitesse,
RVV  Régulateur de Vitesse Variable  , qui permet au conducteur de ne plus avoir besoin de
toucher la pédale d'accélérateur. Ce dernier ﬁxe une vitesse cible que devra garder le véhicule.
Le régulateur gère alors le régime de rotation du moteur pour maintenir cette vitesse. Il utilise
pour cela les mêmes composants ECU, capteurs et actionneurs, que le limiteur de vitesse. Si
le conducteur active la fonction alors que le véhicule n'a pas atteint la vitesse cible, une accé-
lération est enclenchée automatiquement. Sur la plupart des véhicules, un système de sécurité
désactive le régulateur de vitesse lorsque le conducteur appuie sur la pédale de frein. L'avantage
du régulateur se trouve surtout sur les longs trajets où il apporte plus de confort au conducteur.
Le principal inconvénient de cette fonction est qu'elle n'adapte pas la consigne de vitesse aux
objets et le conducteur doit encore freiner  au pied  lorsqu'il arrive sur un véhicule plus lent.
Régulateur de vitesse adaptatif : ACC
Grâce à la démocratisation de capteurs frontaux via les évaluations EuroNCAP, la fonction
de régulation de vitesse adaptative a pu être aujourd'hui proposée permettant une délégation
complète de l'appui sur les pédales de frein et d'accélérateur sur autoroute, en tenant compte
également les objets autour du véhicule ego.
Le régulateur de vitesse adaptatif ou ACC pour  Adaptive Cruise Control , est une fonction
d'aide à la conduite de niveau 1 d'autonomie (voir section 1.4.1), qui régule automatiquement
la vitesse du véhicule en fonction du traﬁc et en particulier de la voiture le précédent. Pour
cela, l'ACC utilise un capteur frontal qui scanne l'environnement devant le véhicule. Ce capteur
peut être un laser, un radar et/ou une caméra. Les informations reçues par ce capteur sont
traitées par l'ECU pour identiﬁer si un véhicule est devant. Si tel est le cas, sa vitesse ainsi
que la distance qui sépare les deux véhicules sont calculées et le véhicule de devant est utilisé
comme véhicule cible. C'est-à-dire que l'ACC va réguler sa vitesse en fonction de la dynamique
de ce véhicule. Si aucun véhicule n'est détecté devant, la vitesse de référence de l'ACC est la vi-
tesse maximale déﬁnie par le conducteur et la fonction ACC agit comme le régulateur de vitesse.
Pour réguler sa vitesse par rapport au véhicule devant, celle-ci est asservie sur la distance
inter-véhicule. Cette distance est plus couramment convertie en temps inter-véhicule, aussi ap-
pelé TIV. D'après l'article R412-12 du Code de la route, le TIV, aﬁn de conserver de bonnes
distances de sécurité, doit être supérieur à 2 secondes :  Lorsque deux véhicules se suivent,
le conducteur du second doit maintenir une distance de sécurité suﬃsante pour pouvoir éviter
une collision en cas de ralentissement brusque ou d'arrêt subit du véhicule qui le précède. Cette
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distance est d'autant plus grande que la vitesse est plus élevée. Elle correspond à la distance
parcourue par le véhicule pendant un délai d'au moins deux secondes. 
Pour garantir un certain confort aux passagers du véhicule, l'ACC est limité en accélération
longitudinale et ne peut donc pas intervenir en cas de freinage d'urgence du véhicule de devant.
L'AEB peut prendre le relais, mais c'est au conducteur de rester attentif à son environnement.
De plus comme le conducteur reste maître de son véhicule, les régulateurs de vitesse adaptatifs
peuvent être réglables, comme illustré en Figure 1.14, avec plusieurs modes de TIV : faible,
moyen, grand.
Figure 1.14  Fonction ACC réglable [Source : http://crankydriver.com/blog/images/
Reports/ADAS/acc_gap.jpg
Systèmes d'aide au maintien et d'aide au positionnement dans la voie : LKA et LPA
Le système d'aide au maintien dans la voie aussi appelé  Lane Keeping Assist  (LKA) est
le prolongement de la fonction d'alerte au franchissement de ligne. Là où l'alerte au franchisse-
ment de ligne prévient le conducteur d'une sortie de route, l'aide au maintien dans la voie agit
sur le système de direction par lecture des marquages au sol grâce à une caméra pour aider le
conducteur à se remettre dans la voie. Ici, lorsqu'une sortie de voie est détectée, l'ECU calcule le
couple nécessaire à envoyer à la Direction Assistée Électrique (DAE) en fonction de sa position
dans la voie pour repositionner le véhicule au centre. Cette fonction n'agit que si le véhicule
s'approche  trop  de la ligne. Une fois le véhicule recentré, elle s'éteint jusqu'à la prochaine
détection de franchissement de ligne.
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(a) (b)
Figure 1.15  Fonctions d'aide au maintien dans la voie (a) et d'aide au positionnement dans la
voie (b) [Sources : (a) https://preprod-eu.kia.com/eu/about-kia/experience-kia/
technology/drive-wise/, (b) https://www.continental-automotive.com/en-gl/
Passenger-Cars/Chassis-Safety/Software-Functions/Active-Safety/Lane-Assist]
La fonction d'aide au positionnement dans la voie ou  Lane Positioning Assist  (LPA)
va encore plus loin en agissant constamment sur le couple volant pour maintenir le véhicule au
centre de la voie. Chez la plupart des constructeurs, le LPA ne peut être actif que si le conducteur
a les mains sur le volant. La Figure 1.15 illustre ces deux systèmes.
Fonction de stationnement automatique
La fonction de stationnement automatique permet au conducteur de garer sa voiture sans
qu'il ait besoin de toucher à son volant. La fonction permet de réaliser les man÷uvres en marche
arrière : créneau, rangement épis et rangement bataille.
Les capteurs nécessaires à la réalisation de cette fonction sont des ultrasons et/ou des caméras
carrosseries. La vitesse étant limitée en parking, il n'est pas nécessaire de  voir  très loin.
Ces capteurs sont souvent appelés capteurs  cocoon , car ils forment une ceinture autour de
la voiture et permettent de voir l'environnement à 360◦. En utilisant les informations de ces
capteurs, l'ordinateur de bord est capable de calculer l'angle volant nécessaire à appliquer à la
DAE pour réaliser la man÷uvre.
Figure 1.16  Fonction de stationnement automatique [Source : http://volvo.custhelp.com/
app/answers/detail/a_id/9559/~/park-assist-pilot]
Le stationnement automatisé se déroule en plusieurs étapes. D'abord, lorsque le conducteur
active la fonction, les capteurs vont analyser l'espace et déterminer si l'espace est suﬃsant pour
se garer. Ensuite, la fonction demande au conducteur d'activer la marche arrière. Une fois la
marche arrière enclenchée et dès que le conducteur lâche la pédale de frein, l'ordinateur de bord
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prend le contrôle du volant en calculant la trajectoire à suivre et en envoyant les instructions à
la DAE. Le conducteur reste au contrôle de son véhicule puisqu'il doit engager la marche avant
ou arrière lorsqu'un changement de sens est demandé par la fonction. De plus, le conducteur
peut mettre ﬁn à la man÷uvre en freinant ou reprenant le contrôle du volant en cas d'objet non
détecté par les capteurs (trottoir, piéton...).
Ces fonctions sont les premières briques vers le véhicule autonome oﬀrant un niveau 1 d'au-
tonomie, détaillé à la section 1.4.
1.4 Le véhicule autonome
Les premiers véhicules autonomes ont commencé à être expérimentés à la ﬁn des années 1970
où plusieurs projets majeurs ont été mis en place. En 1977, le laboratoire Tsukuba Mechanical
Engineering au Japon a construit un prototype capable de se diriger seul dans une voie à l'aide
d'une caméra détectant les lignes blanches [180]. Sur le projet Eureka PROMETHEUS Project
[23], une initiative de recherche européenne commencée en 1985 et terminée 10 ans plus tard,
les prototypes étaient capables à terme de se déplacer sur voies à chaussées séparées avec un
traﬁc dense. Un autre projet important qui a contribué à l'essor du véhicule autonome à la
même période est le projet ALV (Automous Land Vehicle) [112], ﬁnancé par la DARPA (De-
fense Advanced Research Projects Agency), agence du département de la Défense des États-Unis.
Comparé aux autres projets cités, l'objectif de celui-ci est la conception de véhicule autonome
dans des environnements non structurés.
Des concours autour du véhicule autonome ont émergé dans les années 2000, avec notamment
en 2004 le DARPA Grand Challenge [176]. Les véhicules devaient parcourir en mode autonome,
et donc sans recevoir d'instruction d'un conducteur, plus de 200 km en moins de 10 heures dans
le désert des Mojaves. Même si aucun des participants n'a réussi à franchir la ligne d'arrivée,
la première édition de ce concours a connu un réel succès et a montré un grand engouement
des secteurs industriels et académiques sur le sujet du véhicule autonome. Le concours a donc
été reconduit plusieurs années et a été transformé en 2007 en DARPA Urban Challenge [185]
où l'objectif était de concevoir un véhicule capable de se déplacer en mode autonome dans un
environnement urbain, et donc capable de gérer les intersections. Pour plus de détails sur toutes
les expérimentations et projets menés autour du véhicule autonome, les thèses [128] et [193]
présentent un état de l'art complet et récent sur le sujet.
L'enthousiasme autour du véhicule autonome a réellement débuté avec l'annonce de Google
et de sa Google car, qui en 2010 était déjà capable de se déplacer sans conducteur en condi-
tion urbaine. Depuis, tous les grands constructeurs automobiles ont engagé des programmes de
développement sur le véhicule autonome avec leurs propres prototypes. De nombreuses coopéra-
tions entre les géants d'internet, les acteurs de mobilités et les constructeurs sont menées pour
développer au plus vite ces voitures autonomes et connectées qui constituent un véritable enjeu
stratégique et économique. Parmi ces coopérations, la plus connue est certainement celle entre
UBER et Volvo, mais il existe également les coopérations entre Apple et Volkswagen ou Waymo
(anciennement Google Car) et Fiat Chrysler.
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1.4.1 Avantages, niveaux d'autonomies et réglementations du véhicule auto-
nome
Les avantages
L'atout principal des véhicules automatisés est de libérer du temps au conducteur et de
lui permettre de réaliser d'autres tâches que celle de conduire dans des situations de conduite
rébarbatives. Parmi les bénéﬁces identiﬁés, les éléments notables sont :
• la simpliﬁcation de la conduite
• le soulagement physique et allègement mental
• la valorisation du temps qui mobilise peu le cognitif
• la mise à disposition de ce qui se fait de mieux en termes de technologie.
Les niveaux d'autonomie
Le terme véhicule autonome désigne aussi bien un véhicule pouvant se garer seul qu'un
véhicule pouvant circuler sans intervention humaine sur autoroute ou dans un environnement
spéciﬁque. Aﬁn de catégoriser ces véhicules robotisés et automatisés en fonction de leurs capa-
cités, des organismes tels que SAE International (Society of Automotive Engineers) ou NHTSA
(National Highway Traﬃc Safety Administration) ont mis en place une échelle d'autonomie des
véhicules. Ainsi, les véhicules sont répartis en 6 niveaux d'autonomie comme l'illustre la Figure
1.17.
Figure 1.17  Les niveaux d'autonomie de la norme SAE
• Niveau 0 : la voiture est complètement manuelle. Tous les organes de conduite (moteur,
frein, volant) sont contrôlés par le conducteur.
• Niveau 1 : le véhicule gère de manière automatique soit le contrôle longitudinal, soit le
contrôle latéral. L'exemple le plus parlant de ce niveau d'autonomie est l'ACC.
• Niveau 2 : le véhicule gère automatiquement les modes longitudinal et latéral sans inter-
vention du conducteur. Le conducteur reste tout de même maître de son véhicule et doit
superviser la conduite de manière à intervenir en cas de problème. La fonction d'aide à la
conduite la plus répandue actuellement est la fonction de stationnement automatique.
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• Niveau 3 : dans ce mode d'autonomie, le conducteur n'est plus obligé de superviser la
conduite, mais doit être capable de reprendre la main si le véhicule le lui demande en cas
d'événement non géré par le véhicule en mode autonome.
• Niveau 4 : l'intervention du conducteur n'est plus du tout requise dans un cadre précis, il
délègue totalement la conduite au véhicule.
• Niveau 5 : le véhicule gère toutes les situations de vie, le volant et les pédales ne sont plus
nécessaires dans l'habitacle.
Les réglementations
Actuellement, l'organisme EuroNCAP ne prend pas en compte la conduite autonome dans la
notation des véhicules. Des discussions sont en cours à l'EuroNCAP pour ajouter les fonctions
de conduite autonome, notamment à l'aide de bonus.
La principale réglementation qui pose problème pour le déploiement de véhicules autonomes
de niveau 3 et plus dans la rue est la convention de Vienne. En eﬀet, les fonctions de conduite
autonome de niveau 3 ne sont pas compatibles avec plusieurs textes réglementaires.
Les systèmes ADAS et le futur véhicule autonome nécessitent des évolutions dans la régle-
mentation mondiale et nationale notamment sur la maîtrise par le conducteur de son véhicule.
La Convention de Vienne est un traité international qui permet l'harmonisation des règles de
circulation routière et des codes de la route entre 71 pays du monde [182]. Cette convention était
de plus en plus en décalage avec les évolutions technologiques des véhicules. Par conséquent, un
amendement a été adopté suite à l'appui des constructeurs automobiles. Avant cet amendement,
la Convention de Vienne exigeait en particulier le contrôle du véhicule par son conducteur en
toutes circonstances. L'évolution réglementaire, proposée en 2014, autorise la conduite automati-
sée transférant des tâches de conduite au véhicule, à condition qu'elle soit conforme au règlement
de l'ONU sur les véhicules ou que le conducteur puisse les remplacer ou les désactiver [183].
Cet amendement est entré en vigueur en avril 2016 pour être transposé dans les diﬀérents
codes de la route des pays signataires de la Convention de Vienne. Mais cela n'est pas suﬃsant
pour le véhicule autonome de niveau 3 et plus. Un nouveau groupe de travail a été créé sous
pilotage de la France en vue de compléter à nouveau cette convention. Son objectif sera de
permettre la conduite en mode autonome (commercialisation du véhicule autonome à l'horizon
2020-2030).
Ce groupe de travail est tombé d'accord en mars 2017 sur les évolutions suivantes, en vue de
proposer un nouvel amendement dont voici quelques extraits [184] :
  Lorsque le véhicule est conduit par des systèmes embarqués qui ne nécessitent pas d'ac-
tivité de conduite de la part du conducteur, celui-ci peut se livrer à des activités autres
que la conduite à condition que :
 Principe 1 : ces activités n'empêchent pas le conducteur de prendre la direction du véhicule
si les systèmes embarqués l'exigent, et
 Principe 2 : ces activités soient compatibles avec les prescriptions relatives à l'emploi et
aux fonctions des systèmes embarqués. 
En septembre 2017, ces principes ont été conﬁrmés, et il n'y aura pas besoin d'un nouvel
amendement. À partir de maintenant, les états pourront transposer ce texte dans un code de la
route qui autoriserait la conduite en niveaux 3 et 4.
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Les problématiques liées à la délégation de conduite
L'objectif principal de la fonction autonome est donc de permettre au conducteur de ne plus
avoir à superviser en permanence l'environnement, le système ou les tâches de conduite et de
pouvoir réaliser certaines autres activités (proﬁter du système infotainment du véhicule pour
téléphoner, regarder des vidéos, etc.). Par contre, dans le cas d'un niveau d'autonomie de niveau
3, le conducteur doit rester en mesure de reprendre le contrôle du véhicule si le système le lui
demande.
Cela a plusieurs conséquences sur les exigences de sûreté de fonctionnement à porter par ces
fonctions de délégation de conduite. En eﬀet, toutes les fonctions ADAS développées jusqu'ici
reposent sur la supervision des tâches de conduite et de l'environnement par le conducteur, qui
doit prendre le relais en cas de défaillance ou de limite de performance du système. Cette su-
pervision du conducteur permet, par exemple, de limiter les exigences de performances (sûreté
de fonctionnement notamment) sur la détection d'objets : on se repose sur le conducteur pour
voir et éviter un objet non identiﬁé par le système. Ainsi, dans le développement des fonctions
d'aide à la conduite de niveau 2, la conception avait pour objectif de réduire au maximum les
phénomènes intempestifs venant perturber le bon fonctionnement de la fonction, quitte à trop
ﬁltrer les obstacles, car le conducteur supervise la conduite. Alors que pour la conception des
fonctions de niveau 3, il faut éviter les intempestifs sans rater d'objets.
Aﬁn de pallier cette absence de supervision du conducteur, les décisions et actions du véhi-
cule autonome doivent être sûres, ce qui impose une connaissance ﬁable de l'environnement du
véhicule. Les principaux impacts sont les suivants :
• Comme le conducteur ne supervise plus en permanence la conduite, la sécurité du véhicule
ne peut plus lui incomber (comme c'est le cas sur les fonctions ADAS actuelles) : les
défaillances du système ne doivent pas provoquer d'événement redouté, et en cas de doute,
le système doit réaliser une action sûre, par exemple s'arrêter dans la voie en cas de
défaillance majeure d'un capteur ou d'un actionneur.
• Comme le conducteur n'est pas attentif au moment de la demande de reprise en main,
il ne sera pas en capacité de reprendre la main instantanément (pour gérer une situation
d'urgence par exemple) : la fonction doit donc lui laisser un temps plus long que les fonc-
tions de niveau 2 pour revenir en conduite manuelle. De nouvelles exigences sont donc
nécessaires.
D'autre part, la complexité des fonctions ADAS (capteurs et algorithmes de décision) impose
de traiter à la fois :
• Le dysfonctionnel : application de la norme ISO 26262 pour couvrir les défaillances (les
fautes aléatoires matérielles et les fautes systématiques)
• Le fonctionnel sûr (SOTIF : Safety Of The Intended Functionality) : s'assurer que le véhi-
cule, en état de fonctionnement nominal, ne fait pas courir à ses utilisateurs des risques en
usage normal. En particulier, le SOTIF doit adresser une spéciﬁcité des capteurs de per-
ception qui, même en fonctionnement nominal, peuvent générer des informations erronées.
Ainsi, pour la perception plusieurs types de technologies sont utilisées, chacune ayant ses
propres limites de performances.
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1.4.2 Les capteurs
La majorité des prototypes autonomes développés aujourd'hui présentent plusieurs ceintures
de capteurs de diﬀérentes technologies permettant de scanner l'environnement autour du vé-
hicule. La capacité du véhicule à percevoir son environnement et à se situer dans celui-ci est
fortement dépendante des technologies de capteurs qui le composent. Ces capteurs peuvent être
des caméras, des ultrasons, des radars ou des lidars. Les prototypes, mais aussi les futurs véhi-
cules commercialisés, utilisent les capteurs déjà présents en série pour les fonctions d'aide à la
conduite décrites précédemment et récapitulés dans le Tableau 1.1.
Extéroceptifs Proprioceptifs
Caméra Ultrasons Radar Caméra Accélération Vitesse Angle
frontale carrosserie latérale volant
ABS et ESP x x x
AEB (x) x x
LKA et LPA x (x) x x
ACC x x x
Stationnement x x x x
automatique
Table 1.1  Capteurs nécessaires pour chaque fonction mécatronique. Les parenthèses signiﬁent
que l'utilisation du capteur n'est pas systématique et dépend du choix du constructeur
Les capteurs permettent de représenter l'environnement, c'est le système de perception. Pour
le véhicule autonome, l'objectif de la perception est de s'assurer que sa représentation de l'envi-
ronnement est conforme à la réalité aﬁn de garantir un comportement sûr et robuste des fonctions
autonomes, même lors de perte d'information. Pour cela, plusieurs technologies de capteurs sont
utilisées sur une même voiture (Figure 1.18) et une fusion de toutes les données capteurs est
réalisée selon les critères suivants :
• caractéristiques de chaque capteur : champ de détection (ouverture et portée), limites de
détection, suivi de détection ;
• occultation : en fonction de la distance des objets, un capteur peut ne pas être capable de
détecter un autre objet dans son champ de vision si ce dernier est masqué ;
• en fonction du type d'objet (forme, réﬂexion, mouvement, contraste . . .) et de sa position
(proche des barrières de sécurité . . .), chaque capteur possède une qualité de détection
diﬀérente. Par exemple, une caméra a de bonnes performances pour des objets dont elle
peut reconnaitre la forme et les radars sont tout à fait adaptés pour la détection d'objets
métalliques.
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Figure 1.18  Illustration de la couverture en capteurs des vé-
hicules équipés de fonctions ADAS et autonomes [Source :
https://e2e.ti.com/blogs_/b/behind_the_wheel/archive/2014/02/04/
advanced-safety-and-driver-assistance-systems-paves-the-way-to-autonomous-driving
Les technologies de chaque type de capteurs et leurs apports par rapport à l'autonomisation
du véhicule sont expliqués ci-après.
Caméra
Une caméra est constituée d'un imageur, d'une optique et d'un ECU pour le traitement des
images permettant de détecter, reconnaitre et estimer les marquages au sol (position et courbure
des lignes), mais aussi de suivre et classiﬁer des objets (voiture, camion, deux-roues, piéton) sur
des bases d'apprentissages de caractéristiques typiques. Les techniques d'apprentissage profond,
ou Deep-Learning, sont de plus en plus intégrées pour la classiﬁcation et la segmentation des
objets.
Les véhicules ayant des fonctionnalités d'aide à la conduite sont quasiment tous équipés
d'au moins une caméra frontale positionnée entre le rétroviseur intérieur et le pare-brise. Leur
résolution d'image est comprise entre 1 et 2 Mpixel et leur champ de vision horizontal entre
50◦ et 100◦. La portée de détection des objets et marquages peut aller jusqu'à 120 m pour des
conditions météo favorables (les caméras sont très impactées en performances de nuit, en situa-
tion de brouillard ou fortes pluies). Certains véhicules haut de gamme sont équipés de systèmes
stéréovision permettant de construire une information de profondeur et distance plus précise par
triangulation. D'autres types de caméras sont aussi utilisés aujourd'hui pour les aides visuelles
en parking. Ces caméras sont généralement dites  grand-angles  avec un grand champ d'ou-
verture (180◦ horizontal), mais restreintes en portée.
La tendance est de multiplier le nombre de caméras à l'avant, mais aussi tout autour du
véhicule avec des focales multiples pour couvrir tout l'environnement avec des portées variables.
Le coût de l'imageur et de l'optique n'est pas très élevé, car on retrouve les mêmes composants
utilisés par l'électronique grand public. C'est généralement l'ECU qui amène un coût pour gérer
la multitude de fonctions de détection (objets, panneaux, lignes, . . .).
34
1.4. Le véhicule autonome
(a) (b) (c)
Figure 1.19  Exemples de caméras : mono caméra (a), stéréovision (b) et caméra de parking
(c)
Figure 1.20  Exemple des capacités de détection et classiﬁcation d'une caméra frontale de
Mobileye [Source : https://www.mobileye.com/our-technology/]
Ultrason
Les capteurs ultrasons utilisent une onde acoustique variable inaudible pour nous (générale-
ment entre 43 et 60 kHz). Ces capteurs sont capables de mesurer des distances pour un coût très
faible. Du fait de leur portée assez réduite (jusqu'à 2,5 m), ils ont essentiellement et très large-
ment déployés sur les véhicules pour les applications d'aide au stationnement. Une extension à
la surveillance d'angle mort est aussi disponible pour certains véhicules pour limiter les coûts de
cette fonction en remplacement de radars, mais avec des performances moindres. Leur champ
de vue est assez limité et leur coût permet de les mettre en ceinture sur les boucliers avant et
arrière des véhicules (il est assez courant d'avoir des ceintures de 12 capteurs sur les véhicules
de série).
Figure 1.21  Exemple d'un capteur ultrasons utilisé pour les fonctions de parking et de sur-
veillance d'angle mort
La tendance est de les généraliser sur tous les véhicules et d'avoir des évolutions technolo-
giques améliorant la portée jusqu'à 5 m.
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Radar
Un radar exploite les ondes radio (24 GHz au début des applications ADAS et 77 GHz au-
jourd'hui) pour eﬀectuer une télémétrie de la cible et mesurer directement sa vitesse relative par
eﬀet Doppler. Selon les fournisseurs, diﬀérents types de modulations et d'antennes sont utilisés
pour déterminer la distance, la vitesse et la position angulaire de la cible. Les radars en 77 GHz
deviennent la référence et permettent d'obtenir des champs plus importants et des résolutions
de plus en plus ﬁnes.
La portée des radars permet d'aller jusqu'à 250 m avec les technologies longues portées tout
en garantissant de très bonnes estimations des distances et vitesses des objets dans quasiment
toutes les conditions météo.
Le radar a notamment été introduit pour les applications de type ACC du fait de ses perfor-
mances d'estimation de la distance et de la vitesse du véhicule qui précède. Il permet également
d'aider à l'anticipation de la cible suivante du fait que la technologie permet de  voir au travers 
des objets. Pour les véhicules plus haut de gamme, les radars sont également utilisés dans les
coins arrière du véhicule pour alerter ou assister le changement de voie en détectant la présence
de véhicules arrivant dans les voies adjacentes.
Comme pour les caméras, la tendance est de percevoir l'environnement à 360◦ autour du
véhicule avec au moins un radar en frontal et un radar dans chaque coin.
(a) (b)
Figure 1.22  Exemples de radars Bosch dits Middle Range (a) et Long Range (b)
Lidar
Un lidar utilise la lumière (généralement infrarouge autour de 905 nm) pour la télémétrie
des objets (temps entre l'émission et la réﬂexion d'une impulsion connaissant la vitesse de la
lumière). Il est capable de déterminer le contour des obstacles statiques et dynamiques et d'en
extraire les mêmes paramètres que ceux obtenus avec des radars ou caméras, mais avec des
précisions plus importantes.
Le coût élevé de ce capteur avec une technologie basée sur un système rotatif de miroirs ou
modules lasers n'a pas encore permis son déploiement largement sur les véhicules de série. Il
est apparu en 2018 chez Audi avec le fournisseur Valeo sur des véhicules haut de gamme pour
les premières applications autonomes de niveau 3. Il est toutefois très utilisé par les sociétés
qui travaillent sur les navettes autonomes et robots taxi pour couvrir à 360◦ la détection des
objets et faire de la localisation avec des techniques de type SLAM (Simultaneous Localisation
and Mapping). L'arrivée de nouvelles technologies dites  Solid State  (sans système mécanique
tournant) va permettre une réduction des coûts et un déploiement beaucoup plus large sur les
véhicules de série.
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(a) (b) (c)
Figure 1.23  Illustration du capteur Scala de Valeo utilisé par Audi pour l'autonomie de
niveau 3 (a), d'un capteur Velodyne utilisé pour les robots taxi (b) et d'un lidar Solid State (c)
d'Innoviz pour les futurs véhicules série
Figure 1.24  Exemple de ce que peut percevoir un lidar 360◦
sur le toit d'un robot taxi [Source : https://news.voyage.auto/
an-introduction-to-lidar-the-key-self-driving-car-sensor-a7e405590cff]
Avantages et inconvénients de chaque technologie
La combinaison de diﬀérentes technologies de capteurs est la clé pour réussir à percevoir le
maximum d'informations de l'environnement en tirant proﬁt des avantages de chacune de ces
diﬀérentes technologies tout en amenant des possibilités de redondance en cas de défaillances. Le
tableau en Figure 1.25 illustre les diﬀérents avantages et inconvénients des technologies utilisées
pour les ADAS et fonctions autonomes.
Figure 1.25  Tableau récapitulatif des avantages et inconvénients de chaque capteur, notés de
1 à 5
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1.4.3 Architecture
Pour la conduite en mode autonome, plusieurs fonctions sont nécessaires pour convertir les
informations issues des capteurs en commande des actionneurs du véhicule. Ces étapes sont re-
présentées sur la Figure 1.26.
Figure 1.26  Le fonctionnement d'un véhicule autonome
Les capteurs installés sur le véhicule enregistrent en permanence des informations sur l'envi-
ronnement. Du fait des diﬀérentes technologies utilisées pour la redondance, plusieurs capteurs
peuvent détecter le même objet en même temps, mais pas forcément exactement au même en-
droit. De même, dans certains cas, un objet dans le champ de vision de plusieurs capteurs peut
ne pas être détecté par tous les capteurs. Pour traiter toutes ces informations pouvant être
contradictoires, des algorithmes de fusion sont utilisés [72, 61]. Ces algorithmes eﬀectuent une
synthèse des données d'entrée en extrayant les objets, l'espace libre autour de la voiture, la
position des objets, etc.
À partir de la fusion de l'ensemble des données capteurs, une analyse de l'environnement est
possible, permettant d'extraire les informations utiles pour décider de la trajectoire du véhicule
autonome. Tout comme un conducteur classique, le véhicule autonome doit être capable de dé-
terminer si un véhicule va changer de voie, tourner à une intersection, freiner ou accélérer. Le
véhicule doit déterminer dans quel état se trouvent les objets de l'environnement [164, 62, 66],
prendre une décision et générer une trajectoire [132, 160, 124] qu'il devra suivre dans l'espace
libre autour de lui tout en respectant le Code de la route, les autres usagers de la route [27] et
la dynamique du véhicule [165, 59].
La dernière étape est le contrôle des actionneurs aﬁn de mettre le véhicule en mouvement
pour qu'il suive la trajectoire déﬁnie précédemment. Les méthodes de régulation sont multiples.
Pour gérer la dynamique longitudinale et donc l'action sur le groupe motopropulseur et le groupe
hydraulique des freins, on peut par exemple citer les méthodes de gains adaptatifs [159], la com-
mande prédictive [133], ou la commande CRONE [129]. Pour la dynamique latérale et donc
l'action sur la colonne de direction des méthodes comme la commande H∞ [136], ou la logique
ﬂoue [52] sont aussi utilisées.
Le travail de cette thèse porte sur les modules, ou une partie des modules, en rouge sur la
Figure 1.26. Les modules travaillés sont ensuite intégrés dans les calculateurs des prototypes
robotisés pour la conduite autonome du Groupe PSA. L'objectif est de proposer des solutions
intégrables sur prototype à l'équipe innovation pour traiter des scénarios urbains. Comme jus-
qu'à présent, 80% des développements concernent des situations de vie sur autoroute, un certain
nombre de ces solutions sera testé sur des scénarios autoroutiers aﬁn de les comparer aux algo-
rithmes existants ou pour faciliter les tests sur routes ouvertes.
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1.5 Présentation des prototypes
Dans un mode autonome de niveau 2 ou plus, ce sont les ECU qui pilotent en temps réel
l'ensemble des actionneurs du véhicule : le moteur, la direction et le système de freinage. Pour
réaliser les fonctions d'aide à la conduite décrites dans la section 1.3, les véhicules de série
équipés de ces fonctions possèdent donc les ordinateurs de bord permettant le contrôle des
actionneurs. Les prototypes du projet AVA  Autonomous Vehicle for All  du Groupe PSA sont
des véhicules avec des actionneurs et calculateurs série, auxquels ont été rajoutés des capteurs
et des calculateurs. Pour pouvoir contrôler le groupe moto propulseur, tous les véhicules ont une
boîte de vitesse automatique.
Figure 1.27  Les prototypes du Groupe PSA
1.5.1 Architecture électrique et électronique pour la conduite autonome
CONFIDENTIEL
1.5.2 Les prototypes utilisés pendant la thèse
CONFIDENTIEL
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1.6 Problématique et objectifs
Depuis les premières intégrations de capteurs électroniques à bord des véhicules, leur nombre
n'a fait qu'augmenter au même rythme que les fonctions d'aide à la conduite proposées. Les fonc-
tions d'autonomisation de la conduite de niveau 3 et plus sont la suite logique des évolutions
des fonctions mécatroniques à bord des véhicules. Ces fonctions, dont l'architecture de fonc-
tionnement a été présentée dans la section 1.4, font l'objet de beaucoup de sujets de recherche
pour chacun des modules : perception, analyse de l'environnement, décision, planiﬁcation de
trajectoire et contrôle des actionneurs.
Les recherches sont déjà très avancées en ce qui concerne les situations de vie sur les routes
à chaussées séparées. Cela fait déjà plusieurs années que les expérimentations ont commencé et
plusieurs constructeurs, dont Audi et Tesla, ont même annoncé qu'ils étaient prêts à la commer-
cialisation de fonctions d'aide à la conduite de niveau 3.
L'équipe innovation du Groupe PSA dans laquelle s'est déroulée la thèse concentre donc
une partie de ses travaux sur la conduite autonome en environnement urbain. Par rapport aux
travaux précédents de l'équipe en environnement autoroutier, la conduite autonome en envi-
ronnement urbain se complexiﬁe en raison d'une augmentation des situations de vie possibles,
un changement des usagers, avec l'apparition de piétons et de vélos notamment, et un change-
ment du type d'infrastructure (intersections, ronds-points, passages piétons, . . .). L'objectif de
cette thèse est donc, à partir des connaissances et des algorithmes développés pour les fonc-
tions autonomes sur autoroute, d'améliorer et d'enrichir les fonctions d'autonomie existantes
pour l'environnement urbain et de créer les modules supplémentaires nécessaires pour gérer les
nouvelles situations de vie.
Parmi les modules à modiﬁer pour le cas urbain, cette thèse se focalise sur la planiﬁcation de
trajectoire et le guidage latéral du véhicule. Ces deux points nécessitent d'une part une bonne
analyse de l'environnement, ce qui sera décrit plus tard à travers la prédiction de trajectoire des
véhicules entourant l'ego véhicule, et d'autre part une compréhension complète de la dynamique
latérale du véhicule. Il est donc nécessaire de choisir la méthode la plus adaptée et de développer
des fonctions respectant les contraintes liées à cette dynamique. Le Chapitre 2 se focalise donc
sur la modélisation de la dynamique latérale et son observation.
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Modélisation et observation de la
dynamique latérale
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On n'a jamais fait de grande découverte sans hypothèse
audacieuse.
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2.1. Les modèles dynamiques du véhicule
Le déplacement longitudinal et le déplacement latéral du véhicule sont régis par des lois
physiques. Il est alors possible de les représenter à partir d'équations. Pour la conduite autonome,
ses équations sont nécessaires pour les modules de génération de trajectoire et de guidage latéral.
En eﬀet, un conducteur humain sait par expérience comment va se comporter le véhicule en
fonction des eﬀorts appliqués par les actionneurs. Pour la conduite autonome, la modélisation
physique du véhicule est indispensable pour être certain que la trajectoire est une trajectoire
admissible et que les consignes envoyées aux actionneurs mènent au comportement désiré.
La thèse se concentrant sur le guidage latéral, seule la modélisation de la dynamique laté-
rale est traitée. La première partie du chapitre présente donc les diﬀérents modèles utilisés :
un modèle de validation, qui servira de référence, et des modèles simpliﬁés. Ces modèles sont
ensuite comparés dans les domaines fréquentiels et temporels dans le cas d'une simulation de
changement de voie. Puis, l'inﬂuence de la dynamique longitudinale est mise en avant aﬁn de
montrer les limites des diﬀérentes modélisations en fonction de ce paramètre.
À partir des modélisations, il est possible d'estimer des variables de la dynamique latérale
non mesurables. En utilisant en plus des données capteurs disponibles, ces estimations sont
plus précises, car diminuent les incertitudes liées à une mauvaise modélisation ou une mauvaise
calibration du modèle. Dans le cadre du véhicule autonome, et notamment les fonctions de
guidage latéral et de localisation, une estimation précise des variables de la dynamique latérale
est nécessaire. Ainsi la deuxième partie du chapitre se focalise sur l'observation de la dynamique
latérale du véhicule avec un état de l'art des observateurs et la présentation d'une méthode
d'estimation de la dynamique latérale du véhicule par approche multimodèle. La méthode est
ensuite validée et comparée à d'autres techniques pour l'estimation de la vitesse de lacet sur
prototype.
2.1 Les modèles dynamiques du véhicule
Il existe diﬀérents modèles dynamiques pour représenter plus ou moins ﬁdèlement la dyna-
mique latérale d'un véhicule. Un modèle dynamique peut être choisi en fonction de son utilisation
ou pour son compromis entre ﬁdélité et simplicité. On verra par exemple dans le Chapitre 3 que
pour chaque type d'observateur un certain type de modèle est requis. Sont présentés dans cette
section, les modèles simpliﬁés usuels de la dynamique latérale d'un véhicule utilisés pour l'es-
timation ou la régulation de variables de cette dynamique. Ces modèles simpliﬁés sont dérivés
du modèle de validation, qui est le modèle complet non linéaire représentant le plus ﬁdèlement
la dynamique latérale du véhicule. Cette section exprime donc dans un premier temps comment
s'écrit le modèle de validation, puis présente les hypothèses menant aux modèles simpliﬁés.
2.1.1 Le modèle de validation : le modèle non linéaire
L'équation décrivant la dynamique de lacet Ψ(t) du véhicule est donnée par :
Ψ˙(t) =
1
Iz
∫ t
0
CΣz(τ)dτ + Ψ˙(0), (2.1)
où Iz est le moment d'inertie et CΣz(t) la somme des couples extérieurs appliqués à l'axe vertical
du véhicule telle que :
CΣz(t) =Lf (Fy11(t) + Fy12(t))− Lr (Fy21(t) + Fy22(t))
+ lf (Fx12(t)− Fx11(t)) + lr (Fx22(t)− Fx21(t)) ,
(2.2)
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avec Lf et Lr les empattements avant et arrière, et lf et lr les demi-voies avant et arrière. On
note également βv(t), l'angle de braquage des roues avant. Les forces Fx(t) et Fy(t) utilisées
dans (2.2) sont les forces longitudinales et latérales générées par les contacts entre les pneuma-
tiques et la chaussée. Chaque indice correspond à un pneumatique spéciﬁque comme illustré sur
la Figure 2.1.
Figure 2.1  Représentation schématique du véhicule et des forces appliquées
Sachant que le véhicule roule à une vitesse longitudinale Vx(t), sa vitesse transversale s'ex-
prime :
Vy(t) =
1
Mt
∫ t
0
FΣy(τ)dτ −
∫ t
0
Vx(t)Ψ˙(τ)dτ + Vy(0), (2.3)
avec Mt la masse totale du véhicule et FΣy(t) la somme des forces transversales extérieures
appliquées au centre de gravité telle que :
FΣy(t) = Fy11(t) + Fy12(t) + Fy21(t) + Fy22(t) + f0y(t), (2.4)
où f0y(t) représente l'eﬀort résultant d'une éventuelle rafale de vent, appliqué au centre de gra-
vité du véhicule.
L'utilisation de la deuxième loi de Newton permet d'exprimer Γt(t), l'accélération latérale
dans le repère absolu R0 = (O,−→x0,−→y0), telle que :
MtΓt(t) = Fy11(t) + Fy12(t) + Fy21(t) + Fy22(t) + f0y(t). (2.5)
Plusieurs modèles de représentation des pneumatiques existent [169]. Ici, le modèle de Pacejka
est utilisé pour mettre en équation les eﬀorts des pneumatiques [143]. Il permet d'exprimer l'eﬀort
latéral Fyij(t) en fonction de l'angle de dérive ∆pij(t) :
Fyij(t) = µDyij sin
[
Cyij arctan
(
Byij
[
(1− Eyij)∆pij(t) + Eyij
Byij
arctan(Byij∆pij(t))
])]
, (2.6)
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les paramètres Dyij , Cyij , Byij et Eyij dépendent des micros paramètres des pneumatiques, de
l'eﬀort normal Fz(t) et du coeﬃcient d'adhérence de la route µ.
Les angles de dérive ∆pij(t) utilisés dans l'équation (2.6) sont donnés par les relations :
∆p11(t) = βv(t)− atan
(
Vy(t) + Lf Ψ˙(t)
Vx(t)− lf Ψ˙(t)
)
∆p12(t) = βv(t)− atan
(
Vy(t) + Lf Ψ˙(t)
Vx(t) + lf Ψ˙(t)
)
∆p21(t) = −atan
(
Vy(t)− LrΨ˙(t)
Vx(t)− lrΨ˙(t)
)
∆p22(t) = −atan
(
Vy(t)− LrΨ˙(t)
Vx(t) + lrΨ˙(t)
)
.
(2.7)
À noter que l'angle de braquage des roues avant βv(t) est proportionnel à l'angle volant
Θv(t), soit :
Θv(t) = λβv(t), (2.8)
où λ est considéré comme une constante qui représente le rapport de réduction de la direction.
La trajectoire du véhicule est décrite par ses coordonnées XG(t) et YG(t) de son centre de
gravité dans un repère R0. R0 = (O,−→x0,−→y0) est le repère absolu et R = (G,−→x ,−→y ) est le repère
véhicule comme illustré sur la Figure 2.1. En robotique, la mesure du déplacement est appelée
odométrie. Ces coordonnées sont calculées en intégrant la vitesse du centre de gravité de la
voiture :
−→
V G/R0 = Vx(t)
−→x + Vy(t)−→y =
[
d
−−→
OG
dt
]
R0
=
[
d
dt
(XG(t)
−→x0 + YG(t)−→y0)
]
R0
= X˙G(t)
−→x0 + Y˙G(t)−→y0 .
(2.9)
Sachant que les équations permettant le passage du repère R0 vers R sont :{−→x = cos (Ψ(t))−→x0 + sin (Ψ(t))−→y0
−→y = − sin (Ψ(t))−→x0 + cos (Ψ(t))−→y0 ,
(2.10)
les dérivées des coordonnées du centre de gravité dans le repère absolu sont donc :X˙G(t) = Vx(t) cos (Ψ(t))− Vy(t) sin (Ψ(t))Y˙G(t) = Vx(t) sin (Ψ(t)) + Vy(t) cos (Ψ(t)) . (2.11)
Les paramètres nominaux de la dynamique latérale du véhicule, utilisés pour les simulations
sont répertoriés dans la Table 2.1. Mf et Mr sont respectivement les masses appliquées aux
essieux avant et arrière telles que :
Lf =
Mr
Mt
L et Lr =
Mf
Mt
L. (2.12)
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Mt 1759 kg
Mf 1319 kg
Mr 440 kg
Iz 2638,5 kg.m2
Lf 0,71 m
Lr 2,13 m
cyf (µ = 1) 94446 N.rad−1
cyr (µ = 1) 48699 N.rad−1
λ 16
Table 2.1  Paramètres nominaux du véhicule
2.1.2 Les modèles simpliﬁés
Modèle cinématique
Le modèle cinématique du véhicule est déﬁni dans [153]. En négligeant la dérive des pneu-
matiques, le modèle de la dynamique latérale déﬁni précédemment se ramène alors à un modèle
purement géométrique comme le montre la Figure 2.2.
G
Vx(t)
ψ(t)
βv(t)
B
A
D
Vy(t)
V(t)
R
βv(t)
ΔG(t)
Lr
Lf ΔG(t)
-ΔG(t)
x0
y0
O
Figure 2.2  Représentation schématique du véhicule bicyclette cinématique
Ici, le centre de rotation instantané D est déﬁni comme l'intersection des droites (DA) et
(DB) perpendiculaires aux roues avant et arrière. Le véhicule a alors un rayon de courbure R,
qui est la distance entre le centre de gravité G et D. L'angle de dérive du centre de gravité est
noté ∆G(t) déﬁni tel que :
∆G(t) = atan
(
Vy(t)
Vx(t)
)
. (2.13)
La loi des sinus dans le triangle DAG donne :
sin(βv(t)−∆G(t))
Lf
=
sin(pi/2− βv(t))
R
. (2.14)
En développant, on obtient :
sin(βv(t))cos(∆G(t))− sin(∆G(t))cos(βv(t))
Lf
=
cos(βv(t))
R
, (2.15)
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et en multipliant par
Lf
cos(βv(t))
les deux membres de (2.15), il vient :
tan(βv(t))cos(∆G(t))− sin(∆G(t)) = Lf
R
. (2.16)
Il est ensuite possible d'exprimer le sinus de ∆G(t) grâce au triangle DGB :
sin(∆G(t)) =
Lr
R
. (2.17)
En transposant (2.17) dans (2.16) :
tan(βv(t))cos(∆G(t)) =
L
R
, (2.18)
avec L = Lf + Lr la longueur du véhicule.
Le modèle cinématique suppose que le véhicule roule à faible vitesse. Ainsi, le rayon de
courbure du véhicule évolue lentement et la vitesse de lacet Ψ˙(t) est égale à la vitesse angulaire
du véhicule :
Ψ˙(t) =
V (t)
R
. (2.19)
Avec les équations (2.18) et (2.19) :
Ψ˙(t) =
V (t)
L
tan(βv(t))cos(∆G(t)), (2.20)
et donc :
Ψ˙(t) =
Vx(t)
L
tan(βv(t)). (2.21)
L'équation décrivant le mouvement du centre de gravité dans le repère absolu est :
Y˙G(t) = V (t)sin(Ψ(t) + ∆G(t)), (2.22)
soit en développant :
Y˙G(t) = V (t) [sin(Ψ(t))cos(∆G(t)) + sin(∆G(t))cos(Ψ(t))] , (2.23)
et en simpliﬁant :
Y˙G(t) = Vx(t)sin(Ψ(t)) + Vy(t)cos(Ψ(t)). (2.24)
Dans [153], la variable V (t), avec ses composantes Vx(t) et Vy(t) est supposée connue. Ici, on
va faire l'hypothèse que Vx(t)sin(Ψ(t)) Vy(t)cos(Ψ(t)) pour pouvoir exprimer les variables de
vitesse de lacet et position latérale uniquement en fonction de la vitesse longitudinale et l'angle
volant.
Les équations décrivant la dynamique latérale pour le modèle cinématique sont donc :
Ψ˙(t) =
Vx(t)
L
tan(Bv(t))
Y˙G(t) = Vx(t)sin(Ψ(t)).
(2.25)
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Le modèle linéaire
Aﬁn d'analyser la dynamique latérale du véhicule dans le domaine fréquentiel et de synthé-
tiser ensuite la commande, un modèle linéaire de la dynamique de ce système est nécessaire.
Parmi les équations ci-dessus décrivant la dynamique latérale du véhicule, (2.6), (2.7) et (2.11)
sont les seules équations non linéaires.
En supposant que la vitesse de lacet est faible devant la vitesse longitudinale : Vx(t) =
Vx0 >> |lf Ψ˙(t)|, Vx0 >> |lrΨ˙(t)| et que les angles sont petits, les expressions (2.7) des angles
de dérive des pneumatiques deviennent pour j ∈ {1; 2} :
∆p1j(t) = ∆pf (t) = βv(t)− Vy(t) + Lf Ψ˙(t)
Vx0
, ∆p2j(t) = ∆pr(t) = −Vy(t)− LrΨ˙(t)
Vx0
. (2.26)
De la même manière, (2.11) peut se simpliﬁer de la manière suivante :
Y˙G(t) = Vx0Ψ(t) + Vy(t). (2.27)
Lorsque l'angle de dérive ∆pij(t) d'une roue est suﬃsamment faible, compris entre [−1◦; 1◦],
l'eﬀort latéral Fyij(t) exprimé par (2.6) peut se simpliﬁer sous une forme linéaire de la forme :
Fyij(t) = cyij∆pij(t), (2.28)
avec cyij la rigidité de dérive du pneumatique associée telle que :
cyij = µByijCyijDyij . (2.29)
En supposant que les pneumatiques sont identiques et que l'eﬀort normal est réparti de
manière symétrique sur les côtés gauche et droit du véhicule, il vient alors :
Fy1j(t) = Fyf (t) = cyf∆pf (t), Fy2j(t) = Fyr(t) = cyr∆pr(t), (2.30)
avec cyf et cyr les rigidités de dérive des pneumatiques avant et arrière.
Maintenant que toutes les équations ont été linéarisées, il est possible d'écrire les expressions
de l'accélération de lacet Ψ¨(t), de la dérivée de la vitesse latérale dans le repère R, V˙y(t), et de
l'accélération latérale dans le repère R0, Γt, linéairement en fonction de l'angle de braquage, de
la vitesse latérale et de la vitesse de lacet.
En dérivant (2.1) et en considérant que les masses de chaque essieu sont réparties de manière
uniforme sur les côtés gauche et droit de (2.2), il vient :
IzΨ¨(t) = 2LfFyf (t)− 2LrFyr(t). (2.31)
En utilisant les relations (2.30) entre les eﬀorts latéraux des pneumatiques et leur angle de
dérive, (2.31) se réécrit :
IzΨ¨(t) = 2Lfcyf∆pf (t)− 2Lrcyr∆pr(t), (2.32)
et l'utilisation de (2.26) permet d'obtenir la relation linéaire de la dérivée de l'angle de lacet en
fonction des autres composantes :
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Ψ¨(t) = 2
Lfcyf
Iz
βv(t) + 2
−Lfcyf + Lrcyr
Vx0Iz
Vy(t)− 2
L2fcyf + L
2
rcyr
Vx0Iz
Ψ˙(t). (2.33)
Pour exprimer la dérivée de la vitesse latérale, l'équation de départ est la dérivée de (2.3)
donnant avec l'hypothèse précédente sur la répartition des masses :
V˙y(t) =
2
Mt
(Fyf (t) + Fyr(t))− Vx0Ψ˙(t). (2.34)
En suivant la même démarche que précédemment avec (2.30), V˙y(t) s'écrit :
V˙y(t) =
2
Mt
(cyf∆pf (t) + cyr∆pr(t))− Vx0Ψ˙(t), (2.35)
et avec (2.26) :
V˙y(t) = 2
cyf
Mt
βv(t)− 2cyf + cyr
MtVx0
Vy(t) +
[
2
−cyfLf + cyrLr
MtVx0
− Vx0
]
Ψ˙(t). (2.36)
Enﬁn, la linéarisation de l'expression de l'accélération latérale utilise les équations (2.5) et
(2.30) pour obtenir
MtΓt(t) = 2cyf∆pf (t) + 2cyr∆pr(t), (2.37)
qui, avec (2.26), devient :
Γt(t) = 2
cyf
Mt
βv(t)− 2cyf + cyr
MtVx0
Vy(t) + 2
−cyfLf + cyrLr
MtVx0
Ψ˙(t). (2.38)
L'hypothèse des petits angles donne l'équation de la dérivée de la position latérale linéaire :
Y˙G(t) = Vx0Ψ(t) + Vy(t). (2.39)
Le modèle linéaire en régime circulaire uniforme
En plus des hypothèses précédentes sur les petits angles et le régime linéaire des pneu-
matiques, le véhicule est supposé être en mouvement circulaire uniforme. Les hypothèses d'un
mouvement circulaire uniforme sont :
Ψ¨(t) = 0, (2.40)
et
Ψ˙(t) =
Γt(t)
Vx0
. (2.41)
Avec ces deux hypothèses, il devient possible d'exprimer l'accélération latérale directement
en fonction de l'angle de braquage des roues.
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Les équations (2.40), (2.31) et (2.5) permettent d'écrire les relations entre les eﬀorts latéraux
des pneumatiques et l'accélération latérale :
Fyf (t) =
LrMt
2L
Γt(t), Fyr(t) =
LfMt
2L
Γt(t). (2.42)
Sachant que (2.26) permet d'écrire :
∆pf (t)−∆pr(t) = βv(t)− L
Vx0
Ψ˙(t), (2.43)
avec (2.30) :
Fyf (t)
cyf
− Fyr(t)
cyr
= βv(t)− L
Vx0
Ψ˙(t), (2.44)
et avec (2.42) :
Mt
(
Lrcyr − Lfcyf
2Lcyrcyf
)
Γt(t) = βv(t)− L
Vx0
Ψ˙(t). (2.45)
Et ﬁnalement, avec la deuxième hypothèse du mouvement circulaire uniforme (2.41) :
βv(t) =
[
Mt
(
Lrcyr − Lfcyf
2Lcyrcyf
)
+
L
V 2x0
]
Γt(t) (2.46)
2.1.3 Comparaison temporelle
Le scénario
Les équations de la dynamique de chaque modèle décrit précédemment sont utilisées pour
modéliser un changement de voie du véhicule aﬁn de comparer les modèles simpliﬁés au modèle
de validation non linéaire servant de référence. Cette simulation va ainsi permettre d'analyser
la pertinence des modèles simpliﬁés.
Le changement de voie est eﬀectué à une vitesse Vx0 = 90 km/h. Le chemin suivi par le
véhicule débute par une ligne droite de 5 m, puis un changement de voie sur 200 m. L'amplitude
de l'angle volant en entrée est calculée de manière qu'au bout de ces 200 m, le véhicule s'est
déplacé latéralement de 3,5 m. L'allure de la trajectoire désirée est tracée à la Figure 2.3. De
plus, le véhicule est déjà à la vitesse cible au début de la simulation (XG = 0 m).
Aﬁn de garantir une trajectoire lisse et naturelle pour un conducteur lambda, telle que
présentée en Figure 2.3, l'angle volant choisi est une période d'un sinus. La période Tθv de ce
sinus est calculée avec (2.47) tel que le changement de voie dure 200 m. L'amplitude du signal
est ensuite adaptée aﬁn d'atteindre les 3,5 m latéraux au bout des 200 m.
Tθv =
Dx
Vx0
, (2.47)
avec Dx = 200 m la distance parcourue lors du changement de voie.
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Figure 2.3  Trajectoire du changement de voie
Les résultats de la simulation
Les variables de la dynamique latérale du modèle linéaire sont comparées à celles des modèles
simpliﬁés de la section précédente. Les variables des modèles simpliﬁés, tracées en Figure 2.5 et
2.6, correspondent aux équations encadrées de la section 2.1.2. En entrée de chaque modèle est
utilisé l'angle volant présenté Figure 2.4 et la vitesse longitudinale ﬁxée à Vx0 = 90 km/h.
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Figure 2.4  Évolution de l'angle volant
Les simulations temporelles montrent qu'à une vitesse constante de 90 km/h, dans le cas
d'un changement de voie, le modèle linéaire (courbes violettes) est ﬁdèle au modèle non linéaire
(courbes rouges). L'erreur en position latérale est de maximum 0.7mm (Figure 2.5 (a)) et celle
en vitesse de lacet de 10−4 ◦/s (Figure 2.6 (b)).
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Figure 2.5  Position latérale du véhicule (a) et accélération latérale (b)
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En ajoutant les hypothèses de mouvement circulaire uniforme aux hypothèses des petits
angles et des zones de fonctionnement des pneumatiques, le modèle linéaire circulaire uniforme
reste tout de même très représentatif de la dynamique latérale du véhicule. En eﬀet, pour cette
modélisation simpliﬁée et dans ce cas d'étude, l'erreur en position est de maximum 9 cm (Fi-
gure 2.5 (a)) et celle en vitesse de lacet de 0,05◦/s (Figure 2.6 (b)). Cependant, le modèle présente
une avance de 0,1 s en accélération latérale (Figure 2.5 (b)).
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Figure 2.6  Vitesse de lacet (a) et erreur de vitesse de lacet par rapport au modèle de validation
(b)
Quant au modèle cinématique, ce dernier ne permet pas une bonne représentation du modèle
dans ce cas. L'erreur ﬁnale en position est de quasiment 2 m et l'erreur maximale en vitesse de
est de 0,4◦/s, ce qui correspond à des erreurs relatives de plus de 40 %. Ce résultat est prévisible
du fait que la simulation se fait avec une vitesse de 90 km/h alors que ce modèle n'est valide
qu'à faible vitesse.
Analyse des hypothèses
Aﬁn de comprendre pourquoi les modèles simpliﬁés restent plus ou moins ﬁdèles au modèle
non linéaire, les hypothèses de simpliﬁcation sont analysées avec les variables du modèle de
validation. Pour rappel, les hypothèses utilisées pour chaque modèle sont listées ci-après.
• Modèle cinématique
 Hypothèse 1 : Ψ˙(t) =
Vx(t)
L
tan(βv(t))
 Hypothèse 2 : Vx(t)sin(Ψ(t)) Vy(t)cos(Ψ(t))
 Hypothèse 3 : ˙yG(t) = Vx(t)sin(Ψ(t))
• Modèle linéaire
 Hypothèse 4 : Vx0  |lf Ψ˙(t)| et Vx0  |lrΨ˙(t)|
 Hypothèse 5 : Ψ(t) faible
 Hypothèse 6 : les pneumatiques sont dans leurs zones linéaires de fonctionnement
• Modèle linéaire en régime circulaire uniforme
 Hypothèses 4, 5 et 6
 Hypothèse 7 : Ψ¨(t) = 0
 Hypothèse 8 : Ψ˙(t) =
Γt(t)
Vx0
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Pour le modèle cinématique, il faut vériﬁer l'hypothèse 2 ainsi que les hypothèses 1 et 3
représentées par (2.25). Les deux membres de la première équation de (2.25) sont tracés sur la
Figure 2.7 (a) et ceux de la deuxième équation sur la Figure 2.7 (b).
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Figure 2.7  Première hypothèse du modèle cinématique sur la vitesse de lacet (a) et troisième
hypothèse sur la dérivée de la position latérale (b)
Alors que la première hypothèse sur l'estimation de la vitesse de lacet en fonction de l'angle
de braquage n'est pas du tout représentative de la réalité avec une erreur de 0, 3◦/s, 95% en
relatif, lorsque l'angle volant est maximal, l'hypothèse 3 sur la dérivée de la position est vériﬁée
avec une erreur relative de maximum 5%.
Pour vériﬁer l'hypothèse 2, c'est-à-dire que Vy(t)cos(Ψ(t)) est négligeable devant Vx(t)sin(Ψ(t)),
ces variables sont tracées sur la Figure 2.8. Au maximum, max(Vy(t)cos(Ψ(t))) = 0, 01 m/s. C'est
en moyenne 50 fois inférieur à Vx(t)sin(Ψ(t)) ce qui rend l'hypothèse valide.
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Figure 2.8  Deuxième hypothèse du modèle cinématique
Finalement, c'est la non-vériﬁcation de la première hypothèse qui conduit aux erreurs d'es-
timation de la position latérale et de la vitesse de lacet observées précédemment pour le modèle
cinématique.
Plusieurs hypothèses ont été posées pour écrire le modèle linéaire. La première (hypothèse
4) est que Vx(t) = Vx0 >> |lf Ψ˙(t)| et Vx0 >> |lrΨ˙(t)|. Numériquement, Vx0 = 25 m/s,
lfmax(Ψ˙(t)) = 0, 022 m/s et lrmax(Ψ˙(t)) = 0, 022 m/s. Avec un rapport supérieur à 1000
entre les expressions, les inégalités sont vériﬁées.
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La deuxième hypothèse (hypothèse 5) est celle d'un petit angle de lacet pour simpliﬁer les
relations trigonométriques de l'équation de la trajectoire (2.11). L'angle de lacet issu du modèle
de validation est tracé sur la Figure 2.9. Lors de la simulation, Ψ(t) reste inférieur à 2◦ ce qui
permet de valider l'hypothèse.
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Figure 2.9  Évolution de l'angle de lacet pour l'hypothèse des petits angles
La dernière hypothèse du modèle linéaire (hypothèse 6) concerne la zone de fonctionnement
des pneumatiques. C'est la supposition d'une relation linéaire entre l'eﬀort latéral appliqué
au pneumatique et l'angle de dérive de ce dernier qui mène à la relation (2.30). Pour vériﬁer
cette supposition, les caractéristiques des pneumatiques avant et arrière ainsi que leurs zones de
fonctionnement lors de la simulation du modèle de validation sont tracés sur la Figure 2.10. Pour
un changement de voie à 90 km/h, les eﬀorts des pneumatiques sont bien dans leur zone linéaire,
car les angles de dérive des pneumatiques restent inférieurs à 0, 5◦, l'hypothèse est validée.
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Figure 2.10  Variation de l'eﬀort latéral du pneumatique en fonction de l'angle de dérive et
zone de fonctionnement des pneumatiques (a), zoom (b)
Toutes les hypothèses du modèle linéaire sont validées, c'est pourquoi ce modèle reste ﬁdèle
au modèle de validation.
Pour le modèle linéaire circulaire uniforme, les hypothèses (2.40) (hypothèse 7) et (2.41)
(hypothèse 8) sont rajoutées aux hypothèses 4, 5 et 6 validées du modèle linéaire. L'hypothèse
7 d'accélération de lacet nulle est représentée par la Figure 2.11 (a) et l'hypothèse 8 d'un lien
constant entre la vitesse de lacet et l'accélération latérale par la Figure 2.11 (b).
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Figure 2.11  Accélération de lacet (a) et hypothèse sur la relation entre la vitesse de lacet et
l'accélération latérale (b)
Sur la Figure 2.11 (a), l'accélération de lacet est nulle uniquement lorsque l'angle volant est
nul ou à son maximum/minimum. L'accélération de lacet varie entre −0, 6◦/s2 et 0, 6◦/s2 ce qui
ne permet pas de valider l'hypothèse. Cependant, sur la Figure 2.11 (b), la vitesse de lacet et son
estimation par l'accélération latérale sont très proches avec une erreur inférieure à 6 10−4 rad/s
et un retard de maximum 0,04 s. L'hypothèse est validée.
Concernant le modèle linéaire en régime circulaire uniforme, comme pour le modèle cinéma-
tique, une seule hypothèse n'est pas vériﬁée : l'hypothèse 7 ici. Cependant, pour le cas de ce
changement de voie, la non-validation de l'hypothèse 1 sur la vitesse de lacet pour le modèle
cinématique a beaucoup plus d'impact que l'hypothèse 7 sur l'accélération de lacet du modèle
linéaire en régime circulaire uniforme.
2.1.4 Comparaison fréquentielle des modèles de la dynamique latérale du
véhicule
À l'aide des équations de la section 2.1.2, il devient possible d'écrire les relations entrées/sorties
des modèles sous la forme de fonctions de transfert et de mener ainsi une analyse fréquentielle
de la dynamique latérale. L'approche fréquentielle ainsi que les outils utilisés sont présentés en
Annexe A Pour tous les modèles, l'entrée est l'angle volant θv(t). Suite à la simulation tempo-
relle, les sorties comparables des modèles sont la position latérale YG(t) et la vitesse de lacet
Ψ˙(t). Les fonctions de transfert
sΨ(s)
θv(s)
et
YG(s)
θv(s)
sont calculées pour chaque modèle.
Les fonctions de transfert peuvent être calculées de deux manières diﬀérentes : soit en utilisant
une représentation d'état de type{
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
(2.48)
avec
 x ∈ Rn, le vecteur d'état ;
 y ∈ Rq, le vecteur de sortie ;
 u ∈ Rp, le vecteur de commande ;
 A(t) ∈ Rnxn, la matrice d'état ;
 B(t) ∈ Rnxp, la matrice de commande ;
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 C(t) ∈ Rqxn, la matrice d'observation ;
 D(t) ∈ Rqxp, la matrice d'action directe,
et la relation
H(s) = C(sIn −A)−1B +D, (2.49)
avec H(s) la fonction de transfert du procédé représenté par (2.48). Soit en utilisant directement
la transformée de Laplace sur les équations diﬀérentielles de la dynamique.
Fonctions de transfert du modèle cinématique
Le modèle cinématique étant simple, il n'est pas nécessaire de passer par une représentation
d'état pour trouver les fonctions de transfert. En utilisant la simpliﬁcation des petits angles
vériﬁée par la simulation temporelle et la relation entre l'angle de braquage et l'angle volant
(2.8), les transformées de Laplace de (2.25) à Vx(t) = Vx0 constante donnent :
sΨ(s) =
Vx0
λL
θv(s)
sYG(s) = Vx0Ψ(s).
(2.50)
Avec (2.50) il est alors possible d'écrire les fonctions de transfert :
G(1)c (s) =
sΨ(s)
θv(s)
=
Vx0
λL
G(2)c (s) =
YG(s)
θv(s)
=
V 2x0
λL
1
s2
(2.51)
Fonctions de transfert du modèle linéaire
À partir des équations du modèle linéaire, la dynamique latérale du véhicule peut être décrite
par une représentation d'état linéaire. Le vecteur d'état x(t) du véhicule se compose de l'angle
de lacet, de la vitesse de lacet, de la vitesse latérale et de la position latérale tel que x(t) =
ψ(t)
ψ˙(t)
Vy(t)
YG(t)
. L'entrée en commande est l'angle volant u(t) = θv(t). Comme les sorties qui vont
être analysées sont la vitesse de lacet et la position latérale, la sortie y(t) est déﬁnie par y(t) =(
Ψ˙(t)
YG(t)
)
et la représentation d'état s'écrit alors :{
x˙(t) = ALx(t) +BLu(t)
y(t) = CLx(t),
(2.52)
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avec
AL =

0 1 0 0
0 −2(Lf
2cyf + Lr
2cyr)
IzVx0
−2Lfcyf − Lrcyr
IzVx0
0
0 −2Lfcyf − Lrcyr
MtVx0
− Vx0 −2(cyf + cyr)
MtVx0
0
Vx0 0 1 0

,
BL =

0
2
cyfLf
λIz
2
cyf
λMt
0

et CL =
[
0 1 0 0
0 0 0 1
]
.
(2.53)
À partir de (2.49), on obtient les fonctions de transfert :
GL(s) =
G(1)L (s)
G
(2)
L (s)
 =

sΨ(s)
θv(s)
YG(s)
θv(s)
 = CL(sI4x4 −AL)−1BL. (2.54)
Elles sont de la forme
G
(1)
L (s) =
sΨ(s)
θv(s)
= K0
1 + s/ω1
1 + 2ζ0(s/ω0) + s2/ω20
G
(2)
L (s) =
YG(s)
θv(s)
=
K ′0
s2
1 + 2ζ ′1(s/ω′1) + s2/ω′21
1 + 2ζ ′0(s/ω′0) + s2/ω′20
,
(2.55)
avec, pour G(1)L (s) :
K0 =
2
λ
cyfcyrVx0L
2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr)
,
ζ0 =
Mt(L
2
fcyf + L
2
rcyr) + Iz(cyf + cyr)√
2IzMt(2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr))
,
ω0 =
√
2
IzMtVx0
2
√
2cyfcyrL2 −MtV 2x0(Lfcyv − Lrcyr),
ω1 =
2cyrL
LfMtVx0
,
(2.56)
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et, pour G(2)L (s)
K ′0 =
2
λ
cyfcyrV
2
x0L
2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr)
,
ζ ′0 =
Mt(L
2
fcyf + L
2
rcyr) + Iz(cyf + cyr)√
2IzMt(2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr))
,
ω′0 =
√
2
IzMtVx0
2
√
2cyfcyrL2 −MtV 2x0(Lfcyv − Lrcyr),
ζ ′1 =
Lr
Vx0
√
cyrL
2Iz
,
ω′1 =
√
2
cyrL
Iz
.
(2.57)
Fonctions de transfert du modèle linéaire en régime circulaire uniforme
Comme pour le modèle cinématique, il est plus rapide de calculer les fonctions de Laplace
et d'en déduire les fonctions de transfert. Les fonctions de Laplace déduites de (2.41) et (2.46)
sont :
sΨ(s) =
Γt(s)
Vx0
βv(s) =
[
Mt
(
Lrcyr − Lfcyf
2Lcyrcyf
)
+
L
Vx0
2
]
Γt(s)
sYG(s) = Vx0Ψ(s).
(2.58)
G
(1)
LU (s) =
sΨ(s)
θv(s)
=
2
λ
cyfcyrVx0L
2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr)
= K0
G
(2)
LU (s) =
YG(s)
θv(s)
=
1
s2
2
λ
cyfcyrVx0
2L
2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr)
=
K ′0
s2
(2.59)
Comparaison des diagrammes de Bode
Les diagrammes de Bode des fonctions de transfert calculées précédemment sont tracés Fi-
gure 2.12.
La dualité temps-fréquence permet de retrouver les mêmes observations que la simulation
temporelle. La première observation est que, pour la vitesse de lacet Figure 2.12 (a) ou la po-
sition latérale Figure 2.12 (b), les amplitudes en basses fréquences du modèle cinématique sont
supérieures à celles du modèle linéaire qui se rapproche le plus du modèle de validation. Cela
explique donc le comportement temporel du modèle cinématique où les variables de position
latérale et de vitesse de lacet ont des valeurs plus grandes qu'attendu.
La deuxième observation est que le modèle linéaire en régime circulaire uniforme reste très
proche du modèle linéaire et du modèle de validation. En eﬀet, les fonctions de transfert G(1)L (s)
58
2.2. Mise en évidence de l'inﬂuence de la vitesse longitudinale
10-1 100 101 102 103
Fréquence (rad/s)
-60
-40
-20
0
A
m
pl
itu
de
 (d
B)
Modèle cinématique
Modèle linéaire
Modèle linéaire circulaire uniforme
10-1 100 101 102 103
Fréquence (rad/s)
-100
-50
0
Ph
as
e 
(°)
10-1 100 101 102 103
Fréquence (rad/s)
-200
-100
0
100
A
m
pl
itu
de
 (d
B)
Modèle cinématique
Modèle linéaire
Modèle linéaire circulaire uniforme
10-1 100 101 102 103
Fréquence (rad/s)
-220
-200
-180
-160
Ph
as
e 
(°)
(a) (b)
Figure 2.12  Diagrammes de Bode des fonctions de transfert
sΨ(s)
θv(s)
(a) et
YG(s)
θv(s)
(b)
et G(1)LU (s) et les fonctions de transfert G
(2)
L (s) et G
(2)
LU (s), (2.55) et (2.59), ont les mêmes gains.
Par contre, les fonctions de transfert représentant le modèle linéaire en régime circulaire uni-
forme ne possèdent pas les fractions du second ordre avec les fréquences propres des fonctions
de transfert. Ces fréquences propres modulent l'évolution dynamique de la position latérale et
de la vitesse de lacet ; c'est pourquoi on observe que la position latérale du véhicule et la vitesse
de lacet du modèle linéaire en régime circulaire uniforme sont en avance par rapport au modèle
de validation Figures 2.5 (a) et 2.6 (a).
Pour le scénario proposé dans cette section, le modèle linéaire est celui qui se rapproche le
plus du modèle de validation. En supposant un régime circulaire uniforme, la modélisation reste
représentative, mais présente un léger retard. En revanche, le modèle cinématique n'est pas un
bon choix de modèle pour le changement de voie à 90 km/h. D'ailleurs, ce modèle est surtout
utilisé à basse vitesse. Comme la vitesse longitudinale est une composante importante de la
dynamique latérale, il est nécessaire d'évaluer son impact sur cette dynamique.
2.2 Mise en évidence de l'inﬂuence de la vitesse longitudinale
2.2.1 Description du scénario
Le même scénario de changement de voie est utilisé aﬁn d'analyser l'inﬂuence de la vitesse
longitudinale sur la dynamique latérale. Ce changement de voie est donc eﬀectué pour diﬀérentes
vitesses : 30 km/h, 50 km/h, 70 km/h, 90 km/h, 110 km/h, 130 km/h qui correspondent aux
limitations de vitesse rencontrées usuellement, plus un cas très basse vitesse à 10 km/h pour
représenter les embouteillages.
Aﬁn d'avoir une comparaison pertinente entre les diﬀérentes vitesses, le chemin à suivre est
le même. Ce chemin débute par une ligne droite de 5 m, puis eﬀectue un changement de voie
sur 200 m. L'amplitude de l'angle volant est calculée pour qu'au bout de ces 200 m, le véhicule
se soit déplacé latéralement de 3,5 m. L'allure de la trajectoire désirée est tracée à la Figure 2.3.
De plus, le véhicule est déjà à la vitesse cible au début de la simulation (XG = 0m).
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Vu qu'il n'y a aucune régulation latérale pour cette simulation, les trajectoires du véhicule
ne sont pas exactement les mêmes pour chaque vitesse et l'entrée en angle volant pour eﬀectuer
cette trajectoire doit être bien choisie. Comme pour la simulation de la section 2.1.3, l'angle
volant choisi est une période d'un sinus. La période Tθv de ce sinus est calculée avec (2.47) de
sorte que le changement de voie dure 200 m avec une amplitude permettant d'atteindre les 3,5
m latéraux au bout des 200 m pour le modèle de validation. Avec la période et donc la fréquence
du sinus connue pour chaque vitesse, il est important de vériﬁer que celles-ci sont conformes à
une fréquence de rotation admissible pour un conducteur. Les périodes et fréquences de l'angle
volant sont répertoriées dans la Table 2.2. Ce sont ces mêmes angles volant, calculés pour le
modèle de validation à diﬀérentes vitesses Vx0, qui sont utilisés en entrée des simulations de
changement de voie des modèles simpliﬁés aﬁn d'analyser l'écart entre les modèles.
Table 2.2  Périodes et fréquences des entrées en angles volant
Vx0 (km/h) Tθv (s) Fθv(Hz)
10 72 0,014
30 24 0,042
50 14,4 0,07
70 10,3 0,10
90 8 0,13
110 6,5 0,15
130 5,5 0,18
En moyenne, un conducteur tourne le volant au maximum à 1,5 Hz, avec une fréquence
souvent inférieure à 0,5 Hz [31]. Les valeurs d'angle volant utilisés pour les simulations sont
donc conformes à la réalité.
2.2.2 Résultats de la simulation pour le modèle de validation
Les entrées en angle volant et les trajectoires en sortie sont tracées pour chaque vitesse sur
la Figure 2.13. Aﬁn d'avoir les signaux des simulations à diﬀérentes vitesses sur la même ﬁgure,
la position longitudinale est utilisée en abscisse des ﬁgures.
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Figure 2.13  Entrée angle volant (a) et trajectoire (b) pour les diﬀérentes vitesses
Les angles volant respectent tous le comportement conducteur, mais il est aussi important
de regarder l'accélération latérale. En eﬀet, pour un véhicule particulier, l'accélération latérale
ne doit pas excéder les 2 m.s−2 pour garantir un bon confort. Dans le cas de cette simulation,
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l'accélération latérale est inférieure à 0,75 m.s−2 et est donc réaliste.
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Figure 2.14  Variation de l'accélération latérale (a) et de la vitesse de lacet (b) en fonction de
XG(t)
Étant donné que les pneumatiques du véhicule ont un impact important sur les dynamiques
longitudinales comme transversales, il est important d'analyser les eﬀorts résultants de ces pneu-
matiques. La Figure 2.15 représente la variation de ces eﬀorts pour les pneumatiques avant (a)
et arrière (b) en fonction de la position longitudinale pour les diﬀérentes vitesses. La Figure 2.16,
quant à elle, trace ces eﬀorts en fonction de la dérive du pneumatique considéré. Sur cette ﬁ-
gure, les courbes en bleu et en rouge pointillé représentent respectivement les caractéristiques des
pneumatiques arrière et avant des eﬀorts transversaux en fonction de l'angle volant et les croix
de diﬀérentes couleurs les points de la caractéristique atteints pendant la simulation, chaque
couleur correspondant à une vitesse.
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Figure 2.15  Variation des eﬀorts latéraux appliqués à un pneumatique avant (a) et un pneu-
matique arrière (b) en fonction de XG(t)
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(a) (b)
Figure 2.16  Variation des eﬀorts latéraux appliqués aux pneumatiques en fonction de l'angle
de dérive (a) et un zoom autour de la zone linéaire de fonctionnement des pneumatiques (b)
Dans cette situation et pour toutes les vitesses, les eﬀorts transversaux des pneumatiques
sont dans la zone linéaire des pneumatiques, Figure 2.16 (a). Cette observation est cruciale pour
la suite de l'étude et notamment pour la linéarisation des équations de la dynamique présentées
précédemment.
Il est intéressant de noter un changement dans le comportement de l'angle de dérive du
véhicule en fonction de la vitesse, tracé sur la Figure. 2.17.
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Figure 2.17  Variation de la vitesse latérale (a) et de la dérive au centre de gravité (b) en
fonction de XG(t)
Pour une même vitesse, la vitesse latérale Figure. 2.17 (a) et la dérive du centre de gravité
Figure 2.17 (b) ont la même forme vu que Vx0 est constant, mais n'ont pas la même amplitude.
Pour 10 km/h ≤ Vx0 ≤ 70 km/h, à θv(t) maximal, les amplitudes de Vy(t) et ∆G(t) décroissent
quand la vitesse augmente. Alors que pour 90 km/h ≤ Vx0 ≤ 130 km/h leurs amplitudes aug-
mentent. De plus, les signes de Vy(t) et ∆G(t) s'inversent lorsque Vx0 devient supérieur à 90 km/h.
Aﬁn de visualiser l'impact du changement de signe de la vitesse latérale sur le véhicule, l'al-
lure des vecteurs vitesse est tracée à basse et haute vitesses pour une même trajectoire sur la
Figure 2.18. Il est important de noter que ces vecteurs ne sont pas à l'échelle. En eﬀet, comme
à toutes les vitesses Vx0 >> Vy, tracer ces vecteurs proportionnellement à leurs valeurs réelles
n'aurait pas rendu le vecteur de la vitesse latérale de norme Vy visible.
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(a) (b)
Figure 2.18  Schémas des vecteurs vitesse à basse vitesse (a) et à haute vitesse (b)
À petite vitesse, le vecteur de la vitesse latérale pointe vers le centre de rotation instantané.
Au contraire, plus la vitesse augmente et plus ce vecteur se dirige en sens inverse, attirant le
véhicule à l'extérieur de la trajectoire.
2.2.3 Comparaison temporelle avec les modèles simpliﬁés
De la même manière que pour la simulation de changement de voie à 90 km/h, les variables
temporelles de position latérale et de vitesse de lacet des diﬀérents modèles sont comparées
pour des changements de voie à diﬀérentes vitesses. Pour ne pas surcharger les ﬁgures avec les
simulations des 4 modèles pour 7 vitesses, chaque modèle simpliﬁé est comparé séparément au
modèle de validation non linéaire qui est le modèle de référence.
Comparaison avec le modèle cinématique
Précédemment, nous avons vu que l'hypothèse géométrique sur la vitesse de lacet ne permet-
tait pas une représentation ﬁdèle de la dynamique latérale à 90 km/h. En changeant la vitesse
de changement de voie, il apparaît que plus la vitesse longitudinale diminue, plus l'erreur de
vitesse de lacet, comparée au modèle de validation, diminue, Figure 2.20.
Cette constatation peut aussi être faite sur la position latérale où plus la vitesse augmente
et plus la position latérale en régime permanent du modèle géométrique augmente. Alors qu'à
10 km/h, la position latérale ﬁnale est à 3,52 m correspondant à une erreur relative de 0,6 %, à
130 km/h, la position ﬁnale est de 7,49 m et l'erreur relative de 114 %, voir Figure 2.19.
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Figure 2.19  Variations de la position latérale des modèles de validation (trait plein) et ci-
nématique (trait pointillé) (a), et de l'erreur de position latérale du modèle cinématique par
rapport au modèle de validation (b) pour diﬀérentes vitesses
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Figure 2.20  Variations de la vitesse de lacet des modèles de validation (trait plein) et cinéma-
tique (trait pointillé) (a), et de l'erreur de vitesse de lacet du modèle cinématique par rapport
au modèle de validation (b) pour diﬀérentes vitesses
Ces simulations mettent bien en évidence le fait que le modèle géométrique n'est pas utili-
sable pour des vitesses longitudinales supérieures à 50 km/h. À partir de cette vitesse, l'erreur
relative entre le modèle cinématique et le modèle de validation est supérieure à 15 %. L'analyse
fréquentielle de la section 2.2.4 permettra une analyse plus ﬁne du modèle en fonction de la
vitesse.
Comparaison avec le modèle linéaire
De tous les modèles simpliﬁés, à 90 km/h, le modèle linéaire est celui qui se rapproche le
plus du modèle de validation. Même en changeant de vitesse, le modèle reste très représentatif
de la dynamique latérale comme on peut le voir sur les Figures 2.21 et 2.22. En eﬀet, l'erreur
en position en régime permanent est inférieure à 2,5 mm (0,7 %) et celle en vitesse de lacet
inférieure à 1.10−3 ◦/s (0,8 %).
Ceci s'explique par le fait que, dans le cadre de ce changement de voie et peu importe la
vitesse, les pneumatiques restent dans leur zone linéaire, Figure 2.16, et les angles de braquage
restent faibles.
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Figure 2.21  Variations de la position latérale des modèles de validation (trait plein) et linéaire
(trait pointillé) (a), et de l'erreur de position latérale du modèle linéaire par rapport au modèle
de validation (b) pour diﬀérentes vitesses
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Figure 2.22  Variations de la vitesse de lacet des modèles de validation (trait plein) et linéaire
(trait pointillé) (a), et de l'erreur de vitesse de lacet du modèle linéaire par rapport au modèle
de validation (b) pour diﬀérentes vitesses
Comparaison avec le modèle linéaire en régime circulaire uniforme
En régime permanent, la position latérale du modèle linéaire en régime circulaire uniforme
est conforme à celle du modèle de validation (voir Figure 2.23 (a)). Cependant, il existe un retard
dans la dynamique de la position latérale. Ce retard est notamment visible sur la Figure 2.23
(b) représentant l'erreur de position.
La vitesse de lacet du modèle linéaire en régime circulaire uniforme est aussi très proche du
modèle de validation avec des amplitudes maximales qui correspondent au modèle non linéaire,
Figure 2.24 (a). Le phénomène de déphasage se retrouve aussi sur la vitesse de lacet, Figure 2.24
(b).
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Figure 2.23  Variations de la position latérale des modèles de validation (trait plein) et linéaire
uniforme (trait pointillé) (a), et de l'erreur de position latérale du modèle linéaire uniforme par
rapport au modèle de validation (b) pour diﬀérentes vitesses
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Figure 2.24  Variations de la vitesse de lacet des modèles de validation (trait plein) et linéaire
uniforme (trait pointillé) (a), et de l'erreur de vitesse de lacet du modèle linéaire uniforme par
rapport au modèle de validation (b) pour diﬀérentes vitesses
2.2.4 Analyse fréquentielle du modèle linéaire
L'analyse fréquentielle va permettre d'analyser plus ﬁnement l'inﬂuence de la vitesse longi-
tudinale sur la dynamique latérale. De plus, cette analyse est essentielle pour la conception du
régulateur latéral et servira donc de base au Chapitre 3.
Analyse de la fonction de transfert entre θv et Ψ˙
Les diagrammes de Bode de la fonction de transfert G(1)L , décrite par l'équation (2.55), pour
diﬀérentes vitesses sont tracés sur la Figure 2.25 (a). Sur cette ﬁgure, l'inﬂuence de la vitesse sur
le gain en basse fréquence et sur la fréquence propre du système est bien visible : plus la vitesse
augmente et plus le gain augmente et la fréquence de coupure diminue.
Les variations de ces paramètres, exprimés par (2.56), ainsi que celle du facteur d'amortis-
sement ζ0 en fonction de la vitesse sont tracées sur les Figures 2.25 (b) et 2.26.
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Figure 2.25  Diagrammes de Bode (a) et gain (b) de G(1)L (s) pour diﬀérentes vitesses Vx
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Figure 2.26  Variations des pulsations ω0 et ω1 (a) et du facteur d'amortissement (b)
C'est surtout à très basse vitesse, lorsque Vx < 20 km/h, que la vitesse a le plus grand impact
sur la dynamique latérale et que les variations des paramètres de la fonction de transfert sont
les plus importantes.
Analyse de la fonction de transfert entre θv et YG
La fonction de transfert G(2)L (s), décrite par l'équation (2.55), est tracée à l'aide de dia-
grammes de Bode sur la Figure 2.27 pour diﬀérentes valeurs de Vx0. Ces réponses fréquentielles
du modèle linéaire conﬁrment que la vitesse longitudinale inﬂue de manière importante sur la
dynamique du véhicule avec environ 78 dB de variation de gain et 138◦ de variation de phase,
avec un maximum atteint à 7 rad/s.
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Figure 2.27  Diagrammes de Bode de G(2)L (s) pour diﬀérentes vitesses Vx
La vitesse longitudinale aﬀecte aussi le comportement fréquentiel de G(2)L (s) avec un compor-
tement à avance de phase à basse vitesse et un comportement à retard de phase à haute vitesse.
De plus, il est important de noter que pour une fréquence donnée (par exemple 7 rad/s), et pour
un intervalle de vitesse ﬁxe, la variation de phase est plus importante à basse vitesse (environ
92.5◦ pour une vitesse comprise entre 1 et 65 km/h) qu'à haute vitesse (environ 40◦ pour une
vitesse comprise entre 65 et 130 km/h).
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Figure 2.28  Variation du gain K ′0 (a) et des facteurs d'amortissement ζ ′0 et ζ ′1 (b) en fonction
de la vitesse longitudinale
Mis à part ω′1, tous les paramètres de G
(2)
L (s), exprimés par (2.57), dépendent de Vx0. Les
variations de ces paramètres en fonction de la vitesse longitudinale sont tracées sur les Figures
2.28 et 2.29.
On peut remarquer sur la Figure 2.29 que la fréquence ω′0 devient inférieure à ω′1 pour des
vitesses supérieures à 65 km/h, ce qui explique le changement de comportement entre un système
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à avance de phase à basse vitesse et un système à retard de phase à haute vitesse de la Figure
2.27. Le facteur d'amortissement ζ0 peut être observé sur la Figure 2.28 (b), elle montre que le
système est sous amorti lorsque Vx0 > 30 km/h et amorti lorsque Vx0 < 27 km/h.
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Figure 2.29  Variations des pulsations ω′0 et ω′1 (a) en fonction de la vitesse longitudinale et
un zoom (b)
2.2.5 Comparaison fréquentielle avec les autres modèles simpliﬁés
Les fonctions de transfert du modèle linéarisé (2.55) sont celles qui représentent le mieux
la réalité. Les fonctions de transfert du modèle linéaire en régime circulaire uniforme (2.59)
ont les mêmes gains K0 et K ′0 et le même degré. Cependant, comme expliqué précédemment,
les fonctions de transfert en régime circulaire uniforme (2.59) ne présentent pas d'évolutions
fréquentielles engendrant des déphasages temporels.
Le modèle cinématique (2.51) garde en représentation fréquentielle, le même degré que le
modèle linéaire (2.55), mais pas les mêmes gains. Cette diﬀérence de gains s'est ressentie sur
les simulations temporelles avec une approximation du modèle géométrique qui se dégrade en
même temps que la vitesse augmente.
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Figure 2.30  Variation du gain des fonctions de transfert G(1)(s) en fonction de la vitesse et
de l'erreur relative (b)
Aﬁn d'analyser exactement l'inﬂuence de la vitesse sur les modèles linéaire et cinématique
les variations des gains des fonctions de transfert G(1)(s) et G(2)(s) en fonction de la vitesse lon-
gitudinale sont tracées, respectivement, sur les Figures 2.30 (a) et 2.31 (a). Les erreurs relatives
des gains des fonctions de transfert cinématique par rapport au modèle linéaire en fonction de
la vitesse sont représentés 2.30 (b) et 2.31 (b).
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Figure 2.31  Variation du gain des fonctions de transfert G(2)(s) en fonction de la vitesse et
erreur relative (b)
La dualité temps-fréquence fait que l'on observe bien à basse vitesse que les gains des mo-
dèles cinématique et linéaire sont très proches, mais que plus la vitesse augmente et plus les
modèles diﬀèrent. Pour les deux fonctions de transfert G(1)(s) et G(2)(s), l'erreur relative est
supérieure à 5 % lorsque Vx > 36 km/h et supérieur à 10 % lorsque Vx > 47 km/h. On peut aussi
remarquer qu'à partir de 60 km/h, l'erreur relative des gains est linéaire en fonction de la vitesse.
Remarque. La vitesse longitudinale n'est pas le seul paramètre inﬂuençant la dynamique la-
térale du véhicule. La masse et l'adhérence de la route interviennent aussi dans les paramètres
des fonctions de transfert. Ainsi, l'Annexe B analyse l'inﬂuence de ces deux paramètres sur la
dynamique latérale du véhicule.
2.3 Observateur d'état des systèmes dynamiques : état de l'art
Pour réaliser les algorithmes des systèmes d'aide à la conduite, un certain nombre de variables
internes de la dynamique du véhicule sont nécessaires. Cependant, ces variables ne sont pas tou-
jours mesurées par des capteurs ou les mesures peuvent être de mauvaise qualité. Aﬁn d'avoir
une bonne estimation des variables de la dynamique du véhicule, des observateurs peuvent être
utilisés. Cette section présente un état de l'art des observateurs en fonction du type de modèle
dynamique utilisé et la section 2.4 présente deux observateurs développés pour l'estimation de
la dynamique latérale du véhicule et plus précisément de la vitesse de lacet.
L'estimation d'état d'un système dynamique consiste à calculer les variables internes non
mesurables du système à l'aide d'un modèle dynamique. Comparé à un estimateur, un observa-
teur utilise une ou plusieurs informations mesurées par des capteurs pour corriger l'estimation.
Un estimateur se calcule donc en boucle ouverte et un observateur en boucle fermée, comme le
montre la Figure 2.32.
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Figure 2.32  Schéma bloc d'un observateur et d'un estimateur
Pour pouvoir estimer une variable d'état d'un système, il faut que celui-ci soit observable.
Un système est dit observable si, à partir de la connaissance de l'entrée et de la sortie à l'instant
t, il est possible de calculer l'état initial du système.
Nous nous intéressons ici aux observateurs d'état des systèmes dynamiques. Les observateurs
ont été beaucoup étudiés et peuvent être décomposés en deux classes : les observateurs de sys-
tème à modèle linéaire et les observateurs de système à modèle non linéaire. En eﬀet, le choix
de l'observateur se fait en fonction du modèle décrivant l'évolution dynamique du procédé.
Dans le modèle non linéaire de la dynamique latérale présenté en début de chapitre au para-
graphe 2.1.1, plusieurs variables internes de la dynamique du véhicule ne sont pas directement
mesurables par des capteurs. C'est notamment le cas de l'angle de dérive du centre de gravité,
des angles de dérive des pneumatiques ou des eﬀorts des pneumatiques.
Pour avoir une estimation des variables de la dynamique latérale du véhicule, de nombreuses
méthodes ont été utilisées dans la littérature. Ces méthodes diﬀèrent en fonction du type d'ob-
servateur, du modèle de la dynamique latérale considéré, des variables observées et des capteurs
utilisés. L'Annexe C présente diﬀérents types d'observateurs en fonction du modèle dynamique
du système.
2.3.1 Les méthodes
Toutes les méthodes présentées en Annexe C ont été utilisées pour l'estimation des variables
de la dynamique latérale, à commencer par les observateurs de Luenberger (section C.1). Dans
[33] et [100], une matrice de gain sur l'erreur entre l'estimation et la mesure sert à l'observation
de la vitesse latérale. Dans [199], trois observateurs de Luenberger sont utilisés : un sur l'accélé-
ration longitudinale, un sur l'accélération latérale et un sur la vitesse de lacet, pour aussi estimer
la vitesse latérale du véhicule. Dans [198], des inégalités matricielles permettent de calculer les
gains des observateurs tout en tenant compte des incertitudes.
Un ﬁltre de Kalman (section C.1) est utilisé pour l'estimation de la vitesse de lacet dans
[53]. La version étendue du ﬁltre de Kalman (section C.2) sert de modèle dans [116], [8] et [45],
et la version  unscented  ([89]) dans [161] et [45]. En cas de fortes non-linéarités, pour éviter
les erreurs d'estimation liées à la linéarisation du ﬁltre de Kalman étendu, le ﬁltre de Kalman
 unscented  utilise une version mixte entre les ﬁltres à particule [41] et les ﬁltres de Kalman.
[189] fait la comparaison de ces deux modèles pour l'estimation de l'angle de dérive du centre
de gravité. Les deux méthodes donnent des résultats similaires, avec une précision légèrement
supérieure pour le ﬁltre de Kalman  unscented .
Il existe enﬁn une autre méthode, qui permet de se passer de modèle : les réseaux de neurones
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[125, 49]. À partir de mesures, le réseau va être entraîné de manière à représenter la dynamique
latérale du véhicule. Dit autrement, le réseau permet une identiﬁcation de la dynamique latérale
sans modèle a priori. Un réseau de neurones pouvant représenter le comportement de n'importe
quelle fonction non linéaire, il pourra donc, s'il est bien entraîné, être un modèle représentatif
de la dynamique latérale avec moins de complexité calculatoire qu'un modèle non linéaire. Le
problème des réseaux de neurones est qu'ils sont sensibles aux incertitudes paramétriques du
véhicule et aux variations externes de l'environnement s'ils n'ont pas été entraînés dans ces si-
tuations. La base de données doit donc être exhaustive.
Les réseaux de neurones ont aussi été utilisés en combinaison de ﬁltres de Kalman [12, 163]
pour améliorer la qualité des estimations. Dans [47] et [28], des inférences de logique ﬂoue sont
ajoutées au ﬁltre de Kalman étendu dans ce même objectif.
2.3.2 Les modèles
En fonction de la méthode utilisée et des variables à observer, les modèles utilisés pour l'ob-
servation de la dynamique latérale ne sont pas les mêmes. Normalement, et comme nous l'avons
vu au début du chapitre, la modélisation de la dynamique latérale est non linéaire. Cependant,
pour des raisons de complexité calculatoire et de diﬃculté de modélisation des pneumatiques,
des modèles simpliﬁés peuvent être utilisés. Dans l'ensemble, il y a deux grandes familles de
modèles : les modèles dynamiques et les modèles cinématiques. Dans [115], [199] et [161], des
modèles dynamiques non linéaires sont utilisés et dans [103] le modèle non linéaire dynamique
est comparé au modèle cinématique. Plusieurs papiers [116, 53, 137], utilisent à la fois un modèle
dynamique et un modèle cinématique. Ainsi, dans [53], le modèle cinématique est utilisé comme
capteur virtuel et le modèle dynamique pour la synthèse de l'observateur de Kalman. Par contre,
dans [137], les modèles cinématique et dynamique sont utilisés séparément puis une synthèse est
eﬀectuée pour l'estimation de la vitesse latérale.
La complexité des modèles varie aussi énormément selon les publications. Des modèles li-
néarisés sont utilisés dans [33] et [170] alors que [189] utilise un modèle horizontal et vertical
prenant en compte le roulis. Dans [45], chacune des 4 roues du véhicule est modélisée. Les mo-
dèles linéaires fonctionnent pour un point de fonctionnement spéciﬁque et ne sont donc pas
adaptés lorsque l'angle volant devient trop grand par exemple. Ainsi, un observateur adaptatif
dépendant du frottement pneumatique/sol est utilisé dans [68].
Le panel est donc très large et dépend de l'utilisation qui en est faite.
2.3.3 Les variables observées
Globalement, il existe des recherches pour l'estimation de toutes les variables internes de la
dynamique latérale du véhicule. L'observation de l'angle de dérive du centre de gravité fait l'ob-
jet de nombreux papiers [116, 125, 115, 189, 198, 170, 32] car n'est pas mesurable directement.
Les vitesses latérale et de lacet sont aussi estimées dans [199, 137, 33] pour l'une et [53, 33] pour
l'autre, car les mesures des capteurs sont souvent bruitées ou préﬁltrées par les calculateurs qui
mettent l'information à disposition, ce qui les rend diﬃcilement exploitables. Enﬁn, il y a de
nombreuses recherches sur l'estimation des variables liées aux pneumatiques. En eﬀet, ces va-
riables ne sont pas mesurées par les capteurs de série des véhicules et sont complexes à estimer
du fait de la non-linéarité des pneumatiques. De plus, toutes ces variables sont étroitement liées
à l'adhérence de la route qui n'est pas mesurable. L'observation des eﬀorts des pneumatiques
est étudiée dans [161, 8, 155, 45], les angles de dérive des pneumatiques dans [83] et [45] et les
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coeﬃcients de rigidité de dérive dans [8].
2.3.4 Les capteurs supplémentaires
Dans l'ensemble, les méthodes présentées jusqu'ici utilisent les mêmes capteurs déjà présents
sur les véhicules. Les capteurs de vitesses de rotation des roues servent à la mesure de la vitesse
longitudinale, les ECU de l'ABS et/ou l'ESP permettent de récupérer une mesure de la vitesse
de lacet. Généralement, les laboratoires menant ces recherches disposent de prototypes équipés
en plus d'une centrale inertielle [137, 161] permettant de mesurer les accélérations et les vitesses
de rotation des trois axes au centre de gravité.
Des GPS peuvent aussi être utilisés pour améliorer les observateurs, [177] et [194]. Les don-
nées GPS sont alors utilisées pour résoudre les problèmes d'écart et d'inexactitude. Le problème
de ces méthodes est la fréquence d'échantillonnage à laquelle les données GPS sont reçues et le
coût du capteur.
Dans tous les cas, il convient de trouver le bon compromis entre coût et précision de l'obser-
vateur en fonction de l'usage souhaité.
2.4 Estimation de la dynamique latérale par approche multimo-
dèle
De nombreux capteurs sont déjà présents à bord des véhicules de dernière génération pour
réaliser les fonctions d'aide à la conduite comme vu dans le Chapitre 1. Pour réaliser les fonc-
tions autonomes, les algorithmes utilisent les données de ces capteurs. Cependant, un véhicule
en mode autonome doit à tout instant connaître l'état dans lequel il se trouve. Or, certains
capteurs fournissent une mesure trop bruitée ou pas assez précise des variables nécessaires pour
les fonctions autonomes de niveau 3 et plus. C'est le cas notamment de la vitesse de lacet. La
vitesse de lacet est mesurée par un gyroscope et alimente la fonction ESP permettant de savoir
si le véhicule part en dérive. La détection de la perte de trajectoire intervient pour de grandes
valeurs de vitesse de lacet et la mesure n'a donc pas besoin d'être très précise autour de 0. Un
ﬁltrage, par l'ECU de l'ESP, fait que la valeur de la vitesse de lacet présente une zone morte
autour de 0. Pour les fonctions autonomes, la vitesse de lacet peut servir pour la localisation
de la voiture et doit donc être connue à chaque instant et dans chaque état du véhicule. Or les
dynamiques de lacet en mode autonome peuvent être proches de 0. La mesure de vitesse de lacet
utilisée pour la fonction ESP, et transmise au reste des calculateurs, n'est donc pas adaptée pour
cette fonction et doit être estimée plus précisément.
Nous avons vu dans la section 2.1 de ce chapitre plusieurs manières de modéliser la dyna-
mique latérale du véhicule. Parmi les modèles exprimés, le modèle linéaire est celui qui présente
le meilleur compromis entre simplicité et performance puisque c'est le modèle linéaire qui se
rapproche le plus du modèle de validation. Comme présenté dans les sections précédentes C.1, le
modèle linéaire de la dynamique latérale est un modèle LPI. En pratique, la vitesse longitudinale
du véhicule varie et le modèle est alors LPV. En tenant compte de l'état de l'art précédent, un
ﬁltrage de Kalman peut être utilisé directement avec un modèle LPV. Il est cependant possible
de réécrire le modèle LPV en une somme de modèles LPI pondérés par un paramètre variant
dans le temps, c'est la modélisation Takagi-Sugeno. Cette modélisation permet alors l'utilisation
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d'observateur de Luenberger pour l'estimation de la vitesse de lacet.
2.4.1 Le modèle Takagi-Sugeno
L'objectif du modèle de Takagi-Sugeno [173] est de rendre stationnaire une représentation
d'état. En considérant le système, {
x(t) = f (x(t),u(t))
y(t) = h (x(t),u(t)) ,
(2.60)
il est possible de le réécrire à l'aide de sous-systèmes linéaires représentant le système global en
des points de fonctionnement spéciﬁques tels que :
x(t) =
r∑
i=1
νi (ξ(t))
(
Aix(t) +Biu(t)
)
y(t) =
r∑
i=1
νi (ξ(t))
(
Cix(t) +Diu(t)
)
,
(2.61)
avec r le nombre de sous-systèmes, ξ la variable de décision et νi les pondérations de chaque
sous-système.
Le but est de pouvoir représenter la dynamique latérale du véhicule à toutes les vitesses en
utilisant uniquement des systèmes linéaires stationnaires. La vitesse Vx(t) étant un paramètre
mesurable, celle-ci est utilisée comme variable de décision. La vitesse longitudinale du véhicule
est mesurée par les capteurs de vitesse de roue avec une résolution de 0,01 km/h. Il est à noter
cependant qu'en cas de freinage à très basse vitesse, si les roues se bloquent, alors cette mesure
n'est plus pertinente. Dans toute la suite du mémoire, il est supposé que les roues ne sont jamais
en position de blocage.
Avec Vx(t) comme variable de décision, la représentation d'état Σψ˙ (2.52) se réécrit :{
x˙(t) = A(Vx(t))x(t) +BΨ˙u(t)
y(t) = CΨ˙x(t),
(2.62)
avec x(t) =
(
ψ˙(t)
vy(t)
)
, u(t) = θv(t) et y(t) = Ψ˙(t).
Seule la matrice A est fonction de Vx(t) et par conséquent non stationnaire :
A(Vx(t)) =

−2Lf
2cyf + Lr
2cyr
IzVx(t)
−2
IzVx(t)
(Lfcyf − Lrcyr)
−2
MtVx(t)
(Lfcyf − Lrcyr)− Vx(t) −2
MtVx(t)
(cyf + cyr)
 . (2.63)
Les matrices BΨ˙ et CΨ˙ s'écrivent :
BΨ˙ =

2
cyfLf
λIz
2
cyf
λMt
 et CΨ˙ = [ 1 0 ] . (2.64)
74
2.4. Estimation de la dynamique latérale par approche multimodèle
Dans (2.63), deux fonctions non stationnaires f1(Vx(t)) et f2(Vx(t)) sont déﬁnies :f1(Vx(t)) =
1
Vx(t)
f2(Vx(t)) = Vx(t).
(2.65)
Si ces fonctions sont continues et bornées, il est possible de les écrire de la manière suivante :{
f1(Vx(t)) = f
1
minα
1
1(Vx(t)) + f
1
maxα
1
2(Vx(t))
f2(Vx(t)) = f
2
minα
2
1(Vx(t)) + f
2
maxα
2
2(Vx(t)),
(2.66)
avec αj1 et α
j
2 les pondérations locales de la fonction fj . Comme la vitesse varie entre [1 130] km/h
les fonctions f1 et f2 respectent les conditions de continuité et de limite.
Les pondérations locales des sous-systèmes peuvent s'exprimer par les valeurs minimales et
maximales des fonctions f1 et f2 :
αj1(Vx(t)) =
f jmax − fj(Vx(t))
f jmax − f jmin
αj2(Vx(t)) =
fj(Vx(t))− f jmin
f jmax − f jmin
.
(2.67)
Le couplage des deux fonctions non stationnaires aboutit à quatre sous-systèmes et donc
quatre matrices Ai telles que :
A1 =
 −
2
Iz
f1max(Lf
2cyf + Lr
2cyr)
−2
Iz
f1max(Lfcyf − Lrcyr)
−2
Mt
f1max(Lfcyf − Lrcyr)− f2max
−2
Mt
f1max(cyf + cyr)

A2 =
 −
2
Iz
f1max(Lf
2cyf + Lr
2cyr)
−2
Iz
f1max(Lfcyf − Lrcyr)
−2
Mt
f1max(Lfcyf − Lrcyr)− f2min
−2
Mt
f1max(cyf + cyr)

A3 =
 −
2
Iz
f1min(Lf
2cyf + Lr
2cyr)
−2
Iz
f1min(Lfcyf − Lrcyr)
−2
Mt
f1min(Lfcyf − Lrcyr)− f2max
−2
Mt
f1min(cyf + cyr)

A4 =
 −
2
Iz
f1min(Lf
2cyf + Lr
2cyr)
−2
Iz
f1min(Lfcyf − Lrcyr)
−2
Mt
f1min(Lfcyf − Lrcyr)− f2min
−2
Mt
f1min(cyf + cyr)
 .
(2.68)
Chaque sous-système est pondéré par une pondération globale νi :
ν1(Vx(t)) = α
1
2(Vx(t))α
2
2(Vx(t))
ν2(Vx(t)) = α
1
2(Vx(t))α
2
1(Vx(t))
ν3(Vx(t)) = α
1
1(Vx(t))α
2
2(Vx(t))
ν4(Vx(t)) = α
1
1(Vx(t))α
2
1(Vx(t)),
(2.69)
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et donc (2.52) devient : 
x˙(t) =
4∑
i=1
νi (Vx(t))
(
Aix(t) +Bu(t)
)
y(t) = CΨ˙x(t).
(2.70)
2.4.2 Observabilité du modèle Takagi-Sugeno
La matrice d'observabilité d'un système modélisé par une représentation d'état linéaire (C.1)
est déﬁnie comme :
O(C,A) =

C
CA
...
CAn−1
 , (2.71)
avec n ∈ N, l'ordre de A.
Pour que le système soit observable, il faut que :
rang(O(C,A)) = n. (2.72)
Le modèle Takagi-Sugeno déﬁni précédemment est composé de 4 sous-modèles linéaires. Pour
que le modèle soit observable, il faut que l'ensemble des matrices d'observabilité O(Ci, Ai) avec
i ∈ {1, 2, 3, 4} soient observables [11].
Numériquement, on a bien :
rang(O(Ci, Ai)) = 2, (2.73)
pour i ∈ {1, 2, 3, 4}.
2.4.3 Validation du modèle Takagi-Sugeno
Aﬁn de valider la représentation multimodèle Takagi-Sugeno représentant la dynamique la-
térale du véhicule décrite plus haut, une comparaison entre le modèle de validation non linéaire,
le modèle linéaire au point de fonctionnement Vx0 = 90 km/h et le modèle Takagi-Sugeno est
eﬀectuée dans cette partie.
Pour ce faire, le scénario de changement de voie du premier chapitre est repris, i.e un dépla-
cement latéral de 3,5 m sur 200 m. La seule diﬀérence est que, la vitesse longitudinale du véhicule
varie pendant la première moitié du dépassement. Le schéma bloc de la simulation est visible
Figure 2.33. Comme indiqué sur la ﬁgure, le modèle non linéaire et le modèle Takagi-Sugeno
ont pour entrée l'angle volant et la vitesse longitudinale alors que le modèle linéarisé à 90 km/h
utilise uniquement l'angle volant pour estimer la vitesse de lacet. Le modèle non linéaire est
utilisé comme référence.
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Figure 2.33  Schéma bloc de la simulation de validation
L'angle volant utilisé est le même que celui utilisé dans le chapitre 1 à 90 km/h, Figure 2.4,
et est rappelé en Figure 2.34. Au début de la simulation, le véhicule roule à 90 km/h. Cette
vitesse augmente jusqu'à 100 km/h lors de la première moitié de la man÷uvre de changement
de voie. Ces variables sont tracées sur la Figure 2.34.
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Figure 2.34  Évolution des signaux d'entrée
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Figure 2.35  Évolution des vitesses de lacet des diﬀérents modèles (a) des erreurs entre le
modèle de validation et les modèles linéaire et Takagi-Sugeno (b) et des pondérations des sous-
systèmes du modèle Takagi-Sugeno (c)
La Figure 2.35 montre que le multimodèle Takagi-Sugeno de la dynamique latérale est une
bonne représentation du modèle lacet-dérive du véhicule. En eﬀet, comparé au modèle non
linéaire de référence, l'erreur de sortie en vitesse de lacet par le modèle Takagi-Sugeno est six fois
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plus faible que par le modèle linéarisé à 90 km/h. L'erreur relative maximale est de 2, 8 % pour
le modèle linéarisé et de 0, 02 % pour le modèle de Takagi-Sugeno. L'évolution des pondérations
globales est tracée sur la Figure 2.35 (c), elle est similaire à celle de la vitesse Figure 2.34.
2.4.4 Problème d'échantillonnage à basse vitesse
À bord du véhicule, les données envoyées par les capteurs aux ordinateurs sont traitées en
temps discret à une période de 40 ms.
Théorème de Shannon
Aﬁn d'estimer la vitesse de lacet en temps discret dans le véhicule, le théorème de Shannon
doit être vériﬁé. En eﬀet, pour pouvoir traiter numériquement un signal temporel, ce théorème
stipule que le signal doit être échantillonné à une fréquence fs deux fois supérieure à la plus
grande fréquence propre du système f0. Sachant que pour une fréquence f sa pulsation corres-
pondante est ω = 2pif , le théorème est :
ωs ≥ 2ω0, (2.74)
avec ωs = 2pifs la pulsation d'échantillonnage.
La période d'échantillonnage est 0,04 s donnant ωs = 157 rad/s. Le théorème de Shannon
est respecté si ω0 < 78, 5 rad/s. Cependant, comme vu précédemment, la vitesse inﬂue sur les
paramètres de la représentation fréquentielle du modèle lacet dérive dont une de ses fréquences
propres est ω0, Figure 2.26 (a). Sur cette ﬁgure, ω0 augmente fortement lorsque la vitesse longitu-
dinale diminue et devient même supérieure à la valeur limite de 78,5 rad/s dès que Vx < 10 km/h.
Le fait que le théorème de Shannon ne soit pas respecté à faible vitesse n'est pas un problème
pour la représentation linéaire non stationnaire utilisée pour le ﬁltrage de Kalman. En eﬀet, la
discrétisation du modèle pour l'utilisation du ﬁltre de Kalman discret introduit un bloqueur
d'ordre zéro (C.7). Grâce à ce bloqueur d'ordre zéro, le fait de garder constante la valeur de
l'échantillon de l'entrée uk à l'instant k sur l'intervalle [k, k+1] permet d'atténuer les pulsations
indésirables supérieures à ωs/2. Cependant, le modèle de Takagi-Sugeno a besoin d'être optimisé
pour être représentatif de la dynamique lacet-dérive à basse vitesse.
Optimisation du modèle Takagi-Sugeno
Pour le modèle Takagi-Sugeno, il est nécessaire de connaître la vitesse de lacet du véhicule à
chaque instant, même à basse vitesse. Aﬁn de respecter le théorème de Shannon à basse vitesse,
l'idée est d'optimiser le modèle de Takagi-Sugeno en modiﬁant les pondérations globales. Ces
pondérations sont changées de telle sorte à réduire suﬃsamment la fréquence de coupure et à
avoir le nouveau gain du modèle le plus proche possible du gain réel. Pour ce faire, à basse
vitesse, lorsque Vx(t) < 20 km/h, sur les quatre pondérations νi(Vx(t)) du multimodèle, trois
sont ﬁxées pour leurs valeurs à 20 km/h et la dernière est une fonction linéaire de Vx(t). Cela
donne :
ν1LS = ν1(20km/h)
ν2LS = ν2(20km/h)
ν3LS = ν3(20km/h)
ν4LS(Vx(t)) = aVx(t) + b,
(2.75)
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avec νiLS la ième pondération globale à basse vitesse et a et b, les coeﬃcients à trouver pour
obtenir un modèle le plus proche de la réalité pouvant être discrétisé.
Avec ces pondérations, les paramètres K0 et ω0 de la fonction de transfert à basse vitesse
sont :
K0LS =
2cyfcyrL
λ
ν1LS + ν2LS + ν3LS + aVx + b
2cyfcyrL2β1(Vx)−MtPDEβ2(Vx) ,
ω20LS =
2β1(Vx)
IzMt
(
2cyfcyrL
2β1(Vx)−MtPDEβ2(Vx)
)
avec
β1(Vx) = f
1
max(ν1LS + ν2LS) + f
1
min(ν3LS + aVx + b)
β2(Vx) = f
2
max(ν1LS + ν3LS) + f
2
min(ν2LS + aVx + b).
(2.76)
L'objectif est de trouver a et b pour qu'à toute vitesse Vx < 20 km/h :
• K0LS soit aussi proche que possible de K0,
• ω0LS ≤ 2ωs.
Pour respecter ces conditions, la fonction de coût suivante est déﬁnie et doit être minimisée :
J(a, b) =(K01 −K01LS)2 + (K020 −K020LS)2+
(2ωs − ω01LS)2 + (2ωs − ω020LS)2,
(2.77)
où K0i et K0iLS correspondent aux gains K0 et K0LS à la vitesse i et ω0iLS est la pulsation ω0LS
à la vitesse i.
Aﬁn de trouver les paramètres a et b adéquats sur toute la plage de basse vitesse, la fonction
de coût déﬁnie ci-dessus prend en compte les gains et pulsations désirés pour le modèle lacet-
dérive aux extrêmes de l'intervalle basses vitesses, i.e 1 km/h et 20 km/h.
Les paramètres a et b minimisant la fonction J sont calculés en utilisant le gradient ∇J :
∇J(a, b) =
[
∂J
∂a
∂J
∂b
]T
. (2.78)
Il existe cinq solutions à l'équation :
∇J(a, b) = [0 0]T , (2.79)
signiﬁant que la paire (a, b) est un optimum de J .
Pour savoir si ces optimums sont des maximums ou des minimums, la matrice hessienne
H(J) est calculée :
H(J) =

∂2J
∂2a
∂2J
∂a∂b
∂2J
∂b∂a
∂2J
∂2b
 = [ r vv w
]
. (2.80)
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Suivant les valeurs de r, v et w, la paire (a, b) solution de (2.79) est :
• un minimum, si rw − v2 > 0 et r > 0,
• un maximum, si rw − v2 > 0 et r < 0,
• aucune conclusion ne peut être faite, sinon.
Sur les cinq solutions de (2.79), trois respectent les conditions rw−v2 > 0 et r > 0. Le mini-
mum global de la fonction est calculé numériquement, donnant la paire (a; b) = (0, 1834 ; −0, 1897).
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Figure 2.36  Variation des gains K0 et K0LS (a) et des pulsations ω0 et ω0LS (b) en fonction
de la vitesse longitudinale Vx0
Figure 2.37  Comparaison des diagrammes de Bode de G(s) et GLS(s)
La fonction de transfert du système (2.70) avec νi = νiLS est écrite GLS(s). Les variations de
gain et de pulsation de G(s) et GLS(s) à basse vitesse sont comparées sur la Figure 2.36. Comme
il peut être observé sur ces deux ﬁgures, le gain du multimodèle optimisé à basse vitesse est très
proche du modèle réel avec une erreur inférieure à 8 %. Quant à la pulsation, ω0LS , cette dernière
est bien inférieure à ωs/2 sur tout l'intervalle [1; 20] km/h, signiﬁant que cette représentation de
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la dynamique latérale peut maintenant être discrétisée et utilisée dans les ordinateurs à bord du
véhicule. Les diagrammes de Bode des deux fonctions de transfert sont tracés sur la Figure 2.37
pour 1 km/h, 10 km/h et 20 km/h.
2.5 Validation et résultats pour l'estimation de la vitesse de lacet
Plusieurs observateurs sont comparés en utilisant des variables enregistrées sur le prototype :
un observateur de Luenberger avec le modèle linéaire utilisé en un point de fonctionnement
donné, un ﬁltre de Kalman comme déﬁni au paragraphe C.1 et plusieurs observateurs de Luen-
berger avec une représentation multimodèle Takagi-Sugeno.
Il est à préciser que les conditions d'observabilité pour les observateurs de Luenberger et
le ﬁltre de Kalman sont respectées. En eﬀet, pour toutes les valeurs de Vx(t) comprises entre
1 km/h et 130 km/h avec un échantillonnage de 0,01 km/h, la matrice d'observabilité de (2.62)
est de rang 2.
Les capteurs de vitesse de lacet qui équipent actuellement les véhicules de série ont été conçus
pour les fonctions telles que l'ESP et présentent des mesures insatisfaisantes pour une utilisation
dans les fonctions autonomes. En eﬀet, après traitement de la mesure de la vitesse de lacet par
l'ECU de l'ESP, l'information de ces capteurs transmise aux autres calculateurs comporte une
zone morte pour de faibles valeurs de vitesse de lacet. Pour pallier ce manque d'information
autour de zéro, il faut soit demander au fournisseur de l'ESP de ne plus traiter l'information
émise sur le réseau du véhicule mais cela risque d'avoir un impact sur les autres consommateurs
de l'information, soit avoir recours à des observateurs.
Les informations sur l'état du véhicule mesurées par les capteurs et utilisées dans la simu-
lation de ce paragraphe sont : la vitesse longitudinale Vx, l'angle volant θv, la vitesse de lacet
envoyée par l'ESP ψ˙s et celle mesurée par la centrale inertielle ψ˙IU , utilisée comme valeur de
référence. Les observateurs linéaires avec modèle linéarisé à 90 km/h, le ﬁltrage de Kalman et le
multimodèle Takagi-Sugeno ont pour sorties respectives ψ˙1(t), ψ˙2(t) et ψ˙3(t). Le schéma de la
simulation est présenté Figure 2.38.
Figure 2.38  Schématisation de la simulation
Deux simulations ont été faites, une première avec un enregistrement à haute vitesse et une
deuxième avec un enregistrement basse vitesse.
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Simulation haute vitesse
Les variables d'entrée des observateurs, Vx(t) et θv(t), sont tracées Figure 2.39 (a) et (b)
respectivement.
10 15 20 25 30 35 40
t (s)
85.5
86
86.5
87
87.5
88
V
x
 
(km
/h)
Vitesse longitudinale
10 15 20 25 30 35 40
t (s)
-15
-10
-5
0
5
10
15
v
 
(°)
Angle volant
(a) (b)
Figure 2.39  Évolution de la vitesse longitudinale Vx(t) (a) et de l'angle volant θv(t) (b) en
fonction du temps pour l'enregistrement haute vitesse
Pour l'enregistrement grande vitesse, celle-ci est proche de 90 km/h. Le modèle stationnaire
linéarisé est donc à son point de fonctionnement et cela permet une bonne comparaison entre
les trois observateurs. En eﬀet, à cette vitesse, tous les modèles devraient être représentatifs du
modèle réel. Les sorties des observateurs, à savoir les estimations de vitesse de lacet, ainsi que
les variables mesurées sont tracées Figure 2.40.
Les mesures de vitesses sont tracées en rouge pour la centrale inertielle (ψ˙IU (t)) et en noir
pour l'information ESP (ψ˙S(t)). Comme indiqué précédemment, le signal ESP ne renvoie aucune
information pour la vitesse de lacet autour de 0◦/s.
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Figure 2.40  Évolution des vitesses de lacet mesurées et estimées en fonction du temps pour
l'enregistrement à haute vitesse (zoom sur les cadres violet et bleu à droite)
Pour comparer numériquement les performances de chaque observateur, la norme de la racine
carrée de l'erreur quadratique moyenne (NRMSE pour  Normalised Root Mean Square Error )
est calculée :
NRMSE =
√∑Ne
i=1(Ψ˙IU (i)− Ψ˙k(i))2/N
|max(Ψ˙IU )−min(Ψ˙IU )|
, (2.81)
avec Ne le nombre d'échantillons de l'enregistrement et k ∈ {1, 2, 3} l'indice de l'observateur
tel que sur la Figure 2.38.
Ainsi, pour l'enregistrement à haute vitesse, l'observateur de Luenberger au point de fonc-
tionnement à 90 km/h présente une erreur quadratique normalisée de 4,5 %, le ﬁltre de Kalman
3,1 % et le modèle Takagi-Sugeno avec les quatre observateurs de Luenberger 3,2 %.
Lorsque l'angle volant est petit, θv(t) < 2◦, au début de l'enregistrement ; tous les observa-
teurs renvoient une bonne estimation de la vitesse de lacet avec une NRMSE<3,2 % alors que
la mesure utilisée en entrée de ces observateurs est fausse. Cependant, pour des valeurs d'angle
volant plus importantes, le modèle linéarisé à 90 km/h avec un observateur de Luenberger ne
parvient pas à représenter correctement la dynamique latérale. Le ﬁltre de Kalman et les quatre
observateurs de Luenberger couplés au modèle lacet-dérive Takagi-Sugeno donnent quasiment la
même estimation de la vitesse de lacet.
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Simulation basse vitesse
Pour la simulation à basse vitesse, un enregistrement dans le cas d'un embouteillage a été
choisi. Le premier objectif est de vériﬁer si le modèle linéaire à 90 km/h peut tout de même
estimer la vitesse de lacet pour une vitesse très éloignée de son point de fonctionnement. Le
deuxième est de conﬁrmer que le bloqueur d'ordre 0 introduit par la discrétisation du modèle
est capable d'éliminer les fréquences du modèle supérieures à ωs/2 à basse vitesse. Le dernier
est de valider l'optimisation du modèle Takagi-Sugeno pour la basse vitesse Vx ≤ 20 km/h.
Les variables d'entrée des observateurs Vx(t) et θv(t) pour cette simulation basse vitesse sont
tracées respectivement Figure.2.41 (a) et (b). Pour cette simulation, il y a deux régions autour de
15 s et 43 s où Vx < 10 km/h et où donc potentiellement, les modèles peuvent ne pas représenter
la réalité. Comme la vitesse est plus petite, l'angle volant nécessaire pour eﬀectuer un virage ou
un changement de voie est beaucoup plus élevé, Figure. 2.41 (b).
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Figure 2.41  Évolution de la vitesse longitudinale Vx(t) (a) et de l'angle volant θv(t) (b) en
fonction du temps pour l'enregistrement basse vitesse
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Figure 2.42  Évolution des vitesses de lacet mesurées et estimées en fonction du temps pour
l'enregistrement à basse vitesse (a) et un zoom (b)
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Les sorties des observateurs et les mesures de vitesse de lacet des capteurs sont tracées sur
la Figure 2.42. Comme attendu, le modèle linéarisé à 90 km/h n'est pas du tout représentatif
lorsque la vitesse s'éloigne des 90 km/h avec une NRMSE de 217 %. Cependant, comme pour
la simulation à haute vitesse, les deux autres combinaisons modèle/observateur permettent une
bonne représentation de la vitesse de lacet. La NRMSE pour le ﬁltrage de Kalman est de 4,8
% et pour le modèle de Takagi-Sugeno avec les observateurs de Luenberger de 4,9 %. Cela veut
donc dire que la discrétisation pour le ﬁltrage de Kalman, et l'optimisation pour le modèle
Takagi-Sugeno, sont de bonnes solutions pour résoudre le problème du théorème de Shannon à
basse vitesse.
Bilan
Aﬁn d'analyser le comportement du véhicule et de développer les fonctions de guidage latéral
et de planiﬁcation de trajectoire, plusieurs modélisations de la dynamique latérale sont présentées
dans ce chapitre. Un modèle de validation non linéaire sert de référence et est comparé à trois
modèles, à savoir : un modèle dynamique linéarisé ; un modèle linéaire en régime stationnaire ;
un modèle cinématique. Les comparaisons sont eﬀectuées à la fois dans le domaine temporel,
avec des simulations de changement de voie, et dans le domaine fréquentiel. Il apparaît alors que
le modèle linéarisé est le plus représentatif.
Les fonctions nécessaires à la conduite autonome reposent sur l'utilisation des variables de la
dynamique latérale. Or les mesures disponibles de ces variables ne sont pas toujours ﬁables. Le
chapitre compare alors plusieurs observateurs pour l'estimation de la vitesse de lacet : un modèle
linéarisé à 90 km/h avec un observateur de Luenberger, un ﬁltre de Kalman et un multimodèle
Takagi-Sugeno avec un observateur de Luenberger par sous-modèle.
Ces deux dernières méthodes ont des résultats très similaires en simulation. La grande diﬀé-
rence réside dans la manière de traiter le modèle. Le ﬁltre de Kalman nécessite une représentation
d'état avec une matrice Ak inversible à chaque instant. Le modèle Takagi-Sugeno quant à lui
a besoin de moins de calculs embarqués dans le véhicule, mais dans notre cas requiert une
optimisation importante du modèle et une analyse préliminaire de la dynamique de lacet.
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3.1. État de l'art : guidage latéral du véhicule
La conduite autonome de niveau 3 et plus nécessite un contrôle complet de la direction et du
groupe motopropulseur. La fonction d'autonomie doit ainsi être capable de donner les bonnes
entrées en angle volant et en vitesse aﬁn de réaliser les man÷uvres nécessaires dans les situations
de vie couvertes par la fonction.
Ce chapitre se concentre sur la régulation de l'angle volant pour le guidage latéral du véhicule.
D'abord, un état de l'art sur les méthodes de régulation pour le guidage latéral dans le cadre du
véhicule autonome est présenté. Puis, la méthode de conception de régulateur dans le domaine
fréquentiel est présentée. Ensuite, plusieurs types de régulateurs, PID, CRONE et multi-PID sont
calculés sur la base d'un même cahier des charges et comparés sur des simulations de changement
de voie pour des vitesses longitudinales diﬀérentes. Une méthode de multirégulation est élaborée
pour réduire la sensibilité de la régulation à la variation de vitesse qui, comme vu dans le chapitre
2, a un impact très important sur la dynamique latérale du véhicule.
Une étude est ensuite menée sur l'inﬂuence de la consigne sur la régulation latérale, et
notamment l'apport d'un point de visée à l'avant du véhicule. De nouveaux régulateurs, CRONE
et multi-PID, sont alors calculés avec une référence devant le véhicule et comparés avec les mêmes
simulations que précédemment.
Enﬁn, le multi-PID présentant les meilleurs résultats en simulation est implanté dans les
calculateurs de ADN1, testé et validé dans les cas de maintien dans la voie et de changement de
voie.
3.1 État de l'art : guidage latéral du véhicule
Les premiers prototypes de véhicules autonomes ayant vu le jour dans les années 1980, il
existe une littérature importante sur les méthodes de régulation de la direction pour le suivi
de trajectoire sans l'action du conducteur. Cette régulation consiste à déterminer l'angle volant
en fonction de l'état actuel dans lequel se trouve le véhicule et l'état dans lequel il devrait se
trouver pour suivre la trajectoire désirée.
PID
La régulation la plus simple, à savoir un simple gain sur l'erreur de sortie, est utilisée dans
[22]. Dans cette étude, le gain, dépendant de la vitesse longitudinale, est déterminé par un en-
semble de tests essai/erreur aﬁn d'avoir le comportement désiré en conduite autonome pour du
maintien dans la voie et du suivi de véhicule.
Autre régulation très populaire dans le domaine du contrôle, le PID (Proportionnel Intégral
Dérivé) [6] est aussi largement utilisé dans le cadre de la conduite autonome. En eﬀet, ce type
de régulateur a largement fait ses preuves dans l'industrie pour son rapport simplicité/eﬃcacité
de conception. Le PID combine les actions proportionnelle, intégrale et dérivée sur le signal d'er-
reur de sortie pour calculer la commande à appliquer à l'actionneur. Ces trois actions combinées
permettent de régler la stabilité, la précision et la rapidité du régulateur. Dans [147], un PID
est utilisé à bas niveau en combinaison d'un algorithme de logique ﬂoue à haut niveau pour re-
produire la conduite humaine. Le régulateur est ensuite testé sur un circuit de type urbain avec
des virages à 90◦, il est ainsi calibré pour fonctionner entre 5 et 18 km/h. Plusieurs PID peuvent
aussi être combinés. Dans [1], un PIDD sur l'oﬀset de position latérale est associé en cascade à
un P (simple gain) sur l'erreur d'angle de lacet. Ceci améliore les performances en position par
rapport aux méthodes utilisant uniquement l'erreur en position en entrée du régulateur. Dans
[123], deux boucles de régulation imbriquées sont utilisées. La première boucle régule l'erreur de
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vitesse de lacet avec un PI et la deuxième l'erreur de position avec un PID. Cette étude utilise
un modèle véhicule linéarisé avec une représentation des pneumatiques de Pacejka.
Au signal de commande calculé par le régulateur à partir de l'erreur de sortie (feedback) peut
être associé un signal de commande calculé à partir d'une perturbation externe (feedforward)
aﬁn d'avoir une action anticipatrice. Ainsi, dans [36], l'angle volant est calculé à partir d'un PID
régulant l'erreur de position et d'un gain par feedforward sur la courbure de la trajectoire pour
les environnements non structurés du DARPA Challenge.
Les études dans les situations de vie urbaines ne sont pas nombreuses. Pour la régulation de
type PID, [146] utilise deux gains sur l'erreur de position et l'erreur d'angle de lacet pour faire
circuler une voiture dans un rond-point en simulation.
La commande H∞
La commande H∞ [46] résout un problème de rejet de perturbation pour la conception d'une
commande optimale au sens mathématique, minimisant les eﬀets de la perturbation sur le com-
portement du système. La loi de commande est issue d'une minimisation de la norme de la
matrice de transfert du système augmenté.
Pour la régulation de l'angle volant en conduite autonome, [136] utilise la commande H∞
pour prendre en compte la variation de paramètres tels que la vitesse longitudinale et l'adhé-
rence de la route ou de perturbations comme les rafales de vent. La solution est ensuite validée
pour des cas de changement de voie sur autoroute. [187] ne considère pas des voitures, mais des
poids lourds. [84] utilise des algorithmes génétiques et des inégalités matricielles pour résoudre
le problème d'optimisation de la commande H∞ avec le modèle non linéaire du véhicule. La
commande est ensuite validée en simulation dans des cas de changement de voie.
La commande H∞ est aussi utilisée pour l'assistance à la conduite [152]. Dans cette étude,
le régulateur apporte du couple en plus de celui fourni par le conducteur pour permettre au
véhicule de rester dans la voie et éviter les franchissements de ligne. La méthode est validée pour
des vitesses entre 36 km/h et 72 km/h.
Dans [25], la commande H∞ est comparée à des commandes adaptatives, PID et logique
ﬂoue sur du suivi de voie en simulation. Les variations de la vitesse longitudinale, l'adhérence
de la route et les perturbations extérieures comme des rafales de vent sont ajoutées aux simu-
lations pour comparer les régulateurs. Il est à noter que ces paramètres restent ﬁxes pendant
la simulation. Il en ressort que le PID est la solution avec la plus grande erreur en sortie. H∞
et le contrôleur ﬂou ont des performances équivalentes, mais inférieures à celles du régulateur
adaptatif.
La commande par mode glissant
La commande par mode glissant [51] est une commande développée dans le but de répondre
aux incertitudes et variations des paramètres du procédé, mais aussi aux perturbations externes.
Elle s'applique aux systèmes linéaires et non linéaires. Le principe de cette régulation est de for-
cer la dynamique du système à atteindre un état tout en suivant une trajectoire sur une surface
de glissement. Cette surface de glissement est créée à partir de commutation de fonctions des
variables d'état du système.
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L'étude [73] se base sur de la régulation par mode glissant pour améliorer les performances
d'un ESP. Dans [77], la commande par mode glissant régule la vitesse de lacet pour faire du
changement de voie à vitesse constante pour des vitesses entre 15 km/h et 110 km/h. [172] se base
sur une commande par mode glissant d'ordre supérieur pour éviter les phénomènes d'oscillation
liés aux commutations introduites par cette méthode de régulation. L'erreur en position est
utilisée pour calculer l'angle volant. La commande, validée par des expérimentations sur un
circuit avec vitesse longitudinale variable entre 18 et 90 km/h, est robuste aux incertitudes
paramétriques et aux non-linéarités du modèle du véhicule.
La commande prédictive
La commande prédictive, plus communément appelée MPC pour Model Predictive Control ,
se base sur un modèle d'évolution dynamique du procédé pour anticiper ses futurs états. Cette
connaissance des futurs états est utilisée pour calculer la consigne optimale à appliquer à l'ac-
tionneur. L'avantage de la commande prédictive est qu'elle résout à chaque instant un problème
d'optimisation tenant compte des limitations des actionneurs et conduisant ainsi à une com-
mande plus souple. Cependant, en cas de modèle complexe, le problème d'optimisation peut
conduire à des temps de calcul conséquents.
Dans [56], plusieurs MPC utilisant en entrée les erreurs d'angle de lacet, de vitesse de lacet et
de position sont comparés en fonction du modèle interne. Un modèle non linéaire et un modèle
linéaire sont testés pour faire du changement de voie avec les paramètres d'adhérence et de vitesse
pouvant varier. La complexité calculatoire avec le MPC à modèle non linéaire est beaucoup plus
importante qu'avec le modèle linéaire. Ce même type de comparaison est mené dans [10], là
aussi montrant des temps de calcul supérieurs de plusieurs ordres pour le modèle non linéaire.
Avec [196], une commande MPC est développée pour la navigation et l'évitement d'obstacles
dans un environnement non structuré. Le problème de coût minimise l'erreur de position et
la consommation d'énergie. La commande prédictive est utilisée en intersection dans [102]. La
méthode présentée utilise aussi le MPC comme générateur de trajectoire. Enﬁn dans [7], une
régulation simultanée des dynamiques longitudinales et latérales par MPC est développée. La
méthode est validée en simulation sur un échangeur en sortie d'autoroute.
Les réseaux de neurones
Avec l'amélioration de la puissance de calcul des ordinateurs et des cartes graphiques, d'autres
méthodes de régulation commencent à émerger pour la conduite autonome : l'apprentissage au-
tomatique par réseaux de neurones.
Les réseaux de neurones [71] sont des structures permettant de reproduire le comportement
entrée/sortie de n'importe quel modèle non linéaire. Ils sont notamment très utilisés pour le trai-
tement d'images. Ainsi, la société de construction de carte graphique NVIDIA [14] a développé
un algorithme end-to-end qui, à partir d'une simple image d'une caméra frontale, détermine
directement l'angle volant à appliquer pour rester dans une voie. L'entraînement du réseau a
nécessité un peu moins de 100 heures d'enregistrement vidéo.
Les méthodes d'apprentissage par renforcement sont aussi utilisées pour la conduite auto-
nome. Le principe de ces méthodes est d'apprendre des lois de comportement par essai/erreur
en attribuant des récompenses si le système a un  bon  comportement et des pénalités s'il
commet des erreurs. Dans [138], la méthode est utilisée sur un circuit pour du suivi de voie. Le
principal inconvénient de cette méthode est la déﬁnition des fonctions de récompenses qui vont
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conditionner le comportement du véhicule.
L'inconvénient des méthodes par réseaux de neurones est qu'il n'est pour l'instant pas possible
de déterminer si les modèles entraînés sont sûrs. Il est compliqué d'assurer la  safety  du
véhicule avec de telles méthodes.
3.2 La conception de régulateurs PID et CRONE dans le do-
maine fréquentiel
Dans ce chapitre, les régulateurs de type PID et CRONE sont largement utilisés. Le calcul
de ces régulateurs dans le domaine fréquentiel est présenté ici et utilise les outils de l'Annexe
A. Cette annexe fait aussi état des méthodes utilisées pour l'analyse fréquentielle du système
bouclé.
3.2.1 Le PID
Le régulateur Proportionel-Intégrateur-Dérivateur, ou PID, est le régulateur le plus utilisé
dans l'industrie en raison de sa simplicité et son eﬃcacité. Un régulateur PID est composé de
3 cellules : proportionnelle, intégrale, dérivée. La paramétrisation de ces trois cellules permet
d'inﬂuencer les performances recherchées de la boucle fermée : rapidité, précision, stabilité. Aug-
menter la partie P augmente la précision et la rapidité, mais diminue la stabilité. L'augmentation
de la partie intégrale I diminue la stabilité et la rapidité, mais augmente la précision. La partie
I a comme propriété fondamentale de rendre l'erreur statique nulle et est donc quasi systémati-
quement présente. Enﬁn, la cellule D augmente la stabilité et diminue la rapidité. En pratique,
la cellule D peut aussi augmenter le bruit de mesure et la forme PI (sans dérivée) du régulateur
PID est souvent préférée.
À partir d'un cahier des charges donnant la rapidité du système bouclé désirée par l'inter-
médiaire de la fréquence au gain unité, ωu et la stabilité désirée par la marge de phase MΦ, les
équations pour trouver les paramètres du régulateur sont décrites ci-dessous.
Le PID est de la forme :
C(s) = C0
(
1 + s/ωi
s/ωi
)(
1 + s/ω1
1 + s/ω2
)
, (3.1)
où C0 est un gain, ωi est la fréquence transitionnelle déﬁnie usuellement par ωi = ωu/10, ω1 et
ω2 sont les pulsations transitionnelles du régulateur à avance ou retard de phase. Sachant que
la fonction de transfert en boucle ouverte, pour la régulation du procédé H(s), s'écrit :
β(jω) = C(jω)H(jω), (3.2)
les pulsations ω1 et ω2 sont calculées de sorte à respecter la marge de phase MΦ désirée dont
l'expression est donnée par :
MΦ = arg
(
β(jωu)
)
+ pi, (3.3)
avec
arg
(
β(jωu)
)
= arg
(
C(jωu)H(jωu)
)
= arg
(
C(jωu)
)
+ arg
(
H(jωu)
)
. (3.4)
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L'avance de phase φm apportée par la cellule à avance de phase du PID à la fréquence centrale
ωm =
√
ω1ω2 peut s'exprimer en fonction de la marge de phase par la relation :
φm = MΦ − pi
2
− arg
(
H(jωu)
)
− atan
(ωu
ωi
)
, (3.5)
avec ωu = ωm.
Sachant que
α =
1 + sinφm
1− sinφm , (3.6)
ω1 et ω2 s'écrivent :
ω1 = ωu
√
α, ω2 = ωu/
√
α. (3.7)
Enﬁn, le gain C0 est obtenu à partir de la relation :∣∣∣β(jωu)∣∣∣ = ∣∣∣C(jωu)H(jωu)∣∣∣ = 1. (3.8)
3.2.2 La commande CRONE
La commande CRONE (Commande Robuste d'Ordre Non Entier) est un régulateur robuste
pour les systèmes à paramètres incertains ou perturbés. La synthèse du régulateur se fait ex-
clusivement dans le domaine fréquentiel en déterminant la fonction de transfert de la boucle
ouverte grâce à des dérivées ou intégrations d'ordre non entier. Depuis le début de la commande
CRONE dans les années 1980, trois générations de commande CRONE ont été développées
[140, 142, 141].
Commande CRONE : première génération
L'avantage de la commande CRONE par rapport à d'autres méthodes de régulation est que
les incertitudes et/ou perturbations sont prises en compte sans distinction de nature, qu'elles
soient liées à la structure du système ou totalement extérieures. En eﬀet, l'idée derrière la com-
mande CRONE est que, pour rendre robuste le degré de stabilité de la commande face aux
variations paramétriques du procédé, il faut réduire les variations de marge de phase.
Ainsi, la première génération de commande CRONE est un régulateur à phase constante
autour de la fréquence au gain unité en boucle ouverte ωu sur un intervalle de fréquence [ωa, ωb].
Par conséquent, si autour de ωu la phase du procédé est constante et la variation paramétrique
du procédé n'inﬂuence pas la phase, le régulateur CRONE assure la robustesse de la marge de
phase. Ce régulateur s'écrit à partir d'une cellule dérivée d'ordre non entier m :
C1GF (s) = C0
 1 +
s
ωL
1 +
s
ωH

m
, (3.9)
avec C0, ωL, ωH ,m ∈ R+ et ωL < ωa, ωH > ωb.
Pour l'intégration numérique d'une commande CRONE, il convient de rationaliser la forme
fractionnaire (3.9) par une distribution récursive de pôles et de zéros réels :
C1GR(s) = C0
N∏
i=1
1 +
s
ω′i
1 +
s
ωi
, (3.10)
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avec N ∈ N le nombre de pôles et zéros, ω′i ∈ R les zéros et ωi ∈ R les pôles.
Le calcul des pôles et des zéros utilise les relations [142] :
ω′i+1
ω′i
=
ωi+1
ωi
= αη > 1, (3.11)
ωi
ω′i
= α et
ω′i+1
ωi
= η, (3.12)
αη =
(
ωH
ωL
)1/N
, (3.13)
α = (αη)n et η = (αη)1−n , (3.14)
ω′1 = ωLη
1/2 et ωN = ωHη
−1/2. (3.15)
Généralement, les paramètres ωi et ω′i peuvent être calculés en ﬁxant une valeur pour N qui
assure αη ≈ 5.
La Figure 3.1 présente de manière schématique, les diagrammes de Bode asymptotiques des
réponses fréquentielles des régulateurs CRONE fractionnaire et rationnel de première généra-
tion. La succession de zéros ω′i et de pôles ωi conduit à une pente de m20 dB/décade et une
phase constante de npi/2 entre ωa et ωb.
ω ωHω1ω1' ω2' ωN
0.5log(η)
log(η)
0.5log(η)
log(α)
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 |C (jω)|dB
 |C (jω)|dB
0° 
90° 
m90° 
 arg(C (jω))
arg(C (jω))
log(ω)
ωA ωB
og(ω)
ω ωωω ' ω2' ωN
Figure 3.1  Diagrammes de Bode des régulateurs CRONE rationnel et fractionnaire de pre-
mière génération d'ordre m
Pour garantir une erreur statique nulle en cas de perturbations extérieures et limiter l'eﬀort
apporté par la commande, un intégrateur d'ordre mi et un ﬁltre passe-bas d'ordre mh peuvent
être ajoutés :
C1GF (s) = C0
(ωI
s
+ 1
)mi 1 +
s
ωL
1 +
s
ωH

m
1(
1 +
s
ωF
)mh , (3.16)
avec mi,mf ∈ N et ωI , ωF ∈ R.
94
3.2. La conception de régulateurs PID et CRONE dans le domaine fréquentiel
Commande CRONE : deuxième génération
Le problème de la première génération de la commande CRONE est que, compte tenu des
exigences des actionneurs et du cahier des charges, il n'est pas toujours possible d'avoir une phase
constante à la fréquence au gain unité ωu désirée. La commande CRONE de deuxième génération
est adaptée pour les procédés dont les variations paramétriques ont une inﬂuence uniquement sur
le gain autour ωu et dont la phase est non constante autour de cette même fréquence. Dans le cas
de ces procédés, c'est le régulateur qui va devoir compenser la variation de la phase autour de ωu.
L'idée de la seconde génération de la commande CRONE est alors de directement mettre en
forme la fonction de transfert en boucle ouverte ( loop shaping ) puis d'en déduire le régulateur
à partir de la fonction de transfert du système qui est connue. La boucle ouverte calculée par la
commande CRONE de deuxième génération présente un gabarit vertical dans le diagramme de
Nichols, assurant la robustesse aux variations de gain, de la marge de phase et des facteurs de
résonance et d'amortissement. La fonction de transfert de la boucle ouverte β(s) entre ωa et ωb
est déﬁnie par un intégrateur non entier d'ordre n ∈ R :
β2G(s) =
(ωu
s
)n
. (3.17)
Le lieu de la fonction de transfert est tracé sur la Figure 3.2.
Figure 3.2  Diagramme de Black-Nichols de la boucle ouverte pour une commande CRONE
de deuxième génération
Comme pour la commande de première génération, un intégrateur d'ordre nl et un ﬁltre
passe-bas d'ordre nh sont rajoutés à la boucle ouverte pour garantir précision et rejet de per-
turbations. Ainsi, la fonction de transfert de la boucle ouverte s'écrit :
β2G(s) = β0
(ωL
s
+ 1
)nl1 +
s
ωH
1 +
s
ωL

n
1(
1 +
s
ωH
)nh , (3.18)
avec ωL et ωH les fréquences transitionnelles basse et haute fréquence au voisinage de ωu, β0 le
gain de la boucle ouverte, et n l'ordre de la commande compris entre 1 et 2.
Pour avoir le comportement asymptotique non entier sur tout l'intervalle [ωa, ωb], il faut
laisser une décade entre ωL et ωa et entre ωH et ωb [140] :{
ωL = ωa/10
ωH = 10ωb.
(3.19)
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D'autre part, pour respecter la robustesse du degré de stabilité, il faut imposer ωa ≤ ωu ≤ ωb.
Les diagrammes de Bode asymptotique de la boucle ouverte sont tracés sur la Figure 3.3
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-nh90° 
-nl90° 
0 dB
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-n  20 dB/décade
-n  20 dB/décade
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H
BAL H
h
l
Figure 3.3  Diagramme de Bode de la boucle ouverte de la commande CRONE de deuxième
génération
Commande CRONE : troisième génération
Dans les cas où les variations paramétriques du procédé entraînent plus qu'un déplacement
vertical du lieu de la fonction de transfert en boucle ouverte dans le diagramme de Black-Nichols,
la commande CRONE de deuxième génération ne suﬃt plus. Des domaines d'incertitude existent
donc autour du gabarit vertical et il s'agit de trouver une méthode pour les limiter. La troisième
génération de la commande CRONE propose d'incliner la droite du gabarit en utilisant une
fonction de transfert en boucle ouverte qui est la partie réelle d'un intégrateur d'ordre non
entier complexe, et non plus réel comme dans la deuxième génération. La nouvelle fonction de
transfert, avec un gabarit généralisé, s'écrit donc :
β3G(s) = Re/i
(ωu
s
)n
, (3.20)
avec n = a+ ib ∈ C.
Figure 3.4  Gabarit généralisé d'une commande CRONE de troisième génération dans le
diagramme de Black
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La partie réelle de l'ordre non entier complexe détermine la position en phase du gabarit
dans le lieu de Black et la partie imaginaire détermine son inclinaison par rapport à la verticale,
Figure 3.4.
Le fait de pouvoir incliner le gabarit généralisé donne une inﬁnité de solutions dans le choix
du gabarit pour un même contour à isogain Qr0 à tangenter par le lieu de la boucle ouverte. Le
principe de la commande CRONE de troisième génération est d'optimiser ce gabarit généralisé de
manière à limiter au maximum les variations du facteur de résonance Qr suivant les incertitudes
paramétriques du procédé ou des perturbations. Comme pour la commande CRONE de deuxième
génération, la fonction de transfert d'ordre non entier de la boucle ouverte est déﬁnie sur une
certaine plage de fréquence et la boucle ouverte complète s'écrit :
β3G = βL(s)βm(s)βH(s), (3.21)
avec βm(s) un ensemble de modèles généralisés tel que :
βm(s) =
N+∏
k=−N−
C
sign(bk)
k
αk 1 +
s
ωk+1
1 +
s
ωk

ak
Re/i

αk 1 +
s
ωk+1
1 +
s
ωk

ibk


−qksign(bk)
, (3.22)
avec
αk =
(
ωk+1
ωk
)1/2
pour k 6= 0 et α0 =

1 +
(
ωr
ω0
)2
1 +
(
ωr
ω1
)2

1/2
, (3.23)
et
βL(s) = CL
(ωN−
s
+ 1
)nl
et βH(s) = CH
(
s
ωN+
+ 1
)−nh
, (3.24)
sachant N+, N−, qk ∈ N ; ωr, ωk, αk, Ck, CL, CH , ak, bk ∈ R.
Dans la mesure où l'on cherche à minimiser les variations du facteur d'amortissement, Figure
3.5, le critère permettant de trouver les paramètres de la boucle ouverte limitant ces variations
s'écrit :
J = (Qr0 −Qrmin)2 + (Qrmax −Qr0)2 , (3.25)
avec Qr0 le facteur de résonance désiré pour les paramètres nominaux du procédé et Qrmin et
Qrmax les facteurs de résonance minimum et maximum tangentés par les domaines d'incertitude.
En plus du critère sur le facteur de résonance, des critères sur les limites hautes et basses
des fonctions de sensibilité sont ajoutés de sorte que :
min|T (jω)| ≥ Tmin
max|T (jω)| ≤ Tmax
max|S(jω)| ≤ Smax
max|CS(jω)| ≤ CSmax
max|GS(jω)| ≤ GSmax.
(3.26)
En pratique, une commande CRONE de troisième génération est générée à partir d'une
toolbox sur Matlab. Cette toolbox permet de visualiser les domaines d'incertitude et comment
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Figure 3.5  Inﬂuence du gabarit généralisé sur les domaines d'incertitude
ceux-ci bougent en fonction des paramètres de la boucle ouverte. Une fois que tous les critères de
la boucle ouverte sont respectés, un placement graphique de couples pôle/zéro permet d'estimer
la forme rationnelle de la boucle ouverte et donc du régulateur. Ce placement graphique permet
de déﬁnir les paramètres initiaux utilisés ensuite lors d'une procédure d'optimisation eﬀectuée
par la toolbox de manière à ce que la forme fractionnaire de la boucle ouverte se rapproche le
plus possible de la forme rationnelle.
3.3 Régulation latérale par PID
Dans cette section, un PID classique, largement employé dans l'industrie, est utilisé pour
réguler la position latérale YG(t) du véhicule. La commande utilisée est l'angle volant θv(t),
appliqué par la DAE (Direction Assistée Électrique). Dans toute la suite de l'étude, on suppose
que la dynamique de la boucle de commande interne de la DAE est suﬃsamment rapide pour
suivre précisément la commande en angle volant désirée pour le guidage latéral. Le schéma de
synthèse pour le calcul du régulateur est présenté en Figure 3.6.
Figure 3.6  Schéma de synthèse pour le calcul de la régulation latérale par PID simple
Sur la Figure 3.6, Ymes(t) est la position latérale YG(t) mesurée, Bm(t) représente le bruit
de mesure et dy(t) est l'équivalent en déplacement d'une perturbation en sortie résultant d'une
rafale de vent f0y(t). G(s) est la fonction de transfert YG(s)/Θv(s) et CV xi(s) est le PID calculé
au point de fonctionnement avec une vitesse longitudinale Vxi. Le véhicule, et donc sa repré-
sentation fréquentielle, est soumis à des paramètres incertains pouvant varier. Ces paramètres
incluent : la vitesse longitudinale, l'adhérence de la route, la masse du véhicule et tous les para-
mètres qui dépendent de cette dernière.
Le PID est calculé pour une vitesse nominale Vx = 90 km/h. Pour ce régulateur, et pour tous
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ceux qui sont calculés par la suite, le cahier des charges retenu correspondant aux spéciﬁcités
des actionneurs des prototypes est le suivant :
• Pulsation au gain unité ωu = 3 rad/s
• Marge de phase MΦ = 60◦.
En utilisant la fonction de transfert du modèle linéaire G(2)L (s) décrite au paragraphe 2.1.4
et en utilisant les équations (3.2) à (3.8) pour le calcul du PID. CVxi est de la forme (3.1) avec
les valeurs numériques de la Table 3.1.
C0 = 0,0752 rad/m
ωi = 0,3 rad/s
ω1 = 0,2036 rad/s
ω2 = 44,20 rad/s
Table 3.1  Valeurs numériques des paramètres du PID
Les diagrammes de Bode et de Nichols de la boucle ouverte sont tracés sur les Figures 3.7
(a) et (b).
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Figure 3.7  Réponses fréquentielles de la boucle ouverte dans les diagrammes de Bode (a) et
de Black-Nichols (b) pour le PID simple
Sur le diagramme de Bode en amplitude de la boucle ouverte, une grande variation de la pul-
sation au gain unité peut être observée, celle-ci variant entre 0, 035 rad/s à 1 km/h et 4, 11 rad/s
pour 130 km/h. Le système bouclé risque donc de ne pas être assez rapide à basse vitesse. Le
diagramme de Nichols montre même que le système est instable pour des vitesses longitudinales
inférieures à 10 km/h. De plus, pour les vitesses supérieures à 90km/h, plus Vx augmente et
plus les valeurs des contours d'amplitude tangentés par les courbes sont importantes provoquant
ainsi une diminution du degré de stabilité.
Les fonctions de sensibilité, décrites en Annexe A, sont tracées sur la Figure 3.8.
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Figure 3.8  Fonctions de sensibilité pour le PID simple
Le tracé de la fonction de sensibilité complémentaire T (s) indique qu'il existe un facteur de
résonance plus important à basse vitesse. Plus la vitesse diminue et plus le système bouclé est
sensible à l'entrée (CS(s)) mais moins sensible aux perturbations en entrée GS(s).
Le comportement du PID est ensuite analysé dans le domaine temporel. En entrée, la tra-
jectoire de référence YGref est celle d'un changement de voie, débutant à 1 s et durant 5 s pour
ainsi atteindre YGref = 3, 5 m à t = 6 s. Ce changement de voie est eﬀectué pour des vitesses
longitudinales ﬁxes entre 10 km/h et 130 km/h. Pour toutes les simulations temporelles de ce
chapitre, le modèle véhicule utilisé pour le système bouclé est le modèle de validation non linéaire.
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Figure 3.9  Évolution de la position latérale du centre de gravité YG(t) (a) et l'erreur de
position par rapport à la référence YGref (t) (b)
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Comme observé sur les ﬁgures fréquentielles, le comportement du système bouclé est plus
lent à basse vitesse et instable à très basse vitesse, Figure 3.9 (a). Plus la vitesse augmente et
plus l'erreur en position diminue, Figure 3.9 (b), avec une erreur relative maximale de 16 % pour
Vx = 50 km/h et de 4,6 % pour Vx = 130 km/h.
Les trajectoires des changements de voie, c'est-à-dire la position latérale en fonction de la
position longitudinale, sont tracées sur la Figure 3.10 (a), avec la position latérale de référence en
pointillés et la position latérale de sortie en trait plein. Cette ﬁgure permet de mieux apprécier
la latence et le dépassement du changement de voie à basse vitesse. La sortie du régulateur, qui
est ici la commande en angle volant envoyé à la direction est tracée sur la Figure 3.10 (b).
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Figure 3.10  Trajectoires de références et trajectoires réelles du véhicule pour les diﬀérentes
vitesses (a) et évolution de l'angle volant θ(t)v(b)
Le fait que la valeur des contours d'amplitude tangentés par la boucle ouverte avec le PID
augmente après 90 km/h s'évalue ici sur la vitesse de lacet et l'accélération latérale. En eﬀet,
la diminution du degré de stabilité évoquée précédemment sur les diagrammes de Nichols se
traduit ici par des oscillations à la ﬁn de la man÷uvre de dépassement, Figure 3.11 (a) et (b).
L'accélération latérale étant inférieure à 1 m.s−2, Figure 3.11 (b), pour toutes les simulations
avec le PID, celles-ci sont bien représentatives de changements de voie réels.
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Figure 3.11  Évolution de la vitesse de lacet Ψ˙(t) (a) et de l'accélération latérale Γt(t) pour
les diﬀérentes vitesses (b)
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Remarque. Peu importe la vitesse choisie pour le point de fonctionnement ou la marge de
phase utilisée pour le réglage du PID, il y aura toujours des cas d'instabilité. Lorsque le point
de fonctionnement est à vitesse faible, il existe aussi des problèmes d'instabilité. En eﬀet, étant
donné la variation de phase de G(s) à ωu, un PID réglé à basse vitesse a tendance à apporter
du retard de phase à ωu alors que le procédé à haute vitesse a besoin que le régulateur apporte
de l'avance de phase à la fréquence au gain unité désirée pour pouvoir répondre au cahier des
charges.
La méthode de base étant inappropriée pour le cas d'étude présenté ici, il faut trouver une
autre méthode de régulation permettant d'assurer la stabilité du système bouclé, quelle que soit
la vitesse longitudinale Vx du véhicule.
3.4 Régulation latérale par CRONE de 3ème génération
À la section 3.2.2, nous avons présenté la régulation fractionnaire CRONE. La troisième
génération de la commande CRONE est adaptée à la régulation de procédés dont les variations
paramétriques entraînent des variations de phase et de gain à la fréquence au gain unité dési-
rée. La variation de la vitesse longitudinale ayant un impact important sur le procédé considéré
G
(2)
L (s), Figure 2.27, la troisième génération de la commande CRONE est donc appropriée pour
la régulation de la dynamique latérale du véhicule.
La commande CRONE de troisième génération est générée à l'aide de la CRONE Control
Toolbox sur Matlab/Simulink. En entrée, la toolbox reçoit le procédé avec plusieurs jeux de
paramètres, ici c'est la fonction de transfert G(2)L (s) pour les vitesses tracées sur la Figure 2.27.
Sont aussi indiqués le procédé nominal, Vx0 = 90 km/h et les extrémaux, Vx0 = 1 km/h et
Vx0 = 130 km/h.
Il faut ensuite, à l'aide de l'interface graphique de la toolbox, choisir les paramètres de la
fonction de transfert de la boucle ouverte du procédé nominal pour éloigner les domaines d'incer-
titude du point critique et respecter le cahier des charges. La Figure 3.12 (a) montre un exemple
de paramétrage de la boucle ouverte. La réponse fréquentielle en rouge représente le procédé
nominal à 90 km/h et les zones vertes représentent les domaines d'incertitudes. La Figure 3.12
(b) est le paramétrage optimal.
Une fois la boucle ouverte calibrée, il faut déterminer, à partir de la forme fractionnaire de la
boucle ouverte, sa forme rationnelle. Cette étape se fait aussi à partir d'une interface graphique
de la toolbox pour positionner des pôles et des zéros aﬁn de faire correspondre une fonction de
transfert rationnelle à celle fractionnaire, Figure 3.13.
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(a) (b)
Figure 3.12  Exemples de paramétrages de la boucle ouverte de la commande CRONE de
troisième génération dans la toolbox CRONE
Figure 3.13  Placement de pôles et de zéros dans la toolbox CRONE pour trouver la fonction
de transfert rationnelle de la boucle ouverte
Finalement, la commande CRONE de troisième génération pour le contrôle latéral du véhi-
cule est de la forme :
CRONE3G(s) =
C0
s
9∏
k=1
(
1 + s/ωk
1 + s/ω′k
)
, (3.27)
dont les valeurs numériques ﬁgurent dans la Table 3.2. Comparé au PID, l'ordre du régulateur
est beaucoup plus grand, passant de l'ordre 2 à l'ordre 10.
Il est maintenant possible d'analyser la boucle ouverte dans le domaine fréquentiel à partir des
tracés des réponses fréquentielles dans les diagrammes de Bode, Figure 3.14 (a), et le diagramme
de Black-Nichols 3.14 (b).
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C0 (s
−1.m−1) 3.311 10−5
k 1 2 3 4 5 6 7 8 9
ωk (rad/s) 8,18 10−4 6,22 10−3 0,057 0,344 3,55 3,61 4,62 19,6 56,5
ω′k (rad/s) 0,0185 0,183 1,11 8,41 8,41 9,36 34 34 109
Table 3.2  Valeurs numériques des paramètres du régulateur CRONE de troisième génération
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Figure 3.14  Réponses fréquentielles de la boucle ouverte dans les diagrammes de Bode (a)
et de Black-Nichols (b) pour la commande CRONE de 3ème génération
Le fait de pouvoir orienter les domaines d'incertitude, et de les visualiser à l'aide de la tool-
box, permet de trouver des paramètres de boucle ouverte garantissant la stabilité du système
régulé à toutes les vitesses. Cependant, la commande CRONE introduit une variation de la fré-
quence au gain unité en fonction de la vitesse encore plus grande qu'avec le PID : à 1 km/h,
ωu = 0, 011 rad/s et à 130 km/h, ωu = 6, 03 rad/s. Les contours d'amplitude de l'abaque de
Nichols tangentés par les réponses fréquentielles de la boucle ouverte sont aussi plus grands à
grande vitesse avec le CRONE qu'avec le PID. Le système bouclé présente donc un plus petit
degré de stabilité à grande vitesse avec le CRONE qu'avec le PID mais est globalement plus
précis avec la commande CRONE.
Toujours dans le domaine fréquentiel, les fonctions de sensibilités sont tracées Figure 3.15.
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Figure 3.15  Fonctions de sensibilité pour la commande CRONE de 3ème génération
Par rapport au PID, les résonances de la fonction de sensibilité complémentaire T (s) avec
le CRONE entre 10 km/h et 30 km/h disparaissent. Cependant, la résonance augmente à haute
vitesse et très basse vitesse. Les fonctions de sensibilité S(s) et GS(s) indiquent quant à elles
que la régulation avec la commande CRONE est plus sensible qu'avec le PID à basse fréquence
et que le PID rejette mieux les perturbations en entrée, toujours à basse fréquence.
Pour comparer le PID et la commande CRONE dans le domaine temporel, la même simula-
tion de changement de voie qu'avec le PID est utilisée.
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Figure 3.16  Évolution de la position latérale du centre de gravité YG(t) (a) et l'erreur de
position par rapport à la référence YGref (t) (b)
Comme observé sur les ﬁgures des réponses fréquentielles de la boucle ouverte, la commande
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CRONE garantit la stabilité à toutes les vitesses Vx0. Par rapport au PID, l'erreur en position
est plus faible pour toutes les vitesses (Figure 3.16 (b)). Par contre, comme pour le PID, à basse
vitesse le système est trop lent, conduisant à des dépassements supérieurs à 50 cm. Plus la vitesse
augmente et plus ces dépassements sont faibles.
0 50 100 150 200
0
1
2
3
4
5
Trajectoire de référence (--) et de sortie (-)
10 km/h
30 km/h
50 km/h
70 km/h
90 km/h
110 km/h
130 km/h
0 5 10 15
t (s)
-40
-20
0
20
40
60
80
Evolution de l'angle volant
10 km/h
30 km/h
50 km/h
70 km/h
90 km/h
110 km/h
130 km/h
(a) (b)
Figure 3.17  Trajectoires de références et trajectoires réelles du véhicule pour les diﬀérentes
vitesses (a) et évolution de l'angle volant θv(t) (b)
Le fait que la boucle ouverte tangente des contours d'amplitude plus grands à haute vitesse
dans le domaine fréquentiel conduit à des oscillations de l'angle volant, Figure 3.17 (b), de la
vitesse de lacet, Figure 3.18 (a), et de l'accélération latérale, Figure 3.18 (b), dans le domaine
temporel.
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Figure 3.18  Évolution de la vitesse de lacet Ψ˙(t) (a) et de l'accélération latérale Γt(t) pour
les diﬀérentes vitesses (b)
La commande CRONE est plus adaptée que le PID pour la régulation de la dynamique la-
térale. Elle garantit la stabilité pour toute vitesse Vx0. Cependant, la grande variation du gain
et de la phase de procédé par rapport à la vitesse à la fréquence au gain unité ne permet pas
de trouver des paramètres de la boucle ouverte de la commande CRONE de 3ème génération
respectant le cahier des charges à toutes les vitesses.
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La vitesse étant une variable mesurable, c'est d'ailleurs une des mesures les plus ﬁables à
bord du véhicule, il apparaît opportun de développer une méthode de régulation tenant compte
de la mesure de la vitesse longitudinale à chaque instant.
3.5 Approche multirégulateur
Lorsque le procédé à contrôler est complexe et que sa dynamique varie au cours du temps,
un PID seul peut ne pas garantir les performances désirées et respecter le cahier des charges
dans certaines conﬁgurations du système.
Une vue d'ensemble des méthodes est présentée dans [113]. Les problèmes de ces méthodes
sont de trouver les points de fonctionnement où linéariser les modèles pour faire le calcul des
régulateurs et de trouver comment combiner les régulateurs calculés. Dans la plupart des études,
comme dans [40], les points de fonctionnement sont choisis manuellement. Il existe une méthode
émergente, appelée  gap metric  en anglais, qui permet de calculer les points de fonctionne-
ment [174]. Comme indiqué dans [48], les deux méthodes d'interpolation des régulateurs sont des
switchs ou des poids avec des fonctions gaussiennes, trapézoïdales ou bayésiennes. Dans [44] par
exemple, les gains des composantes P, I et D du régulateur sont calculés utilisant des résultats
expérimentaux pour 3 vitesses, puis interpolés.
D'autres recherches ont déjà utilisé le principe de multirégulation pour le contrôle de la di-
rection. Dans [9], une commande par retour d'état avec multirégulateur est présentée. Chaque
régulateur est calculé par une minimisation de fonction de Lyapunov quadratique en utilisant des
inégalités matricielles. Un switch sélectionne le régulateur en fonction d'une estimation de l'angle
de dérive des pneumatiques. Les switchs peuvent être évités grâce à une approche Takagi-Sugeno
pour le calcul du régulateur [121]. Les sous-systèmes sont fonction de la rigidité de dérive des
pneumatiques et les régulateurs sont aussi calculés avec des inégalités matricielles. Cependant,
ces recherches sur la multirégulation ne traitent pas de la variation de la vitesse longitudinale.
Même si des contraintes peuvent être ajoutées aux problèmes d'optimisation présentés, il survient
souvent des problèmes de résolution numérique. Et même si une solution est trouvée, la com-
plexité du problème rend la compréhension des eﬀets de chaque paramètre du régulateur diﬃcile.
La méthode présentée ici utilise plusieurs régulateurs, pas spéciﬁquement de type PID, cal-
culés pour des points de fonctionnement diﬀérents et pondérés par des variables d'activation.
Dans la littérature, il n'existe pas de méthode explicite pour choisir les points de fonctionnement
de telles structures de régulation. Dans la plupart des cas, ces points sont choisis de manière
empirique.
Pour cette méthode, le procédé à réguler s'écrit avec une représentation d'état de type :{
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t)
y(t) = Cx(t),
(3.28)
avec x(t) le vecteur d'état, u(t) la commande en entrée, y(t) la sortie et A(ξ(t)), B(ξ(t)), C sont
les matrices d'état. Ces deux premières matrices dépendent d'un paramètre ξ(t) variant dans le
temps et mesurable conduisant à un système LPV.
Le paramètre ξ est considéré borné et pouvant varier sur un intervalle [ξmin, ξmax]. L'ob-
jectif du multirégulateur est de réguler le système sur toute cette plage de variation. ξ est par
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conséquent utilisé pour le choix des points de fonctionnement et des fonctions de pondération
de chaque régulateur.
Le multirégulateur pondéré s'écrit
C(s) =
Nop∑
i=1
wi(ξ)Ci(s), (3.29)
avec Nop le nombre de points de fonctionnement et wi les fonctions de pondération. Pour la
régulation d'un procédé modélisé par une fonction de transfert G(s), le schéma bloc de la mul-
tirégulation se présente alors comme sur la Figure 3.19
C1(s) .G(s)+ -
C Nop(s)
w1 +
wNop
...
...
Paramètres incertains
Multi PID
+
+
yref
ymes
u y
Dy
Bm
Figure 3.19  Schéma bloc de la multirégulation
La diﬃculté concernant le choix des points de fonctionnement est de déterminer :
• Nop : le nombre de points de fonctionnement,
• ξi : la valeur du paramètre variant au ieme point de fonctionnement, avec i ∈ N tel que
i ∈ [[1;Nop]].
Une méthode intuitive pour choisir les valeurs de ξi est de diviser l'intervalle [ξmin, ξmax] en
Nop − 1 sous-intervalles de même taille de sorte que ∀i ∈ [[1;Nop − 1]] :
ξi+1 − ξi = Varξ, (3.30)
avec Varξ la variation de ξ entre deux points de fonctionnement.
Cependant, ξ n'a pas forcément une inﬂuence linéaire sur la dynamique du système et cette
méthode ne donne pas Nop qui doit toujours être choisi manuellement.
Pour trouver les points de fonctionnement, la méthode développée dans cette thèse utilise la
variation de la phase du procédé à la fréquence au gain unité en fonction de ξ. De cette manière,
Nop et ξi sont choisis de sorte qu'entre deux points de fonctionnement consécutifs ξi et ξi+1 la
phase du procédé G(s) varie de Varφ :∣∣∣arg (G(jωu)|ξi+1)− arg (G(jωu)|ξi)∣∣∣ = Varφ. (3.31)
La paramétrisation de Varφ au lieu de Nop et Varξ permet de trouver un nombre de points
de fonctionnement avec une distribution plus optimale. Varφ est choisi en faisant un compromis
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entre robustesse, performance et nombre de sous systèmes. La valeur empirique choisie dans le
cas pratique de la régulation latérale est Varφ = 15◦.
Une fois les ξi identiﬁés, les régulateurs Ci(s) sont calculés en chaque point de fonctionnement.
Comme énoncé précédemment, chaque régulateur est activé en utilisant des pondérations.
Aﬁn de conserver la continuité entre les activations des régulateurs ξi, des fonctions sigmoïdes
sont utilisées comme fonctions d'activation des régulateurs. Une sigmoïde fκ(x), avec x ∈ R,
κ ∈ R, s'écrit :
fκ(x) =
1
1 + e−κx
. (3.32)
Les pondérations wi des régulateurs correspondant au point de fonctionnement à ξi sont
calculées avec la relation :
w1(ξ) = 1− fκ1(ξ)
wi(ξ) = 1− fκi(ξ) + fκi−1(ξ), Pour i > 1 et i < Nop
wNop(ξ) = fκNop−1(ξ)
(3.33)
sachant 1− fκi(ξ) une sigmoïde sur l'intervalle [ξi; ξi+ 1] et fκi−1(ξ) une sigmoïde sur l'inter-
valle [ξi−1; ξi].
L'Annexe D compare diﬀérents choix de positionnement des points de fonctionnement pour
le mulirégulateur. Il est ainsi montré qu'un positionnement en fonction de Varφ garantit un
meilleur degré de stabilité.
3.6 Régulation latérale par multi-PID
La multirégulation par PID consiste à utiliser plusieurs PID et à les pondérer par une variable
d'activation. Comme l'objectif est de pouvoir réguler la position latérale du véhicule à toutes les
vitesses, la variable d'activation qui sert à pondérer chaque PID est Vx0. La structure de cette
régulation est présentée Figure 3.20.
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Figure 3.20  Schéma de synthèse pour le calcul de la régulation latérale par multi-PID
Pour le ieme point de fonctionnement ξi, le régulateur associé est noté Cξi(s). Il y a N points
de fonctionnement, chacun pondéré par wi qui dépend de la variable d'activation Vx(t).
La méthode de multirégulation décrite dans le paragraphe précédent est utilisée pour calcu-
ler les points de fonctionnement du nouveau régulateur. Pour pouvoir comparer eﬃcacement les
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régulateurs entre eux, le cahier des charges reste inchangé : ωu = 3 rad/s et MΦ = 60◦.
Le choix des points de fonctionnement se fait en fonction de la variation de la phase de
la fonction de transfert G(2)L (s) =
YG(s)
θv(s)
à ωu. Ainsi, entre deux points de fonctionnement, la
variation de phase du procédé est identique et ' 15◦. La Figure 3.21 (a) représente la variation
de l'argument de G(2)L (s) à ωu et le positionnement des points de fonctionnement. Il en résulte 8
points de fonctionnement aux vitesses {1 ; 6,8 ; 13,1 ; 20,7 ; 30,7 ; 45 ; 68,8 ; 130} km/h, avec une
variation de phase Varφ = 15, 8◦. Les fonctions de pondération wi des régulateurs en fonction
de la vitesse sont tracées Figure 3.21 (b).
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Figure 3.21  Variation de la phase de G(2)L (s) (a) et des pondérations de chaque PID (b) en
fonction de la vitesse longitudinale
Les PID sont calculés de la même manière que précédemment et les valeurs numériques pour
chaque PID du multirégulateur sont synthétisées dans la Table 3.3. À chaque instant, deux PID
sont activés en même temps. Comme les cellules intégrales sont identiques pour chaque PID, le
régulateur est d'ordre 3.
i 1 2 3 4 5 6 7 8
Vx0 (km/h) 1 6,8 13,1 20,7 30,7 45 68,8 130
C0 (rad/m) 336,26 35,96 13,16 5,54 2,28 0,84 0,22 0,001
ωi (rad/s) 0,3 0,3 0,3 0,3 0,3 0,3 0,3 0,3
ω1 (rad/s) 4,40 3,30 2,50 1,87 1,33 0,86 0,42 0,004
ω2 (rad/s) 2,04 2,73 3,59 4,81 6,75 10,45 21,37 2230,7
κi 9,93 9,14 7,58 5,76 4,03 2,42 0,94
Table 3.3  Valeurs numériques des paramètres du multi-PID
Une fois le régulateur calculé, il est ensuite possible de faire l'analyse de la boucle ouverte
dans le domaine fréquentiel.
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Figure 3.22  Réponses fréquentielles de la boucle ouverte dans les diagrammes de Bode (a)
et de Black-Nichols (b) pour le multi-PID
Comparé au simple PID calculé à 90 km/h, le multi-PID permet d'assurer la stabilité du
système bouclé sur tout l'intervalle des vitesses avec une meilleure robustesse du degré de stabilité
et de précision du suivi de consigne comme le montre le diagramme de Black-Nichols de la boucle
ouverte Figure 3.22 (b). De plus, le fait d'utiliser plusieurs PID en parallèle garantit un meilleur
respect du cahier des charges sur la rapidité de la boucle ouverte ωu, qui varie pour les vitesses
tracées, entre 2,7 et 3,8 rad/s.
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Figure 3.23  Fonctions de sensibilité pour le multi-PID
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Les fonctions de sensibilité Figure 3.23 montrent que, par rapport à la commande CRONE,
le multi-PID permet une diminution du facteur de résonance avec une augmentation de la bande
passante par l'analyse de T (s). L'analyse de S(s) montre une désensibilisation du système bou-
clé, celle de CS(s) une augmentation de la sensibilité en entrée à basse vitesse et celle de GS(s)
une réjection plus importante des perturbations en entrée. Par rapport au PID simple, la régu-
lation multi-PID est moins sensible aux perturbations en entrée pour des vitesses inférieures à
50 km/h mais plus sensible pour des vitesses supérieures à 70 km/h.
Les entrées des simulations temporelles sont identiques aux simulations précédentes.
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Figure 3.24  Évolution de la position latérale du centre de gravité YG(t) (a) et l'erreur de
position par rapport à la référence YGref (t) (b)
Le multirégulateur améliore la robustesse du degré de stabilité. En eﬀet, le dépassement est
quasi identique pour toutes les vitesses, Figure 3.24.
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Figure 3.25  Trajectoires de références et trajectoires réelles du véhicule pour les diﬀérentes
vitesses (a) et évolution de l'angle volant θv(t) (b)
Les erreurs maximales en positions pour les diﬀérents régulateurs et les diﬀérentes vitesses
sont indiquées dans la Table 3.4. La régulation par multi-PI présente une erreur de position
maximale supérieure aux autres régulateurs à haute vitesse. Cependant, contrairement aux ré-
gulations CRONE et PID simple, le multi-PID permet un meilleur suivi de trajectoire à basse
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vitesse dès le début du changement de voie, Figure 3.25 (a), ceci grâce à une fréquence au gain
unité plus grande et respectant le cahier des charges.
Vx0 (km/h) 10 30 50 70 90 110 130
Erreur max avec PID (m) ∞ 1,15 0,59 0,37 0,26 0,20 0,17
Erreur max avec CRONE (m) 2,21 0,72 0,32 0,19 0,13 0,10 0,08
Erreur max avec multi-PID (m) 0,21 0,24 0,21 0,27 0,19 0,33 0,31
Table 3.4  Erreurs maximales de sortie en position pour chaque régulateur pour les diﬀérentes
vitesses Vx0
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Figure 3.26  Évolution de la vitesse de lacet Ψ˙(t) (a) et de l'accélération latérale Γt(t) pour
les diﬀérentes vitesses (b)
Les variables de vitesse de lacet et d'accélération latérale présentent aussi moins d'oscilla-
tions avec le multi-PID qu'avec les autres régulateurs, Figure 3.26.
Le multi-PID calculé garantit la stabilité locale, à vitesse longitudinale constante, mais la
stabilité globale n'a pas été prouvée. La stabilité globale pourrait être prouvée avec les équa-
tions de Lyapunov en formalisant le problème par un multimodèle Takagi-Sugeno. Cependant,
cette méthode est dans notre cas trop restrictive et aucune fonction de Lyapunov garantissant la
stabilité globale n'a pu être trouvée. On peut aussi noter le rôle important des sigmoïdes sur la
stabilité. Il a été constaté a posteriori que l'utilisation de sigmoïdes à la place de droite permet-
tait, en garantissant la continuité, d'améliorer la stabilité autour des points de fonctionnement.
Le multi-PID est globalement plus performant que le PID simple et la commande CRONE
de 3ème génération, car il améliore le degré de stabilité du système bouclé. Cette méthode
et le fait d'avoir une variable de décision mesurable permettent d'améliorer le compromis entre
robustesse, aux variations de cette variable, et performance globale de la régulation. En pratique,
la régulation du positionnement du véhicule se fait rarement par rapport au centre de gravité,
car tout comme un conducteur humain regarde au loin pour diriger le véhicule, les capteurs
perçoivent l'environnement devant le véhicule et non dessous. Ainsi, un point devant le véhicule,
appelé point de visée, est utilisé pour réguler la position.
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La section suivante analyse l'inﬂuence du point de visée sur la dynamique latérale et montre
pourquoi il est plus intéressant de réguler la position du véhicule sur un point de visée plutôt
qu'au centre de gravité.
3.7 Théorie et apport du point de visée
Outre les diﬀérentes stratégies de régulation de la dynamique latérale par rapport au type de
régulateur, les stratégies peuvent se diﬀérencier en fonction de la consigne. Dans la littérature, il
existe deux principales méthodes : une méthode par régulation au centre de gravité utilisée dans
les paragraphes précédents [70], et une méthode utilisant un point de visée devant le véhicule
pour déterminer la consigne latérale [24].
3.7.1 Déﬁnition du point de visée
Les équations décrivant la dynamique latérale sont déﬁnies section 2.1.1 et leurs linéarisations
section 2.1.2. Le point de visée est le point sur la trajectoire de référence à une distance ls devant
le véhicule, Figure 3.27. La dynamique de la position latérale de ce point dans le repère absolu,
appelé YL(t), est décrite par :
Y˙L(t) = vy(t) + Vx0ψ(t) + lsψ˙(t), (3.34)
à vitesse longitudinale constante Vx0.
angle de lacet
G
 Ψ(t) 
X (t)G
Y (t)G
v (t) xx
x0
y0
O
l s
Y (t)L Point de visée
v (t) yy veh
veh
Trajectoire véhicule
Figure 3.27  Schéma du point de visée
La représentation d'état de la dynamique latérale du véhicule incluant le point de visée
s'écrit : {
x˙(t) = APV x(t) +BPV u(t)
y(t) = CPV x(t),
(3.35)
avec le vecteur d'état x(t) =
(
ψ(t), ψ˙(t), Vy(t), YL(t)
)T
, la commande u(t) = θv(t) et la sortie
y(t) = YL(t).
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Les matrices de la représentation d'état (3.35) sont :
APV =

0 1 0 0
0 −2(Lf
2cyf + Lr
2cyr)
IzVx0
− 2
IzVx0
(Lfcyf − Lrcyr) 0
0 − 2
MtVx0
(Lfcyf − Lrcyr)− Vx0 −2(cyf + cyr)
MtVx0
0
Vx0 ls 1 0

,
BPV =

0
2cyfLf
λIz
2cyf
λMt
0

et CPV =
[
0 0 0 1
]
,
(3.36)
3.7.2 Inﬂuence du point de visée sur la dynamique latérale
La fonction de transfert GPV (s) utilisée pour le calcul du régulateur est :
GPV (s) =
YL(s)
Θv(s)
= CPV [sI −APV ]−1BPV . (3.37)
GPV (s) est une fonction de transfert d'ordre 4 avec un double intégrateur telle que :
GPV (s) =
K0PV
s2
1 + 2ζ1PV (s/ω1PV ) + (s/ω1PV )
2
1 + 2ζ0PV (s/ω0PV ) + (s/ω0PV )2
, (3.38)
avec K0PV le gain, ζ0PV et ζ1PV les facteurs d'amortissement, ω0PV et ω1PV les fréquences
transitionnelles. Chacun de ces paramètres peut s'exprimer en fonction des paramètres physiques
du véhicule, tels que :
K0PV =
2cyfcyrV
2
x0L
λ(2cyfcyrL2 −MtV 2x0PDE)
,
ζ0PV =
Mt(L
2
fcyf + L
2
rcyr) + Iz(cyf + cyr)√
2IzMt(2cyfcyrL2 −MtV 2x0PDE)
,
ω0PV =
√
2
√
2cyfcyrL2 −MtV 2x0PDE
IzMtV 2x0
,
ζ1PV =
Lr + ls
Vx0
√
cyrL
2(Iz + LfMtls)
,
ω1PV =
√
2
cyrL
Iz + LfMtls
.
(3.39)
Les paramètres cruciaux pour la génération de la référence et le calcul du régulateur sont
la distance ls et la vitesse longitudinale Vx0. En eﬀet, nous l'avons vu précédemment, la vitesse
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longitudinale a un impact important sur la dynamique latérale et varie en fonction du temps.
Tous les paramètres de GPV (s) décrits par (3.39) dépendent de la vitesse Vx0, sauf ω1PV . Par
contre, seuls les numérateurs de ω1PV et ζ1PV contiennent la distance ls dans leurs expressions.
Il y a deux manières de déﬁnir ls : la première est de ﬁxer la valeur de la distance directement,
et l'autre est de la faire varier en fonction de la vitesse longitudinale telle que :
ls = Vx0dT, (3.40)
avec dT une constante qui déﬁnit le temps pour atteindre le point de visée à la vitesse longitu-
dinale actuelle Vx0.
Pour analyser l'inﬂuence de ls et Vx0 sur la dynamique latérale du véhicule, les diagrammes
de Bode de la réponse fréquentielle de GPV (s) sont tracés Figure 3.28.
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Figure 3.28  Diagrammes de Bode de GPV (s) pour ls = 25 m (a) et ls = dTVx0 avec dT = 1
s (b)
Ces ﬁgures montrent que le fait d'utiliser un point de fonctionnement comme référence pour
la régulation de la dynamique latérale aide à la stabilisation du système. Comme nous l'avons
vu sur la Figure 2.27, GPV (s) présente une variation de phase importante suivant la vitesse
longitudinale du véhicule lorsque ls = 0 m. L'ajout d'un point de visée réduit considérablement
la variation de cette phase. Par exemple, à ω = 3 rad/s, la variation de phase est de 109◦ pour
ls = 0 m, 26◦ pour ls = 25 m (Figure 3.28 (a)), et 28◦ pour ls = dTVx0 avec dT = 1 s (Figure
3.28 (b)).
Le phénomène d'avance ou de retard de phase est lié aux fréquences transitionnelles ω0PV
et ω1PV . Lorsque ω0PV < ω1PV le procédé est à avance de phase, sinon, il est à retard de phase.
Pour avoir une estimation plus précise de comment le point de visée inﬂue sur les pulsations
propres, Figure 3.29 trace ces pulsations en fonction de la vitesse longitudinale pour ls entre 0 m
et 10 m échantillonnée de 1 m, et pour dT entre 0 s et 1 s échantillonné à 0,1 s.
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Figure 3.29  Pulsations ω0PV et ω1PV en fonction de la vitesse longitudinale et du point de
visée
Ces ﬁgures montrent qu'il suﬃt que ls soit supérieure à 3 m pour avoir ω0PV < ω1PV et
stabiliser le système.
Cette analyse fréquentielle est une autre approche que [29] pour mettre en évidence le fait
qu'il est plus facile de concevoir un régulateur pour le guidage latéral par une approche avec un
point de visée comme référence plutôt que le centre de gravité.
3.8 Régulation latérale avec point de visée par CRONE de 3ème
génération
Les variations de gain et de phase du procédé étant plus faibles au point de visée qu'au centre
de gravité, la conception d'un régulateur CRONE de 3ème génération devient plus facile.
Nous considérons ainsi le procédé avec un point de visée à une distance de ls = VxdT , avec
dT = 1 s, devant le véhicule. Cette valeur est adaptée, car à des distances plus grandes les
marquages au sol repérés par la caméra sont moins ﬁables.
En considérant le procédé avec point de visée et toujours en utilisant la toolbox CRONE
pour respecter le même cahier des charges, la commande CRONE calculée est d'ordre 8 avec un
intégrateur pur :
CRONE3GPV(s) =
C0PV
s
7∑
k=1
(
1 + s/ωk
1 + s/ω′k
)
, (3.41)
dont les valeurs numériques ﬁgurent dans la Table 3.5.
C0PV (s
−1.m−1) 1,318 10−5
k 1 2 3 4 5 6 7
ωk (rad/s) 1,22 10−3 1,22 10−3 4,52 10−3 0,028 0,40 5,3 10,6
ω′k (rad/s) 3,26 10
−3 0,012 0,157 1,44 1,44 36,2 96,8
Table 3.5  Valeurs numériques des paramètres du régulateur CRONE de troisième génération
pour le procédé avec point de visée
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Les réponses fréquentielles en boucle ouverte sont tracées sur les Figures 3.30.
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Figure 3.30  Réponses fréquentielles de la boucle ouverte dans les diagrammes de Bode (a)
et de Black-Nichols (b) pour le CRONE de 3ème génération avec point de visée
Par rapport à la commande CRONE précédente au centre de gravité du véhicule, les varia-
tions de phase de la boucle ouverte sont beaucoup plus faibles autour de la fréquence au gain
unité et les contours d'amplitude tangents aux réponses fréquentielles dans l'abaque de Nichols
sont aussi plus faibles ce qui améliore la stabilité du système. La variation de la fréquence au gain
unité en fonction de la vitesse reste cependant importante avec des valeurs entre 9, 6 10−3 rad/s
à 1 km/h et 8, 33 rad/s à 130 km/h.
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Figure 3.31  Fonctions de sensibilité pour le CRONE de 3ème génération avec point de visée
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Concernant les fonctions de sensibilité, Figure 3.31, celles-ci montrent une diminution du
facteur de résonance et une diminution de la sensibilité en entrée à haute fréquence par rapport
au système bouclé avec la commande CRONE calculée pour la régulation latérale au centre de
gravité.
Le fait d'avoir une consigne avec point de visée améliore considérablement les performances
de suivi de trajectoire dans le domaine temporel. En eﬀet, par rapport aux simulations au centre
de gravité, il n'y a quasiment plus de dépassement Figure 3.32 (a) pour les vitesses supérieures
à 30 km/h. Avec la régulation CRONE au centre de gravité, le premier dépassement à 50 km/h
est de 17 cm et avec la commande CRONE au point de visée, le dépassement est de 2 cm. Ce-
pendant, le dépassement à 10 km/h reste très important, 39 cm, car la fréquence au gain unité
est trop faible à cette vitesse.
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Figure 3.32  Évolution de la position latérale du centre de gravité YG(t) (a) et l'erreur de
position par rapport à la référence YGref (t) (b)
Avoir un point de consigne devant le véhicule fait que l'erreur de sortie est non nulle à un
instant t plus faible qu'avec une consigne au centre de gravité. L'angle volant commence à tour-
ner avant et le véhicule est en  avance  par rapport à la trajectoire de référence (Figure 3.33
(a)), expliquant la diminution du dépassement.
Autre avantage d'avoir un point de visée pour la régulation latérale, l'anticipation du mou-
vement latéral diminue l'accélération latérale, Figure 3.34 (b). Comparée aux simulations au
centre de gravité, l'accélération latérale pour les vitesses supérieures à 30 km/h est d'environ
0,6 m.s−2 alors qu'elle était de 1 m.s−2.
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Figure 3.33  Trajectoires de références et trajectoires réelles du véhicule pour les diﬀérentes
vitesses (a) et évolution de l'angle volant θv(t) (b)
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Figure 3.34  Évolution de la vitesse de lacet Ψ˙(t) (a) et de l'accélération latérale Γt(t) (b)
pour les diﬀérentes vitesses
3.9 Régulation latérale avec point de visée par multi-PID
La commande CRONE de troisième génération pour le procédé avec point de visée permet
d'améliorer les performances du changement de voie en termes de précision et de stabilité. Cepen-
dant, les variations de la fréquence au gain unité de la boucle ouverte restent trop importantes
par rapport au cahier des charges, engendrant des erreurs de position jusqu'à 2 m à 10 km/h.
La régulation par multi-PID au centre de gravité permet d'avoir une fréquence au gain unité
qui reste proche de 3 rad/s mais engendre des dépassements. Le fait d'utiliser cette méthode de
régulation sur le procédé avec point de visée peut donc permettre de réduire ces dépassements
mais aussi de réduire le nombre de PID utilisés, car la variation de la phase du procédé à ωu est
plus faible.
En eﬀet, le fait de garantir une variation de phase d'au maximum 15◦ entre deux points de
fonctionnement conduit à calculer des PID aux vitesses {1 ; 15,1 ; 75 ; 130} km/h Figure 3.35
(a), soit deux fois moins que pour le multi-PID en considérant le procédé au centre de gravité.
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Les pondérations de chaque PID sont des sigmoïdes, tracées sur la Figure 3.35 (b).
Les valeurs numériques du régulateur sont répertoriées dans la Table 3.6.
i 1 2 3 4
Vx0 (km/h) 1 15,1 75 130
C0 (rad/m) 299,12 5,80 0,36 0,21
ωi (rad/s) 0,3 0,3 0,3 0,3
ω1 (rad/s) 4,42 3,38 2,67 2,95
ω2 (rad/s) 2,03 2,66 3,37 3,05
κi 3,05 4,09 0,96
Table 3.6  Valeurs numériques des paramètres du multi-PID avec point de visée
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Figure 3.35  Variation de la phase de GPV (s) (a) et des pondérations de chaque PID (b) en
fonction de la vitesse longitudinale
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Figure 3.36  Réponses fréquentielles de la boucle ouverte dans les diagrammes de Bode (a)
et de Black-Nichols (b) pour le multi-PID avec point de visée
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Avec la régulation par multi-PID, la fréquence au gain unité de la boucle ouverte reste proche
du cahier des charges avec des valeurs entre 2,8 rad/s et 6,7 rad/s, Figure 3.36 (a). Par contre,
les contours d'amplitude tangents aux réponses fréquentielles sont compris entre 1,5 dB et 3 dB,
plus importants donc que ceux du CRONE.
Au niveau de fonctions de sensibilité, les régulations par multi-PID au centre de gravité et
avec point de visée sont équivalentes. Par contre, en comparant les fonctions de sensibilité des
régulations CRONE et multi-PID avec point de visée, il peut être noté que la sensibilité en
entrée est plus importante avec le multi-PID et que la sensibilité aux perturbations en entrée
est plus faible avec ce même régulateur impliquant un rejet des perturbations plus important.
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Figure 3.37  Fonctions de sensibilité pour le multi-PID avec point de visée
Les simulations temporelles, toujours avec les mêmes références en entrée, montrent des résul-
tats très concluants avec le régulateur multi-PID avec point de visée. La conduite est beaucoup
plus ﬂuide, car quasiment sans dépassement : 1 cm à 110 km/h et 130 km/h, Figure 3.38 (a).
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Figure 3.38  Évolution de la position latérale du centre de gravité YG(t) (a) et l'erreur de
position par rapport à la référence YGref (t) (b)
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La Table 3.7 récapitule les valeurs des premiers dépassements pour toutes les simulations
temporelles avec les diﬀérents régulateurs. Le fait de changer la référence permet de diminuer
l'amplitude du premier dépassement d'un facteur compris entre 1,5, à basse vitesse, et 10, à
haute vitesse, pour les commandes de type CRONE. Pour les régulateurs de type multi-PID, les
dépassements disparaissent même complètement.
Vx0 (km/h) 10 30 50 70 90 110 130
Multi-PID (m) 0,18 0,23 0,2 0,26 0,19 0,24 0,19
Multi-PID (%) 5,14 6,57 5,71 7,43 5,43 6,86 5,43
CRONE (m) 0,56 0,31 0,17 0.10 0,07 0,05 0,04
CRONE (%) 16 8,86 4,86 2,86 2,00 1,43 1,14
CRONE avec PV (m) 0,39 0,08 0,02 0,01 0,007 0,006 0,005
CRONE avec PV (%) 11,14 2,29 0,57 0,29 0,20 0,17 0,14
Multi-PID avec PV (m) 0 0 0 0 0 0,01 0,01
Multi-PID avec PV (%) 0 0 0 0 0 0,29 0,29
Table 3.7  Valeurs des premiers dépassements pour les simulations temporelles aux diﬀérentes
vitesses de chaque régulateur
Les Tables 3.8 et 3.9 recensent quant à elles les erreurs de position maximales au centre de
gravité pour les simulations avec référence au point de visée et les erreurs moyennes pour toutes
les simulations entre 0 s et 15 s.
Vx0 (km/h) 10 30 50 70 90 110 130
Erreur max CRONE avec PV (m) 2,02 0,46 0,26 0,24 0,23 0,22 0,2
Erreur max multi-PID avec PV (m) 0,43 0,31 0,24 0,13 0,15 0,09 0,09
Table 3.8  Erreurs maximales en position pour les simulations aux diﬀérentes vitesses avec un
point de visée comme référence
Avec la stratégie de multirégulateur proposée ici, les erreurs maximales en position sont
plus faibles qu'avec la stratégie CRONE, Table 3.8. Cependant, en considérant l'erreur moyenne
en position de la simulation entre 0 s et 15 s, ce sont les méthodes par référence au centre
de gravité qui permettent en moyenne un meilleur suivi de trajectoire, le multi-PID pour la
basse vitesse et la commande CRONE pour la haute vitesse, Table 3.9. Ceci s'explique par
l' anticipation  procurée par le point de visée. Au global, en prenant en compte toutes les
simulations, le régulateur de type multi-PID avec le point de visée comme consigne latérale est
la meilleure solution pour le suivi de trajectoire avec un meilleur compromis entre précision,
premier dépassement et complexité calculatoire.
Vx0 (km/h) 10 30 50 70 90 110 130 Toutes
Er. moy multi-PID (m) 0,048 0,058 0,051 0,072 0,052 0,102 0,091 0,068
Er. moy CRONE (m) 0,759 0,190 0,077 0,044 0,031 0,024 0,020 0,163
Erreur moy CRONE
0,664 0,107 0,059 0,055 0,054 0,051 0,049 0,148
avec PV (m)
Erreur moy multi-PID
0,131 0,086 0,066 0,034 0,039 0,025 0,024 0,058
avec PV (m)
Table 3.9  Erreurs moyennes en position latérale entre 0 s et 15 s pour les simulations aux
diﬀérentes vitesses
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Figure 3.39  Trajectoires de références et trajectoires réelles du véhicule pour les diﬀérentes
vitesses (a) et évolution de l'angle volant θv(t) (b)
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Figure 3.40  Évolution de la vitesse de lacet Ψ˙(t) (a) et de l'accélération latérale Γt(t) pour
les diﬀérentes vitesses (b)
Pour résumer, la multirégulation semble être la solution la plus adaptée au problème de
régulation de la dynamique latérale du véhicule pour le suivi de trajectoire. En eﬀet, celle-ci,
en s'appuyant sur des variables connues telles que la vitesse longitudinale permet d'améliorer le
degré de stabilité du système en fonction de la variation de la vitesse. En ajoutant une stratégie
de régulation par point de visée, le contrôle de la trajectoire du véhicule devient plus simple du
fait de la diminution de la sensibilité du procédé à la vitesse longitudinale. Enﬁn, la combinaison
de la régulation multi-PID avec point de visée permet une conduite plus souple en supprimant
les dépassements lors des changements de voie, le tout avec une erreur moyenne en position
inférieure à 6 cm en simulation.
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3.10 Validation et résultats sur prototype
3.10.1 Intégration du régulateur dans le prototype ADN1
Le multi-PID avec point de visée développé dans le paragraphe précédent a été implanté
dans le prototype ADN1, section 1.5.2. Le prototype est équipé d'une fonction ACC qui gère
la vitesse longitudinale du véhicule en fonction du traﬁc et des limitations de vitesse. Pour ces
essais sur prototype, le régulateur latéral a pour objectif de maintenir le véhicule au centre de
la voie.
G
l s
Y (t)M
Point de visée
Centre de la voie xveh
yveh
Y (t)E
Reference
generation C (s)1
C (s)4
ξ (Vx)1
θv
+
Multi PID
YM
Lanes polynoms from camera
ξ (Vx)4
(a) (b)
Figure 3.41  Point de visée dans le repère véhicule (a) et schéma bloc de commande dans le
prototype (b)
La caméra frontale d'ADN1 fournit une interpolation linéaire de la géométrie des deux lignes
à gauche et des deux lignes à droite les plus proches du véhicule. En utilisant ces interpolations,
qui sont des polynômes d'ordre 3, il est facile de positionner le point de visée à la distance ls en
face du véhicule, Figure 3.41 (a). Ces polynômes servent aussi à calculer la position du véhicule
par rapport au centre de la voie YE(t).
À bord des prototypes, les capteurs extéroceptifs mesurent les positions des objets de l'envi-
ronnement dans le repère de l'ego véhicule. Cependant, la position YL(t) déﬁnit le point de visée
dans le repère absolu. Ainsi, la distance YM (t) représentant la distance latérale entre le centre
de gravité du véhicule et le point de visée, Figure 3.41 (a), est directement utilisée en entrée du
régulateur comme erreur de position. Le schéma bloc de contrôle est représenté Figure 3.41 (b).
3.10.2 Résultats sur route ouverte : maintien dans la voie
Les résultats présentés ici ont été obtenus sur une route ouverte à voies à chaussée séparée
sur la N118 dans des conditions réelles de traﬁc.
Le proﬁl de la route peut être observé sur la Figure 3.42 (a) avec la courbure de la route,
mesurée par le traitement d'image. Il y a quatre phases de roulage sur cet enregistrement : deux
phases où le véhicule roule en ligne droite, en bleu, et deux phases où le véhicule est dans un
virage, en rouge. La vitesse du véhicule varie entre 26 km/h et 86 km/h avec une vitesse quasi
constante sur les deux premières phases et une décélération sur les deux dernières, Figure 3.42
(b). Cet enregistrement est intéressant, car il montre quatre combinaisons de variation de vitesse
et de courbure de la route qui ont toutes un impact important sur le calcul de l'angle volant par
le régulateur à appliquer à la DAE et donc sur la dynamique du véhicule.
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Figure 3.42  Évolutions de la courbure de la route (a) et de la vitesse longitudinale Vx(t) (b)
YE(t), la distance latérale entre le centre de gravité du véhicule et le centre de la voie, est
tracée sur la Figure 3.43 (b) en rouge et YM (t), la distance latérale du centre de gravité au point
de visée, est tracée sur cette même ﬁgure en noir. Pendant les phases de ligne droite, les deux
courbes restent proches de 0 avec le véhicule qui dérive de moins de 10 cm par rapport au centre
de la voie. En moyenne, sur l'ensemble de l'enregistrement, le véhicule reste à -7,6 cm du centre
de la voie avec un maximum de 76 cm et un écart type de 25 cm. Cet écart s'explique par la
dynamique de correction assez lente pour des raisons de confort. À haute vitesse, cela ce traduit
par un déport latéral plus grand.
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Figure 3.43  Évolutions de l'angle volant θv(t) (a) des positions latérales du point de visée
YM (t) et du centre de gravité par rapport au centre de la voie YE(t)
Dans les virages, YM (t) augmente. Lors de la première phase, à haute vitesse, le véhicule
s'écarte de 70 cm à droite dans la ligne de circulation (les valeurs négatives de YE(t) corres-
pondent à la droite du centre de la voie). Cela veut dire que le véhicule est proche de la ligne de
droite mais toujours dans la voie comme le montre la Figure 3.44 (a). L'angle volant appliqué,
Figure 3.43 (a), est lisse et permet une conduite confortable. Dans la deuxième phase de virage,
le véhicule parvient à rester dans sa voie alors qu'un freinage est nécessaire à cause du traﬁc.
Aux vitesses plus faibles dans le virage, l'erreur de positionnement au centre de la voie est moins
importante que lors du premier virage à 80 km/h.
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Figure 3.44  Évolutions de la position du véhicule dans la voie (a) et de l'accélération latérale
(b)
Le fait que le véhicule se rapproche de la ligne n'est pas problématique d'un point de vue
performance. Il est plus important d'assurer une conduite confortable avec des niveaux d'accé-
lération inférieurs à 2 m.s−2 comme c'est le cas ici, voir Figure 3.44 (b).
3.10.3 Résultats sur route ouverte : changement de voie
En plus de valider le régulateur sur des essais en maintien dans la voie, la méthode de mul-
tirégulation développée a été validée sur prototype en changement de voie. Comme pour les
résultats présentés précédemment, les résultats présentés ici ont été obtenus dans des conditions
de traﬁc réelles, sur l'autoroute A86.
Lors de ce changement de voie, l'ego véhicule a une vitesse longitudinale d'environ 85 km/h,
voir Figure 3.45 (b). Le changement de voie est initié à t = 3, 5 s, lorsque la position latérale du
point de visée YM (t) commence à augmenter, voir Figure 3.45 (a). À t = 7 s, le véhicule franchit
la ligne de gauche, d'où le pic de YE(t) à cet instant. Pour mieux visualiser le déplacement de
l'ego véhicule et son changement de voie, la Figure 3.46 trace l'évolution de la position latérale
du véhicule par rapport aux lignes.
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Figure 3.45  Évolutions des positions latérales du centre de gravité et du point de visée (a)
et de la vitesse longitudinale (b) pour l'exemple du changement de voie
127
3.10. Validation et résultats sur prototype
Comme dans les simulations précédentes, le dépassement dure environ 5 s et le véhicule s'est
déplacé latéralement de 3,5 m. Il est alors possible de comparer les variables d'angle volant et
d'accélération latérale mesurées pour évaluer la correspondance de la simulation à la réalité.
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Figure 3.46  Position latérale du véhicule dans les voies
Dans les simulations précédentes, avec point de visée et multi-PID, pour un déplacement
latéral de 3,5 m en 5 secondes à 80 km/h, l'angle volant a une amplitude de 5◦. Celle de
l'accélération latérale est de 0,67 m.s−2. En réalité, sur le prototype, l'angle volant varie entre
+8◦ et −6◦, voir Figure 3.47 (a). Ces valeurs sont plus élevées de 60 % et 20 % par rapport à
la simulation. Concernant l'accélération latérale, sur cet enregistrement, sa valeur est comprise
entre 1 m.s−2 et -0,6 m.s−2 (Figure 3.47 (b)). Les erreurs relatives aux amplitudes maximum
sont donc de 49% et 10%.
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Figure 3.47  Évolutions de l'angle volant (a) et de l'accélération latérale (b)
Le multirégulateur intégré dans le prototype permet de maintenir le véhicule dans sa voie et
d'eﬀectuer des changements de voie de manière autonome, et ce à toutes les vitesses. Les essais
sur prototypes ont montré que la méthode était stable et respecte le cahier des charges PSA en
termes de rapidité de la commande, et donc de confort.
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3.10.4 Bilan : avantages, inconvénients et perspectives
Nous avons développé dans ce chapitre une méthode de multirégulation pour le guidage la-
téral du véhicule en mode autonome. Cette méthode a été comparée à des régulateurs robustes
de type CRONE. Il a d'abord été mis en avant que la consigne du régulateur jouait un rôle
important dans le développement du régulateur. En eﬀet, la dynamique latérale du véhicule est
très sensible à la vitesse longitudinale, mais cette sensibilité est maximale au centre de gravité
du véhicule et diminue lorsque l'on considère un point de visée devant le véhicule. En simula-
tion, le multi-PID respecte mieux le cahier des charges en rapidité et précision que le régulateur
CRONE de 3ème génération.
Le multi-PID développé a été implanté dans le prototype ADN1 du Groupe PSA. Les résul-
tats sont concluants puisque le régulateur permet de réaliser les scénarios de maintien dans la
voie et de changement de voie sur toute la plage de vitesse. En termes de performance, l'angle
volant appliqué à la direction permet une conduite confortable, avec des accélérations latérales
faibles. Cette dynamique assez lente, privilégiée sur les autoroutes et voies à chaussées séparées
est valide à haute vitesse, car les rayons de courbure sont grands. Lors de virage, le véhicule
peut donc se rapprocher de la ligne.
En l'état, le problème de la méthode de multirégulation développée ici est stable localement
mais la stabilité globale n'a pas été prouvée. Nous avons essayé de formuler le problème en boucle
fermée dans le cadre du formalisme multimodèle Takagi-Sugeno, puis de prouver la stabilité à
partir de ce modèle. Cependant, cette méthode reste trop restrictive pour prouver la stabilité de
notre système et d'autres outils sont étudiés aﬁn de prouver la stabilité du système bouclé.
La méthode proposée pourrait être enrichie en n'utilisant pas uniquement des PID mais
d'autres types de régulateurs comme des régulateurs CRONE et H∞. Cela permettrait d'intro-
duire un degré de robustesse aux variations paramétriques dans le régulateur. Une autre variante
consisterait à utiliser diﬀérents types de régulateurs dans le multirégulateur et ainsi avoir une
somme de PID, PI ou autre. En eﬀet, en revenant au cas du guidage latéral, un PI est suﬃsant
aux basses vitesses, car il n'y a pas besoin de rajouter de phase. Le PID est utile pour les hautes
vitesses.
Enﬁn, la méthode a été validée en environnement autoroutier mais doit aussi être testée en
environnement urbain, notamment en intersection et en rond-point qui sont des scénarios avec
de fortes dynamiques latérales.
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4.1. L'inﬂuence de l'environnement sur le calcul de la trajectoire : la conscience de situation
Aﬁn de calculer la trajectoire à suivre par le véhicule et d'appliquer les consignes corres-
pondantes en angle volant et vitesse longitudinale aux actionneurs, il est crucial de prendre en
compte les objets dynamiques qui circulent autour. En eﬀet, leur comportement impacte direc-
tement celui de l'ego véhicule qui doit s'adapter en permanence à son environnement, c'est la
conscience de situation.
Ce chapitre se focalise donc sur la prédiction d'intention, ou de man÷uvre, des véhicules ainsi
que la prédiction de leur trajectoire. Le principe de conscience de situation est présenté dans un
premier temps avec un état de l'art de la prédiction d'intention et de trajectoire pour les autres
véhicules de l'environnement. Beaucoup des méthodes de l'état de l'art utilisent l'apprentissage
automatique pour identiﬁer les comportements des conducteurs à partir d'une base de données.
Ces méthodes, utilisées par la suite, sont donc présentées plus en détail. Ensuite, deux méthodes
sont utilisées et comparées pour la détection de changement de voie : une méthode probabiliste
à base de règles et une méthode par apprentissage automatique avec des réseaux de neurones.
Le scénario du changement de voie n'est pas exclusif au cas urbain, pour des raisons de base
de données beaucoup plus importante sur voie à chaussées séparées, l'étude s'est portée sur un
scénario applicable sur autoroute et en ville. Enﬁn, à partir d'une base de données identique, une
méthode de prédiction de trajectoire à base de réseau de neurones récurrents est analysée aﬁn
de déterminer quels sont les paramètres pertinents qui inﬂuent sur la prédiction de trajectoire
des véhicules de l'environnement.
4.1 L'inﬂuence de l'environnement sur le calcul de la trajectoire :
la conscience de situation
4.1.1 Le concept de la conscience de situation
Avant de décider ce qu'il va faire et agir, un conducteur en conduite manuelle perçoit son
environnement et l'analyse : c'est la conscience de situation. Le concept de la conscience de
situation a été introduit par Endsley dans les années 1990 [54]. Il l'a déﬁni comme :  La percep-
tion des éléments de l'environnement dans un volume de temps et d'espace, la compréhension
de leur signiﬁcation et la projection de leur état dans le futur proche .
Originellement développée pour les pilotes d'avion, l'analogie avec d'autres secteurs, dont la
conduite automobile a été faite par la suite. Un conducteur, avec une conscience de la situation
 forte , a ainsi une bonne vision de son environnement et sait comment s'interfacer dans celui-ci
pour accomplir sa mission. À l'inverse, un conducteur avec une conscience de situation  faible 
est dans une situation qui lui semble complexe, il est perdu dans l'environnement.
Le modèle de conscience de situation de Endsley se décompose en trois parties, comme le
montre la Figure 4.1. Ce modèle intègre la relation entre la conscience de situation et la prise
de décision, ce qui le rend intéressant dans le cadre de la conduite autonome. Les concepts d'ex-
pertise et de mémoire sont aussi ajoutés. En eﬀet, à environnement identique, la conscience de
situation peut varier en fonction du conducteur. Endsley fait donc l'hypothèse que la conscience
de situation est inﬂuencée par l'expérience et l'entraînement.
La conscience de situation est donc la capacité à comprendre ce qui est en train de se passer
et à anticiper ce qui va se passer autour du véhicule. Le modèle d'Endsley est dit  linéaire  [26]
et décompose la conscience de situation en trois modules positionnés en série. Le premier module
est celui de la perception des éléments de l'environnement. Par exemple, le conducteur perçoit
les voitures autour de lui, les panneaux, les marquages au sol, les piétons, etc. À cette étape,
aucune interprétation n'est faite, mais un conducteur expérimenté arrivera mieux à distinguer
et organiser les éléments pertinents de l'environnement qu'un conducteur novice. La deuxième
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Figure 4.1  Schéma du concept de la conscience de situation [26]
phase de la conscience de la situation consiste à intégrer ces éléments entre eux pour comprendre
et interpréter la situation. Enﬁn, la dernière étape est l'anticipation des futurs états des objets
de l'environnement pour décider de la meilleure action à prendre. Par exemple, si un conducteur
roule derrière une voiture et que des piétons s'apprêtent à traverser un peu plus loin, le conduc-
teur va anticiper le fait que la voiture de devant va freiner puis s'arrêter devant le passage piéton.
Le conducteur va donc se préparer à freiner. Là aussi, en fonction de l'expérience du conducteur,
les scènes ne sont pas interprétées de la même manière.
Outre le modèle d'Endsley, il existe d'autres modèles de conscience de la situation [26].
Ce concept peut être utilisé dans le cadre de la conduite autonome pour la partie analyse de
l'environnement. Il permet ainsi de découper le problème d'analyse de manière simple et logique.
Dans cette thèse, les problèmes de compréhension (niveau 2) et d'anticipation (niveau 3) sont
traités pour la conduite autonome. La partie perception (niveau 1) étant réalisée essentiellement
par les fournisseurs de capteurs, elle représente une donnée d'entrée. Dans un premier temps, ces
problèmes sont traités sur des voies à chaussées séparées pour des questions de base de données.
En eﬀet, pour l'instant les prototypes du Groupe PSA ont essentiellement roulé sur autoroute,
il y a très peu d'enregistrements en milieu urbain. De plus, il apparaît plus judicieux de tester et
valider les méthodes dans des environnements  simples , puis de les adapter pour les situations
de vie plus complexes.
Ainsi, l'objectif de ce chapitre est, dans un premier temps, de détecter les intentions des
véhicules autour de l'ego véhicule sur autoroute, et dans un second temps de déterminer leurs
trajectoires futures, toujours sur autoroute. Une ouverture est faite sur le traitement de ces
problématiques en environnement urbain dans le cas du rond-point.
4.1.2 État de l'art : détection d'intention
Le changement de voie est la seule man÷uvre latérale possible d'un véhicule sur autoroute.
Cela représente à la fois des risques de collision [130], mais aussi des perturbations sur la ﬂui-
dité du traﬁc. Dans le cadre de la conduite autonome sur autoroute, l'ego véhicule doit donc
être capable d'analyser son environnement et de détecter si un véhicule est en train de changer
de voie. Idéalement, la détection doit intervenir avant que le véhicule ait eﬀectivement changé
de voie aﬁn d'anticiper le freinage, ou la décélération, et ainsi de limiter le risque de collision.
Cette anticipation permet aussi de rendre la conduite plus confortable et moins stressante pour
l'utilisateur.
Vu que cette question est critique pour la sécurité du système et des usagers, des recherches
ont déjà été menées sur le sujet. Le sujet est assez large et ne traite pas seulement des chan-
gements de voie, mais plus généralement des comportements conducteurs des autres véhicules
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de l'environnement. La majorité des études peut être séparée en deux catégories : les méthodes
probabilistes et les méthodes par intelligence artiﬁcielle.
Plusieurs recherches ont étudié le problème d'interprétation du comportement conducteur
avec les méthodes probabilistes. Dans [95], les auteurs utilisent des réseaux bayésiens pour dé-
tecter les changements de voie. Dans [179], la théorie de Dempster-Shafer est utilisée pour la
prédiction de man÷uvre sur autoroute. Ces man÷uvres sont constituées du changement de voie,
dépassement et insertion. [16] et [118] estiment, avec des modèles de Markov cachés (HMM pour
 Hidden Markov Model ), quelles man÷uvres sont en train de réaliser les véhicules. [114] utilise
aussi des HMM, mais pour détecter les changements de voie de l'ego véhicule aﬁn de modéliser le
comportement conducteur pour la sécurité des systèmes d'aide à la conduite actifs. La diﬀérence
entre ces trois méthodes réside dans le fait que la méthode par Dempster-Shefer est basée sur des
mesures de croyance de l'état de l'environnement, alors que les réseaux bayésiens utilisent des
probabilités conditionnelles et les modèles de Markov cachés des distributions de probabilités
sur des séquences d'observation. L'avantage des méthodes probabilistes est qu'elles sont faciles
à comprendre et à interpréter. Cependant, il est souvent diﬃcile de transcrire le problème en
distribution de probabilités.
Une autre solution du problème de détection de changement de voie des véhicules autour
de l'ego est l'utilisation de méthodes dites à base d'intelligence artiﬁcielle. Ainsi, un réseau de
neurones est utilisé dans [200] et des machines à vecteurs de support dans [5]. Les réseaux de
neurones sont intéressants car ils n'ont pas besoin de modèle et peuvent représenter n'importe
quel modèle non linéaire. Par contre, la phase d'apprentissage, c'est-à-dire l'identiﬁcation des
paramètres du réseau, nécessite une base de données importante pour modéliser le problème
correctement et l'interprétation des résultats peut être complexe, car le modèle est diﬃcile à
interpréter.
Les autres méthodes incluent la logique ﬂoue [13] ou les méthodes au cas par cas [66], pouvant
être étendues avec de nouveaux cas rencontrés lors de la conduite.
4.1.3 État de l'art : prédiction de trajectoire
Comme le suggère le concept de conscience de situation, le fait d'anticiper et de prévoir les
mouvements des objets de l'environnement va aider le conducteur à décider comment agir sur
celui-ci. De la même manière, en fonction des méthodes de génération de trajectoire utilisées, le
fait de prédire la trajectoire future des exo véhicules, c'est à dire des véhicules autres que l'ego vé-
hicule, dans sa globalité est une information qui peut être essentielle pour la conduite autonome.
D'après l'état de l'art sur la prédiction de trajectoire et le calcul des risques de collision
[111], trois méthodes principales sont utilisées : une méthode par extrapolation de l'état actuel
de la dynamique de l'objet [85] et [126], une méthode par classiﬁcation de la man÷uvre, [139]
et [178], et une dernière méthode par interaction entre les usagers, [91] et [110]. Ces méthodes
sont illustrées sur la Figure 4.2 et numérotées respectivement de (a) à (c).
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(a)
(b)
(c)
Figure 4.2  Illustrations issues de [111] des méthodes de prédiction de trajectoire par modèle
dynamique (a), détection de man÷uvre (b) et interaction entre véhicules (c)
Plusieurs recherches font aussi le choix de combiner les méthodes avec modèle dynamique
et détection de man÷uvre [191], [81] et [120]. En eﬀet, la première méthode n'est eﬃcace que
sur le court terme alors que la deuxième l'est plutôt sur le long terme. L'idée est donc d'avoir
une démarche permettant d'avoir une meilleure précision de la trajectoire entre le début et la
ﬁn de la man÷uvre. [191] établit une telle démarche dans le but de prédire la trajectoire de
l'ego véhicule. Dans [81], les man÷uvres de changement de voie et de maintien dans la voie sont
considérées. La man÷uvre est détectée avec les derniers échantillons de position du véhicule et
leurs positions par rapport au centre de la ligne. La prédiction de trajectoire est ensuite une
fonction pondérée de deux trajectoires, un polynôme d'ordre 5 dépendant de la man÷uvre et
une trajectoire basée sur un modèle à lacet et accélération constante.
Les modèles physiques manquent de précision car les modèles utilisés sont forcément sim-
pliﬁés du fait que les capteurs ne permettent pas d'avoir une connaissance suﬃsante des états
physiques des exo véhicules comme le cap, le lacet ou accélération. C'est pourquoi [120] suppose
que les véhicules puissent communiquer ce type d'information entre eux pour avoir des prédic-
tions plus proches de la réalité.
En environnement urbain, [79] compare un modèle cinématique de prédiction de trajectoire
avec un ﬁltre particulaire. Un ﬁltre particulaire va estimer l'état caché d'un système dyna-
mique bruité, modélisé par une chaîne de Markov. La deuxième méthode se révèle beaucoup
plus satisfaisante surtout aux horizons de temps élevés. [144] utilise une technique de graphe
d'exploration RRT ( Rapidly-exploring Random Tree ) pour trouver un chemin admissible que
pourrait suivre le véhicule dans l'environnement et un modèle de mélange gaussien. La méthode
présente des limites lorsque le graphe se trompe dans la man÷uvre que va eﬀectuer le véhicule,
les erreurs de prédiction sont alors importantes.
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Enﬁn, les méthodes d'apprentissage profond ont aussi été utilisées pour la prédiction de
trajectoire avec des réseaux de neurones de type LSTM ( Long Short Term Memory ). Ces
réseaux présentent une mémoire interne leur permettant d'analyser des séquences. Dans [101],
le réseau utilise en entrée l'historique des positions et vitesses des exo véhicules et les variables
de l'ego véhicule telles que l'angle de lacet et la vitesse longitudinale. La future position de l'exo
véhicule dans une grille d'occupation prédéﬁnie est alors prédite à un horizon entre 0,5 s et 2
s. La méthode montre une erreur moyenne absolue de 87 cm à 2 s. Dans [4], le LSTM inclut
aussi comme caractéristiques d'entrée le type du véhicule et le temps de collision aux diﬀérents
objets. La précision latérale est de 70 cm à 10 s dans le futur.
Le LSTM est une approche séduisante car il peut, à partir de l'analyse d'une séquence en
entrée, renvoyer une séquence en sortie, et donc une trajectoire. Cependant, dans les études
menées par [101] et [4], [101] renvoie la position future du véhicule dans une grille et non pas
sa trajectoire, et [4] utilise les données publiques de Next Generation Simulation (NGSIM). Sur
ces données, les positions des véhicules sont très bruitées, car obtenues par des analyses vidéos
de caméras positionnées sur les infrastructures. Les données d'entraînement du réseau ne sont
donc pas représentatives de ce que  voit  l'ego véhicule par ses capteurs.
4.1.4 Introduction à l'apprentissage automatique
Comme il a pu être observé au travers de l'état de l'art de la prédiction de man÷uvre et la
prédiction de trajectoire, les techniques d'apprentissage automatique sont très utilisées dans ces
domaines. De manière générale, dans le secteur du véhicule autonome, ce type d'algorithme est
très répandu pour tout ce qui concerne la partie perception de l'environnement et interprétation.
En eﬀet, les algorithmes d'apprentissage profond par exemple sont très performants pour l'ana-
lyse d'images, que ce soit pour la classiﬁcation [104] ou pour la détection d'objet dans l'image
[158].
L'apprentissage automatique, plus connu par son expression anglaise  machine learning  ,
est un secteur d'étude de l'intelligence artiﬁcielle, de l'informatique et des mathématiques pour
la modélisation numérique de problèmes sans l'écriture de règles spéciﬁques. L'idée derrière l'ap-
prentissage automatique est de pouvoir concevoir des modèles directement à partir de données
d'échantillonnages. En eﬀet, les problématiques de traitement d'image telle que la reconnaissance
de forme, ou de traduction automatique sont diﬃciles à mettre en forme algorithmiquement à
la main. L'apprentissage automatique permet, à partir d'une analyse statistique d'une base de
données, de construire un modèle reproduisant le comportement désiré.
À partir de cette base, il y a trois grandes familles d'apprentissage de modèle : l'apprentissage
supervisé, l'apprentissage non supervisé et l'apprentissage par renforcement. Pour un apprentis-
sage supervisé, la sortie de chaque élément de la base de données est connue. Le modèle généré
doit être capable de prédire la bonne sortie pour une nouvelle entrée. Suivant que la valeur cible à
prédire est continue ou discrète, le problème d'apprentissage est un problème de régression ou de
classiﬁcation. L'apprentissage non supervisé n'a quant à lui pas de sortie prédéterminée. L'algo-
rithme d'apprentissage doit alors être capable d'identiﬁer la structure des données à travers leurs
similarités. Enﬁn, l'apprentissage par renforcement conçoit un modèle maximisant une fonction
de récompense en fonction de l'impact de ce modèle sur l'environnement [171]. Par exemple, si
on veut apprendre la fonction ACC par renforcement, une fonction de récompense pourrait se
baser sur le temps inter-véhicule (TIV) entre l'ego véhicule et le véhicule de devant. Ainsi, si le
137
4.1. L'inﬂuence de l'environnement sur le calcul de la trajectoire : la conscience de situation
TIV est inférieur à une valeur désirée, la fonction de récompense est faible, le comportement est
pénalisé. À l'inverse, si le véhicule respecte les distances de sécurité, la fonction de récompense
est importante et ce type de comportement est privilégié par la suite.
Outre les diﬀérents types d'apprentissages, il existe plusieurs algorithmes pour déﬁnir les
modèles en fonction d'une base de données. Les plus connus sont les arbres de décision, les
machines à vecteurs de support et les réseaux de neurones.
Arbres de décision et forêts aléatoires
Les arbres de décision sont des outils d'aide à la décision se basant sur des modèles de
graphes. Les décisions sont produites par une série de tests à chaque n÷ud du graphe. Pour des
problèmes de classiﬁcation, les arbres de décisions permettent de répartir l'espace de données en
sous-espaces homogènes en fonction des attributs des éléments de la base de données. La Figure
4.3 (a) montre un exemple d'arbre de décision. L'avantage de cette méthode pour la classiﬁcation
est que les arbres de décision sont facilement compréhensibles et peuvent utiliser des données
symboliques. Des algorithmes d'apprentissage automatique, notamment CART [20] et ID3 [150],
existent pour déterminer les liens et règles entre les attributs qui peuvent être diﬃcilement iden-
tiﬁables à partir de la base de données brute. Par contre, les algorithmes d'apprentissages sont
très sensibles au bruit et peuvent avoir du mal à représenter certaines fonctions, comme la
fonction XOR par exemple. De plus, les arbres de décision peuvent induire des problèmes de
surapprentissage si l'arbre de décision est trop profond et que plus de branches que nécessaire
ont été créées. Pour éviter que l'arbre ne grandisse trop, des techniques d' élagage  existent,
[122] mais sont souvent complexes.
Les forêts aléatoires [19], ou forêts d'arbres de décision, ont été développées dans le but de
pallier les problèmes de sur-apprentissage et de sensibilité des arbres de décision. Le principe des
forêts aléatoires est d'utiliser plusieurs arbres de décision en parallèle. La sortie est alors celle
choisie par le plus grand nombre d'arbres. Les arbres sont créés de manière aléatoire aﬁn d'être
le moins corrélés possible. Ainsi, chaque arbre est déﬁni à partir d'un sous-ensemble (dont les
données sont réutilisables pour les autres arbres) de la base de données d'entraînement et n'utilise
qu'une partie des attributs de chaque entrée. Le principe des forêts aléatoires est présenté sur
la Figure 4.3 (b). Contrairement aux arbres de décision simples, les forêts aléatoires sont plus
précises, plus robustes et présentent moins de risque de sur-apprentissage. En contrepartie, les
forêts aléatoires perdent en lisibilité par rapport aux arbres de décision et sont donc moins
facilement interprétables.
X ?
X=x1 X=x3X=x2
Y ? Z ? W ?
Y<y1 Y≥y1 W<w1W≥w1Z=z1 Z=z2
Classe 1 Classe 2
Classe 3 Classe 2
Classe 1 Classe 3
X ? X ? X ?
Entrée
Classe 1 Classe 1Classe 2
Vote majoritaire : classe 1
(a) (b)
Figure 4.3  Schémas d'un arbre de décision (a) et d'une forêt aléatoire (b)
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Machines à vecteurs de support
Les machines à vecteurs de support [35], ou SVM pour  Support Vector Machine , sont
des méthodes de classiﬁcation de données. Les vecteurs de support peuvent être vus comme des
 frontières  entre les classes. Le but des SVM est d'optimiser la marge de ces vecteurs entre
les classes. Il y a deux étapes dans la détermination des vecteurs de support. La première est
de rendre linéaire la séparation entre les classes aﬁn de pouvoir déﬁnir ces vecteurs, comme
indiqué sur la Figure 4.4 (a). Pour cela, la dimension de l'espace de représentation des données
est augmentée jusqu'à obtenir une séparation linéaire. La deuxième étape consiste à maximiser
la marge entre le vecteur et les échantillons les plus proches, comme illustré par la Figure 4.4
(b).
(a) (b)
Figure 4.4  Linéarisation de la séparation des classes pour le SVM (a) et calcul de la marge
(b) [Source :[156]]
Les SVM sont reconnus pour leurs précisions. De plus, ils sont très eﬃcaces sur de petites
bases d'entraînement. Cependant, les SVM présentent un temps de calcul considérable pour
les grandes bases de données et voient leurs eﬃcacités réduites si les données sont bruitées et
présentent des cas aberrants.
Réseaux de neurones
Les réseaux de neurones sont des modèles universels, ils sont capables de représenter n'im-
porte quelle fonction continue. Ils peuvent être utilisés à la fois pour la classiﬁcation et la
régression. La théorie des réseaux de neurones puise son concept dans les relations neuronales
biologiques. Dans le cerveau, chaque neurone peut créer, envoyer et recevoir des signaux électro-
chimiques. Un neurone émet une impulsion si le signal transmis dépasse un seuil de déclenche-
ment. Mis bout à bout, les neurones sont capables d'eﬀectuer des tâches cognitives complexes,
d'où l'idée de se baser sur un tel concept pour l'apprentissage automatique. Dans un réseau de
neurones artiﬁciel, chaque neurone reçoit des entrées pondérées par les paramètres du réseau.
Ces entrées sont ensuite combinées et évaluées à partir de la fonction d'activation du neurone
qui va ensuite transmettre cette information au reste du réseau. L'apprentissage d'un réseau
de neurones consiste à trouver les paramètres pondérant chaque lien entre les neurones pour
reproduire correctement le fonctionnement entrée/sortie de la base de données.
Il y a trois grandes familles de réseaux de neurones : les perceptrons multicouches MLP
( Multilayer Perceptron ), les réseaux de neurones convolutifs CNN ( Convolutional Neural
Network ) et les réseaux de neurones récurrents RNN ( Recurrent Neural Network ), [64]. Les
MLP sont la représentation classique des réseaux de neurones. Ils possèdent plusieurs couches de
neurones, voir Figure 4.5 (a). Lorsque le réseau possède plus de trois couches internes, ou couches
cachées, on parle alors d'apprentissage profond ou  deep learning . Les MLP servent plutôt pour
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les problèmes de classiﬁcation et de régression avec des données d'entrée sous forme de tableaux
numériques. Les CNN sont inspirés du cortex visuel et sont très eﬃcaces pour le traitement et la
reconnaissance d'image. La première étape de traitement de l'image par CNN est la convolution.
En utilisant une ou plusieurs matrices de convolution successivement sur l'image, ou une partie
de l'image, les caractéristiques de l'image peuvent être identiﬁées. Ensuite, un réseau de neurones
de type MLP est utilisé en sortie pour déterminer, à partir de ces caractéristiques, quelle est
la classe de l'image. Le fonctionnement d'un CNN est visible sur la Figure 4.5 (b). Enﬁn, les
RNN sont des réseaux de neurones présentant des récurrences. Contrairement au MLP, il existe
donc des cycles entre les neurones dans ce type de structure, voir Figure 4.5 (c). Cet aspect des
RNN les rend très eﬃcaces pour l'analyse de séquences telles des phrases ou des enregistrements
vocaux.
(a) (b) (c)
Figure 4.5  Exemples de structures pour des réseaux de neurones MLP (a), CNN (b) et RNN
(c)
L'avantage des réseaux de neurones est leur aptitude à reproduire n'importe quel comporte-
ment non linéaire. De plus, en fonction du problème à traiter (traitement d'image, traduction
automatique, classiﬁcation, etc.), plusieurs structures types existent déjà dans la littérature en
fonction du problème à traiter. Contrairement aux arbres de décision, les réseaux de neurones
sont eﬃcaces avec des données bruitées ou incomplètes. De plus, comme les réseaux de neurones
sont de plus en plus utilisés, de nombreux outils pour leur exploitation ont été développés ces
dernières années. L'inconvénient majeur des réseaux de neurones, qui est souvent mis en avant,
est leur eﬀet  boîte noire , car il est souvent diﬃcile de trouver des justiﬁcations aux solu-
tions données par le réseau. Cela peut donc compliquer l'interprétation des résultats. Un autre
inconvénient est la déﬁnition de l'architecture du réseau. Il n'existe pas encore de méthode pour
déterminer le nombre de neurones et le nombre de couches nécessaires dans le réseau en fonction
d'un problème.
4.1.5 Objectifs et méthodes
L'objectif de ce chapitre est la détection de man÷uvres et la prédiction de trajectoires des
véhicules en environnement urbain. Par rapport à l'autoroute, les situations de vie sont plus
complexes, que ce soit au niveau de la structure de la route ou au niveau des règles de circula-
tion et interactions avec les autres usagers. En eﬀet, sur autoroute, tous les véhicules circulent
dans le même sens et sur des routes peu courbées. En ville cependant, les véhicules se croisent
dans les intersections et les ronds-points, et peuvent se dépasser sur des routes à double sens.
Beaucoup de règles du Code de la route viennent aussi s'ajouter en ville : les stops et cédez le
passage aux intersections, les priorités à droite, les passages piétons, les ﬂèches de marquage au
sol, etc. Enﬁn, d'autres usagers apparaissent en ville alors qu'ils ne sont pas du tout présents
sur les routes à grandes vitesses : les piétons, les vélos ou encore les scooters.
L'ego véhicule doit donc être capable de gérer beaucoup plus de situations complexes en ville
que sur autoroute. Et pour les gérer, il doit être capable d'anticiper correctement le mouvement
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des autres usagers. Étant donné la complexité de ces situations, les méthodes d'apprentissage
artiﬁciel, et notamment les réseaux de neurones, sont une approche séduisante. En eﬀet, ces
situations peuvent être diﬃciles à modéliser et interpréter par des méthodes classiques. On
peut penser qu'avec une base de données importante, les réseaux de neurones soient capables
de représenter ces scénarios correctement et d'anticiper les futures positions des autres véhicules.
Pour pouvoir représenter correctement les comportements des exo véhicules, il faut une base
de données conséquente. Cependant, les prototypes du Groupe PSA, au moment de cette étude,
n'ont pas eﬀectué suﬃsamment de roulage en ville pour utiliser des réseaux de neurones. Aﬁn
de déﬁnir une stratégie de détection d'intention et de prédiction de trajectoire, nous avons
donc utilisé une base de données créée à partir de roulages sur autoroute. Cela va permettre
de confronter plusieurs méthodes et de les valider pour ensuite les adapter en environnement
urbain. Pour avoir un scénario transposable de l'autoroute à l'urbain, les stratégies développées
se concentrent alors sur les man÷uvres de changement de voie.
Pour la détection d'intention, une méthode classique à base de règles probabilistes et de
prédiction de trajectoire est comparée à un réseau de neurones MLP pour déterminer si un
véhicule de l'environnement est en train de changer de voie. Pour la prédiction de trajectoire,
plusieurs structures de réseaux de neurones de type RNN sont comparées.
4.2 Les réseaux de neurones : fonctionnement et apprentissage
La deuxième méthode de détection de changement de voie utilise des réseaux de neurones. Au
début du chapitre, nous avons expliqué de manière macroscopique le principe de fonctionnement
d'un réseau de neurones. Ici, nous allons détailler comment une sortie d'un réseau de neurones
est calculée et comment celui-ci est entraîné pour un problème de classiﬁcation.
4.2.1 Fonctionnement d'un neurone
Un neurone seul a pour entrée un vecteur de données d = [d1 d2 · · · dn]T . Ces données
sont pondérées par un vecteur de paramètres Θ = [θ0 θ1 · · · θn]T . La somme pondérée des
paramètres du neurone et des données d'entrée est utilisée pour calculer la sortie hΘ grâce à
une fonction d'activation. Les fonctions d'activation sont généralement la fonction d'Heaviside,
la tangente hyperbolique ou la sigmoïde. Nous utilisons ici cette dernière.
...
d1
d2
d3
dn
d0
h (d)θ
Sortie
Données d'entrée
Biais d'entrée
Input wires
Figure 4.6  Représentation d'un neurone
Pour le réseau de neurones précédent, représenté sur la Figure 4.6, et avec une entrée d =
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[d1 d2 · · · dn]T , la sortie se calcule par :
hΘ(db) =
1
1 + e−ΘT db
. (4.1)
avec db l'entrée d avec un biais d0 = 1 telle que :
db =
[
d0
d
]
. (4.2)
L'ajout d'un biais rend le neurone plus ﬂexible. En eﬀet, si les poids représentent la  forme 
du modèle, le biais positionne son zéro. L'intérêt du biais et le fonctionnement d'un neurone pour
un problème de classiﬁcation sont illustrés dans l'exemple suivant.
L'objectif est de déterminer, pour une entrée d = [d1 d2]T si cette classe appartient à la
classe + ou la classe o dont la répartition est représentée sur la Figure 4.7 (a). Avec un neurone
pondéré comme sur la Figure 4.7 (b), il est possible d'identiﬁer la classe de d.
0 2 4 6 8 10
d1
0
2
4
6
8
10
d 2
Biais d'entrée
d1
d2
1
h (d)θ
-4
-0.5
1
(a) (b)
Figure 4.7  Répartition des classes (a) et représentation du neurone pour la classiﬁcation (b)
Pour d, la sortie vaut :
hΘ(d) =
1
1 + e−ΘT db
, (4.3)
avec db = [1 dT ]T et
ΘTdb = θ0 + θ1d1 + θ2d2, (4.4)
sachant qu'ici θ0 = −4, θ1 = −0.5 et θ2 = 1.
Si hΘ(d) > 0, 5, cela signiﬁe que ΘTdb > 0 et que, sur la Figure 4.7 (a), d est au-dessus de
la droite noire et donc appartient à la classe +. À l'inverse, si hΘ(d) < 0, 5, d appartient à la
classe o.
4.2.2 Propagation de l'information dans le réseau
En général, un réseau est constitué de plusieurs couches de neurones et chaque couche contient
plusieurs neurones. On appelle couche d'entrée la couche du vecteur d'entrée et couche de sortie
la couche contenant les neurones calculant les sorties. Les couches intermédiaires constituent la
couche cachée du réseau. Pour illustrer comment l'information se propage du vecteur d'entrée à
la sortie, prenons l'exemple d'un réseau à n entrées, une seule couche cachée composée de trois
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...
d1
d2
d3
dn
d0
h (d)θ
Unité de biais
Couche d'entrée Couches cachées Couche de sortie
N0
(2)
N1
(2)
N2
(2)
N3
(2)
N1
(3)
Figure 4.8  Représentation d'un neurone
neurones et une sortie, comme illustré sur la Figure 4.8.
On appelle N (j)i le ième neurone de la couche j. Ainsi, pour la première couche cachée :
N
(2)
1 = g
(
θ
(1)
10 d0 + θ
(1)
11 d1 + θ
(1)
12 d2 + · · ·+ θ(1)1n dn
)
N
(2)
2 = g
(
θ
(1)
20 d0 + θ
(1)
21 d1 + θ
(1)
22 d2 + · · ·+ θ(1)2n dn
)
N
(2)
3 = g
(
θ
(1)
30 d0 + θ
(1)
31 d1 + θ
(1)
32 d2 + · · ·+ θ(1)3n dn
)
,
(4.5)
avec g(z) la fonction d'activation sigmoïde qui s'écrit :
g(z) =
1
1 + e−z
, (4.6)
et θ(l)ij la pondération de la jème entrée du ième neurone de la couche l à la couche l + 1. La
couche de sortie donne alors :
hθ(d) = g
(
θ
(2)
10 N
(2)
0 + θ
(2)
11 N
(2)
1 + θ
(2)
12 N
(2)
2 + θ
(2)
13 N
(2)
3
)
. (4.7)
Le fait d'augmenter la hauteur du réseau en ajoutant des neurones dans chaque couche et
d'augmenter la profondeur du réseau en ajoutant des couches permet d'accroitre et de complexi-
ﬁer les relations entre les paramètres d'entrée. Le modèle entrée/sortie du réseau aura donc plus
de possibilités combinatoires entre les diﬀérentes entrées et permettra donc la représentation
de modèles très variés. Ainsi, si un neurone permet la classiﬁcation d'une fonction linéaire du
premier ordre comme vu précédemment, un réseau de neurones avec plusieurs couches cachées et
un grand nombre de neurones par couche peut permettre par exemple la classiﬁcation d'image,
voir Figure 4.9. Pour la classiﬁcation du type d'objet dans l'environnement à partir d'une image,
chaque donnée d'entrée correspond à un pixel de l'image et chaque sortie indique si oui ou non,
l'image appartient à la classe considérée. Pour les problèmes de classiﬁcation d'image, les réseaux
de neurones convolutifs sont cependant plus performants que les réseaux MLP.
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Figure 4.9  Réseau de neurones profond pour la classiﬁcation d'images
4.2.3 Entraînement du réseau : la rétropropagation
La phase d'apprentissage des paramètres Θ du réseau utilise une méthode appelée rétro-
propagation [71, 162]. L'objectif de l'apprentissage est de trouver les paramètres du réseau qui
minimisent une fonction de coût J(Θ). Il existe plusieurs fonctions de coût utilisées dans la
littérature, nous utiliserons celle de la forme :
J(Θ) =
1
m
m∑
i=1
2∑
k=1
(
c(i)[k]log(ĉ(i)[k])+(1− c(i)[k])log(1− ĉ(i)[k])
)
, (4.8)
avec m le nombre d'exemples dans la base de données, c(i)[k] la keme ligne de la sortie réelle
correspondant au ieme vecteur d'entrée d de la base de données et ĉ(i)[k] la keme ligne de la sortie
calculée par le réseau avec le même vecteur d'entrée d et les paramètres Θ.
Pour pouvoir mettre à jour les paramètres en fonction de l'erreur de sortie, il faut calculer
le gradient de la fonction de coût J(Θ). C'est cette étape qui est eﬀectuée par la méthode de
rétropropagation. Intuitivement, la rétropropagation consiste à propager l'erreur de sortie vers
l'entrée, conduisant au calcul du gradient. Une fois le gradient calculé, une méthode d'optimi-
sation telle que la descente de gradient est utilisée pour mettre à jour les paramètres Θ du
réseau. Dans ce paragraphe, nous allons uniquement expliquer comment calculer le gradient de
la fonction de coût par rétropropagation.
Les notations utilisées ici sont identiques à celles de l'exemple précédent. Ainsi la matrice
Θ de paramètres est une matrice à trois dimensions composée d'éléments θ(l)ij correspondant à
la pondération de l'entrée j du neurone i de la couche l. La sortie du neurone i de la couche l
est notée N (l)i et N
(l) correspond au vecteur de sortie de la couche l. Pour la couche d'entrée, à
savoir l = 1, on a : N (l)i = di. On note δ
(l)
i l'erreur de propagation du noeud i de la couche l et
δ(l) le vecteur d'erreur de la couche l. En prenant l'exemple de la Figure 4.10 avec deux couches
cachées, ces paramètres sont calculés par les relations suivantes. Pour la couche de sortie, l'erreur
pour la sortie i est :
δ
(4)
i = N
(4)
i − c[i], (4.9)
ou pour toute la couche de sortie :
δ(4) = N (4) − c. (4.10)
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Ensuite, la propagation de l'erreur dans les autres couches donne récursivement :
δ(3) = θ(3)
T
δ(4) ◦ g′(θ(2)N (2))
δ(2) = θ(2)
T
δ(3) ◦ g′(θ(1)N (1)),
(4.11)
avec g′(z) la dérivée de la fonction d'activation (4.6). L'opérateur ◦ indique la multiplication
terme à terme des matrices.
(2) (3) (4)
Figure 4.10  Schématisation de la propagation de l'erreur
Le fait que la méthode soit récursive nécessite donc une initialisation des paramètres Θ.
Ici, ces valeurs sont choisies aléatoirement, proches de 0 (inférieures à 0,1), aﬁn d'empêcher la
symétrisation des paramètres.
Remarque. Dû à l'ajout de biais sur la couche d'entrée et les couches cachées, les vecteurs δ(2)
et δ(3) calculés avec l'équation (4.11) ont une valeur en trop : la première. Il faut donc l'enlever
pour que les multiplications matricielles suivantes soient de la bonne dimension.
Avec m données d'entraînement, l'algorithme utilisant la rétropropagation pour le calcul du
gradient de la fonction de coût
∂J(Θ)
∂θ
(l)
ij
est le suivant :
Pour k allant de 1 à m faire
Pour l allant de 2 à L faire
Calculer N (l) par propagation avant
Fin Pour
Pour l allant de L à 2 faire
Calculer δ(l) par rétropropagation
Fin Pour
Pour l allant de 1 à L− 1 faire
Pour chaque entrée j et sortie i faire
Mise à jour Λ(l)ij = Λ
(l)
ij +N
(l)
j δ
(l+1)
i
Fin Pour
Fin Pour
Fin Pour
Calculer le gradient :
∂J(Θ)
∂θ
(l)
ij
=
1
m
Λ
(l)
ij
L'obtention du gradient de la fonction de coût en fonction des paramètres permet ensuite la
mise à jour de ces derniers par la méthode de descente de gradient, illustrée par la Figure 4.11.
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Cette méthode consiste à trouver le paramètre qui minimise une fonction en se déplaçant sur la
courbe de celle-ci. Pour cela, l'algorithme se déplace de manière itérative jusqu'à atteindre un
minimum. Le déplacement se fait en ajoutant au paramètre une pondération du gradient de la
fonction en ce point. Lorsque le gradient du point est nul, l'algorithme s'arrête, un minimum a
été trouvé. De manière générale, plusieurs itérations de rétropropagation sont nécessaires pour
trouver Θ optimal.
Point de départ
Minimum à trouver
Figure 4.11  Schématisation de la méthode de descente de gradient [Source : adapté de https:
//www.neural-networks.io/fr/single-layer/gradient-descent.php
Le phénomène de sur-apprentissage
Un problème récurrent dans l'apprentissage des réseaux de neurones est le sur-apprentissage.
Ce phénomène apparaît lorsque le réseau est trop spéciﬁque à la base de données utilisée pour
l'entraînement. Le réseau est alors très eﬃcace pour les données qu'il connaît, mais fait beaucoup
d'erreurs pour les nouvelles entrées. Pour éviter ce problème, un terme de régularisation γ est
ajouté dans la fonction de coût :
J(Θ1,Θ2, γ) =
1
m
m∑
i=1
2∑
k=1
(
c(i)[k]log(ĉ(i)[k])+(1− c(i)[k])log(1− ĉ(i)[k])
)
+
γ
2m
La−1∑
l=1
sl[1]∑
j=1
sl[2]∑
k=1
Θl[j][k],
(4.12)
avec La = 3 le nombre de couches, sl = [pl ql] le vecteur de taille des matrices Θl avec pl le
nombre de lignes et ql le nombre de colonnes. Le paramètre de régularisation γ pénalise les pa-
ramètres du réseau d'ordres importants pour simpliﬁer le réseau et améliorer sa généralisation.
Ceci peut s'illustrer à l'aide du problème de classiﬁcation des classes + et o précédent. Par
exemple, avec un réseau trop grand et sans régularisation, au lieu de modéliser une fonction
linéaire (courbe noire), le réseau pourrait plutôt représenter la courbe bleue de la Figure 4.12
(a). La régularisation permet aussi de limiter le phénomène d'augmentation de l'erreur avec un
nombre de neurones trop important.
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J(
,
)
J( , ) : données de test
J( , ) : données d'entraînement
 optimal
(a) (b)
Figure 4.12  Illustration du phénomène de sur-apprentissage (a) et variation de la fonction de
coût en fonction du paramètre de régularisation
La base de données est divisée en deux : une base d'entraînement réservée pour la rétropropa-
gation et l'apprentissage des paramètres du réseau et une base de test utilisée pour la validation
du réseau. La valeur de γ est déterminée de telle sorte qu'elle minimise la fonction de coût (4.8)
de la base de test. Les réseaux sont entraînés avec plusieurs valeurs de γ avec la fonction de
coût (4.12), puis (4.8) est calculé avec les bases d'entraînement et de test. La Figure 4.12 (b)
montre l'allure des variations de la fonction de coût des réseaux entraînés pour les deux bases
en fonction de γ.
4.2.4 Méthodologie de construction du réseau
Il n'y a pas de règles précises pour l'entraînement d'un réseau de neurones. C'est l'expé-
rience du concepteur qui va primer dans l'analyse des entrées/sorties et des résultats obtenus.
Cependant, même sans règles pour le nombre de couches cachées et de neurones, il est possible
de mettre en place une démarche pour la conception et l'entraînement d'un réseau. La métho-
dologie mise en place ici est illustrée Figure 4.13.
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Figure 4.13  Méthodologie pour l'élaboration et l'analyse des résultats d'un réseau de neurones
Cette méthodologie est découpée en trois phases : une phase d'initialisation, une phase
d'entraînement et une phase d'analyse du réseau.
L'initialisation passe par la déﬁnition des entrées, des sorties et d'une première architecture
du réseau, déterminée par le nombre de couches cachées et de neurones par couche.
Pour la phase d'entraînement, les paramètres du réseau sont dans un premier temps initia-
lisés. Puis, pour chaque donnée de la base d'entraînement, les paramètres sont modiﬁés avec la
méthode de rétropropagation. La boucle d'entraînement est répétée un nombre ﬁxe de fois ou
s'arrête lorsque le coût ne diminue plus.
Enﬁn, une phase d'analyse du réseau, avec une base de données de test, vériﬁe si le réseau a
été entraîné correctement. La base de données de test est totalement décorrélée de la base d'en-
traînement. L'objectif est de vériﬁer si le réseau est représentatif des nouvelles entrées. Un phé-
nomène souvent rencontré lors d'apprentissage de réseaux de neurones est le sur-apprentissage,
ou  overﬁtting . Cela signiﬁe que le réseau est devenu trop spéciﬁque à la base d'entraînement,
il n'arrive pas à représenter correctement de nouvelles entrées. Ainsi, la précision du réseau
sera très élevée pour les données d'entraînement et plus faible pour celles de test. En cas de
sur-apprentissage, une première solution est d'ajouter un paramètre de régularisation dans la
fonction de coût, une seconde consiste à augmenter la base de données.
Quand les données d'entraînement ont une précision faible en sortie, cela veut dire que la
forme du réseau n'est pas adaptée au problème à modéliser. Les interactions entre les paramètres
d'entrée sont potentiellement trop simples pour représenter correctement les comportements
entrées/sorties. Il faut donc changer l'architecture du réseau pour voir si cela permet d'améliorer
la précision. Une autre solution au problème de faible précision de la base d'entraînement est
l'ajout d'autres types de données en entrée. En eﬀet, il manque peut-être des informations au
réseau pour pouvoir correctement estimer les sorties.
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4.3 Détection d'intention : changement de voie sur autoroute
Pour la problématique de détection de changement de voie, deux méthodes sont comparées
aﬁn d'identiﬁer le comportement des véhicules autour de l'ego. La première méthode est une
méthode à base de règles qui utilise une première étape de prédiction de trajectoire et une
deuxième étape de probabilités en fonction de cette prédiction. La deuxième méthode utilise un
réseau de neurones dans un problème de classiﬁcation de comportement. Ces deux méthodes
sont comparées avec une base de données enregistrée sur le prototype TJC sur autoroute dans
des conditions réelles de conduite.
4.3.1 Description du problème
Les scénarios
L'ego véhicule roule sur une route à chaussées séparées. Ainsi, tous les véhicules de l'en-
vironnement sont dans le même sens de circulation. L'objectif de l'étude des deux prochaines
sections est de détecter si un véhicule de l'environnement, un exo véhicule, va changer de voie
de circulation ou continuer de rouler dans sa voie. Sur autoroute, le fait de pouvoir anticiper le
comportement des autres véhicules va permettre de pouvoir mieux gérer la vitesse longitudinale
de l'ego véhicule. En anticipant les comportements des véhicules de l'environnement, le freinage
ou l'accélération peut être anticipé. La conduite sera alors plus ﬂuide et confortable. Sept cas
de changement de voie ont été identiﬁés suivant la voie initiale du véhicule par rapport à l'ego
et son action. Ces cas sont déﬁnis dans la Table 4.1 et illustrés Figure 4.14 (a).
Table 4.1  Scénarios de changement de voie des exos véhicules
Cas Voie initiale Action
1 gauche reste dans la même voie
2 milieu reste dans la même voie
3 droite reste dans la même voie
4 gauche change vers la voie de l'ego
5 droite change vers la voie de l'ego
6 milieu change vers la voie à gauche de l'ego
7 milieu change vers la voie à droite de l'ego
Les données utilisées pour la détection
La base de données utilisée pour cette étude est créée à partir d'enregistrements de roulage
de TJC sur des routes nationales et autoroutes proches de Paris. Pendant les enregistrements,
l'ego véhicule est sur une route à deux ou trois voies avec chaussées séparées. Tous les autres
véhicules de l'environnement roulent dans le même sens que l'ego. L'ego véhicule peut être soit
à droite, soit au milieu, soit à gauche. Pour ne pas inﬂuencer la détection de changement de
voie, l'ego véhicule ne change pas de voie dans les échantillons d'enregistrements utilisés. Tous
les échantillons de la base de données ont été labellisés manuellement pour correspondre aux
scénarios de la Table 4.1, illustrés sur la Figure 4.14 (a). Pour pouvoir réaliser cette étude,
une grande quantité de données a été analysée et traitée pour isoler les cas de changement de
voie, mais aussi les cas où les véhicules restent dans leur voie. Pour chacun des enregistrements,
un découpage temporel est réalisé pour séparer les données considérées comme  passées  qui
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servent à la prédiction et les données futures qui servent à la validation.
La position des objets est issue de la fusion de données des diﬀérents capteurs de TJC. Les
exo véhicules sont positionnés dans le repère de l'ego véhicule. La caméra détecte les lignes et
leur représentation est une fonction polynomiale d'ordre 3 de telle sorte que :
yR(x) = C0R + C1Rx+ C2Rx
2 + C3Rx
3
yL(x) = C0L + C1Lx+ C2Lx
2 + C3Lx
3,
(4.13)
avec yR(x) et yL(x) les positions latérales des lignes à droite et à gauche de l'ego véhicule à
une distance x devant celui-ci. CiR et CiL sont les coeﬃcients d'ordre i ∈ {0, 1, 2, 3} des deux
polynômes.
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Figure 4.14  Scénarios de changement de voie (a) et exemples d'enregistrements (b)
Pour les scénarios labellisés 4, 5, 6 et 7, correspondants à des changements de voie, les
échantillons prélevés des enregistrements sont coupés juste avant que le véhicule ait complète-
ment franchi la ligne. Comme le but est de détecter les changements de voie le plus tôt possible,
il faut que les algorithmes soient capables de le faire avant le changement eﬀectif. Il est à noter
qu'il n'y a pas que des enregistrements sur des routes droites, mais aussi sur des routes courbées
aﬁn d'évaluer la capacité des algorithmes à faire la distinction entre un virage et un changement
de voie. Quelques exemples d'échantillons utilisés dans cette étude sont tracés sur la Figure
4.14 (b). Les couleurs des échantillons respectent les couleurs des scénarios de la Figure 4.14 (a).
Pour avoir une comparaison juste entre les méthodes de détection d'intention proposées, les
données utilisées en entrée sont identiques. Ainsi, pour chaque objet i autour de l'ego véhicule
à l'instant k, ces données sont composées : des coeﬃcients polynomiaux des lignes à droite et
à gauche de l'ego véhicule, les 25 derniers échantillons des positions et vitesses longitudinale et
latérale de l'objet i relatives à celles de l'ego, i.e., Xi(k), ..., Xi(k − 25), Yi(k), ..., Yi(k − 25),
Vxi(k), ..., Vxi(k−25) et Vyi(k), ..., Vyi(k−25). Sachant que l'enregistrement des capteurs se fait
à une période de 40 ms, l'ensemble positions/vitesses correspond à un historique d'une seconde.
4.3.2 Détection d'intention : méthode à base de règles
La première méthode présentée pour la détection du changement de voie est une méthode
à base de règles et de probabilités, utilisant une prédiction de trajectoire à base de modèle
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d'évolution dynamique. Des règles, utilisant des probabilités de changement de voie suivant la
vitesse latérale de l'objet et sa distance à la ligne, sont déﬁnies pour déterminer dans quel
scénario se trouve l'objet. Ainsi, plus la vitesse transverse de l'exo véhicule est grande et sa
distance à la ligne faible, plus la probabilité que le véhicule soit en train de changer de voie est
grande, voir Figure 4.15.
Ego véhicule
Exo véhicule
Etat prédit de l'exo véhicule
Vy
Vx
Distance à 
la ligne
Figure 4.15  Principe de fonctionnement de la méthode probabiliste
Filtrage de Kalman et prédiction
La vitesse latérale des objets estimée par la fusion de données des capteurs est bruitée et
n'est pas toujours disponible pour tous les objets de l'environnement. Elle ne peut donc pas être
utilisée telle quelle. La formule utilisant le delta de position entre les deux derniers échantillons
pour calculer la vitesse latérale Vy :
Vyi(k) =
Yi(k)− Yi(k − 1)
Te
, (4.14)
avec Te la période d'échantillonnage, donne aussi un résultat très bruité. Vy est donc estimée en
utilisant un ﬁltrage de Kalman.
Le ﬁltrage de Kalman, aussi utilisé dans la section 2.5 pour l'estimation de la vitesse de
lacet, est capable d'estimer les états d'un système à partir d'une série de mesures et d'un modèle
dynamique d'évolution. Comme les seules informations disponibles sur les autres véhicules sont
leurs positions relatives à l'ego véhicule et leurs vitesses longitudinales, un modèle d'évolution
simple est utilisé. Pour ce modèle, les vitesses longitudinales et latérales des exo véhicules sont
considérées constantes de sorte que leurs trajectoires relatives à l'ego s'écrivent :
Xi(k + 1) = Xi(k) + TsVxi(k)− TsVxego(k)
Vxi(k + 1) = Vxi(k)
Yi(k + 1) = Yi(k) + TsVyi(k)
Vyi(k + 1) = Vyi(k),
(4.15)
avec Xi(k) et Yi(k) les positions longitudinale et latérale de l'objet i, relatives à celle de l'ego,
à l'instant k. Vxi(k) et Vyi(k) sont les vitesses longitudinale et latérale de l'objet i à l'instant k.
La représentation d'état du modèle déﬁni ci-dessus peut s'écrire :
x(k + 1) = ADIx(k) +BDIu(k), (4.16)
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avec le vecteur d'état x(k) = [Xi(k) Vxi(k) Yi(k) Vyi(k)]T , l'entrée u(k) = Vxego(k) est la vitesse
de l'ego véhicule et les matrices de transition d'état s'écrivent :
ADI =

1 Ts 0 0
0 1 0 0
0 0 1 Ts
0 0 0 1
 and BDI =

−Ts
0
0
0
 . (4.17)
En utilisant ce modèle d'évolution dynamique et les équations du ﬁltrage de Kalman, comme
déﬁnies à la section C.1, une meilleure estimation de la vitesse transverse des objets est obtenue.
La Figure 4.16 (b) compare la vitesse estimée par les capteurs (en rouge) et celles calculées par
le delta de position (en bleu) et ﬁltrage de Kalman (en noir) pour un véhicule ayant eﬀectué la
trajectoire de la Figure 4.16 (a). Il peut être observé que le calcul  simple  de la vitesse latérale
n'est pas du tout exploitable. La vitesse latérale donnée par la fusion des capteurs présente par
moment des échelons importants de variation de vitesse, notamment entre 5 s et 10 s. Le ﬁltrage
permet une estimation plus ﬂuide de la vitesse transverse.
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Figure 4.16  Trajectoire relative mesurée d'un exo véhicule (a) et comparaison de la mesure
(rouge) et des estimations de sa vitesse latérale par (4.14) (bleu) et Kalman (noir) (b)
Aﬁn de détecter le changement de voie le plus rapidement possible, une étape de prédiction
de trajectoire est ajoutée. L'objectif de cette étape est de déterminer les futures positions des
objets de l'environnement à un horizon th = 15Te = 0, 6 s. La déﬁnition de th est empirique, elle
est choisie pour faire en sorte que la détection se fasse tôt avec le moins de fausse détection de
changement de voie possible. En eﬀet, si la vitesse latérale du véhicule est grande, la phase de
prédiction peut potentiellement estimer que le véhicule va franchir la ligne de marquage à t+ th
alors que le véhicule est dans un virage. À l'inverse, si th est trop faible, la détection va être trop
tardive. La position estimée à t+ th est calculée par :
xˆ(k + th/Ts|k) = Ath/Te xˆ(k|k). (4.18)
Les positions latérales mesurées aux instants t et t+th ainsi que leur estimation et prédiction
par ﬁltrage de Kalman pour le même exemple que précédemment ont été tracés sur la Figure
4.17 (a). La Figure 4.17 (b) trace ensuite l'erreur de prédiction à l'instant t + th. En moyenne,
la prédiction présente une erreur de 12 cm en position latérale.
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Figure 4.17  Positions latérales estimées et prédites à l'instant t pour l'horizon th (a) et erreur
de position à l'horizon th (b)
Règles de décision
Une fois la vitesse latérale correctement prédite, les règles probabilistes liées à cette dernière
et à la distance à la ligne sont ensuite mises en ÷uvre pour détecter s'il y a un changement de voie.
Ainsi, deux probabilités sont déﬁnies et utilisées par les règles de détection des changements de
voie. Ces deux probabilités, s'écrivant P (Vy) et P (∆y), indiquent respectivement la probabilité
de l'objet à changer de voie en fonction de sa vitesse latérale et en fonction de sa position à la
ligne la plus proche à l'horizon de prédiction t+ th.
Elles sont calculées en utilisant des fonctions sigmoïdes :
P (χ) =
1
1 + e−β(χ−α)
. (4.19)
La Table 4.2 récapitule les valeurs de β et α pour les probabilités et la Figure 4.18 montre
les courbes des probabilités. Les paramètres des fonctions ont été choisis après analyse des
enregistrements. Il a été observé que les changements de voie pouvaient se produire avec des
vitesses transverses inférieures à Vy = 0, 4 m.s−1 et que les véhicules pouvaient rouler assez
proche des lignes de marquage. Un compromis est fait dans le but de détecter les changements
de voie assez tôt tout en évitant les fausses détections.
Table 4.2  Valeurs des paramètres des fonctions de probabilité
P β α
P (Vy) 18 0,33
P (∆y) -24 0,25
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Figure 4.18  Probabilités de changement de voie en fonction de la vitesse latérale (a), en
fonction de la distance à la ligne la plus proche à th (b) et combinaison des deux probabilités
(c)
Les règles utilisées pour déterminer les intentions des objets sont les suivantes :
Si Entre k et k + th/Te l'objet a franchi une ligne alors
Le véhicule change de voie
Sinon
Calcul des probabilités P (Vy) et P (∆y)
Calcul de P (Vy ∩∆y) = P (Vy)P (∆y)
Si P (Vy ∩∆y) > 0, 5 alors
L'objet change de voie
Sinon
L'objet reste dans sa voie
Fin Si
Fin Si
Deux exemples sont donnés aﬁn d'illustrer la méthode.
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Figure 4.19  Exemples avec (a) et sans (b) prédiction de franchissement de voie
La Figure 4.19 (a) illustre un premier exemple. Dans cette situation, l'objet est à gauche
de l'ego véhicule. Ce dernier est représenté par le rectangle rouge. L'historique des positions en
bleu suggère que l'objet se déplace vers la voie de l'ego véhicule. Les futurs états prédis, en vert
sur la ﬁgure, montrent qu'à t+ th le véhicule est supposé avoir changé de voie et ainsi être dans
la même voie que celle de l'ego. Un changement de voie est donc détecté.
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Un deuxième exemple, voir Figure 4.19 (b), montre un scénario où la prédiction estime que
le véhicule sera toujours dans sa voie à t+ th. Les deux probabilités sont calculées. Elles donnent
P (Vy) = 0, 9973 et P (∆y) = 0, 02676. L'intersection donne P (Vy ∩∆y) = 0, 0275 et la méthode
indique un maintien dans la voie. Dans cet exemple, le véhicule va eﬀectivement changer de voie,
mais est encore trop loin de la ligne pour que le changement soit détecté, P (∆y) est trop faible. À
l'instant t+th, le changement de voie ne sera donc pas eﬀectif selon nos règles. Plus d'échantillons
sont nécessaires pour que la détection se fasse. En eﬀet, à t + 0, 36 s, soit 9 échantillons plus
tard, P (∆y) = 0, 739 et P (Vy) = 0, 998, signiﬁant que le changement de voie est détecté. La
détection de changement de voie est donc plus tardive.
En reprenant l'enregistrement complet, les Figures 4.20 tracent l'évolution des probabilités
autour de l'échantillon k = 0, correspondant à l'exemple de la base de données, et de la position
réelle du véhicule par rapport à la ligne de gauche. Ainsi, cinq échantillons avant l'exemple
présenté, la probabilité de changement de voie en fonction de la vitesse latérale P (Vy) ≈ 1. Celle
en fonction de la distance à la ligne commence à augmenter quatre échantillons plus tard, pour
une détection eﬀective au bout de neuf échantillons. Ainsi, le changement de voie est détecté
plus tard, alors que le véhicule se trouve à une distance de 0,5 m de la ligne.
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Figure 4.20  Évolutions des probabilités (a) et de la distance entre le véhicule et la ligne (b)
autour de l'exemple
4.3.3 Méthode par réseau de neurones
La deuxième méthode de détection de changement de voie utilise des réseaux de neurones.
Il s'agit maintenant de construire et d'entraîner un réseau de neurones pour la classiﬁcation
d'intention des exo véhicules tel que déﬁni au paragraphe 4.3.1.
Choix de la structure du réseau de neurones pour la détection d'intention de chan-
gement de voie
Un réseau de neurones est composé de trois couches : une couche d'entrée, une ou plusieurs
couches cachées et une couche de sortie. Dans notre cas, et comme indiqué auparavant, les pa-
ramètres de la couche d'entrée sont : l'historique des positions et vitesses sur 1 s échantillonnée
à 40 ms et les coeﬃcients des polynômes des lignes pour un total de 112 paramètres. La couche
cachée du réseau de neurones utilisé ici contient une seule couche de trente neurones. Enﬁn,
parce que les intentions sont déﬁnies en sept classes, il y a sept sorties sur la dernière couche du
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réseau. Un diagramme Figure 4.21 (a) illustre la structure du réseau. Il n'y a pas de méthode
pour déterminer de façon certaine le nombre de couche cachée et de neurones nécessaires pour
qu'un réseau de neurones soit représentatif du système à modéliser. Il faut gérer le compromis
entre complexité du réseau et précision. Une analyse sur l'inﬂuence du nombre de neurones dans
notre cas applicatif est présentée par la suite.
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Figure 4.21  Structure des réseaux de neurones
Les matrices des paramètres s'écrivent Θ(1) pour les paramètres de transition entre la couche
d'entrée et la couche cachée, et Θ(2) pour les paramètres entre la couche cachée et la couche de
sortie. La fonction d'activation de chaque neurone est la fonction sigmoïde g (4.6).
À partir d'un vecteur d'entrée d = [X(k) ... C3L]T , de la fonction d'activation g et des poids
Θi (i ∈ {1, 2}), les équations de type (4.5) sont utilisées pour calculer la sortie c. c est un vecteur
7x1, chaque ligne correspondant à une classe. La valeur des sorties se trouve entre 0 et 1. La
classe correspondant à l'entrée d est celle avec la valeur la plus proche de 1.
Le réseau, ainsi déﬁni, n'a pas la connaissance a priori du positionnement de l'exo véhicule
dans les voies. Il peut alors apparaître des résultats aberrants. Par exemple, le réseau peut pré-
dire qu'un exo véhicule se déplace de la voie de gauche vers la voie centrale (classe 4) alors qu'en
réalité, il reste dans la voie centrale du début à la ﬁn. Le réseau n'ayant pas d'information de
positionnement des objets ou de présence des voies, il peut se tromper. Vu que l'information sur
la ligne de départ est connue, ces aberrations peuvent être évitées en ajoutant cette information
dans le vecteur d'entrée d, ou complètement supprimées en créant trois sous réseaux : un pour
chaque voie de circulation de départ des exos véhicules, voir Figure 4.22 (a).
Pour évaluer l'importance d'une séparation du problème, nous avons entraîné un réseau com-
plet avec les sept classes en sortie et trois sous-réseaux en fonction de la voie de départ des objets.
Les matrices de confusion montrant les erreurs des réseaux sont visibles sur la Figure 4.22 (b).
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(a) (b)
Figure 4.22  Illustration du découpage du problème (a) et comparaison des matrices de confu-
sions pour les méthodes avec et sans voies séparées (b)
Sur les 470 données, la méthode avec trois réseaux de neurones découplés en fonction de la
voie initiale de l'exo véhicule se trompe 32 fois. En utilisant un seul réseau, il y a 46 erreurs,
dont 7 qui sont aberrantes, et supprimées avec la technique de séparation de problèmes.
La deuxième option, avec l'entraînement de trois réseaux, est préférée. Chacun de ces ré-
seaux a la même structure de couche d'entrée et cachée. Les réseaux pour les voies de gauche
et droite ont deux sorties alors que le réseau de la voie du milieu en a trois. Étant donné que la
méthodologie et les résultats sont similaires, le reste de l'étude se focalise sur la voie de gauche.
La représentation schématique du réseau pour la voie de gauche est illustrée Figure 4.21 (b).
Seules les classes 1 (reste dans la voie de gauche) et 4 (se déplace de la voie de gauche vers la
voie du milieu) avec des positions initiales dans la voie de gauche restent.
Pour arriver au nombre de 30 neurones pour la couche cachée, plusieurs essais avec la même
base de données d'entraînement ont été eﬀectués pour vériﬁer quel était le nombre optimal de
neurones à conserver. Le but est d'avoir le moins de paramètres possible tout en conservant une
bonne modélisation des relations entrée/sortie. Ainsi, la Figure 4.23 (a) montre les matrices de
confusion pour les réseaux avec 2, 5, 10 et 100 neurones et la Figure 4.23 (b) trace la variation du
nombre d'erreurs en fonction du nombre de neurones dans le réseau. Sur tous les tests, le nombre
d'erreurs varie entre 5 et 10 sur un total de 147 données. Lorsque l'on augmente le nombre de
neurones entre 2 et 20, le nombre d'erreurs diminue. Puis un palier est atteint entre 20 et 40
neurones et le nombre d'erreurs augmente lorsque trop de neurones sont ajoutés.
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Figure 4.23  Matrices de confusion en fonction du nombre de neurones (a) et variation du
nombre d'erreurs en fonction du nombre de neurones dans le réseau (b)
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Comme expliqué dans la section 4.3.2 de la méthode par règles, la vitesse latérale peut être
calculée de deux manières : en utilisant la relation (4.14) ou en utilisant un ﬁltrage de Kalman.
Aﬁn d'analyser l'inﬂuence de la vitesse latérale sur le réseau de neurones, deux réseaux sont
entraînés et comparés : un avec Vy comme dans (4.14) et un autre avec Vy estimée par ﬁltrage
de Kalman.
Entraînement
La phase d'apprentissage des paramètres Θ1 et Θ2 du réseau de neurones pour la détection
d'intention utilise la méthode de rétropropagation décrite précédemment. La fonction de coût
J(Θ1,Θ2) à minimiser est déﬁnie comme :
J(Θ1,Θ2) =
1
m
m∑
i=1
2∑
k=1
(
c(i)[k]log(ĉ(i)[k])+(1− c(i)[k])log(1− ĉ(i)[k])
)
, (4.20)
avec m le nombre d'exemples dans la base de données, c(i)[k] la keme ligne de la sortie réelle
correspondant au ieme vecteur d'entrée d de la base de données et ĉ(i)[k] la keme ligne de la sortie
calculée par le réseau avec le même vecteur d'entrée d, Θ1 et Θ2.
Pour que l'apprentissage soit eﬃcace, il convient aussi de faire en sorte que toutes les caracté-
ristiques des vecteurs d'entrée soient du même ordre. Une normalisation est donc eﬀectuée pour
faire en sorte que toutes les valeurs d'entrée soient comprises entre -3 et 3. Chaque caractéristique
F est normalisée par l'équation :
F ′ = 3
F −mean(F )
max(F )−min(F ) . (4.21)
La base de données est divisée en deux : une base d'entraînement et une base de test. Un
terme de régularisation γ est ajouté à la fonction de coût (4.20). La valeur de γ est déterminée
de telle sorte qu'elle minimise la fonction de coût (4.20) de la base de test. Les réseaux sont
entraînés avec plusieurs valeurs de γ avec la fonction de coût (4.12), puis (4.20) est calculé avec
les bases d'entraînement et de test. La Figure 4.24 montre les variations de la fonction de coût
des réseaux entraînés pour les deux bases en fonction de γ.
Figure 4.24  Variation du coût en fonction du paramètre de régularisation pour le réseau de
neurones avec Vy calculée comme une variation de positions
Sur cette ﬁgure, quand γ augmente, le coût des données d'entraînement augmente. Cela veut
dire que le réseau devient moins spéciﬁque à ces données. Dans le même temps, le coût de la base
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de test commence à diminuer lorsque γ est petit puis augmente légèrement. Au début, le réseau
est donc surentraîné et trop proche de la base d'entraînement. Il devient ensuite plus généralisé
aux diﬀérents enregistrements. Lorsque γ devient trop grand, le réseau n'est plus représentatif
du changement de voie, il manque des paramètres. Pour le réseau avec Vy calculée avec (4.14),
la valeur de γ minimisant la fonction de coût pour la base de données de test est γ = 1, 94. Celle
du réseau avec Vy estimé par ﬁltrage de Kalman est γ = 0, 85.
4.3.4 Résultats
La méthode à base de règles et les deux réseaux de neurones sont comparés dans cette section.
Figure 4.25  Matrices de confusion des trois méthodes pour l'ensemble de la base de données
et la base de tests
La Figure 4.25 montre les matrices de confusion de toute la base de données et de la base
de données de test pour les trois méthodes. Ces matrices représentent le nombre de fois où les
méthodes arrivent ou non à classer correctement les scénarios en fonction du vecteur d'entrée.
Par exemple, pour la méthode à base de règles sur toute la base de données, 177 scénarios de
classe 1 (maintien dans la voie) sont détectés correctement, mais 18 scénarios de classe 1 sont
identiﬁés comme étant de la classe 4 (changement de voie). Dans ces tableaux, la majorité des
erreurs surviennent quand un changement de voie n'est pas détecté : la sortie est 1 au lieu de
4. Peu importe la méthode, il en ressort la même tendance, à savoir que les solutions ont plus
tendance à ne pas détecter les changements de voie plutôt que faire de fausses détections. On
peut aussi noter que le fait de ﬁltrer la vitesse latérale permet de limiter le nombre d'erreurs.
Cependant, pour la méthode à base de règles, comme indiqué précédemment dans les exemples
de fonctionnement de la méthode, plusieurs échantillons peuvent être nécessaires pour classiﬁer
la situation comme un changement de voie et non pas un suivi de voie. Sur les cas de changement
de voie où la méthode par règles classe la situation en catégorie 1 au lieu de la catégorie 4, dans
un enregistrement en temps réel, le changement de voie aurait pu être détecté avec 3 ou 4 échan-
tillons en plus. Cela veut aussi dire que la méthode par réseau de neurones est potentiellement
plus rapide à la détection des changements de voie que la méthode probabiliste à base de règles.
Il existe plusieurs méthodes pour décrire et mesurer l'eﬃcacité d'un classiﬁeur [167]. Ici, la
précision, le rappel et la F-mesure sont utilisés. La précision représente la proportion de solutions
trouvées qui sont pertinentes, c'est à dire la proportion de bonnes détections par rapport aux
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fausses détections, et le rappel correspond à la proportion des solutions pertinentes eﬀectivement
trouvées, c'est à dire la proportion de bonnes détections par rapport aux non-détections. La F-
mesure est une moyenne harmonique de la précision et du rappel.
Table 4.3  Précision, rappel et F-mesure de chaque méthode
Classe 1 Classe 4
Précision Rappel F-mesure Précision Rappel F-mesure
Méthode à base de règles 75% 91% 82% 42% 17% 24%
Réseau de neurones 1 78% 96% 86% 77% 34% 47%
Réseau de neurones 2 86% 96% 91% 85% 59% 70%
Pour une classe i, la précision de la classe est calculée par la relation :
precisioni =
tpi
tpi + fpi
, (4.22)
le rappel par :
rappeli =
tpi
tpi + fni
, (4.23)
et la F-mesure par :
F−mesurei = 2 precisioni ∗ rappeli
precisioni + rappeli
, (4.24)
avec tpi le nombre de vrais positifs (sortie du classiﬁcateur et vraie sortie dans la classe i), fpi le
nombre de faux positifs (sortie du classiﬁcateur dans la classe i, mais pas la vraie sortie : fausse
détection) et fni est le nombre de faux négatif (vraie sortie dans la classe i, mais pas la sortie
du classiﬁcateur : pas de détection).
La Table 4.3 présente les valeurs de ces indicateurs de mesure pour évaluer la pertinence
des méthodes de classiﬁcation proposées.  Réseau de neurones 1  et  Réseau de neurones
2  sont respectivement les réseaux de neurones avec Vy calculée comme un delta de position
et Vy estimée par ﬁltrage de Kalman. Globalement, le deuxième réseau de neurones présente
les meilleurs résultats en termes de précision, rappel et F-mesure. Toutes les méthodes sont
moins eﬃcaces pour classer les changements de voie (classe 4) que les maintiens dans la voie
(classe 1). En eﬀet, en analysant les rappels, alors que les méthodes détectent toutes plus de
90% des situations en classe 1, seulement 17%, 34% et 59% des situations de changement de voie
sont eﬀectivement détectées pour la méthode par règles, le réseau de neurones 1 et le réseau de
neurones 2. Les précisions indiquent que pour les deux réseaux de neurones, la même fraction
de solutions pertinentes est trouvée pour chaque classe. Pour la méthode à base de règles, la
précision est meilleure avec la classe 1 qu'avec la classe 4.
La vitesse latérale Vy a un impact important sur l'entraînement et les résultats du réseau
de neurones. Le fait d'avoir une vitesse latérale plus représentative de la réalité aide à classiﬁer
correctement les scénarios de changement de voie.
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4.4 Prédiction de trajectoire : le cas du changement de voie
4.4.1 Description du problème
L'objectif est maintenant de prédire la trajectoire future des véhicules sur autoroute à un
horizon de 1 s. Pour cela, nous allons utiliser un réseau de neurones récurrent appelé LSTM
(Long-Short Term Memory), et analyser quelles caractéristiques en entrée sont nécessaires pour
une bonne prédiction des positions futures des véhicules. La structure du LSTM peut aussi in-
ﬂuencer les résultats et sera donc aussi analysée.
Les données utilisées pour l'entraînement et le test du réseau sont identiques à celles utili-
sées pour la détection d'intention. Dans un premier temps, uniquement les précédentes positions
longitudinales et latérales de la dernière seconde sont utilisées en entrée. Ensuite, les vitesses
longitudinales et latérales sont ajoutées pour évaluer leurs inﬂuences sur la qualité de la prédic-
tion. Enﬁn, un deuxième réseau LSTM est ajouté en série en premier pour voir si une structure
diﬀérente améliore la prédiction. Pour une comparaison équivalente, les données d'entraînement
et de test sont identiques à chaque fois.
4.4.2 Le réseau Long-Short Term Memory
Un réseau Long-Short Term Memory est un réseau de neurones récurrent. La structure du
réseau n'est plus linéaire, comme les réseaux utilisés précédemment, mais présente des récur-
rences, des cycles, entre les diﬀérents neurones. Les réseaux de neurones récurrents sont utiles
pour l'analyse de séquences temporelles et sont donc très populaires pour la reconnaissance vo-
cale ou la traduction automatique. Le fait d'avoir des cycles dans le réseau permet à ce dernier
de mémoriser les éléments passés. Le problème d'une telle méthode est la disparition du gradient
lors de l'apprentissage par rétropropagation, les paramètres du réseau ne sont alors plus modiﬁés
et mal entraînés.
L'intérêt du LSTM est de pallier cette disparition de gradient. Pour cela, chaque unité
du LSTM contient un paramètre lié à sa mémoire. Une unité d'un LSTM peut se schématiser
comme sur la Figure 4.26, où dk représente le vecteur d'entrée de l'unité k, cˆk le vecteur de sortie,
memk la mémoire et hidk l'état caché. Le fonctionnement d'une unité peut se décomposer en
trois phases indiquées sur la même ﬁgure. La première correspond à la phase d'oubli qui permet
une remise à zéro de l'état de mémoire si nécessaire. La deuxième phase est celle de la mise à
jour, ou non, de la cellule de mémoire. La dernière est celle de la génération de la sortie. Les
équations d'une cellule LSTM sont les suivantes :
Fk = sigm (WFdk + UFhidk−1 + bF )
Ik = sigm (WIdk + UIhidk−1 + bI)
Ok = sigm (WOdk + UOhidk−1 + bO)
memk = Fk ◦memk−1 + Ik ◦ tanh (Wcdk + Uchidk−1 + bc)
hidk = Ok ◦ tanh (memk) ,
(4.25)
avec Fk le vecteur d'oubli, Ik le vecteur de mise à jour, Ok le vecteur d'envoi de la sortie et W ,
U et b les matrices et vecteurs de paramètre du réseau.
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Figure 4.26  Schématisation du fonctionnement d'une unité LSTM [Source : adaptée de https:
//fr.wikipedia.org/wiki/R%C3%A9seau_de_neurones_r%C3%A9currents]
En fonction de la séquence en entrée et celle en sortie désirée, le positionnement, et donc la
structure du réseau LSTM change. Les principales structures de LSTM sont représentées à la
Figure 4.27.
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Figure 4.27  Diﬀérentes structures de LSTM : (a)  one to one , (b),  one to many , (c)
 many to one , (d)  many to many  synchronisé, (e)  many to many  désynchronisé
Sur cette ﬁgure, la structure (a) correspond à un réseau classique pour la classiﬁcation
d'image par exemple. La structure (b) avec un vecteur d'entrée et plusieurs vecteurs de sortie
peut être utilisée pour la description d'une image par une phrase, avec un mot par sortie. La
structure (c) a quant à elle plusieurs entrées, mais une seule sortie. Elle peut donc être utilisée
pour la description de phrases, avec un mot par entrée. La sortie pourrait correspondre à vrai
ou faux si le but est de répondre à une question par exemple. Les deux dernières structures
ont plusieurs entrées et plusieurs sorties. La forme (d) de LSTM où les entrées et sorties sont
synchronisées est adaptée pour la classiﬁcation d'images de vidéo. Enﬁn, la dernière structure
(e) où les entrées et sorties sont désynchronisées est utilisée pour la traduction de phrases. C'est
ce type de LSTM qui est pertinent dans notre cas d'étude. En eﬀet, l'objectif est de déterminer,
à partir d'un historique de données, les données suivantes.
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4.4.3 Structures de LSTM utilisées
Le but de cette section est la prédiction de trajectoire des véhicules de l'environnement. À
l'instant k, la sortie est un vecteur cˆ des états estimés aux instants k+ 1 jusqu'à k+ 25, avec un
échantillonnage de 40 ms. Ce vecteur de sortie contient les futures positions longitudinales X et
latérales Y de l'objet dans le repère absolu. L'entrée, est un vecteur d contenant les précédents
états du véhicule sur 1 s, soit entre k − 25 et k.
Trois structures de LSTM sont comparées. Elles sont illustrées sur la Figure 4.28. La sortie
est identique pour chacune d'entre elles. La première a pour entrée les positions longitudinales
et latérales. Le modèle d'apprentissage est lui constitué d'un LSTM suivi d'une couche cachée
complètement connectée de type MLP. Le LSTM dispose de 40 unités car le fait de rajouter des
unités ne permet pas une meilleure modélisation dans notre cas. La couche cachée supplémentaire
permet à la fois d'avoir une meilleure modélisation, mais aussi de récupérer le bon nombre de
sorties.
Par rapport à la première méthode, la deuxième structure n'a plus les mêmes caractéristiques
en entrée. Les vitesses longitudinales Vx et latérales Vy, calculées par (4.14), ont été rajoutées
pour estimer leurs impacts sur la prédiction de trajectoire.
Enﬁn, la troisième structure possède la même entrée que la seconde, mais un LSTM a été
rajouté. L'idée ici est de rajouter de la profondeur au modèle pour le complexiﬁer et voir s'il est
ainsi plus proche du modèle réel.
Figure 4.28  Diﬀérentes structures de LSTM utilisées pour la prédiction de trajectoire
Pour avoir une comparaison équitable, les modèles sont tous entraînés avec la même base de
données. Leurs performances sont donc aussi comparées avec les mêmes enregistrements.
4.4.4 Résultats
Les performances des modèles sur la prédiction de trajectoire des exo véhicules sont évaluées
par leurs erreurs de positions absolues. La Figure 4.29 montre l'évolution de ces erreurs en fonc-
tion du temps de prédiction.
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Figure 4.29  Moyennes des erreurs absolues en position longitudinale (a) et latérale (b) en
fonction de l'horizon de prédiction
La Figure 4.29 (a) montre que le fait d'ajouter les vitesses en entrée améliore considéra-
blement la précision de la prédiction latérale à long terme. En eﬀet, à 1 s, l'erreur de position
latérale est en moyenne de 0,6 m pour le modèle sans les vitesses et de 0,27 m pour celui avec.
Par contre, le fait d'ajouter les vitesses réduit la précision à cout terme, pour des horizons in-
férieurs à 0,25 s. Le fait d'ajouter une deuxième LSTM permet une meilleure précision que les
deux autres modèles sur tout l'intervalle de temps prédit, avec une erreur moyenne latérale de
20 cm à 1 s.
Paradoxalement, le fait d'ajouter les vitesses en entrée améliore la prédiction de la position
latérale, mais dégrade celle de la position longitudinale, voir Figure 4.29 (b). Pour tous les mo-
dèles, l'erreur de prédiction de la position longitudinale augmente en fonction de l'horizon de
prédiction. À 1 s, l'erreur en position longitudinale est de 1.12 m pour le modèle avec uniquement
les positions en entrée, 1,83 m pour le modèle avec les positions et les vitesses en entrée et 2,06
m pour celui avec deux LSTM en série.
Des exemples de bonnes et mauvaises prédictions de trajectoires sont tracés sur les Figures
4.30 (a) et (b) pour des données de la base de test. À noter, ces exemples sont tracés sur la
même ﬁgure, mais n'ont pas eu lieu en même temps. Il n'y a donc aucune corrélation entre les
véhicules tracés sur ces ﬁgures.
Dans les cas où la prédiction se passe bien pour tous les modèles, Figure 4.30 (a), le véhicule
a très peu de dynamique latérale et un comportement assez linéaire. À l'inverse, au moins un des
modèle fait une mauvaise prédiction lorsque le véhicule tourne ou change de voie, Figure 4.30
(b). Les exemples où X > 0 m montrent bien les limitations du LSTM utilisant uniquement les
positions en entrée. On retrouve bien les résultats précédents sur l'erreur de prédiction latérale
qui augmente en fonction du temps de prédiction pour ce modèle. Les deux autres modèles,
avec les indications sur la vitesse, arrivent beaucoup mieux à gérer les phases impliquant une
dynamique latérale.
Sur deux exemples, le deuxième modèle avec positions et vitesses en entrées du LSTM, la sor-
tie présente un oﬀset latéral conduisant à une mauvaise prédiction. Sur l'exemple où X ≈ −50 m
et Y ≈ 3 m, les deux LSTM avec la vitesse en entrée conduisent à une moins bonne prédiction
que le premier LSTM sans vitesse. Leurs prédictions sont désordonnées et ne ressemblent pas à
une trajectoire. Ceci est probablement dû au fait que l'entrée n'est pas très stable.
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Figure 4.30  Exemples de bonnes (a) et de mauvaises (b) prédictions de trajectoire pour les
diﬀérents modèles
Les résultats de prédiction de trajectoire avec un réseau d'apprentissage profond de type
LSTM présentent de bons résultats, même avec une base de données relativement petite. On
pourrait donc s'attendre à une meilleure prédiction avec de nouveaux exemples ajoutés à cette
dernière. Contrairement au réseau de neurones pour la prédiction d'intention, la prédiction de
trajectoire n'a pas encore été implantée dans le véhicule TJC et doit être validée en temps réel.
À terme, le but est la prédiction de trajectoire en environnement urbain. Lors de cette
étude, il n'y avait pas suﬃsamment de données de roulage pour faire une étude sur la prédiction
de trajectoire en intersection ou en rond-point. Cependant, il est déjà possible de reconstituer
l'environnement à partir des capteurs présents sur la voiture, d'analyser ce que voient les capteurs
dans de telles situations et ainsi de choisir la stratégie adaptée pour la prédiction de trajectoire.
4.4.5 Perspectives pour la prédiction de trajectoire en environnement urbain
Nous avons roulé avec HZTR plusieurs fois autour d'un rond-point, aﬁn d'évaluer si les stra-
tégies de prédiction d'intention et de prédiction de trajectoire peuvent s'appliquer dans ce cas.
Des exemples de cet enregistrement sont tracés Figure 4.31.
165
4.4. Prédiction de trajectoire : le cas du changement de voie
-60-40-200204060
X (m)
0
20
40
60
80
100
120
Y
 (m
)
Exemple de situation en rond-point
Passage de l'ego dans le rond point
Anciennes positions exo
Futures positions exo
Positions de l'ego
-60-40-200204060
X (m)
0
20
40
60
80
100
120
Y
 (m
)
Exemple de situation en rond-point
Passage de l'ego dans le rond point
Anciennes positions exo
Futures positions exo
Positions de l'ego
(a) (b)
-60-40-200204060
X (m)
0
20
40
60
80
100
120
Y
 (m
)
Exemple de situation en rond-point
Passage de l'ego dans le rond point
Anciennes positions exo
Futures positions exo
Positions de l'ego
(c)
Figure 4.31  Enregistrements dans un rond-point
Sur ces ﬁgures, la position de l'ego véhicule est en rose et la trace GPS du chemin eﬀectué
pendant l'enregistrement est en bleu. À l'instant où est enregistrée la ﬁgure, les trajectoires
précédentes des exo véhicules sont tracées en vert. Plus la couleur est claire et plus la position
est ancienne avec un maximum de 1 s. Les positions futures sont quant à elles en rouge, ce sont
les trajectoires à prédire à l'instant enregistré.
De ces exemples, on peut en tirer que les capteurs arrivent à bien percevoir les véhicules de
l'environnement, même si l'orientation des capteurs n'est pas forcément idéale pour percevoir les
objets qui entrent et sortent du rond-point. Étant donné les fortes dynamiques longitudinales
et latérales dans de telles situations, on peut aisément s'avancer en disant que le simple fait
d'utiliser les positions pour la prédiction de trajectoire à base de LSTM ne sera pas suﬃsant.
En eﬀet, cela ne suﬃsait déjà pas dans l'étude précédente où les mouvements latéraux étaient
beaucoup plus faibles.
Contrairement au cas du changement de voie, où les véhicules peuvent se déporter et se ra-
battre avec assez de liberté vis-à-vis de l'infrastructure, en environnement urbain, les trajectoires
latérales des véhicules sont plus complexes et très fortement corrélées à la forme des ronds-points
et des intersections. Dès lors, il apparaît important, voire crucial, d'intégrer la géométrie de la
route pour la prédiction de trajectoire.
Un autre point à améliorer et à explorer dans le cadre de cette étude est l'interaction entre
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les diﬀérents usagers. Pour l'instant, nous ne considérons que l'état d'un objet, mais pas ceux
des objets qui l'entourent. Intégrer ces éléments dans la prédiction d'intention et de trajectoire
permettrait d'avoir une vue d'ensemble de la situation autour de l'ego véhicule.
Les deux points abordés précédemment pourraient être traités simultanément, par exemple
à l'aide d'un réseau de neurones convolutif qui prendrait en entrée une image représentant
l'infrastructure avec les trajectoires passées de tous les véhicules et en sortie estimerait leurs
trajectoires futures.
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5.1. Planiﬁcation de trajectoire d'un véhicule autonome : état de l'art
Du fait d'une infrastructure plus complexe et d'un environnement plus riche, les man÷uvres
et trajectoires possibles en environnement urbain sont plus nombreuses. La dynamique latérale
est davantage sollicitée. Le véhicule autonome doit être capable de se déplacer dans ce type
d'environnement tout en tenant compte des autres usagers. Ainsi, le module de planiﬁcation de
trajectoire utilisera les résultats du chapitre précédent sur la détection d'intention et la prédiction
de trajectoire des véhicules environnants.
Ce chapitre présente dans un premier temps un état de l'art complet des méthodes de pla-
niﬁcation de mouvement existantes dans le cas du véhicule autonome. Ensuite, une méthode de
recherche de chemin en environnement statique est présentée. Le but étant de choisir en premier
lieu une solution eﬃcace en termes de temps de calcul et respectant les contraintes de mouve-
ment du véhicule. La solution se base sur l'algorithme A*, enrichie aﬁn de générer des chemins
admissibles par le véhicule. Des points de passage, dont le positionnement est lié à l'infrastruc-
ture, sont ajoutés pour améliorer le temps de calcul. La méthode est ensuite appliquée au cas
du rond-point en simulation et sur un parking avec les données capteur de HZTR.
Enﬁn, la méthode est améliorée aﬁn de tenir compte des mouvements dynamiques des autres
objets de l'environnement. Ainsi, les futures positions de ces objets sont utilisées pour calculer la
trajectoire du véhicule. La méthode est validée en simulation pour des scénarios de dépassement
sur une route à double sens de circulation.
5.1 Planiﬁcation de trajectoire d'un véhicule autonome : état de
l'art
Pour pouvoir se déplacer dans l'environnement, le véhicule autonome a besoin de détermi-
ner comment il va se mouvoir dans celui-ci. Ces références du mouvement à suivre vont alors
alimenter les boucles de régulation des actionneurs des dynamiques longitudinales et latérales,
à savoir le moteur et la direction. En planiﬁcation de mouvement, un chemin est un ensemble
de points par lesquels doit passer la voiture. Une trajectoire contient, en plus du chemin, une
dimension temporelle. Chaque point indique à quel temps il est atteint.
La planiﬁcation de mouvement est à l'origine utilisée en robotique mobile. C'est pourquoi
la majorité des méthodes de planiﬁcation de trajectoire des véhicules autonomes est dérivée
des techniques de robotique. La principale diﬃculté dans l'adaptation de ces méthodes est le
passage d'un robot holonome, c'est à dire qui peut se déplacer dans tous les sens, à une voiture
non holonome dont les déplacements sont limités par son rayon de courbure. [88] fait un état
de l'art complet des méthodes de planiﬁcation de mouvement pour la robotique. La Figure 5.1
reprend l'ensemble de ces méthodes, en gardant celles qui ont été utilisées dans le cadre de la
conduite de voiture autonome.
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Figure 5.1  Les diﬀérentes méthodes de planiﬁcation de mouvement pour la robotique [Source :
adapté de [88]]
Une distinction est faite entre les méthodes considérant un environnement statique et celles
considérant l'environnement comme dynamique. Ces deux types de méthodes se recoupent avec
les approches locales de planiﬁcation de trajectoire. Avec ces approches, la trajectoire du véhicule
est calculée à chaque instant sur des horizons de temps ou des distances très courtes. Le véhicule
est donc réactif à son environnement et adapte sa trajectoire dès qu'il rencontre un objet, qu'il
soit statique ou dynamique.
5.1.1 En environnement statique
Dans cette sous-section, nous présentons les approches globales de la planiﬁcation de mouve-
ment en environnement statique. Ces approches sont dites  délibératives , c'est-à-dire qu'elles
déterminent le mouvement du robot, ou de la voiture ici, d'un point de départ à un point d'arrivée
dans un environnement supposé connu. Les approches globales de planiﬁcation de mouvement
peuvent être découpées en trois sous-méthodes : les méthodes par graphes, les méthodes par
arbres et les méthodes heuristiques.
Méthodes par graphes
Les graphes sont des objets mathématiques composés de n÷uds (ou sommets) et de liens (ou
arêtes). Deux n÷uds sont reliés entre eux par un lien. Ce lien peut être orienté et/ou pondéré,
signiﬁant que le passage d'un n÷ud à l'autre ne peut se faire que dans un sens et que celui-ci à un
coût. Pour la planiﬁcation de mouvement, les graphes servent à représenter l'environnement dans
lequel doit se déplacer l'objet. Ils découpent ainsi l'environnement dans lequel va se déplacer
la voiture en sous-espaces. Les n÷uds sont donc des points de passage avec des coordonnées
cartésiennes et les liens les chemins potentiels. Les liens sont pondérés par un coût représentant
par exemple la longueur du chemin pour déterminer un chemin optimal au sens du coût choisi
dans le graphe.
Pour planiﬁer le chemin ou la trajectoire que va devoir suivre le véhicule avec un graphe,
il faut dans un premier temps créer celui-ci à partir des informations de l'environnement puis
calculer le chemin dans celui-ci. Il existe trois types de graphes principalement utilisés dans la
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planiﬁcation de mouvement : les graphes de visibilité, les diagrammes de Voronoï, les treillis de
l'espace d'états ou encore des grilles régulières. Pour parcourir ces graphes, des algorithmes tels
que Dijkstra ou A* peuvent être utilisés.
Les graphes de visibilité ont comme principe de créer des polygones autour des objets puis
de lier les sommets de ces formes géométriques entre eux. Ne sont conservés ensuite que les
liens ne coupant aucun des polygones, voir Figure 4.30 (a). Ce sont ces liens qui constituent
les chemins possibles du véhicule. Originellement développé dans [134] pour la robotique, un
diagramme de visibilité est aussi utilisé dans [135] pour génération de chemin d'un véhicule
autonome. Avec cette approche, le diagramme de visibilité sert à calculer un chemin de référence
qui sera ensuite optimisé pour ajouter des contraintes de dynamique véhicule. L'inconvénient
majeur des graphes de visibilité est que le chemin ﬁnal déﬁni par la méthode longe forcément
les objets. C'est pourquoi les diagrammes de Voronoï sont en pratique plus utilisés.
Les diagrammes de Voronoï sont, comme les graphes de visibilité, créés à partir des polygones
décrivant les formes d'objets. Cependant, au lieu de prendre comme chemin admissible les liens
entre les sommets de ces polygones, les diagrammes de Voronoï sont constitués des hyperplans
équidistants des obstacles les plus proches, comme montré sur la Figure 5.2 (b). La méthode
de calcul du diagramme de Voronoï est expliquée dans [108]. Pour le véhicule autonome, [201]
découpe l'espace libre d'un parking avec un diagramme de Voronoï pour se déplacer dans celui-ci.
Le principal problème des diagrammes de Voronoï est qu'ils ne tiennent pas compte des
contraintes dynamiques du véhicule dans le découpage de l'environnement.
Init
Goal
Init
Goal
(a) (b) (c)
Figure 5.2  Diagramme de visibilité (a), diagramme de Voronoï (b) et treillis de l'espace d'état
[6] (c)
Les treillis, ou  lattice  en anglais, de l'espace d'état découpent l'environnement par les
états et les chemins admissibles par le véhicule, voir Figure 4.30 (c). L'intérêt des treillis est de
pouvoir représenter la man÷uvrabilité des robots non holonomes, et donc des voitures. C'est-
à-dire, de découper l'environnement uniquement par les états et chemins admissibles par le
véhicule respectant ces contraintes de rayon de courbure. Ainsi, [149] applique la méthode des
treillis pour le déplacement d'une astromobile (ou  rover ). Les treillis permettent ainsi au ro-
bot de se déplacer vers des points spéciﬁques en eﬀectuant des man÷uvres et avec la possibilité
de respecter un certain cap à l'arrivée. [124] utilise des treillis pour générer la trajectoire d'un
véhicule en mode autonome. Dans cette étude, les treillis respectent la structure de la route et
contiennent une dimension temporelle de déplacement du véhicule. Ainsi, la méthode fonctionne
aussi dans un environnement dynamique et est utilisée sur des exemples de changement de voie.
Le problème de cette méthode est la construction du treillis, et donc du graphe, qui peut s'avérer
couteuse en temps de calcul.
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La méthode la plus simple pour découper l'environnement est de le découper par une grille
régulière, avec des cases de tailles ﬁxes. Dans [127], pour le DARPA Urban Challenge, la re-
cherche de chemin se fait dans une grille régulière avec un algorithme dérivé du A* respectant
les contraintes cinématiques du véhicule. [195] utilise aussi une grille régulière. Ici, l'algorithme
A* explore la grille case par case, mais s'étend de manière à respecter le rayon de courbure
minimum admissible par le véhicule.
Pour déﬁnir le chemin à suivre dans ces graphes, il faut utiliser des algorithmes de parcours
de graphe. Les algorithmes les plus connus sont ceux de Dijkstra [43] et d'A* [76].
L'algorithme de Dijkstra permet de résoudre le problème du plus court chemin à partir d'un
graphe pondéré, orienté ou non. Il choisit les points intermédiaires pour relier le n÷ud de départ à
tous les autres n÷uds du graphe avec la somme des liens entre les n÷uds la plus faible possible.
Pour cela, l'algorithme crée un sous-graphe en explorant tous les n÷uds du graphe avec une
heuristique de déplacement croissant.
L'algorithme A* est un dérivé du Dijkstra. Le but n'est plus de trouver la solution optimale,
celle du chemin le plus court, mais de trouver une solution le plus rapidement possible. La
solution trouvée sera optimale si l'heuristique choisie par le concepteur est admissible, c'est-à-
dire inférieure à l'heuristique réelle. Le A* est un algorithme itératif qui avance n÷ud par n÷ud
pour aller du point de départ au point d'arrivée en minimisant une fonction de coût. À chaque
itération, le A* visite un n÷ud du graphe et lui attribue un coût en fonction de l'heuristique
choisie, généralement la distance euclidienne au point d'arrivée, et du chemin déjà parcourus.
Les n÷uds  visitables  sont les n÷uds adjacents aux n÷uds déjà visités. Le A* s'étend en se
déplaçant sur le n÷ud  visitable  avec l'heuristique la plus faible.
Il existe plusieurs variantes du A*. On peut notamment citer le D* [168] pour  Dynamic
A*  qui permet de replaniﬁer le chemin en cas de modiﬁcation de l'environnement ou le anytime
A* [117], aussi noté ARA*, qui donne une contrainte de temps au calcul du chemin. En eﬀet,
l'exploration d'un graphe par A* peut s'avérer couteuse en temps de calcul si le graphe est grand
et l'heuristique mal calibrée. Le ARA* introduit une limite de temps de calcul. L'algorithme va
alors rechercher dans un chemin sous optimal rapidement, puis améliorer ce chemin petit à petit
tant qu'il lui reste du temps de calcul.
Méthodes par arbres
Contrairement aux graphes qui sont créés en amont pour découper l'environnement, les arbres
s'étendent de manière itérative pour aller au point d'arrivée. Les  Rapidly-exploring Random
Trees  [109], ou RRT, constituent la méthode par arbre quasi exclusive utilisée pour la recherche
de chemin d'un véhicule autonome. Le principe de la méthode est d'explorer aléatoirement l'en-
vironnement pour étendre les branches de l'arbre. L'algorithme se déroule en trois étapes. La
première déﬁnit une conﬁguration aléatoire dans l'environnement libre Nrand. La deuxième sé-
lectionne le n÷ud de l'arbre le plus proche de cette conﬁguration Nnear. Enﬁn, l'arbre s'étend
d'une distance d à partir de Nnear en direction de Nrand pour créer un nouveau n÷ud de l'arbre
Nnew. Ce processus d'exploration est illustré sur la Figure 5.3 (a).
Utilisés tels quels, les RRT ne sont pas applicables pour les comportements non holonomes des
voitures. Cependant, de nombreuses recherches utilisent des RRT en contraignant l'extension des
branches de l'arbre par le comportement dynamique du véhicule. On peut par exemple citer [106]
qui, pour le DARPA Urban Challenge, a développé CL-RRT  Closed Loop Rapidly-exploring
Random Tree . Les n÷uds des branches créées par le RRT sont utilisés comme référence dans
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(a) (b)
Figure 5.3  Illustrations des RRT (a) et RRT* (b)
une boucle de régulation  ﬁctive . La boucle de régulation va simuler le comportement, la
trajectoire, qu'eﬀectuerait le véhicule pour arriver au nouveau n÷ud. C'est cette trajectoire qui
sera utilisée comme branche dans l'arbre.
Une dérivée du RRT, le RRT* [94] est utilisé dans [87]. Derrière cette dérivée, une fonction
de coût est ajoutée pour optimiser l'expansion des n÷uds. Lorsqu'une conﬁguration aléatoire est
choisie, ce n'est pas forcement le n÷ud le plus proche en distance qui sera le parent du nouveau
n÷ud. L'algorithme va considérer les n÷uds les plus proches dans un certain rayon et l'arbre va
s'étendre à partir de celui minimisant une fonction de coût sur toute la longueur de l'arbre, depuis
la racine. Après avoir choisi le  bon  parent, le RRT* peut éventuellement  rebrancher  les
liens déjà existants à proximité du nouveau n÷ud si cela permet de réduire le coût au global, voir
Figure 5.3 (b). Les chemins seront ainsi plus directs. [87] utilise le principe de RRT* et un mo-
dèle bicyclette pour avoir des liens de l'arbre respectant les contraintes de la dynamique véhicule.
Les RRT sont faciles à mettre en ÷uvre et l'exploration rapide de l'environnement va forcé-
ment converger vers une solution si celle-ci est atteignable. La méthode classique RRT ne prend
pas en compte le coût pour arriver à la solution ce qui peut conduire à des chemins longs et
anguleux. Les RRT* résolvent ce problème en s'améliorant au fur et à mesure que le nombre
de n÷uds augmente dans l'arbre. Les RRT présentent cependant des problèmes de convergence
lorsque l'arbre se rapproche du point d'arrivée ou lorsqu'il faut passer par des passages étroits.
Enﬁn, les RRT sont des processus aléatoires, ils sont donc peu prévisibles ce qui peut poser
problème pour du calcul embarqué.
Méthodes heuristiques
Le problème de planiﬁcation de mouvement est généralement un problème sous contraintes.
Pour respecter ces contraintes, une solution est de formuler un problème d'optimisation dans le
but de les minimiser. Les problèmes sont souvent non-convexes, c'est-à-dire qu'ils présentent un
optimum global et plusieurs optimums locaux. Pour les résoudre, il faut des méta heuristiques qui
sont des algorithmes d'optimisation de problèmes complexes. Ces algorithmes explorent l'espace
des solutions pour essayer de converger vers la meilleure solution suivant l'heuristique choisie.
Les méta heuristiques sont souvent inspirées de phénomènes naturels : optimisation par essaims
particulaires, colonies de fourmis, algorithmes génétiques.
De manière générale, ces algorithmes peuvent être utilisés en robotique mobile et beaucoup
de travaux sont menés avec ces méthodes pour la planiﬁcation de trajectoire d'UAV  Unmaned
Aerial Vehicle . En pratique, ils sont très peu utilisés pour les problèmes de conduite auto-
nome. On peut citer [55] qui présente une méthode de planiﬁcation de trajectoire par algorithme
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génétique pour les robots non holonomes. [157] combine les algorithmes génétiques, qui vont
déterminer les meilleurs points intermédiaires à atteindre par le véhicule, et les champs de po-
tentiels, qui vont permettre de s'éloigner des objets. L'algorithme génétique utilise trois étapes
successives, inspirées de la théorie de l'évolution de Darwin, qu'il va répéter jusqu'à atteindre le
minimum global. La première de ces étapes est la sélection des individus. Parmi un ensemble de
solutions possibles, l'algorithme sélectionne les individus ayant le plus grand potentiel. Ensuite,
de nouveaux individus sont créés par croisement à partir des individus choisis. Les nouveaux
individus auront donc un mélange des caractéristiques des individus sélectionnés. Enﬁn, la der-
nière étape est une étape de mutation qui va altérer aléatoirement les caractéristiques de certains
individus.
L'avantage des algorithmes génétiques est qu'ils sont robustes à l'initialisation. De plus, ils
sont capables de trouver un minimum local ou de s'en rapprocher. Par contre, pour atteindre
ce minimum, un nombre important d'évaluations est nécessaire et l'algorithme peut mettre du
temps à converger.
L'optimisation par essaims particulaires, aussi notée PSO pour  Particle Swarm Optimiza-
tion  s'inspire, elle, des déplacements des groupes d'oiseaux et leurs interactions. Les oiseaux
migrateurs doivent parcourir de longues distances, leur formation en  V  leur permet d'op-
timiser l'énergie dépensée en utilisant l'aspiration procurée par la formation. En contrepartie,
le groupe va moins vite qu'un oiseau seul. L'algorithme PSO utilise un groupe de particules,
des solutions potentielles au problème d'optimisation, qui vont se déplacer dans l'espace des
solutions jusqu'à atteindre l'optimum. Le déplacement d'une particule se fait à partir de trois
paramètres : la vitesse actuelle de la particule, sa meilleure solution et la meilleure solution
obtenue dans son voisinage. Trois types de comportements peuvent caractériser une particule :
égoïste (elle se déplace suivant sa propre vitesse), conservateur (elle revient à sa meilleure posi-
tion) ou panurgien (elle va suivre la meilleure particule). Les PSO sont utilisées dans [74] pour
calculer le cap et la vitesse optimale d'un chemin d'un véhicule autonome.
Les PSO sont faciles à coder, ont relativement peu de paramètres à ajuster et sont capables
de converger rapidement. Cependant, le choix des paramètres peut être compliqué et des phé-
nomènes de convergence prématurée (l'algorithme peut rester bloquer dans un minimum local)
peuvent apparaitre.
Parmi les méthodes bio-inspirées, celles de déplacement en  essaim  sont aussi utilisées
dans le cadre de la conduite autonome coopérative. C'est le cas des bancs de poisson [129] qui
permettent de reproduire les interactions entre véhicules, et donc de générer une trajectoire en
fonction de ces interactions. Ainsi, la modélisation d'un banc de poissons se base sur le principe
de trois comportements : l'attraction (les individus restent proches pour former un groupe), la
répulsion (les individus s'éloignent pour éviter les collisions) et l'imitation (les individus adoptent
la même vitesse et la même direction de déplacement).
Globalement, les optimisations par méta heuristiques ont l'avantage d'être discrètes, c'est-à-
dire qu'elles n'ont pas besoin de calculer le gradient des fonctions à optimiser qui peut s'avérer
être une tâche complexe. De plus, ces méthodes sont assez intuitives à comprendre et facilement
implémentables, car inspirées de phénomènes naturels. Cependant, le choix des paramètres qui
vont conditionner l'exploration peut être diﬃcile et le temps de calcul pour arriver à une solution
optimale est souvent très élevé ce qui peut poser des problèmes pour la programmation en temps
réel d'un véhicule autonome.
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5.1.2 Approches locales : des approches réactives à court terme
Contrairement aux approches globales qui calculent l'intégralité du chemin ou de la tra-
jectoire que devra suivre le véhicule, les approches locales calculent à chaque pas de temps la
commande à envoyer aux actionneurs pour se déplacer dans l'environnement. Ces approches sont
aussi dites  réactives  et fonctionnent pour des horizons de temps très courts.
Champs de potentiels
Les champs de potentiels [99] partent du principe que le véhicule se déplace dans un champ
électromagnétique qui va conditionner son déplacement. Ce champ est constitué de champs
attractifs, l'emplacement à atteindre par le véhicule, et de champs répulsifs, les objets à éviter.
Le chemin, ou la trajectoire, résultant fait en sorte que le véhicule se déplace vers le champ
attractif tout en s'éloignant des champs répulsifs. La méthode se réduit ﬁnalement à un problème
d'optimisation.
[190] développe une méthode de planiﬁcation de trajectoire par champs de potentiels sur
autoroute. Plusieurs champs de potentiels répulsifs sont déﬁnis, ils concernent les autres voitures
de l'environnement, les lignes des voies pour rester au milieu de celles-ci, la route et la vitesse
cible pour rester proche de la vitesse désirée. Dans cette étude, la voiture est capable de changer
de voie pour dépasser des véhicules plus lents ou de freiner si aucun dépassement n'est possible à
cause d'un traﬁc important. Cependant, dans cette étude, le véhicule est modélisé par un point
omnidirectionnel et non pas par un modèle cinématique ou bicyclette.
[154] considère la dynamique du véhicule en calculant la trajectoire du véhicule par un MPC
qui inclut dans sa fonction objectif les champs de potentiels des objets pour l'évitement d'obs-
tacles.
Figure 5.4  Illustration des champs de potentiel de [190]
La planiﬁcation de trajectoire par champs de potentiels est relativement facile à mettre en
÷uvre et à interpréter. De plus, il n'est pas nécessaire de connaitre précisément la dimension
des objets pour s'en éloigner. Cependant, les champs de potentiels sont sujets aux minimaux
locaux pouvant entraîner une replaniﬁcation. De plus, de grands échantillons de temps de calcul
de la trajectoire peuvent amener à un comportement oscillatoire et des collisions. La méthode
présente aussi des limitations dans les environnements contraints avec beaucoup d'obstacles ou
étroits.
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Fenêtre dynamique
Les fenêtres dynamiques [57] sont des approches réactives permettant de contrôler le robot
directement en vitesse linéaire et vitesse angulaire. Ces commandes sont choisies parmi les vi-
tesses respectant les contraintes cinématiques et dynamiques du robot et garantissant la sécurité,
c'est à dire permettant au robot de s'arrêter avant d'entrer en collision. Parmi ces vitesses ad-
missibles, les vitesses ﬁnalement appliquées sont celles maximisant une fonction de coût pour
que le robot se dirige vers un point cible sans entrer en collision. La méthode a été adaptée pour
les environnements dynamiques dans [21].
Figure 5.5  Illustration de la fenêtre dynamique de [57]
[38] utilise la méthode de la fenêtre dynamique et l'a implantée sur un prototype. L'approche
réactive permet ainsi de calculer directement l'angle volant et la vitesse. Dans cette étude, le
véhicule se déplace dans un environnement non structuré. Les mêmes auteurs ont étendu leur
méthode pour des environnements dynamiques et structurés pour faire du suivi de voie avec
évitement d'objets [39].
L'inconvénient de cette méthode est qu'elle ne  regarde  que les objets atteignables dans sa
fenêtre de commande et ne considère donc pas tous les objets. Certaines informations peuvent
donc être omises, il n'y a pas de vision globale de l'évolution de l'environnement.
Tentacules
La méthode des tentacules [186] consiste à calculer plusieurs trajectoires admissibles par le
véhicule sur un horizon de temps assez court, voir Figure 5.6. Ces trajectoires possibles sont
ensuite évaluées par un critère de sécurité et de confort pour choisir la meilleure trajectoire à
suivre à l'instant donné. Les tentacules sont calculés dans le repère du centre de gravité du
véhicule et peuvent être des trajectoires en arc de cercle [186] ou en clothoïdes [80].
Figure 5.6  Illustration de la méthode des tentacules [Source : [186]]
Cette méthode est par exemple utilisée dans [3] et [131] pour la conduite autonome d'un
véhicule dans les cas de suivi de voie et de changement de voie. Le principe de génération de
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trajectoire par tentacules permet de générer une trajectoire sûre et admissible. Le véhicule peut
ainsi se déplacer dans un environnement incertain. Cependant, il apparaît que la méthode peut
présenter un temps de calcul important la rendant complexe à intégrer en temps réel.
États de collisions inévitables
Les états de collisions inévitables ont été introduits dans [58]. Un système est dans un état
de collision inévitable si, quelle que soit la séquence de contrôle appliquée, il existe un temps
t pour lequel le système va entrer en collision. Pour déterminer si un état est un état de colli-
sion inévitable, il faut prendre en considération la dynamique du véhicule ainsi que celles des
véhicules de l'environnement et l'estimation de leurs futures positions. En théorie, cette déter-
mination nécessite de vériﬁer que toutes les futures trajectoires possibles sont bien sans collision.
En pratique [145] réduit l'espace de recherche des états de collisions inévitables.
Dans [86], les états de collisions inévitables sont utilisés comme heuristique d'un algorithme
A* pour rechercher les bonnes commandes à appliquer en vitesse en environnement urbain. La
méthode présentée ne gère cependant pas la dynamique latérale, le véhicule reste dans sa voie.
La méthode de planiﬁcation de trajectoire utilisant les états de collisions inévitables présente
l'avantage d'intégrer directement la dynamique du véhicule, ceux des objets et de garantir la
sécurité du véhicule. Cependant, la méthode est très couteuse en temps de calcul et dépend
fortement de la ﬁabilité de la prédiction de trajectoire des autres objets de l'environnement.
5.1.3 En environnement dynamique
Méthodes de déformation de trajectoire
Dans le cas où le véhicule possède déjà une trajectoire de référence, calculée par une des
approches globales par exemple, plusieurs études ont été menées pour déformer la trajectoire
précalculée en cas d'évènement inattendu au moment du calcul de la trajectoire. Le but étant
d'éviter la replaniﬁcation totale pour gagner en temps de calcul et en réactivité.
La déformation de chemin par bande élastique ou  elastic band  [151] est une de ces
méthodes de déformation de trajectoire. À partir des conﬁgurations du robot le long du chemin,
des  bulles  sont construites et représentes des états atteignables et sans collision, Figure 5.7.
Lors du déplacement du robot, deux forces sont appliquées sur les bulles : des forces répulsives
en cas d'apparition de nouveaux objets et des forces de contraction qui tendent le chemin si les
objets s'écartent. La méthode a été adaptée pour les propriétés non holonomes d'une voiture
dans [98].
Les premières études ne prenaient pas en compte le temps de déplacement du robot le
long du chemin. C'est pourquoi dans [97], la dimension temporelle est ajoutée dans le choix
du positionnement des points de repère le long de la trajectoire. Ainsi, en plus d'inﬂuer sur
la dynamique latérale, le véhicule va pouvoir modiﬁer sa dynamique longitudinale. [42] utilise
en plus les futures positions des objets dynamiques, en supposant leurs vitesses longitudinale
et latérale constantes, et la dynamique du système pour calculer les futures positions du véhicule.
Dans [107], une méthode de déformation de chemin utilisant des champs de potentiel est
mise en place pour des robots non holonomes. Elle est étendue dans [15] pour la déformation de
trajectoire d'une voiture. Avec cette méthode, plusieurs trajectoires déformées sont calculées et
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Figure 5.7  Illustration des bandes élastiques de [151]
testées pour respecter toutes les conditions d'optimisation. Cela conduit, d'après les auteurs, à
un temps de calcul élevé. De plus, il n'y a pas de garantie de solution.
Méthodes génériques avec recherche de mission
Dans le cadre du véhicule autonome, la planiﬁcation de trajectoire est à la fois inﬂuencée
par l'infrastructure de la route, mais aussi par les objets de l'environnement. Ainsi, [96] résume
la planiﬁcation de trajectoire d'un véhicule autonome par un enchainement de trois niveaux de
planiﬁcation, voir Figure 5.8.
La première est celle de la recherche de chemin dans l'environnement par une approche glo-
bale ou locale. Elle est couplée avec la recherche de man÷uvre à eﬀectuer par le véhicule. Le but
de cette étape étant de trouver l'action de haut niveau à eﬀectuer pour respecter le Code de la
route et conserver la sécurité du véhicule et de ses passagers. Les missions sont donc du type :
changer de voie, s'arrêter, freiner, s'insérer, etc. Enﬁn, la trajectoire ﬁnale est générée.
Approches globales
Approches locales
Décision par estimation du risque
Processus de décision de Markov
Planification de trajectoire
Model Predictive ControlOptimisation de courbes
géométrique
Recherche de chemin Recherche de la manoeuvre/mission
Figure 5.8  La planiﬁcation de trajectoire en environnement dynamique avec planiﬁcation de
mission
Nous avons vu précédemment les approches globales et locales pour la recherche de chemin.
Nous allons donc expliquer ici les principales méthodes de recherche de mission et de déﬁnition
de trajectoire.
Les approches de recherche de mission peuvent se découper en deux catégories : les méthodes
de décision par estimation du risque et celles par processus de décision de Markov.
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Dans [60], une fonction d'utilité est calculée pour toutes les man÷uvres disponibles. La
man÷uvre respectant le mieux les objectifs de sécurité est choisie. La liste des man÷uvres
doit donc être exhaustive. [37] utilise la même méthode de détermination de man÷uvre dans un
environnement à haute vitesse et en estimant le comportement des véhicules autour. [63] étudie la
conduite coopérative sur autoroute, si la man÷uvre du conducteur est diﬀérente de la man÷uvre
la plus sûre, le système peut intervenir sur les actionneurs. Il y a neuf man÷uvres disponibles
qui sont les combinaisons de : aller tout droit, changer de voie à gauche, changer de voie à droite
et rester à la même vitesse, accélérer, freiner. La man÷uvre choisie est celle présentant le risque
de collision le plus faible. Dans [92], pour la conduite autonome sans marquage au sol, neufs
man÷uvres diﬀérentes sont déﬁnies et des règles sont établies pour savoir laquelle appliquer.
Les processus de décision de Markov sont des raisonnements probabilistes maximisant une
fonction de récompense [82]. Le but est de trouver l'action ayant la plus grande probabilité
d'avoir un gain important. Dans [17], un processus de décision de Markov sert à déterminer la
meilleure action à prendre parmi un ensemble de combinaisons d'accélérations et vitesses la-
térales pour eﬀectuer des changements de voies ou faire de l'évitement d'objets. En pratique,
et pour la conduite autonome, les états des objets ne sont pas entièrement connus à cause du
bruit des capteurs ou de l'occlusion. C'est pourquoi la plupart des études sur la déﬁnition de
man÷uvre pour le véhicule autonome utilisant les processus de Markov préfèrent les processus
de décision de Markov partiellement observables [90] permettant de modéliser l'incertitude de la
connaissance de l'environnement. Dans [181] cette méthode est utilisée pour faire du changement
de voie en environnement urbain et [18] l'utilise pour décider de l'insertion du véhicule dans des
intersections en T. Les processus de décision de Markov partiellement observables ont pour avan-
tages de modéliser l'incertitude des actions, mais aussi de la connaissance de l'environnement.
Cependant, le fait de rechercher la meilleure action à prendre en considérant tous les états de
croyance est extrêmement couteux en temps de calcul et est le principal désavantage de telles
méthodes.
Une fois la mission et le chemin associé déterminés, la trajectoire que doit suivre le véhicule
est calculée. Deux grandes méthodes ici aussi sont utilisées dans la littérature : l'optimisation
de courbes géométriques et le MPC  Model Predictive Control .
Dans le cas de l'optimisation de courbes géométriques, les trajectoires générées par le module
de planiﬁcation de trajectoire peuvent être de diﬀérentes natures. On y trouve les courbes de
Béziers [75], [30], les polynômes [63], [192] ou les trajectoires reproduisant la conduite humaine
[69, 105, 78]. Dans tous les cas, l'objectif est de calculer la trajectoire respectant les contraintes
dynamiques du véhicule et garantissant sécurité et confort aux passagers.
Le calcul de la trajectoire par MPC combine planiﬁcation de trajectoire et régulation. La
méthode tire proﬁt de la connaissance du modèle dynamique utilisé par la commande prédictive
pour déﬁnir la trajectoire à suivre. [135] utilise un chemin de référence calculée à l'aide d'un
diagramme de visibilité puis utilise un MPC pour calculer une trajectoire admissible à partir
du chemin. Dans [65], les contraintes de l'environnement sont ajoutées directement au problème
d'optimisation du MPC. Cependant, contrairement aux autres méthodes, ici la trajectoire se
calcule sur un horizon de temps de 2,5 s. L'horizon ne peut pas être trop grand pour que le
problème d'optimisation puisse être résolu dans un temps raisonnable.
5.2 Recherche de chemin en environnement statique
Pour un véhicule autonome de niveau 3 et plus, la première étape est de pouvoir se déplacer
dans un environnement statique, sans autres objets dans l'environnement. C'est cette probléma-
tique qui est traitée dans cette section. Il s'agira ensuite de faire évoluer la méthode développée
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aﬁn de prendre en compte les objets dynamiques. Dans un premier temps, nous allons donc nous
focaliser sur la détermination du chemin à suivre par le véhicule.
Suite à l'état de l'art présenté précédemment, une méthode ne nécessitant pas trop de temps
de calcul et facilement adaptable est la méthode basée sur une grille régulière avec recherche de
chemin par A*. L'avantage de cette méthode est qu'elle ne nécessite pas la construction d'une
grille complexe. De plus, la recherche du chemin dans une telle grille permet d'y inclure les
règles du Code de la route. Enﬁn, le fait de choisir une approche globale plutôt qu'une approche
réactive permet d'être certain qu'une solution est disponible ou non. Le choix du A* comme
algorithme d'exploration est justiﬁé par la volonté de trouver un chemin rapidement. En eﬀet,
le temps de calcul est crucial pour le bon fonctionnement du véhicule en mode autonome.
5.2.1 A*
Principe et algorithme
L'algorithme du A* est un algorithme de recherche de type  best ﬁrst , c'est à dire qui
parcours un graphe de manière à explorer les n÷uds avec un coût faible, ou respectant le mieux les
règles ﬁxées, en premier. Contrairement au Dijkstra qui va explorer tous les liens pour déterminer
le chemin optimal, le A* va explorer l'environnement itérativement en utilisant une heuristique
qui va le guider jusqu'à l'arrivée. Le Dijkstra donne tous les chemins optimaux en partant d'un
n÷ud alors que le A* a un objectif. Pour se déplacer dans le graphe, l'algorithme va attribuer
aux n÷uds voisins s des n÷uds qu'il visite une fonction de coût. Cette fonction de coût est
composée de deux éléments : un premier représentant la distance parcourue depuis le n÷ud de
départ sS et un deuxième qui est l'heuristique entre le n÷ud et le point d'arrivée sG représentant
la distance restante à parcourir. On peut ainsi écrire :
f(s) = g(s) + h(s), (5.1)
avec f(s) la fonction de coût attribuée au n÷ud s, g(s) la distance parcourue de sS à s, et h(s)
l'heuristique entre s et sG.
Algorithmiquement, le A* fabrique deux listes répertoriant les n÷uds explorés. Chaque n÷ud
est associé à ses coordonnées, son coût et les coordonnées du n÷ud parent. Chaque n÷ud visité
est positionné dans la  liste fermée  et chaque n÷ud visitable dans la  liste ouverte . Au
début de l'algorithme, la liste fermée est vide et la liste ouverte contient le n÷ud de départ. Pour
chaque itération, l'algorithme choisit dans la liste ouverte le n÷ud avec le coût le plus faible. Si
ce n÷ud n'est pas le n÷ud d'arrivée, les fonctions de coût de ses voisins sont calculées et ils sont
alors ajoutés à la liste ouverte. Le n÷ud exploré est ensuite inclus dans la liste fermée. Une nou-
velle itération commence tant que le n÷ud de la liste ouverte choisi n'est pas le n÷ud d'arrivée
ou que la liste ouverte est vide. Si le n÷ud d'arrivée sG est atteint, le chemin est reconstruit à
partir de la liste fermée en remontant les parents de chaque n÷ud à partir du n÷ud d'arrivée.
On note G le graphe dans lequel doit se déplacer le A*, sS le point de départ, sG le point
d'arrivée, g la fonction calculant la distance parcourue entre deux points, h la fonction heuristique
estimant la distance restante à parcourir pour aller au point d'arriver et f = g + h la fonction
de coût à minimiser. Sachant ces notations, le pseudo-code de l'algorithme A* s'écrit :
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Algorithme 1 Fonction A*
Entrée : sS , sG, G
Sortie : chemin
Création de la ﬁle ClosedList
Création de la ﬁle OpenList
Ajout de sS dans OpenList
Tant que OpenList n'est pas vide faire
Chercher le n÷ud s dans OpenList avec le coût s.f le plus faible
Si s = sG alors
Ajouter s à la ClosedList
chemin=ReconstruireChemin(ClosedList,sG,sS)
Retourner chemin
Fin Si
Pour chaque voisin v de s dans G faire
Calculer la fonction g : v.g ← s.g + g(s, v)
Calculer la fonction h : v.h← h(v, sG)
Calculer la fonction f : v.f ← v.g + v.h
Si v n'existe pas dans l'OpenList ou la ClosedList ou a un coût supérieur alors
Ajouter v à l'OpenList
Fin Si
Fin Pour
Ajouter s à la ClosedList
Fin Tant que
Terminer le programme : chemin non trouvé
Dans cet algorithme, la fonction  ReconstruireChemin , va récupérer les points dans la
ClosedList qui ont permis d'arriver à sG.
Pour représenter de manière visuelle l'exploration de l'environnement par le A*, la Figure
5.9 présente un exemple. Dans cet exemple, le A* doit trouver un chemin dans une grille de
6x6. Ici, le A* peut se déplacer dans les huit directions de la grille : haut gauche, haut, haut
droite, gauche, droite, bas gauche, bas, bas droite. La fonction heuristique h(s) est la distance eu-
clidienne entre s et sG, la fonction g(s) vaut 1 si le déplacement se fait en ligne et
√
2 si diagonal.
La Figure 5.9 montre pour chaque itération (lecture de gauche à droite) comment les coûts
des n÷uds sont calculés et comment ils sont ajoutés aux listes ouverte et fermée. Les coûts de
chaque n÷ud sont indiqués dans les grilles. Pour calculer le chemin optimal allant de sS à sG,
l'algorithme a besoin de 10 itérations et s'est étendu sur 18 n÷uds, en comptant sG.
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Figure 5.9  Exemple d'exploration d'une grille par A*
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L'algorithme A* possède la propriété de complétude, c'est-à-dire que l'algorithme est sûr de
trouver une solution si elle existe. De plus, une autre propriété intéressante de cet algorithme est
son admissibilité. Cela signiﬁe que si la fonction heuristique h choisie est inférieure à l'heuristique
optimale, l'algorithme trouvera forcément le chemin le plus court. Avec l'utilisation d'une liste
fermée dans l'algorithme, pour être admissible, le A* doit en plus être monotone (ou consistent).
Cela veut dire que pour tout couple de n÷uds (s1, s2), l'inégalité h(s1) ≤ d(s1, s2) + h(s2) doit
être respectée, avec d(s1, s2) le coût entre les deux n÷uds. Sous ces conditions, le A* est optimal.
Adaptation à la navigation d'un véhicule non holonome
L'algorithme A*, comme présenté ci-dessus, ne permet pas de trouver un chemin admissible
par le véhicule étant donné son caractère non holonome. En reprenant les travaux de [195], il
devient cependant possible, en contraignant l'expansion du A*, de calculer un chemin respec-
tant le rayon de courbure minimum de la voiture. Normalement, pour l'exploration d'une grille
régulière avec un axe longitudinal X, et un axe latéral Y, chaque noeud s exploré et placé dans
la liste fermée possède les attributs suivants :
• position longitudinale s.X
• position latérale s.Y
• heuristique au point d'arrivée s.h
• coût du déplacement pour arriver à s, s.g
• coût total du n÷ud s.f
• position longitudinale du n÷ud parent s.Xp
• position latérale du n÷ud parent s.Yp.
Pour le KSA*  Kinematics and shape-aware A*  de [195], sont en plus ajoutés :
• sens s.sens
• orientation s.cap.
La distinction entre marche avant et marche arrière va ainsi permettre l'exécution de man÷uvres
et l'orientation va servir à respecter le rayon de courbure minimum.
Comme la recherche de chemin se fait dans une grille régulière, il y a huit orientations
possibles, représentées sur la Figure 5.11, qui correspondent à des caps de multiples de 45◦.
Figure 5.10  Orientations possibles de chaque n÷ud
Ensuite, en fonction de l'orientation du n÷ud, six voisins sont visitables. Chacun se verra
alors attribuer une orientation et un sens en fonction du n÷ud parent. La Figure 5.11 montre
les voisins atteignables ainsi que leurs orientations et sens pour les deux premières orientations.
Le principe est le même pour les autres orientations, moyennant une rotation.
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marche avant
marche arrière
Figure 5.11  Exemples d'expansion dans la grille en fonction de l'orientation
Enﬁn, pour respecter le rayon de courbure, il faut que l'exploration des noeuds conserve la
même orientation pendant un nombre de pas noté np. En eﬀet, si le A* cherche à faire un virage
à droite, et ainsi passer d'un cas de 0◦ à 90◦, il faut qu'il reste plusieurs fois avec l'orientation
à 45◦ pour respecter un rayon de courbure minimum. Par exemple, la Figure 5.12 illustre le
déplacement dans la grille pour eﬀectuer un cercle avec np = 4. Pour une grille de 1x1, le rayon
RL du cercle tangent aux mouvements horizontaux est calculé par :
RL =
3np
2
, (5.2)
et RD, le rayon du cercle tangent aux mouvements diagonaux :
RD = np
√
2. (5.3)
Le rayon RL est légèrement plus grand que RD et sera donc utilisé pour calculer np nécessaire
dans le cas de notre véhicule pour être sûr de pouvoir suivre le chemin.
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R   = 4√2D
R  = (3*4)/2L
Figure 5.12  Illustration des rayons de courbure RL et RD
En termes d'exploration algorithmique, étant donné que plusieurs attributs ont été ajoutés
à chaque n÷ud, les conditions d'ajout à la liste ouverte sont modiﬁées. En eﬀet, maintenant,
une même position dans la grille peut avoir un sens ou une orientation diﬀérente en fonction
de comment cette position a été atteinte. Ainsi, pour ne pas limiter les déplacements, un n÷ud
voisin v est ajouté à la liste ouverte s'il n'existe pas déjà dans la liste ouverte ou la liste fermée
un n÷ud ayant la même position X et Y, le même sens et la même orientation ayant un coût
inférieur.
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5.2.2 Recherche de chemin par A* sous contrainte géométrique : exemples
applicatifs
Pour tester cet algorithme de recherche de chemin, prenons l'exemple de la circulation dans
un parking. Un parking du site de Vélizy du Groupe PSA, voir Figure 5.13 (a), est représenté de
manière schématique par une grille d'occupation de 1 m x 1 m sur la Figure 5.13 (b). Même si
des sens de circulation sont visibles sur la première ﬁgure, on considère ici que le véhicule peut
se déplacer dans toutes les allées librement.
(a) (b)
Figure 5.13  Vue satellite du parking du site PSA de Vélizy (a) et représentation sous Matlab
Aﬁn d'explorer l'environnement, le A* utilise deux fonctions. Une fonction g modélisant
la distance parcourue et une fonction heuristique h représentant la distance restante au point
d'arrivée. Ici, la fonction h est la distance euclidienne. Ainsi, pour deux points s1 et s2 de la
grille :
h(s1, s2) =
√
(s1.X − s2.X)2 + (s1.Y − s2.Y )2. (5.4)
La fonction g est déﬁnie pour représenter la distance parcourue tout en pénalisant les chan-
gements d'orientation. En eﬀet, étant donné que les déplacements en diagonale vont permettre
au A* de se rapprocher beaucoup plus rapidement du point d'arrivée, utiliser uniquement la dis-
tance parcourue pour la fonction g va entraîner beaucoup de changements d'orientation. Pour
pénaliser ces changements d'orientation, la distance à ajouter pour calculer la valeur de la fonc-
tion g au point s va dépendre de son orientation et de l'orientation de son parent. Si l'orientation
est identique, une distance d1 =
√
2 est ajoutée. Sinon c'est une distance d2 = 2. Le choix de
ces valeurs n'est pas anodin, il permet de conserver la propriété monotone de l'heuristique. En
eﬀet, pour n'importe quel n÷ud s de la grille et son parent sp, l'inégalité
h(sp, sG) ≤ di + h(s, sG), (5.5)
avec i ∈ {1; 2}, sera forcément respectée.
La Figure 5.14, compare le chemin trouvé avec le A* pour deux fonctions g diﬀérentes avec un
exemple simple. Les points de départ et d'arrivée sont marqués par des triangles vert M et rouge
M indiquant leurs orientations. Les points en violet sont les points de la trajectoire calculée. Les
orientations de 45◦, −45◦, 135◦ et −135◦ sont marquées par des croix, les autres par des triangles
pointant vers la bonne direction. Sur la ﬁgure de gauche, le coût du chemin g est calculé comme
étant la vraie distance euclidienne parcourue. Un phénomène d'oscillation apparaît alors, lié aux
changements répétés d'orientation. Sur la ﬁgure de droite, avec la contrainte sur le changement
d'orientation, le chemin généré est plus  naturel  .
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Figure 5.14  Chemin trouvé avec g comme la vraie distance parcourue (a) et avec une
contrainte en fonction du changement d'orientation (b)
Pour voir quelle trajectoire le A* calcule et pour évaluer ses performances en termes de
nombre de points explorés et de temps de calcul, plusieurs scénarios sont déﬁnis et représentés sur
la Figure 5.15. Dans tous les cas, la position de départ et l'orientation du véhicule sont identiques.
Le premier scénario est un cas simple : le véhicule doit aller tout droit. Ceci va permettre
d'analyser comment le A* explore l'environnement dans une grille de grande dimension. Pour le
deuxième scénario, le véhicule doit se diriger dans la quatrième allée. Le troisième cas est plus
complexe, car le véhicule doit arriver avec une orientation inverse. Enﬁn, pour le dernier cas,
le véhicule va devoir se garer en haut à gauche du parking. Pour ces exemples, np = 3. Il est à
noter que pour toutes les simulations suivantes, l'encombrement du véhicule est pris en compte.
Départ
1 23
4
Figure 5.15  Les scénarios testés pour l'évaluation du A*
Cas 1
Le premier cas est le cas le plus simple pouvant être rencontré dans un problème de planiﬁ-
cation : le véhicule doit aller tout droit en marche avant.
La Figure 5.16 montre le résultat de la recherche de chemin pour deux conﬁgurations diﬀé-
rentes du A*. Sur cette ﬁgure, ainsi que sur les prochaines, le chemin ﬁnal est tracé en violet.
Les cercles cyan représentent les n÷uds de la grille qui ont été explorés. Il est à noter que deux
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n÷uds explorés peuvent avoir la même position, mais pas la même orientation. Par conséquent,
un cercle cyan représente potentiellement plusieurs n÷uds de la liste fermée.
(a) (b)
Figure 5.16  Cas 1 avec d1 =
√
2 et d2 = 2 (a), et d1 = 1 et d2 =
√
2 (b)
Les paramètres de la première conﬁguration, Figure 5.16 (a), sont d1 =
√
2 et d2 = 2, comme
indiqué précédemment. Pour un parcours de 40 m longitudinalement, la planiﬁcation de che-
min dans cette conﬁguration explore 470 n÷uds pour un temps de calcul complet de 0,63 s. Le
tableau 5.1, à la ﬁn des exemples, récapitule les conﬁgurations et résultats de chaque scénario.
Pour un chemin simple, mais dans une grille étendue, le A* explore donc largement la grille
d'occupation avec dix fois plus de points que le chemin ﬁnal. Étant donné que ce cas est le
plus simple possible, on peut supposer que pour des cas plus complexes, avec des virages ou des
inversions de sens, le temps de calcul sera trop important. Le temps de calcul de la trajectoire
est critique dans le cadre de la conduite autonome. Il faut que le véhicule soit capable de déﬁnir
son chemin ou sa trajectoire rapidement pour ne pas se retrouver immobilisé et ne pas gêner
les autres véhicules. Un moyen de réduire le temps de calcul du A* est de diminuer la valeur
des paramètres d1 et d2. Ainsi l'heuristique h aura un poids plus important dans la fonction
de coût que le chemin parcouru g et le A* ira plus rapidement vers le point cible. Cependant,
avec cette modiﬁcation, le A* le sera plus monotone et le chemin ﬁnal ne sera pas forcément
optimal. Il y a donc un dilemme entre temps de calcul et optimalité du chemin à évaluer et déﬁnir.
L'exemple 2 du premier cas, Figure 5.16 (b), utilise les paramètres d1 = 1 et d2 =
√
2. Le
principe de pénaliser le changement d'orientation est donc conservé, mais limité pour favoriser
une recherche plus rapide vers le point désiré. Avec cette conﬁguration, le A* explore ainsi exac-
tement le même nombre de points que le chemin ﬁnal. Il ne se disperse plus dans l'environnement
comme précédemment. Les paramètres d1 et d2 choisis ici sont ceux les plus proches des valeurs
précédentes avec une exploration minimale de l'environnement. Le but étant de garder le même
ordre de grandeur des paramètres précédents qui garantissaient un chemin optimal.
Cas 2
Dans le deuxième scénario, le véhicule doit se déplacer dans la quatrième allée. Le but
ici est d'analyser à quel point le véhicule explore l'environnement pour se déplacer dans un
environnement complexe. Pour arriver à son but, l'algorithme va explorer 837 points diﬀérents
pour un temps de calcul total de 1,41 s. Ici, l'algorithme va explorer la moitié des deuxième et
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troisième allées, car dans un premier temps, ce sont celles qui vont rapprocher le véhicule le plus
rapidement du point d'arrivée, voir Figure 5.17. Cependant, étant donné le nombre important
de points occupés, l'algorithme va s'étendre horizontalement pour atteindre la quatrième allée.
Une fois celle-ci atteinte, le chemin restant est facilement calculé.
Figure 5.17  Cas 2 avec d1 = 1 et d2 =
√
2
Cas 3
Le troisième scénario est plus complexe : le véhicule doit arriver dans la troisième allée dans
l'orientation opposée de son orientation de départ. Le véhicule doit donc trouver un chemin
faisant le tour de la deuxième rangée ou eﬀectuer une man÷uvre dans l'allée. Pour voir si l'al-
gorithme arrive facilement à faire le tour du parking, la première simulation inhibe la marche
arrière pour éviter que le véhicule fasse une man÷uvre. Ainsi, sur la Figure 5.18 (a), l'algorithme
cherche dans toutes les allées avant de trouver la position ﬁnale pour un total de 2365 points
explorés et 7,21 s de temps de calcul. Le temps de calcul devient donc important et n'est pas
admissible.
1
2
3
4
5
(a) (b) (c)
Figure 5.18  Cas 3 avec d1 = 1 et d2 =
√
2, sans marche arrière (a), avec marche arrière (b)
et zoom autour de la man÷uvre de (b) (c)
La Figure 5.18 (b) montre le résultat de la recherche de chemin, mais avec la marche arrière
autorisée. En faisant demi-tour dans l'allée, l'algorithme a ainsi exploré deux fois moins de
points. Le détail de la man÷uvre est zoomé sur la Figure 5.18 (c). Les ﬂèches noires indiquent
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une marche avant et les ﬂèches bleues une marche arrière. Les ﬂèches sont numérotées dans
l'ordre d'application.
Cas 4
Dans le dernier scénario, le A* doit calculer un chemin pour que le véhicule eﬀectue une
man÷uvre : qu'il se gare en marche arrière. En observant les points explorés sur la Figure
5.18, on aperçoit que l'algorithme essaie d'abord d'atteindre le point d'arrivée en passant par la
deuxième allée en allant tout droit. Cependant, en passant par cette allée, le véhicule devra faire
une manoeuvre pour arriver à la position désirée. Le nombre de changements nécessaires pour
changer d'orientation devient alors trop pénalisant pour la fonction de coût. Le premier chemin
trouvé passe donc par la première allée et n'eﬀectue qu'une seule marche arrière, pour se garer,
ce qui est plus proche du comportement conducteur.
Figure 5.19  Cas 4
Cas 1 (a) Cas 1 (b) Cas 2 Cas 3 (a) Cas 3 (b) Cas 4
d1
√
2 1 1 1 1 1
d2 2
√
2
√
2
√
2
√
2
√
2
Temps de calcul (s) 0,63 0,14 1,41 7,21 4,34 4,38
Nombre de n÷uds explorés 470 41 837 2365 1221 1235
Table 5.1  Conﬁguration et résultats des diﬀérents scénarios présentés
Bilan : avantages et problématiques
L'algorithme A* présenté ici permet d'explorer un environnement statique représenté par une
grille régulière tout en respectant les contraintes géométriques du rayon de courbure minimum
admissible, avec des man÷uvres en marche arrière si nécessaire. Les avantages de cette méthode
sont le calcul d'un chemin admissible par le véhicule et la propriété de complétude. En eﬀet,
avec la représentation de l'environnement par une grille régulière, la recherche de chemins par
A* est sûre de trouver une solution, si elle existe.
Cependant, comme nous l'avons vu avec les diﬀérents scénarios présentés, le temps de calcul
peut s'avérer très important pour des chemins complexes dans un environnement contraint. De
plus, tel quel, l'algorithme ne permet pas de gérer les sens de circulation de la route et le posi-
tionnement dans les voies. Ces informations pourraient cependant être portées par la grille de
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l'environnement, ou par l'algorithme de recherche de chemin.
Lorsqu'un conducteur se déplace en voiture manuellement, son positionnement dans l'infra-
structure est conditionné à la fois par le Code de la route et par l'infrastructure elle-même. Il est
donc possible de déﬁnir des points de passage admissibles. L'ensemble de ces points de passage
va donc former une grille plus  macroscopique  de l'environnement. En déterminant dans un
premier temps les points de passage par lequel doit passer le véhicule pour eﬀectuer sa trajectoire
globale, on va ainsi découper le problème de recherche de chemin en plusieurs sous-problèmes.
Le A* sera alors utilisé entre chaque point de passage pour calculer la trajectoire ﬁnale.
5.2.3 Dijkstra
Principe et algorithme
L'algorithme de Dijkstra permet de résoudre le problème du plus court chemin dans un
graphe à partir d'un n÷ud de départ et pour tous les n÷uds possibles. Cet algorithme peut
se rapporter à l'algorithme A* avec une heuristique nulle. Ainsi, seule la distance entre chaque
n÷ud, c'est-à-dire le poids de chaque lien, est considérée. Comme pour le A*, le poids entre deux
n÷uds s1 et s2 s'écrit d(s1, s2). À l'origine, l'algorithme de Dijkstra n'a pas de n÷ud d'arrivée
en entrée, l'algorithme se termine une fois tous les n÷uds du graphe visités. Cela permet d'avoir
tous les chemins possibles pour un point de départ.
Sachant un noeud de départ s et un graphe orienté ou non à liens positifs G, le pseudo-code
de l'algorithme de Dijkstra s'écrit de la manière suivante.
Algorithme 2 Fonction Dijkstra
Entrée : sS , G
Sortie : parent
Création d'un tableau distance
Création d'un tableau parent
Création d'une liste Q contenant tous les n÷uds de G
Pour Tous les n÷uds s dans G faire
Initialiser distance[s] =∞
Initialiser parent[s] = −1
Fin Pour
distance[sS ] = 0
Tant que Q n'est pas vide faire
Trouver le n÷ud u dans Q avec la plus petite distance
Enlever u de Q
Pour Chaque voisin v de u faire
Calculer alt = distance[u] + d(u, v)
Si alt < distance[v] alors
Déﬁnir distance[v] = alt
Déﬁnir parent[v] = u
Fin Si
Fin Pour
Fin Tant que
Retourner parent
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Objectif dans le cadre de la conduite autonome
L'objectif du Dijkstra dans le cadre de la conduite autonome est de déterminer les points
de passage par lesquels devra passer le véhicule pour se déplacer dans l'environnement. Pour
franchir une intersection ou un rond-point, un conducteur s'appuie sur le Code de la route,
les marquages au sol et la disposition des voies. En utilisant ces informations, l'environnement
peut être découpé en plusieurs zones. Ce sont ces zones qui constitueront les diﬀérents points
de passage. Les points de passage forment alors un graphe de l'environnement à plus grande
échelle que la grille d'occupation utilisée précédemment. Ici, les objets dynamiques ne sont pas
considérés. L'infrastructure de la route est uniquement utilisée. C'est le A*, en utilisant la grille
d'occupation, qui s'occupera dans un deuxième temps de trouver un chemin admissible tout en
évitant les obstacles.
En plus de trouver un chemin conforme au code de la route et l'infrastructure, le fait d'uti-
liser un sous-graphe pour découper le problème dans un premier temps devrait permettre de
réduire le temps de calcul. En eﬀet, la distance entre deux points de passage sera plus faible, il
y aura donc moins de points à explorer.
Pour pouvoir utiliser cette méthode, il faut déﬁnir les règles permettant le découpage de l'en-
vironnement. Pour créer le graphe nécessaire au Dijkstra, il faut donc positionner correctement
les points de passage dans l'environnement, déﬁnir les liens entre ces n÷uds et déterminer les
poids de chaque lien.
5.2.4 Cas applicatif : le carrefour giratoire
Dijkstra en carrefour à sens giratoire
Le passage d'un carrefour à sens giratoire, plus communément appelé rond-point par abus
de langage, est conditionné par le nombre de voies intérieures et la sortie vers laquelle va se
diriger le véhicule. Ainsi, suivant si le véhicule va tout droit ou à gauche, il va se positionner
plus ou moins proche du centre du rond-point et y rester plus ou moins longtemps. L'algorithme
de Dijkstra va permettre, à partir de points de passage positionnés au préalable, de respecter le
Code de la route pour franchir un rond-point.
(a) (b)
Figure 5.20  Positionnement des points de passage pour un rond-point à deux voies. Conﬁgu-
ration en ligne (a) et en diagonale (b)
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La première étape est donc de déterminer comment positionner ces points de passage. Pre-
nons le cas d'un carrefour giratoire avec deux voies de circulation internes, voir Figure 5.20.
Logiquement, des points sont positionnés à chaque voie d'entrée et de sortie du carrefour. En-
suite, il faut placer les points de passage internes. Une solution est de les placer  en ligne ,
c'est-à-dire dans l'axe des routes qui arrivent au carrefour, comme sur la Figure 5.20 (a). L'autre
solution consiste à positionner les points de passage  en diagonale , au milieu des intersections
des routes, voir Figure 5.20 (b). Le problème de la première solution est qu'elle ne permet pas
un franchissement du carrefour conforme au Code de la route si le véhicule prend la troisième
sortie ou fait demi-tour. En eﬀet, pour passer la troisième sortie d'un carrefour giratoire à deux
voies, il faut que le véhicule se positionne sur la voie interne, puis se déporte sur la voie externe
après avoir passé la deuxième sortie. Or, les points de passages de la Figure 5.20 (a) favorisent
un rabattement avant le passage de la deuxième sortie. Le positionnement de la Figure 5.20 (b)
est donc privilégié, d'autant plus qu'il conduit à une solution avec un point de passage en plus
que le positionnement en ligne. Pour un nombre de noeuds équivalent, l'environnement est donc
mieux découpé en faveur du code de la route et de la recherche de chemin avec plus de points
intermédiaires et donc moins de temps de calcul.
Ensuite, il s'agit de déﬁnir les liens entre les n÷uds du graphe. En eﬀet, pour pouvoir déﬁnir
correctement des points de passage, tous les n÷uds ne peuvent pas être reliés entre eux. Ainsi, les
n÷uds sur les voies d'entrée peuvent accéder aux deux n÷uds les plus proches dans le carrefour
giratoire et les voies de sortie ne sont accessibles que par les deux n÷uds du carrefour les plus
proches de la sortie, voir Figure 5.21 (a). Les liens de la Figure 5.21 (b) constituent les moyens de
circulation interne dans le carrefour giratoire sans changement de voie. Enﬁn, les changements
de voie à l'intérieur du carrefour giratoire sont représentés par les liens sur la Figure 5.21 (c).
(a) (b) (c)
Figure 5.21  Liens dans le graphe du rond-point à deux voies, pour les entrées et sorties (a),
pour les maintiens dans les voies (b) et les changements de voie (c)
Enﬁn, la dernière étape de constitution du graphe est de pondérer les liens déﬁnis précédem-
ment. C'est l'étape la plus importante, car c'est celle qui va conditionner le choix des points
de passage ﬁnaux. Pour les liens d'entrée et de sortie du carrefour giratoire, comme il est plus
facile d'entrer et de sortir du carrefour par la voie externe, ces transitions sont celles avec la
pondération la plus faible, voir Figure 5.21 (a). Sur la circulation sur la même voie, à l'intérieur
du carrefour, comme le fait de passer par la voie interne est plus rapide, la pondération des liens
internes est deux fois plus faible que ceux externes, voir Figure 5.21 (b). Enﬁn, une fois dans le
carrefour giratoire, il est plus facile de sortir du rond-point que d'y rentrer. Ainsi, la transition
de la voie externe à la voie interne est fortement pénalisée alors que celle de la voie interne à la
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voie externe est favorisée, voir Figure 5.21 (c).
(a) (b) (c)
Figure 5.22  Pondérations des liens dans le graphe du rond-point à deux voies, pour les entrées
et sorties (a), pour les maintiens dans les voies (b) et les changements de voie (c)
La même démarche peut être eﬀectuée pour les carrefours à sens giratoire à trois voies. Pour
ce type de carrefour, il y a cependant deux voies d'entrée ce qui oblige à rajouter un point de
passage dans la voie de droite de la route en entrée du carrefour, voir Figure 5.23. Il faut donc
rajouter des liens d'entrée dans le carrefour giratoire.
Figure 5.23  Positionnement des points de passage pour un rond-point à trois voies
Ainsi, pour entrer sur la voie du milieu ou la voie interne dans le carrefour, il faut forcément
être positionné à gauche sur la route d'entrée, voir Figure 5.23 (a). De même, on considère qu'il
n'est pas possible de sortir du rond-point directement depuis la voie la plus au centre s'il y
a plus de deux voies. Les pondérations sont identiques aux précédentes. On limite cependant
la pondération de la voie interne, car elle est déjà très fortement pondérée en amont. Pour la
circulation sur les voies internes, Figure 5.23 (b). Comme précédemment, plus la voie est proche
du centre, moins les pondérations sont élevées, avec un rapport de deux entre les voies. Enﬁn,
les transitions entre les voies à l'intérieur même du carrefour ont aussi des poids identiques. Il
n'y a pas de liens directs entre les voies extrêmes.
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(a) (b) (c)
Figure 5.24  Les liens et pondérations dans le graphe du rond-point à trois voies, pour les
entrées et sorties (a), pour les maintiens dans les voies (b) et les changements de voie (c)
Pour les deux graphes pondérés déﬁnis précédemment pour des carrefours à sens giratoire à
deux et trois voies, les résultats de l'algorithme de Dijkstra sont tracés sur la Figure 5.25. Ces
ﬁgures montrent, à partir du point de départ en bas, quels sont les liens à prendre pour atteindre
chaque n÷ud du graphe avec la pondération la plus faible. Ainsi, dans les deux cas, pour aller
tout droit ou à droite, le véhicule doit bien passer par la voie externe et entre à l'intérieur du
rond-point avant de se rabattre pour aller à gauche. Dans le cas du carrefour giratoire à trois
voies, le véhicule s'insère dans la voie la plus au centre.
(a) (b)
Figure 5.25  Résultats du Dijkstra pour les carrefours à sens giratoire à deux voies (a) et trois
voies (b)
L'intérêt de cette méthode est qu'elle est valide pour tout type de rond-point. Ici, des ronds
points à quatre sorties avec deux ou trois voies internes ont été présentés. En réalité, ces pa-
ramètres varient et le positionnement des sorties n'est pas forcément régulier. Comme cette
méthode fonctionne pour tout type de conﬁguration, il n'est pas nécessaire d'enregistrer au
préalable les points de passage pour chaque type de rond-point, au risque d'en oublier ou de
rencontrer un cas particulier.
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Génération de trajectoire par combinaison des deux algorithmes
Maintenant que les points de passage dans l'infrastructure sont déﬁnis, il est possible de
les combiner avec l'algorithme A* décrit dans la section précédente. Pour nous rapprocher le
plus possible d'un carrefour avec des dimensions réelles, les normes de construction de [50] sont
utilisées pour représenter le carrefour sous Matlab. Ainsi, pour un rayon extérieur de 15 m, avec
deux voies intérieures, la Figure 5.26 (a) trace le carrefour giratoire considéré pour la recherche
de chemin. La grille d'occupation de 1 m par 1 m utilisée pour la recherche de chemin est
représentée en verte sur la Figure 5.26 (b).
(a) (b)
Figure 5.26  Carrefour à sens giratoire (a) et la grille d'occupation qui en résulte (b)
Les quatre ﬁgures suivantes, 5.27, 5.28, 5.29 et 5.30 tracent, quant à elles, les résultats de
la recherche de chemin avec et sans points de passage pour aller : à la première sortie à droite,
la deuxième sortie en haut, la troisième sortie à gauche et la quatrième sortie en bas. La Table
5.2 récapitule ensuite les résultats pour chacune des simulations avec le temps de calcul et le
nombre de n÷uds explorés dans la grille pour trouver le chemin.
Pour le virage à droite, les résultats avec et sans points de passage sont assez similaires, car
le chemin à trouver est relativement court. Sans points de passage, l'algorithme A* explore 2,5
fois plus de points, mais réussit à trouver un chemin assez proche, Figure 5.27.
L'intérêt des points de passage commence à être visible pour la recherche de chemin vers la
deuxième sortie, Figure 5.28. En eﬀet, sans ces points intermédiaires, le chemin trouvé passe par
la voie interne du rond-point ce qui n'est pas conforme aux règles de conduite, voir Figure 5.28
(a). En mettant des positions intermédiaires, Figure 5.28 (b), le chemin passe bien dans la voie
extérieure du rond-point.
Pour les troisième et quatrième sorties, l'avantage d'utiliser un graphe macroscopique concerne
plus le gain en temps de calcul que le résultat ﬁnal. Les chemins trouvés sont similaires, voir
Figures 5.29 et 5.30. Cependant, le recours aux points intermédiaires aide grandement la re-
cherche de chemin dans ces deux cas. Pour la sortie à gauche, le nombre de n÷uds explorés est
divisé d'environ 4,5. Sans points intermédiaires, le temps de calcul est alors supérieur à 2 s alors
qu'il reste du même ordre que les sorties précédentes en cas de découpage du problème. Pour
le chemin le plus complexe de la quatrième sortie, quasiment toute la grille est explorée avant
de trouver le point d'arrivée pour l'algorithme A* classique. Cela conduit à un temps de calcul
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(a) (b)
Figure 5.27  Calcul du chemin vers la première sortie sans (a) et avec (b) points de passage
(a) (b)
Figure 5.28  Calcul du chemin vers la deuxième sortie sans (a) et avec (b) points de passage
total de plus de 8 s ce qui n'est pas admissible dans le cadre de la conduite autonome. Avec
l'ajout du Dijkstra, 8 fois moins de n÷uds sont ajoutés dans la liste fermée.
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(a) (b)
Figure 5.29  Calcul du chemin vers la troisième sortie sans (a) et avec (b) points de passage
(a) (b)
Figure 5.30  Calcul du chemin vers la quatrième sortie sans (a) et avec (b) points de passage
Droite Haut Gauche Bas
Points de passage non oui non oui non oui non oui
Temps de calcul (s) 0,33 0,25 0,71 0,32 2,41 0,43 8,14 0,49
Nombre de n÷uds explorés 108 44 330 128 907 212 1879 233
Table 5.2  Résultats du passage de carrefour giratoire pour les diﬀérentes sorties
L'utilisation de points intermédiaires pour le calcul du chemin à suivre par le véhicule est
donc une manière eﬃcace pour réduire le temps de calcul. De plus, positionnés correctement, ces
points de passage peuvent aussi être utilisés pour respecter le Code de la route pour le passage
de ronds-points ou d'intersections. Sachant que les prototypes disposent de cartes HD ou d'un
équivalent, il est tout à fait possible d'imaginer une utilisation de cette méthode embarquée dans
le véhicule avec le positionnement des points de passage en temps réel.
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5.2.5 Résultats sur prototype en parking
L'algorithme A* tenant compte des contraintes géométriques a été implanté dans les calcula-
teurs du prototype HZTR. Les capteurs lidars (un frontal et quatre dans les coins) sont utilisés
pour construire la grille d'occupation. L'algorithme de recherche de chemin a été testé dans un
parking du site PSA de Vélizy, voir Figure 5.13. Pour générer la grille d'occupation nécessaire
pour la recherche de chemin, les informations des capteurs lidars sont utilisées. Le prototype
eﬀectue ensuite un tour du parking pour reconstruire entièrement la grille.
À l'instant t0 de l'enregistrement de la grille, la Figure 5.31 montre le nuage de points envoyé
par les capteurs. Sur celle de gauche, chaque couleur correspond à un capteur et tous les points
reçus sont tracés. La ﬁgure de gauche représente la grille d'occupation de résolution 0,5 m par
0,5 m qui découle des points des lidars.
(a) (b)
Figure 5.31  Nuage de points de capteurs lidar (a) et la grille d'occupation résultante
La grille complète du parking enregistrée par les capteurs est ensuite visible sur la Figure
5.32 (a). Comme nous l'avons vu dans le cas des ronds-points, le fait d'ajouter des points de
passage augmente l'eﬃcacité de la recherche de chemin en termes de temps de calcul. Des
points de passage sont donc ajoutés dans la grille du parking à chaque intersection d'allée. Ces
points intermédiaires sont représentés sur la Figure 5.32 (b). Pour tester l'algorithme développé
précédemment, on choisit un scénario où le point de départ est au niveau du point  I  et
l'arrivée est dans l'allée entre les points  H  et  C  avec un cap orienté vers le bas ↓. On
impose les points de passage  D ,  E ,  J ,  I ,  H ,  G ,  F ,  A  et  B . Le
résultat est visible sur la Figure 5.33.
La trajectoire ﬁnale est conforme aux contraintes géométriques imposées pour avoir un che-
min admissible concernant le rayon de courbure minimum du véhicule. L'algorithme proposé est
capable de générer un tel chemin très rapidement, en 190 ms, et peut donc être utilisé en temps
réel dans le véhicule. La contrainte majeure de la recherche de chemin qu'est le temps de calcul,
dans le cadre de la conduite autonome, est donc respectée.
L'algorithme, comme présenté jusqu'ici, prend uniquement en compte les objets statiques.
Dans la section suivante, la méthode est améliorée pour prendre en compte des objets dynamiques
dans des scénarios urbains.
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(a) (b)
Figure 5.32  Grille complète du parking par les informations capteurs (a) et points de passages
associés (b)
Figure 5.33  Résultat de la recherche de chemin dans le parking de l'ADN
5.3 Génération de trajectoire en environnement dynamique
La méthode de recherche de chemin en environnement statique a été validée tant en simu-
lation qu'en pratique sur les véhicules. En dehors du cas du parking, l'environnement n'est en
réalité jamais statique. En environnement urbain, que ce soit sur les ronds-points, les inter-
sections ou les tronçons à double sens de circulation, le véhicule autonome doit être capable
d'interagir avec les autres utilisateurs de la route. Le nombre de situations, ou scénarios, en
fonction du type de route et des utilisateurs étant extrêmement grand, l'étude de cette section
se focalise sur un type de scénario particulier : la circulation sur route à double sens de circula-
tion. Dans ces scénarios, le véhicule devra être capable de doubler un vélo ou un autre véhicule
plus lent. Une évolution de ce scénario consiste à ajouter un véhicule arrivant en sens inverse.
5.3.1 Intégration de la dimension temporelle pour la recherche de trajectoire
Le fait de considérer non plus un environnement statique, mais un environnement dynamique
introduit la notion de temps dans la recherche de chemin. Ce n'est donc plus une recherche de
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chemin, mais une recherche de trajectoire. Pour calculer cette trajectoire, il est nécessaire d'ajou-
ter une dimension temporelle à l'algorithme A*. Ainsi, deux changements majeurs interviennent
pour la recherche de trajectoire en environnement dynamique :
• Modiﬁcation de la grille d'occupation =⇒ Grille d'occupation temporelle
• Modiﬁcation de la fonction de coût =⇒ Intégration d'un coût lié à la proximité des objets
dynamiques
Grille d'occupation temporelle
Dans le paragraphe sur la recherche de chemin en environnement statique, la grille d'occu-
pation est uniquement constituée de 0 et de 1 pour indiquer si la case est occupée ou non. En
fonction, le A* est autorisé à s'étendre sur la case. En environnement dynamique, les objets
vont occuper des cases, mais uniquement à un certain instant. En soit, l'ego véhicule peut se
déplacer sur cette case à un instant t tant qu'elle n'est pas déjà occupée par un autre objet
au même instant. L'idée est donc d'utiliser une grille temporelle en trois dimensions. Les deux
premières dimensions sont toujours les positions longitudinale et latérale des objets, la troisième
indique si la case est occupée par un objet statique ou dynamique. Si cet objet est dynamique,
elle indique à quel instant elle sera occupée. Ainsi, pour une grille temporelle G(X,Y ) créée à
l'instant t0 = 0 s :
• G(X,Y ) = t > 0 indique que la case sera occupée par un objet dynamique à l'instant t
• G(X,Y ) < 0 indique que la case est occupée par un objet statique
Nouvelle fonction de coût
En tenant compte de ces modiﬁcations dans la grille, il faut aussi modiﬁer la façon dont le A*
se déplace dans cette grille. La première étape est d'ajouter des attributs aux n÷uds explorés.
En plus de ceux listés précédemment, on ajoute pour un n÷ud s :
• temps pour arriver à s, s.t
Le temps de déplacement dépend de la vitesse longitudinale désirée et de la taille de la grille.
Pour se déplacer sur une case s de la grille, le A* doit donc faire en sorte que la case soit
libre d'objet statique et que s.t 6= G(s.X, s.Y ). Cependant, cette contrainte sera quasiment
toujours respectée, car la grille est discrète. Il faut donc un moyen d'inclure une contrainte sur le
déplacement du A* sur les n÷uds temporels. Pour cela, un autre terme est ajouté à la fonction
de coût f :
f = h+ g + gt, (5.6)
avec gt la fonction de coût temporelle telle que :
gt(s) = s.t+
Kt
|s.t−G(s.X, s.Y )| , (5.7)
avec Kt le gain de la fonction de coût.
Ainsi, plus un point exploré se rapproche d'un point ayant la même position et la même valeur
temporelle, plus la fonction de gt, et donc la fonction de coût f , augmente. Le déplacement sur
ce point est donc contraint. Pour éviter que le A* ne soit trop contraint par les objets temporels,
la contrainte suivante est ajoutée sur la fonction gt :
• Si |s.t−G(s.X, s.Y )| > tmax : Kt = 0
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• Sinon : Kt reste inchangé,
avec tmax la valeur du delta de temps entre objet et ego véhicule en dessous de laquelle la fonction
de coût intègre une pondération temporelle à l'approche d'objets dynamiques. De cette manière,
le A* pourra quand même favoriser les déplacements sur les cases temporelles non nulles.
Remarque. Il est à noter qu'avec la méthode décrite ci-dessus, l'exploration des n÷uds de
la grille se fait avec une vitesse longitudinale constante de l'ego véhicule. Ainsi, uniquement
le déplacement latéral est traité. On considère alors que l'ACC, couplé avec les modules de
génération de trajectoire et de décision, s'occupe de la dimension longitudinale.
5.3.2 Application : dépassement d'un vélo
Dans ce premier exemple applicatif, l'ego véhicule doit dépasser un vélo. Aucun véhicule ne
roule en sens inverse. L'ego véhicule roule à 50 km/h et le vélo à 20 km/h. À l'instant, t = 0 s
de création de la grille, le vélo a une position initiale (X = 100, Y = 3) m, sachant que les bords
de la route sont situés à Y = 5 m et Y = −5 m et sont considérés comme des points occupés sur
lesquels le véhicule ne peut pas rouler. Ce scénario donne alors la grille d'occupation temporelle
de la Figure 5.34. Sur cette ﬁgure, le déplacement du vélo est visible par l'augmentation du
temps sur l'axe vertical.
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Figure 5.34  Grille temporelle pour le dépassement d'un vélo
Un premier test est généré pour Kt = 1 et tmax = 5 s. Les résultats, à diﬀérents instants de
déplacement, sont tracés sur la Figure 5.35. Sur ce test, 310 noeuds ont été explorés. Sachant que
le chemin ﬁnal compte 301 points, le A* n'a pas beaucoup dévié. Le temps de calcul pour trouver
la trajectoire est de 0,56 s. Avec cette trajectoire, le véhicule se déplace de 1 m latéralement à
t = 8, 5 s pour éviter le vélo, puis se rabat dans sa voie à t = 15, 5 s.
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Figure 5.35  Positionnement de l'ego véhicule (rectangle rouge) et du vélo (cercle rouge) à
diﬀérents instants, Kt = 1 et tmax = 5 s
Il est ensuite intéressant, pour un même scénario, d'évaluer l'inﬂuence des paramètres tmax
et Kt sur le moment de l'évitement et du rabattement. La Figure 5.36 montre l'évolution de la
position latérale de l'ego véhicule en fonction de ces paramètres. Le temps entre l'ego véhicule
et le vélo est aussi tracé pour évaluer le temps restant avant collision au moment de l'évitement.
(a) (b)
Figure 5.36  Inﬂuence des paramètres du A* temporel sur le moment du changement de voie
et du rabattement, en fonction de tmax (a) et Kt (b)
Le paramètre tmax inﬂuence à la fois le temps d'évitement et le temps de rabattement, Figure
5.36 (a). Lorsque la fonction de coût inclut systématiquement le coût temporel, i.e tmax = ∞,
le véhicule ne se rabat que pour atteindre le point d'arrivée. Ce comportement n'est pas souhai-
table, l'ego véhicule doit se rabattre dès qu'il en a la possibilité, d'où l'intérêt du paramètre tmax.
Plus tmax est faible, plus le temps du dépassement est faible. Le dépassement est symétrique par
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rapport à l'instant où l'ego véhicule et le vélo se croisent longitudinalement. Sur la Figure 5.36
(b), l'inﬂuence de Kt n'est visible que lorsque Kt diminue énormément. Il n'y a aucune diﬀérence
pour des valeurs entre 1 et 0,05. En dessous de 0,05, Kt fait varier le moment de l'évitement
beaucoup trop brusquement, la situation devient dangereuse pour l'ego véhicule et pour le vélo.
À très faible valeur, le paramètre est trop sensible et est donc ﬁxé à Kt = 1 pour la suite. À
noter que dans tous les cas présentés ici, le nombre de n÷uds dans la liste fermée est entre 301
et 310. Le temps de calcul est donc très proche : environ 0,5 s.
L'intégration d'un coût temporel lié au temps de déplacement des objets de l'environne-
ment semble être une bonne solution pour la génération de trajectoire en environnement dy-
namique. Cependant, la trajectoire générée avec la méthode telle quelle, introduit des déplace-
ments brusques. Ces déplacements géométriques conviennent à faibles vitesses, mais ne sont pas
réalisables dynamiquement. Pour parvenir à une solution admissible en fonction de la vitesse,
l'extension de la recherche des n÷uds par A* Hybride [127] est utilisée.
5.3.3 Intégration des contraintes dynamiques dans le A*
Le A* Hybride [127], utilisé pour le DARPA Urban Challenge, étend les n÷uds du graphe
de manière itérative en respectant un certain rayon de courbure. De cette manière, la recherche
de trajectoire se rapproche de la méthode des tentacules. La diﬀérence réside dans le nombre de
branches, ou de tentacules, et que le A* Hybride calcule une trajectoire globale et la méthode
des tentacules une trajectoire locale sur un horizon de temps très court, et donc avec moins de
visibilité future.
sp
s1
s2 s3
Figure 5.37  Extension du A* Hybride
Comme précédemment, à partir d'un n÷ud parent sS , trois n÷uds peuvent être créés en
marche avant, voir Figure 5.37. La position des n÷uds résultants s1, s2 et s3 dépend de la position
et de l'orientation de sS , de la vitesse longitudinale Vx, de l'accélération latérale engendrée par
les virages Ay et de la discrétisation longitudinale, dans le repère véhicule, dX. Le modèle
cinématique du véhicule est utilisé pour les calculs. Nous avons vu dans le deuxième chapitre
que ce modèle n'est pas adapté pour les grandes vitesses longitudinales. Il reste cependant assez
représentatif pour les cas en situation urbaine. Ainsi les dérivées des positions longitudinale XG
et latérale YG du centre de gravité du véhicule dans le repère absolu s'écrivent :
Y˙G(t) = Vxsin(Ψ(t))
X˙G(t) = Vxcos(Ψ(t)),
(5.8)
avec Ψ(t) le cap du véhicule.
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Avec une période d'échantillonnage dT , il devient possible d'écrire, pour l'instant k :
Y˙G(kdT ) =
YG(kdT )− YG((k − 1)dT
dT
)
X˙G(kdT ) =
XG(kdT )−XG((k − 1)dT
dT
),
(5.9)
on a donc :
YG(kdT ) = Y˙G(kdT )dT + YG((k − 1)dT )
XG(kdT ) = X˙G(kdT )dT +XG((k − 1)dT ).
(5.10)
Ce qui donne en utilisant (5.8) :
YG(kdT ) = VxdT sin(Ψ(kdT )) + YG((k − 1)dT )
XG(kdT ) = VxdT cos(Ψ(kdT )) +XG((k − 1)dT ).
(5.11)
L'évolution de l'angle de lacet se fait en fonction de l'angle précédent et d'un échantillonnage
dΨ dépendant de l'accélération latérale et de la vitesse longitudinale. Ainsi, sur la Figure 5.37,
à partir de sS , les n÷uds s1, s2 et s3 auront une orientation :
s1.cap = sS .cap− dΨ
s2.cap = sS .cap
s3.cap = sS .cap+ dΨ.
(5.12)
Leurs positions sont calculées, par exemple pour s1, par :
s1.Y = VxdT sin(sS .cap− dΨ) + sS .Y
s1.X = VxdT cos(sS .cap− dΨ) + sS .X.
(5.13)
À partir des paramètres Vx, Ay et dX, les constantes dT et dΨ sont obtenues par :
dT =
dX
Vx
Ψ˙ =
Ay
Vx
dΨ = Ψ˙dT.
(5.14)
Comme le n÷ud n'est plus forcément sur la grille d'occupation, la vériﬁcation se fait dans
un rayon dv = 1, 5 m autour du véhicule pour inclure l'encombrement du véhicule. Ainsi, si un
point de la grille à une distance inférieure à dv du point considéré est occupé, le n÷ud n'est pas
visitable et n'est donc pas ajouté à la liste ouverte. De même, on considère que l'algorithme à
atteint l'objectif si un point dans la liste fermée est à une distance dG du point d'arrivée avec
une erreur de cap de Ψe.
Remarque. Ici, le nombre de n÷uds pouvant être étendus depuis le parent sS est limité à trois
pour se rapprocher de la méthode précédente. Cependant, il est tout à fait possible d'ajouter
d'autres variations de cap, permettant alors d'avoir des rayons de courbure variables. La méthode
se rapprocherait encore plus de celle des tentacules, mais le nombre de n÷uds visitables, et
donc la taille des listes, augmenterait alors considérablement, impactant le temps de calcul. Il
conviendrait aussi, en ajoutant d'autres angles de lacet possibles, de vériﬁer la continuité de la
trajectoire ﬁnale.
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Une fois le calcul des n÷uds s1, s2 et s3 eﬀectué, la méthode de recherche de trajectoire
est identique à celle de A* temporelle précédente. La fonction de coût globale f est toujours
constituée de l'heuristique, de la longueur du chemin parcouru et du temps parcouru. Une
modiﬁcation est apportée sur la fonction calculant la longueur du chemin parcouru g. Dans le
cas du respect des contraintes géométriques, l'incrémentation de cette fonction dépendait du
changement d'orientation. Ici, étant donné que le changement d'orientation est conforme à la
dynamique latérale, pour chaque n÷ud admissible si depuis sS , si.g est calculé par :
si.g = sS .g +
√
(si.X − sS .X)2 + (si.X − sS .Y )2. (5.15)
5.3.4 Application : dépassement sur voie à double sens
Dépassement d'un vélo
Reprenons le cas du dépassement d'un vélo sur la route à double sens précédent. Le premier
test utilise le même paramétrage que précédemment : Kt = 1, tmax = 5 s et avec dX = 1 m et
Ay = 1 m.s
−2. Le résultat du A* hybride temporel est visible sur la Figure 5.38 pour diﬀérents
instants.
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Figure 5.38  Positionnement de l'ego véhicule (rectangle rouge) et du vélo (cercle rouge) à
diﬀérents instants dans le cas du A* Hybride temporel, Kt = 1 et tmax = 5 s
Grâce aux contraintes dynamiques, et non plus géométriques, le dépassement de voie du vélo
est plus ﬂuide. Le dépassement commence au même instant que précédemment. Lorsque l'ego
véhicule et le vélo se croisent longitudinalement, l'ego s'est déporté de 1,5 m. Il y a alors 1,5 m
entre le vélo et les roues droites de l'ego. De la même manière que les analyses sur l'inﬂuence des
variations de Kt et tmax, il est possible ici de modiﬁer la valeur de dX. Les résultats sont tracés
sur la Figure 5.39. Ainsi, plus dX augmente et plus le moment du dépassement est retardé. De
même, avec un dX plus grand, le rabattement dans la voie commence plus tard.
Plus dX augmente, plus les noeuds explorés se rapprochent du point d'arrivée rapidement,
cela a donc un impact sur le nombre de points explorés. La Table 5.3 présente ces résultats.
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Figure 5.39  Inﬂuence de dX sur le calcul de la trajectoire
dX (m) 1 5 10
Nombre de n÷uds explorés 695 81 41
Temps de calcul (s) 3,25 0,28, 0,16
Table 5.3  Résultats du dépassement du vélo pour diﬀérents dX
Le problème qui apparait ici, pour dX = 1 m notamment, est que le véhicule ne se rabat
pas dans sa voie, il va se déporter lentement jusqu'à atteindre le point d'arrivée. Ceci est com-
préhensible, car c'est eﬀectivement le chemin le plus court. Cependant, d'un point de vue du
comportement routier, il faudrait que le véhicule se rabatte complètement dès le vélo dépassé.
Sachant que ce comportement est dû en grande partie à l'heuristique h de la fonction de coût,
il faut trouver une nouvelle heuristique favorisant le retour dans la voie.
Il existe principalement deux heuristiques pour la recherche de chemin par A* : la distance
euclidienne utilisée précédemment, et la distance de Manhattan. Pour un n÷ud s et le n÷ud
d'arrivée sG, la distance de Manhattan se calcule par :
dM = |s.X − sG.X|+ |s.Y − sG.Y |. (5.16)
Ainsi, avec une distance de Manhattan comme heuristique, les points explorés auront plutôt
tendance à se rapprocher de la voie de départ. Cependant, en utilisant la distance de Manhattan
avec dX = 1 m de l'exemple précédent, la position latérale oscille autour de la position désirée,
voir courbe verte de la Figure 5.40. La distance de Manhattan permet bien un retour latéral
plus rapide dans la voie, mais ne se stabilise pas une fois la position latérale désirée atteinte.
Ce phénomène d'oscillation n'est pas souhaitable et doit être évité. Pour combiner les eﬀets des
deux heuristiques, une pondération entre distance euclidienne dE et distance de Manhattan dM
est utilisée telle que pour un point s :
s.h =
EdE +MdM
E +M
, (5.17)
avec E,M ∈ R+. La Figure 5.40 montre les résultats du dépassement du vélo pour diﬀérentes
combinaisons de M et E. Le fait d'augmenter la part de distance euclidienne dans l'heuristique
globale permet de réduire les oscillations, et même de complètement les arrêter pour E = 25
et M = 1. Avec cette combinaison, le véhicule revient dans la voie ce qui est le comportement
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attendu par le Code de la route. Le résultat de cette conﬁguration, avec le mouvement des objets,
est visible sur la Figure 5.41. Les temps de calcul et le nombre de points explorés sont indiqués
dans la Table 5.4.
Figure 5.40  Inﬂuence de l'heuristique sur le calcul de la trajectoire
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Figure 5.41  Positionnement de l'ego véhicule (rectangle rouge) et du vélo (cercle rouge) à
diﬀérents instants dans le cas du A* Hybride temporel, Kt = 1, tmax = 5 s, dX = 1 m, E = 25
et M = 1
M 0 1 1 1
E 1 0 10 25
Nombre de n÷uds explorés 695 1121 732 677
Temps de calcul (s) 3,25 5,48 3,41 3,08
Table 5.4  Résultats du dépassement du vélo pour diﬀérentes combinaisons de E et M
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Dépassement d'une voiture avec une voiture en sens inverse
La méthode étant validée pour un cas simple, le scénario est complexiﬁé. Maintenant, l'ego
véhicule doit dépasser un autre véhicule roulant à 30 km/h sachant qu'un deuxième véhicule,
avec une vitesse de 60 km/h, arrive en sens inverse. Trois cas peuvent alors se présenter :
• Cas 1 : l'ego véhicule dépasse le véhicule de devant avant de croiser le véhicule en face
• Cas 2 : l'ego véhicule dépasse le véhicule de devant après avoir croisé le véhicule en face
• Cas 3 : les trois véhicules arrivent à la même position longitudinale en même temps.
Sachant que la méthode ne permet pas au véhicule de freiner, le dernier cas donnera forcément
lieu à une collision. En cas de collision, c'est l'ACC qui prend le relais. Il ne faut cependant pas
que le véhicule se soit déporté. En eﬀet, le choc frontal reste le scénario le plus critique pour
le véhicule, il est donc à proscrire. Une grille temporelle de l'environnement pour ce type de
scénario est tracée Figure 5.42.
Figure 5.42  Grille temporelle pour le dépassement d'une voiture avec une voiture arrivant en
sens inverse
Dans chaque cas, les paramètres choisis sont : dX = 2 m, Ay = 1 m.s−2, Kt = 1, tmax = 5,
E = 25 etM = 1. Les Figures 5.43, 5.44 et 5.45 montrent les trajectoires calculées et l'évolution
de l'environnement à diﬀérents instants pour les diﬀérents cas.
Dans les deux premiers cas, le A* Hybride temporel parvient à calculer une trajectoire per-
mettant un dépassement sans collision tout en respectant les contraintes dynamiques imposées.
Pour le premier cas, le temps de calcul est de 10,37 s alors qu'il est de 3,12 s pour le deuxième.
La trajectoire met plus de temps à être calculée dans le premier cas, car le véhicule est inﬂuencé
plus longtemps par des objets dynamiques. Il y a donc beaucoup de points contraints par la
présence d'objets dynamique ce qui force l'algorithme à tester un grand nombre d'autres points.
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Figure 5.43  Résultats du cas 1 : Positionnement de l'ego véhicule (rectangle rouge) et des
autres véhicules (rectangles bleus) à diﬀérents instants dans le cas du A* hybride temporel
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Figure 5.44  Résultats du cas 2 : Positionnement de l'ego véhicule (rectangle rouge) et des
autres véhicules (rectangles bleus) à diﬀérents instants dans le cas du A* hybride temporel
Le troisième cas est celui d'une collision. Comme expliqué précédemment, le module de
génération de trajectoire est couplé à l'ACC qui calcule la vitesse longitudinale. Ainsi, si la
trajectoire calculée comporte une collision, l'ACC gère sa vitesse sur le véhicule de devant et
le véhicule suit sa trajectoire latérale. La trajectoire calculée dans ce cas eﬀectue quand même
le dépassement. Il est préférable d'éviter ce type de résultat pour que l'ego véhicule reste dans
sa voie. La trajectoire calculée s'explique par le fait que le A* voit d'abord le véhicule en face.
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Il va donc explorer les n÷uds sur la gauche pour l'éviter. Une fois à gauche, il est alors aussi
pénalisant de continuer tout droit que de revenir explorer les n÷uds de la ligne de droite.
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Figure 5.45  Résultats du cas 3 : Positionnement de l'ego véhicule (rectangle rouge) et des
autres véhicules (rectangles bleus) à diﬀérents instants dans le cas du A* hybride temporel
Pour éviter ce type de problème, il faut anticiper davantage l'arrivée de véhicules en sens
inverse et augmenter la pondération Kt dans ce cas. Ce raisonnement est aussi réalisé lors d'une
conduite manuelle. En eﬀet, un conducteur regarde plus  loin  les véhicules arrivant en sens
inverse et fait plus attention à eux que les véhicules dans le même sens de circulation qui sont
moins dangereux. Deux nouveaux paramètres sont ajoutés pour les véhicules en sens opposés :
Ktopp = 5 et tmaxopp = 10 s. La nouvelle trajectoire calculée avec ces paramètres est tracée
Figure 5.46.
En donnant plus d'importance aux véhicules arrivant en sens inverse, la trajectoire calculée
est une ligne droite. Dans les deux cas cependant, le temps de calcul est extrêmement long :
supérieur à 110 s. À cause de la fonction de coût gt qui augmente fortement autour des objets
dynamiques, le A* va donc ajouter à la liste fermée tous les points en amont qui étaient certes
plus loin de l'arrivée, mais avait un coût total plus faible.
Les trajectoires des cas 1 et 2 sont recalculées avec les nouveaux paramètres Ktopp et tmaxopp.
Les trajectoires, ainsi que tous les n÷uds explorés, sont tracées sur la Figure 5.47. On peut y
observer l'augmentation de la zone de points explorés lorsque le sens inverse est pondéré plus
fortement. Pour une analyse plus complète des résultats, la Table 5.5 indique les temps de calcul
et les nombres de points explorés.
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Figure 5.46  Résultats du cas 3 avec pondération sur le sens opposé : Positionnement de l'ego
véhicule (rectangle rouge) et des autres véhicules (rectangles bleus) à diﬀérents instants dans le
cas du A* hybride temporel
(a) (b) (c) (d) (e) (f)
Figure 5.47  Trajectoire (en violet) et n÷uds explorés (en cyan) pour : (a) le cas 1, (b), le cas
2, (c) le cas 3, (d) le cas 1 avec pondération du sens inverse, (e) le cas 2 avec pondération du
sens inverse, (f) le cas 3 avec pondération du sens inverse
La pondération du sens opposé introduit une augmentation non négligeable du temps de
calcul. Il est multiplié par quatre pour les deux premiers cas. De plus pour les deux premiers
cas, la trajectoire ﬁnale est similaire.
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Cas 1 Cas 2 Cas 3
tmax (s) 5 5 5 5 5 5
tmaxopp (s) 5 10 5 10 5 10
Kt (s) 1 1 1 1 1 1
Ktopp (s) 1 5 1 5 1 5
Nombre de n÷uds explorés 1698 4108 675 1957 7329 7531
Temps de calcul (s) 10,37 42,78 3,12 13,14 114,46 122,81
Table 5.5  Résultats du dépassement du véhicule pour les diﬀérents cas et les diﬀérents para-
mètres
5.3.5 Bilan : avantages, problématiques et perspectives
Nous avons présenté dans les paragraphes précédents un nouveau A* Hybride temporel pour
la recherche de trajectoire en environnement dynamique. Cette méthode a été testée en simu-
lation dans le cas de scénarios urbains sur des routes à double sens de circulation. La méthode
proposée permet à la fois d'inclure la dynamique latérale du véhicule avec un modèle cinéma-
tique et d'éviter les objets dynamiques grâce à l'ajout d'une nouvelle fonction de coût dans le
coût total des n÷uds explorés par le A*. En supposant que la trajectoire des véhicules de l'en-
vironnement est estimée, on sait donc où ils se trouveront à chaque instant. Il est alors possible
d'éviter ces positions lors de l'exploration de l'environnement par le A*.
La méthode est testée pour le dépassement d'un vélo et le dépassement d'une voiture avec
une deuxième voiture arrivant en sens inverse. Dans tous les scénarios, la trajectoire ﬁnale évite
les objets au maximum en essayant de dépasser et se rabattre lorsque le temps avant collision
est d'environ 2 s. Si un véhicule arrive en face, la trajectoire ﬁnale commence le dépassement
une fois le véhicule en face passé.
L'inconvénient majeur de cette méthode, telle que présentée ici, est qu'elle ne permet pas une
variation de la dynamique longitudinale de l'ego véhicule. La vitesse longitudinale est supposée
ﬁxe et le véhicule peut donc calculer des trajectoires s'approchant fortement des autres véhicules
voir entrant en collision avec eux. C'est pourquoi cette méthode de planiﬁcation de trajectoire est
forcément liée au module de décision. Ainsi, si la trajectoire calculée se rapproche trop d'autres
véhicules malgré la contrainte imposée, alors le véhicule doit rester dans sa voie et la vitesse est
gérée par l'ACC.
Un autre inconvénient est le temps de calcul dans les cas complexes. En eﬀet, si la collision
est inévitable, les temps de calcul sont trop importants alors qu'il est possible de calculer très
simplement le fait qu'il est impossible de changer de voie. Le problème du temps de calcul peut
être limité en augmentant la valeur de dX. Cela se traduira alors par des itérations avec des
mouvements latéraux plus grands.
Enﬁn, le A* Hybride perd la propriété de complétude du A*. Étant donné que l'exploration
de l'environnement ne se fait plus sur une grille ﬁxe, le fait de ne pas trouver une solution ne
signiﬁe pas qu'elle n'existe pas.
Au vu de ces résultats, la méthode paraît prometteuse pour la planiﬁcation de trajectoire dans
des infrastructures plus complexes : intersection ou rond-point. En la couplant avec un module
de planiﬁcation de mission, le temps de calcul pourrait être réduit considérablement. On peut
aussi imaginer que la dynamique longitudinale soit directement incorporée dans l'exploration de
l'environnement du A* avec des n÷uds pouvant avoir une accélération longitudinale diﬀérente.
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Cette thèse traite de l'amélioration de fonctions existantes et de la création de nouveaux
modules pour le guidage latéral et la planiﬁcation de mouvement d'un véhicule autonome en
environnement urbain. Les principaux résultats, ainsi que les perspectives, sont présentés dans
cette conclusion.
Le Chapitre 1 présente l'évolution des systèmes mécatroniques à bord des véhicules. La
multiplication des systèmes d'aide à la conduite introduit une augmentation de l'électronique
à bord des véhicules : capteurs, calculateurs, câblage. La multiplication des capteurs permet
donc aux constructeurs automobiles de proposer des assistances de conduite toujours plus per-
formantes et automatisées. Le véhicule autonome est la prochaine étape de cette automatisation.
Le chapitre présente ensuite les apports nécessaires en termes d'équipement et de fonctionnalité
pour franchir cette étape. Ensuite, les prototypes robotisés et équipés de capteurs extéroceptifs
du Groupe PSA sont introduits. Ces prototypes ont été utilisés pour l'intégration et la validation
des modules développés dans cette thèse.
Le Chapitre 2 compare diﬀérents modèles d'évolution de la dynamique latérale en vue
d'une observation de composantes de cette dynamique qui sont nécessaires aux fonctions d'auto-
nomisation. Il est aussi montré que la vitesse longitudinale est une composante importante, non
négligeable, de la dynamique latérale. Deux comportements distincts peuvent être identiﬁés : un
à basse vitesse et un à haute vitesse. Un modèle non linéaire sert de référence. Trois modèles
simpliﬁés lui sont comparés dans les domaines fréquentiel et temporel : un modèle linéaire, un
modèle linéaire en régime circulaire uniforme et un modèle cinématique. Le modèle cinématique
n'est représentatif qu'aux basses vitesses alors que le modèle linéaire représente correctement la
dynamique latérale tant que les pneumatiques sont dans leur zone linéaire de fonctionnement.
Le chapitre présente aussi une méthode d'observation de la dynamique latérale utilisant une
approche multimodèle. L'objectif est d'avoir une estimation plus précise de la vitesse de lacet
et de l'accélération latérale, car ces variables sont primordiales et utilisées pour les modules de
guidage et de localisation du véhicule autonome. Les variables estimées par la méthode déve-
loppée sont comparées à celles d'une centrale inertielle, servant de référence, et validées sur les
prototypes. La méthode oﬀre de meilleurs résultats que la mesure utilisée habituellement sur le
véhicule.
Le Chapitre 3 utilise les modélisations de la dynamique latérale et les conclusions appor-
tées sur l'inﬂuence de la vitesse longitudinale pour développer une méthode de guidage latéral
du véhicule. L'objectif du chapitre étant la mise au point d'une méthode de régulation capable
de réguler l'angle volant suivant un cahier des charges déﬁni sur toute la plage de vitesse au-
torisée. Le chapitre compare alors plusieurs régulateurs pour des simulations de dépassement.
La vitesse longitudinale étant un paramètre variant et mesurable, l'approche développée utilise
cette connaissance pour le calcul du régulateur. Ainsi, au lieu d'utiliser un seul régulateur devant
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fonctionner à toutes les vitesses, l'approche multirégulateur combine plusieurs régulateurs po-
sitionnés à diﬀérents points de fonctionnement qui dépendent de la vitesse. L'approche permet
à la fois de déterminer les valeurs de ces points de fonctionnement et le nombre de régulateurs
nécessaires.
La consigne est une composante cruciale de la boucle de régulation. Ainsi, il est montré que
l'utilisation d'un point de visée comme consigne latérale améliore le degré de stabilité du système
à la variation de vitesse longitudinale. Il est donc plus facile de concevoir un régulateur avec ce
type de consigne. Finalement, un multi-PID avec point de visée est implanté dans un prototype
et testé sur route ouverte. La régulation proposée est validée pour une conduite autonome dans
les cas de maintien dans la voie, à haute vitesse et en embouteillage, et de changement de voie.
La méthode doit cependant être validée en environnement urbain, dans les intersections et les
ronds-points.
Pour aller plus loin, la méthode de multirégulation pourrait utiliser diﬀérents types de régu-
lateurs en fonction du point de fonctionnement considéré. Ainsi, il serait intéressant de comparer
les multi-PID calculés ici à des multirégulateurs à base de P, PI, PID et CRONE. Une autre
perspective serait d'utiliser la méthode aﬁn de coupler la régulation des dynamiques longitudi-
nale et latérale. Enﬁn, l'étude de la stabilité globale doit être ﬁnalisée.
Le Chapitre 4 traite de la prédiction d'intention et de trajectoire des autres véhicules de
l'environnement. Cette étape est nécessaire pour la génération de trajectoire de l'ego véhicule.
Dû à une base de données plus conséquente sur route à chaussées séparées qu'en environne-
ment urbain, le chapitre développe des méthodes de prédiction de changement de voie : une
méthode probabiliste à base de règles et une méthode par apprentissage automatique utilisant
des réseaux de neurones. L'objectif de ce chapitre est de montrer la pertinence d'une méthode
pour l'appliquer ensuite aux scénarios urbains lorsque les données seront disponibles. Il est alors
montré que les réseaux de neurones sont plus eﬃcaces pour détecter les changements de voie,
mais ces résultats dépendent fortement des variables utilisées en entrée du réseau. Ainsi, une
meilleure estimation de la vitesse latérale donnera une meilleure prédiction. Ces deux méthodes
doivent cependant être testées dans les prototypes aﬁn d'analyser les prédictions en temps réel
et de déterminer la durée entre la détection de changement de voie et le franchissement de ligne
eﬀectif.
La deuxième partie du chapitre présente une méthode, toujours à base de réseaux de neu-
rones, et avec les mêmes entrées dynamiques que précédemment pour la prédiction de trajectoire.
La prédiction se fait sur un horizon d'une seconde. La méthode à base de neurones semble être
une bonne solution pour la prédiction de trajectoire avec une erreur de prédiction de 20 cm à 1
s. Cependant, comme pour la prédiction d'intention, elle doit être étudiée avec attention pour
utiliser les bonnes variables en entrée.
Une ouverture sur la prédiction de trajectoire en environnement urbain, dans un rond-point,
est présentée. La visibilité des capteurs est ainsi illustrée dans ce type d'environnement à partir
d'enregistrements. Les capteurs arrivent à percevoir correctement les autres véhicules dans le
rond-point. Étant donné que la dynamique latérale est davantage sollicitée, la suite de l'étude
consisterait à tester la méthode présentée sur autoroute pour évaluer si d'autres variables, de la
dynamique ou de l'infrastructure, sont nécessaires.
Après un état de l'art sur les méthodes de génération de mouvement pour le véhicule au-
tonome, le Chapitre 5 présente une méthode de planiﬁcation de trajectoire, d'abord en envi-
ronnement statique puis en environnement dynamique dans le cas urbain. Pour beaucoup des
méthodes présentées dans l'état de l'art, le temps de calcul est le principal inconvénient. La
solution développée dans ce chapitre respecte un temps de calcul admissible dans le cadre de
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la conduite autonome. Cette méthode est basée sur l'exploration de l'environnement, représenté
par une grille régulière, par l'algorithme A*. Cette exploration est contrainte de manière à res-
pecter les contraintes géométriques du véhicule et ainsi générer une trajectoire admissible. Pour
améliorer le temps de calcul et respecter le Code de la route, des points de passages sont ajoutés.
Une méthode générique pour le placement de ces points et leurs pondérations, formant alors un
graphe, est aussi présentée dans le cas du rond-point. La méthode de génération de trajectoire
est validée sur les prototypes dans un scénario de type parking.
L'algorithme est ensuite amélioré pour les environnements dynamiques. La recherche de che-
min ne se fait plus dans une grille ﬁxe, car trop contraignante au niveau de la dynamique du
véhicule. L'exploration de l'environnement se fait alors en utilisant le modèle cinématique du
véhicule. L'environnement dynamique est intégré dans une autre dimension de la grille d'oc-
cupation avec les trajectoires prédites des véhicules de l'environnement. Une contrainte dans
l'exploration de l'environnement est ajoutée à l'approche de tels objets de manière à ce que l'ego
véhicule évite les autres objets dynamiques au maximum. La solution proposée est validée en
simulation dans les cas de dépassement sur route à double sens de circulation avec un véhicule
arrivant en sens opposé.
La méthode proposée semble être prometteuse pour la génération de trajectoire complexe en
environnement dynamique. Cependant, elle doit être améliorée pour être couplée à la consigne
de vitesse et au module de décision. Enﬁn, la méthode doit aussi être testée en intersections et
intégrée dans les calculateurs des prototypes. Une extension pourrait porter sur l'intégration de
la variation de la vitesse longitudinale dans la recherche de trajectoire.
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Annexe A
L'approche fréquentielle pour l'analyse
des systèmes dynamiques et la
conception de régulateurs
L'analyse de fonctions et de signaux dans le domaine fréquentiel est utilisée dans les do-
maines de l'électronique, automatique et statistique. Contrairement à l'analyse temporelle, basée
sur l'évolution des signaux au cours du temps, l'analyse fréquentielle est basée sur la répartition
fréquentielle de ces signaux. Des opérateurs mathématiques tels que la transformée de Fourier
ou la transformation de Laplace permettent de transposer les fonctions du domaine temporel
au domaine fréquentiel et inversement. L'avantage d'utiliser ces fonctions dans le domaine fré-
quentiel plutôt que le domaine temporel est lié à la simpliﬁcation des équations. En eﬀet, une
fonction diﬀérentielle linéaire revient à une équation polynomiale dans le domaine fréquentiel.
Autre avantage, de nombreux outils et méthodes existent pour analyser le comportement en-
trée/sortie des systèmes physiques dans le domaine fréquentiel.
L'approche fréquentielle est grandement utilisée dans ce manuscrit et cette annexe présente
donc les outils utilisés.
A.1 Outils pour l'analyse fréquentielle des systèmes dynamiques
A.1.1 Transformée de Fourier
La transformée de Fourier convertit une fonction intégrable du domaine temporel en une
autre fonction décrivant son spectre fréquentiel et dont la variable indépendante correspond à
la pulsation.
Déﬁnition 1. Soit f une fonction intégrable sur R. Sa transformée de Fourier, notée F(f), est
donnée par :
ω 7→ F(f)(ν) =
∫ +∞
−∞
f(t)e−2piiνtdt. (A.1)
A.1.2 Transformée de Laplace
La transformée de Laplace est très similaire à la transformée de Fourier, sa description est
la suivante
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Déﬁnition 2. Soit f(t) une fonction d'une variable t intégrable sur R+. Sa transformée de
Laplace unilatérale, notée F (s), est donnée par :
F (s) = L{f}(s) =
∫ +∞
0−
f(t)e−stdt, (A.2)
avec s une variable complexe telle que s = σ + iω.
Si f est intégrable sur R, sa transformée de Laplace bilatérale s'écrit :
F (s) = Lb{f}(s) =
∫ +∞
−∞
f(t)e−stdt. (A.3)
Les transformées de Laplace unilatérale et bilatérale sont équivalentes dans le cas de fonc-
tions causales, ce qui est le cas pour la dynamique du véhicule. La première notation sera donc
privilégiée.
La transformée de Laplace est donc une fonction complexe d'une variable complexe alors
que la transformée de Fourier est une fonction complexe d'une variable réelle. Si ces deux trans-
formées permettent aussi bien d'exprimer la dualité temps-fréquence, la transformée de Laplace
est plus simple à utiliser, car plus générique et fournit plus d'information que la transformée de
Fourier. En eﬀet, pour la transformée de Laplace, la variable s peut contenir une variable réelle.
Les transformées de Fourier et de Laplace sont égales dans le cas de fonction causale pour σ = 0.
Dans ce mémoire, nous utiliserons la transformée de Laplace pour l'analyse fréquentielle
des modèles dynamiques. Pour arriver à exprimer ces modèles dans le domaine fréquentiel, les
propriétés mathématiques suivantes de la fonction de Laplace sont utilisées.
Propriété 1. Linéarité de la transformée de Laplace :
Soient deux fonctions f(t) et g(t) ainsi que deux constantes a et b appartenant à R, alors :
L{af + bg}(s) = aL{f}(s) + bL{g}(s). (A.4)
Propriété 2. Transformée de Laplace d'une fonction dérivée d'ordre n :
Soit f(t) une fonction déﬁnie sur R+ dérivable n fois avec n ∈ N et à conditions initiales
nulles, alors :
L{f (n)}(s) = snL{f}(s). (A.5)
A.1.3 Représentation d'état
Une représentation d'état est un modèle mathématique représentant un système physique
par l'intermédiaire de variables d'état, d'entrées et de sorties. Les variables d'état sont des gran-
deurs physiques du système qui dépendent de leurs valeurs précédentes et des valeurs des entrées.
La représentation d'état permet donc de modéliser le comportement interne du système. Cette
représentation peut être continue ou discrète et linéaire ou non linéaire.
L'écriture générique d'une représentation d'état linéaire à p entrées, q sorties et n variables
d'état s'écrit : {
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
(A.6)
avec
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 x ∈ Rn, le vecteur d'état ;
 y ∈ Rq, le vecteur de sortie ;
 u ∈ Rp, le vecteur de commande ;
 A(t) ∈ Rnxn, la matrice d'état ;
 B(t) ∈ Rnxp, la matrice de commande ;
 C(t) ∈ Rqxn, la matrice d'observation ;
 D(t) ∈ Rqxp, la matrice d'action directe.
La représentation d'état est donc une représentation matricielle de l'évolution physique d'un
système. À partir de cette représentation d'état, il est possible de calculer la fonction de transfert
qui permettra l'analyse fréquentielle du système.
A.1.4 Fonction de transfert
Contrairement à la représentation d'état qui modélise l'état physique interne d'un système
physique, la fonction de transfert représente les liens entre une entrée et une sortie de ce système.
La fonction de transfert peut s'exprimer à partir de la représentation d'état, pour un système
linéaire invariant (i.e les matrices d'état ne dépendent pas du temps) :
H(s) = C(sIn −A)−1B +D. (A.7)
H(s) est une matrice de transfert à qxp dimensions.
Il est à noter que la fonction de transfert ne tient pas compte des conditions aux limites en
supposant les conditions initiales nulles.
Soit H(s) =
Num(s)
Den(s)
une fonction de transfert rationnelle, avec Num(s) et Den(s) les
fonctions de Laplace du numérateur et du dénominateur. Les pôles de H(s) sont les racines de
Den(s) = 0 et les zéros de H(s) sont les racines de Num(s) = 0. À partir des pôles de la fonction
de transfert, il est possible de déterminer la stabilité du système :
Propriété 3. Un système représenté par une fonction de transfert H(s) est stable EBSB (Entrée
Bornée / Sortie Bornée) si les pôles de H(s) sont à partie réelle strictement négative.
A.1.5 Diagramme de Bode
À partir de la fonction de transfert du système, il devient possible de représenter graphique-
ment son comportement dans le domaine fréquentiel avec un diagramme de Bode. Il existe un
diagramme de Bode d'amplitude et un diagramme de Bode de phase.
Le diagramme de Bode d'amplitude trace le gain de la fonction de transfert en décibel en
fonction de la fréquence angulaire. Pour une fonction de transfert H(s), il est calculé par
HdB(ω) = 20log10(|H(jω)|). (A.8)
Le diagramme de Bode de phase trace la phase de la fonction de transfert en degré en fonction
de la fréquence angulaire. Pour une fonction de transfert H(s), il est calculé par
Hϕ(ω) = arg(H(jω)). (A.9)
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La fréquence de coupure est la fréquence pour laquelle l'amplitude est à 1/
√
2 de la valeur
maximale de |H(jω)|. En décibel, la fréquence de coupure ωc se situe à HdB(jωc) = HdBmax− 3
dB. La bande passante est l'ensemble des fréquences pour lesquelles HdB > −3 dB. Par exemple
pour une fonction de transfert du premier ordre :
H0(s) =
1
1 + s5
, (A.10)
ωc = 5rad/s et ses diagrammes de Bode en amplitude et en phase sont tracés sur la Figure A.1.
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Figure A.1  Diagrammes de Bode de H0(s)
A.2 Les outils pour la conception de régulateurs et l'analyse de
systèmes bouclés dans le domaine fréquentiel
La conception de régulateurs dans le domaine fréquentiel utilise comme base les méthodes
décrites dans la section précédente et d'autres outils et concepts que nous allons décrire ici.
Un système régulé est un système bouclé pouvant être représenté comme sur la Figure A.2.
Sur cette ﬁgure, G(s) représente la fonction de transfert du système, C(s) la fonction de trans-
fert du régulateur, Yref l'entrée désirée, Ymes la sortie mesurée du système,  l'erreur de sortie
et U la commande. Des perturbations externes peuvent inﬂuencer l'évolution du système, des
perturbations sur la commande notées Pu et des perturbations sur la sortie Py. Les capteurs
mesurant la sortie de la boucle de régulation n'étant pas parfaits, il existe un bruit de mesure
modélisé sur le schéma bloc de contrôle par le signal Bm.
Le régulateur est le module permettant de calculer la commande à appliquer à l'actionneur
aﬁn d'annuler l'erreur de sortie. En règle général, ce régulateur doit respecter un cahier des
charges en matière de rapidité, précision et stabilité du système bouclé aﬁn de répondre aux
exigences du système et de ses actionneurs. Ses performances peuvent être analysées en utilisant
les fonctions de transfert de la boucle ouverte et des fonctions de sensibilité.
A.2.1 Boucle ouverte et boucle fermée
Lorsque l'on parle de boucle ouverte, la rétroaction n'est pas prise en compte. La sortie y(t)
du système se calcule donc à partir de la référence yref (t) en domaine fréquentiel par :
Y (s)
Yref (s)
∣∣∣∣
BO
= C(s)G(s). (A.11)
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G(s)C(s)+
-
Yref(t) Ymes(s)U(s)(s)
+ +
+
Pu(s) Py(s)
Bm(s)
Figure A.2  Schéma bloc d'un système bouclé
(A.11) est la fonction de transfert en boucle ouverte (FTBO) du système bouclé.
Par opposition, la boucle fermée prend bien en compte la rétroaction et le calcul de y(t)
donne, toujours en fréquentiel :
Y (s)
Yref (s)
∣∣∣∣
BF
=
C(s)G(s)
1 + C(s)G(s)
, (A.12)
c'est la fonction de transfert en boucle fermée (FTBF).
A.2.2 Point critique
En régime sinusoïdal, il existe une pulsation maximale ωs pour laquelle le système bouclé
est stable. La limite de stabilité est atteinte lorsque le dénominateur de (A.12) est nul, c'est à
dire :
1 + C(jωs)G(jωs) = 0. (A.13)
Cela revient à dire qu'à cette pulsation ωs, la fonction de transfert en boucle ouverte à un
gain de 1 (ou 0 dB) et un argument de −180◦. C'est le point critique.
A.2.3 Marge de gain et marge de phase
Les marges de phase et de gain sont des indicateurs de stabilité et de précision de la boucle
fermée. Elles indiquent à quelle  distance  du point critique se trouve la fonction de transfert
en boucle ouverte.
La marge de phase Mφ est déﬁnie à partir de la fréquence au gain unité de la boucle ouverte
ωu :
Mφ = arg (C(jωu)G(jωu)) + pi, (A.14)
sachant que
|C(jωu)G(jωu)| = 1. (A.15)
La marge de gain MG est quant à elle déﬁnie à partir de la fréquence ωpi pour laquelle la
phase de la boucle ouverte vaut −180◦ :
arg (C(jωpi)G(jωpi)) = −180◦. (A.16)
La marge de gain est alors l'écart entre le gain à cette pulsation et 0 dB :
MG = −20log10 |C(jωpi)G(jωpi)| . (A.17)
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Un système est stable en boucle fermée si la marge de phase est positive. La marge de gain
correspond au gain maximal pouvant être rajouté en boucle ouverte sans risquer de rendre in-
stable la boucle fermée. Des valeurs usuelles garantissent une bonne stabilité et précision. Pour
cela, la marge de phase doit être comprise entre 45◦ et 60◦ et la marge de gain doit être supé-
rieure à 6 dB.
La lecture de ces deux marges sur un diagramme de Bode est représentée par la Figure A.3.
Sur cette ﬁgure, la fonction de transfert de la boucle ouverte tracée est :
H1(s) =
1
s
1
1 + 0.4s+ 0.1s2
. (A.18)
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Figure A.3  Lecture des marges de phase et de gain sur un diagramme de Bode
La pulsation au gain unité vaut ωu = 1, 02 rad/s. À cette fréquence, la marge de phase vaut
65, 6◦ et la marge de gain, mesurée à ωpi = 3, 16 rad/s, vaut 12 dB.
A.2.4 Diagramme de Black-Nichols
Le diagramme de Black est une méthode de tracé des fonctions de transfert. Dans ce dia-
gramme, le gain de la fonction de transfert en dB est représenté en fonction de l'argument en
degré. Le lieu de la fonction de transfert est paramétré en fonction la pulsation ω. Ainsi, le
diagramme de Black regroupe les deux diagrammes de Bode en gain et en phase dans une même
ﬁgure. La Figure A.4 représente la fonction de transfert H0(s) (A.10) dans un diagramme de
Black.
Il est très fréquent de tracer l'abaque de Nichols dans le diagramme de Black. On parle alors
de diagramme de Black-Nichols. Cet abaque permet, à partir de la courbe représentant la boucle
ouverte dans le diagramme de Black, de retrouver les valeurs de la boucle fermée. Pour cela,
l'abaque trace des contours à isogain et isophase de la boucle fermée en utilisant la transformée :
z → z
1 + z
, (A.19)
modélisant le passage de la boucle ouverte à la boucle fermée. Des contours isogain (en bleu) et
isophases (en noir) sont représentés sur la Figure A.5 pour diﬀérentes valeurs. Le point critique
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Figure A.5  Abaque de Nichols dans le plan de Black
est marqué d'une croix rouge.
Ainsi, si la boucle ouverte d'un système régulé est tracée sur la Figure A.5 et passe par les
points vert et violet, aux pulsations correspondantes de la boucle ouverte, la boucle fermée aura
un gain de 6 dB et une phase de −90◦ pour le point vert et un gain de -3 dB et une phase de
−210◦ pour le point violet.
Le plan de Black-Nichols est donc utile pour le réglage du régulateur et l'évaluation des
performances de la boucle fermée. D'un côté, les marges de gain et de phase sont mesurables
directement, de l'autre le facteur de résonance de la boucle fermée peut aussi directement être
évalué avec l'abaque de Nichols. Ce facteur de résonance est mesuré sur le diagramme de Black-
Nichols comme étant la valeur du contour d'amplitude tangenté par le lieu de la boucle ouverte.
Une règle usuelle en automatique est d'avoir le lieu de la boucle ouverte tangent, au plus, au
contour à 2,3 dB.
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A.2.5 Fonctions de sensibilité
À partir du schéma bloc de la Figure A.2, les relations entre la commande et la sortie mesurée
par rapport à la consigne et aux perturbations donnent :
(s) = Yref (s)−Bm(s)− Ymes(s)
U(s) = C(s)(s)
Ymes(s) = Py(s) +G(s) (Pu(s) + U(s)) ,
(A.20)
on obtient ensuite :
U(s) = C(s)
[
Yref (s)−Bm(s)−
(
Py(s) +G(s)
(
Pu(s) + U(s)
))]
Ymes(s) = Py(s) +G(s)
[
Pu(s) + C(s)
(
Yref (s)−Bm(s)− Ymes(s)
)]
,
(A.21)
et ﬁnalement :
U(s)
(
1 + C(s)G(s)
)
= C(s)Yref (s)− C(s)Bm(s)− C(s)Py(s)− C(s)G(s)Pu(s)
Ymes(s)
(
1 + C(s)G(s)
)
= C(s)G(s)Yref (s)− C(s)G(s)Bm(s) + Py(s) +G(s)Pu(s).
(A.22)
À partir de (A.22), quatre fonctions de sensibilité sont déﬁnies pour l'analyse des systèmes
bouclés. Ainsi, en considérant les autres entrées nulles, ces fonctions s'écrivent :
• la fonction de sensibilité complémentaire : T (s) = Ymes(s)
Yref (s)
=
C(s)G(s)
1 + C(s)G(s)
,
• la fonction de sensibilité : S(s) = Ymes(s)
Py(s)
=
1
1 + C(s)G(s)
,
• la fonction de sensibilité aux perturbations en entrée : GS(s) = Ymes(s)
Pu(s)
=
G(s)
1 + C(s)G(s)
,
• la fonction de sensibilité en entrée : CS(s) = U(s)
Yref (s)
=
C(s)
1 + C(s)G(s)
.
Pour illustrer l'analyse de ces fonctions de sensibilité , le système de régulation suivant est
déﬁni. Soit un système physique modélisé par une fonction de transfert du deuxième ordre H1(s)
telle que :
H1(s) =
1
1 + (2ζ1/ω1)s+ s2/ω21
=
1
1 + 0, 2s+ 0, 1s2
, (A.23)
avec ζ1 = 0, 32 le facteur d'amortissement et ω1 = 3, 16 rad/s la fréquence propre du système.
Pour l'analyse des systèmes du premier et second ordre, le lecteur pourra se référer à [67].
La fonction de transfert de H1 est tracée sur un digramme de Bode Figure A.6. Les princi-
pales caractéristiques d'une fonction de transfert du deuxième ordre sont retrouvées : une pente
de 40 dB par décade en hautes fréquences, une résonance à ωR et une phase qui varie de 0 à
−180◦.
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Figure A.6  Diagrammes de Bode de H1(s)
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Figure A.7  Diagrammes de Bode (a) et de Black-Nichols (b) de la boucle ouverte H1(s)C0
Un régulateur C(s) = C0 proportionnel est utilisé pour réguler la sortie. Plusieurs valeurs de
C0 sont utilisées : 1, 5 et 20. Les diagrammes de Bode et de Black-Nichols de la boucle ouverte
sont visibles sur les Figure A.7 (a) et (b) respectivement.
Le régulateur ajouté au système bouclé étant un simple gain, l'argument de la fonction de
transfert en boucle ouverte n'est pas modiﬁé. Seule l'amplitude augmente et cela se traduit sur
les Figures A.7 (a) et (b) par le glissement des lieux des fonctions de transfert vers le haut. Sur
le diagramme de Bode en gain, le fait d'augmenter C0 augmente la fréquence au gain unité et
diminue la marge de gain. En conséquence, le système bouclé sera plus rapide, mais avec un
degré de stabilité plus faible. Sur le diagramme de Black-Nichols, l'augmentation de la marge
de phase avec un régulateur plus grand est aussi visible. Le fait que le lieu de la fonction de
transfert en boucle ouverte se rapproche du point critique avec un régulateur plus grand est
beaucoup plus facile à analyser avec le diagramme de Black-Nichols. Sur ce même diagramme,
les isogains tangentés par les lieux des boucles ouvertes sont d'autant plus grands que C0 aug-
mente traduisant un facteur de résonance plus important en boucle fermée.
Les fonctions de sensibilité du système bouclé sont tracées Figure A.8. L'augmentation du
gain du régulateur inﬂuence la fonction de sensibilité complémentaire T (s) (Figure A.8 (a))
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Figure A.8  Diagrammes de Bode des gains des fonctions de sensibilité T (s) (a), S(s) (b),
CS(s) (c) et GS(s) (d)
par une augmentation du facteur de résonance et de la bande passante. L'augmentation du
facteur de résonance est aussi visible sur le diagramme de Bode de la fonction de sensibilité S(s)
(Figure A.8 (b)), où l'on observe une désensibilisation et une diminution de la marge de module
quand C0 augmente. Les fonctions de sensibilité aux perturbations en entrée GS(s) et en entrée
CS(s) (Figure A.8 (c) et (d)) indiquent quant à elles une sensibilité de l'entrée accrue, mais une
réjection des perturbations plus importante et plus rapide.
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Annexe B
Inﬂuence des variations paramétriques
sur la dynamique latérale du véhicule
De manière générale, un régulateur est calculé en utilisant les paramètres nominaux du
procédé. Les performances de la régulation sont alors conditionnées par la connaissance des pa-
ramètres du procédé et leurs variations. Dans le cadre de la régulation de la dynamique latérale
du véhicule, le Chapitre 3 fait état de l'inﬂuence de la vitesse longitudinale sur la dynamique
latérale et présente un régulateur adapté à la variation de vitesse.
Outre la vitesse longitudinale, la fonction de transfert entre l'angle volant et la position
latérale a ces paramètres dépendant de la masse du véhicule et de l'adhérence. Cette annexe
présente comment ces deux paramètres inﬂuencent chaque paramètre de la fonction de transfert
et la fonction de transfert au global.
B.1 Inﬂuence de la masse
Variation des paramètres
Pour rappel, les paramètres nominaux utilisé dans les Chapitres 2 et 3 sont donnés dans la
Table B.1.
Mt 1759 kg
Mf 1319 kg
Mr 440 kg
Iz 2638,5 kg.m2
Lf 0,71 m
Lr 2,13 m
cyf (µ = 1) 94446 N.rad−1
cyr (µ = 1) 48699 N.rad−1
Table B.1  Paramètres nominaux du véhicule
Avec cette conﬁguration, cela revient à avoir une répartition entre les masses avant et arrière
Mf et Mr telle que
Mf = 0, 75Mt
Mr = 0, 25Mt.
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Pour un Citroën C4 Picasso, la masse totale autorisée en charge est de 2100 kg et la masse à
vide de 1500 kg. Ainsi, pour évaluer l'inﬂuence de la masse sur la dynamique latérale du véhicule,
les conﬁgurations suivantes de répartition de masse sont utilisées :
• Mt = 1500 kg et répartition avant/arrière 75/25
• Mt = 1500 kg et répartition avant/arrière 60/40
• Mt = 1759 kg et répartition avant/arrière 75/25
• Mt = 1759 kg et répartition avant/arrière 60/40
• Mt = 2100 kg et répartition avant/arrière 75/25
• Mt = 2100 kg et répartition avant/arrière 60/40.
Les empattements avant et arrière sont calculés en fonctions des masses avant et arrière par :
Lf = Mr
L
Mt
Lr = Mf
L
Mt
.
De même le moment d'inertie Iz dépend aussi de la masse de par la formule :
Iz = ρ
2Mt,
avec ρ le rayon de giration, tel que
ρ√
LfLr
= cste ' 1,
et avec les paramètres nominaux :
ρ√
LfLr
= 0, 9959.
Inﬂuence sur le procédé
Pour analyser l'inﬂuence des variations paramétriques sur la dynamique latérale, le modèle
linéaire est utilisé. La fonction de transfert reliant l'angle volant à la position latérale du centre
de gravité s'écrit :
YG(s)
θv(s)
=
K ′0
s2
1 + 2ζ ′1(s/ω′1) + s2/ω′21
1 + 2ζ ′0(s/ω′0) + s2/ω′20
,
avec
K ′0 =
2
λ
cyfcyrV
2
x0L
2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr)
,
ζ ′0 =
Mt(L
2
fcyf + L
2
rcyr) + Iz(cyf + cyr)√
2IzMt(2cyfcyrL2 −MtVx02(Lfcyv − Lrcyr))
,
ω′0 =
√
2
IzMtVx0
2
√
2cyfcyrL2 −MtV 2x0(Lfcyv − Lrcyr),
ζ ′1 =
Lr
Vx0
√
cyrL
2Iz
,
ω′1 =
√
2
cyrL
Iz
.
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Les Figures B.1, B.2, B.3, B.4 et B.5 tracent en (a) les variations de ces paramètres pour
les diﬀérentes conﬁgurations en fonction de la vitesse longitudinale Vx. En (b), les courbes
représentent les variations relatives de ces paramètres à leurs valeurs nominales en fonction de
Vx.
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Figure B.1  Variation de K ′0 en fonction de la vitesse pour plusieurs conﬁgurations de répar-
tition de masse (a) et variation relative aux paramètres nominaux (b)
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Figure B.2  Variation de ζ ′0 en fonction de la vitesse pour plusieurs conﬁgurations de répar-
tition de masse (a) et variation relative aux paramètres nominaux (b)
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Figure B.3  Variation de ω′0 en fonction de la vitesse pour plusieurs conﬁgurations de répar-
tition de masse (a) et variation relative aux paramètres nominaux (b)
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Figure B.4  Variation de ζ ′1 en fonction de la vitesse pour plusieurs conﬁgurations de répartition
de masse (a) et variation relative aux paramètres nominaux (b)
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Figure B.5  Variation de ω′1 en fonction de la vitesse pour plusieurs conﬁgurations de répar-
tition de masse (a) et variation relative aux paramètres nominaux (b)
Tous les paramètres de la fonction de transfert sont impactés par la conﬁguration de masse
du véhicule. Si la masse totale est une composante importante des paramètres de la fonction de
transfert, sa répartition sur les essieux avant et arrière l'est tout autant. En eﬀet, à masse totale
identique, une répartition diﬀérente inﬂuence tous les paramètres de la fonction de transfert.
Globalement, les variations sont de maximum 20% pour les paramètres ω′0, ζ ′0, ω′1 et ζ ′1, et de
60% pour le paramètre K ′0.
La Figure B.6 trace les représentations fréquentielles de la fonction de transfert dans les
diagrammes de Bode pour toutes les conﬁgurations de la masse et pour les vitesses 1 km/h,
10 km/h, 30 km/h, 50 km/h, 70 km/h, 90 km/h, 110 km/h et 130 km/h. Chaque couleur
représentant une vitesse. Étant donné que l'inﬂuence de la masse est plus importante à mesure
que la vitesse augmente, les domaines de variation paramétrique de la fonction de transfert sont
plus importants quand la vitesse augmente.
246
B.2. Inﬂuence de l'adhérence
10-2 100 102 104
Fréquence (rad/s)
-200
0
200
A
m
pl
itu
de
 (d
B)
1 km/h
10 km/h
30 km/h
50 km/h
70 km/h
90 km/h
110 km/h
130 km/h
10-2 100 102 104
Fréquence (rad/s)
-300
-200
-100
0
Ph
as
e 
(°)
Figure B.6  G(s)
B.2 Inﬂuence de l'adhérence
Variation des paramètres
L'adhérence de la route µ intervient de manière proportionnelle sur les coeﬃcients de rigidité
de dérive des pneumatiques cyf et cyr. Sur une route sèche, µ = 1 et sur une route verglacée
µ = 0, 1.
Par rapport aux paramètres nominaux cyfn et cyrn sur route sèche avec µ = 1, pour une
adhérence µ diﬀérente, les coeﬃcients sont calculés par :
cyf = µcyfn
cyr = µcyrn.
Pour évaluer l'inﬂuence de l'adhérence sur les paramètres de la fonction de transfert, les
conﬁgurations suivantes sont utilisées :
• µ = 1, Mt = 1759 kg et répartition avant/arrière 75/25
• µ = 1, Mt = 1759 kg et répartition avant/arrière 60/40
• µ = 0, 7, Mt = 1759 kg et répartition avant/arrière 75/25
• µ = 0, 7, Mt = 1759 kg et répartition avant/arrière 60/40
• µ = 0, 3, Mt = 1759 kg et répartition avant/arrière 75/25
• µ = 0, 3, Mt = 1759 kg et répartition avant/arrière 60/40.
Inﬂuence sur le procédé
Les Figures B.7, B.8, B.9, B.10 et B.11 tracent en (a) les variations de ces paramètres
pour les diﬀérentes conﬁgurations en fonction de la vitesse longitudinale Vx. En (b), les courbes
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représentent les variations relatives de ces paramètres à leurs valeurs nominales en fonction de
Vx.
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Figure B.7  Variation deK ′0 en fonction de la vitesse pour plusieurs conﬁgurations d'adhérence
(a) et variation relative aux paramètres nominaux (b)
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Figure B.8  Variation de ζ ′0 en fonction de la vitesse pour plusieurs conﬁgurations d'adhérence
(a) et variation relative aux paramètres nominaux (b)
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Figure B.9  Variation de ω′0 en fonction de la vitesse pour plusieurs conﬁgurations d'adhérence
(a) et variation relative aux paramètres nominaux (b)
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Figure B.10  Variation de ζ ′1 en fonction de la vitesse pour plusieurs conﬁgurations d'adhérence
(a) et variation relative aux paramètres nominaux (b)
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Figure B.11  Variation de ω′1 en fonction de la vitesse pour plusieurs conﬁgurations d'adhérence
(a) et variation relative aux paramètres nominaux (b)
A mesure que l'adhérence diminue, la variation de tous les paramètres composant la fonction
de transfert augmente. Alors que l'inﬂuence de la masse était de l'ordre de 20% maximum à haute
vitesse, elle est de plus de 50% à faible adhérence, pour µ = 0, 3. L'inﬂuence de l'adhérence est
prépondérante par rapport à celle de la masse. Cela est aussi visible sur les diagrammes de
Bode de la fonction de transfert pour les diﬀérentes combinaisons de paramètres et d'adhérence,
Figure B.12. Les domaines d'incertitudes sont plus  étalés .
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Annexe C
Quelques méthodes pour l'observation
des systèmes dynamiques
Cette annexe porte sur les observateurs d'état des systèmes dynamiques. On considérera les
représentations d'état présentées ici avec la même dimension (i.e le même nombre d'entrées, de
sorties et de variables d'état) que la représentation d'état (2.48) introduite au paragraphe 2.1.4.
C.1 Observation des systèmes à modèles linéaires
Parmi les modèles linéaires, il convient, pour la conception d'observateurs, de faire la distinc-
tion entre les systèmes linéaires à paramètres invariants (LPI) et variants (LPV) dans le temps.
Les modèles linéaires LPI sont décrits par une représentation d'état ΣLPI :
ΣLPI =
{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t),
(C.1)
et les modèles linéaires LPV par ΣLPV :
ΣLPV =
{
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t).
(C.2)
Il existe deux grands types d'observateurs pour l'estimation des variables de modèles li-
néaires : les observateurs de Luenberger et de Kalman. Un observateur de Luenberger est adapté
pour les modèles LPI (C.1) et celui de Kalman peut s'utiliser autant avec un modèle LPI (C.1)
qu'un modèle LPV (C.2).
C.1.1 Observateur de Luenberger
Un observateur de Luenberger [119] est un observateur linéaire. Il utilise une matrice de gain
L aﬁn de corriger l'estimation du modèle (C.1) à l'aide d'une mesure telle que :{
ˆ˙x(t) = Axˆ(t) +Bu(t) + L(y(t)− yˆ(t))
yˆ(t) = Cxˆ(t) +Du(t).
(C.3)
Les notations avec un accent circonﬂexe représentent les variables estimées et celles sans
représentent les variables mesurées. L est un gain multipliant l'erreur de sortie ce qui permet
d'ajouter un terme correctif dans la représentation d'état (C.3).
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L'objectif de l'observateur est de trouver l'estimation d'état de telle sorte que l'erreur d'es-
timation tende vers 0, c'est-à-dire :
limt→∞ (xˆ(t)− x(t)) = 0. (C.4)
Or, en utilisant les équations (C.1) et (C.3), il vient :
ˆ˙x(t)− x˙(t) = (A− LC) (xˆ(t)− x(t)) . (C.5)
Pour garantir la condition de convergence de l'erreur d'estimation vers 0, il faut donc que
les valeurs propres de (A− LC) soient à partie réelle négative.
C.1.2 Filtre de Kalman
Le ﬁltre de Kalman [93] est un ﬁltre à réponse impulsionnelle inﬁnie permettant d'estimer
l'état d'un système à partir d'une série de mesures. Ces mesures peuvent être incomplètes ou
bruitées. Ce ﬁltre est de loin le plus utilisé dans l'industrie automobile. Dans l'utilisation d'obser-
vateur à modèle linéaire, l'observateur de Kalman est adapté au modèle LPV et donc approprié
au modèle linéaire de la dynamique latérale du véhicule décrit dans la section précédente. La
forme discrète du ﬁltre de Kalman est présentée en vue d'une utilisation embarquée. La notation
discrète des équations suivantes utilise l'indice k pour l'instant k correspondant au temps t = kTe.
La représentation d'état (C.2) discrétisée s'écrit à l'instant k :{
xk+1 = Akxk +Bkuk
yk = Ckxk +Duk.
(C.6)
Les représentations d'état continue et discrète sont liées par les équations :
Ak = e
A(kTe)Te
Bk = A(kTe)
−1(Ak − I)B(kTe)
Ck = C(kTe),
(C.7)
où Te est la période d'échantillonnage des calculateurs. La démonstration 1 exprime le raison-
nement pour arriver aux équations (C.7). La discrétisation, eﬀectuée de cette manière, suppose
qu'il y a un bloqueur d'ordre zéro pour l'entrée uk et que la matrice Ak est inversible pour toute
vitesse Vx.
En traitement du signal, un bloqueur est un dispositif mathématique d'un CNA (Conver-
tisseur Numérique Analogique) permettant la reconstruction de signaux échantillonnés. L'ordre
du bloqueur correspond à la complexité de la reconstruction. Ainsi, entre deux échantillons de
temps, un bloqueur d'ordre 0 supposera que le signal est constant (voir Figure C.1), et un blo-
queur d'ordre 1 calculera l'interpolation linéaire entre ces deux points.
Démonstration 1. Sachant une représentation d'état linéaire à paramètres invariant dans le
temps (C.1), la solution à l'équation diﬀérentielle à l'instant t avec un état initial x0 à l'instant
t0 donne :
x(t) = eA(t−t0)x0 +
∫ t
t0
eA(t−τ)Bu(τ)dτ.
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Figure C.1  Fonctionnement d'un bloqueur d'ordre 0
Entre deux échantillons successifs k et k + 1, sur l'intervalle [kTe, (k + 1)Te], l'équation
précédente donne :
xk+1 = e
A((k+1)Te−kTe)xk +
∫ (k+1)Te
kTe
eA((k+1)Te−τ)Bu(τ)dτ.
Avec l'hypothèse du bloqueur d'ordre 0, u(t) est constant sur l'intervalle [kTe, (k + 1)Te] ce
qui permet de simpliﬁer la relation précédente :
xk+1 = e
ATexk +
∫ (k+1)Te
kTe
eA((k+1)Te−τ)dτBuk.
Le changement de variable α = (k + 1)Te − τ donne ensuite :
xk+1 = e
ATexk +
∫ 0
Te
eAαdαBuk,
et la solution de l'équation est :
xk+1 = e
ATexk +A
−1 (eATe − I))Buk,
avec I la matrice identité. On retrouve bien les relations (C.7).
Le ﬁltre de Kalman fonctionne en deux phases : une phase de prédiction et une phase de mise
à jour. À l'instant k, sachant que xˆk|k est l'estimation de l'état et Pk|k la matrice de l'erreur de
covariance, l'étape de prédiction utilise l'estimation de l'état à l'instant précédent pour calculer
l'estimation de l'état courant tel que :
xˆk|k−1 = Akxˆk−1|k−1 +Bkuk
Pk|k−1 = AkPk−1|k−1ATk +Qk,
(C.8)
avec Qk la matrice de covariance du bruit du procédé, xˆk|k−1 l'état prédit et Pk|k−1 la matrice
prédite, à priori, de l'erreur de covariance.
Lors de l'étape de mise à jour, les observations de l'état du système sont utilisées pour
corriger l'état prédit et ainsi avoir une meilleure estimation de celui-ci :
y˜k = zk − Cxˆk|k−1
Sk = CPk|k−1CT +Rk
Kk = Pk|k−1CTS−1k
xˆk|k = xˆk|k−1 +Kky˜k
Pk|k = (I −KkC)Pk|k−1,
(C.9)
avec zk la mesure de l'état, Sk la matrice de covariance de la mise à jour, Rk la matrice de
covariance du bruit de mesure, Kak le gain de Kalman et C la même matrice que dans (2.53).
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C.2 Observations des systèmes à modèles non linéaires
Un modèle non linéaire, comme son nom l'indique, n'établit pas de relation linéaire entre
tous les états d'un système. Un tel modèle peut s'écrire :
ΣNL =
{
x˙(t) = f (x(t), u(t))
y(t) = h (x(t), u(t)) ,
(C.10)
avec f et h, des fonctions non linéaires.
Un cas particulier de modèles non linéaires est le modèle non linéaire Lipschitzien :
ΣNLLi =
{
x˙(t) =Ax(t) + φ (x(t), u(t))
y(t) =Cx(t),
(C.11)
avec φ une fonction non linéaire de Lipschitz par rapport à x. Cette fonction est décrite par la
Déﬁnition 3.
Déﬁnition 3. Soit E ⊂ R. Une fonction f : E → R est dite de Lipschitz s'il existe k ∈ R+ tel
que :
∀(x, y) ∈ E2, |f(x)− f(y)| < k |x− y| . (C.12)
Pour la fonction φ, cela signiﬁe qu'il existe γ ∈ R+ tel que :
∀(x1, x2, u) ∈ (Rn,Rn,Rp), ‖φ(x1, u)− φ(x2, u)‖ < γ ‖x1 − x2‖ . (C.13)
C.2.1 Observateur de Luenberger étendu
Un observateur de Luenberger étendu [197] revient à utiliser un observateur de Luenberger
pour un point de fonctionnement du modèle non linéaire. Pour ce faire, le modèle est linéarisé
autour du point de fonctionnement et le gain de l'observateur est calculé par placement de pôles.
L'observation de l'état est donc pertinente uniquement autour du point de fonctionnement pour
lequel a été calculé le gain de l'observateur. En eﬀet, si l'état du système s'éloigne du point de
fonctionnement alors des problèmes de stabilité peuvent apparaître. Il est donc rarement retenu
dans le domaine automobile.
C.2.2 Filtre de Kalman étendu
La forme discrète du modèle non linéaire ΣNL s'écrit :
ΣNLD =
{
xk+1 = f(xk, uk)
yk = h(xk, uk).
(C.14)
Si la fonction f peut être utilisée pour calculer l'état prédit xˆk|k−1, les matrices de covariance
Pk, Sk et par conséquent le gain de Kalman Kk ne peuvent plus être calculés de la même manière
que précédemment avec le modèle linéaire.
Pour se raccrocher aux équations du ﬁltre de Kalman classique, le ﬁltre de Kalman étendu
[188] utilise une linéarisation locale des fonctions f et h. Ainsi, les équivalents des matrices Ak
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et Ck, nommés respectivement Aek et Cek sont estimées comme étant les matrices Jacobiennes
de f et h :
Aek =
∂f
∂x
∣∣∣∣
xˆk−1|k−1,uk
Cek =
∂h
∂x
∣∣∣∣
xˆk|k−1,uk
.
(C.15)
Les équations de prédiction s'écrivent alors :
xˆk|k−1 = f(xˆk−1|k−1, uk)
Pk|k−1 = AekPk−1|k−1AeTk +Qk,
(C.16)
et celles de mise à jour :
y˜k = zk − h(xˆk|k−1, uk),
Sk = CekPk|k−1CeTk +Rk
Kmk = Pk|k−1CeTk S
−1
k
xˆk|k = xˆk|k−1 +Kmky˜k
Pk|k = (I −KkC)Pk|k−1.
(C.17)
Le ﬁltre de Kalman étendu utilisant une linéarisation locale des équations dynamiques, sa
convergence est donc locale et la convergence globale n'est pas assurée. La stabilité de ce ﬁltrage
n'est donc pas garantie et dépend fortement des conditions initiales.
C.2.3 Observateur à grand gain
Un observateur à grand gain [175] s'applique pour les systèmes s'écrivant sous la forme (C.11).
Cet observateur est l'équivalent d'un observateur de Luenberger, mais avec un gain important
permettant de compenser la non-linéarité du système.
L'estimation d'état de (C.11) par un gain L s'écrit :
ˆ˙x(t) = Axˆ(t) + φ(xˆ(t), u(t)) + L(y(t)− Cxˆ(t)). (C.18)
Sachant P et Q des matrices symétriques déﬁnies positives et respectant l'équation de Lya-
punov
(A− LC)TP + P (A− LC) +Q = 0, (C.19)
alors l'erreur d'estimation de l'état est asymptotiquement stable si
γ <
λmin(Q)
2λmax(P )
, (C.20)
avec λmin(Q) et λmax(P ) les valeurs propres minimales et maximales des matrices Q et P .
La liste des observateurs d'état présentée ici n'est pas exhaustive. Elle couvre cependant les
méthodes les plus utilisées dans l'industrie ainsi que ceux répondant à notre problème et notre
modélisation de la dynamique latérale.
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Annexe D
Inﬂuence du choix des points de
fonctionnement pour le multi-PID
Le Chapitre 3 présente une méthode de multirégulation, basé sur des régulateurs de type
PID, pour le guidage latérale d'un véhicule autonome. La méthode permet de choisir les points
de fonctionnement du régulateur : leur nombre et leurs valeurs. Pour cela, la méthode fait en
sorte que la variation de phase du procédé soit constante entre chaque point de fonctionnement.
Cette annexe présente l'inﬂuence de ce découpage pour le calcul du multirégulateur sur la boucle
ouverte. Le procédé utilisé est celui de la dynamique latérale et plusieurs multi-PID sont calculés
avec des découpages diﬀérents.
D.1 Les types de découpages possibles
Le système à réguler peut s'écrire par la représentation d'état :{
x˙(t) = A(ξ(t))x(t) +B(ξ(t))u(t)
y(t) = Cx(t),
avec x(t) le vecteur d'état, u(t) la commande, y(t) la sortie et A(ξ(t)), B(ξ(t)), C les matrices
d'état. Les deux premières matrices dépendent d'un paramètre variant dans le temps ξ(t). Le
paramètre ξ peut varier sur l'intervalle [ξmin, ξmax]. L'objectif du multirégulateur est de réguler
le système sur tout cet intervalle. Ici, et comme dans le Chapitre 3, ξ = Vx.
Les paramètres à déterminer pour le multirégulateur sont :
• Nop : le nombre de points de fonctionnement,
• ξi : les valeurs du paramètres variant aux points de fonctionnement, avec i ∈ N tel que
i ∈ [1, Nop].
Il y a deux manières de découper l'intervalle [ξmin, ξmax] pour déterminer les points de
fonctionnement :
• Variation constante du paramètre entre deux points de fonctionnement :
ξi+1 − ξi = Varξ
• Variation constance de la phase du procédé, à la fréquence au gain unité ωu, entre deux
points de fonctionnement :∣∣∣arg (G(jωu)|ξi+1)− arg (G(jωu)|ξi)∣∣∣ = Varφ,
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avec G(jω) la fonction de transfert du procédé telle que
G(s) =
Y (s)
θv(s)
.
Une fois les ξi identiﬁés, les régulateurs associés ainsi que leurs pondérations sont calculés
comme expliqué dans le Chapitre 3.
D.2 L'inﬂuence des découpages sur la boucle ouverte dans le cas
du guidage latéral
D.2.1 Spéciﬁcations
Pour cette application la fréquence au gain unité et la marge de phase pour le calcul des PID
sont choisis de telle sorte que :
• ωu = 1 rad/s
• MΦ = 45◦.
A ωu = 1rad/s, la phase du procédé G(s) ne varie pas linéairement, voir Figure D.1.
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Figure D.1  Variation de la phase de G(s) à ωu en fonction de la vitesse
En fonction des points de fonctionnement choisis, c'est cette variation qui a un impact
important sur la boucle ouverte. Pour évaluer cet impact, plusieurs multi-PID avec diﬀérentes
valeurs Varξ, Varφ etNop sont comparés. La Table D.1 récapitule les six diﬀérentes conﬁgurations
choisies.
Table D.1  Paramètres des multi-PID
Varφ/ξ Nop ξi (km/h)
64.5 km/h 3 1/65/130
Varξ 43 km/h 4 1/44/87/130
21.5 km/h 7 1/22.5/44/65.5/87
/108.5/130
45◦ 3 1/9.6/130
Varφ 30
◦ 4 1/5.8/16.7/130
15◦ 7 1/3.2/5.9/9.8/17
/35.4/130
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Pour trois diﬀérents Nop (3, 4 et 7), les intervalles avec Varξ ou Varφ constant sont comparés.
Il peut être noté que pour un même nombre de points de fonctionnement, les deux méthodes de
découpage ne mènent pas du tout aux mêmes points de fonctionnement.
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Figure D.2  Découpages utilisés pour le choix des points de fonctionnement avec Varξ constant
(a) et Varφ constant (b)
Étant donné que G(jωu) présente une variation de phase plus importante à basse vitesse, le
découpage avec des intervalles Varφ constants donne plus de points de fonctionnement aux basses
vitesses. Les intervalles, pour les exemples Varφ = 15◦, menant à Nop = 7 et Varξ = 21.5 km/h
peuvent être observés sur la Figure D.2. Les pondérations résultantes, pour chaque régulateur,
sont tracés Figure D.3.
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Figure D.3  Pondérations des multi-régulateurs avec 7 PID et des découpages à Varξ constant
(a) et Varφ constant (b)
D.2.2 Comparaison des boucles ouvertes dans le domaine fréquentiel
La stabilité d'un système bouclé peut-être analysée en utilisant le critère de stabilité de
Bode : un système bouclé est stable si la marge de phase de la boucle ouverte est supérieure à
0, MΦ > 0. Ce critère ne peut être appliqué que sur des systèmes à minimum de phase, c'est à
dire que les pôles et les zéros de la fonction de transfert du procédé sont dans la partie gauche
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du plan complexe. Ici, G(s) est un système à minimum de phase donc le critère de stabilité de
Bode peut être utilisé, ([166]).
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Figure D.4  Marge de phase MΦ de la boucle ouvertes pour les diﬀérentes combinaisons de
point de fonctionnement
Aﬁn de vériﬁer si la stabilité de la boucle ouverte est garantie à chaque vitesse, les marges de
phase MΦ de la boucle ouverte pour les diﬀérentes conﬁgurations de multi-PID de la Table D.1
sont tracées Figure D.4 en fonction de la vitesse. Il peut être observé que l'utilisation de trois
points de fonctionnement n'est pas suﬃsant pour garantir la stabilité à toutes les vitesses pour les
deux découpages avec Varξ constant et Varφ constant. Avec quatre points de fonctionnement et
Varφ constant, la marge de phase reste positive pour toutes les vitesses tandis que la conﬁguration
avec Varξ constant n'est toujours pas capable d'assurer la stabilité du système à basse vitesse.
Ceci est dû à la grande sensibilité du système aux variations de vitesse lorsque celle-ci est basse
et au positionnement sous-optimal des points de fonctionnement. L'utilisation de sept points de
fonctionnement est suﬃsant pour garantir la stabilité avec chacun des découpages. Le multi-PID
calculé avec Varφ constant montre un meilleur degré de stabilité à basse vitesse que le multi-PID
avec Varξ constant. C'est l'inverse à haute vitesse. Cependant, le multi-PID pour Varξ constant
a des pics de variation de MΦ plus importants à basse vitesse, et donc un degré de stabilité plus
faible, à cause du manque de régulateur aux faibles vitesses.
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Figure D.5  Fréquence au gain unité ωu de la boucle ouverte pour les diﬀérentes combinaisons
de point de fonctionnement
En ce qui concerne la fréquence au gain unité, comme pour la marge de phase, le multi-PID
avec Varξ constant présente des pics plus importants à basse vitesse où il y a moins de points de
fonctionnement, mais reste proche de la valeur désirée à haute vitesse car il y a plus de points
de fonctionnement que nécessaire.
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Figure D.6  Réponses fréquentielles de la boucle ouverte dans le diagramme de Black-Nichols
pour Varξ constant (a) et Varξ constant (b) avec Nop = 3
Les réponses fréquentielles de la boucle ouverte à diﬀérentes vitesses sont tracées sur des
diagrammes de Black-Nichols. Elles sont visibles sur les Figures D.6-D.8.
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Figure D.7  Réponses fréquentielles de la boucle ouverte dans le diagramme de Black-Nichols
pour Varξ constant (a) et Varξ constant (b) avec Nop = 4
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Figure D.8  Réponses fréquentielles de la boucle ouverte dans le diagramme de Black-Nichols
pour Varξ constant (a) et Varξ constant (b) avec Nop = 7
Même si toutes les possibilités de conﬁguration de la boucle ouverte en fonction de la vitesse
ne sont pas tracées pour une question de lisibilité, il peut être observé que la boucle ouverte n'est
pas robuste aux variations de vitesse lorsque Nop = 3 et Nop = 4. En eﬀet, avec Nop = 3, sur les
Figures D.6 (a) et (b), un problème d'instabilité apparaît pour certaines vitesses. Avec Nop = 4,
une grande sensibilité de la boucle ouverte autour de 30 km/h est visible pour le multi-PID
avec Varξ constant sur la Figure D.7 (a). Pour Varφ constant sur la Figure D.7 (b), le contour
d'amplitude tangent aux réponses fréquentielles varie grandement à haute vitesse. Pour Nop = 7,
une robustesse du degré de stabilité est observée pour les deux découpages sur les Figures D.8
(a) et (b).
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Titre : Des systèmes d'aide à la conduite au véhicule autonome connecté
Résumé
Cette thèse s'inscrit dans le développement et la conception de fonctions d'aide à la conduite pour les véhicules
autonomes de niveau 3 et plus en milieu urbain ou péri urbain. Du fait d'un environnement plus complexe et de trajectoires
possibles plus nombreuses et sinueuses, les algorithmes des véhicules autonomes développés pour l'autoroute ne sont pas
adaptés pour le milieu urbain. L'objectif de la thèse est de mettre à disposition des méthodes et des réalisations pour
permettre au véhicule autonome d'évoluer en milieu urbain. Cette thèse se focalise sur la proposition de solutions pour
améliorer le guidage latéral des véhicules autonomes en milieu urbain à travers l'étude de la planiﬁcation de trajectoire
en situation complexe, l'analyse du comportement des usagers et l'amélioration du suivi de ces trajectoires complexes
à faibles vitesses. Les solutions proposées doivent fonctionner en temps réel dans les calculateurs des prototypes pour
pouvoir ensuite être appliquées sur route ouverte. L'apport de cette thèse est donc autant théorique que pratique.
Après une synthèse des fonctions d'aide à la conduite présentes à bord des véhicules et une présentation des moyens
d'essais mis à disposition pour la validation des algorithmes proposés, une analyse complète de la dynamique latérale
est eﬀectuée dans les domaines temporel et fréquentiel. Cette analyse permet alors la mise en place d'observateurs de
la dynamique latérale pour estimer des signaux nécessaires aux fonctions de guidage latéral et dont les grandeurs ne
sont pas toujours mesurables, fortement dégradées ou bruitées. La régulation latérale du véhicule autonome se base sur
les conclusions apportées par l'analyse de cette dynamique pour proposer une solution de type multirégulateur capable
de générer une consigne en angle volant pour suivre une trajectoire latérale quelle que soit la vitesse. La solution est
validée tant en simulation que sur prototype pour plusieurs vitesses sur des trajectoires de changement de voie. La suite
de la thèse s'intéresse à la génération d'une trajectoire en milieu urbain tenant compte non seulement de l'infrastructure
complexe (intersection/rond-point) mais également des comportements des véhicules autour. C'est pourquoi, une analyse
des véhicules de l'environnement est menée aﬁn de déterminer leur comportement et leur trajectoire. Cette analyse
est essentielle pour la méthode de génération de trajectoire développée dans cette thèse. Cette méthode, basée sur
l'algorithme A* et enrichie pour respecter les contraintes géométriques et dynamiques du véhicule, se focalise d'abord
dans un environnement statique complexe de type parking ou rond-point. Des points de passage sont intégrés à la méthode
aﬁn de générer des trajectoires conformes au code de la route et d'améliorer le temps de calcul. La méthode est ensuite
adaptée pour un environnement dynamique où le véhicule est alors capable, sur une route à double sens de circulation,
de dépasser un véhicule avec un véhicule arrivant en sens inverse.
Mots clés : automatique, dynamique du véhicule, assistance à la conduite, régulation, génération de trajectoire,
prédiction de trajectoire.
Title: From driving assistance systems to automated and connected driving
Abstract
This thesis is about the design of driving assistance systems for level 3 urban automated driving. Because of a more
complex of the environment and a larger set of possible trajectories, the algorithms of highway automated driving are
not adapted to urban environment. This thesis objective is to provide methods and algorithms to enable the vehicle to
perform automated driving in urban scenarios, focusing on the vehicle lateral guidance and on the path planning. The
proposed solutions operate in real-time on board of the automated vehicle prototypes. The contribution of this thesis is
as theoretical as practical.
After a synthesis of the driving assistance systems available on current cars and a presentation of the prototypes used
for the validation of the algorithms developed in the thesis, a complete analysis of the vehicle lateral dynamics is carried
out in time and frequency domains. This analysis enables the design of observers of the lateral dynamics in order not only
to estimate signals required for the lateral guidance functions but also to increase reliability of available measurements.
Based on the conclusions from the analysis of lateral dynamic, a multi-controller solution has been proposed. It enables
the computation of a steering wheel input to follow a trajectory at any longitudinal speed. The solution is validated in
simulation and on real road traﬃc for lane change scenarios. Another contribution consist in an analysis on the other
vehicles of the environment is conducted in order to identify their behaviors and which maneuver there are performing.
This analysis is essential for the path planning function developed in the thesis. This method, based on the A* algorithm
and extended to respect geometric and dynamic constraints, ﬁrstly focuses on static environment such as a parking lot.
Waypoints are added to the method in order to compute trajectories compatible with traﬃc regulation and improve
the computation time. The method is then adapted for dynamic environment where, in the end, the vehicle is able to
perform overtaking manoeuvers in a complex environment.
Keywords: automatic, vehicle dynamics, driving assistance system, control, path planning, trajectory predic-
tion.
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