Intercomparison Project (ACCMIP) consists of a series of time slice experiments targeting the long-term changes in atmospheric composition between 1850 and 2100, with the goal of documenting composition changes and the associated radiative forcing. In this overview paper, we introduce the ACCMIP activity, the various simulations performed (with a requested set of 14) and the associated model output. The 16 ACCMIP models have a wide range of horizontal and vertical resolutions, vertical extent, chemistry schemes and Published by Copernicus Publications on behalf of the European Geosciences Union.
. List and principal characteristics of ACCMIP simulations. Additional simulations (1890, 1910, 1950, 1970, and 1990) interaction with radiation and clouds. While anthropogenic and biomass burning emissions were specified for all time slices in the ACCMIP protocol, it is found that the natural emissions are responsible for a significant range across models, mostly in the case of ozone precursors. The analysis of selected present-day climate diagnostics (precipitation, temperature, specific humidity and zonal wind) reveals biases consistent with state-of-the-art climate models. The modelto-model comparison of changes in temperature, specific humidity and zonal wind between 1850 and 2000 and between 2000 and 2100 indicates mostly consistent results. However, models that are clear outliers are different enough from the other models to significantly affect their simulation of atmospheric chemistry.
Introduction
The Coupled Model Intercomparison Project (CMIP) is a protocol for (1) systematically defining model simulations to be performed with coupled atmosphere-ocean general circulation models (AOGCMs) and (2) studying the generated output. This framework provides the scientific community with the ability to more easily and meaningfully intercompare model results, a process which serves to facilitate model improvement. The simulations performed for the Climate Model Intercomparison Project phase 3 (CMIP3) in support of the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) have provided a useful resource for exploring issues of climate sensitivity, historical climate and climate projections (e.g. Meehl et al., 2007 and references therein). However, the forcings imposed in simulations of the past or of the future varied from model to model due to varying assumptions about emissions (Shindell et al., 2008) , differences in the representation of physical and biogeochemical processes affecting short-lived species that were included (such as aerosols and tropospheric ozone and its precursors), and differences in which processes and constituents were included at all (Pendergrass and Hartmann, 2012) . For example, only 8 of 23 CMIP3 models included black carbon while fewer than half included future tropospheric ozone changes. Furthermore, the CMIP3 archive does not include diagnostics of spatially variable radiative forcing from aerosols, ozone, or greenhouse gases other than carbon dioxide. Hence it is not straightforward to understand how much of the variation between simulated climates results from internal climate sensitivity and inter-model differences or from differences in their forcings. Similarly to CMIP3, there are gaps in the output from CMIP Phase 5 (CMIP5; note that the naming convention for CMIP was changed to align itself with the IPCC AR numbering, leading to the jump from CMIP3 to CMIP5) when it comes to atmospheric chemistry, with relatively little information on aerosols or greenhouse gases requested from models (Taylor et al., 2012) . In particular, despite having relatively uniform anthropogenic emissions, natural emissions are likely highly diverse. Concentrations (forcings) will also differ between models due to different transformation/removal processes. This is especially the case as models progress towards a more Earth System approach and represent interactions with the biosphere (Arneth et al., 2010a) , including climate-sensitive emissions of isoprene (Guenther et al., 2006; Arneth et al., 2010b) blue (RCP2.6), light blue (RCP4.5), orange (RCP6.0) and red (RCP8.5). BC represents black carbon (in Tg(C) yr −1 ), OC organic carbon (in Tg(C) yr −1 ), NMVOC non-methane volatile organic compounds (in Tg(C) yr −1 ) and NOx nitrogen oxides (in Tg(NO2) yr −1 ). Other panels are in Tg(species) yr −1 . Historical (1850 Historical ( -2000 values are from Lamarque et al. (2010) . RCP values are from and references therein. Historical (1850 Historical ( -2000 values are from Lamarque et al. (2010) . RCP values are from and references therein.
2010) and soil nitrogen (Steinkamp and Lawrence, 2011) , as well as the more standard climate-sensitive lightning emissions. Hence there is a need for characterization of the forcings imposed in the CMIP5 historical and future simulations, and for diagnostics to help understanding the causes of the differences in forcings from model to model. The Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) aims to better evaluate the role of atmospheric chemistry in driving climate change, both gases and aerosols. Effectively, ACCMIP targets the analyses of the driving forces of climate change in the simulations being performed in CMIP5 (Taylor et al., 2012 ; note that in this document, ACCMIP is identified by the previous acronym, AC&C#4) in support of the upcoming IPCC Fifth Assessment Report (AR5). After an initial meeting in 2009, ACCMIP was organized at an April 2011 workshop where simulations, requested output and associated protocols and analysis teams were thoroughly defined. ACCMIP consists of a set of numerical experiments designed to provide insight into atmospheric chemistry driven changes in the CMIP5 simulations of historical and future climate change, along with additional sensitivity simulations aiming to better understand the role of particular processes driving the non-CO 2 anthropogenic climate forcing (such as the aerosol indirect effects and the effects of specific precursors on tropospheric ozone). Finally, through its multi-model setup, AC-CMIP provides a range in forcing estimates.
In addition, ACCMIP benefits from a wealth of new and updated observations related to atmospheric chemistry to evaluate and further our understanding of processes linking chemistry and climate. ACCMIP studies take advantage of these measurements by performing model evaluations, especially with respect to their simulations of tropospheric ozone and aerosols, both of which have substantial climate forcing that varies widely in space and time . For this purpose, observations such as retrievals from the Tropospheric Emission Spectrometer (TES), the Ozone Monitoring Instrument (OMI), the Moderate Resolution Imaging Spectroradiometer (MODIS) on the Aura satellite, the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO), and the ground-based Aerosol Robotic Network (Aeronet) will be used. This paper is the ACCMIP overview paper and as such serves as a central repository of information relevant to the ACCMIP simulations (of which 14 were requested), the 16 models performing them and the various ACCMIP papers presently submitted to the Atmospheric Chemistry and Physics ACCMIP Special Issue, discussing (1) aerosols and total radiative forcing , (2) historical and future changes in tropospheric ozone , (3) tropospheric ozone radiative forcing and attribution , (4) ozone comparison with TES , (5) black carbon deposition and (6) OH (hydroxyl radical) and methane lifetime in the historical (Naik et al., 2012a) and future simulations. As such, we present here only the overall suite of model characteristics, simulations performed and evaluation of selected climate variables, since the evaluation and analysis of chemical composition and indepth model descriptions will be addressed as needed in each paper.
The paper is organized as follows: in Sect. 2, we provide an overview of the ACCMIP simulations. Section 3 describes the main characteristics of the participating models. Section 4 focuses on the evaluation of the present-day simulations against observations, with a particular focus on selected physical climate variables (precipitation, specific humidity, temperature and zonal wind). Section 5 provides a description of the climate response to simulated historical and projected changes in the same physical climate variables. Section 6 presents a brief discussion and overall conclusions.
Description of simulations, output protocol and data access
The ACCMIP simulations (Table 1) consist of time slice experiments (for specific periods spanning 1850 to 2100 with a minimum increment of 10 yr) with chemistry diagnostics, providing information on the anthropogenic forcing of historical and future climate change in the CMIP5 simulations, including the chemical composition changes associated with this forcing. Each requested simulation is labeled as Primary blue (RCP2.6), light blue (RCP4.5), orange (RCP6.0) and red (RCP8.5). ClOy and BrOy are the total organic chlorine and bromine compounds, respectively, summarizing the evolution of ozone-depleting substances. All values from Meinshausen et al. (2011). 38 Fig. 2 . Time evolution of global-averaged mixing ratio of long-lived species 1850-2100 following each RCP; blue (RCP2.6), light blue (RCP4.5), orange (RCP6.0) and red (RCP8.5). ClOy and BrOy are the total organic chlorine and bromine compounds, respectively, summarizing the evolution of ozone-depleting substances. All values from Meinshausen et al. (2011) .
("P") or Optional ("O"). Note that additional simulations (additional time slices or sensitivity tests) were performed by only a limited number of modeling groups. For clarity, they are not listed in Table 1 but will be referred to in some of the ACCMIP papers. Figures 1 and 2 show the prescribed evolution of shortlived precursor emissions and long-lived specie concentrations for the different periods and scenarios in the study. For the historical period, beyond the "pre-industrial" (representative of year 1850 emissions) and "present-day" (representative of year 2000 emissions) time slices, we have included 1930 (beginning of the large increase in global anthropogenic emissions) and 1980 (peak in anthropogenic emissions over Europe and North America).
Projection simulations follow the Representative Concentration Pathways (RCPs; van Vuuren et al., 2011 and references therein) for both short-lived precursor emissions ( Fig. 1 ) and long-lived specie concentrations ( Fig. 2 ; Meinshausen et al., 2011) . Amongst the 4 available RCPs, a higher simulation priority was given to RCP6.0 since it has shortlived precursor emissions significantly different from the other RCPs, especially in the first half of the 21st century (Fig. 1) ; however, RCP2.6 and RCP8.5 are still scientifically important since they provide the extremes in terms of 2100 climate change and methane levels. In addition to the primary simulations at 2030 and 2100, an optional time slice at 2050 is included as this time horizon is of interest to policy makers.
Additional simulations were completed, using 2000 emissions but with an 1850, 2030 and 2100 (both with RCP8.5) climate, to separate the effects of climate change and emissions on constituents and for isolating aerosol indirect effects. In these, the sea surface temperatures and long-lived specie concentrations were specified following their values in the target climate. Zeng et al. (2008 Zeng et al. ( , 2010 As variations in the solar activity since 1850 is of limited importance for tropospheric chemistry, no specification was made in the ACCMIP protocol. Suggested volcanoes and associated stratospheric surface area density follow CCMVal (http://www.pa.op.dlr.de/CCMVal/Forcings/ CCMVal Forcings WMO2010.html), with no volcanic eruptions in the future.
The proposed simulation length was 4-10 yr (excluding spinup, see Table 2 ) using prescribed monthly sea surface temperature (SST) and sea ice concentration (SIC) distributions, valid for each time slice and averaged over 10 yr. This averaging was designed to reduce the effect of interannual variability and therefore provide optimal conditions from which average composition changes and associated forcings can be more readily computed. Output from transient simulations performed with two coupled chemistryclimate-ocean models (i.e. CMIP5 runs, performed by GISS-E2-R and LMDzORINCA) is also part of the ACCMIP data collection. For the analysis of these models, output fields were averaged over an 11-yr window centered on the target time-slice year (e.g. 2025-2035 for the 2030 time slice).
Emissions and concentration boundary conditions
Consistent gridded emissions data from 1850 to 2100 were created in support of CMIP5 and of this activity; the historical portion of this dataset is discussed in Lamarque et al. (2010) . The year 2000 dataset was used for harmonization with the future emissions determined by Integrated Assessment Models (IAMs) for the four RCPs described in and references therein. As shown in Fig. 1 , all emissions necessary for the simulation of tropospheric ozone and aerosols between 1850 and 2100 are available for both anthropogenic activities (including biofuel, shipping and aircraft) and biomass burning. Concentrations of long-lived chemical species and greenhouse gases were based on the observed historical record and on the RCP emissions, converted to concentrations by Meinshausen et al. (2011) and shown in Fig. 2 .
Unlike anthropogenic and biomass burning emissions, natural emissions (mostly isoprene, lightning and soil NO x , oceanic emissions of CO, dimethylsulfide, NH 3 , and emissions of non-erupting volcanoes) were not specified. No attempts were made at harmonizing natural emissions between modeling groups, leading to a range in emissions (Fig. 3) . A summary of the emissions as implemented in each model is listed in Table 3 and further discussion on variations between model natural emissions is provided in Sect. 3.
Simulation output
The ACCMIP simulations provide as output the concentration or mass of radiatively active species, aerosol optical properties, and radiative forcings (clear and all sky). Furthermore, the output also includes important diagnostics to document these, such as the hydroxyl radical concentration, photolysis rates, various ozone budget terms (e.g. production and loss rates and dry deposition flux), specific chemical reaction rates, nitrogen and sulfate deposition rates, emission rates, high-frequency (hourly) surface pollutant concentrations (O 3 , NO 2 and PM 2.5 ) and diagnostics of tracer transport. A complete list of the monthly output is provided as Table S1 . Climate-sensitive soil NO x and biogenic VOC emissions of isoprene and CO from monoterpene. Biogenic propene and CO from methanol is scaled from isoprene. No oceanic CO GFDL-AM3
Interactive, based on model's convection (Price et al., 1997) , scaled to produce ∼ 3-5 Tg N.
constant pre-industrial soil NO x ; constant present-day soil and oceanic CO, and biogenic VOC; climate-sensitive dust, sea salt, and DMS
GISS-E2-R (-TOMAS)
Interactive, based on model's convection (modified from Price et al., 1997) Climate-sensitive isoprene based on presentday vegetation, climate sensitive dust, sea salt, DMS; constant present-day soil NO x , alkenes, paraffin HadGEM2
Interactive, based on model's convection (Price and Rind, 1992) Prescribed: soil NO x , BVOC (as CO), DMS Climate sensitive: sea salt, dust LMDzORINCA
Interactive, based on model's convection (Price et al., 1997) Constant soil NO x , oceanic CO (no soil CO) and oxygenated biogenic compounds for present-day MIROC-CHEM Interactive, based on model's convection based on Price and Rind (1992) Constant present-day VOCs, soil-Nox, oceanic-CO (no soil CO); climate-sensitive dust, sea salt, DMS MOCAGE Climate sensitive (based on Rind, 1992 and Ridley et al., 2005) Constant present-day isoprene, Other VOCs, Oceanic CO, Soil NOx NCAR-CAM3.5
Interactive, based on model's convection (Price et al., 1997; Ridley et al., 2005) , scaled to produce ∼ 3-5 Tg N.
Constant pre-industrial soil NO x emissions, constant present-day biogenic isoprene, biogenic and oceanic CO, other VOCs and DMS; climate-sensitive dust, sea salt NCAR-CAM5.1 NA Sea salt, DMS, mineral dust, wildfire BC&POA, smoldering volcanic SO 2 STOC-HadAM3
Interactive, based on model's convection (Price and Rind, 1992; Price et al., 1997) Constant, present-day emissions of NO, CO, NH 3 , VOC, DMS and H 2 from veg, soil and ocean. Present-day volcanic SO 2 . Climatesensitive isoprene UM-CAM Climate sensitive; based on parameterization from Price and Rind (1997) Constant present-day biogenic isoprene, soil NO x , biogenic and oceanic CO (Hurrell et al., 2008) . SSTs from the CCSM4 for 2100 RCP60 time slice (Meehl et al., 2012 ) GFDL-AM3
Decadal mean SSTs/SICE from one member of GFDL-CM3 CMIP5 simulations GISS-E2-R(-TOMAS) Transient, with simulated SSTs/SICE (CMIP5/ACCMIP runs) HadGEM2
HadGEM2 CMIP5 transient run for the appropriate time period . LMDzORINCA SSTs/SICE from HadiSST for historical and from AR4 simulations of IPSL-CM4 ESM (B1, A1B, and A2 for 4.5, 6.0, and 8.5, respectively, and scenario E1 (van Vuuren et al., 2007) http://cf-pcmdi.llnl.gov) compliant names whenever available.
Not every model performed all simulations, even the primary ones. The overall availability of results for each model and each simulation is shown in Table 2 . Data are currently archived at the British Atmospheric Data Centre (see http://badc.nerc.ac.uk), with a data access policy providing one year of access to participating groups only, followed by general public access to be granted no later than 31 July 2013.
Model description
In this section, we provide an overview of the 16 models that participated in ACCMIP simulations. In addition to these, the CSIRO-Mk3.6 CCM (Rotstayn et al., 2012 ) provided a limited set of diagnostics and is included in the aerosol analysis of Shindell et al. (2012a) . Also, results from the TM5 model (Huijnen et al., 2010) are used in Stevenson et al. (2012) . The overview discusses the main aspects of relevance to chemistry and atmospheric chemical composition. A more extensive description of each model is available as Supplement.
General discussion
The participating models are listed in Table 3 . Of those, two are identified as Chemistry Transport Models (CTMs, i.e. driven by externally specified meteorological fields from analysis -CICERO-OsloCTM2, or climate model fields -MOCAGE). Two others (UM-CAM and STOC-HadAM3) are referred to as Chemistry-General Circulation Models (CGCMs): they provide both prognostic meteorological and chemical fields, but chemistry does not affect climate. All other models are identified as Chemistry Climate Models (CCMs): in this case, simulated chemical fields (in addition to water vapour) are used in the radiation calculations and hence give a forcing on the general circulation of the atmosphere. Aerosol indirect effects are available in all classes of models.
In several cases, different models share many aspects: UM-CAM and Had-GEM2 use different dynamical cores, but share many parameterizations such as convection and the boundary layer scheme. On the other hand, UM-CAM and STOC-HadAM3 share the same dynamical core. A high degree of similarity is also found in GISS-E2-R and GISS-E2-R-TOMAS (different aerosol scheme; we will use the terminology GISS-E2s when common characteristics are discussed) and NCAR-CAM3.5 and CESM-CAM-Superfast (different chemistry scheme). Also, NCAR-CAM3.5 and NCAR-CAM5.1 share the same dynamical core and several physics parameterizations but differ in their representation of clouds, radiation and boundary-layer processes; these models can be considered as distinct. (Hough, 1988) . Uses climatological ozone above tropopause and modelled ozone below UM-CAM Offline O 3 (CMIP5 database), CH 4 , CO 2 , N 2 O, CFCs
Look-up table (Law and Pyle, 1993) ; no correction for modeled fields Different grid structures are used for the horizontal discretization. EMAC and CICERO-OsloCTM2 are based on a quadratic Gaussian grid of approximately 2.8 • , i.e. a spherical truncation of T42. CMAM is also a spectral model and was run at T47, though uses a regular grid (3.8 × 3.8 degree) for physical parameterizations. GFDL-AM3 has a horizontal domain consisting of a 6×48×48 cubed sphere-grid, with the grid size varying from 163 km (at the 6 corners of the cubed sphere) to 231 km (near the centre of each face). All remaining models use a regular latitude-longitude grid ranging from (Fig. 4) . 
Deep convection
In CCMs, various convection schemes are used: Tiedtke (1989) for EMAC, Gregory and Rowntree (1990) for Had-GEM2 and GISS-E2s, Arakawa-Schubert for GEOSCCM (Moorthi and Suarez, 1992) , Emanuel (1991 Emanuel ( , 1993 for LMDzORINCA, and Zhang and McFarlane (1995) for CMAM, CESM-CAM-Superfast, NCAR-CAM3.5 and NCAR-CAM5.1. In CGCMs, the convective diagnostics are obtained from the driving GCM, following Gregory and Rowntree (1990) in the case of UM-CAM and Collins et al. (2002;  this model uses convective mass fluxes from HadAM3 to derive the probability of a parcel being subject to convective transport) in the case of STOC-HadAM3. CICERO-OsloCTM2 uses the convective mass flux (based on the Tiedtke, 1989 parameterization) from the ECMWF Integrated Forecast System (IFS). MOCAGE re-computes its own distribution of convection using Bechtold et al. (2001) .
All these parameterizations are based on the mass-flux approach. However, Scinocca and McFarlane (2004) showed that even with a single scheme, there is a wide variation in behaviour depending on details such as closure of the cloudbase mass flux. Furthermore, implementation details in the transport of tracers will make the impact of convection different between models. The variations in representing deep convection as well as any shallow convection processes can therefore be a source of inter-model differences with respect to the vertical transport of chemical constituents, especially in the tropical regions. Unfortunately, very few models provided convective mass flux as output and a more complete discussion cannot take place without additional simulations.
Wet and dry deposition
Wet removal and deposition of chemical species depends on their solubility, itself defined in terms of their Henry's law effective coefficient, for gases and their hygroscopicity for aerosols. Removal by both large-scale and convective precipitation is taken into account. Many models follow a first-order loss parameterization (e.g. Giannakopoulous et al., 1999) . In Oslo-CTM2 only rainout, i.e. scavenging in . Vertical extent and number of levels for each ACCMIP model. In addition the representation of tropospheric chemistry, stratospheric chemistry and tropospheric aerosols is indicated by the combination of symbols. Note that, for clarity, CESM--CAM has been displaced upward but should be overlapping NCAR--CAM3.5. Feedback refers to the impact of explicitly resolved chemical species on radiation and therefore the simulated climate (see text for details). clouds, is represented, while all the other models also include washout, i.e. scavenging below clouds. Moreover, GISS-E2s describe detrainment (of mass and chemical species) and evaporation from convective plumes ). Dry deposition velocities are commonly represented using the resistance approach (e.g. Wesely, 1989) , which takes into account land-cover type, boundary-layer height and physical/chemical properties of the given species. Deposition velocities are calculated through this approach in all models, with various degrees of complexity and averaging of underlying vegetation distributions (UM-CAM specifies the deposition velocities offline). For aerosols, dry deposition includes gravitational settling, and for some models the additional complexity of size-resolved deposition processes are used (in GISS-E2-R-TOMAS and NCAR-CAM5.1).
Natural emissions
While all anthropogenic and biomass burning emissions were specified (see Sect. 2.1), each modelling group independently specified their natural emissions (note: in all models but GISS-E2-R and LMDzORINCA, methane is treated as a specified surface layer concentration condition and therefore described in Sect. 3.5). In particular, isoprene (and other biogenic volatile organic compounds, VOCs) and NO x soil emissions depend on meteorological and surface conditions (e.g. Guenther et al., 2006; Yienger and Levy, 1995) , and these effects have been accounted for differently between models. GEOSCCM has online emissions both for soil NO x and isoprene and other biogenic VOCs, whereas EMAC has online isoprene and soil NO emissions, and fixed biogenic emissions for CO and other VOCs. GFDL-AM3, LMDzORINCA, MOCAGE, NCAR-CAM3.5 and UM-CAM prescribe fixed biogenic emissions, usually based on presentday estimates. GISS-E2-R, STOC-HadAM3 and CICEROOsloCTM2 have interactive isoprene but fixed soil NO x . This generates a relatively large range in soil NO x emissions, ranging from 2.7 Tg N yr −1 (GISS-E2-R) to 9.3 Tg N yr −1 (CMAM) for present-day (see Table 2 in Stevenson et al., 2012) This range is similar, albeit somewhat smaller than the values of Steinkamp and Lawrence (2011; 8.6 Tg N yr −1 for their geometry mean estimate) or Jaeglé et al. (2005; 8.9 Tg N yr −1 ).
For the lightning NO x emissions, most models use the parameterization of Price and Rind (1992) (or similar) , which is based solely on the simulated convective activity. EMAC's parameterization is based on the relation between updraft velocity (and the associated cloud electrification) and flash frequency ). Some models scale lightning NO x fluxes to reach a preset global magnitude value (specific to each model and usually chosen for present-day only). All these allow for some coupling between climate and lightning. To the contrary, GEOSCCM uses a fixed lightning emissions at 5 Tg N yr −1 following the climatological distribution from Price and Rind (1992) . Note however that lightning NO x emissions were erroneously high in MIROC-CHEM and erroneously low in HadGEM2. This all leads to a spread of 1.2 to 9.7 Tg N yr −1 for the 2000 conditions ( Fig. 3 ; also Table 2 in Stevenson et al., 2012) , with little variations over the historical period. Note that this range is significantly wider than the 6 ± 2 Tg N yr −1 satellite-based estimate of Martin et al. (2007) . All these variations (with the addition of other biogenic and oceanic sources) lead to the spread in total emissions displayed in Fig. 3 (also see Table S2).
Boundary conditions
As mentioned in Sect. 2, monthly mean SSTs and SICs were prescribed, except for GISS-E2s and LMDzORINCA in which case the SSTs/SICs are calculated online during the transient simulation. Many models used the decadal means (usually from a single ensemble member of multiple transient simulations) from a companion CMIP5 simulation (i.e. CESM-CAM Superfast, CMAM, GFDL-AM3, HadGEM2, LMDzORINCA MIROC-CHEM, MOCAGE, NCAR-CAM5.1, STOC-HadAM3 and UM-CAM). Of these, HadGEM2, STOC-HadAM3 and UM-CAM use the same SSTs and SICs from HadGEM2. EMAC used SSTs/SICs from CMIP5 simulations carried out with the CMCC Climate Model, also based on ECHAM5, but with differences in resolution and shortwave radiation (Cagnazzo et al., 2007) . Some models used the previous AR4 simulations, applying an approximate correspondence between RCPs and SRES scenarios (GEOSCCM, NCAR-CAM3.5; see Lamarque et al., 2011) . Finally, the CICERO-OsloCTM2 model used analysis data for year 2006 from ECMWF IFS analysis for all experiments.
J.-F. Lamarque et al.: ACCMIP overview
Methane concentration (from Meinshausen et al., 2011, see Fig. 2 ) is prescribed at the surface (bottom layer or two layers, with or without a specified latitudinal gradient) in many models. It is prescribed over the whole atmosphere in CESM-CAM-Superfast and NCAR-CAM5.1 (using the NCAR-CAM3.5 distribution) and in STOC-HadAM3 and UM-CAM. Only LMDzORINCA uses methane emissions for historical and future simulations, while GISS-E2s use emissions only for future simulations. In both cases, those simulations include climate-dependent wetland emissions.
Photolysis
Photolysis rates in the models are computed with off-line (look-up table) or online methods. In the offline case, the look-up table contains values of photolysis rates for every photolytic reaction in the model over a range of pressures, solar zenith angles, overhead ozone columns and temperatures. These pre-computed values are filled once at the start of the model run, and then interpolated at any time and grid point for the specific conditions in time and space. This method can be directly applied with a modulation to take into account local clouds and surface albedo (CESM-CAM-Superfast, CMAM, GFDL-AM3, LMDz-OR-INCA, MOCAGE, NCAR-CAM3.5 and NCAR-CAM5.1), while two models (HadGEM2, UM-CAM) do not apply such corrections. A drawback of this approach is the lack of coupling with the simulated aerosols.
Online photolysis schemes (CICERO-Oslo-CTM2, EMAC, GEOSCCM, GISS-E2s, MIROC-CHEM and STOC-HadAM3), solve the radiative transfer equation at each time-step and gridpoint, depending on local temperature, pressure, aerosol content, cloudiness, surface albedo, overhead ozone column and solar zenith angle.
Note that a limited intercomparison of some stratospheric (and therefore of limited relevance to this study) photolysis rates is available in Chapter 6 of SPARC CCMVal (2010). Standard deviation on the order of 10-20 % are common for the major photolysis rates, although this could become larger in the troposphere due to interferences by clouds and aerosols.
Chemistry

Tropospheric gas-phase and aerosols
Apart from NCAR-CAM5.1 (which is aerosol-oriented with minimal chemistry; X. , all models participating in ACCMIP simulate, at a minimum, gaseous tropospheric chemistry (Fig. 4) . However, chemistry is represented to various degrees of complexity: from 16 species in CESM-CAM-Superfast to 120 in GEOSCCM. This range is mostly due to the less or more detailed representation of nonmethane hydrocarbon (NMHCs) chemistry (or lack thereof in the case of CMAM) for each model, with each having Table 4 . Globally-averaged mean bias and root-mean square difference for annual mean 700 hPa temperature (K) and precipitation (mm day −1 ). Note that because of their very similar climate diagnostics, results from GISS-E2-R and GISS-E2-R-TOMAS are combined.
T 700 hPa (K)
Precip ( its own lumping of NMHV emissions into species present in their chemical scheme. This is particularly important since it will automatically define the total amount of NMHC emissions released into the model atmosphere and NMHC reactivity as well as affect yields of radicals and intermediate product species such as formaldehyde and glyoxal. In terms of NMHC chemistry, the smallest representations are in CESM-CAM-Superfast (where only isoprene is taken into account) and in HadGEM2 which does not include isoprene (only non-methane hydrocarbons up to propane are considered). However, some simulations were also performed with HadGEM2-ExtTC (results of which are used only in Stevenson et al., 2012) which differ from HadGEM2 only by its extended chemistry scheme, including interactive biogenic NMHCs. Only GEOSCCM, GISS-E2-R, MOCAGE and CICERO-Oslo-CTM2 include the reaction of HO 2 with NO to yield HNO 3 (Butkovskaya et al., 2007) . Due to uncertainties on this reaction (Sander et al., 2011) , it is important to identify which models include it as it significantly impacts the response of the tropospheric composition to changes in NO x emissions (Søvde et al., 2011) . NCAR-CAM5.1 and GISS-E2-R-TOMAS have the most extensive description of aerosols. Aerosols in NCAR-CAM5.1 are represented by three internally-mixed lognormal modes (Aitken, accumulation, and coarse), with the total number and mass of each component (sulfate, organic carbon, black carbon, mineral dust and sea salt) predicted for each mode (X. ). The TOMAS model alone has 108 size-resolved aerosol tracers plus three bulk aerosolphase tracers. TOMAS predicts aerosol number and mass size distributions by computing total aerosol number (i.e. 0th moment) and mass (i.e. 1st moment) concentrations for each species (sulfate, sea salt, internally mixed elemental carbon, externally mixed elemental carbon, hydrophilic organic matter, hydrophobic organic matter, mineral dust, aerosol-water) in 12-size bins ranging from 10 nm to 10 µm in dry diameter, following Lee and Adams (2011) . The LMDzORINCA model simulates the distribution of anthropogenic aerosols such as sulfates, black carbon, particulate organic matter, as well as natural aerosols such as sea salt and dust. The aerosol code keeps track of both the number and the mass of aerosols using a modal approach to treat the size distribution, which is described by a superposition of log-normal modes (Schulz et al., 1998; Schulz, 2007) . All other models that include aerosols use the bulk approach (i.e. computing mass only, with a specified distribution and no representation of coagulation). Heterogeneous reactions on tropospheric aerosols are described through a limited set of heterogeneous reactions (5 or fewer), except GISS-E2-R-TOMAS, which has none. The aerosol indirect effects are represented in approximately half of the models (CICERO, GFDL-AM3, GISSE2s, HadGEM2, MIROC-CHEM and NCAR-CAM5.1).
Stratospheric chemistry and ozone distribution
Many models have a full representation of stratospheric ozone chemistry (Fig. 4) , with the inclusion of ozonedepleting substances (containing Br and Cl), and heterogeneous chemistry on polar stratospheric clouds. For the models without stratospheric chemistry, stratospheric ozone is specified in several ways. CESM-CAM-Superfast uses a linearized ozone chemistry parameterization (LINOZ, McLinden et al., 2000) . CICERO-Oslo-CTM2 uses monthly model climatological values of ozone and nitrogen species, except in the 3 lowermost layers in the stratosphere (approximately 2.5 km) where the tropospheric chemistry scheme is applied to account for photochemical O 3 production in the lower stratosphere due to the presence of NO x , CO and NMHCs (Skeie et al., 2011b) . Had-GEM2s, STOC-HadAM3 and UM-CAM input their time-varying stratospheric ozone distribution from the CMIP5 database (Cionni et al., 2011) . Finally, LMDzORINCA uses a constant (for all simulations) climatological values of stratospheric ozone (Li and Shine, 1995) . Note that changes in stratospheric ozone do affect photolysis in all other models but HadGEM2 and UM-CAM.
Radiation coupling
The composition-radiation coupling will depend on the simulated species. Most of the CCMs use their simulated distribution of water vapour and ozone to compute their direct radiative impact, except for HadGEM2 in which the online coupling is only applied in the troposphere, UM-CAM which is forced by offline data, and LMDzOR-INCA which has no ozone coupling. The simulated methane distribution is used for radiation calculations in EMAC, GEOSCCM, HadGEM2, GISS-E2s, MIROC-CHEM and NCAR-CAM3.5. When aerosols are prognostically calculated in the model (note that CESM-CAM-Superfast only simulates sulphate), they are all coupled to the radiation scheme. GEOSCCM and EMAC do not have an explicit aerosol description but they include in their computation of atmospheric heating profiles the radiative effect of aerosols taken from time-varying climatologies.
Evaluation of present-day climate
We present in this section an analysis and evaluation of selected climate diagnostics in the ACCMIP models. We focus on quantities that are directly relevant to chemistry modeling, namely precipitation, temperature, humidity and zonal wind. 41 Figure 8 . Global annual mean precipitation change since 1850. The multi--model mean is indicated by the solid black dot, the median by the solid black line, the 25%--75% range by the extent of the colored box and the minimum/maximum by the extend of the whisker. Note the there is variation in the number of models between the various simulations (see Table 2 ). Table 2 ). Table 2 ).
In particular, temperature is analyzed at 700 hPa since that is representative of the main location of the tropical methane loss (Spivakovsky et al., 2000) . Also, we only discuss annual means since our main interest is on long-term changes.
When compared against the Global Precipitation Climatology Project (GPCP) climatology for (Adler et al., 2003 , the simulated annual mean precipitation tends to be higher than observed over the tropical regions (except for tropical South America) in all models (Figs. 5 and S1). While the multi-model model annual mean precipitation (Fig. 5) provides many similarities to the CMIP3 multimodel mean in Randall et al. (2007; see their Fig. 8.5) , there is also considerable improvement over Indonesia and the continental outflows of Asia and North America. Many models still suffer from an overestimate of the precipitation over the Indian Ocean and over high topography, the latter a consequence of the fairly coarse resolution used in these models. Overall, models tend to exhibit a positive areaweighted global mean bias (MB) against GPCP, ranging from 0.08 mm day −1 (NCAR-CAM3.5) to 0.51 mm day −1 (GISS-E2-R) except for MOCAGE (−0.05 mm day −1 ), which also features a fairly large (> 1 mm day −1 ) area-weighted root mean square difference (RMSD) (see Table 4 and Fig. S1 ). This global positive bias in all models but MOCAGE will likely lead to an overestimate of the wet removal rate, especially for soluble chemical species in the tropical regions. However, a recent analysis of satellite-based precipitation estimates (Stephens et al., 2012) indicates that the GPCP precipitation rates over the oceans could be underestimated by approximately 10 % or 0.3 mm day −1 over the tropical oceans and more over the extra-tropical oceans. This means that many of the models are possibly providing reasonable large-scale precipitation rates (regional biases are doubtless still present), which would considerably reduce the possible biases on wet removal rates.
Similarly for temperature (Fig. 11) , in the case of RCP2.6, the simulated change in CESM-CAM-Superfast shows an outlying negative bias, and the warming trend for NCAR-CAM3.5 is lower than any other model. There is much more inter-model agreement with the RCP8.5, with CESM-CAMSuperfast being showing the lowest temperature increase. Such inter-model variations will have consequences (in particular through the link of OH and specific humidity) for the interpretation of 21st-century trends, especially methane lifetime. Indeed, as discussed in Voulgarakis et al. (2012) , there is considerable spread in the estimated climate feedback on the methane lifetime (0.33±0.13 yr K −1 ). In the lower troposphere (700 hPa, approximately 3 km, Table 4 and Fig. S2 ), the modeled temperatures tend to be biased cold compared to the European Centre for Medium-Range Weather Forecast Reanalysis Interim products (ERA-Interim, Dee et al., 2011 ; note that other reanalyses have very similar temperature distributions and therefore do not change the conclusions, not shown), with a MB ranging between −1.5 K and close to 0 K. At the global scale, the interannual variability in the ERA-Interim temperature at that pressure is on the order of 0.3 K, meaning that many of the biases are significant (Fig. 6) . CICERO-OsloCTM2 used fixed 2006 meteorology and therefore exhibits little difference with the climatology used for evaluation. The RMSD is larger than 1 K in all models. This negative bias is even more pronounced in the uppertroposphere and lower-stratosphere a slight positive bias (1-2 K) in the tropical regions (Fig. 6) . The temperatures biases are however smaller closer to the surface (see the 850 hPa level in Fig. 6 ). Specific humidity (using as references the ERA-Interim reanalysis and the Atmospheric InfraRed Sounder retrievals, AIRS, Divarkta et al., 2006) biases somewhat reflect the temperature biases (as illustrated by C. , generally showing negative differences (Fig. S4) , with a clear negative bias in the tropical regions in the troposphere for many models, associated with the aforementioned bias in the tropical precipitation. Many models also tend to exhibit a positive bias in specific humidity in the mid-troposphere (400 hPa, Fig. 7) , especially when compared to AIRS. Biases in specific humidity in the tropical mid-troposphere will directly translate in biases in OH, since (O 1 D + H 2 O) is the primary source of OH in that region. The impact on ozone is however of variable sign depending on the chemical conditions (Jacob and Winner, 2009) .
The position of the polar jet is important as it defines the extent of the polar vortex in which ozone depletion may occur. Many models tend to overestimate the strength of the Southern Hemisphere polar jet by 10-20 m s −1 compared to ERA-Interim (Fig. S5) . This is also true of the Northern Hemisphere polar jet, but to a lesser extent. EMAC and 197 44 Figure 10b . Difference 2100--2000 in annual and zonal mean specific humidity (10 --6 kg/kg) for RCP2.6. The CESM--CAM--superfast results are spurious because of a mismatch in the SSTs used (see text for details). GISS-E2s tend to show a negative bias in those regions. The biases in the Southern Hemisphere polar zonal wind distribution are strongly anti-correlated with the temperature biases in the same region (see Figs. S3 and S5); for example, CESM-CEM-Superfast poleward of 60 • S and above 100 hPa. In the tropical lower stratosphere, there is a mixture of strong positive and negative biases, along with relatively small biases. The mid-latitude jets are important as they define the extent of the tropical regions. Most models exhibit minor biases, although the CMAM and GISS-E2s models clearly overestimate its strength.
Climate change as simulated in ACCMIP
In this section, we document the simulated annual-mean changes in climate, over the simulated historical and future (2000-2100) periods, emphasizing RCP2.6 and RCP8.5 for the latter since they represent the extremes of projected 2100 climate change under the RCPs. Results from CICERO-OsloCTM2 are ignored since they used the same meteorological fields for all time slices. The purpose of this section is to inter-compare model simulations to identify potential outliers. Figure 8 shows the change in global annual mean precipitation of the present-day and future scenarios compared to 1850. This figure is generated using all model simulations available, with the drawback of variations in the number of models for different time slices; Fig. S6 shows the equivalent information using only the models (GFDL-AM3, GISS-E2Rs, MOCAGE, MIROC-CHEM and NCAR-CAM3.5) which have provided data for all time slices. Results are quite similar between the two sampling strategies. The multi-model mean precipitation increases with increased radiative forcing, with an increase of approximately 0.2 mm day −1 for RCP8.5 by 2100. There is however a very large range of simulated change across the models for this scenario. Figure 9 (and Fig. S7 ) presents the change in global mean 700 hPa temperature (and similarly for the sea surface temperature increase, not shown), which shows a much clearer signal than precipitation, warming monotonically with increasing forcing. Both signals are consistent with results from model simulations conducted with similar forcings, as described in Table 10 .5 of Meehl et al. (2007) .
Considering the zonal mean change in specific humidity (Fig. 10) and between 2000 and 2100 in RCP8.5. The only slight difference is the presence of a negative change in the northern mid-latitudes specific humidity 1850-2000 change for the GFDL-AM3 simulation, and to a lesser extent MIROC-CHEM. However, in the case of RCP2.6, this is not the case, with CESM-CAM-Superfast clearly an outlier with its simulated decrease in specific humidity between 2000 and 2100. We also note that the RCP2.6 change for NCAR-CAM3.5 is considerably smaller than in the remaining models. Both issues are related to the use of the CCSM3 Commitment simulation to define the SSTs (see Lamarque et al., 2011 for more details), although it is exacerbated in CESM-CAM-Superfast by the fact that they used CCSM4 SSTs/SICs for their 2000 time slice; these are warmer than CCSM3 and therefore the specific humidity reflects an actual drop in temperature between year 2000 and year 2100.
Discussion and conclusions
In this paper, we discuss and compare the 16 models that participated in the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP). We present the set of time slice experiments defined to document the changes in atmospheric composition and in climate spanning 1850 to 2100. In addition, sensitivity experiments were defined to understand the main drivers behind tropospheric ozone and methane lifetime changes. Since many ACCMIP models have companion CMIP5 simulations, the simulations performed for ACCMIP are intended to provide a description and understanding of the forcing driving the simulated climate change in the CMIP5 experiments and assess the strengths and weaknesses of the current generation of chemistry-climate models and/or their boundary conditions.
The addition of non-CMIP5 models provides an extended representation of the range of model results. While the anthropogenic and biomass burning emissions were specified for all experiments, the analysis of the model setups indicates that the range of natural emissions is a significant source of model-to-model differences . In particular, there is a range of representation of biogenic emissions (e.g. isoprene, soil NO x and methane) from explicitly specified to fully interactive with climate. The latter approach is clearly the path forward for the representation of Earth System interactions and feedbacks (Arneth et al., 2010a) .
The analysis of climate diagnostics (precipitation, temperature, specific humidity and zonal wind) indicates that most models overestimate global annual precipitation, albeit the recent analysis by Stephens et al. (2012) tend to considerably weaken this statement. Models exhibit have a cold bias in the lower troposphere (700 hPa, i.e. the region of maximum OH in the tropics), similar to the CMIP3 models (Randall et al., 2007) . The specific humidity change between 1850 and 2000 is an overall increase, except for GFDL-AM3 (and MIROC-CHEM to a lesser extent), which shows a strong decrease in the northern mid-latitudes. Furthermore, the comparison of the changes between 2000 and 2100 shows significant differences (compared to the rest of the models) in specific humidity of CESM-CAM-Superfast and temperature of NCAR-CAM3.5, especially in the case of RCP2.6, related to their use of CMIP3-based SSTs.
The 16 models described in this paper were used to perform the simulations needed for the analysis of various topics, namely (1) aerosols and total radiative forcing , (2) tropospheric ozone changes (Young et al., 202 J.-F. Lamarque et al.: ACCMIP overview 2012), (3) ozone radiative forcing and attribution , (4) comparison of ozone and associated forcing with TES , (5) black carbon deposition , and (6) OH and methane lifetime in the historical (Naik et al., 2012a) and future periods. Additional contributions and simulations are also planned for future analysis, focusing on air quality issues and additional understanding of simulated trends.
The structures built for ACCMIP have been designed to follow the conventions used in the climate modeling community as much as possible. This should greatly facilitate comparisons between the ACCMIP models and CMIP5 models, as well as between ACCMIP models and the many datasets that are being used for evaluation of CMIP5 models. It is hoped that the range of tools developed for the ACCMIP activity, including the CMOR tables, the archive structure, and analyses codes, will be useful for subsequent of chemistryclimate model intercomparisons and model evaluation efforts against observations.
Supplementary material related to this article is available online at: http://www.geosci-model-dev.net/6/ 179/2013/gmd-6-179-2013-supplement.pdf.
