Abstract-In this paper, a human action recognition method is presented where pose features are represented using contour points of the human silhouette, and actions are learned by using sequences of multi-view contour points. The differences and divergences among actors performing the same action are handled by considering variations in shape and speed. Experimental results on the IXMAS dataset show promising success rates, exceeding that of existing multi-view human action recognition state-of-theart techniques.
I. INTRODUCTION
Detection and recognition of human action from video has been of great interest in recent years and in fact, the field of visual recognition took an outstanding evolution because of its real world applications such as in surveillance, Ambient Intelligence, Human Computer Interaction and video retrieval [1] . The task of classifying action containing human motion is an interesting topic and much research efforts have been conducted in this area. However, this field is on the progress and still poses many challenging problems mainly in terms of number of the number of actions classified, view-types and to improve recognition rate.
Several different works have been conducted in human action recognition such as human action classification [1, 2] and recognition based on scene and contextual understanding [3] . In general, human action recognition can be categorized into single view and multi-view action recognition [4] . There are different levels of semantics for human action classification, which include recognition based on structural layout [5] and learning approaches based on features [1, 2] . In the feature-based classification approach, a region of interest (ROI) of the human body is detected in the image. This commonly entails using techniques such as background subtraction. Some researchers have applied Motion History image (MHI) and Motion EnergyImages (MEI) to evaluate the movement in a series of frames [6] . Optical flow and image gradients have also been broadly used for action recognition. For example, Mendoza and Blanca [7] are presented a combination of motion features and encoded binary shapes of silhouettes. Then PCA is applied to reduce the extracted features from the vertical and horizontal optical flows. Most proposed methods have considered challenging problems such as illumination and background variations. In addition they have considered the performance of individual camera but in most case multi-view and using different angles of view inescapable.
In this paper, a method based on the extracted borders of binary images is presented to recognize 13 different human actions from video. Firstly, silhouette and borders contour points are extracted in order to calculate key poses. Then, using 2D wavelet features are extracted for training and testing using a C5.0 classifier to recognize the human actions. Note that the extracted features are location and scale invariant, which we believe are suitable to be used for multi-view human action recognition. The proposed method was tested on the IXMAS [8] dataset and was compared with similar state-of-the-art methods.
The rest part of this paper is organized as follows. Section II explains about the feature used in this work. A brief explanation about the C5.0 classifier is presented in section III. Section IV explains the details of the proposed method, followed by experimental results in Section V. Finally, VI concludes the paper with remakes regarding future directions.
II. FEATURE EXTRACTION
Two stages are involved in features extraction, which are:
1. Extraction of contour points from the image, which are then converted to a 2D matrix of sequential features values; 2. Extraction of approximation coefficients through 2D wavelet. The main features are extracted in the first stage, dimensionality reduced in the second stage.
A. Extraction of Contour Points and Key Poses
The proposed method is mainly based on a series of key poses that considers the contour points of the border of the shape. The assumption is that, a binary silhouette is firstly obtained through techniques related to human silhouette extraction, such as using a background subtraction algorithm. Here, making use of just the borders without considering the whole silhouette is encouraged so as to discard the redundancy present in the inner side of the human silhouette, and to make feature extraction a more economical. Moreover, with silhouettes, there is no need for the phases of morphological preprocessing, and the level of sensitivity is decreased to a difference in viewpoint or the alteration in lighting [7] . Features based on silhouette from [8] is selected, which will be further explained in the following paragraph.
In the first step, the silhouette counter points are extracted, the silhouette borders are extracted by making through edge detection. Extracting the contour is then done according to the algorithm in [9] . In this algorithm, the contour points of the silhouette are firstly acquired = { 1 , 2 , …, }. Then, calculation of the center of mass = (xc, yc) of the contour points of the silhouette is performed, considering -number of points.
Then, the signal of distance Ds = {ds1,ds2, …,dsn} is obtained through calculating the Euclidean distance between each of the contour points and the center of mass. It is crucial that the contour points be measured in an equal order. For example, the y-axis value can be considered as the mass center by first beginning the set of points at the most left point and following a left-to-right order:
Finally, through fitting the size of the signal of distance, bringing the feature size to a continuous length L, and regularizing its amount to unit sum, the scale-invariance could be obtained as:
It is observed that form of representation, the spatial evidence can be kept in greater detail in comparison to grid or histogram poses. The features also show lesser amounts of dimensionality and the computational cost of the processing is greatly reduced.
B. Extraciont of Approximation Coefficients
Fourier transform (FT) can be considered as an excellent instrument for signal analysis [10] . It splits the signal's time domain into integral sinusoids of varying frequencies, hence, converting the signal to frequency domain. But, there is one important disadvantage where time-related information of the signal can be lost. For instance, it is difficult for an analyst to predict the occurrence of a specific event caused by the Fourier Spectrum. Therefore, losing the time information can lead to a reduction in classification performance.
An adaptation can be made when doing FT, which is to performed Gabor filtering in order to enable analysis of just a small part of the signal at a time. This is termed as the technique of windowing or Short-Time FT (STFT) [11] . Through this technique, a window with a specific shape is added to the signal. It is considered a middle ground between the frequency information and time information, which offers some evidence on the frequency and time aspects. However, the size of the window determines and limits the accuracy of the information.
The subsequent logical step is signified by Wavelet Transform (WT): a technique of windowing with adjustable size. WT conserves both the signal's time and frequency information. Besides that, WT uses 'scale' rather than 'frequency'. Hence, instead of generating a time-frequency view, it produces a time-scale view of the signal. This can be considered a different way of viewing the information, which is more robust [12] . A prevailing application of the WT can be seen in the Discrete Wavelet Transform (DWT), which makes use of the dyadic scales and positions. The principles of DWT [10] , can be presented in the following.
Assume that ( ) is a task of square-integrable trait. Then the continuous WT of ( ) in relation to a specific wavelet ( ) is describes as:
Where
Translation and dilation are the ways to obtain the wavelet Ψ , ( ) from ( ) as the mother wavelet: ' ' is considered as the dilation factor while ' ' is the translation parameter, both of which are actual positive integers.
Through limiting ' ' and ' ' to a distinct level, = 2 & > 0(As in Eq. 6) can be discretized so as to gain a distinct wavelet transform. This process can be describes as:
The approximation coefficient component and the details components are respectively shown by , and , . Meanwhile, ( ) and ℎ( ) refer to the low-pass and high-pass filters, respectively. The wavelet scale and translation factors are represented respectively by and . Down-sampling is also shown by . Through successive approximations, the process of decomposition can be repeated, with the purpose of breaking down each signal into varying degrees of resolution [13] . Fig. 1 , illustrates the three levels of process as the tree of wavelet decomposition.
In the case of image a DWT is applied to any dimensions. At the same time, a 2D matrix is generated for each action of the temporal extracted features from the images, and this 2D wavelet is also applied for extracting the coefficient. The schematic diagram of the 2D DWT is shown in Fig. 2 . From Fig. 2 , the four sub-band images (LL, LH, HH, HL) exist at any of the scales, and the LL image is applied for the next DWT. The approximation components of the image can be represented by the LL sub-band, whereas the detailed components are represented by the HL, HH sub-bands. By increasing the level of decomposition, the approximation component becomes more compact and coarse. Therefore, an ordinary framework is made available for inferring the information of the image. In order to extract features, our algorithm applies the level-two decomposition through the DB8 wavelet.
III. C 5.0 CLASSIFIER As a new group of Machine Learning Algorithms (MLA), the C5.0 algorithm is based on the decision tree [14] . Decision trees are constituted from among the list of probable attributes and set of training instances and the classification of the subsequent sets of test cases is done by the tree. Compared to its predecessors, the C5.0 is considered as the improved version of the famous and extensively used C4.5 classifier. In C5.0, there is more accuracy of rules and less time is spent for rules generation (about 360 times in some cases of data sets). Some new techniques are also presented in C5.0 [15, 16] , namely:
• Boosting which improves predictions. Numerous decision trees are produced and joined; • C5.0 prevents errors that can lead to misclassifications; • New attributes are introduced namely times, periods, timestamps, etc.; • Some values can be indicated as not existing or not applicable for specific cases; and • C5.0 is supportive of sampling and cross-validation.
It also has a simple command-line interface, by which the decision tree and rules are generated, and the classifier is examined. Moreover, there is the advantage of availability of a free C source code comprising C5.0 classifier in external applications on the C5.0 website. A comprehensive explanation of C5.0 along with the available options and capabilities can be referred to in [17] .
IV. METHODOLOGY

A. Learning
The major postures of silhouettes used in some works such as [4, 18, 19] build upon major poses and representations. These key poses are defined as a set of frames that uniquely distinguishes an action from others [20] . Therefore, the main objective of using key poses is to display an action by its best typical poses in time. This causes a significant reduction in the problem scale exemplar-based recognition methods. Simultaneously, it prevents unnecessary extra learning. Fundamentally, the idea is that if the human brain can distinguish what a person is doing through looking at separate images, why is it not possible for action recognition methods to keep just pose information Concerning this issue, [19, 20] did not apply temporal information, and [18] considers the temporal setting of few frames through acquiring temporal key poses according to MHI. Fig. 3 , shows one sample of some phases in the learning process. It is observed that the silhouette is extracted from sequential images through human silhouette extraction technique, i.e. background subtraction. Then, a silhouette can be clipped to a bounding box to remove unnecessary image parts, and consequently, in order to extract the border of the silhouette, edge detection can be used for border detection.
For the purpose of gaining the contour-based feature, the extracted borders are processed. A key pose vector according to the contour is extracted from any of the frames and a 2D feature matrix is formed for each action. Finally, through the application of a 2D wavelet over the key pose matrix, features can be extracted efficiently for the training and testing sections. 
B. Multi-view
Currently, more than one camera is accessible for most of the situations of application. This is to prevent obstruction caused by obstacles through multiple sights of the same setting while making make it feasible to have multiple points of view (POV) of the same event.
Nevertheless, it is getting more difficult to deal with several video streams, while modeling 3D poses and directing the applications of action recognition. This is because dealing with richer information ends in high computational cost [3, 21] . Because the proposed method presents advantageous results in just single view action recognition, it is surprising to see that the method can precisely model multi-view data. The decision to choose a feature fusion method amongst the varying available methods of combining multi-view data in [21] is for the purpose of examining the model according to the sequential key poses, and to see if it can learn from multiple views. In this manner, the combination of multi-view data occurs at the feature-level, and no alterations occur during modeling or recognition. While it is taken for granted that video streams of the same scenarios are accessible, first of all each of the frames is separately processed to its pose representation. Afterwards, the multi-view pose illustration is obtained through frame-by-frame concatenation of single-view pose illustrations. These phases are similarly covered with train and examine cases, using multi-view pose illustrations at the following phases. Consequently, while feeding the method with multi-view pose illustrations, the sequential multi-view key poses are naturally gained. Therefore, in this part, all of the videos are processed in order to take a vector of contour features to acquire key poses. Thus, one vector for any of the frames and one matrix for any of the actions (including all vectors of action) is extracted, and finally applying a 2D wavelet and sampling a vector that includes just 300 features as the action features.
C. Action Recognition
The separation of the dataset into two sections occurs after the feature extraction part. In this phase, 75% of the data are considered for training, while 25% for testing and examining. The training data are used to learn the C5.0 classifier in order to generate a model. Finally, in order to assess the performance of recognition, validation data (consisting of all the test data and a random selection from the training data) is used to evaluate the model gain the results of action recognition.
V. EXPERIMENTATION AND RESULTS
A. IXMAS Dataset
The INRIA Xmas Motion Acquisition Sequences (IXMAS) is a dataset specifically designed for multi-view human action recognition. It is one of the most challenging datasets in this field [4] . This is because of the freely chosen position and orientation of the cameras. It can be obtained from [22] . The sample in the feature extraction part consists of 100 selected features and the Manhattan distance is chosen in contour extraction. After control and using 2D wavelet, there will consequently be a selection of 300 features. Table I shows the confusion matrix, where the best results can be seen for walking and worst for throw. The average result of the test is approximately 89.63%. Using cooperation of different actions in confusion, it seems that the hand and arms actions have some difficulties and misclassifications due to their similarity. For example, the "wave" action has about 21-misclassifications, while "walk" actions only has misclassification of 12. Table II shows results comparisons between the proposed methods and that of with that of [23] [24] [25] , all of which for multiview human action recognition. The number of action and number of views have an effect on the result and hence are also presented in the Table II.   Based on Table II , the proposed Silhouette-based method has the highest numbers of actions with 13. If we take Wu et al. in [24] as a comparison, although the percentage quite close, but the number of action and views are less. Fig. 4 . shows the recognition rate of our proposed technique compared to the works in [4, [23] [24] [25] .
B. Comparison of Results
Based on Fig. 4 . Weinland et al in [23] and Chaaraoui et al in [4] have the highest number of views, similar to that of our work (i.e. 5-views). However, their percentage rates are lower, and their number of actions is also less. The nearest recognition rate compared to the proposed method is from [24] at 89.4% (compared to ours at 89.63%). However, the numbers of action and views are lesser. 165  1  1  1  0  0  0  3  3  2  1  2  0  cross arms  1  172  0  0  1  0  1  1  2  0  3  1  2  scratch head  2  5  166  0  2  0  1  1  1  1  1  1  3  sit down  1  1  0  165  4  2  2  0  1  0  2  1  1  get up  2  2  1  2  168  0  2  1  0  1  0  1  0  turn around  2  2  0  0  3  171  5  3  1  1  0  2  0  walk  1  2  3  2  0  3  178  0  0  0  0  1  0  wave  2  4  4  1  0  0  2  164  1  2  2  2  1  punch  3  2  0  2  2  2  1  2  166  1  2  1  1  kick  3  5  2  3  2  2  4  3  3  145  3  4  1  point  5  4  1  3  1  0  0  2  5  2  154  1 In this paper, a silhouette-Based Multi-View Human Action Recognition method has proposed, which uses of binary silhouette to recognize the actions. The C5.0 classifier had been trained using extracted feature from the silhouettes. Because of using the contour points and applying 2D wavelets, classification process becomes simpler compared to other methods. The experiments based on the IXMAS dataset shows promising results where 89.63% of actions were properly recognized. The results show that this method is robust to different angles of view.
