Phase-amplitude reduction is a widely applied technique in the study of limit cycle oscillators with the ability to represent a complicated and high-dimensional dynamical system in a more analytically tractable set of coordinates. Recent work has focused on the use of isostable coordinates, which characterize the transient decay of solutions toward a periodic orbit, and can ultimately be used to increase the accuracy of these reduced models. The breadth of systems to which this phase-amplitude reduction strategy can be applied, however, is still rather limited. In this work, the theory of phase-amplitude reduction using isostable coordinates is further developed to accommodate a broader set of dynamical systems. In the first part, limit cycles of piecewise smooth dynamical systems are considered and strategies are developed to compute the associated reduced equations. In the second part, the notion of isostable coordinates for complex-valued Floquet multipliers is introduced, resulting in one phaselike coordinate and one amplitudelike coordinate for each pair of complex conjugate Floquet multipliers. Examples are given with relevance to piecewise smooth representations of excitable cardiomyocytes and the relationship between the reduced coordinate system and the emergence of cardiac alternans is discussed. Also, phase-amplitude reduction is implemented for a chaotic, externally forced pendulum with complex Floquet multipliers and a resulting control strategy for the stabilization of its periodic solution is investigated.
I. INTRODUCTION
Periodic oscillations are extensively studied in the nonlinear sciences with a wide variety of applications including brain rhythms [1, 2] , circadian oscillations [3, 4] , and cardiac function [5, 6] . While most of these aforementioned dynamical systems are modeled with high-dimensional, nonlinear differential equations, analysis can be made more tractable through the use of phase reduction [2, 3, 7] . To illustrate the notion of phase reduction, consider an autonomous vector field of the formẋ = F(x) + u(t ),
where x ∈ R n is the state of the system, F represents the unperturbed dynamics, and u(t ) is an O( ) exogenous perturbation where 0 < 1. From this point forward it will be assumed that Eq. (1) admits a stable limit cycle solution x γ (t ) with period T in the absence of perturbation. Because this orbit is topologically equivalent to a circle, the notion of the "phase" of oscillation x → θ ∈ S 1 has been employed for many decades as a method of model reduction [3, 7, 8] . Changing to phase coordinates via the chain rule yields
where the "center dot" indicates the dot product. The exact definition of phase differs in various contexts, but one of the more commonly used definitions relies on the notion of an * dwilso81@utk.edu asymptotic phase through the calculation of isochrons [3, 9] . Specifically, in the absence of external perturbation [i.e., when u(t ) = 0], for a given location x δ in the basin of attraction of the limit cycle B(γ ) the associated asymptotic phase can be defined as the unique θ (x δ ) ∈ [0, 2π ) that satisfies
where φ is the unperturbed flow. Level sets of the phase as defined in Eq. (3) are often referred to as isochrons [3, 9] . Using this definition, one can verify that when u(t ) = 0, dθ/dt = 2π/T ≡ ω which implies that ∂θ ∂x · F(x) = ω so that Eq. (2) can be rewritten simply in terms of phase coordinates [2, 7] 
where Z(θ ) denotes the gradient of the phase evaluated on the periodic orbit and is often called the infinitesimal phase response curve (PRC). Equation (4) is valid provided the state remains close to the stable limit cycle. Typically, this requires the magnitude of the allowable perturbations to be small relative to the magnitude of the Floquet multipliers [10] , which characterize the rate of convergence to the limit cycle. However, in many applications, larger perturbations are required, necessitating the use of phase-amplitude coordinate systems that incorporate the dynamics in directions transverse to the limit cycle of Eq. (1) . For instance, Refs. [11, 12] use moving orthonormal coordinate systems to study such behavior. Additionally, in experimental applications where noise makes asymptotic behavior difficult to infer, readily measurable characteristics (such as a neural action potential in a tonically firing neuron) have been used to define phase. In many cases this definition requires the use of residual or higher-order PRCs [13] [14] [15] , that are used to model memory in a system, i.e., to quantify how perturbations from previous cycles affect the spike time on the current cycle. Additionally, building upon behavior of linear, time-varying periodic systems described by Floquet theory [10] , the authors of [16] [17] [18] investigate the behavior of a coordinate system comprised of the asymptotic phase from Eq. (3) and n − 1 additional coordinates which decay exponentially to zero in the absence of perturbations.
This work will focus on the reduction strategy based on Floquet theory as used in [16] [17] [18] . In prior work, [17] uses the notion of isostable coordinates which represent level sets of initial conditions that approach the periodic orbit together in a well defined sense. By comparing the decay toward the periodic orbit to the exponentially decaying basis of eigenvectors set forth by Floquet theory [10] , isostable coordinates ψ j for 1 j n − 1 can be defined. In [19] , it was shown that this isostable coordinate system could be used to derive a second-order accurate phase-amplitude reduction of the forṁ
Here, ψ j denotes an isostable coordinate associated with one of the nonunity Floquet multipliers of the periodic orbit with Floquet exponent κ j , I j (θ ) ≡ ∂ψ j ∂x denotes the gradient of the isostable coordinate evaluated at x γ (θ ) and will be referred to as the infinitesimal isostable response curve (IRC), B k (θ ) ≡ ) provide nonlinear corrections as the system is perturbed from its periodic orbit. All of the functions above are evaluated on the periodic orbit at phase θ . Equation (5) is identical to Eq. (47) from [19] (used in prior work). For systems with higher dimension, many Floquet multipliers may be close to zero yielding negative values κ j which are large in magnitude. In this case, it is generally assumed that the isostable coordinates associated with these Floquet multipliers are always zero (cf. [19, 20] ), leading to a reduction in dimension as compared to Eq. (1). Higher-order corrections to the phase reduced dynamics have been studied in other contexts. For instance, [8] uses such an expansion to obtain the frequency change of an oscillator in response to parameter perturbations. Additionally, Refs. [21, 22] use higher-order corrections to characterize neural spiking statistics in response to ion channel fluctuations wherein the notion of radial susceptibilities is analogous to the IRCs considered in this work.
The transformation of the dynamical system from Eq. (1) to the reduction from Eqs. (5) has been shown to be useful in contexts where the standard phase reduction from Eq. (4) is inadequate, i.e., when large magnitude perturbations are applied [19, 20] . However, the methodology described in both [19, 20] requires all Floquet exponents to be real and requires that F(x) is sufficiently smooth in order to compute the reduced functions Z(θ ), B k (θ ), I(θ ), and C k j (θ ). These limitations exclude many categories of dynamical systems. For instance, complex Floquet multipliers can often be observed in systems with external forcing such as the Brusselator [23] , circadian models such as [24] in response to the periodic application of light, and the periodically forced pendulum [25] . The emergence of complex Floquet multipliers replicates the quasiperiodicity associated with the discrepancy between a system's natural frequency in the absence of perturbation and the frequency of the external forcing. Furthermore, the aforementioned violation of sufficiently smooth flow is a quality of dynamical systems which display a sudden change in behavior. Practical examples can be found in equations that model repolarization dynamics in cardiac action potentials [26, 27] , switching between day and night in circadian oscillators [28, 29] , integrate-and-fire neurons [30] , and mechanical oscillators with Coulomb friction [31] . Particular attention in this work will be given to a low-dimensional model of single cardiomyocytes given in [26] which is designed to replicate the qualitative behavior of much larger and more complicated models. In exchange for lower dimensionality, however, the model equations from [31] are nonsmooth, requiring additional considerations when computing the terms of the phase-amplitude reduction.
In this paper, strategies are developed to make phaseamplitude reduction based on isostable coordinates as given in Eqs. (5) applicable to piecewise smooth dynamical systems and limit cycles with complex-valued Floquet multipliers. In the case where piecewise smooth dynamical systems are of interest, it will be necessary to derive jump conditions which determine how the PRC, IRC, and other equations from the reduced Eqs. (5) change across boundaries where the vector field F(x) is discontinuous. In cases where a Floquet multiplier is complex, a different definition of isostable coordinates will be used, resulting in a reduced set of equations that is different than Eqs. (5) . The organization of this paper is as follows: Section II gives necessary background information on isostable coordinates for representing dynamical behavior in directions transverse to a periodic orbit. Most of Sec. II constitutes a review of theory formulated in [19, 20] , however, Sec. II B provides an improved approach for the computation of B k (θ ) and C k j (θ ) from Eq. (5). Section III derives a strategy for calculating the PRC, IRC and other terms of Eqs. (5) for piecewise smooth dynamical systems, and applies this strategy to investigate the behavior of a cardiac model [26] in a reduced framework. Section IV defines isostable coordinates for use when Floquet multipliers are complex, uses it to develop a reduced set of equations similar to Eqs. (5), and applies this strategy to control a chaotic model of a forced pendulum. Section V gives concluding remarks.
II. BACKGROUND ON ISOSTABLE COORDINATES AND ISOSTABLE REDUCTION
This section provides important background on isostable coordinates used in the derivation of the second-order phaseamplitude reduction from Eq. (5) . The analysis starting with Eq. (6) and ending with Eq. (16) also appears in [19] and is summarized here for convenience. To begin, consider a limit cycle solution x γ (t ) of the dynamical system from Eq. (1). In order to define isostable coordinates for this system, the transient behavior of solutions near the periodic orbit will be considered. Let 0 correspond to the θ (x) = 0 isochron defined according to Eq. (3) . By definition, the return time from 0 back to 0 is T allowing for the definition of a Poincaré map:
recalling that φ is the unperturbed flow. This map has a fixed point x 0 corresponding to the intersection of x γ (t ) and the θ = 0 isochron. In a neighborhood of x 0 , the Poincaré map can be approximated through linearization as
where J p is the Jacobian of φ evaluated at x 0 . By assuming that J p is diagonalizable, one can define right and left eigenvectors v k and w T k , respectively, associated with the Floquet multipliers λ k for k = 1, . . . , N which are related to the Floquet exponents κ k by the relation
For all nonzero Floquet exponents, one can define isostable coordinates as in [19] (cf. [17] ) according to
where t j denotes the jth return time to 0 under the flow. When λ k is real and positive, κ k is real in the above definition of isostable coordinates. The definition from Eq. (8) is only valid for stable periodic orbits where the real component of all nonzero Floquet exponents is negative. Intuitively, when using this definition to evaluate the isostable coordinate of a particular state, an exponentially growing function on the right is multiplied by a function of the state that shrinks at the same rate; in the limit as time approaches infinity, the product approaches a number which gives the isostable coordinate. Note that when λ k is negative or imaginary (resulting in a complex value of κ k ), Eq. (8) will still yield a scalar isostable coordinate. Additionally, as one can verify, when u(t ) = 0, dψ k /dt = κ k ψ k . In Eq. (8), isostable coordinates are defined according to the infinite time convergence to the limit cycle solution. This is different than the isostable definition used in [17] where a finite time calculation was employed to study the perturbed behavior of unstable periodic orbits.
In order to derive the isostable reduction from Eqs. (5), one can expand the gradients of the phase and isostable coordinates as
Here, H θ,x γ (θ ) and H ψ k ,x γ (θ ) represent the Hessian of θ and ψ k evaluated at x γ (θ ). For locations near the periodic orbit, Floquet theory [10, 32] allows us write perturbations to x γ (θ ) as a set of exponentially decaying modes. To do so, let x (t ) = x γ (t ) + x(t ) be a solution to Eq. (1), where x(t ) is an order term. When u(t ) = 0, one can can write
where DF (x γ (t )) is the Jacobian evaluated at x γ (t ). From Floquet theory [10, 32] , solutions of Eq. (11) can be written as
where c k are constants determined by initial conditions, κ k are Floquet exponents, and p k (θ (t )) are T -periodic functions that can be approximated according to
As shown in [19] , x from Eq. (9) can be written in terms of phase and isostable coordinates as
Equation (14) and other relationships between the state and the dynamics in directions transverse to a stable periodic orbit are particularly important in the development of second-order accurate reduction strategies. These issues have been explored previously and the interested reader is referred to [8, 21, 22] for a detailed discussion. Substituting Eq. (14) into (9) , one can show that the terms from the second-order corrections from Eqs. (5) are given by
A. Previously developed strategies for the calculation of the phase-amplitude equations
Various strategies for the calculation of the terms from the second-order reduction as given in Eqs. (5) have been developed. It is well documented that the functions ∇ x γ (t ) θ ≡ Z(θ ) and ∇ x γ (t ) ψ k ≡ I k (θ ) can be calculated as the periodic solution to the adjoint equation [8, 17, 33] 
where DF (x γ (t )) is the Jacobian of F evaluated at x γ (t ) and I denotes the identity matrix. Here, Eq. (17) is normalized so that F(x(θ )) · ∇ x(t ) θ = ω and each solution of Eq. (18) is normalized so that v k · ∇ x(t ) ψ k = 1 when evaluated at θ = 0. Because u(t ) is generally assumed to be an O( ) term, both Z(θ ) · u(t ) and I k (θ ) · u(t ) represent O( ) terms in Eqs. (5) .
One strategy for computation of B k (θ ) and C 
where
≡ ∂ψ j /∂x k evaluated on the periodic orbit (i.e., the kth components of the PRC and IRC) and H k,x γ (t ) is the Hessian matrix of the kth component of F evaluated at
. Note that Eqs. (19) and (20) are identical to Eqs. (19) and (44) from [19] . Equations (19) and (20) must be normalized according to the relations
and
respectively. The size of matrices H θ j ,x γ (t ) and H ψ j ,x γ (t ) grow in proportion to n × n, which presents a challenge for their computation for high-dimensional systems. For this reason, a different strategy is proposed in [20] where each of the terms B k (θ ) are calculated individually. Because each B k (θ ) ∈ R n , this reduces the size of the equation which must be calculated. Additionally, because some isostable coordinates associated with Floquet multipliers near zero are neglected, only a subset of the B k (θ ) functions must be calculated. As illustrated in [20] , the term B k (θ ) can be calculated by first defining x ,k (t ) ≡ φ(t, x 0 + v k ), i.e., the unperturbed flow of (1) for an initial condition corresponding to θ = 0, ψ k = , and ψ j = 0 for j = k where | | 1. With this definition, one can show that
where ∂θ/∂x| x ,k (t ) ≡ ∇ x ,k (t ) θ is the solution of the adjoint equation as given in Eq. (17):
subject to the boundary condition
While the calculation of B k (θ ) according to Eq. (23) is computationally less demanding than doing so by first calculating H θ,x γ (θ ) using Eq. (19) , practical implementation requires a choice of which is small enough so that the perturbed behavior is well approximated by Eq. (14), but not so small that the numerical algorithm induces errors due to limits in floating point precision. A good choice of is not known a priori, and in some cases this can make it difficult to find B k (θ ) using Eq. (23).
B. An alternative strategy for calculation of second-order terms
Considering the limitations discussed above, here a strategy is developed for computing the second-order terms B k (θ ) and C k j (θ ) from Eqs. (5) with computational effort proportional to n. Additionally, this strategy does not suffer from the same numerical limitations as the strategy as given in Eq. (23) .
To begin, consider the relation from Eq. (19) multiplied on the right by any small perturbation from the limit cycle x(t ):
By noticing that (27) one can rewrite Eq. (26) as
Equation (28) is valid for any perturbation x(t ) to the limit cycle and can be used to determine B k (θ ). To do so, consider the solution x(t ) = exp(κ k t )p k (θ (t )) taken from the structure in Eq. (12) where is small. Substituting this specific solution into (28) and recalling the relationship from Eq. (15) one can write
which can be manipulated to yield
Therefore, the function B k (θ (t )) is the periodic solution to Eq. (30) subject to the normalizing condition
Equation (31) 
Again, choosing
) and manipulating Eq. (32), one finds
Therefore, the function C k j (θ (t )) is the periodic solution to Eq. (33) subject to the normalizing condition
Equation (34) can be derived starting with the transpose of Eq. (22) and multiplying by p k (θ (t )).
Equations (30) and (33) provide a convenient strategy to solve for the necessary terms of the second-order reduction from Eqs. (5) without requiring computation of the full Hessians H ψ j ,x γ (t ) or H θ,x γ (t ) . Furthermore, the solutions obtained from these equations do not depend on the specific choice of like for the strategy suggested by Eq. (23). The relationships from Eqs. (30) and (33) will be used as a starting point to develop strategies for the computation of phase-amplitude reduced equations in the sections to follow.
III. ISOSTABLE REDUCTION IN NONSMOOTH DYNAMICAL SYSTEMS
The theoretical derivations presented above implicitly assume that the dynamical system from Eq. (1) is smooth, i.e., with a Jacobian DF (x γ (t )) and Hessian functions H 1,x γ (t ) , . . . , H n,x γ (t ) that are defined everywhere on the limit cycle. It is not valid when the dynamics is not smooth. Such situations arise, for instance, in the modeling of cardiomyocytes where nonsmooth transitions between dynamics during systole and diastole allow for the reproduction of both cellular and tissue level characteristics of cardiac function using a small number of dynamical variables [26, 27] . Mechanical models subject to sudden impacts and dry friction are also modeled as nonsmooth systems [31] . Additionally, entrained oscillators such as those that describe circadian rhythms often assume the exogenous forcing is nonsmooth [28, 29] .
γ (thin line) crosses at a phase θ c . In (b), the perturbed trajectory crosses at
For x ∈ , local directional derivatives normal to approach the same value when taking the limit from either side of the surface.
In cases where the dynamical system is nonsmooth, additional consideration is required in the computation of the reduced equations from Eqs. (5) . The authors of [34] consider the computation of PRCs in such situations by defining jump conditions for which the PRC changes at discontinuities. As will be shown here, these jump conditions along with an additional set of jump conditions for the second-order terms of Eqs. (5) are required when considering nonsmooth systems.
A. Jump conditions for the first and second derivatives of the phase coordinate
Following the derivation for the jump conditions in the PRC presented in [34] , consider an (n − 1)-dimensional surface transverse to x γ (t ) denoting a sudden change in the dynamics of Eq. (1). On either side of , let the unperturbed dynamics evolve according to the smooth functions F 1 (x) and F 2 (x). Additionally, under the unperturbed flow of Eq. (1), assume that x γ (θ ) crosses at θ = θ c with dynamics that transition from F 1 (x) to F 2 (x). In general, both Z(θ ) and each B k (θ ) will not be continuous after this transition, and let
Also, let x γ (θ c ) be the intersection of the x γ (t ) periodic orbit and the surface . Similar to [34] , the following additional assumptions will be made: (1) To derive the first-and second-order jump conditions for Z(θ c ) and B k (θ c ), consider a perturbation to the periodic orbit of the form x(t ) = x γ (θ (t )) + ψ k p k (θ (t )), i.e., with ψ k = O( ) and ψ j = 0 for all k = j. Such a perturbation is represented in Fig. 1(b) . This trajectory crosses at a phase θ c + g k (ψ k ), where g k (ψ k ) depends on the geometry of relative to the displacement p k (θ c ). Recalling that ψ k and θ are assumed to be continuous, the following conditions must also be satisfied:
for i = 1, . . . , n − 1. In other words, for all locations on the local directional derivative of the phase coordinate in all directions tangent to must be the identical when approaching from either side, otherwise continuity would be violated.
where ≡ d/dψ k and the derivative is evaluated at ψ k = 0. Assuming that ψ k is small, Eq. (36) can be expanded in orders of ψ k to yield
Setting the O(1) terms equal on either side of Eq. (37) yields the relation obtained in [34] 
for i = 1, . . . , n − 1. Collecting the O( ) terms from Eq. (37) yields the following:
for i = 1, . . . , n − 1. By noting that along x γ (θ ),
, and additionally using the relation given by Eq. (17 
Conditions (38) and (40) each provide n − 1 linearly independent conditions which will ultimately be used to determine the n components of Z and B k after traveling through . In order to determine the full jump conditions, one more set of conditions will need to be derived.
One of the remaining conditions can be derived using the property of isochrons for which ∂θ ∂x · F(x) = ω for all locations in the basin of attraction of the limit cycle so that
For the final condition, note that the relationship from Eq. (31),
must hold on either side of . This immediately yields
The combination of Eqs. (38)- (41) and (43) provide the necessary constraints to determine the jump conditions on Z(θ ) and B k (θ ) caused from the transition across :
Note here that the jump condition obtained for the PRC in Eq. (44) is identical to the relation obtained in Theorem 2.2 of [34] . The authors of [34] also highlight the relationship between the jump condition described by Eq. (44) and the saltation matrix typically used as a correction for the linearized behavior of solutions resulting from a crossing of a nonsmooth boundary. For a more detailed discussion on this matter, the interested reader is referred [34] .
B. Jump conditions for the first and second derivatives of the isostable coordinate
Computing the jump conditions for I j (θ ) and C k j (θ ) at θ = θ c is similar to the computation of the analogous functions Z(θ ) and B k (θ ). Similar to θ , directional derivatives of ψ k in all directions tangent to must be identical on either side of , otherwise, continuity of the ψ j coordinate would be violated. By following a similar set of steps to the previous section, by defining
In an analogous strategy to the one used in the previous section, one can use the continuity assumption on θ and ψ j , the relation ∂ψ j ∂x · F(x) = κ j ψ j , and Eq. (22) to derive the jump conditions across :
Here, A α and A β are defined in the previous section.
C. Application to model of cardiac myocytes
For a single cardiac action potential the initial upstroke, subsequent plateau phase, and eventual repolarization is governed by a highly choreographed series of ion channel activations and deactivations. Over the past few decades, our understanding of this physiological behavior has led to the development of electrophysiological models of cardiomyocytes that incorporate upwards of 60 dynamical variables for each cell [35, 36] . While these models have become essential tools in the detailed computational study of cardiac electrophysiology, they are computationally expensive to simulate and may not produce physiologically accurate results when tested with parameters outside of their intended range.
In an effort to limit the computational costs of simulating three-dimensional models with realistic geometries, minimal models for individual cardiomyocytes have been developed (e.g., [26, 27] ) with parameters that can be fit to replicate tissue level characteristics of more complicated and higherdimensional models. Here, the four-dimensional model from [26] with external forcing will be considered so thaṫ
In the above equations, U is a dimensionless voltage variable which can be quantitatively related to transmembrane voltage using V = 85.7U − 84 mV, the variables U , V, and W are used to determine the transmembrane currents, and H (·) denotes the Heaviside step function. The variable t is used to determine the external current u ext (t ) = 0.3 exp{−[mod(t, BCL) − 8] 2 }, where the basic cycle length (BCL) sets the pacing rate. Transmembrane currents, time constants, and infinity values which are functions of U are governed by
In this work, the TNNP parameter set given in Table 1 of [26] will be used which replicates the behavior of the Ten Tusscher-Noble-Noble-Panfilov model [37] . Compared to more physiologically realistic models, the myocytes described by Eqs. (49) require few state variables. However, the dynamical equations use multiple Heaviside step functions resulting in nonsmooth dynamics, making methods described in [17, 19, 33] To proceed, because the pacing is periodic, t will be treated as a variable in S 1 which takes values in the range of [0, BCL). Viewing from this perspective, and integrating Eqs. (49) forward in time, the dynamics settles to a stable limit cycle. If the period of oscillation is taken to be equal to BCL, three of the four nonunity Floquet multipliers are nearly zero, and the fourth is negative. In order to implement the reduction strategies described in the previous section, let T = 2BCL so that all Floquet multipliers are strictly positive. matrices must be used to account for the dynamical behavior induced by each nonsmooth boundary crossing [31] . As the BCL decreases, λ 1 increases toward 1; for smaller values than those shown here, alternans emerge as the result of a period doubling bifurcation [38] . The functions I 1 (θ ) and C 1 1 (θ ) are determined using Eqs. (18) and (32) Despite the magnitude of each shift being identical, the perturbation caused by the forward shift takes longer to decay to the limit cycle. As described in the text, this discrepancy can be understood from the second-order reduction, with associated with the phase θ on the limit cycle and C V (θ ) ≈ (
Finally, the effect of shifting the timing of the action potentials on the resulting transient behavior and action potential duration is investigated. Such information has been of interest for developing control strategies for eliminating cardiac alternans, a beat-to-beat alternation in the electrochemical dynamics at a cellular level [39, 40] which has been associated with the emergence of deadly arrhythmias such as cardiac arrest [41, 42] . Previous studies have shown that alternans can be suppressed by making small modifications to the timing of action potentials [43, 44] , or by applying small perturbations, for instance, to the transmembrane voltage [45] [46] [47] . Conversely, alternans can be induced with variable pacing rates when the period-1 behavior is otherwise stable, for instance, with stochastic pacing [48] .
For the model given by Eqs. (49), the principal isostable coordinate ψ 1 determines the length of the next action potential. For instance, if the phase starts at θ = 0, a state corresponding to a positive (negative) value of ψ 1 will produce a short-long-short (long-short-long) pattern of action potentials. Figure 3(a) shows two different trajectories where time is shifted forward (blue curve) and backward (red curve) from an initial condition starting on the periodic orbit. Here, let t denote the time shift, with negative (positive) values corresponding to delays (advances) in the timing of the next action potential. Figures 3(b) and 3(c) show subsequent action potentials after a perturbation t = 60 and −60 ms, respectively. Despite the magnitude being the same, the positive shift in time results in larger amplitude alternations in the action potential duration and a slower relaxation to the limit cycle.
One can understand this discrepancy by calculating the second-order accurate reduced equations corresponding to time shifts using the methods described above. Here,
), both evaluated at x γ (θ ) so that the second-order accurate correction to the isostable response curve is I t (θ ) + ψ 1 C t (θ ). Figure 3(d) shows a plot of this function for various values of ψ 1 and θ . To interpret this function, consider a time shift t > 0 to an initial condition starting on the limit cycle (at ψ 1 = 0) occurring during the action potential at around 150 ms (approximately θ = 1.2). This shift will decrease the isostable coordinate initially since I t (θ ) < 0. When ψ 1 < 0 and θ ≈ 1.2, I t (θ ) + ψ 1 C t (θ ) < I t (θ ) so that further decreases in time will have an exacerbated effect on the isostable coordinate, working to further decrease ψ 1 . Conversely, a time shift t < 0 will increase the isostable coordinate pushing I t (θ ) + ψ 1 C t (θ ) closer to zero until subsequent perturbations have little effect on the isostable coordinate. Figure 3 (e) shows a plot of the measured (black) and expected (red) values of ψ 1 versus t, calculated from the full model equations and the second-order accurate reduced equations, respectively. A first-order approximation is also shown as a dashed line. There is good agreement between the red and black curves, particularly for negative values of t. Neglected higher-order terms begin to dominate for t greater than approximately 25 ms and the red and black curves begin to diverge substantially.
As a final note, an analysis of the effect on shifts in time on the action potential duration could also have been accomplished by measuring the action potential duration restitution curve [49] for this model, which gives the action potential duration as a function of the previous diastolic interval. One advantage of this method employed here, however, is that perturbations to other variables (e.g., transmembrane voltage) could also be incorporated seamlessly into the reduced model if desired. Such information could be incorporated into alternans' control strategies that not only modify the timing of action potentials, but also perturb the state variables themselves. Additionally, this reduction strategy could be used to characterize the influence of the pacing history on the action potential duration restitution curve, the emergence of cardiac alternans, and the breakup of spiral waves [49, 50] . The relationship between these properties of cardiac action potentials and the pacing history is referred to as memory and will be the subject of future investigation.
IV. ISOSTABLE COORDINATES AND REDUCTIONS FOR COMPLEX FLOQUET MULTIPLIERS
In previous sections, for the periodic solutions of the models considered Floquet multipliers were real and positive. When Floquet multipliers are complex, the isostable coordinates that result from the definition in Eq. (8) are also complex and do not provide much intuition about the associated system behavior. An alternative definition for isostable coordinates when Floquet multipliers are complex is provided here which results in a real-valued coordinate system. To begin, suppose that the Floquet multipliers λ k = σ k + ϕ k i and λ k+1 = σ k − ϕ k i = λ * k are a complex conjugate pair with corresponding eigenvectors v k and v k+1 = v * k (here, the asterisk denotes the complex conjugate).
Consider the general solution of a perturbation to the periodic orbit x γ (t ) given in Eq. (12) . Because λ k is complex, the associated Floquet exponent κ k and constant c k will also be complex. Recall that the Floquet exponents are related to the Floquet multipliers by λ k = exp(κ k T ). Toward the definition of isostable coordinates for complex eigenvalues, we focus on the contributions from Eq. (12) associated with the complex Floquet multipliers λ k and λ * k . When considering only these contributions, Eq. (12) becomes
,
where y 1 (0) = c k and y 2 (0) = c * k . By using the coordinate transformation
one finds
where ζ k = Re(κ k ) and k = Im(κ k ) with initial conditions z 1 (0) = 2 Re(c k ) and z 2 (0) = 2 Im(c k ). Changing to polar coordinates r = (z (54) is simply r(t ) = r(0) exp(ζ k t ) and (t ) = (0) + k t. Noting that in this coordinate system, z 1 = r cos( ) and that z 2 = r sin( ), this implies that z 1 
, and, finally,
As an illustration of the dynamics characterized by Eq. (55), the general behavior of a three-dimensional limit cycle oscillator for which Floquet multipliers λ 1 and λ 2 are complex is shown in Fig. 4 . Here, the black line in Fig. 4(a) represents the periodic orbit, and blue ellipses represent level sets of r on the θ = 0 isochron. coordinates is not continuously differentiable as it is discontinuous at the periodic orbit. In the analysis to follow culminating in Eq. (63) it will be shown that the coordinates obtained from Eqs. (56) and (57) are related to the coordinates obtained from the definition from Eq. (8) by the relationships ψ
Direct differentiation of Eq. (56) when u(t ) = 0 yields dψ
∈ x γ and behaves similarly to the asymptotic phase θ . The dynamical behavior of small perturbations from the limit cycle can also be written in terms of the phase and isostable coordinates. To do so, consider an initial condition x(0) − x γ (t ) = O( ) so that x(t ) is given by Eq. (55). Substituting this directly into the equation for χ j k yields to leading order
Here, the second line is found using the relations
Using Eqs. (58) and (59) to evaluate the terms in Eqs. (56) and (57) and simplifying yields
Finally, substituting Eq. (60) into (55) yields
where the second line is obtained by using the relations ψ (61) is valid for all ψ M k and ψ P k provided that the state is close enough to the limit cycle and gives a relationship between the isostable and phase coordinates when all isostable coordinates except ψ M k and ψ P k are identical to zero. More generally, if one considers a limit cycle oscillator for which there are both real and imaginary eigenvalues of J p , ordering eigenvalues so that λ j are complex for j = 1, . . . , 2q, real valued for j = 2q + 1, . . . , n − 1, and λ n = 1 (corresponding to the periodic orbit) one can write
where the explicit dependence on t of each of the variables has been dropped for notational convenience. In Eq. (62), ψ M k and ψ P k are defined using Eqs. (56) and (57) for k = 1, 3, . . . , 2q − 1 and the remainder of the isostable coordinates ψ k are defined using Eq. (8).
A. Phase-amplitude reduction with complex Floquet multipliers
Here, a phase-amplitude reduction similar to Eqs. (5) using the isostable coordinates ψ M k and ψ P k is described. For clarity in the presentation of this section, it is assumed that the limit cycle has one Floquet multiplier equal to 1, two complex conjugate Floquet multipliers λ k and λ * k , and that for the remaining Floquet multipliers 0 < |λ k | 1, remaining Floquet multipliers that are close enough to zero so that they can be ignored in the reduction. The analysis to follow could be adapted to situations where there are multiple complex and noncomplex Floquet multiplers which cannot be neglected.
For this system, the methodology from Sec. II can be used to compute the terms in the reduction given in Eqs. (5) . However, the resulting functions B k (θ ), I j (θ ), C k j (θ ) and isostable coordinates themselves will be complex valued, making it difficult to develop intuition about the system dynamics. Here, Eqs. (5) will serve as a starting point for determining a reduction using the coordinates ψ To begin, suppose that all the functions in the reduction given by Eqs. (5) have already been calculated. As illustrated in [19] , for small perturbations x from the limit cycle, c 1 from Eq. (12) is well approximated by ψ 1 . Additionally, recall for small x, Eq. (60) states that ψ M 1 (0) = 2|c 1 | and ψ P 1 (0) = arg(c 1 ). This information taken together, along with the fact that isostable coordinates are determined by the infinite time approach of trajectories to the periodic orbit, implies the following relations:
Recalling that |ψ 1 | ≡ Re(ψ 1 ) 2 + Im(ψ 1 ) 2 , direct differentiation of the above relationships yields
where the second lines in the above equations are obtained by using relations from Eqs. (63). Note that Eq. (65) requires ψ M 1 = 0, otherwise, arg(ψ 1 ) is undefined and the derivative does not exist. Continuing to expand Eq. (64) using information from the already computed reduction given by Eqs. (5),
where the relationship ψ * 1 = ψ 2 used in line 2 can be verified for all real-valued initial conditions from Eq. (8) by noting that w * 1 = w 2 for complex conjugate Floquet multipliers λ * 1 = λ 2 . Substituting Eq. (66) into Eq. (64) and simplifying the resulting relation using Eqs. (63) yields
Next, starting with Eq. (65), substituting Eq. (66), and simplifying yields
Finally, considering the gradient of the phase coordinate
with
). In the second line of the equation above, the relationship B 2 (θ ) = (B 1 (θ )) * is used; this relationship can be found by contradiction by first assuming that B 2 (θ ) = (B 1 (θ )) * . If this were true, then a small and real perturbation x to the state would yield a phase coordinate with a nonzero imaginary component which results in a contradiction.
Together, Eqs. (67)- (69) can be used to determine the phase-amplitude reduced equation for a system with a complex Floquet multiplier: (70) where the unperturbed dynamics (i.e., when u = 0) were derived early in Sec. IV. Note that the ψ 
Finally, the above phase-amplitude reduction can be adapted straightforwardly for systems with both real and imaginary Floquet multipliers by defining the isostable coordinates associated with each Floquet multiplier appropriately.
B. Example reduction with complex Floquet multipliers
To illustrate the phase-amplitude reduction using isostable coordinates, the canonical nonlinear model of a pendulum [25] with external, time-dependent forcing, viscous damping, and an external torque will be considered:
Here, X 1 ∈ S 1 and X 2 ∈ R correspond to the angular position and velocity of the pendulum, respectively, m = 1 Kg represents a point mass suspended by a massless rod of length L = 5 m, g = 9.8 m/s 2 is the acceleration due to gravity,
is the viscous damping coefficient, and
Newtons is a periodic horizontal force with a period of T = 3 s, and u(t ) is a controlling torque. A schematic of Eq. (72) is shown in Fig. 5(a) .
As illustrated in [51] , Eqs. (72) can be rewritten as an autonomous set of ordinary differential equationṡ (56) and (57), respectively, and are shown for different cross sections of X 3 in Figs. 5(d) and 5(e). Some initial conditions (shown in white) do not converge to the limit cycle, but rather to other attractors (cf. [52] ). In this example, because the pendulum receives an external time-dependent forcing, the phase is only dependent on the variable X 3 and the relationship θ (t ) = in the initial conditions generally lead to large differences in the transient behavior, particularly in the time it takes the pendulum to settle to its periodic orbit, giving the appearance of static in the cross sections.
The reduction strategy detailed in Sec. IV A is applied to the forced pendulum represented by Eqs. (73). In this example, since the original system from Eqs. (73) has only three state variables, using phase and isostable coordinates does not result in a reduction in dimensionality, and is perhaps more accurately described as a transformation. Nevertheless, it is still instructive to view this system from the perspective of isostable coordinates. The numerically calculated functions used in this reduction are shown in Fig. 6. Figures 6(a) and 6(b) give color plots of I 1,M (θ, ψ P ) and C To illustrate the utility of the reduced coordinate system, a relatively simple control strategy will be investigated with the goal of stabilizing the limit cycle of Eqs. (73) in the presence of noise. To incorporate noise, a Gaussian white noise process with zero mean and variance 0.16 is added to the equation foṙ X 2 . This noise process mimics the the effect of a noisy torque applied to the pendulum. Figure 7(a) shows a representative simulation of Eqs. (73) with noise added. Despite the noise amplitude being relatively small, it can have a significant effect on the system because |λ 1 | is close to 1. Using an initial condition with at θ = 0 on the limit cycle, the noise quickly drives the state far from the limit cycle and the pendulum makes multiple full revolutions. In an effort to stabilize the limit cycle in the presence of noise, a controlling torque u(t ) will be added with a relatively simple control strategy
where u max > 0 is the maximum magnitude of the controlling torque, and ψ M thresh is some threshold under which no control is applied, and I In order to implement the control strategy from Eqs. (74), it is necessary to have an estimate of the coordinates ψ M 1 and ψ P 1 . To do so, it is assumed that the system always stays close to the limit cycle solution when the control strategy is active and allow for the direct measurement of the state every T seconds (i.e., once per period). This periodic measurement is used to approximate c 1 and c 2 from Eq. (12) which in turn are used to estimate the isostable coordinates according to Eqs. (63). At all other times the controller estimates of the phase and isostable dynamics assuming that the noise intensity is zero according to Eqs. (71). For this internal estimate, it is assumed that the noise intensity is small enough so that higher-order terms from the Ito correction are negligible [54, 55] . Additionally, this estimate is updated when state measurements are taken every T seconds to account for the drift due to noise that is not considered by the controller. Figure 7 (b) shows the result of applying the control strategy from Eq. (74) to the system given by Eqs. (73) (with noise added to theẊ 2 equation as described earlier), using ψ M max = 0.5 and u max = 10 Nm. Compared to the uncontrolled case, the motion is much more regular and the state does not deviate substantially from the stable limit cycle. . Solid lines correspond to the value obtained using the computational strategy from Sec. IV A; the dots are obtained directly using the approximation ∂ψ
In (e) the dots are obtained directly with the approximation e
, where x p (t ) is an unperturbed trajectory with initial coordinates [0, ψ
noise is not accounted for in the internal state estimate, the difference between the actual state and the estimate can grow substantially between direct measurements, resulting in the large jumps observed in Fig. 7(c) . Despite this mismatch, however, the controller still does quite well at maintaining reasonably small values of ψ M 1 in these simulations. Indeed, over the course of 3000 s of simulation, the mean and standard deviation of the estimated value of ψ M 1 is 0.68 and 0.41, respectively. Conversely, in the uncontrolled case over the same time frame, the mean and standard deviation is 2.87 and 1.59, respectively.
V. DISCUSSION AND CONCLUSION
For many decades, phase reduction has been an essential tool in the analysis of weakly perturbed nonlinear limit cycle oscillators, particularly when questions about timing [7] , synchronization [2] , and entrainment [3] are of interest. In situations where information about the dynamics in directions transverse to the periodic orbit is of interest, phase-amplitude reduction using the notion of isostable coordinates to augment the standard phase reduction given by Eq. (4) is also useful [17] and has allowed for the development of more accurate reduced equations [19] for use with larger perturbations. In this work, strategies are developed to apply this reduction methodology to dynamical systems that are piecewise smooth and to systems with limit cycles that have complex Floquet multipliers.
For the computation of the terms of the second-order accurate reduction from Eqs. (5) for limit cycle oscillators with piecewise smooth dynamics, it is essential to characterize the discontinuities in Z(θ ), I j (θ ), B k (θ ), and C k j (θ ) associated with crossing a boundary where the vector field F(x) is discontinuous. The jump conditions associated with these boundary crossings are related to the saltation matrix and derived in [34] for the computation of PRCs in piecewise smooth dynamical systems. Using a similar approach in Sec. III, the jump conditions for the computation of the IRCs and each B k (θ ) and C k j (θ ) are derived. Using these jump conditions, one can calculate all of the terms of the reduction from Eqs. (5) . This strategy is applied to analyze the behavior of a model of human ventricular myocytes given in Eqs. (49) with a reduced framework. In the resulting reduction, the principal isostable coordinate ψ 1 is associated with the severity of alternans observed in response to perturbations from the nominal limit cycle. The reduction implemented here suggests the possibility of developing a unified framework which could be used in control strategies for the elimination of alternans incorporating both direct perturbations to the system's state (like in [45] [46] [47] ) and changes in the nominal timing of the action potentials (like in [43, 44] ). Additionally, similar reduction methodologies could be applied to investigate entrainment in circadian systems to a light source which is large in magnitude, but switched on and off suddenly [28, 29] . In this context, the isostable coordinates could be used to characterize the level of circadian misalignment due to travel across multiple time zones; this framework could be used to study the effect subsequent perturbations on the subsequent reentrainment to the new time zone.
In previous work [19] , the definition of isostable coordinates from Eq. (8) is difficult to visualize and provides little intuition about the underlying system when Floquet multipliers take complex values. In this work, a different definition for isostable coordinates associated with complexvalued Floquet multipliers is developed. Each complex conjugate pair of Floquet multipliers λ k and λ * k is associated with two isostable coordinates ψ M k and ψ P k defined in Eqs. (56) and (57) approaches zero (i.e., as the state approaches the limit cycle) leading to difficulties when working with reduced equations (70) and (71) when the state is near the periodic orbit. The transformation to isostable coordinates resulting in the reduction from Eqs. (71) is illustrated in a canonical model of a chaotic forced pendulum. For this particular system, the use of phase and isostable coordinates does not reduce the overall dimension of the dynamical system, but it does provide the necessary intuition to implement a straightforward simple control strategy to stabilize the behavior of the pendulum's behavior in the presence of noise. Additionally, this method can be straightforwardly applied to dynamical systems with higher dimension than in the applications considered here.
The reductions from Eqs. (5) and (70) provide a correction for the dynamical behavior as the state of a dynamical system becomes farther from its periodic orbit which is more accurate than the standard phase reduction given by Eq. (4) that discards all information about the dynamics transverse to the periodic orbit. However, as part of the reductions given by Eqs. (5) and (70), higher-order terms of the asymptotic expansion to the gradient of the phase and isostable coordinates near the periodic orbit are still truncated. As such, the state must still remain reasonably close to the limit cycle so that Eqs. (5) and (70) [56] [57] [58] , however, this is difficult to accomplish numerically for models of more than n = 4 dimensions and ultimately does not reduce the number of state variables which must be considered.
Limit cycle oscillators with piecewise smooth dynamics have been used to replicate the essential features of complicated dynamical systems such as cardiomyocytes [26, 27] and neurons [30] , and circadian oscillators [28, 29] . Additionally, limit cycles often have complex-valued Floquet multipliers in applications where external forcing is applied. The methods presented here allow for the phase-amplitude reduction of these types of systems using isostable coordinates, allowing for their study in a more convenient framework.
