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SUMMARY
In this article, an original Markov-switching autoregressive model is proposed to describe the space–time
evolution of wind ﬁelds. At ﬁrst, a non-observable process is introduced in order to model the motion of the
meteorological structures. Then, conditionally to this process, the evolution of the wind ﬁelds is described using
autoregressive models with time-varying coefﬁcients. The proposed model is calibrated and validated on data in
the North Atlantic. Copyright # 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Wind conditions have a determining inﬂuence on many human activities and physical phenomena. For
instance, wind time series permit the evaluation of the power values produced by wind turbines
(Brown et al., 1984; Castino et al., 1998) to predict the propagation of an oil-spill, to assess the
proﬁtability of a maritime line (Ailliot et al., 2003) or to study coastal erosion. In order to understand
and predict the evolution of these phenomena, it is useful to develop stochastic models for wind time
series. Such models can be used to make short-term forecasts, to perform Monte Carlo studies (Ailliot
et al., 2003) or to assimilate in-situ measurements in numerical forecasts (Malmberg et al., 2005).
For some applications, it is sufﬁcient to have a model which describes the evolution of thewind in a
ﬁxed location, and different models have been proposed (see Brown et al., 1984; Toll, 1997; Ailliot
et al., 2003; Monbet et al., 2005). For other applications, it is necessary to know the wind conditions in
several points simultaneously, and a space–time model is useful. The few models which have been
proposed in the literature are based on Lagrangian or Eulerian methods. In the ﬁrst approach, one
follows the space–time evolution of some entities, along the track of storms, for example. It has been
used, for example, by Casson and Coles (1998) to predict extreme wind speeds in hurricanes or by
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§E-mail: mpre@ifremer.frBoukhanovsky et al. (2003b) for storms in the Barents sea. In the second approach, one models
directly the evolution of the process at a ﬁxed set of locations. For most of the applications, it is
necessary to know the wind conditions on a ﬁxed spatial grid, and the Eulerian approach is then more
appropriate. We focus on this approach in this article.
Boukhanovsky et al. (2003a) and Malmberg et al. (2005) proposed linear autoregressive models to
describe time series of wind ﬁelds. In these two papers, a principal component analysis is ﬁrst used in
order to reduce the dimension of the observations. However, this type of model cannot reproduce some
features of the wind ﬁelds, and in particular the motions of the meteorological structures. In this
article, we propose an original model, in which these motions are introduced as a hidden Markov
chain. Conditionally to this hidden process, the evolution of the wind ﬁelds is modeled using
autoregressive models with time-varying coefﬁcients.
In the ﬁrst part, we present the data and the model. Then, in the second part, we brieﬂy discuss the
problem of parameter estimation, and ﬁnally, the last part is devoted to model validation.
2. MODEL DESCRIPTION
2.1. The data
In this article, we have used hindcast data produced by ECMWF (European Center for Medium Range
Weather Forecast). This dataset describes the wind conditions at 10m above sea-level for the period
1992–2003, on a regular grid with a resolution of 1.125 degrees both in latitude and longitude and a
time-step of 6h. This dataset is available everywhere on earth, and we have extracted an area which
is located between latitudes 45N and 50N and longitudes 23Wand 31W (see Figure 1). Its dimension
is about 600kmper 600km, and it contains N ¼ 35 points of the grid of the hindcast model. These
points will be denoted by R0 ¼ð r1;...;rNÞ. They have been ordered in the following way:
ri ¼ð xi; yiÞ < rj ¼ð xj; yjÞ if xi < xj or xi ¼ xj and yi < yj. With this convention, the point r1 is
located at the south-west of the area R0, r5 at the north-west, r31 at the south-east and r35 at the
north-east.
Wewill denote ZtðR0Þ¼ð utðr1Þ; utðr2Þ;...;utðrNÞ; vtðr1Þ; vtðr2Þ;...;vtðrNÞÞ the wind ﬁeld on the
area R0 at time t, with utðriÞ (resp. vtðriÞ) the zonal (resp. meridional) component at point ri and time t.
More generally, if R represents an arbitrary set of points, ZtðRÞ will denote the wind ﬁeld on this area.
In sub-Section 2.2 we propose a model for the multivariate time series fZtðR0Þgt2N with values
in R70.
It is well known that meteorological time series are generally non-stationary in time, with seasonal
and daily components, and eventually a trend. In this article, we only consider the data corresponding
Figure 1. Wind ﬁelds on 4 January 1997: 12.00 on the left and 18:00 on the right
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assume that the 11 months of January that are available in our dataset are independent realizations of a
stationary and ergodic process.
2.2. Model description
Wind conditions in the studied area are closely linked to the position and to the movement of the
principal air masses which govern the climatology of the region (vast low-pressure or high-pressure
systems). Depending on these positions, there may be systems of smaller amplitude (fronts or
cyclones, for example) that go through the considered area. An example which corresponds to 4
January 1997 is given in Figure 1. At this date, a low pressure goes across the area R0 between 12:00
and 18:00.
In Boukhanovsky et al. (2003a) and Malmberg et al. (2004), classical AR models are used in order
to describe the space–time evolution of the wind ﬁelds. These models can successfully describe the
motions of objects that translate at a constant speed. However, the motions of the meteorological
structures depend on the position of the principal air masses. As a consequence, these motions evolve
in time and AR models are not adapted. In this article, we propose a more elaborate model, in which
the motions are introduced explicitly. For this, let us denote as St the translation of the wind ﬁeld
Zt 1ðR0Þ between the dates t   1 and t and as S   R2 the state space of this process. In order to well
deﬁne this translation, it is necessary to assume that all the points of the area R0 move with the same
speed, and in particular that the meteorological structures do not rotate and do not change their sizes.
This assumption seems physically realistic according to the size of R0, and the model proposed in this
article could be adapted in order to describe more complex motions than pure translations. In Aberg
et al. (2002), the evolution of the wind ﬁelds is modeled using image warping, and a detailed
discussion on the motions of wind ﬁelds can be found in this article.
The translations fStg cannot be observed directly, and thus are introduced as a hidden process.
Then, in order to describe the evolution of the wind ﬁelds fZtðR0Þg conditionally to this hidden
process, we use linear autoregressive models with time-varying coefﬁcients. More precisely, it is
assumed that
ZtðR0Þ¼AðStÞZt 1ðR0ÞþBðStÞ þ HðStÞEt ð1Þ
where fEtg represents a standard Gaussian noise with 0 mean and identity covariance matrix,
AðsÞ 2 R2N 2N, BðsÞ 2 R2N 1 and HðsÞ 2 R2N 2N are matrices that depend on a reduced number of
parameters   2  . In (1), AðStÞZt 1ðR0ÞþBðStÞ represents a forecast of the wind ﬁeld on the area R0 at
time t conditionally to the ﬁeld on R0 at time t   1 and to the translation St, whereas HðStÞEt represents
the conditional error. This is illustrated on Figure 2.
Let us now give more details on the modeling of the evolution of the hidden process fStg and on the
parametrization of the matrices AðsÞ, BðsÞ and HðsÞ. In sub-Section 3.1, we brieﬂy explain how we can
check the truthfulness of the different assumptions made hereafter.
2.2.1. Parametrization of the evolution of fStg. First, for the sake of simplicity, we assume that the
state space S of the hidden process fStg is a ﬁnite subset fs1;...;sMg of R2 which corresponds to
displacements on the grid of the hindcast model at a speed lower than 40ms
 1. With this choice, the
cardinal M of S is about 300. This assumption makes it possible to compute the maximum likelihood
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restrictive in practice. Indeed, the motions are large compared to the distance between two grid points
of the numerical model, so that the error induced by the discretization of the state space is low.
Then, we assume that the hidden process is a ﬁrst order Markov chain and Q will denote its
transition matrix. It is assumed to be a discretized Gaussian kernel: for all i; j 2f 1...;Mg,
Qði;jÞ¼PðSt ¼ sjjSt 1 ¼ siÞ exp  ksi   sjk
2= 2
  
exp ðsj   s0Þ
0 ðsj   s0Þ
  
ð2Þ
with unknown parameters  >0, s0 2 R2 and   2 R2 2 a positive deﬁnite symmetric matrix, and k k
the Euclidean norm on R2.
2.2.2. Parametrization of A
(s). The matrices AðsÞ are chosen such that they perform linear extrapola-
tion of the ﬁeld on the area R0 from the ﬁeld on R0 þ s. This choice seems natural since, by deﬁnition
of St, we know that if St ¼ s then
Zt 1ðR0Þ¼ZtðR0 þ sÞþ t
with  t the deformation of the wind ﬁeld Zt 1ðR0Þ between dates t   1 and t.
Moreprecisely, ifX and Y are two randomvectors, let usdenoteby covðX; YÞ¼E½XY0  E½X E½Y0 
the covariance matrix of X and Y.T h em a t r i c e sAðsÞ are then deﬁned as
AðsÞ ¼ covðZtðR0Þ; ZtðR0 þ sÞÞðcovðZtðR0Þ; ZtðR0ÞÞ þ DÞ
 1 ð3Þ
where D ¼ covð t;  tÞ represents the covariance matrix of the deformation, which is assumed to be
independent of fStg. Equation (3) comes from classical least-squares estimates in linear regression
Figure 2. (a) Wind ﬁelds on 4 January 1997, 12.00; (b) translated ﬁeld (dashed box) and initial area R0 (solid box); (c)
translated ﬁeld (dashed box) and predicted ﬁeld AðStÞZt 1ðR0ÞþBðStÞ on R0 (solid box); (d) wind ﬁelds on 4 January 1997, 18.00
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are estimated directly from the data, thanks to our assumption of temporal ergodicity. For example, the
estimate of covðZtðR0Þ; ZtðR0 þ sÞÞ we have used is
c^ o ovðZtðR0Þ; ZtðR0 þ sÞÞ ¼
1
T
X T
t¼1
ztðR0ÞztðR0 þ sÞ
0  
1
T
X T
t¼1
ztðR0Þ
1
T
X T
t¼1
ztðR0 þ sÞ
0
where fztgt2f1...Tg denotes the time series of observed wind ﬁelds. The estimation of the matrix D is
discussed in Section 3.1.
2.2.3. Parametrization of B
(s). We can check that the spectral radius of the matrices AðsÞ deﬁned above
are lower than 1. It implies that the AR(1) model deﬁned as
Yt ¼ AðsÞYt 1 þ BðsÞ þ HðsÞEt
admits a unique stationary distribution. Let us denote MðsÞ ¼ð I   AðsÞÞ
 1BðsÞ as the mean of this
stationary distribution. MðsÞ strongly depends on s since the mean wind in a meteorological structure is
related to its speed and direction of displacement. To model this relation, we use the linear model
described hereafter. Let us denote MðsÞ ¼ð m
ðsÞ
u ð1Þ;...;m
ðsÞ
u ðNÞ; m
ðsÞ
v ð1Þ;...;m
ðsÞ
v ðNÞÞ
0 with m
ðsÞ
u ðiÞ
(resp. m
ðsÞ
v ðiÞ) as the mean of the zonal (resp. meridional) component at point ri. We assume that:
1. m
ðsÞ
u ðiÞ¼m
ðsÞ
u and m
ðsÞ
v ðiÞ¼m
ðsÞ
v for all s 2 S and i 2f 1...Ng. In other terms, it is assumed that the
mean of the stationary distribution is the same at the different locations in R0.
2. mðsÞ ¼ Fs þ Gfor all s 2 S with mðsÞ ¼ð m
ðsÞ
u ; m
ðsÞ
v Þ
0,F 2 R2 2 and G 2 R2 1.Here, F and G denote
matrices of unknown parameters.
2.2.4. Parametrization of  
(s)¼H
(s) (H
(s))0. The forecast error ZtðR0Þ AðStÞZt 1ðR0Þ BðStÞ is
mainly due to two terms:
* the deformation of the wind ﬁeld Zt 1ðR0Þ between dates t   1 and t
* the extrapolation error which is due to the variability of the shape of the meteorological structures
and the arrival of new structures coming in R0.
In order to model these two terms, we make the following assumptions on the covariance matrices
of the error  ðsÞ:
1. First, in order to model the diagonal of  ðsÞ, we suppose that:
 ðsÞði;iÞ¼fuðdistðri;R0 þ sÞÞ
 ðsÞði þ N;i þ NÞ¼fvðdistðri;R0 þ sÞÞ
ð4Þ
for all s 2 S and i 2f 1...Ng. In other terms, it is assumed that the variance of the error on the
zonal (resp. meridional) component at a point ri, namely  ðsÞði;iÞ (resp.  ðsÞði þ N;i þ NÞ), only
depends on the Euclidean distance dist(ri; R0 þ s) between this point and the translated area R0 þ s.
When this distance is null, the error is only due to the deformation of the wind ﬁelds, and then the
error increases with the distance as the extrapolation error increases. Several parametric forms can
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fvðdÞ¼ v þ  vexpð d=dvÞ, where  u,  u, du,  v,  v and dv are unknown positive parameters.
2. Then, it remains to model the correlation matrix of the error RðsÞ, deﬁned as
RðsÞði;jÞ¼ ðsÞði;jÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 ðsÞði;iÞ  ðsÞðj;jÞ
q
For this, we assume that, for all s 2 S:
RðsÞði;jÞ¼guðkri   rjkÞ 8ði;jÞ2f 1;...;Ng
2
RðsÞði þ N;j þ NÞ¼gvðkri   rjkÞ 8ði;jÞ2f 1;...;Ng
2
RðsÞði;jÞ¼0 8ði;jÞ2f 1;...;Ng f N þ 1;...;2Ng
ð5Þ
It means that the correlation between the errors on the zonal (resp. meridional) components at two
points ri and rj only depends on the Euclidean distance kri   rjk between these points, and that there is
no correlation between the error on the zonal and meridional components. The functions gu and gv
must satisfy guð0Þ¼1 and gvð0Þ¼1 and may be decreasing. In practice, we assume that
guðdÞ¼expð d=luÞ and gvðdÞ¼expð d=lvÞ, where lu and lv are unknown positive parameters.
With this parametrization, the matrices RðsÞ and thus  ðsÞ are positive deﬁnite symmetric (see Cressie,
1993, p. 85).
The proposed model belongs to the family of the Markov Switching AutoRegressive models
(denoted MS-AR hereafter). This kind of model has ﬁrst been introduced by Hamilton in 1989 (see
Hamilton, 1989) to analyze the rate of growth of U.S.A. GNP and then used in different ﬁelds of
applications to model time series subject to regime shifts. The proposed MS-AR model has 20
parameters: 6 for the matrix Q, 6 for the matrices BðsÞ and 8 for the matrices  ðsÞ. We will denote by
  2 H   R20 the set of unknown parameters. The estimation of these parameters is described in the
next section.
3. ESTIMATION
The most usual approach to estimate the parameters of an MS-AR model is to compute the maximum
likelihood estimates (MLEs). The numerical computation of the MLE in models with hiddenvariables
has been addressed by many authors. The most popular method is probably the EM algorithm, which
was ﬁrst introduced by Baum et al. (1970) for Hidden Markov Models (HMM) and then generalized to
other models with missing variables by Dempster et al. (1977). However, this algorithm has several
well-known limitations, one of them being the possible convergence to local maxima of the likelihood
function. It is then important to use a good guess of the MLE as the starting point of the algorithm.
In order to get a ﬁrst estimate of the unknown parameters, a natural method consists in estimating
thevalues taken by the hidden process fStg and then using this estimated sequence in order to compute
empirical estimates of the quantities of interest. We have used such an approach in this work, and the
proposed method is described in sub-Section 3.1. Then, in sub-Section 3.2, we brieﬂy describe the
Generalized EM algorithm, which has been used to compute the MLE, and we discuss some statistical
properties of these estimates.
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Let us ﬁrst describe how we have estimated the hidden translations fStg. For this, we have used extra
information which is available in the dataset. Indeed, it describes the wind conditions not only on R0,
but everywhere on the earth, so that it is possible to compute
ð^ s s2;...;^ s sTÞ¼argmaxffðs2;...;sTÞjðs2;...;sTÞ2ST 1g
with
fðs2;...;sTÞ¼
Y T
t¼2
exp  
kzt 1ðR0Þ ztðR0 þ stÞk
2
d0
2
 !
  Qðst 1;stÞð 6Þ
In (6), Q denotes the transition matrix deﬁned in (2) and d0 a ﬁxed real number. The ﬁrst term in (6)
constrains the estimated sequence of displacements f^ s stg to be such that zt 1ðR0Þ ztðR0 þ^ s stÞ, and the
second term will penalize sequences which evolve too quickly in time and thus act as a smoothing
term. The function f can be interpreted as the likelihood function of an HMM, and thus the sequence
ð^ s s2;...;^ s sTÞ can be computed quickly using the Viterbi algorithm (a recent review on HMM can be
found in Ephraim and Merhav, 2002).
The choice of the function f is arbitrary, and there exists no objective criterion to validate this
choice. In order to check the meteorological realism of the estimated sequences, we performed visual
veriﬁcation. An example is given in Figure 3. It shows that the method succeeds in estimating the
movement of the low pressure which goes through the studied area on 4 January 1997. In particular,
the two ﬁelds represented in the dashed box, and which represent respectively zt 1ðR0Þ (thick arrows)
and ztðR0 þ^ s stÞ (thin arrows), are close to each other. In practice, we have used the numerical values
d0 ¼ 50km,   ¼ 3ms  1 and   ¼ 0.
Once these displacements have been estimated, we can compute empirical estimates of the
covariance matrix D of the deformation which is used to deﬁne the matrices AðsÞ (see equation 3).
For this, we have computed
^ D D ¼
1
T   1
X T
t¼2
zt 1ðR0Þ ztðR0 þ^ s stÞ ½  zt 1ðR0Þ ztðR0 þ^ s stÞ ½ 
0
Figure 3. Situation on 4 January 1997 at 18:00. Solid box: R0; dashed box: R0 þ s; thin arrows: wind ﬁeld at 18:00; thick
arrows: wind ﬁeld observed at 12:00 on R0
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covariance matrices of the error  ðsÞ and the transition matrix Q. These estimates can ﬁrst be used in
the analysis part, in order to guess parsimonious and realistic parametric forms for these matrices and
make it possible to check the realism of the different assumptions made in Section 2.2. They can also
be used to ﬁt the chosen parametric models by using, for example, least squares estimates. As an
example, we have plotted in Figure 4 the empirical covariance matrix of the error corresponding to a
displacement s of three grid steps to the east and its parametric version. The shapes of these two
matrices are in a good agreement, and thus the chosen parametrization seems to be ﬁtted to our data.
3.2. Maximum likelihood estimates
The estimates obtained in the previous sub-Section have then been used as a starting point to an
optimization algorithm. Let us brieﬂy describe this algorithm, which belongs to the family of the
Generalized EM algorithms. If  n 1 denotes the value of the parameters after n   1 iterations, the nth
iteration consists of two main steps:
* E-step. This consists of calculating the same auxiliary function as in the classical EM algorithm
(see Demspteret al., 1977). This function is denoted by Rð ; n 1Þ. When the hidden state space S is
ﬁnite, it can be computed quickly thanks to the Forward–Backward algorithm which has been ﬁrst
proposed by Chang et al. (1966). Otherwise, one can use Monte Carlo approximations of this
function (see Douc et al. (2004) and references therein).
* M-step. In the usual EM algorithm, this step consists in maximizing the function Rð ; n 1Þ, and
updating the current value of the parameters as  n ¼ argmax 2 Rð ; n 1Þ. For the model proposed
in Section 2, we did not ﬁnd any analytical solution to this optimization problem, so we had to use
an iterative numerical optimization procedure. When the iterations stop with a non-optimal value
 n, which is such that Rð n;  n 1Þ > Rð n 1;  n 1Þ, the algorithm is called a Generalized EM
algorithm. This algorithm was ﬁrst proposed by Demspter et al. (1977), and general conditions
which imply the convergence of this algorithm to a local maximum of the likelihood function can
be found in Wu (1983). In practice, we have used some iterations of a quasi-Newton algorithm to
compute  n. Each iteration of this algorithm is time-consuming because of the complexity of the
objective function and the number of parameters. Thus, a careful choice of this number of
iterations, denoted by kn, has to be done. According to the numerical tests that we have done, the
best strategy seems to choose a small number of iterations for small values of n and then to increase
this number of iterations progressively when the current values of the parameters get closer to a
maximum of the likelihood function. In practice, we have used kn ¼ n.
Figure 4. Empirical covariance matrix of the error (displacement of 3 grid steps through the east). Empirical version estimated
from the sequence f^ s stg on the left and parametric version on the right
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the statistical issues concerning the asymptotic properties of these estimators have been addressed
only recently. Explicit conditions which warrant the consistency of the MLE in MS-AR models have
ﬁrst been established simultaneously in 1998 by Krishnamurthy and Ryden and Francq and
Roussignol, and assumptions which guarantee consistency and asymptotic normality of MLE in
MS-AR models with compact, not necessary ﬁnite, hidden state space S can be found in Douc
et al. (2004). It would be beyond the scope of this article to show that the MS-AR model proposed in
Section 2 veriﬁes the assumptions given by these authors.
4. MODEL VALIDATION
In order tovalidate the MS-AR model, we have checked its ability to perform short-term forecasts, and
the obtained results have been compared to those of an AR(1) model. For MS-AR models, the best
one-step prediction can be expressed from the forecast probabilities P½St ¼ sjZ1ðR0Þ;...;Zt 1ðR0Þ  as
E ZtðR0ÞjZ1ðR0Þ;...;Zt 1ðR0Þ ½ 
¼
X
s2S
P St ¼ sjZ1ðR0Þ;...;Zt 1ðR0Þ ½  E ZtðR0ÞjZt 1ðR0Þ;St ¼ s ½ 
¼
X
s2S
P St ¼ sjZ1ðR0Þ;...;Zt 1ðR0Þ ½  AðsÞZt 1ðR0ÞþBðsÞ
  
ð7Þ
and the forecast probabilities can be computed recursively (Forward algorithm). The generalization to
other forecast horizons is straightforward (see Krolzig, 1997).
Figure5. Varianceofthe one-step-ahead forecasterroron the zonal (a) andmeridional(b)componentsatthe differentpointsof
R0 (thick line: MS-AR model, thin line: AR(1) model)
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meridional components at the different locations of R0, for the MS-AR and AR(1) models. The MS-
AR model gives signiﬁcantly better forecasts for all locations of the domain R0, the improvement
being more important at the points located at the east of the domain. It is due to the fact that these
points are generally closer to the translated area R0 þ St since the air-masses generally move toward
the east. Thus, at these locations, the extrapolation error is generally low and the error is mainly due to
the deformation of the wind ﬁelds. The errors at the points located at the west, on the other hand, are
more important because the ‘new’ meteorological structures come in the area R0 from the west.
We have also computed the variance of the error corresponding to other time-step prediction. In
order to compare the variance–covariance matrices of the forecast errors corresponding to the AR(1)
and the MS-AR models, we have calculated their Perron–Frobenius norms. It is deﬁned, for anymatrix
 ,a sk kPF ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
trð 0 Þ
p
. The results are given in Table 1. The MS-AR model clearly improves the
results obtained with the AR(1) model.
5. CONCLUSION
In this article, an original Markov Switching Autoregressive model is proposed for modeling the
space–time evolution of the wind. The main originality of this model consists in introducing the
movement of the air masses as a hidden variable which governs the short-term evolution of the wind
ﬁelds. The model is ﬁtted on hindcast data in North Atlantic and it is shown that it provides better
short-term forecasts than does the AR(1) model.
This model has been developed speciﬁcally for wind ﬁelds, but similar methodology could be used
for other space–time processes in which motions are present. In the proposed model, the state space of
the hidden process is assumed to be ﬁnite. This assumption seems realistic for wind ﬁelds, but
restrictive for other space–time processes. The model could be reﬁned by allowing continuous
translations or more complex motions, such as rotations, for instance.
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