Abstract-In this paper, we study energy-efficient resource allocation in distributed antenna system (DAS) with wireless power transfer, where time-division multiple access (TDMA) is adopted for downlink multiuser information transmission. In particular, when a user is scheduled to receive information, other users harvest energy at the same time using the same radio-frequency (RF) signal. We consider two types of energy efficiency (EE) metrics: user-centric EE (UC-EE) and networkcentric EE (NC-EE). Our goal is to maximize the UC-EE and NC-EE, respectively, by optimizing the transmission time and power subject to the energy harvesting requirements of the users. For both UC-EE and NC-EE maximization problems, we transform the nonconvex problems into equivalently tractable problems by using suitable mathematical tools and then develop iterative algorithms to find the globally optimal solutions. Simulation results demonstrate the superiority of the proposed methods compared with the benchmark schemes.
I. INTRODUCTION
The next generation wireless communication systems are expected to provide 1000× increase in data traffic and support billions of internet-of-things (IoT) devices. However, the limitation of battery capacity will be a bottleneck and it is of vital importance to prolong the lifetime of energyconstrained wireless devices. To this end, wireless information and power transfer (WIPT) has been regarded as a promising solution to achieve two-way communications and at the same time provide cost-effective energy supplies for low-power IoT devices. Rather than relying solely on the batteries, IoT devices are also able to replenish energy by WIPT in a sustainable and controllable way [1] . In general, there are two solutions to implement radio-frequency (RF) based WIPT in practice: wireless powered communication networks (WPCNs) and simultaneous wireless information and power transfer (SWIPT). In WPCNs, wireless nodes are first powered by an energy transmitter and then use the harvested energy to transmit data [2] - [4] , while SWIPT uses the same RF signal to convey energy and information simultaneously [5] - [12] . However, WIPT suffers from the fast decay of wireless energy transmission over distances. The traditional way to deal with this problem is energy beamforming using multiantenna techniques, which is also not efficient due to the distance limitation of WIPT. Interestingly, this problem can be alleviated in distributed antenna system (DAS) [13] - [16] . Different from the conventional base stations with co-located antennas, the role of the base station in DAS is substituted by a central processor (CP) and a set of distributed antenna (DA) ports. Specifically, the CP is designed for the computational intensive baseband signal processing and the DA ports, geographically distributed throughout the area and connected to the CP via high capacity backhaul links, are used for all RF signal's operations. Thus DAS can substantially improve system's coverage and throughput. More importantly, as the access distances between the users and the DA ports are substantially reduced in DAS, WIPT is more flexible and efficient. As a result, many studies have been made to integrate WIPT into DAS. For instance, the security of WIPT based DAS has been investigated in [17] . WIPT in massive DAS has been considered in [18] , while SWIPT for multiple-input single-output (MISO) DAS has been investigated in [19] .
On the other hand, due to the rapidly increasing energy cost in communication systems, energy efficiency (EE) has been considered as an important system performance metric [20] , [21] . EE optimization has been widely studied in WIPT [22] - [25] from a network-centric (NC) perspective, namely, NC-EE. As shown in [25] , the NC-EE of WIPT usually leads to unbalanced or unfair energy consumption, i.e., some users consume most of the network resources while others may be idle. Such a NC-EE optimization is optimal for overall system design. Besides that, improving the EEs of individual users is equally important for improving users' qualities of experience (QoE), because users have different battery capacities and heterogeneous QoE requirements. Therefore, some works [26] - [29] have considered weighted sum EEs of individual users as the performance metric, i.e., user-centric EE (UC-EE). For example, joint downlink and uplink resource allocation for UC-EE maximization has been studied in [26] . UC-EE in multiple radio access technologies (RATs) heterogeneous network (HetNet) has been considered in [27] . Joint time allocation and power control has been studied in WPCNs for UC-EE maximization in [28] , where the users first harvest energy from a dedicated energy station and then transmit information to an access point using the harvested energy in time-division multiplexing access (TDMA) manner. UC-EE in WPCNs has also been investigated in [29] , where users are allowed to transmit information simultaneously in the uplink channel.
In this paper, we study both UC-EE and NC-EE in WIPT based DAS as shown in Fig. 1 , where TDMA is adopted for downlink multiuser information transmission. In the considered system, when a user is scheduled for receiving information, such as user 2 in the figure, the remaining users harvest energy from the same RF signal, such as user 1, at the same time. Different from [28] , [29] , in the considered system there is no need for extra dedicated energy signal to charge the users, and each user harvests energy when it is not scheduled for receiving information. Additionally, rather than being served by a single energy station and a single access point in [28] , [29] , in the considered system each user can receive information from a different group of DA ports due to the geographical distribution, so that the DA ports for information decoding and energy harvesting for each user may be different, making the system more flexible.
The main contributions of this paper are summarized as follows:
• We study energy-efficient resource allocation in WIPT based DAS for both UC-EE and NC-EE maximization. Each un-scheduled user is allowed to harvest energy from the information bearing signals conveyed for other users. We jointly optimize transmit time and power for TDMA-based multiuser transmission while satisfying the minimum harvested energy requirement for each user and the maximum transmit power budget for each DA port.
• For the UC-EE maximization problem, the objective function has the structure of the sum-of-ratios. Therefore, we convert it into an equivalent subtractive form by introducing a set of auxiliary parameters, and then propose an iterative algorithm to solve the equivalent optimization problem in two layers. In the inner layer, the subtractive formed problem is optimally solved by Lagrangian duality method because of the concavity of the transformed problem. In the outer layer, we update the auxiliary parameters with the damped Newton method, which ensures global convergence to the optimal solution of the original problem.
• We also investigate the NC-EE maximization problem in the same system, which is a fractional programming problem. We also develop a two-layer iterative algorithm to find the optimal solution. In the inner layer, two block coordinate descent (BCD) optimization loops are proposed to find the optimal time and power allocation. In the outer layer, the Dinkelbach method is used for solving the fractional structure of the original problem. The rest of this paper is organized as follows. Section II introduces the system model and formulates the UC-EE maximization problem and NC-EE maximization problem, respectively. Sections III and IV solve the UC-EE and NC-EE maximization problems, respectively. Section V provides extensive simulation results and discussions. Finally, Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first introduce the system model of the WIPT based DAS. Then we formulate the UC-EE and NC-EE maximization problems, respectively.
A. System Model
As shown in Fig. 1 , we consider a WIPT based downlink DAS consisting of a CP, K users, and N DA ports with independent power supply. For the ease of implementation, both DA ports and users are equipped with single antenna. The TDMA mode is taken into consideration for the downlink multiuser transmission. That is, each frame is divided into K slots, and user k is scheduled in slot k with time duration τ k . We model the channel power gains as h i,k = cd
where c is the pathloss at a reference distance of 1m, d i,k denotes the distance between DA port i and user k, φ is the pathloss exponent, and ρ i,k follows independent and identical distribution (i.i.d) with zero mean and unit variance. Note that in DAS, the TDMA transmission for each user k is a multipleinput single-output (MISO) channel and the received signal at user k can be expressed as
where
T denotes the channel coefficient vector between DA ports and user k,
T denotes the transmitted signal vector for user k, and z k indicates the additive white Gaussian noise (AWGN) with zero mean and variance σ 2 . We assume that global channel state information (CSI) is available at the CP. It is also assumed that CSI remains unchanged in each frame but may vary from one frame to another. Denote
as the covariance of the Gaussian input, where (·)
† is conjugate transpose of a vector. The achievable rate at user k can be written as
According to [30] , in DAS, the DA ports are distributed throughout the area with independent power budget and act independently. Thus the DA ports are without jointly coding and signal processing. Therefore, the transmitted signals at N DA ports are independent and the input covariance is
where p i,k is the transmit power between DA port i and user k. Then the achievable rate at user k can be further derived as
Note that R k in (3) provides a lower bound of the achievable rate of a MISO channel by maximum ratio transmission (MRT). Also it is worth noting that (3) implies DA port selection (or antenna selection/clustering) issue. That is, p i,k is positive if DA port i is selected to transmit information for user k, and p i,k should be zero otherwise. We assume that each user has the energy harvesting function, so that when one particular user k ′ is scheduled to receive information, the other users ∀k = k ′ can harvest energy from the same RF signal conveying information to user k ′ . Denote ζ as the energy conversion efficiency, then the harvested energy at user k is given by
In (4),
′ is the total energy used for transmitting information from DA port i to all users except user k.
Denote p c k as user k's circuit power consumption, like signal processing, mixers, and so on. Then the total energy consumption used for transmitting information to user k can be written as
, which consists of two parts: the energy consumption of transmitting signals via power amplifiers at all DA ports and the circuit energy consumption of user k.
B. UC-EE Maximization Problem Formulation
From the UC-EE perspective, the EE of user k is defined as the ratio of its achievable rate and its total energy consumption, which (in bits/Hz/Joule) can be written as
where τ k is eliminated in the individual EE of user k.
The objective of the UC-EE is to balance each user's EE. We adopt the weighted sum EEs of users as the objective function. We maximize the UC-EE of all users by varying the transmit power of DA ports and time duration of each user, subject to the minimum harvested energy requirementĒ k of each user k and the maximum transmit power constraintP i of each DA port i. Denote p = {p i,k } and τ = {τ k }, the UC-EE maximization problem can thus be formulated as
where w k is the non-negative constant assigned to user k's EE, denoting user k's EE weight. The weights are parameters decided by the system and reflect the priorities among users.
C. NC-EE Maximization Problem Formulation
We also consider the EE from the network's perspective. In this case, the network's total energy consumption is
which includes the total transmit energy consumption at all DA ports and the total circuit energy consumption at all users. The NC-EE (in bits/Hz/Joule) for this network can be expressed as
Similar to the UC-EE problem in (P1), the NC-EE maximization problem can be formulated as
Lemma 2.1: UC-EE always mathematically outperforms NC-EE.
Proof: Please refer to Appendix A.
III. OPTIMAL SOLUTION FOR UC-EE MAXIMIZATION PROBLEM
In this section, we address the UC-EE maximization problem (P1). We first transform it into a concave form by some mathematical methods and then develop an iterative algorithm to obtain the globally optimal solution.
A. Problem Transformation
The constraint (6) is non-convex as two variables are multiplied. To make problem (P1) more tractable, we introduce a set of variables s = {s i,k } with s i,k = τ k p i,k , which actually denote the energy variables. Then user k's EE η k in (5) becomes In addition, substituting s into constraints (6) and (8), problem (P1) can be rewritten as
Note that once we obtain the optimal energy and time variables (s * , τ * ) by solving problem (P1'), we can recover the optimal power allocation p * by
The objective function of problem (P1') is with the sumof-ratios structure and thus non-concave. Based on [31] , the sum-of-ratios optimization problem can be transformed into a parameterized subtractive-form problem as following.
Denote
is a solution of problem (P1'), there always exists α * and β * such that (τ * , s * ) is also a solution of the following problem with α = α * and β = β * .
where R k can be obtained by applying (21) in (3). Additionally, (τ * , s * ) also meets the following conditions with α = α * and β = β * .
By the above transformation, now we can solve problem (P1') in an equivalent parameterized form (22) where the objective function is in subtractive form with extra parameters α and β. As a result, problem (P1') can be solved in two layers: in the inner-layer, the optimal time and energy variables (τ * , s * ) can be obtained by solving the subtractive formed problem (22) with given (α, β). At the outer-layer, we find the optimal (α * , β * ) satisfying (23) and (24).
The objective function of problem (22) is jointly concave over s and τ .
Proof: Please refer to Appendix B. Since all constraints in problem (22) are affine, problem (22) is a convex problem and we can use the Lagrangian dual method to solve this substrative formed maximization problem optimally. The Lagrangian function for problem (22) can be written as
where µ = {µ k }, v = {v i,k } and λ are the Lagrangian multipliers associated with the constraints (17), (19) and (20) respectively. Then the Lagrangian dual function is given by
And the dual problem is given by min {µ,υ,λ}≥0
Now we solve the problem (26) for given Lagrangian variables {µ, υ, λ}. The BCD method [32] can be adopted to solve the problem, where we alternatively optimize one of τ and s with the other fixed. Note that the Lagrangian function L 1 is jointly concave in τ and s as shown before, which ensures the BCD method to converge to the globally optimal solution.
Given s, there are two cases of τ *
, s i,k = 0 for all i, which means that there is no energy transmitted for user k and we set τ * k = 0 in this case. Otherwise, with
And we can further derive that
which is negative so that L 1 is concave over τ k . The solution of τ k can be solved by setting
whereτ k can be obtained bỹ
is defined as the inverse function of f (x) = xe x and denotes the principal branch of the Lambert ω function [33] . Note that in (31) we have to consider the definition domain of ω function. The details of obtainingτ k by solving ∂L1 ∂τ k = 0 can be found at the Appendix B in [34] .
Next, for given τ , by the Karush-Kuhn-Tucker (KKT) conditions [35] , we have
By defining
. Note that we use the BCD method to obtain s * i,k . Thus we update each s i,k as (33) while the values of other s i,k 's are given in last iteration.
After solving problem (26) with given {µ, υ, λ}, we now address the minimization problem (27) which is a convex problem. We use the ellipsoid method to simultaneously update {µ, υ, λ} to the optimal ones. The subgradients used for the ellipsoid method are provided as
After solving problem (22) with given α and β, we now develop an algorithm to update α and β according to [31] . To begin with, we define ψ(α, β) = (ψ 1 , . . . , ψ 2K ) as
As shown in [31] , if ψ(α, β) = 0, then (s * , τ * ) is the global optimal solution for the problem (P1') and the iteration stops. Otherwise, we need to update α and β as
where ψ ′ (α, β) is the Jacobian matrix of ψ(α, β) and n is the iteration index. Let m k denote the smallest integer among m ∈ {0, 1, 2, . . .} which satisfies Initialize {µ, υ, λ}.
4:
repeat 5:
Initialize s and τ .
6:
Compute τ k that maximizes L 1 by (30).
8:
Compute s using (33) with fixed τ .
9:
until The improvement of L 1 stops.
10:
Update {µ, υ, λ} by the ellipsoid method using subgradients (34)-(36).
11:
until {µ, υ, λ} converge to a prescribed accuracy.
12:
Denote m k as the smallest m meeting (42).
13:
Let γ n = ξ m k , update α and β by (39) and (40), respectively. 14: until ψ(α, β) is smaller than a prescribed accuracy. 15: Obtain p * by (21) .
where ǫ ∈ (0, 1), ξ ∈ (0, 1), and · is the standard Euclidean norm. Then γ n can be obtained as ξ m k . To summarize, the whole algorithm solving problem (P1) optimally is presented in Algorithm 1.
The complexity of Algorithm 1 is evaluated as follows. The complexity for solving s and τ with the BCD method is O(K 2 N ). The complexity of the ellipsoid method is
2 ). The complexity for updating α and β is independent of K [31] . So the total complexity of Algorithm
IV. OPTIMAL SOLUTION FOR NC-EE MAXIMIZATION PROBLEM
In this section, we solve the NC-EE maximization problem (P2). Since problem (P2) is a fractional programming problem, we develop an iterative algorithm to obtain global optimum solution.
To begin with, we define F as the feasible set of problem (P2) specified by constraints (12)- (15) . Denote q * as the optimal value of problem (P2), we have
This is a fractional programming problem and we introduce the following theorem, proved in [36] , to transform this problem into an equivalent linear form.
Theorem 4.1:
The NC-EE maximization problem (P2) can be solved in the following subtractive form with parameter q.
Problem (43) and problem (44) are equivalent under the optimal q * if and only if
From Theorem 4.1, the two problems in (43) and (44) lead to the same optimal solution. Moreover, (45) can be utilized to verify the optimality of the solution in the subtractive formed problem.
Based on above, now we can solve problem (P2) optimally with an equivalent form. Here we adopt an iterative algorithm to obtain q * , i.e., the Dinkelbach method [36] . In particular, the solution also has a two-layer structure: for given parameter q, we solve the subtractive formed problem in the inner-layer and then we update q by (43) in the outer-layer. This iterative process continues until the optimal solution satisfies condition (45) in Theorem 4.1. The convergence of this algorithm is guaranteed when the subtractive formed problem (44) is solved globally optimally in each iteration.
To make problem (44) more tractable, we set s i,k = τ k p i,k as in the previous section. As a result, with s = {s i,k } and given q, problem (44) can be reformulated as
Similar to the previous section, after solving problem (P2') optimally with q * , we can recover the optimal power allocation p * by (21) . Now problem (P2') is a convex problem and the Lagrangian dual method can be used to solve problem (P2') optimally. The Lagrangian function of problem (P2') for a given q can be written as
where µ = {µ k }, υ = {υ i,k } and λ are the Lagrangian multipliers with respect to the constraints (46), (48) and (49), respectively. Then the corresponding Lagrangian dual function g 2 (µ, υ, λ) is expressed as
The dual problem is written as min {µ,υ,λ}≥0
Note again that the Lagrangian function L 2 in (51) is jointly concave in variables s and τ as explained in the previous section. Thus we use the BCD method to obtain the optimal solution with the guaranteed convergence. Similar to the previous section, for given s, we have τ * k = 0 if s i,k = 0 for all i. Otherwise, we have
< 0 and thus L 2 is concave over each τ k . So that we solve the zero point of ∂L2 ∂τ k within 0 ≤ τ k ≤ 1 to obtain the optimal τ * k . We have
It is worth noting that in (53) the definition domain of ω function is needed to be taken into consideration as well. And the details of obtaining τ * k by solving the zero of ∂L2 ∂τ k can be found at the Appendix B in [34] .
With τ obtained, we can also use the BCD method to optimize s, i.e., we alternatively optimize each s i,k with the others fixed. The derivation of L 2 with respect to s i,k can be written as
where 
We also note that for given τ , the BCD optimization of s by (55) ensures the convergence due to the concavity of L 2 .
In summary, problem (51) can be solved optimally by two BCD loops. In the outer-loop, s and τ are alternatively optimized. In the inner-loop, with given τ , each s i,k is also alternatively optimized while fixing other s i,k 's. The iterative process stops when the improvement of L 2 stops.
Next we turn to obtain the optimal values of Lagrangian multipliers through the ellipsoid method, where the subgradients used to update {µ, υ, λ} are given by
Finally, after solving the dual function in the pervious steps, we update q as (43). Then problem (P2') is solved again until q converges to an optimal value q * , which is also the optimal value of NC-EE η * . The algorithm for addressing problem (P2) is summarized in Algorithm 2. Initialize {µ, υ, λ}.
4:
repeat 5: Initialize s and τ . 6: repeat 7: Compute τ k that maximizes L 2 by (53). 8: Compute s using (55) with fixed τ . 9: until The improvement of L 2 stops. 10: Update {µ, υ, λ} by the ellipsoid method using subgradients (56)-(58).
11:
until {µ, υ, λ} converge to a prescribed accuracy. 12: Update q as (43). 13: until T (q * ) in (45) is smaller than a prescribed accuracy.
14: Obtain p * by (21) . The complexity of the BCD method is O(K 2 N ) and the complexity of the ellipsoid method is O((N K + K + 1)
2 ).
Thus the total complexity of Algorithm 2 is O(κ(N
, where κ is the number of iterations for updating q.
V. SIMULATION RESULTS
In this section, we present simulation results to verify the effectiveness of the proposed optimal algorithms for UC-EE and NC-EE maximization problems called UC-OPT and NC-OPT, respectively. The main system parameters are listed in Table I . In the proposed DAS, we assume that N DA ports are distributed uniformly in a square area of 100 square meters and the users are randomly distributed throughout the area. For comparison, we also evaluate the performance of the following benchmark schemes: 1) UC-EE maximization problem with fixed time allocation (UC-FT). In this scheme, the information transmission time for each user is fixed as τ k = 1/K, ∀k.
Note that this is a special case of problem (P1) and the proposed Algorithm 1 is also applicable for this case. The overall complexity for this benchmark scheme is O(K 4 N ). 2) UC-EE maximization problem with fixed power allocation (UC-FP). The transmit power in each DA port is fixed as p i,k =P i , ∀i, k in this case. As a result, the user's EE becomes
which is a constant. Thus in this case we need to optimize the transmit time τ to meet the minimum harvested energy constraints.
3) NC-EE maximization problem with fixed time allocation (NC-FT). With τ k = 1/K, ∀k, Algorithm 2 is also applicable for solving this simplified NC-EE maximization problem. The total complexity is O(κK 3 N ). 4) NC-EE maximization problem with fixed power allocation (NC-FP). Given p i,k =P i , ∀i, k, we adopt the Dinkelbach method to transform this time allocation problem into a linear programming problem. Therefore, we can apply some standard linear optimization methods, such as the simplex method [35] , to obtain the solution efficiently. The total complexity is O(κK). Fig. 2 illustrates the impact of the minimum harvested energy requirement on the EE of the considered schemes with 4 users, 7 DA ports, andP = 6W. From the figure, the optimality of the proposed schemes (UC-OPT and NC-OPT) is confirmed. Also when the minimum harvested energy constraintĒ increases, the EE performance for all considered schemes declines for two reasons. First, each user needs longer time for energy harvesting to meet the growing minimum harvested energy demand. This results in shorter time for information decoding, which finally results in a lower throughput. Secondly, with increasingĒ, the DA ports are likely to transmit higher power so as to enable the users to harvest more energy, which leads to higher energy consumption. Moreover, we observe that the benchmark scheme with fixed time allocation outperforms the benchmark scheme with fixed power allocation, no matter in the UC case or NC case. It demonstrates that power allocation plays a more important role in the optimization process, compared with time allocation. Furthermore, we note that the UC-OPT scheme gains much more EE than the NC-OPT scheme. The reason for this performance gap is that the UC-OPT scheme adopts the weighted sum EEs of individual users as its performance metric, which is in sum-of-ratios structure, while the NC-OPT scheme chooses the ratio of system's throughput to total energy consumption as its performance metric, which is in fractional structure.
In Fig. 3 , we compare the EE performance of the above mentioned schemes with respect to the maximum transmit power constraintP . The numbers of DA ports and users are 7 and 4 respectively, andĒ is fixed as 0.1mW in this case. First, we confirm the effectiveness of our proposed optimal schemes (UC-OPT and NC-OPT). We observe that as the maximum transmit power constraint grows, the UC-OPT, NC-OPT, UC-FT and NC-FT schemes' EE increase. In particular, the UC-OPT and UC-FT schemes experience a sharp increase in their EE first, but gradually saturate in the high transmit power region. This is because the minimum harvested energy requirementĒ is relatively high whenP is small, which means that there are strict requirements and few network resources. Thus a small increase inP can have a significant improvement of the EE performance. ForP in high region, we have rich network resources to meet the minimum harvested energy demand. Therefore, there is a high flexibility in resource allocation andP no longer has a large impact on EE performance. However, with the augment ofP , the UC-FP and NC-FP schemes' EE decline. Note that the transmit power is fixed asP in these two benchmark schemes so that the numerators of the individual EE η k in (5) and NC-EE η in (11) have a logarithmic growth with increasinḡ P while the denominators increase linearly. Hence the gap between the optimal schemes (UC-OPT and NC-OPT) and the benchmark schemes with fixed transmit power (UC-FP and NC-FP) widens in the highP region.
In Fig. 4 , we show the relationship between the number of DA ports and the EE of the considered schemes with 4 users andĒ = 0.2mW. The UC-OPT gains most UC-EE, compared with other UC-EE benchmark schemes (UC-FT, UC-FP) and so does the case of the NC-EE maximization schemes. Note that with the growing number of DA ports, the EE performance of all schemes improves as expected. With more DA ports, i.e., more network resources, we have high flexibility in time allocation and power allocation. Moreover, since the DA ports are uniformly distributed in a fixed area, more DA ports mean shorter average access distances between the users and DA ports. Both reasons lead to better EE performance. However, as for the benchmark schemes with fixed power allocation, we observe a modest decrease in their EE performance with the growth of the number of DA ports. This is because in these two benchmark schemes, all DA ports are turned on and transmit with maximum powerP . As a result, the individual EE η k in (5) and the NC-EE η in (11) experience a linear increase in the denominator while the nominator has a logarithmic increase. The impact of the number of users on the considered schemes is demonstrated in Fig. 5 . As can be seen, the EE performance of the UC-EE maximization schemes (UC-OPT, UC-FT and UC-FP) improve with more users. This is because that the UC-EE maximization schemes all choose the weighted sum EEs of users as their objective functions which increases with the growing number of users. In particular, we observe that the UC-EE maximization schemes' EE tend to be saturated as the number of users increases. The reason accounting for this trend is that each user has minimum harvested energy requirement in this system. When there are more users, i.e., there are limited network resources and growing demand of overall minimum harvested energy requirements, the improvement of UC-EE finally saturates. This reason is also applicable for the decrease in the NC-EE maximization schemes (NC-OPT, NC-FT and NC-FP). Fig. 6 illustrates the EE tradeoff between four users where users 2, 3 and 4, are assigned the same weights, i.e., w 2 = w 3 = w 4 = 1 while the weight of user 1, w 1 is varied between 1 and 8. There are 7 DA ports andĒ = 0.2mW. From Fig. 6 , we can see that with growing w 1 , the EE of user 1 shows an upward trend while the EEs of other users fall.
Based on this trend, we can obtain that the improvement of user's EE performance can be achieved by assigning higher weight, which also means a flexibility of customizing the EE performance of different users. Specially, with increasing w 1 , the EE of user 1 experiences a considerable increase first but finally approaches a maximum value, indicating that assigning higher weight to user has a limit effect on improving its EE performance.
VI. CONCLUSIONS
In this paper, we have investigated energy-efficient resource allocation in WIPT based DAS. Two kinds of EE metrics have been studied, namely, NC-EE and UC-EE. We have formulated the UC-EE and NC-EE maximization problems where the transmit power and time are jointly optimized. As both problems are nonlinear programming problems and thus non-convex, we have proposed iterative algorithms to find the optimal solutions by using some mathematical transformations.
Some valuable insights have been provided through extensive simulations: First, UC-EE always outperforms NC-EE. Second, power allocation is more important than time allocation for improving EE. Third, more users benefit UC-EE but harm NC-EE. APPENDIX A PROOF OF LEMMA 2.1
Firstly we define a set of new variables T k , ∀k as
, ∀k which indicates the total energy consumption of transmitting information to user k. To avoid confusion, for the NC-EE maximization problem, we denote the optimal values of T k and R k as T N C k and R N C k respectively, ∀k . Similarly, in terms of the UC-EE maximization problem, we denote the optimal values of T k and R k as T UC k and R UC k respectively, ∀k. Then we have
and R N C k , ∀k are the optimal values of the NC-EE maximization problem, for the UC-EE maximization problem with the same constraints, we can further derive that
From (60) and (59) we can conclude that UC-EE always outperforms NC-EE.
APPENDIX B PROOF OF LEMMA 3.1 With s, user k's achievable rate R k becomes
To keep R k continuity over 0 ≤ τ k ≤ 1, ∀k, here we define
The objective function of problem (22) can be written as
According to [35] , to prove the concavity of
Here four mutually complementary cases forτ k and τ k are considered by us. 1)τ k > 0 andτ k > 0: In this case,τ is also positive. According to [35] , w k τ k ln 1 + N i=1 h i,k s i,k σ 2 τ k is jointly concave over s and τ k . Then we can further derive that f 1 (s, τ k ) = w k τ k ln 1 +
is also jointly concave over s and τ k . As a result, we have f 1 (ŝ,τ k ) ≥ θf 1 (ṡ,τ k ) + (1 − θ)f 1 (s,τ k ) in this case. 2)τ k > 0 andτ k = 0: In this case, f 1 (s,τ k ) = −β k N i=1s i,k and f 1 (ŝ,τ k ) can be expressed as
So f 1 (ŝ,τ k ) ≥ θf 1 (ṡ,τ k ) + (1 − θ)f 1 (s,τ k ) is proved in this case. 3)τ k = 0 andτ k > 0: Since this case is similar to the second case, we can draw the same conclusion based on the previous analysis. 4)τ k = 0 andτ k = 0: In this case, f 1 (ṡ,τ k ) and f 1 (s,τ k ) equal to −β k N i=1ṡ i,k and −β k N i=1s i,k , respectively. Noting that they are both linear functions. Therefore, f 1 (ŝ,τ k ) ≥ θf 1 (ṡ,τ k ) + (1 − θ)f 1 (s,τ k ) is satisfied. 
