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1. INTRODUCTION 
Let a, b be constants with a # 0 real and 6 # 0 real or complex. Let 
01 > 1 and k, be a solution of a + b&o = 0 and put K = Re k,, . In this note 
we consider solutions of the advanced equation 
x’(t) = ax(t) + h(P) 
which satisfy the a priori estimate 
(1.1) 
x(t) = O((log t)“) as t--j 00. (1.2) 
We show that such solutions are asymptotic, in a sense described below, to 
solutions of the functional equation 
cm(t) + 6X(P) = 0. (1.3) 
This work was motivated by the results in [5] concerning the behavior of 
solutions of the equation y’(x) = a&) + by(hx), A > 1, and the results 
seem to indicate a general property for these types of equations. Other 
related material is given in [3,4, and 61. 
The change of variables U(S) = @os x(exp(es)) converts (1.1) into the 
linear differential-difference equation 
w(s) u’(s) + (kow(s) - 1) 4s) + u(s + c) = 0, (1.4) 
where w(s) = u-%P exp(-es) and c = log 01 > 0. It follows that there are 
solutions of (1 .l) which exist on the half-line [to , oo), to > 1, and are uniquely 
determined by their values on [t a, toa], (cf. [I]). But it is also easy to see that 
any continuous function cp(t) defined on [to , toa] can be uniquely extended to 
[l, t,] as a solution of (1.1). Therefore, in studying asymptotic behavior, 
we shall always assume that the solutions are given on [l , co). 
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Our first statement concerns the a priori estimate (1.2). Let p)(t) = P, 
pO(t) = p(t), ~)“+l(t) = q(qP(t)), n = 0, l,..., . Let 
en(t) = a-” exp((1 - a”) log t) 
for t 2 1, 12 > 0 and define differential operators P,(t, D) by 
P,(t, D) = fi (cm(t) a-ID - l), n = 0, I,...) t 2 1. 
W&=0 
LEMMA 1. Let x(t) be a solution of (1 .l). Then the following statements are 
equivalent. 
(i) x(t) = O((log t>“) as t + co; 
(ii) there exist constants B > 0, to > 1 such that j x(v”(t))l < B( a/b In 
for all to < t < toa, n = 0, 1, 2 ,...; 
(iii) there exist constants B > 0, to > 1 such that ( PJt, D) x(t)/ < B 
for all to < t < to*, n = 0, 1, 2 ,..., . 
Proof. (i) 3 (ii). Assume (i), then there exists M > 0, to > 1 such that 
1 x(t)/ < M(log t)” for t > to. Therefore ( x(@(t))1 < Mol”“(log t>” for 
to < t < tom. Let B = M max,O+.t,ar (log t)“, then [ x(g)“(t))1 < B[ a/b In for 
to < t < toa, n > 0. 
(ii) * (i). Assume (ii), i.e. 1 x(97”(t))/ < B1 a/b In, to < t < tom, n 3 0. 
Let C = max{(a! log to)-K, (log to)+) and M = BC. Let t > to be given, then 
@(to) < t < qP+l(t,) for some n. So to < q-“(t) < q(to) = to” which implies 
that 
1 x(t)1 < B( a/b In = BanK. 
Now q”(t,) < t < q”+l(t,) implies 
a” < (log to)-’ log t < cP+1 
so that 
1 x(t)1 < BarnK < BC(log t)” = M(log t)“. 
(ii) =P (iii). Let x(t) be any solution of (1.1). Then 
x(?(t)) = b-l(x(t) - ax(t)) = b-l(D - a) x(t), 
4+W> = b-1C4dt>) - ~4At>>) = b-W) D - 4 4&)), 
= b-2(cI(t) D - a)(co(t) D - a) x(t). 
Continuing, 
x(q+l(t)) = b-(“+l) mc (cm(t) D - a) x(t) 
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so that 
(b/a)“+lx(g)“+yt)) = P,(t, D) x(t). 
It follows that (ii) and (iii) are equivalent. This proves the lemma. 
2. ASYMPTOTIC DISTRIBUTIONAL BEHAVIOR 
A test function v(s) on (- co, 03) is an infinitely differentiable function with 
compact support. The value of a complex-valued distribution T at a test 
function 9 is denoted by T(q). The distribution T is called periodic of period p 
if WP,,) = T(v) f or all test functions q(s), where qD(s) = ~(s - p). A 
distribution T is called asymptoticah’y zero (denoted by T wd 0) if T(vpn) -+ 0 
for all test functions p)(s) and every increasing sequence (p,} such that 
p, + CO. Two distributions T and S are called asymptotic if T - S Ed 0. 
If T is a distribution defined by locally absolutely integrable function f(s) 
then we write T(y) = Jj(s) v(s) d s w h ere the integration is extended over 
(-00, a>. 
THEOREM 1. Let x(t) be a solution of (1.1) satisfying (1.2). Then there exists 
a unique periodic distribution T of period log OL such that 
If we further assume 
e-“@x(exp(es)) k T. 
x’(t) = O(t-i(log Q-1) as t + co 
then T is determined by a continuous function j(s) of period log cx and 
(2-l) 
x(t) = (log t)” j(log log t) + O((log t)L-l). (2.2) 
Proof. Let U(S) = e-@ x(exp(es)), th en u s is a bounded solution of (1.4). ( ) 
Equation (1.4) can be written 
w(s) eekoSD(u(s) ekes) = u(s) - u(s + c). 
Let d,u(s) = u(s + 11~) - U(S + (n + I)c), n = 0, 1, 2,..., and let p(s) be a 
test function, Then 
1 Q(s) q(s) ds = / v(s) w(s + nc) e-‘@D(u(s + nc) e*@) ds, 
=-~u(~+nc)e”~~D(q~(s)w(s+nc)e~“*)ds. 
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Let 
II P !I1 = -wy%m I ds)l + -myy<m I &)I and M= -y& I w * 
Let Q(s) = M{I w’(s)I + (1 + I Ks 1) I w(s)/}, then Q(s) is integrable on 
LO, ~0) ad 
(2.3) 
where supp v C [a, 61. Let T,, be the distribution defined by 
Tntd = J‘ @(s + nc) p(s) ds, 
then 
u(s + m) = u(s) + “c” {u(s + (K + 1) c) - U(S + kc)} 
k=O 
(2.4) 
implies 
for every m > n. So the sequence {T,} converges to a distribution T and 
Also 
I T(y) - T,(p)1 < II 9 IL Jrn @5(s) ds. a+ne 
T&c) = j- 4s + nc) ~4s - 4 ds = T,,(v) 
implies that T(p,) = T(y), so that T is periodic c. In the same way, we can 
show that for any h > 0, 
Let u be the distribution U(F) = s U(S) v(s) a%, then from (2.4) 
It follows that ~(9~) - T(qh) -+ 0 as h---f a3 for every test function p(s). 
Therefore u(s) -J T and this proves that e-kos x(exp(e8)) .-d T. The 
uniqueness of T follows from the fact that if T, and T, are periodic distribu- 
tions with the same period, then’ T, wd T, implies Tl = T, . 
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If we assume (2.1) then a simple calculation gives 
u’(s) + h+(s) = O(I) as s ---f 00. 
Therefore u(s + c) - U(S) = 0( w s w ic im ( )) h h pl ies there exists M > 0 such 
that 
( d,u(s)j < Me-” e-nc exp(-ences). 
Hence the sequence {u(s + nc)} converges to a continuous periodic function 
f(s) of period c and by (2.4) 
u(s) = f(s) + O(e+). 
This gives (2.2) and completes the proof of the theorem. 
When a > 0 we can show that the correspondence from solutions of (1 .l) 
satisfying (1.2) to periodic distributions is one-one. 
THBOREM 2. Let a > 0 and suppose xl(t), x2(t) are two solutions of (1.1) 
such that 
e-“@x,(exp(e’)) A T and e-?x,(exp(e’)) A T 
where T is aperiodic distribution of period c = log or. Then x,(t) = x2(t) for all t. 
Proof. It suffices to show that every solution of (1.1) satisfying 
e-k@ x(exp(e”)) ma 0 must be zero. Let U(S) = e++ x(exp(e*)) then U(S) is a 
solution of (1.4) and u(s) wd 0, i.e., 
$i j- u(s + h) q’(s) ds = 0 (2.5) 
for every test function v(s). We show that U(S) =_ 0. 
Define differential-difference operators 8,9* by 
=ws) = w(s) u’(s) + (&P(s) - 1) u(s) + u(s + c), 
T*w(s) = {w(s) w(s)}’ - (how(s) - 1) U(S) - w(s - c), 
then 
‘(‘) 9u(s) + +) z*v(S) = $ ] W(S) u(s) w(s) + j-;+’ u(t) ~(5 - c) df/ . 
Let v(s) be a test function with support in [ss , s0 + c] and let U(S) = ~(s + c) 
for ss - c < s < ss . We extend O(S) as a solutlon of 8*a(s) = 0 on the 
half-line [~a , a). Then ‘u(s) E Cm([sO - c, M))) and 
w(s) u(s) w(s) + [‘+’ u(E) ~(4 - c) d,$ = K, 
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constant for all s > s0 . When s = sa then z)(sa) = CJJ(S,) = 0 so that 
K = j”+’ u(f) ~(5 - c) df = j u(s) p(s) ds. 
su 
It suffices to prove K = 0. First we make the change of variables s -+ s + h, 
h > 0, to obtain 
K = w(s + h) u(s + h) TI(S + h) + j”+” u([ + h) ~(6 + h - c) de (2.6) s 
Let #(s) be a test function with support in [s,, , co) such that C(s) > 0, 
J’$(s)ds = 1. W e multiply (2.6) by #J(S), integrate over (- co, CD) and change 
the order of integration to obtain 
K = j u(s + h) zh(s) ds + j u(s + h) wh(s) ds 
where x1(s) = t&s) w(s + h) V(S + A) and 
(2.7) 
w&) = 4s + h - 4 6, VW) &-a 
It is well known that (2.5) implies that the limit holds uniformly on bounded 
sets of test functions. By definition the sets Z = (ah(s): h > 0) and 
w = (WA(s): h 2 0) are bounded sets of test functions if and only if positive 
constants ck , dk can be found such that j aP)(s)[ < ck , j wp)(s)l < dk for 
all s, h and K = 0, 1, 2 ,..., . So we must consider the derivatives of the 
functions w(s) and ru(s) = a-l e@ exp( -es). 
First of all it is easy to see that there exists polynomials X(t) of degree K 
such that 
w’“)(s) = fk(es)w(s). 
Hence there exists positive, continuous, decreasing, integrable functions &k(s) 
and constants B, > 0 such that 
I w’“‘(s)l d QW). 
The function V(S) is a solution of 
(24 
w(s) w’(s) + p(s) w(s) - w(s - c) = 0 (2.9) 
where p(s) = w’(s) - &w(s) + 1. This type of equation was considered in 
[2], and (2.8) implies that (2.9) belongs to the class U,(@, , D, , 0) (cf. [2, 
p. 315’4 for each K > 1, where D, = (1 + 1 & I)Bk: . It follows that (cf. 
[2, Theorem 2, p. 3191) that each derivative G)(s) is bounded on [s,, , CO). 
Therefore Z and W are bounded sets of test functions and (2.5) implies 
K = 0. This proves the theorem. 
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3. CONVERSE THEOREMS 
To each solution of (1.1) satisfying (1.2) we can associate a periodic 
distribution. We consider here the converse problem of whether given a 
periodic distribution T we can find a solution of (1 .l) which is asymptotic 
to T. We show that if T is regular enough then such a solution can be found. 
THEOREM 3. Assume a > 0 and let f(s) be periodic of period c = log 01 
which is Hijlder continuous with exponent 0, 0 < 6 < 1. Then there exists a 
unique solution x(t) of (1.1) such that 
x(t) = (log t)‘“” f (log log t) + O((log t)“-8). (3-l) 
Proof. By integration by parts we can show that if /3, y are real j > 0, 
there exists a constant A = A(& r) > 0 such that 
Itrn (log [)Y e-af d[ < ,f3-l (1 + &) (log t)y e-at, t > 1. (3.2) 
We can choose A = 0 when y < 0 so that we can take a uniform A whenever 
y is bounded above. 
Let f(s) be periodic of period c and Holder continuous with exponent 
e,o <e 9 1, 
If(%) - f(Q)1 d MI Sl - % I@* (3.3) 
Let x,(t) = (log t)lof(log log t) f or t > p > 1, then x,(t) satisfies (1.3). 
Define a sequence {x*(t)> recursively by 
xl(t) = aeat 
s g @‘[x0(E) - x0(t)> dt, (3.4) t 
xn+l(t) = -beat It; e-a”x,(e) d[, (3.5) 
for n > 1, t > p > 1. We prove that there exists a constant K > 0 such that 
I %+1(t)l < KY-ne exp{olA/(cll - I)t log t)(log t)r-* (3.6) 
for n > 0, t > p > 1 and that the series 
x(t) = f Gdt> 
n=O 
(3.7) 
defines a solution of (1.1) which satisfies (3.1). By Theorem 2 this solution is 
unique. 
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By definition of xl(t) we have 
xl(t) = ae”tf(log log t) J‘p e-“‘{(log Qko - (log +} df 
+ aeat 
s m e+(log E)ko {f(log log 8) - f(l0g log t)} & t 
= aeatf(log log t) II + aeatIg . 
Integrating by parts and using (3.2) gives 
I 4 I d I ho I a-l Sp e-@‘&--l(log l)K--l. df < const(log ,>,-I e-at. 
From (3.3) we have 
1 f(log log f) - f(log log t)i < MJ log log 5 - log log t 10 
< M(log q8(log [ - log t)B, t>t>p>1, 
and (log 6 - log t)e < 1 + log e - log t implies 
I f&s log 5) - f(log 1% t>l < Jqlog q-y 1 + log 5 - log t) (34 
for 5 > t > p > 1. Therefore, 
e-“‘(log 5)” (1 + log 5‘ - log t) d[. 
Let Is denote the last integral, then integrating by parts gives 
Is = a-le-at(log t)” + a-l Srn e-??l(log t)K-l (1 + log t - log t> d.f 
t 
+a-l/* e-Of 5-l (log 6)” dt. 
t 
Inspecting each of these integrals and using (3.2), we see that 
11s 1 < const(log t>” coat 
so that 
1 Is 1 < const(log t),-e e-“*, t>p>1. 
It follows that there exists K > 0 such that 
I ml < qog we, t>:>1. 
This proves (3.6) for tl = 0. 
ASYMPTOTIC BEHAVIOR OF SOLUTIONS 753 
Now assume (3.6) is true for n = k - 1, then from (3.5) 
\ ~k+~(i)l < K ) b / cx-(k-l)eaK-e s tm e-a(f-t)(log [)K--8 exp [(a _ lfP log I/ de 
I (+& _ &z log t is 
m 
G dkks exp t e- 
aE-t)(log .f)K-8 & 
d Ka-ks exp I (a - & log t il l + t log t 
L/ (log q-0. 
Since 
exp I (a - I& log t i 1 + & 1 1 I Geexp (a- l&logt +&I 
I otA = exp (a- 1)tlogt 1 
for t 3 p > 1, we see that (3.6) is true for n = k. 
Therefore the series (3.7) is uniformly convergent on compact subsets of 
(1, co) and 
I x(t) - x&l Q K exp I( a _ yft log J (log Ye ,$ oe 
= K exp (~ _ yft log t (1 - 01-~)-l (log t>,-e. 
I i 
Consequently x(t) satisfies (3.1). Let D = d/dt, then by (3.4) and (1.2) we 
have 
(D - a){x,(t) + x1(t)) = -ax,(t) = bx,(P) 
and by (3.9, 
(D - a) Xn+l(t) = bx&“). 
So we may apply the operator D - a term-by-term to series (3.7) and obtain 
P - 4 x(t) = (D - 4 k%(t) + x1(t)> + f CD - 4 %+1(t) 
11=1 
= bx,(ta) + f lxx&y = bx(P). 
n=l 
So x(t) satisfies (1.1) and is unique by virtue of Theorem 2. This proves the 
theorem. 
There is a corresponding result for the case a < 0 except that uniqueness 
no longer holds. 
409/44/3-I5 
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LEMMA 2. Assume a < 0, then there exists a unique solution xa(t) of (1.1) 
such that e-atx,(t) -+ 1 as t -+ co. If x(t) is any solution of (1.1) such that 
x(t) = o((log t)K) then there exists a constant d such that x(t) = dx,(t) for all 
t>1. 
Proof. We introduce a change of variables z(t) = e-atx(t) in (1.1) to 
obtain the equation. 
z’(t) = b exp(-( a I(t” - t))z(t”). (3.9) 
This type of equation is considered in [6] and it is shown that if p > 1 
sufficiently large, there exists a unique solution za(t) of (3.9) on [p, CO) such 
that za(t) -+ 1 as t + co. We define xa(t) = e%,(t) for t > p and extend 
xa(t) to [l, co). Then xa(t) is unique and e-%,(t) --f 1 as t ---f co. 
Let x(t) be any solution of (1.1) such that x(t) = o((log t)“) as t + CO. 
We first show that there exists u > 0 such that 
x(t) = O(e*t). (3.10) 
We shall need the following inequality: 
I t (log 4)’ eBE d,$ < 8-l 11 + $&I (log t>’ eet, tap>1 (3.11) P 
where y, ,E are real; /3 > 0 and A = A(y, /I, p) > 0 may be chosen zero if 
y > 0. It follows we can choose a uniform A when y is bounded below and p 
is bounded away from 1. 
From (1.1) we obtain 
x(t) = x(p) eaft-O) +bj-’ e@ t-t)x( p) df, t>p>l. (3.12) 
I) 
Let K(R) = suptSR,r(log t)-“1 x(t)], then K(R) J 0 as R -+ co and from 
(3.11), (3.12) 
K(t) < K(p) eacteo) + K(P”) (1 + &) , t 3 P > 1. 
We fix p large enough so that K(p) < 1, then t > p implies 
K(t) < eact+) + K(P) (1 + 6) . 
Let T, = 3p, then t > T, and a < 0 implies 
ea(t-P) ( @t/2. 
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Put c = 1 a 112 > 0, then 
Let q(t) = t”, ‘pe+l(t) = y(y%(t)), th en repeated use of the last inequality 
gives 
K(t) f e-ct + 2 exp(-f@(t)) 1%: (1 + A 
n=1 WI-0 aim log t 
+ K(F+Yt)> fi (1 + ,;“,, t ) ’ t >, To, N = 1, 2,.... 
W&=0 
The finite products converge and are uniformly bounded above by a constant 
M = M(p, K, u) > 0 for t > To . Since K(pn(t)) ---f 0 as n -+ cc we obtain, 
with TO(t) = t, 
K(t) d m 2 exp(--cvV)), t > T,,. 
T&=0 
It follows that there exists o, 0 < (J < c, such that K(t) = O(e-Ut) as t + 00. 
By taking u smaller, if necessary, we obtain (3.10). 
Now from (3.10), (3.12) there exists M > 0 such that 
1 .x(t) e-at - x(p) e+ 1 < M 1 jO” exp( --at - I@) d[ / , x, p > 1. 
Since u > 0 and OL > 1 it follows that e-Qtx(t) converges as t -+ co. Let d 
denote this limit and z(t) = e-“$(x(t) - dx,(t)). Then z(t) is a solution of 
(3.9) and z(t) -+ 0 as t + co. It follows that (cf. [6, p. 3741) for p sufficiently 
large, z(t) = 0 for t >, p. So x(t) = dx,(t) for t > p and consequently for 
t > 1. This proves the lemma. 
THEOREM 4. Assume a < 0 and let x,(t) be giwen by Lemma 2. Iff(s) is 
a periodic function of period log OT which is Hiilder continuous with exponent f?, 
0 < 0 < 1, then there exists a solution x(t) of (1.1) satisfying (3.1). Furthermore 
x(t) is unique up to multiples of x,(t). 
Proof. The proof is similar to the argument for Theorem 3 where we use 
(3.11) in place of (3.2). We only sketch the details. Let 
x,(t) = (log t)““f(log log t>, 
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t > 1 and define {zn(l)j recursively by 
s 
t x1(t) = ---a ea(t-f)xo(f) de - x,,(t), 
0 
~~+~(t) = b j t e5( t-%,(p) d[, 
P 
for t 2 p > 1, n 3 1. Then, as before in Theorem 3, we can show the 
existence of a constant K > 0 such that 
1 x,+,(t)/ < KY-ne (1 + $,” (log iye 
for t > p > 1, H > 0. Choosing p so that 1 + p-lA < LYE makes the series 
x(t) = : “Q(t) 
VI=0 
converge and defines a solution of (1.1) satisfying (3,l). Such a choice of p of 
possible since we have a uniform A when p is bounded away from 1. The 
uniqueness statement for x(t) is a consequence of Lemma 2. 
4. THE CASE a =0 
For the equation 
x’(t) = bx(P), ol>l (4.1) 
we have a much more complete asymptotic theory. This is because we can 
convert (4.1) into an equation of the type considered in [5]. For this purpose, 
let p = (a - 1)-l > 0 and x(t) be any solution of (4.1). Then an easy 
computation shows that the function y(s) = e@x(ea) satisfies 
Y(S) = PYW + bYb-99 s 2 0. 
From Theorems 8 and 11 of [5] we have the following result. 
THEOREM 5. Let co = -(log IX)-’ log ZJ(~ - 1) and a0 = Re co . 
(i) If x(t) is any solution of (4.1) such that 
e++ exp(pe”) x(exp(e’)) A 0 
then x(t) = 0 for t 3 1. 
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(ii) Given any periodic distribution T of period log OL there exists a unique 
solution x(t) of (4.1) such that 
e -W exp(pe”) x(exp(es)) A T. (4.2) 
Furthermore on any interval I = [s,, , aso], t, > 1, there exists M > 0, K > 0 
such that 
for all s E I. 
(iii) G&n any solution x(t) of (4.1) which satisfies (4.3) on some interval 
I = [% 7 ors,] there exists a unique periodic distribution T of period log 01 such 
that (4.2) holds. 
(iv) If T is dejned by a periodic function f(s) of period log 01 which is 
H6Zder continuous with exponent 8, 0 -=c 0 < 1, then (4.2) can be explicitly 
writ ten 
t”x(t) = (log t)““f(log log t) + O((log tp-“). 
Remarks. From Theorem 5 it seems that there should also be some 
necessary and sufficient conditions on solutions of (l.l), when a # 0, to 
obtain the result of Theorem 1. These conditions would involve properties 
of the derivatives on an interval [to , taa] (cf. (1.5)) but the author has not yet 
discovered them. 
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