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Generalized Hook and Content Numbers Identities—The Projective
Case
AMITAI REGEV†
The study of identities of hook pairs and of content pairs of partitions in [3] is continued. For a
strict partition λ = (λ1 > · · · > λk ) let µ = (λ1, . . . , λk | λ1 − 1, . . . , λk − 1) in the Frobenius
notation. It is proved that for such partitions there are refinements of the identities in [3], and further
identities exist which arise from half of each of the diagrams involved.
c© 2000 Academic Press
1. INTRODUCTION AND THE MAIN RESULT
This paper continues [3]. In particular, it uses the same notation. One of the main results
in [3] is Theorem 1 there, which gives certain identities between multisets of hook pairs and
of shifted content pairs for various related skew diagrams. Here we prove a refinement of that
theorem for partitions µ = (λ1, . . . , λk | λ1−1, . . . , λk−1) (Frobenius notation) constructed
from strict partitions λ = (λ1, . . . , λk), (λ1 > · · · > λk > 0). This might be called ‘the
projective case’ of these identities since, by Schur’s theory [1, 2], these partitions parametrize
the projective characters of the symmetric groups. In particular, degrees of irreducible such
characters are given by a hook formula for such µ [1], [2, III, 8, Example 12]. For such µ,
Theorem 1 below gives an obvious refinement of [3, Theorem 1.a]. To state it we need to
introduce some notation.
Let λ = (λ1, . . . , λk), (λ1 > · · · > λk), µ = (λ1, . . . , λk | λ1 − 1, . . . , λk − 1) and let
a ≥ λ1. Follow [4] and construct SQ(µ) = SQ(a, µ), but with the a × (a + 1) rectangle
R(a) instead of the λ1 × (λ1 + 1) rectangle R(λ1); see Figure 1.
Here A = R(a)−µ∗ and SQ(a, µ) = A1 ∪ A ∪ A2. As indicated by Figures 2 and 3, each
of µ, R(a) and A is split into two halves: µ = p(µ) ∪ q(µ), R(a) = p(R(a)) ∪ q(R(a))
and A = p(A) ∪ q(A); Figure 2 gives the splitting of µ and Figure 3—that of R(a). Clearly,
q(µ) = SD(λ) is the shifted diagram of λ and p(µ) = SD(λ)′ is its conjugate. Note that the
border line between p(R(a)) and q(R(a)) also splits area A of Figure 1 into A = p(A)∪q(A):
see Figure 4.
For the definitions of hook pairs and of shifted content pairs, see [3]. Let H Pµ(p(µ)) de-
note the multiset of the µ hook pairs in p(µ). Similarly, for H Pµ(q(a)), H PR(a)(p(R(a))),
H PR(a)(q(R(a))), H PSQ(a,µ)(p(A)), H PSQ(a,µ)(q(A)), H PSQ(a,µ)(A1), and H PSQ(a,µ)
(A2).
For example, let λ = (3, 1), a = 3. Then µ = (4, 3, 1) and we have
H Pµ(p(µ)) = {(0, 0), (1, 0), (2, 1), (3, 2)}
H Pµ(q(µ)) = {(0, 0), (0, 0), (1, 1), (2, 1)}
H PR(a)(p(R(a))) = {(1, 0), (2, 0), (3, 0), (2, 1), (3, 1), (3, 2)}
H PR(a)(q(R(a))) = {(0, 0), (0, 1), (1, 1), (0, 2), (1, 2), (2, 2)}
H PSQ(a,µ)(p(A)) = {(0, 0), (2, 1)}
H PSQ(a,µ)(q(A)) = {(0, 0), (1, 0)}
H PSQ(aµ)(A1) = {(0, 0), (1, 0), (1, 1), (2, 0), (2, 1), (3, 0), (3, 1), (3, 2)}
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and
H PSQ(aµ)(A2) = {(0, 0), (0, 1), (1, 1), (0, 2), (1, 2), (2, 1), (2, 2), (3, 2)}.
The main result of this paper is the following theorem.
THEOREM 1. Let λ = (λ1, . . . , λk), (λ1 > · · · > λk > 0) be a strict partition. Let µ =
(λ1, . . . , λk | λ1 − 1, . . . , λk − 1) in the Frobenius notation, let a ≥ λ1 and follow the above
constructions and notation. Then the following two identities hold between multisets of hook
pairs:
H PSQ(a,µ)(q(A)) ∪ H PSQ(a,µ)(A2) = H Pµ(p(µ)) ∪ H PR(a)(q(R(a))) (1.1)
H PSQ(a,µ)(p(A)) ∪ H PSQ(a,µ)(A1) = H Pµ(q(µ)) ∪ H PR(a)(p(R(a))). (1.2)
REMARK. Note that the multiset union of the left-hand sides of (1.1) and of (1.2) equals
H PSQ(a,µ)(SQ(a, µ)), while that of the right-hand sides equals H Pµ(µ) ∪ H PR(a)(R(a)).
By [3, Theorem 1.a] these two multisets are equal, hence it suffices to prove just, say, (1.1).
This is done in the next section.
As in [3], apply f : Z2 → Z, f (u, v) = u + v + 1, so that the hook pair (a(x), `(x))
becomes the hook number h(x) = f (a(x), `(x)). Denote by Hµ(p(µ)) the multiset of the µ-
hook numbers in p(µ), and similar notations for the other multisets. Applying f to Theorem 1
we obviously have the following theorem.
THEOREM 2. With the notation of Theorem 1, the following two identities hold between
multisets of hook numbers:
HSQ(a,µ)(q(A)) ∪ HSQ(a,µ)(A2) = Hµ(p(µ)) ∪ HR(a)(q(R(a))) (2.1)
HSQ(a,µ)(p(A)) ∪ HSQ(a,µ)(A1) = Hµ(q(µ)) ∪ HR(a)(p(R(a))). (2.2)
REMARK. It can be shown that HSQ(a,µ)(A1) = HSQ(a,µ)(A2) (this is not true for the
‘H P’ multisets) and that∏
x∈p(A)
hSQ(a,µ)(x) = 2a−`(λ)
∏
x∈q(A)
hSQ(a,µ)(x).
A1
A2
µ
*
A
FIGURE 1. SQ(a, µ) where λ = (5, 2), µ = (5, 2 | 4, 1), a = 8.
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p(µ)
µ=
q(µ)
FIGURE 2.
and
q(R(µ))
p(R(µ))
R (µ) =
FIGURE 3.
A1
A2
p(A)
q(A)
µ*
FIGURE 4. (with a = λ1).
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2. THE PROOF OF THEOREM 1
As remarked right after Theorem 1, it suffices to prove (1.1).
The proof has four inductive steps.
Step 1: Assume true (i.e. (1.1) is true) for λ and some a ≥ λ1, and prove for that λ and for
a + 1.
Step 2: By induction on λ1 ≥ 1 prove true for λ = (λ1) and a = λ1; i.e., assume true for
λ = (λ1) with a = λ1 and prove for λ¯ = (λ1 + 1) and a¯ = λ1 + 1.
Step 3: Let λ1 = λ2 + 1, a = λ1, η = (λ2, λ3, . . .), (λ2 > λ3 > · · ·), assume true for η and
a and prove for λ and a + 1.
Step 4: Assume true for λ = (λ1, λ2, . . .), (λ1 > λ2 > · · ·) and a = λ1 and prove for
λ¯ = (λ1 + 1 > λ2 > · · ·) and a¯ = λ1 + 1.
Step 2 proves the theorem for any λ = (λ1). Steps 3 and 4 together allow one to add new
rows to λ. Since any diagram is obtained by successively adding rows, this proves the theorem.
In each of these four inductive steps a parameter is increased by 1: a to a + 1 in Step 1,
a = λ1 to a + 1 = λ1 + 1 in Step 2, etc. On both the left-hand side (l.h.s.) and the right-hand
side (r.h.s) of (2.1) changes occur in the multisets of the hook pairs. We calculate the changes
on both the l.h.s. and r.h.s. of (2.1) and prove they are equal, in each of these four steps.
PROOF OF STEP 1. Here the increase (λ, a) → (λ, a + 1) adds the multiset of pairs
{(0, a), (1, a), . . . (a, a)} to both sides. On the l.h.s., µ is unchanged, while q(R(a + 1)) is
increased (from q(R(a))) by a top row of length a+1—clearly with the above hook pairs. On
the r.h.s., comparing r.h.s. (λ, a) with r.h.s. (λ, a+ 1) for q(A) and A2, we see that a (broken)
top row of length (again) a + 1 is added, and exactly with these additional hook pairs. This
proves Step 1. 2
PROOF OF STEP 2. Let λ = (λ1) and assume true for (λ1) with a = λ1. By Step 1 it
implies true for (λ1) with a¯ = λ1 + 1. Prove for λ¯ = (λ1 + 1) and a¯ = a + 1. Here
µ = (λ1 | λ1 − 1) and we denote µ¯ = (λ1 + 1 | λ1). Examine the changes on the left and
right of (2.1) as (λ, a¯) is replaced by (λ¯, a¯). Denote these changes by l.h.s. (µ, µ¯) and r.h.s.
(µ, µ¯) respectively. On the right of (2.1) only µ is changed to µ¯ and, trivially, r.h.s. (µ, µ¯) =
{(0, λ1 − 1), λ1 + 1, λ1)} − {(λ1, λ1 − 1)}.
Examine l.h.s. (µ, µ¯) (following the corresponding Figure 4). In the transition λ1 → λ1+1,
the pairs in the right column are lifted one cell higher, but are unchanged. There is a new (left)
cell—with (λ1 + 1, λ1) in it—in the (λ1 + 2)th row from bottom. Apart from this new cell
and the (λ1+ 1)th row from bottom, all other pairs are unchanged. In that (λ1+ 1)th row it is
easy to see that the only changes are as follows.
(1) The previous right cell belongs to the right column (and it was ‘pushed up’ unchanged).
A new pair (0, λ1 − 1) appears in the right cell.
(2) The left pair (λ1, λ1 − 1) disappeared, and hence is deleted.
Thus, also l.h.s. (µ, µ¯) = {(0, λ1 − 1), (λ1 + 1, λ1)} − {λ1, λ1 − 1}, which proves Step 2. 2
PROOF OF STEP 3. Let λ1 = λ2 + 1, a = λ1, η = (λ2, λ3, . . .), assume true for (η, a) and
prove for (λ, a + 1). Denote µ = (λ2, λ3, . . . | λ2 − 1, λ3 − 1, . . .) and µ¯ = (λ1, λ2, . . . |
λ1 − 1, λ2 − 1, . . .) in the Frobenius notation. As usual, we now calculate the changes l.h.s.
(µ, µ¯) and r.h.s. (µ, µ¯). Refer now to Figure 4: in the transition (µ, a) → (µ¯, a + 1), q(A)
and its pairs are unchanged.
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Let A¯2 denote the area A2 in Figure 4 of µ¯, while A2 corresponds toµ. By [3, Theorem 1.b],
H P(A2) = C Pa(µ) and H P( A¯2) = C Pa+1(µ¯). It follows that l.h.s. (µ, µ¯) = C Pa+1(µ¯)−
C Pa(µ).
Comparing C Pa+1(µ¯) with C Pa(µ) we see that C Pa+1(µ¯) contains (cellwise) C Pa(µ),
with new pairs added at the top row and at the right (broken) column. The shifted content pairs
at the top row, without the right cell, which belongs to the right column, are {(0, λ1), (1, λ1),
. . . , (λ1, λ1)}, which is exactly the change on the right of (2.1) in the rectangular parts:
H P(q(R(a + 1)))− H P(q(R(a))) = {(0, λ1), (1, λ1), . . . , (λ1, λ1)}.
Clearly, H Pµ¯(p(µ¯)) − H Pµ(p(µ)) are hook pairs in µ¯ in its first column, and these are the
shifted content pairs cpa+1(x) for x in the right (broken) column of µ¯: for any partition η,
hpη(i, 1) = (ηi − 1, η′1 − i) = cpη′1(i, ηi ). The Proof of Step 3 therefore follows. 2
PROOF OF STEP 4. Assume true for λ = (λ1, λ2, . . .) with a = λ1 and prove for λ¯ =
(λ1 + 1, λ2, . . .) with a¯ = λ1 + 1. Denote µ = (λ1, λ2, . . . | λ1 − 1, λ2 − 1, . . .), µ¯ =
(λ1 + 1, λ2, . . . | λ1, λ2 − 1, . . .) in the Frobenius notation. To µ correspond A, q(A) etc and
to µ¯ correspond A¯, q( A¯), etc (see Figures 1–4). For example, R = R(a) and R¯ = R(a + 1).
We analyse l.h.s. (µ, µ¯) and r.h.s. (µ, µ¯).
By definition, r.h.s. (µ, µ¯) = H Pµ¯(p(µ¯)) − H Pµ(p(µ)) + H PR¯(q(R¯)) − H PR(q(R)).
As in Step 3, H PR¯(q(R¯))− H PR(q(R)) = {(i, λ1) | 0 ≤ i ≤ λ1}. The first column of p(µ)
is that of µ; similarly for µ¯. Except for these two first columns, the hook pairs in the rest of
p(µ) are equal—cellwise—to those in the rest of p(µ¯). Let P¯1 denote the hook pairs in the
first column of µ¯ and P1− those in the first column of µ.
We conclude r.h.s. (µ, µ¯) = {(i, λ1) | 0 ≤ i ≤ λ1} + P¯1 − P1.
Next calculate l.h.s. (µ, µ¯):
l.h.s. (µ, µ¯) = H P(q( A¯))− H P(q(A))+ H P( A¯2)− H P(A2).
By [3, Theorem 1.b],
H P( A¯2)− H P(A2) = C Pa+1(µ¯)− C Pa(µ). 2
LEMMA 1. As multisets, C Pa+1(µ¯) − C Pa(µ) = C Pa+1 (top row of µ¯)−[C Pa (bottom
row of µ)−(0, 0)]. Here C Pa+1 (top row of µ) are the a + 1 shifted content pairs in the top
row of µ¯; similarly for C Pa (bottom row of µ).
PROOF. To (i, j) ∈ µ corresponds cpa(i, j) = ( j−1, a−1) = cpa+1(i+1, j). In general,
1 ≤ i ≤ µ′j for (i, j) ∈ µ hence i + 1 ≤ µ¯′j for (i + 1, j) ∈ µ¯. Note that µ′1 = λ1 = a and
µ¯′1 = λ1 + 1 = a + 1, while µ′j = µ¯′j if 2 ≤ j . For j = 1, the restrictions 1 ≤ i ≤ µ′1 and
i+1 ≤ µ′1+1 imply that 1 ≤ i ≤ µ′1. Similarly, when j ≥ 2 we deduce that 1 ≤ i ≤ µ′j −1,
(and 2 ≤ i + 1 ≤ µ¯′j = µ′j ).
To calculate C Pa+1(µ¯) − C Pa(µ), delete equal pairs in the j th column. In each column,
the top pair is undeleted. In the first column, the rest of the pairs in µ¯ and all those in µ are
cancelled. In all other columns the bottom pair in µ is uncancelled. This clearly proves the
lemma. 2
Note that
C Pa+1(top row of µ¯) = {(i, a) | 1 ≤ i ≤ a+1} = {(a+1, a)}∪[H PR¯(q(R¯))−H PR(q(R))].
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Note also that
H P(q( A¯))− H P(q(A)) = H P(top row of q( A¯)) def= H P(top (q( A¯))).
Thus, after the obvious cancellations, we can conclude that Step 4 will be proved once we
prove that
P¯1 − P1 = H P(top (q( A¯)))− C Pa(bottom row of µ)+ {(0, 0), (a + 1, a)}. (∗)
The proof of (∗) obviously follows from Lemma 2 below, which holds for arbitrary diagrams,
and has some interest on its own.
It is easy to check that
H P(top (q( A¯))) = {( j, µ′1 − µ′j+1) | 0 ≤ j ≤ µ1 − 1}.
DEFINITION. Let µ be any diagram (i.e. not necessarily of the form (λ1, λ2, . . . | λ1 −
1, λ2 − 1, . . .)). Define tp(µ) = {( j, µ′1 − µ′j+2) | 0 ≤ j ≤ µ1 − 2}.
LEMMA 2. Let µ = (α1, . . . , αk | β1, . . . , βk) be arbitrary, and let µ¯ = (α1 + 1, α2, . . . ,
αk | β1 + 1, β2, . . . , βk) in the Frobenius notation. Let 1c and 1r be the following multisets:
1c = H Pµ¯(left column of µ¯)− H Pµ(left column of µ)
1r = tp(µ)− C Pβ1+1(bottom row of µ)
(β + 1 = µ′1).
Then, as multisets, 1c = 1r + {(0, 0), (α1 + 1, β1 + 1)}.
REMARK. If µ¯ = (α1, . . . , αk | β1 + 1, β2, . . . , βk), the same proof yields that 1c =
1r + {(0, 0), (α1, β1 + 1)}.
PROOF. If β1 = β2+1 (i.e. µ′1 = µ′2) then (0, 0) ∈ H Pµ¯ (left column of µ¯), (0, 0) /∈ H Pµ
(left column of µ), hence (0, 0) ∈ 1c. Always (0, 0) ∈ C Pβ1+1 (bottom row of µ). When
µ′1 = µ′2, (0, 0) ∈ tp(µ), hence (after cancellation), (0, 0) /∈ 1r . If µ′1 	 µ′2, similar
arguments show that (0, 0) is cancelled in 1c and (0, 0) /∈ tp(µ), hence −(0, 0) ∈ 1r .
Next check (α1 + 1, β1 + 1) : (α1 + 1, β1 + 1) is the hook pair of x = (1, 1) ∈ µ¯ and it
does not appear in any other of the multisets in 1c and in 1r . These arguments take care of
{(0, 0), (α + 1, β1 + 1)} in the lemma.
We now prove that after cancellations, any other pair in 1c also appears in 1r —and with
the same sign, and vice versa. Calculate first 1c.
In µ, hpµ(i, 1) = (µi − 1, µ′1 − i) = cpµ′1(i, ui ). Write this pair hpµ(i, 1) in the cell
(i, µi ) of µ (instead of on the cell (i, 1)). Thus the pairs of H Pµ (left column of µ) are now
in the (broken) rightmost column of µ, and with minus sign. Now analyse the left column of
µ¯ : hpµ¯(µ′1+1, 1) = (0, 0) (since µ′1+1 = µ¯′1 	 µ′2). Clearly, hpµ¯(1, 1) = (α1+1, β1+1).
If 2 ≤ i ≤ µ′1 then hpµ¯(i, 1) = (µi − 1, µ′1 − i + 1). Write that pair in the (i, µi + 1) cell,
i.e. in the i th row, just outside µ. For example, if µ = (3, 3, 1, 1) = (2, 1 | 3, 0), the rim of µ
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with these pairs is
+(0, 2)
+(0, 1)
–(0, 1)
–(0, 0)
+(2, 4)
+(2, 3)
–(2, 3)
–(2, 2)
In general, along the rim of µ we have
–( j–1, µ′ – i) +(  j–1, µ′ – i+1)1 1
Cancelling equal + and − pairs, the only uncancelled pairs are those nested in the corners
of that rim, both inside (with minus) and outside (with a plus) (the only exception is the top
outside pair (α1 + 1, β1 + 1)).
NOTE. The inside pairs are completely determined by their coordinate distances from the
cell (µ′1, 1), while those outside, by their coordinate distances from the cell (µ′1 + 1, 2).
A similar calculation now applies to 1r . First, write the pairs of C Pµ′1 (bottom row of µ)
in their corresponding cells inside µ, and with minus. Again, each such pair is determined by
the coordinate distances of its corresponding cell from the cell (µ′1, 1).
Next, insert the pairs of +tp(µ) = {+(0, µ′1 −µ′2),+1(1, µ′1 −µ′3), . . .} into the (broken)
row just below (i.e. outside) µ, starting with +(0, µ′1 − µ′2) in the (µ′2 + 1, 2) cell. From
the definition of tp(µ) it easily follows that each pair of tp(µ) is now determined by the
coordinate-distances of its corresponding cell from the cell (µ′1 + 1, 2).
Thus, along the rim of µ we now have
–( j+1, s)
+( j, s)
Again, cancellations leave only the pairs nested in the corners, equal to those in the ‘column’
case, and with the same corresponding signs ±.
This completes the proof of the lemma, hence of Step 4, hence of Theorem 1.
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