Methods based on multiple-point statistics (MPS) have been routinely used to characterize complex geological formations in the last decade. These methods use the available static data (for example, measured conductivities) for conditioning. Integrating dynamic data (for example, measured transient piezometric head data) into the same framework is challenging because of the complex non-linear relationship between the dynamic response and geology. The Ensemble PATtern (EnPAT) search method was recently developed as a promising technique to handle this problem. In this approach, a pattern is postulated to be composed of both parameter and state variables, and then, parameter values are sequentially (point-wise) simulated by directly sampling the matched pattern from an ensemble of training images of both geologic parameters and state variables. As a consequence, the updated ensemble of realizations of the geological parameters preserve curvilinear structures (i.e., non-multiGaussanity) as well as the complex relationship between static and dynamic data. Moreover, the uncertainty of flow and transport predictions can be assessed using the updated ensemble of geological models. In this work, we further modify the EnPAT method by introducing the pilot-point concept into the algorithm. More specifically, the parameter values at a set of randomly selected pilot point locations are simulated by the pattern searching procedure, and then a faster MPS method is used to complete the simulation by conditioning to the previously simulated pilot point values. This pilot point guided MPS implementation results in lower computational cost and more accurate inference of the parameter field. In addition, in some situations where there is sparsity of measured geologic static data, the EnPAT algorithm is extended to work only with the dynamic data. We employed a synthetic example to demonstrate the effectiveness of pilot points in the implementation of EnPAT, and also the capability of dynamic data to identify complex geologic structures when measured static data are not available.
Introduction
Inverse methods developed to work in conjunction with multiple-point-based simulation methods are proposed to couple the EnKF and a mixture of Gaussian models as well as localization techniques in order to improve the performance for fluvial models. Sarma and Chen [42] developed a kernel EnKF to preserve the parameter and state variables to marginal Gaussian distributions through the normal-score transformation 66 before implementing the updating step in EnKF. Jafarpour and Khodabakhshi [44] suggested updating the 67 ensemble mean of several MPS-based permeability realizations using EnKF and subsequently use the updated 68 ensemble-mean values as soft data to regenerate updated models using the MPS approach. Hu et al. [45] 69 proposed to update the uniform-score random numbers used to draw outcomes from the MPS conditional 70 distributions, using the EnKF. 
82
In this work, we further improve the performance of the EnPAT algorithm [48] by implementing the pilot-83 point concept as done in the sequential self-calibration method [16, 19] . More specifically, the conductivities 84 at pilot point locations are generated through the EnPAT scheme, and then a fast MPS method is used to 85 generate updates of the initial ensemble conditioned on the pilot-point parameter values. We demonstrate 86 this algorithm on a synthetic data set. Moreover, in some cases, hard data (i.e., conductivity values used to 87 condition the conductivity realizations) may be unavailable and only well responses may exist to generate 88 the ensemble of aquifer models. We extend the EnPAT algorithm to condition only on the dynamic data 89 in order to recognize curvilinear geologic structures. Lastly, we demonstrate the algorithm for conditioning 90 to fully transient flow response information. In these demonstrations, we track the evolution of models as 91 dynamic data is integrated sequentially in time.
92
The rest of the paper is organized as follows. Section 2 outlines the improved EnPAT methodology 93 and details the significance of the use of pilot points in this new algorithm. Next, in Section 3, numerical experiments are employed to demonstrate the proposed method. Then in Section 4, the influence of the 95 number of pilot points on the results is analyzed. The paper ends with summary and conclusions. (e.g, conductivity) but also includes state variables (e.g., piezometric head); (2) an ensemble of realizations 102 both for the geologic parameters as well as for state variables are used as multiple training images. Li et al.
103
[48] further improved the algorithm by simultaneously estimating both geologic and state variables, resulting 104 in a better characterization of permeability/conductivity at both large and small scales.
105
In this work, the ensemble pattern-search algorithm is coupled with the pilot-point concept commonly method as shown in the paper by Li et al. [48] . In this paper, we employ a finite set of pilot points in order to 111 render the process of simultaneously searching for both the conducutivity and head pattern computationally 112 fast. Thus, the basic idea is to use the original pattern search method to simulate the conductivity at the 113 pilot points conditioned to the pattern of both conductivity and head data in the neighborhood of the pilot 114 point. Subsequently, the ensemble direct sampling MPS (Zhou et al. [47] ) is used to complete the subsurface 115 models conditioned on the previously simulated pilot point values. To achieve this, once the number and 116 location of pilot points are defined, the corresponding constraints (both k and h) on the nodes are enforced 117 to simulate the conductivities. When the conductivities at all the pilot points are estimated, the simulation 118 continues to simulate conductivity values at all remaining nodes conditioned to the values at the pilot point 119 locations. The pilot point locations are sampled at random from the entire simulation domain.
120
The specific implementation of the EnPAT algorithm can be summarized as follows: ductivity data using traditional MPS methods such as SNESIM [4] . It is assumed that the model is solved from time zero to t using a standard numerical simulator, i.e.,
Y k and Y 0 denote the simulated piezometric head at time t = k and the initial head at time t = 0, 
132
The ensemble of conductivity realizations at t = k − 1 (i.e. X k−1 ) plus the corresponding ensemble
133
of simulated piezometric head at t = k (i.e. Y k ) can be used as the ensemble of training images to 134 simulate the ensemble conductivity at t = k (i.e. X k ) using the following pattern search method. 
137
(a) Start the loop to estimate the conductivity realization r = 1 at t = k (i.e., X k ). ii. Build the conditioning pattern, which is composed of geologic parameter (e.g., conductivity)
145
and state (e.g., head) variables (see Figure 2A) . The conductivity and head data in the the size of pattern is usually large, which is good for the estimation of conductivity at the 150 large scale such as the channels (see Figure 2A) ; when the available conditioning data becomes 151 dense (at later stages of the simulation), the pattern in a smaller area around the simulation 152 node will be searched, which is beneficial for the simulation of smaller scale features ( Figure 2B ). This scheme with flexible pattern size is thus equivalent to the multiple grid approach in 
157
Note that, if the simulation is at the early stages and no hard data are available, the condi-158 tioning pattern will be composed of only state variables ( Figure 2E ).
159
iii. Generate a random path P j , j = 1, 2, . . . , N r visiting all the realizations. Search for a match 
Case 2 :
Case 3 :
where ξ X and ξ Y are the predefined tolerance values for the conductivity and head, 
188
If the computed distance is less than the specified tolerance, go to step (d).
189
D. Otherwise, set j = j + 1, and go to step A. assigned as the simulated one, i.e.,
where d also improves the quality of updated conductivity field in terms of preserving the large scale connectivity.
215
The pilot points are randomly located within the field, and they are changed from one realization to the 216 next as well as from one time step to the next. 
Distance functions

218
In the algorithm, distance functions play a key role to quantify the candidate pattern. 
222
• Manhattan distance for the categorical variables:
where n is the numbers of nodes in the pattern, d(x n ) is the conditioning pattern, p(x n ) is the matching 224 pattern, x i represents the members of the pattern.
225
• Weighted Euclidean distance for the continuous variables
where h i is the Euclidean distance between node i and the node being simulated, therefore giving more 227 weight to dissimilarities of the closest nodes, d max is the maximum absolute difference |d(x i ) − p(x i )|. Figure 4B .
237
The aquifer is assumed to be confined and modeled with constant head boundaries at x = 0 m and x = 50 
Evaluation criteria
257
A set of metrics are computed in order to quantify the performance of proposed method. quantify the accuracy and uncertainty of simulated results. They are defined as follows:
where x i,r is conductivity at location i for realization r, i.e., high-conductivity has an indicator value of 1 and low-conductivity shale of 0. 
Flow predictions 306
The ultimate objective of the dynamic data integration process is to make better prediction of future 307 performance of the aquifer flow process. The ensemble of geologic models were rerun from time zero using 308 the updated conductivity after conditioning to all the head data.
309 Figure 10 shows the variation in predicted head values over the ensemble and the corresponding average 310 over the ensemble for the 4 wells. The head data for the first 8.6 days was used for conditioning and the data 311 for the remaining period is used to assess the prediction accuracy of the models. We can see that without 312 any conditioning, the spread in head values is large and the average deviates significantly from the reference.
After conditioning to the head data, the ensemble average of predicted head is close to the reference and the 314 variation in predicted values (uncertainty) is also reduced. been calculated to evaluate the computational gain, i.e.,
where T is the CPU time consumed under the original EnPAT implementation (i.e., all the nodes are pilot 327 points and needed to be simulated with constraints of both conductivity and piezometric head), T p is the 328 CPU time using p pilot points. Figure 12 shows the speedup with the number of pilot points. As expected,
329
speed up is reduced as more pilot points are used.
330
Choosing a reasonable number of pilot points not only reduces the computational cost, but also improves is explicitly preserved through the multipoint statistics.
353
In this paper, we used a synthetic 2D example to demonstrate the robustness and effectiveness of proposed 354 method. In real case, the aquifer could be 3D in nature and the simulation of channeled aquifer will be more
355
CPU demanding and time consuming in 3D than in 2D but, in principle, the method is general in its . This issue will be investigated in a subsequent paper. pattern from an ensemble of aquifer models. Consequently, the updated conductivity realizations not only 367 are conditioned to the available piezometric head data, but also preserve complex curvilinear structure as 368 described by the spatial pattern.
369
In this paper, we integrate the pilot point concept [16, 19] 
