In this paper we extend the definition of time conditional G-expectationŝ Et[·] to a larger domain on which the dynamical consistency still holds. In fact we can consistently define, by taking the limit, the time conditional expectations for each random variable X which is the downward limit (resp. upward limit) of a monotone sequence {Xi} in L 1 G (Ω). To accomplish this procedure, some careful analysis is needed. Moreover, we give a suitable definition of stopping times and obtain the optional stopping theorem. We also provide some basic and interesting properties for the extended conditional G-expectations.
Introduction
A typical G-expectation is a sublinear expectation defined on a linear space of random variables L An important advantage of the G-framework is that the time conditional expectation is well defined on L 1 G (Ω) with time consistency, thus the notion of nonlinear martingales can be naturally introduced. A generalization of stochastic calculus of Itô's type is also established.
One of main problems of this G-expectation framework is that the space of random variables L p G (Ω) is still not big enough to contain some interesting random variables. For example, given a continuous, or right continuous, stochastic process (X t ) t≥0 such that X t ∈ L 1 G (Ω t ), and the exit time τ of X from some domain, the random variable X τ may fail to be in L p G (Ω). Many research papers are devoted to solve this very attractive problem, see, among others, [5] , [8] , [9] , [20] and [10] , but many things are still to be understood.
In this paper we will attack this problem extend the definition of time conditional G-expectations to a space of random variables larger than L 1 G (Ω) on which the dynamical consistency still holds. The main idea is quite simple: we consistently define, by taking the limit, the time conditional expectations for each random variable X which is the downward limit (respectively upward limit) of a monotone sequence {X n } ∞ n=1 in L 1 G (Ω). To accomplish this procedure we need some careful analysis. We also provide some basic and interesting properties for the extended conditional G-expectation.
This paper is organized as follows: in the next section we recall some basic results of the G-framework on G-expectation. In Section 3 we take three steps to extend G-expectation to larger domains. In Section 3.1, we define L 
Preliminaries
We review some basic notions and results of G-expectation and the related spaces of random variables. The readers may refer to [3] , [6] , [12] , [13] , [14] , [15] , [16] for more details.
G-expectations
Let Ω be a given set and let H be a vector lattice of real valued functions defined on Ω, namely c ∈ H for each constant c and |X| ∈ H if X ∈ H. We further suppose that if X 1 , . . . , X n ∈ H, then ϕ(X 1 , · · · , X n ) ∈ H for each ϕ ∈ C b.Lip (R n ), where C b.Lip (R n ) denotes the space of bounded and Lipschitz functions. H is considered as the space of random variables.
Definition 1 A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties: for all X, Y ∈ H, we have
The triple (Ω, H,Ê) is called a sublinear expectation space.
Remark 2 If the inequality in (c) becomes equality, thenÊ is called a linear expectation.
Definition 3 Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They
whereX is an independent copy of X, i.e.,X d = X andX⊥X. Here the letter G denotes the function
where S d denotes the collection of d × d symmetric matrices.
Peng [15] showed that X = (
, is the solution of the following G-heat equation: 
The canonical process is defined by
Let G : S d → R be a given monotonic and sublinear function. G-expectation is a sublinear expectation on L ip (Ω) defined bŷ
For each fixed T ≥ 0, we set
and satisfies the following properties:
For each fixed a,ā ∈ R d , the mutual variation process of B a and Bā is defined by
Definition 7 Let M 0 G (0, T ) be the collection of processes in the following form:
G-capacities
) be the G-expectation space. The filtration is
We denote by M the set of all probability measures on (Ω, B(Ω)).
Theorem 8 ( [3, 7] ) There exists a weakly compact set P ⊂ M such that
P is called a set that representsÊ.
Let P be a weakly compact set that representsÊ. For this P, we define the capacity c(A) = sup
One can verify the following proposition.
Proposition 9 c(·) satisfies the following properties:
A set A ⊂ Ω is polar if c(A) = 0. A property holds "quasi-surely" (q.s. for short) if it holds outside a polar set.
We set
We extend G-expectationÊ to L(Ω) and still denote it byÊ. For each X ∈ L(Ω),
In the following, we do not distinguish two random variables X and
Theorem 11 ([3, 16])Ê[·] satisfies the following properties:
We can define the following convergence.
• quasi sure (q.s.) convergence: X n q.s.
−→ X means c({X n → X} = 0;
• convergence in capacity c:
Theorem 13 We have
Proof. We omit the proof which is similar to classical case.
It is easy to check that P ⊂ P max and P max representsÊ. Similarly, we definẽ
For each X ∈ L 0 (Ω) such that E P [X] exists for each P ∈ P max , we definẽ
Proposition 14 For each A ∈ B(Ω), we have c(A) =c(A).
Proof. It follows from the definition of
Thus, by Theorem 11, we obtainÊ[I F ] =Ẽ[I F ], which implies c(F ) =c(F ). By Proposition 9, we get c(A) =c(A) for each A ∈ B(Ω).
Remark 15 Let P 1 and P 2 be two weakly compact sets that representÊ. From the above proposition, we can deduce that
The representation of conditional G-expectations
In this subsection, we suppose that P = P max . For each fixed t ≥ 0 and P ∈ P, we define
The following representation of the conditional G-expectation was obtained in [18] .
Here we give a new proof which still holds for general case. For this we first consider the representation of the conditional G-expectation for X ∈ L ip (Ω).
On the other hand,
. By Theorem 12, we haveÊ
which implies a contradiction. Thus
where
Proof. It is easy to check that
. By Theorem 11 and the Daniell-Stone theorem, there exists a unique
where L is the Lipschitz constant of ϕ. From this we can deduce that
. On the other hand, we have
Remark 20
It is important to note that I Aj ess sup
which implies ess sup
Lemma 21 For each X ∈ L ip (Ω), we have, for each P ∈ P,
Proof. By Lemma 17, we know that ess sup
We only need to prove that ess sup
. By Lemma 18, there exists a Q ∈ P(t, P ) such that
Step 2. For each X ∈ L ip (Ω), there exist t 1 < t 2 < · · · < t n with t = t k and Φ ∈ C b.Lip (R d×n ) such that X = Φ(B t1 , B t2 − B t1 , . . . , B tn − B tn−1 ). By Lemma 19, we get ess sup
We now consider the representation of the conditional G-expectation for
Lemma 22 Let A 1 , . . . , A n be an F t -partition of Ω. Then for each given
for each X ∈ L ip (Ω). By Theorem 11 and the Daniell-Stone theorem, there exists a unique Q ∈ P such that
for each X ∈ L ip (Ω). It is easy to verify that Q ∈ P(t, P ) and
Lemma 23 For each fixed t ≥ 0 and P ∈ P, we have (1) P(t, P ) is weakly compact;
, there exists a sequence Q n ∈ P(t, P ) such that
Proof.
(1) is due to the definition of weak convergence and L ip (Ω) ∈ C b (Ω). For each Q, Q ′ ∈ P(t, P ), by Lemma 22, it is easy to deduce that there exists a Q * ∈ P(t, P ) such that
, which implies (2). (3) can be easily obtained by (2) .
Proof of Theorem 16. 
On the other hand, by Lemma 21, we get
Noting that | sup
, then we get a contradiction, which implies the result.
Extension of conditional G-expectations

Extension from above
. Now we give the extension of the conditional G-expectation from above.
We first prove that the above definition does not depend on a particular sequence {X n } ∞ n=1 . 
Proposition 26 Let
X ∈ L 1 * G (Ω) and let {X n } ∞ n=1 , {X n } ∞ n=1 be two sequences in L 1 G (Ω) such that X n ↓ X andX n ↓ X q.s.. Then lim n→∞Ê t [X n ] = lim n→∞Ê t [X n ], q.s..
Proof. For each fixed m,
Since X n ↓ X q.s., we get (X n −X m ) 
Now we study the properties of the above conditional G-expectation.
Proposition 28 We have
(1) This is part (c) in Theorem 11.
, (4) and (5) are obvious.
It is easy to check that η n ≥ X n q.s. and η n ↓ X q.s.. Thus we get X ∈ L 1 * G (Ω) and
by (3) and (5) in Proposition 9, we can choose a constant δ > 0 and a compact set K ∈ F t such that K ⊂ {X >Ê t [X n ] + δ} and c(K) > 0. It is easy to verify that I K ∈ L 1 * G (Ω t ). By (1), (5), (6) and (8), we havê 
On the other hand, it is easy to check that (X n + M + 1) (1) and (7) we getÊ[(X n + M + 1) (3) and (5) in Proposition 9, we can choose a constant k > 0 and a compact set K ∈ F t such that K ⊂ {η > X + 1 k } ∩ {|X| < k} and c(K) > 0. It is easy to check that (X n +k)I K = (X n +k) (1), (3) and (7), we obtainÊ[(X n +k)
. This is a contradiction by the following Proposition.
(10) can be easily deduced from (9) . The following Proposition is useful in this paper.
which implies a contradiction, the proof is complete.
Extension from below
. Now we give the extension of the conditional G-expectation from below.
We first prove that the above definition ofÊ t [X] does not depend on a particular choice of X n ↑ X:
Proof. There exists a sequence
Proof. From monotonicity ofÊ t , we only need to prove that η :
Thus by (3) and (5) in Proposition 9, we can choose a constant k > 0 and a compact set K ∈ F t such that
by Lemma 31 and (3), (5) and (6) in Proposition 28, we get
On the other hand, by η ≤ X we getÊ
Proof. Indeed, for each fixed m, we have X n ∧X m ↑X m q.s. as n → ∞. It follows from Lemma 32 that
We now give the properties of the conditional G-expectation.
Proposition 34 We have
Proof. Similar to the proof of Proposition 28, we can get (1)- (8) and (10) . We only prove (9) . For each fixed n, we first prove thatÊ t [X n ] ≤ X q.s.. Otherwise we have c({X <Ê t [X n ]}) > 0. Since
by (3) and (5) in Proposition 9, we can choose a constant δ > 0 and a compact set K ∈ F t such that K ⊂ {X + δ <Ê t [X n ]} and c(K) > 0. It is easy to verify that
By (1), (3), (5), (6) and (8), we haveÊ
. Now we show that η = X q.s.. Otherwise c({η < X}) > 0. Obviously c({X = −∞}) = 0. It is easy to check that
By (3) and (5) in Proposition 9, we can choose a constant k > 0 and a compact set K ∈ F t such that
On the other hand, by Lemma 31,
which implies a contradiction by Proposition 29.
Extension under the norm L 1
In this subsection, we extend the conditional G-expectation toL Proof. We divide the proof into two part.
Step 
. By Theorem 16 and Lemma 23, we get
and E P [ ess sup
Noting that P(t, P ) is weakly compact,
(Ω) and X n ↓ X q.s., then, by Theorem 11, we can get sup
, which induces a contradiction.
Step 2. For each fixed X ∈ L 
. Similar to the analysis of Step 1, we can obtain
which contradicts to sup
Proof. For each P ∈ P, by Proposition 35 and Lemma 23, we get
Now we give the extension of the conditional G-expectation toL
Definition 37 For each X ∈L
We definê
By Proposition 36, it is easy to show that the above definition is meaningful,
G (Ω t ) and the following properties.
Proposition 38 We have
Proposition 39 For each X ∈L 1 * * G (Ω), we have, for each P ∈ P,
Proof. We omit the proof which is similar to Theorem 16. It is important to note that L
are not linear spaces. In the following, we consider a linear space in L 1 * * G (Ω). We set
It is easy to check that L
We also set
It is easy to verify thatL * 1
is a vector lattice.
Application to optional stopping theorem
In this subsection, we first present some basic properties in the extended spaces L
Proposition 41 We have
(1) Let X be a bounded upper (resp. lower) semicontinuous function on Ω.
, be a sequence of uniformly bounded upper or lower semicontinuous functions on R n such that
Proof. We only prove (2) . (1) and (3) can be proved similarly. For bounded upper semicontinuous function f , there exists a sequence bounded continuous functions ϕ i such that ϕ i ↓ f . It is easy to check that
. Similar analysis for lower semicontinuous function.
Remark 42 Let
Proof. It is simply due to lim inf
We now give the definition for a class of stopping times.
Definition 45 For a given * -stopping time τ and ξ ∈L
Example 46 Let (X t ) t≤T be an n-dimensional right continuous process such that X t ∈ L 1 G (Ω t ; R n ) for t ≤ T . We define a random time for each fixed closed set F ⊂ R n as follows:
It is easy to check that
and
where d(x, F ) := inf {y∈F } |x − y|. By Propositions 28 and 41, we know that
Thus τ is a * -stopping time.
Proposition 47 Let τ be a * -stopping
It is easy to check that Step 2. For ξ ∈ L p G (Ω T ) with p > 1, we set ξ n = (ξ ∧ n) ∨ (−n) and 
The proof is complete.
Extension of nonlinear expectations
Let (Ω, L ip (Ω),Ê[·]) be the G-expectation space and let (Ω, L ip (Ω), (Ẽ t [·]) t≥0 ) be a consistent nonlinear expectation satisfying the following properties:
We have the following proposition. The following proposition show that the above definition is meaningful.
