Abstract. We study the Cantor-Bendixson rank of metabelian and virtually metabelian groups in the space of marked groups, and in particular, we exhibit a sequence (G n ) of 2-generated, finitely presented, virtually metabelian groups of Cantor-Bendixson rank ω n .
Introduction
Let G be a discrete group. Under pointwise convergence, the set N (G) of normal subgroups is a Hausdorff compact, totally discontinuous space. This topology, sometimes referred to as the Chabauty topology, was studied in many papers, including [Chab, Gri, Cham, CG, CGP] . If F d denotes the non-abelian free group on d generators, we can view N (F d ) as the set G d of marked groups on d generators, through the identification N → F d /N.
As a topological space, the identification of G d seems to be a difficult problem. We focus here on the Cantor-Bendixson rank, which is defined as follows. If X is a topological space, we define its derived subspace X
(1) as the subset of accumulation points in X. Iterating over ordinals
we have a non-increasing family X (α) of closed subsets. If x ∈ X, we write CB X (x) = sup{α|x ∈ X (α) } if this supremum exists, in which case it is a maximum. Otherwise we say that x is in the condensation part (or perfect kernel) of X and we write CB X (x) = C, where the symbol C is not an ordinal. If CB X (x) = C for all x ∈ X, i.e. if X (α) is empty for some ordinal, we say that X is scattered. If G is a group, we define its (intrinsic) Cantor-Bendixson rank cb(G) as CB N (G) ({1}).
Groups G with cb(G) = 0, which include finite groups and simple groups, are called finitely discriminable and were considered in [CGP] . However, most groups, like infinite residually finite groups, are not finitely discriminable. Let us begin by a very simple example (contained in Proposition 4.1).
For instance, we have cb(Z k ) = k, which was already mentioned, without proof, in [CGP, Section 6] . The reader can check it as an warm-up exercise; precisely the statement to prove by induction is that if A is a finitely generated abelian group virtually isomorphic to Z k , then it has Cantor-Bendixson rank cb(A) = k. So far all known examples either satisfied cb(G) < ω or cb(G) = C. Our main result is to leap from ω to ω ω .
Theorem 1.2. Fix any d ≥ 2. Then G d contains points of Cantor-Bendixson rank equal to any ordinal α < ω ω . More precisely, for every α < ω ω , there exists a finitely presented, 2-generated metabelian-by-(finite cyclic) group H with cb(H) = α.
The second statement implies the first as for every finitely presented d-generated group H, the space G d contains N (H) as a clopen subset. Note that it is known that, on the other hand, as a particular case of [Ols, Theorem 3] , every non-elementary hyperbolic group G satisfies cb(G) = C (another proof is given by [Cham] when G is torsion-free) and in particular cb(F d ) = C.
A pleasant class of groups, for which the study of the Cantor-Bendixson rank can be carried out, is the class of groups satisfying max-n, i.e. in which there is no infinite increasing sequence of normal subgroups. Proposition 1.3. Let G be a group satisfying max-n. Then the space N (G) is scattered. If moreover every quotient of G is residually finite, then we have cb(G) = sup{cb(H) + 1}, where H ranges over quotients groups of G with infinite kernel.
An important class of groups with max-n is the class of finitely generated, virtually abelian-by-polycyclic groups [Hal1] , and these groups are residually finite (as well as their quotients) by a result of Roseblade [Ros] . In particular, this includes finitely generated, virtually metabelian groups, for which however residual finiteness is much easier to obtain [Hal2] .
The gist of Theorem 1.2 is the study of the Cantor-Bendixson rank of finitely generated metabelian groups. However in this case (metabelian instead of virtually metabelian) we have a bound on the exponent in terms of the number of generators. Recall the (standard) wreath product H ≀G refers to the semidirect product H (G) ⋊G.
Theorem 1.4. Let G be a finitely generated metabelian group.
(1) Suppose that G sits inside an exact sequence
where M is abelian and Q is abelian of Q-rank ≤ d. Then
Moreover, this bound is sharp, as the wreath product
with equality if and only if G is isomorphic to the free metabelian group on d generators. (3) If G is d-generated and the above exact sequence is split, then cb(G) < ω d , and this bound is sharp if d ≥ 2.
We actually give a precise computation of cb(G) for any finitely generated metabelian group. For a general finitely generated metabelian group G, we proceed as follows. If N is a normal subgroup of G, define the G-Hirsch length h G (N) as the supremum of lengths k of chains of normal subgroups of G contained in N
The Hirsch radical of G is the largest normal subgroup Hir(G) = N of G such that h G (N) < ∞. This is well-defined, since G satisfies max-n.
In Section 3, we recall the notion of reduced length of modules introduced in [Co2] ; this is an ordinal-valued length characterized, when A is a finitely generated commutative ring, by the property, for finitely generated A-modules M
Theorem 1.5. Let G be a finitely generated metabelian group in an extension
/P -module of rank r, and the action of Q on M is faithful, then cb(G) = ω d−1 · r.
To prove the finite presentability of the virtually metabelian groups in Theorem 1.2, we apply a general criterion due to Bieri and Strebel [BSt1] . This criterion is explained in Section 6. It is important that the groups in Theorem 1.2 are finitely presented: indeed, if G is a group with d given generators, then N (G) is always closed in G d , but is open if and only if G is finitely presented (see [CGP, Lemma 1.3] ). Otherwise we can define cb e (G) as the Cantor-Bendixson rank of G as an element of G d . By [CGP, Lemma 1] , this does not depend on the choice of a finite generating family of G. If G is finitely presented then cb e (G) = cb(G). Groups with cb e (G) = 0 are finitely presented and are the main subject of the paper [CGP] . On the other hand, we have the following result, which was asserted without proof in [CGP, Section 6] in the case of Z ≀ Z. We give here a proof in Section 8. Proposition 1.6. Let H, G be finitely generated, with H = {1} and G infinite. Then cb e (H ≀ G) = C.
Question 1.7. It would be interesting to know if any infinitely presented, finitely generated metabelian group satisfies cb e (G) = C. With L. Guyot, we are able to prove it in the special case of abelian-by-cyclic finitely generated groups, for instance for Z[1/6] ⋊ 2/3 Z. Question 1.8. The bounds given in Theorem 1.4 are not optimal when the metabelian group is assumed finitely presented. What are then the optimal bounds? Let X be a topological space. The least α such that X (α) = X (α+1) is called the Cantor-Bendixson rank of X and is denoted by CB(X). This is always well-defined, since the non-increasing chain (X (α) ) always stabilizes. For instance, CB(X) = 0 if and only if X is perfect. In general, CB(X) is the supremum of CB X (x) + 1, where x ranges over the points not in the condensation part of X. By Theorem 1.2, for every
If G is a group, and if cb(G) = C, then CB(N (G)) ≥ cb(G) + 1. This is an equality under the assumptions of Proposition 1.3, but not in general: for instance, in [CGP, Proof of Theorem 5.3] , an isolated group G was given with a normal subgroup K such that G/K is free of rank two. Then since G is isolated, cb(G) = 0, but it follows from Theorem 1.2 that CB(N (G)) ≥ ω ω , because since G/K is finitely presented, N (G) contains N (G/K) as clopen subset.
Last but not least, we can ask 2. Examples of finitely presented virtually metabelian groups 2.1. Construction. Let us describe the groups constructed in the second part of Theorem 1.2. We postpone all the proofs to Paragraph 2.2. The easiest (and most natural) construction provides a 4-generated group; we then explain how to reduce to 3, and then 2 generators. Fix the integer d ≥ 1, and d formal variables (x i ), which for convenience we view as indexed by Z/dZ. Consider the ring
, where, if the canonical basis is denoted by ((e i ), (f i )), e i acts by multiplication by x i and f i by multiplication by 1 − x i .
The semidirect product
whose image is the set of all matrices of the form
Proposition 2.1. The (2d + 1)-generated metabelian group H d is finitely presented, and
The finite presentability of H d is obtained from the computation of the BieriStrebel geometric invariant carried out in Section 6.
The computation of the Cantor-Bendixson rank essentially relies on the computation of the Cantor-Bendixson rank of the ring A d (i.e. of the ideal {0} in the set of ideals of A d ), which was proved in [Co2] to be equal to ω d . Next, we can form the semidirect product H d ⋊ Z/dZ, where Z/dZ (whose canonical generator we denote by σ) permutes shifts the variables. This group is virtually metabelian, and is generated by {u, e 1 , f 1 , σ}. As it contains H d as a subgroup of finite index, it is finitely presented as well.
Proposition 2.2. The 4-generated virtually metabelian group
Now the proof relies on the study of the space of Z/dZ-invariant ideals in A d . This fits in the context of modules endowed with an action of a finite group, and was not considered in [Co2] , so we prove the necessary preliminaries in Section 5.
To pass from 4 to 3 generators, assume that d is odd and replace σ by the generator γ of Z/2dZ which acts on A d by ring automorphisms, mapping x i to 1 − x i+1 for all i ∈ Z/dZ. In particular γ d sends x i to 1 − x i and γ d+1 = σ. So the group Γ ′ d generated by {u, e 1 , γ} contains Γ d as a subgroup of index 2. For similar reasons, it has Cantor-Bendixson rank ω d . Finally, to get a 2-generated group, we consider the subgroup Λ d generated by {ue 1 , γ}. Denote by Λ ′ d the normal subgroup generated by ue 1 , so that 
where R contains Z 2d as a subgroup of finite index, and M is an ideal in
Since M satisfies the hypotheses of Corollary 3.18, we obtain ℓ
3. Length and Cantor-Bendixson rank 3.1. Length of noetherian modules. Let A be a ring (not necessarily commutative). Recall that an A-module M has finite length if there is an upper bound on the length d of increasing chains
of A-submodules of M, and the least bound is called the length of M. By a theorem of Jordan and Hölder, modules of finite length can be characterized as modules that are simultaneously noetherian (every increasing chain of submodules stabilizes) and artinian (every decreasing chain stabilizes). However in general, most noetherian modules have infinite length and it is natural to provide a notion of ordinal length. This was first done by Bass [Bass] (in a commutative setting), using well-ordered decreasing chains of submodules. Then Gulliksen [Gull] provided the inductive definition which follows, slightly less intuitive at first sight, but more handy to deal with.
Definition 3.1. Define inductively, for every noetherian A-module, its ordinal length
This has to be viewed as an inductive definition: the starting point is ℓ({0}) = sup(∅) = 0. In more generality, if X is a noetherian partially ordered set, we can define an ordinal-valued function on X by ℓ(x) = sup{ℓ(y) + 1 : y > x}. The uniqueness of ℓ follows from noetherianity of X. For the existence, set M x = {y : y ≥ x}, consider the set V of u ∈ X such that there exists a function ℓ satisfying the inductive condition on M u . If V = X, then its complement contains a maximal element u. So for any x > u, the number ℓ(x) is uniquely defined. Therefore the inductive definition shows that ℓ can be defined on M u , contradicting that u / ∈ V . Here, the partially ordered set is the set of quotients of the module M.
If α is a non-zero ordinal, there exists a unique ordinal β such that ω β ≤ α < ω β+1 , and we write β = deg(α).
The more usual notion of Krull dimension, used in the non-commutative setting, is called the "deviation of the poset of submodules of M" (see [MR, Chap. 6] ). We do not need this definition, but it is important to mention that it is equivalent to the one given here [Gull, Theorem 2.3] . Moreover, when A is commutative, it coincides [MR, Chap. 6.4] with the usual notion of Krull dimension defined in terms of chains of prime ideals, defined inductively as dim(M) = sup{dim(A/P) + 1 : P non-minimal prime ideal of A/Ann(M)}.
Let A again be arbitrary (not necessarily commutative) and let M be a noetherian A-module. If ℓ(M) = ω α for some ordinal α, we say that M is critical, or α-critical. This means that the Krull dimension of M is α, but the Krull dimension of any proper quotient of M is < α. A critical series for M is a composition series
where each M i /M i−1 is α i -critical and
A critical series always exists for M [MR, 6.2.20] , and in practice is easy to write down. It is a particular case of [Gull, Theorem 2.1] that we then have
if n α is the number of i such that α i = α, then the family of non-negative integers (n α ) is finitely supported, and we can rewrite this formula as
In particular, we have Proposition 3.3. Let A be a commutative noetherian ring, P a prime ideal such that A/P has Krull dimension α ≥ 1. Let M be a torsion-free A/P -module of rank r.
Proof. Let (M i ) be a critical series as above. We have α i ≤ α for all i. Since M is torsion-free over A/P , so is M 1 , so we have
is a subquotient of M, this implies that it is torsion-free; since it is critical, it is torsion-free of rank one. In particular, k = r. The formula above gives
3.2. General lengths. Let H be a semigroup. An H-group is by definition a group G endowed with an action of H by group endomorphisms.
Example 3.4. If A is a ring and M is an A-module, then M is an A-group, where A is viewed as a multiplicative semigroup.
An H-group satisfies H-max-n if every non-decreasing sequence of H-stable normal subgroups of G stabilizes. When G is an H-group and N an H-stable normal subgroup of G, the group N has natural action of both H and G, hence of the semidirect product G ⋊ H, which we denote by GH for short.
Let G be an H-group satisfying H-max-n. We can define by induction the length of G as
where G/N ranges over all proper H-quotients of G. Here of course we assume sup(∅) = 0, which gives ℓ H ({1}) = 0.
Proof. Let β be the smallest counterexample, and γ ≤ α the smallest ordinal > β
Proof. This is a straightforward induction on ℓ H (G).
However this result is not optimal in general (see Proposition 3.14). If α, β are ordinals, their natural sum is define inductively as follows [Sie, XIV.28] 
with sup ∅ = 0. Recall that any ordinal α has a unique Cantor form [Sie, XIV.19 
where the sum is indexed by γ ranging over the ordinal in decreasing order, and (n γ ) is a finitely supported family of non-negative integers. If β = ω γ · n ′ γ is also in Cantor form, then their natural sum is
The following lemma generalizes Theorem 2.1 and Proposition 2.11 in [Gull] .
Lemma 3.7. Let G be an H-group with H-max-n, in an exact sequence of H-groups
Proof. All facts are directly obtained by induction on ℓ H (G). For instance, let us
by definition of the natural sum. If N ∩ M = {1} and the projection p(N) of N on Q is non-trivial, then by induction
again by definition of the natural sum. In all cases, we get ℓ
3.3. Reduced length. There is a well-defined notion of left Euclidean division for ordinals. In particular, if α is an ordinal, it is easy to check that there is a unique ordinal α ′ such that α = ω · α ′ + r with r < ω. For instance, 1
Proposition 3.9. We have
; since we can "simplify" by ω on the left, this gives, using the induction hypothesis
Lemma 3.10. Let G be an H-group with H-max-n, in an exact sequence of H-
Proof. Since the sum and natural sum commute with α → α ′ , this immediately follows from Lemma 3.7.
Lemma 3.11. Let G be an H-group satisfying H-max-n. Then for every H-stable normal subgroup F of G with ℓ GH (F ) < ω, we have ℓ
Proof. By definition of ℓ ′ H , we have ℓ ′ GH (F ) = 0. So this follows readily from Lemma 3.10.
Lemma 3.12. Let G be an H-group satisfying H-max-n. Suppose that G is residually finite as an H-group. Then
Proof. The left-hand equivalence is true by definition of ℓ ′ H , without assuming residual finiteness. Clearly G finite implies ℓ H (G) < ∞. Conversely if G is infinite, it has a decreasing sequence (M n ) of H-stable (finite index) normal subgroups, the sequence ℓ H (G/M n ) is increasing and ℓ H (M) ≥ ω.
Definition 3.13. Using Lemma 3.7, we can define, for every H-group G with H-
. It follows from Lemmas 3.7and 3.10 that
Proposition 3.14. Let G be an H-group satisfying H-max-n. Suppose that G is residually finite as an H-group, as well as all its H-quotients.
Proof. Consider a counterexample G with ℓ H (G) = α and assume that the lemma is proved for every H-group of ℓ H < α.
By Lemma 3.12, M = E H (G) is finite. Therefore if N is close enough to {1} we have N ∩ M = {1}; if N = {1} this forces N to be infinite. In this case, by induction cb
Conversely, consider any ordinal β < α and a finite subset I of G − {1}. Then G has a proper quotient G/N with ℓ GH (N) ≥ ω (so N is infinite) and ℓ ′ H (G/N) = β, and has an H-stable normal finite index subgroup L with L ∩ I = ∅; necessarily
Thus every neighbourhood of {1} in N H (G) contains an element of Cantor-Bendixson β. As this holds for every β < α, we get cb [Co2, Lemma 15] . Corollary 3.15. Under the same assumptions, CB(N H (G)) = cb H (G) + 1.
Proof. Set α = cb H (G). Then by Proposition 3.14, N (G) (α) is contained in the set of finite normal H-invariant subgroups of G (it is actually equal in view of Lemma 3.11) and contains {1}. The assumption H-max-n then implies that the non-empty set N (G) (α) is finite, so N (G) (α+1) = ∅ and CB(N (G)) = α + 1.
Lemma 3.16. Let G be an H-group with H-max-n and N an H-stable normal sub-
Proof. The first statement is a particular case of Lemmas 3.7 and 3.10, since when α, β are ordinals with β finite, α ⊕ β = α + β.
If ℓ H (G) = α + 1, then by definition of ℓ H , for some non-trivial H-stable normal subgroup N, we have ℓ H (G/N) = α. From the left-hand inequality in Lemma 3.7 we deduce ℓ H (N) ≤ 1, so ℓ H (N) = 1, so N ⊂ E H (G) and E H (G) is non-trivial. Similarly if ℓ ′ H (G) is a successor ordinal, W H (G) is non-trivial. This proves the second statement.
Suppose that we have an extension of H-groups
for which we want to compute ℓ ′ H (G).
Proposition 3.17. Let G be an H-group with H-max-n lying in an extension
for some quotient Q ′ of Q. We consider two cases.
• M/W GH (M) = {1}. Then G = W H (G) and the lemma holds.
• M/W GH (M) = {1}. Then by Lemma 3.16, ℓ
By Lemma 3.10
and by Lemma 3.16, ℓ ′ (G/W H (G)) is a limit ordinal and ℓ
Corollary 3.18. Under the same hypotheses, if M contains its own centralizer in G and W GH (M) = {1}, then Suppose that G is residually finite as well as its quotients and N is a normal subgroup. By Lemma 3.19,if ℓ ′ G(N) < ω, then it coincides with h G (N) as defined in the introduction. Similarly, W (G) coincides with Hir(G), also defined in the introduction. Also, cb(G) = ℓ ′ (G) by Proposition 3.14. Given these remarks, we see that (1) of the theorem appears as a particular case of Proposition 3.17.
For (2), the left-hand inequality is clear since ℓ Proof. Indeed, by Lemma 3.12, if finite, ℓ ′ (G) is the greatest number of infinite subfactors in a normal series of G. On the other hand, h(G) is the greatest number of subfactors in a subnormal series of G. To say that G is supersolvable just means that there exists a normal series in which all infinite subfactors are cyclic, whence the equality. If G is virtually polycyclic, there exists a normal series with exactly ℓ ′ (G) infinite subfactors, all torsion-free (at the cost of adding some finite subfactors in the normal series). If G is not supersolvable, then one of these infinite subfactors has to have rank at least two, so h(G) > ℓ ′ (G).
is the number of irreducible representations in which Q k decomposes under the action of F . 
can be written as an iterated extension of δ(m) modules, each of the form Z/pZ [Q] . As the latter is a domain of Krull dimension d + 1, it has ℓ ′ = ω d . Now Lemma 3.10 implies that ℓ 
Actions of finite groups
Let A be a ring and G a group acting on A by ring automorphisms. We call a GA-module an A-module endowed with a G-action by group automorphisms, such that, for all g ∈ G, a ∈ A and m ∈ M, we have g(am) = (ga)(gm).
A GA-submodule is the same as a G-invariant A-submodule. In particular, if G is finite, a module is finitely generated, resp. Noetherian as an A-module if and only if it so as a GA-module.
Assume now that M is a Noetherian GA-module and that G is finite. We consider the length and reduced length as defined in Section 3, with H the underlying multiplicative semigroup of A. As we do this all along this section, we drop the index A on ℓ ′ . So the definitions of Section 3 read as
as it was defined in [Co2] . Clearly, ℓ
. Suppose that A is Noetherian, and, to simplify the exposition, that it has finite Krull dimension. Let M be a finitely generated A-module of Krull dimension d ≥ 1. In [Co2] we showed that
where o(ω d ) denotes some ordinal < ω d and and
Proposition 5.1. Suppose that A is Noetherian of finite Krull dimension d, and G is finite of order n. Let M be a finitely generated GA-module, of Krull dimension ≤ d (as an A-module). Then
Proof. The left-hand inequality is an obvious consequence of ℓ G (M) ≤ ℓ(M). We prove the right-hand inequality by induction on
Since M has Krull dimension d, there exists an associated prime ideal of coheight d, i.e. a A-submodule N of M with ℓ(N) = ω d . Let N ′ be the GA-submodule generated by N: it is generated by the gN for g ∈ G and therefore is, as an Amodule, a quotient of
, the inequality to proves holds for both N ′ and M/N ′ , so by additivity holds for M.
Corollary 5.3. Let G be a finite group, A be a finitely generated domain of Krull dimension d ≥ 1 with a G-action, and I a non-zero
Proof. In view of Corollary 5.2, it is enough to check that ℓ ′ (I) = ω d−1 , which is a particular case of Proposition 3.3.
The following lemma is well-known.
Lemma 5.4. Let A be a Noetherian ring and M a finitely generated non-Artinian GA-module. Then M is residually Artinian as an A-module.
Proof. Pick a non-zero element x 0 in M. Let W be a maximal A-submodule of M not containing x 0 . We claim that M/W is Artinian.
We can suppose that W = {0}, i.e. that x 0 is contained in every non-zero Asubmodule of M and we have to prove that M is Artinian.
If M is non-Artinian, then it has an associate ideal P such that A/P is not a field. So M contains an A-submodule N isomorphic to A/Q. Pick a non-zero noninvertible element a in A/P . By a standard application of Artin-Rees lemma, we have n>0 a n N = {0}. By the assumption on x 0 , we get a n N = {0} for some n, i.e. a n (A/P ) = 0, and therefore as P is prime, we obtain a ∈ P , a contradiction.
Lemma 5.5. Let G be a finite group, A be a Noetherian ring with a G-action, and M a finitely generated non-Artinian GA-module. Then M is residually Artinian as a GA-module.
Proof. Pick a non-zero element x 0 in M. Then there exists by Lemma 5.4 an Asubmodule N of M such that x 0 / ∈ N and M/N is Artinian. If N ′ = g∈G gN, then M/N ′ embeds into g∈G M/gN, so is Artinian as well. Moreover, N ′ is a GA-submodule and x 0 / ∈ N ′ .
Proposition 5.6. Let G be a finite group, A be a finitely generated ring with a G-action, and M a finitely generated GA-module. Then the Cantor-Bendixson rank of M as a GA-module, i.e. the Cantor-Bendixson rank of {0} in the set of GAsubmodules of M, is ℓ ′ G (M). Proof. Any Artinian finitely generated A-module is finite: this is a classical consequence of the Nullstellensatz (see for instance [Co2, Lemma 13] ). Therefore, using Lemma 5.5, M is residually finite as a GA-module. So the proposition appears as a particular case of Proposition 3.14.
The Bieri-Strebel invariant and tensor products
In all this section, we consider a finitely generated metabelian group G, inside an extension 1 → M → G → Q → 1, with Q abelian and M abelian. So M is a finitely generated Z[Q]-module.
If v ∈ Hom(Q, R), we set Q v = {q ∈ Q|v(q) ≥ 0}. We set
This is a closed subset [BSt1, Proposition 2.2] of the vector space Hom(Q, R), and is further studied in [BSt2] . We write Γ
Theorem 6.1 ). The finitely generated metabelian group G is finitely presented if and only if
Lemma 6.2. Fix v ∈ Hom(Q, R) − {0}. Let V be the Q v -submodule generated by some finite generating subset of the Q-module M. Then we have the equivalences
• qV ⊂ V for some q with v(q) < 0.
Proof. Let us first check that the two first assertions are equivalent. Suppose that qV = V for some q ∈ Q. Replacing q by q −1 if necessary we can suppose that v(q) ≥ 0. So qV ⊂ V , and we deduce that the sequence (q −n V ) of Q v -submodules of M is strictly increasing, so that M is not noetherian, hence not finitely generated as a Q v -module, i.e. v ∈ Γ(V ).
Conversely the assumption qV = V for all q ∈ Q clearly implies that V is a Q-module, hence V = M, so M is a finitely generated Q v -module.
The second assertion clearly implies the third, and the converse holds because the set of q satisfying qV ⊂ V is a subsemigroup, and clearly Q is generated as a subsemigroup by Q v ⊂ {q} whenever q / ∈ Q v . So qV ⊂ V for all q ∈ Q, and multiplying by q −1 we get V ⊂ q −1 V for all q ∈ Q, so as Q is closed under inversion, qV = V for all q ∈ Q.
Suppose that Q = Q 1 × Q 2 , and let A i be the ring generated by Q i . Suppose M = M 1 ⊗ Z M 2 , where M i is a finitely generated A i -module, and M is naturally viewed as a Q-module. We have the identification Hom(Q, R) = Hom(Q 1 , R) × Hom(Q 2 , R). Lemma 6.3. We have the inclusion
. Consider V i ⊂ M i as in Lemma 6.2. So there exists q 1 ∈ Q 1 with v 1 (q 1 ) < 0 and qV 1 = V 1 . So v(q 1 , 1) = v 1 (q 1 ) < 0 and (q 1 , 1)(
Here is a classical example (below the coefficient ring Z can be replaced by Z/kZ).
Lemma 6.5. Suppose that
Proof. First observe that A = M has a ring automorphism of order three given by u → −(1 + u)/u → −1/(u + 1) → u. This implies that Γ(M) is invariant under the matrix −1 1 −1 0 of order three, which rotates (0, 1) → (1, 0) → (−1, −1). So it is enough to check that (0, 1) belongs to
generated by 1. This is clearly a ring, so we just have to check that it contains u, u
Since a > 0, we know that v(n, −1) > 0 for large n, so V contains (−u) n /(1 + u) for large n, which can be written as
n /u for large n. Since we can write
As M is the tensor product of k copies of Z[u, (u 2 + u) −1 ], from Corollary 6.4 we get
We will also need the following easy consequence of Theorem 6.1.
Lemma 6.7. Let G be a finitely presented metabelian group in an exact sequence
with M and Q abelian. Let H be a subgroup of G whose projection on Q is surjective (i.e. HM = G). Then H is finitely presented as well.
Proof. By assumption we have an exact sequence
So M ∩ H is a Q-submodule of M, hence is finitely generated as a Q-module, so H is finitely generated. Next, we see that Γ(M ∩ H) ⊂ Γ(H) (this uses the fact that the rings ZQ v implied in the definition of the Bieri-Strebel invariant, are noetherian, as localizations of polynomial rings, although they may be infinitely generated). So Theorem 6.1 implies that H is finitely presented.
7. Free and split metabelian groups 7.1. Free metabelian groups. Let FM d = x 1 , . . . , x d denote the free metabelian group on d generators. Consider the extension
Proof. The Magnus embedding of FM d is the following. We consider matrices t m 0 1 with t ∈ Q and m in N, the free Z[Q]-module of rank d with basis (e i ). The Magnus embedding i is given by
This is a well-defined map whose injectivity is due to Magnus [Mag] . In particular, M embeds as a Z[Q]-module into N, so is torsion-free. Let r denote its rank. Denote by N 0 the A-submodule of N consisting of all a i e i (a i ∈ A) satisfying
Proof. Write [x, y] = x −1 y −1 xy and x y = y −1 xy. For convenience we identify FM d to its image by i. It is enough to prove that [t, v] 
We have, in any group, the equality [ v] . As N 0 is an Asubmodule, it follows that for every v, the set of t such that [t, v] ∈ N 0 is closed under multiplication, and similarly it is closed under inversion, hence is a subgroup. The analog fixing t also holds. So it is enough to check [t, v] ∈ N 0 for t, v ranging over group generators. A computation gives
Besides, we have r ≥ d − 1. Indeed, as we just mentioned, for j > 1 we have
this is a Z[Q]-free family of cardinality d − 1.
) by Propositions 7.1 and 3.3.
In view of Proposition 3.14, Theorem 7.3 implies Theorem 1.4(2). 7.2. Split metabelian groups. In this section, we prove Theorem 1.4(3).
holds (even if the exact sequence is not split). So Q is free abelian of rank d; in particular, M = [G, G] . For the same reason, the Krull dimension of M has to be equal to d + 1. Modding out by its torsion submodule, we can assume that M is a nonzero torsion-free Z[Q]-module. Now, given a splitting, write the generators as m i e i , with e i ∈ Q (ith basis vector) and m i ∈ M. The argument in the proof of Lemma 7.2 shows that [G, G] is contained in the Q-submodule generated by the elements
where u i is the indeterminate in Z[Q] corresponding to e i . Since [G, G] = M, we deduce that M = IM, where I is the ideal generated by all 1 − u i . As this is a proper ideal and M is torsion-free finitely generated, Nakayama's Lemma implies that M = {0}, a contradiction.
Remark 7.5. This upper bound works more generally for the slightly broader class of finitely generated (metabelian) groups having two abelian subgroups Q, M with M normal, such that G = MQ. This class has the additional advantage to be stable under quotients, and any element G = MQ in this class is actually a quotient of a finitely generated split metabelian group, namely M ⋊ Q.
Let us now prove that the bound given in Theorem 1.4(3) is sharp. Continue with Q free of rank d as above, assume d ≥ 2, and define the ring A n = Z[Q]/(2 − x 2 ) n Consider the semidirect product G n = A n ⋊ Q. Define m i ∈ A n with m 1 = 1, m 2 = 0, and any m i for i ≥ 3.
Lemma 7.6. The group G n is generated by the family (m i e i ) 1≤i≤d ; Proof. Let H be the group generated by this family, and set N = H ∩M, which is an ideal of A n . It contains in particular u 1 u 2 [m 1 e 1 , m 2 e 2 ] = (1 − u 2 ). As 1 + (1 − u 2 ) is nilpotent by construction, 1 − u 2 is invertible (using a formal series), so N contains the element 1 of H, hence N = A n . Therefore H = G n .
Lemma 7.7. We have ℓ ′ (A n ) = ω d−1 · n.
Proof. Using Lemma 3.10, it is enough to check that
As A n is a domain, the Z[Q]-module (2 − x 2 ) k A n /(2 − x 2 ) k+1 A n is isomorphic to A n /(2 − x 2 )A n , which is the domain of Laurent polynomials in d − 1 variables over Z[1/2], so by Proposition 3.3, ℓ ′ (A n /(2 − x 2 )A n ) = ω d−1 as expected.
From Lemma 7.6, Lemma 7.7 and Corollary 3.18, we deduce Proposition 7.8. For every d ≥ 2, the split metabelian group G n is d-generated and ℓ ′ (G n ) = ω d−1 · n.
Wreath products
Proposition 1.6 is a particular case of the following more general result. Let H, G be any finitely generated groups, and X a G-set with finitely many orbits. Then the permutational wreath product H ≀ X G, which is defined as the semidirect product H (X) ⋊ G (with the shifting action), is finitely generated.
Proposition 8.1. Assume that the diagonal action of G on X 2 has infinitely many orbits, and that H = {1}. Then cb e (H ≀ X G) = C.
Proof. We assume for the sake of simplicity that X is G-transitive; the extension of the proof to the general case is left as an exercise. So we can write X = G/L. Set Γ = H ≀ X G. Consider the finitely generated group S presented as H, G| [H, L] . This group is finitely generated and possesses Γ as a quotient in a natural way. We are going to topologically embed a Cantor set into the set of quotients of S, so that the image contains Γ, which will imply that cb e (Γ) = C. Consider an infinite subset J of G − L such that for any distinct g, h ∈ J, g, g −1 / ∈ LhL. If I is any subset of J, define Γ I as the quotient of S by all [H, gHg
−1 ] for all g / ∈ L such that LgL ∩ (I ∪ I −1 ) = ∅. Then from [Co1, Lemma 2.3] we deduce that for any g ∈ J, we have [H, gHg −1 ] = {1} if and only if g ∈ I. Therefore the map I → Γ I is injective, so it embeds a Cantor set into the set of quotients of S, identified with N (S), and maps in particular ∅ to Γ. We claim that this map is continuous at ∅. Indeed, let I n → ∅. Let g be a relation in Γ. Then g is a consequence of finitely many relators, so g = 1 in Γ J−F for some finite subset F of J. As I n → ∅, eventually I n ∩ F = ∅, so Γ In is a quotient of Γ J−F , so g = 1 in Γ In . Thus Γ is a condensation point.
