Dimensional regularization is applied to the Lippmann-Schwinger equation for a separable potential which gives rise to logarithmic singularities in the Born series. For this potential a subtraction at a fixed energy can be used to renormalize the amplitude and produce a finite solution to the integral equation for all energies. This can be done either algebraically or numerically.
I. INTRODUCTION
One difficulty for standard treatments of hadronic reactions is that form factors are introduced at hadronic vertices in order to regulate integrals which would otherwise be divergent.
This procedure reflects the substructure of hadrons which gives them a finite extent, and hence a form factor. However, any field theory upon which such calculations are based will necessarily be non-local. The implementation of basic field theoretic principles, such as causality and electromagnetic gauge invariance, is quite involved in such field theories [1, 2] .
Methods which impose gauge invariance on an amplitude containing hadronic form factors have been formulated, [3] [4] [5] but they are intrinsically non-unique, since they constrain only the longitudinal part of the photon's coupling to the hadronic system. Some of these difficulties can be resolved by using dimensional regularization (DR) [6] [7] [8] [9] to render divergent integrals finite. This is the method of choice for dealing with the infinities which arise in perturbative field theoretic calculations. However, there are very few studies of the application of dimensional regularization to integral equations. One notable exception is the recent application of DR to a Schwinger-Dyson equation in quenched QED by Schreiber et al. [10] . In this paper we adapt their method and apply it to the Lippmann-Schwinger (LS) equation.
We consider one member of the class of potentials in which one subtraction at a fixed energy results in a finite integral equation at all energies. The potential we choose is separable and so provides a toy problem where the renormalized amplitude can be derived algebraically in a straightforward way. The amplitude thereby obtained can then be compared with that found by the numerical solution of the dimensionally-regulated integral equation. We will show that with careful numerical work the phase shifts obtained via these two different methods are in excellent agreement with each other. This proves that many of the difficulties associated with implementing dimensional regularization numerically can be overcome, and hence that such "numerical dimensional regularization and renormalization" facilitates the extraction of finite phase shifts from a particular class of divergent potentials.
In Sec. II we outline the general framework for implementing dimensional regularization and renormalization techniques numerically in the LS equation. We show how the LS equation can be analytically continued to lower numbers of dimensions, D = 3 − ǫ, thus ameliorating the divergences which appear in three dimensions. The application of a renormalization condition at one energy in 3−ǫ dimensions can then lead to an amplitude which is finite at all energies in this lower number of dimensions, and thence to an amplitude which is well-defined as the limit ǫ → 0 is taken. In Sec. III the special case of a separable potential, which leads to a divergent amplitude as ǫ → 0 is considered. We obtain the amplitude for this potential for ǫ > 0. Renormalizing the amplitude by demanding that the binding energy of the deuteron be reproduced leads to a divergence in the inverse of the "bare" coupling which appears in the original separable potential. We show that in DR this divergence goes as 1/ǫ. We then observe that for this particular potential, it is not necessary to use DR, since the problem can be subtractively renormalized. That is to say, a subtraction at one energy, which can be carried out algebraically, renders the amplitude finite at all energies.
However, it is not generally true that such algebraic renormalization of an integral equation is possible. Therefore, in Section IV the general renormalization procedure of Section II is applied directly to the LS equation in 3 − ǫ dimensions. In this approach no subtraction is carried out, and no assumption is made about the form of the potential. First, the LS equation is solved numerically in D = 3 − ǫ dimensions. Then, demanding a specific value of the amplitude at one energy implies a value of the bare coupling in D dimensions. The amplitude can then be computed numerically for this value of the coupling at arbitrary energy and physical quantities, such as phase shifts, extracted in D dimensions. This must be done over a range of values ǫ and then the limit ǫ → 0 can be taken. Finally, in Sec. V we present some concluding remarks.
II. THEORETICAL ANALYSIS
Dimensional regularization is often used to identify the infinities encountered in perturbative calculations [6] [7] [8] [9] . The procedure involves replacing integrals that are infinite in n dimensions by the same integrals in a lower dimension n − ǫ, where they have a finite result.
The function defining this integral, say I(ǫ), can then be analytically continued back to n dimensions. In this way the logarithmic singularities of I can be isolated and then renormalized by adjusting the bare parameters of the theory. This is the method of choice for dealing with the infinities which arise in perturbative quantum field theory calculations, but it has not been widely applied to non-perturbative integral equations that contain divergences.
It was used in the Lippmann-Schwinger equation for a divergent potential in Refs. [11, 12] , but in the cases considered there the amplitude can be derived analytically. In the case of a general divergent potential, this will not be possible, and DR must be implemented Given a potential V the momentum-space LS equation for the scattering amplitude T for two particles of mass m is:
where η is a positive infinitesimal. To dimensionally-regulate this equation we must continue all quantities in it into 3 − ǫ dimensions. If the potential V is central, and depends only on the angle between k and k ′ , then the operator L 2 commutes with the Hamiltonian. It follows that V and T can be expanded using the eigenfunctions of the rotation operator in 3 − ǫ dimensions, thus reducing Eq. (1) to a one-dimensional integral equation. This expansion can be quite involved (see, for instance, the analogous expansion in 4 − ǫ dimensions of Ref. [10] ).
Here we follow a slightly different approach. Although the Lippmann-Schwinger equation is nominally a three-dimensional integral equation, in most instances it is written and solved as a one-dimensional integral equation for a given partial wave ℓ. In other words, making the expansion:
and an equivalent expansion for V , leads, as is well-known, to the one-dimensional integral equation:
To dimensionally-regulate this equation is much easier, since the angular part of the problem has already been dealt with in the original number of dimensions, in this case, three. It only involves replacing the measure appropriate to three dimensions, by one for
It is worth pointing out here that if the partial-wave expansion (2) is carried out in 3 − ǫ dimensions, rather than in three dimensions, then the potential V ℓ ends up depending on ǫ as well as ℓ. (See, for instance, Ref. [10] .) However, if we are only concerned with isolating the divergences of the integral equation as ǫ → 0, then we are free to take the limit as ǫ → 0 first in V ℓ , since that limit is non-singular. Thus, choosing to dimensionally regularize the partial-wave-expanded equation, rather than the full three-dimensional equation, may be unfamiliar to those used to DR in perturbative settings, but it is justified. Now consider a potential V ℓ (k ′ , k) which leads to divergences in the Born series for Eq. (3). The integral equation (4) will yield finite answers for the terms in that series, provided that ǫ is taken large enough. Equation (4) has been regularized. The next step is to renormalize it. To that end we pick one of the parameters of the potential, e.g. its strength, which we denote by λ, and regard it as a function of ǫ, λ = λ ǫ . A renormalization condition is then chosen. This can be represented as the demand that the amplitude, T ℓ ǫ (k, k ′ ; E), have some specified value at a particular kinematic point. For instance, we might demand that the amplitude has a pole at E = −B, so that a bound state exists at that energy. Such a renormalization condition implicitly defines the function λ ǫ . The amplitude T ℓ ǫ (k ′ , k; E) can then be computed at the on-shell point: k ′2 = k 2 = mE, for a variety of energies, with this particular choice of λ ǫ . This will certainly give finite results for ǫ > 0, provided that ǫ is big enough. Furthermore, if it is enough to renormalize only the strength of the potential, such a calculation will produce finite values for the on-shell amplitude and hence for the phase shift even in the limit ǫ → 0. This "numerical renormalization" program has been carried out before in the Lippmann-Schwinger equation with other regulators (see, e.g. [13] [14] [15] [16] ), but here we will implement it for DR.
In the next section we illustrate how this numerical renormalization proceeds in the case of a simple separable potential. We show that the strength of the potential can always be adjusted so that the potential supports a bound state with energy E = −B. This strength cancels the divergence in the Born series integrals, and so a finite scattering amplitude can be extracted.
III. THE SEPARABLE POTENTIAL AND ALGEBRAIC RENORMALIZATION
Consider a separable potential with a form factor that does not guarantee the convergence of the integrals needed to determine the scattering amplitude. An example of such a potential is (from this point on we drop the angular momentum label ℓ)
The corresponding off-shell T -matrix is given by
where the integral I(E) is
Since g(k) → k −1/2 as k → ∞, the integrand in Eq. (8) goes as k −1 for k → ∞, and the integral I(E) has a logarithmic divergence.
Of course, if we had inserted the potential (2) in the dimensionally-regulated LippmannSchwinger equation, then the only thing that would have changed in the above analysis is that equations (7) and (8) would have become:
This integral is now finite for any ǫ greater than zero. The logarithmically divergent part of I ǫ will stand revealed as a 1/ǫ pole. Since λ ǫ is a function of ǫ here this pole can be cancelled by making an appropriate choice of λ ǫ . Specifically, here we achieve this renormalization by demanding that one observable be reproduced, i.e. that the 3 S 1 NN channel have a bound state at energy E B = −2.2246 MeV. This is done so that our interaction can be regarded as a toy model of the NN potential in the deuteron channel. This model is extremely simple, but it has the only two features we are concerned with here: it leads to logarithmic divergences in the Born series, and it has a shallow bound state. The renormalization condition which fixes the position of this bound state may be expressed as follows:
To see how this removes the divergent part of I ǫ (E), we write the form factor g(k) as
Our singular integral can then be written as
We now define an integralĨ ǫ (E) that retains the singular part of I ǫ (E) in the limit as ǫ → 0:
This allows us to write I ǫ (E) in terms of a subtraction as
where the integral J ǫ (E) is well defined in the limit as ǫ → 0. Making use of the identity:
we haveĨ
This isolates the singularity of I ǫ (E) in the limit ǫ → 0. We now need to renormalize the strength of the potential λ ǫ in order to get a finite amplitude.
To do this we write the condition for a bound state (11) as
i.e.
which makes it clear that λ −1 ǫ has both a divergent part, proportional to 1/ǫ in DR, and other, finite, parts, that are dependent upon the particular bound-state energy we are trying to reproduce. Equation (19) gives λ ǫ for a given ǫ and from that we can then calculate τ ǫ (E) and the T -matrix.
Alternatively, we can use Eq. (18) for λ ǫ to write:
Inserting Eq. (10) for I ǫ and combining the integrands we see that:
which implies that:
where:
is a finite quantity. Since S ǫ (E) is finite, the limit as ǫ goes to zero can be taken smoothly, and we never even need to consider any quantity other than S 0 (E), when the regulator has been removed altogether. It is now trivial to obtain phase shifts from Eqs. (22) and (23).
Their relationship to the on-shell amplitude is just:
where k 2 0 = mE is the on-shell momentum.
IV. NUMERICAL RENORMALIZATION
The question motivating this study is whether numerical techniques can be found that
give the amplitude T ǫ (k ′ , k; E) numerically when the LS equation is solved in less than three dimensions. These techniques must be stable enough to allow the limit ǫ → 0 to be taken.
For the simple potential (5) the result of any such procedure must be given by Eqs. (22) and (23), where an "algebraic renormalization" making explicit use of the potential's separability has been carried out.
In this section we implement an alternative strategy to this algebraic renormalization, that of Section II, which we call "numerical renormalization". We solve the partial-wave LS equation in (3 − ǫ) dimensions, Eq. (2), directly. The strength λ ǫ is adjusted to give the correct bound-state energy, i.e. so that T ǫ (k, k ′ ; E) has a pole at E = −B. Once this is done we calculate the phase shifts as ǫ → 0. Here the dimensionally-regularized integral equation is being used to renormalize the strength of the potential. We do not have to explicitly carry through the subtractive, algebraic renormalization discussed in Sec. III, and the dimensionally-regularized LS equation should give phase shifts as a function of ǫ which are well-behaved in the limit ǫ → 0.
The two signals we look for to determine the success of our numerical implementation of DR for our divergent integral equation are:
1. λ ǫ must have the behavior (19) in the limit ǫ → 0;
2. The results for phase shifts from numerical renormalization must be stable in the limit
These two tests should be applicable to any dimensionally-regularized integral equation.
However, in the case under investigation here the results of Eqs. (22) and (23) provide an additional check on the accuracy of this numerical renormalization using dimensional regularization.
To perform such tests, we need to solve the integral equation for each value of ǫ for both the bound state problem and the scattering problem with considerable accuracy. To achieve this accuracy, we first split the integral in the Lippmann-Schwinger equation arbitrarily into a piece from zero to some k m and a piece from k m to infinity. Then, on the interval [k m , ∞)
we make a change of variables to:
thereby enabling us to employ a logarithmic mesh which ensures the correct numerical integration when we obtain 1/λ ǫ . The variable transformation (25) introduces a factor e −t into the integrand, and so Gauss-Laguerre quadratures are chosen for the integration from k m to infinity, since they naturally build in this factor.
Meanwhile, ordinary Gauss-Legendre quadratures are employed for the integration on [0, k m ]. This was done in two ways when we performed "numerical renormalization":
1. We deformed the contour of integration from the real k-axis to that depicted in Fig. 1 .
Along the contour from zero to k m e −iφ we divide the interval into two parts with n 0 quadratures for 0 → 2k 0 e −iφ and n 1 quadratures for 2k 0 e −iφ → k m e −iφ . Finally, we take n 2 quadratures for the part of the contour that returns us to the real axis, and 2. Instead of solving for the T-matrix we solved for the K-matrix and used the relationship:
to relate the two on-shell, and extract the phase shifts. The K-matrix is, of course, a purely real quantity, but the integral equation defining it has a principal-value singularity at k = k 0 , the on-shell point. To deal with this we place n 0 Gauss-Legendre quadratures, distributed symmetrically about k = k 0 , on the interval [0, 2k 0 ]. We then also place n 1 Gauss-Legendre quadratures on [2k 0 , k m ] and n 3 Gauss-Laguerre quadratures on [k m , ∞). Here we found it sufficient to take n 0 = 16, n 1 = 60, n 3 = 15, and
Each of these methods for solving the integral equation is accurate to four significant figures, provided that ǫ > 10 −6 . For very small ǫ only the second mesh produces results which are this stable.
Note that only the first integration technique was employed to do the integration in Eqs. (22) and (23), but there the precise details are less important, since the integral in question is finite.
The first check that the dimensional regularization of this integral equation is being done correctly is to see that the bare coupling λ extracted by imposing the condition that there be a bound state at E = −B on Eq. (4) does behave according to Eq. (19) . In Fig. 2 we plot the function 1/λ ǫ versus 1/ǫ that is found when this condition is imposed on Eq. (4) Tables I and II , where the the phase shifts obtained by these two methods at three energies, as well as the bare coupling λ ǫ , are shown as a function of ǫ. Finally, we should mention that there is some sensitivity to the value of k m that is chosen.
This is a numerical effect, and reflects the wide spacing of quadratures in the logarithmic mesh above k = k m . In Figure 5 we plot δ at E lab = 352 MeV for ǫ = 6.1035 × 10 −5 over a range of k m s, using meshes of the second type described above. Provided k m is large enough the results are stable to four significant figures. The variations in other phase shifts, and in λ ǫ , are smaller than that displayed in this plot.
V. CONCLUSION
From the above analysis and that of Ref. [10] we conclude that it is possible to use dimensional regularization to render divergent integral equations with logarithmic divergences finite, provided that a renormalization condition is imposed in order to fix one of the parameters of the potential. Although in the present investigation we have chosen the bound-state energy to fix the strength of the potential, we could just as easily have used the scattering length or the value of the on-shell amplitude at some finite energy as the renormalization condition.
At this point one might ask whether the ideas discussed here can be profitably employed if power-law divergences are involved. Of course, such divergences do not appear explicitly when DR is implemented in analytic calculations (see, e.g., Ref. [11] ). However, the numer-ical techniques discussed above simply will not eliminate ultra-violet divergences of degree greater than zero. The reason for this lies in the way such divergences are eliminated in "standard" DR. There the offending integral is analytically continued into a region where ǫ is large enough so that the divergences no longer appear. The resulting analytic form is then defined as the value of the integral in the region where the integral was formally divergent. It is this definition that eliminates the power-law divergences, and, in contrast to the case where logarithmic divergences are present, the limit ǫ → 0 cannot be taken until this additional step is made. Since the work of this paper relies on being able to straightforwardly take the limit ǫ → 0 it is not clear that power-law divergences can be eliminated in "numerical" DR. It is possible that a numerical procedure analogous to the analytic one just described can be developed to make sense of integral equations in which power-law divergences appear in the scattering series. However, the working out of such a scheme is beyond the scope of this paper.
Although the present analysis is restricted to a simple toy model which has only logarithmic divergences, we see no reason why it cannot be easily extended to other integral equations of interest. Two examples which we believe to be particularly important are:
1. Effective field theory treatments of neutron-deuteron scattering in the doublet channel.
The leading-order effective field theory calculation produces Faddeev equations whose kernel does not go to zero fast enough as k → ∞ to make the integral equation well-behaved. Normally this equation is regulated by a cutoff, but the techniques discussed here could also be used. This problem is particularly interesting because it has recently been shown that unless a three-body force is added to the leadingorder effective field theory calculation the resultant amplitude is unduly sensitive to the value of the cutoff [17] . This three-body force introduces a new parameter into the calculation, which is fit to the NNN doublet scattering length, 2 a. The integral equation is then properly renormalized, in the sense that its solutions are no longer sensitive to physics at short distances in the NNN system. However, formally it still contains divergences.
2. The Bethe-Salpeter equation for pion-nucleon scattering [18, 19] . In this case we would hope to use DR rather than introduce form factors when solving the integral equation.
This might facilitate the introduction of electromagnetic couplings into the π − N scattering problem. 
