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CHAPTER 1

INTRODUCTION

1.1

Morphing Animation

Morphing is a mesh deformation technique that mimics an organic phenomenon
in which an organism smoothly changes its shape over time. In computer graphics,
morphing is used as a special effect in order to smoothly transform an actor from
one form to another. Morphing can also be used in games to allow players to customize their character by blending between several available models. This study deals
with morphing between two or more arbitrary genus-zero closed triangle meshes (i.e.,
meshes that have no holes or handles).
Several mesh deformation techniques are available and have been used in animated movies and games. The use of blendshapes [2] is a popular deformation technique, in which a group of meshes are linearly combined. This is extensively used in
facial animation, where different expressions, each represented by a separate mesh,
are blended together. Blendshapes can be used for morphing from one character to
another, however, it requires the input meshes to be isomorphic (i.e., they must have
a bijective vertex and triangle correspondence), and the vertices must be indexed
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consistently as well. This study is focused on generating such compatible meshes for
morphing two (or more) incompatible meshes.
In order to morph between two arbitrary meshes, we first need to establish a
bijective surface correspondence between them (i.e., a map that associates each point
on the surface of one mesh to a unique point on the surface of another). For this, it is
required that the two meshes be homeomorphic (of the same genus). This mapping
is achieved by parameterizing both the meshes to a suitable common domain. Additional transformations may need to be applied to the parametric representations in
order for the features from both meshes to line up well when the parameterizations
are overlaid. This process is usually known as a cross (or inter-surface) parameterization [3, 4]. After this, a new triangulation can be generated and used to blend the
shape of the two models, and also their surface properties like color and textures.
Morphing can be calculated by finding a moving path for every vertex on the new
mesh, connecting it to appropriate initial and final positions.

1.2

Motivation and Contribution

The goal of this study is to smoothly interpolate between the shapes of two or
more genus-zero 3D meshes, regardless of the differences in vertex count, indexing, or
connectivity. Spherical parameterization is employed to establish surface correspondence, since a sphere is the most natural parametric domain for genus-zero meshes.
A sphere provides a globally smooth surface domain without the need to cut an input mesh into flat pieces (like in the case of 3D-to-2D parameterizations). Although
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spherical parameterization of genus-zero meshes has been greatly studied [5–8], it
remains challenging in practice. The major concerns are:
1. Minimizing distortions in the parametric domain: Distortion is a measure of the amount of change in the shape of the triangles after parameterization.
A highly distorted parameterization will be difficult to modify or sample from.
Distortions exist in many different properties of the parameterized triangles
(e.g. areas, angles, lengths, etc.) and it is hard to minimize all these different
distortions; it is necessary to make a compromise on some.
2. Correct alignment of corresponding geometric features in the parametric domain: Corresponding features from both meshes need to be brought
together on the sphere. This can be done by constraining the feature vertices to
be aligned during spherical parameterization, or by warping the spheres after
parameterization. Both theses approaches might not be straightforward in all
situations.
3. Computation time: Parameterization and feature correspondence problems
are computationally expensive and can easily take minutes to complete for
meshes with tens of thousands of vertices.
4. Feature preservation during remeshing: Remeshing is the process of retriangulating a 3D model while preserving its appearance. The feature-aligned
spherical parameterizations are used for generating isomorphic remeshings of
the input models. It is a challenge to preserve all small shape details while also
trying to maintain a minimal vertex count.
3

We present a new approach for cross parameterization and remeshing with the
capability of aligning user-selected geometric features. Our parameterization method
originates from Progressive Meshes [9]. Novel distortion measuring and optimization
metrics are used to progressively project vertices to an optimal position on the sphere.
Feature alignment is achieved through a combination of least squares rotation and
Radial Basis Function (RBF) based mesh deformation. The remeshing technique
presented is capable of preserving features from both input meshes while keeping the
mesh complexity comparable to the input meshes, in contrast to metamesh-based
algorithms which result in highly complex remeshings (a metamesh is a spherical
mesh obtained by overlapping two spherical parameterizations). The advantages of
our approach are demonstrated by comparing to state-of-the-art solutions.
This study also establishes a method for blending the textures from the input models during morphing. Texture morphing is challenging because of the seams
present in the original texture charts, due to which one is unable to interpolate texture coordinates across the seams. The presented technique merges the seams by
texturing the spherical parameterization and then unfolding the sphere to generate a
new texture mapping. There will be no gaps anywhere in the new texture chart, thus
making the interpolation of texture coordinates safe.
Our algorithms are fast, and are able to process complex meshes with tens of
thousands of vertices in a matter of minutes.
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1.3

Thesis Organization

Chapter 2 reviews the existing literature on mesh parameterization and morphing, focusing on spherical parameterization in particular. It also explores several
applications of mesh parameterization and the shortcomings of some existing approaches.
In Chapter 3, our pipeline for mesh morphing and its various stages are introduced. Chapter 4 explains the two-step parameterization algorithm. Chapter 5
illustrates the techniques employed to align mesh features in the parametric domain.
Chapter 6 discusses a simple yet effective approach to merging the topological features of the input models and generating a new supermesh that can be used to
represent all input models. Chapter 7 explains how the shape and the textures of
two input meshes can be morphed, and also extends the approach to more than two
meshes. Chapter 8 presents performance evaluations and comparisions with other
relevant works. Finally, Chapter 9 summarizes findings, states the limitations of the
presented techniques, and explores avenues for further research.
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CHAPTER 2

BACKGROUND

2.1

Mesh Parameterization and its Applications

Mesh parameterization is a technique used to establish a map that transforms
points on the surface of a mesh to points on a parametric domain. The parametric
domain is usually chosen to be a simple surface, e.g. a 2D square, a sphere, a torus,
a cube, etc. Meshes can be of arbitrary complexities, but parameterizing them would
allow one to construct simple representations for them (e.g., any point on a genus-zero
surface can be addressed through polar coordinates after spherical parameterization).
Parameterizations allow us to develop operations that can be applied to a whole family
of meshes on the parametric domain without regard to the actual shape of the mesh.
A few examples of such operations would be remeshing, geometry compression, and
morphing. There are lots of works in the literature related to mesh parameterization
and morphing, which are discussed in the subsequent sections.

2.1.1

Planar Parameterizations
Planar parameterization is the simplest parameterization method. It cuts a

mesh and maps it to flat pieces, an example being texture mapping of 3D meshes.
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Sorkine et al. [10] perform piecewise planar parameterization with strictly bounded
distortion. Kraevoy and Sheffer [3] parameterize meshes using a triangular patch
layout and use a smoothing mechanism to reduce mapping distortions. In a more
recent work, Aigerman et al. [11] choose feature correspondent points and use geodesic
cuts for inter-surface mapping. Their planar parameterization allows for overlaps in
the parametric domain, but bijectivity can be recovered using a technique they call
“bijection lifting”. In the case that feature points are chosen poorly, the mappings
may contain significant distortions around the cuts. Their follow-up work [12] fixes
the problem by encoding cut-invariance and is indifferent to the choice of cuts, but is
still susceptible to noticeable distortions around the chosen feature points.
Planar parameterizations have been used for a variety of applications like
texture mapping [13] and generating geometry images [14] (2D images that encode
surface geometry; each pixel representing a 3D coordinate). Praun and Hoppe [5]
generate a 2D parameterization through the use of spherical parameterizations for
the purpose of creating geometry images. Cutting a mesh and mapping it to flat
pieces in 2D domain allows one to parameterize meshes of arbitrary topologies, and
also helps reduce parameterization distortion [10]. However, there are discontinuities
in the 2D parametric domain because of cutting (i.e., it is only defined in limited
regions). This creates issues in applications like morphing, because interpolation of
mesh properties cannot be done across the boundaries. There is always a tradeoff between the number of continuous “pieces” in the parameterization versus the
distortion in parameterized triangles. There have been a number of studies [13, 15]
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dealing with optimizing such 2D parameterizations to reduce geometric distortion or
even distortion measured on some surface property.

2.1.2

Spherical Parameterization
Spherical parameterization does not require cutting, and a sphere is the most

natural parameterization domain for a genus-zero mesh. This section reviews two
main categories of parameterization approaches that project the mesh to a sphere:
progressive procedure, and relaxation based procedure.
Progressive procedure: A mesh is first progressively simplified to a trivial
spherical projection. Vertices are reinserted iteratively until the full resolution of
original mesh is reached, and the spherical parameterization is also constructed at the
same time progressively. Praun and Hoppe [5] represent the mesh with a progressive
mesh, where the base mesh is a tetrahedron that is easily mapped to a sphere. A
new vertex inserted in the progressive mesh is placed at an optimal position within
the ring of its neighboring vertices, locally minimizing stretch or distortion in the
parameterized triangles. Using a similar progressive approach, Wan et al. [16] develop
a procedure for spherical parameterization with a hierarchical optimization scheme.
Relaxation based procedure: Vertices are repeatedly updated based on
a function of neighboring vertex positions or curvatures. Alexa [17] parameterizes
a mesh by repeatedly placing each vertex at the centroid of its neighbors, and also
compares this technique with other similar barycentric techniques [18]. Gotsman et
al. [6] generalize the problem of finding a spherical embedding into the problem of
solving a system of non-linear equations. Zhang [19] directly projects the 3D mesh
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onto a sphere, starting with lots of triangle fold-overs, and then iteratively relaxes the
overlapping regions to remove intersections. Mocanu and Zaharia [7] flatten a mesh
based on Gaussian curvatures, by repeatedly choosing the most “curved” vertex and
updating it to be the average of its neighboring vertices.

Figure 2.1: Degeneration problem while parameterizing based on relaxation or energy reduction

Figure 2.1 demonstrates a common problem that can occur when using relaxation or energy minimization based spherical parameterization methods. If not
stopped, energy minimization repeats until energies reach the minimum at zero even
though an expected parameterization is obtained at a non-zero energy. Continuing
the process of minimization down to zero energy leads to degenerate triangles or mesh
fold-over; eventually the entire parameterization gets collapsed to a point. This can
be avoided by constraining some vertices to serve as fixed anchors. Friedel et al. [20]
present a method to avoid such degeneration during spherical parameterization without having to constrain mesh vertices. Other successful relaxing methods [21] choose
a threshold to limit the iterations of optimization, but this can lead to mesh features
getting heavily distorted. Also, several of the relaxation based methods can cause features to get pushed into small regions on the sphere; such features can become hard
to restore on a remeshed model without excessive sampling. The parameterization
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approaches in [7, 19] also are susceptible to degeneration problems like in Figure 2.1,
especially when the input meshes are highly distorted and have a low polygon count
(e.g., less than 1000 triangles). The local flattening approach to parameterization
proposed by Mocanu and Zaharia [7] in addition takes a lot of time to converge
for meshes with lots of appendages (e.g., an octopus), since the algorithm needs to
iteratively shrink down all such features to make the mesh rounded.
There have been other recent works in spherical parameterization as well.
Kazhdan et al. [22] present a surface evolution technique for genus-zero meshes that
converges into conformal spherical parameterizations. It is not proved that the process
converges in all cases, but the authors have provided empirical evidence that it works
on a number of examples. Also, Wang et al. [8] minimize ARAP energy (which serves
as a metric for measuring distortion) while following a two step parameterization
approach: local flattening of individual triangles followed by global stitching of those
triangles on the sphere.
Spherical parameterizations are used in a variety of applications like mesh
morphing [1, 18, 19] and geometry compression [5]. It has also been used in the field
of medical visualization for brain surface mapping (e.g., [23, 24]). Sheffer et al. [25]
present a discussion of several parameterization methods and their applications.

2.2

Mesh Morphing

Alexa [18] discusses various techniques and underlying problems of topology
merging and morphing, focusing on relaxation based parameterization. Alexa’s approach in [17] supports feature alignment, but does not guarantee that the features
10

will be completely matched; features are moved on the spherical parameterization
only to the extent that does not cause any triangle folds. Lee et al. [26] support
mesh morphing with feature alignment; and feature alignment in their case is done
during parameterization itself. The key idea in their approach is to parameterize
both input meshes onto a common base domain, a very coarse mesh constructed to
include the chosen feature points. After parameterization, they construct a metamesh
by overlapping the parameterizations to represent input shapes and morph between
them. Kraevoy and Sheffer [3] adopt a similar approach for parameterization but use
an adaptive method for remeshing that results in a smaller number of components
(vertices and triangles). Mocanu and Zaharia [1] and Zhang [19] also support feature aligned mesh morphing, and use an adaptive subdivision approach for remeshing, avoiding having a large number of components after remeshing. The feature
alignment technique in [1] is based on deformation of parameterizations based on
user-selected feature points, whereas [19] introduces the notion of “feature regions”
instead of feature points, and focuses on alignment of small regions in the mesh instead of particular points. Finally, Alexa [18] discusses possible alternate approaches
for moving vertices during morphing compared to the traditional linear interpolation
between target positions.
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CHAPTER 3

SYSTEM OVERVIEW

The intent of this chapter is to explain the different modules in our morphing
pipeline, and how they fit together. Figure 3.1 illustrates the entire pipeline as it
applies to morphing two models. The inputs to the pipeline are two genus-zero 3D
meshes of arbitrary vertex/triangle count, and the final outputs are two remeshings
of the input meshes that look like the inputs but are isomorphic (have one-to-one
vertex and triangle correspondence). The morphing sequence is obtained by linearly
interpolating the vertex positions between these two remeshings. The different stages
and their respective (intermediate) inputs and outputs are explained below as they
apply to morphing two models (but the steps can be adapted to work for a greater

Figure 3.1: The pipeline for 3D mesh morphing.
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number of meshes). Each of the stages in the pipeline is implemented as a separate
program, and takes input from the prior stages in the pipeline. The next section gives
a brief introduction to the individual stages in the pipeline.

3.1

Stages in the Pipeline

Simplification: The simplification stage takes as input a genus-zero triangle mesh M , which is simplified to a tetrahedron one vertex at a time using edgecollapsing operations. The collapsing operations are recorded in order to construct a
progressive mesh representation of the mesh [9]. A progressive mesh representation
here consists of the tetrahedron and a sequence of vertex split (inverse of edge collapse) operations that allow reconstruction of the original mesh. This stage is also
referred to as “Fine-to-Coarse Embedding” in Chapter 4.
Parameterization: The tetrahedron obtained from the simplification stage is
progressively refined one vertex at a time by playing back the recorded edge-collapsing
operations in reverse order. While each vertex is inserted back, the spherical embedding is preserved and parameterization distortion is locally minimized using our distortion metric. Global distortion minimization is run intermittently to ensure proper
vertex distribution in the sphere and to avoid numerical issues due to vertices being
too dense in a small region of the sphere. The output of this stage is a spherical mesh
S with one-to-one vertex and triangle correspondence with the original mesh M . The
sphere is scaled to have unit radius and is centered at (0, 0, 0) before proceeding to
the next steps.
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Feature Alignment: The feature alignment phase takes as input two triangle
meshes M1 and M2 and their spherical parameterizations S1 and S2 and a set of user
selected control points on M1 and M2 that represent corresponding features. S1 and
S2 are then modified so that the user selected features from the two input models line
up in the spheres.
Texture Remapping: This is an optional step that is applicable only if
M1 and M2 have texture maps associated with them. Two new texture maps are
generated for the two models in a manner that stitches all pieces in the texture map
together, and new texture coordinates are assigned to the vertices in M1 and M2 (and
thus also to S1 and S2 ) in order to work with the new texture maps.
Remeshing: Taking meshes M1 and M2 and their parameterizations S1 and
S2 as input, this step generates new remeshings M1 0 and M2 0 that take on the appearance of M1 and M2 while having the same number of vertices and the same
connectivity between the vertices. Remeshing is described in Chapter 6.
Morphing: The remeshings M1 0 and M2 0 are blended together through linear
interpolation of corresponding vertex positions. The morph can be smoothly animated
by gradually changing the position of the linear interpolation.

3.2

System Implementation

The entire pipeline has been implemented with OpenGL and C++. The Eigen
library (version 3.2.4) has been used for its linear algebra routines, and is available for
download at http://eigen.tuxfamily.org/. We have also used MeshLab [27] (version
1.3.3) for its implementation of the Qhull [28] convex hull algorithm (which was used
14

to evaluate an alternate approach for remeshing). Also, we have used the Autodesk
FBX SDK (version 2015.1) to work with textured models.

3.3

3D Models Used

The monster, elf and merman models were kindly provided my advisor Dr. Chao
Peng. All other models are freely available for download on the internet. The 3D
models for david, manhead, eagle and duck are from the Watertight Track of SHREC
2007 [29], and are available for download from http://segeval.cs.princeton.edu/. The
dolphin model is courtesy of Umar Muzammil [30] and the human model shown in
Figure 4.4 is courtesy of Francisco Athens [31]. The cow and triceratops models
are courtesy of Viewpoint Animation Engineering and the horse model is courtesy
of Cyberware Incorporated. The meshes were cleaned up (duplicate vertex removal,
topology fixing, etc.) and triangulated before use. The textures for the cow and the
triceratops models were painted by myself.
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CHAPTER 4

SPHERICAL PARAMETERIZATION

Given a triangle mesh M , the goal of parameterization is to form a mapping
f : M → S, which maps every vertex of M onto the sphere S in a manner that does
not cause any two parameterized triangles to overlap. A two step process is employed,
which first simplifies the mesh using iterative vertex removal to a simple form that
can be trivially mapped to a sphere, and then the re-inserts the removed vertices
while maintaining a spherical embedding. This approach is quite generic and can be
used in conjunction with various mesh simplification criteria and parameterization
strategies. When the vertices are inserted back, a predefined stretch metric (defined
in section 4.2.2) is minimized by sampling the local neighborhood of the vertex to
be inserted. The vertices on the sphere are periodically repositioned using an optimization algorithm (section 4.3) to prevent them from cluttering small regions in the
sphere and to spread out the built up stretch. While this method is similar to the
method of Praun and Hoppe [5], it uses a novel stretch metric which is simple yet
robust. The stretch metric takes into consideration the angle and area distortions
in parameterized triangles, and also their aspect ratios. These three factors can be
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blended together in different proportions if it is desired for one to have more influence
than others (explained in Section 4.2).

4.1

Fine-to-Coarse Embedding

The first stage in parameterization involves simplifying the given mesh into
a coarse mesh that can be easily mapped to a sphere. The given mesh M is first
simplified towards a base mesh M (0) with edge collapsing operations, while creating
a progressive mesh [9]. M (0) is a convex mesh that can be trivially mapped to a
sphere (i.e., it is a triangle mesh in which all vertices are visible from its centroid). A
vertex is removed after each edge collapsing operation. Removing the vertex changes
the topology within the 1-ring of its neighbor vertices. In other words, this removed
vertex is embedded into the 1-ring domain.
Most simplification criteria (e.g., mesh decimation [32], QEM [33], QCEM [34],
appearance-preserving [35]) favor curvature preservation. These criteria favor the
simplification of flat regions as opposed to curved regions. This is desirable if we
wish to preserve the general appearance of the initial model in the coarser versions.
However, features, even small ones such as horns and tails, may still exist on many
coarse mesh versions (intermediate simplifications close to the base M (0) ), so they are
not convex meshes. The more non convex features appear on these coarse versions,
the more distortions are introduced into the spherical parameterization when later
coarse-to-fine extracting and parameterizing triangles.
In our approach, the simplification is carried out in favor of removing curvatures as early as possible during the creation of progressive meshes. This means,
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Figure 4.1: Simplification using QEM (top) and curvature (bottom) as edge collapsing criteria

while simplifying towards M (0) , coarser versions tend to be rounded, and become
sphere-like shapes that will be less distorted when parameterized. Figure 4.1 shows
the difference between using this approach and QEM [33]. The first row shows the
sequence of simplified meshes using QEM that preserves curvatures. The second row
shows the sequence of simplified meshes using our criteria that removes curvatures
and creates rounder and coarser versions of the mesh. The numbers of vertices from
left to right are 2053, 1500, 1000, 500, 100, 50 and 4.
At each edge collapsing operation, an edge e(u, v) is chosen to collapse, which
thereby merges vertex u to v. We use v 0 to denote the merged vertex. We pick an
edge with high Gaussian Curvature G(u) at vertex u while also trying to minimize
the sum of the aspect ratios R(τ ) of the triangles containing the merged vertex after
the edge is collapsed. The chosen edge has the smallest cost C(u, v) over all edges,
calculated from Equation 4.1:
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C(u, v) =

1
1 + G(u)

 
·

where

X


R(τ ) ,

(4.1)

τ ∈N4 (v 0 )


3 × 2π −
Gaussian Curvature G(u) =

P
α∈N] (u)

P

A(τ )

α


,

(4.2)

τ ∈N4 (u)

Aspect Ratio R(τ ) =

circum-radius of triangle τ
,
twice the in-radius of triangle τ

(4.3)

N4 (u) = the triangles in the 1-ring neighborhood of vertex u (before collapse),
N4 (v 0 ) = the triangles in the 1-ring of merged vertex v 0 (after collapse),
N] (u) = angles at the vertex u, and
A(τ ) = area of triangle τ

Figure 4.2: Edge collapsing operation

Figure 4.2 illustrates the exact triangles used for Equation 4.1. The red line
indicates 1-ring of vertex u. The blue triangles (N4 (u)) are used for calculating the
Gaussian curvature of vertex u. The orange triangles (N4 (v 0 )) are used for calculating
the aspect ratio when collapsing vertex u to v.
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The benefits of using the two terms (Gaussian Curvature and aspect ratio) in
Equation 4.1 are explained below.
Gaussian curvature of the vertex to be removed:
Vertices with high curvature have a low edge collapse cost. Equation 4.2 uses
a discrete approximation of the Gaussian curvature, taken from [36]. The inclusion of
this term in the cost equation favors an edge collapse that results in a more “rounded”
mesh.
Aspect ratio of triangles:
The aspect ratio term introduced in Equation 4.1 is expanded in Equation 4.3.
This term represents the sum of the aspect ratios in the 1-ring of the merged vertex v 0
after the collapsing operation. This term has a minimum value of 1 for an equilateral
triangle, and increases for sheared triangles. If the triangles in the 1-ring of the
merged vertex are highly sheared, this term takes a high value. Consequently, this
term favors an edge collapse operation that results in less sliver triangles than other
edge collapse operations. It also favors an edge collapse that avoids the merged vertex
having a high valence (many vertices in 1-ring). This is desirable because having too
many vertices in the 1-ring limits the area we have for sample generation during the
coarse-to-fine extraction later.
In addition to this, only the edge collapses that do not change the topology of
the mesh are allowed. The mesh should remain a manifold after every edge collapse
operation. To do this, we simply need to check how many common neighbors the
vertices u and v have. They should have exactly 2 common vertices in their 1-ring
neighborhood for a valid edge collapse operation.
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4.2

Coarse-to-Fine Extraction

After the fine-to-coarse embedding step has simplified the input mesh M to
tetrahedron M (0) , M (0) is mapped to a sphere. Since M (0) is a convex mesh, it is
mapped to a sphere by shooting rays from its centroid towards the vertices, and
placing the vertices at the intersections of the rays with a sphere centered at the
centroid of M (0) . The surface area of this sphere is set to be equal to the sum of
triangle areas of M (0) ; the origin of this sphere is the centroid of M (0) . It is possible
that in some cases the tetrahedron obtained is very thin and almost flat. In such
cases, we simply set the vertices of M (0) to be at predefined vertex positions of a unit
tetrahedron embedded on the sphere so that we have a good initial parameterization
to begin with.
The mesh vertices are added back iteratively. A later removed vertex is split
earlier from where it was merged to, and connects to the neighbor vertices in the
1-ring domain. In this extraction process, the new vertex modifies only the local
parameterization. The vertex is inserted into the “spherical kernel”, defined as the
intersection of open hemispheres of the 1-ring edges [5]. Theoretically, in the kernel,
no matter where the vertex is inserted, parameterization is always valid because
it avoids triangle fold-overs. However, an inappropriate insertion may cause large
distortions, and its position among neighbors may not reflect the relative position in
the original mesh. At each extraction step, sample points are generated in the 1-ring
domain using a barycentric interpolation method; sample points valid for new vertex
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insertion are called kernel samples. The kernel sample that results in least distortion
according to a metric (defined in section 4.2.2) is chosen to place the new vertex.

4.2.1

Sample Point Generation
For each neighbor triangle in the new vertex’s 1-ring domain, a set of points

is created using Equation 4.4:

p = u · a + v · b + (1 − u − v) · c

(4.4)

where p is a point in the triangle formed through a convex combination of the vertices
a, b and c. u, v ∈ [0, 1] with u + v ≤ 1, and their actual values vary with a predefined
stepping value.
Rays shooting from the center of the sphere to these points intersect with the
spherical surface. The intersections are the candidates for kernel samples. The points
that lie on the 1-ring boundary edges are not considered. Some candidates may not
be in the spherical kernel, and would cause a triangle fold-over problem if used for
vertex insertion, so they must be removed. Each candidate is tested against all the
planes formed with 1-ring edges and the sphere’s center point, as shown in Figure 4.3.
Figure 4.3 (a) shows an intermediate parameterization with the 1-ring for the new
vertex highlighted (green lines); (b) demonstrates all sample points (candidates) from
the triangles of the 1-ring. They are tested against the orange planes. Blue ones
become the kernel samples since they are above all planes, and the red ones will be
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removed.

Figure 4.3 (c) shows the kernel samples. The optimal kernel sample is

chosen and used for placing the new vertex.

(a)

(b)

(c)

Figure 4.3: Spherical kernel sampling and candidate clipping.

4.2.2

Distortion Measurement
A triangle mesh may be geometrically complex. In general, original features

on a vertex’s 1-ring surface will be inevitably distorted when parameterizing it onto
a sphere or any developable surface. After kernel samples are generated, an error
function is needed to measure the significance of the distortion that each sample
would cause if used to place the new vertex.
We have developed an error function to evaluate distortion; the vertex will
be placed at the kernel sample with the smallest error according to this function
(see Equation 4.5). This function is inspired by Most Isometric Parameterizations
(MIPS) [37, 38], which specifies distortion in terms of the angles, edge lengths and
areas, and can be interpreted as Dirichlet energy per parameter area [37]. The error
function used in our approach, as shown in Equation 4.5, considers the error D(p)
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while parameterizing a vertex p on the sphere as a combination of angular distortion,
area distortion, and appearance (i.e., the aspect ratio of triangles) in the 1-ring of p:

P
D(p) =

{i,j}∈E(τ )

P
τ 0 ∈N4 (p)
τ =f −1 (τ 0 )

|

cot(αij (τ 0 )) × kij (τ )k2
2 × A(τ 0 )
{z

angle distortion

% 
ϕ
A(τ )
A(τ 0 )
0
+
R(τ )
(4.5)
A(τ )
A(τ 0 )
}|
{z
} | {z }



area distortion

aspect ratio

where
N4 (p) = triangles in 1-ring of p,
τ = f −1 (τ 0 ) = inverse spherical parameterization of τ 0
(i.e., the original mesh triangle corresponding to spherical triangle τ 0 )
E(τ ) = edges of triangle τ specified as sets of indices: {0, 1}, {1, 2} or {0, 2}
αij (τ ) = angle formed by the ith and j th vertices of triangle τ with the other vertex
ij (τ ) = edge formed by the ith and j th vertices of triangle τ
A(τ ) = area of triangle τ,
R(τ ) = aspect ratio of triangle τ (Equation 4.3),
% = area preservation exponent; % ∈ [0, +∞), and
ϕ = aspect ratio exponent; ϕ ∈ [0, +∞)
When evaluating the distortion error at a kernel sample, the kernel sample is
considered the position for the new vertex p on the spherical mesh S. τ 0 is one of the
triangles formed by p and two of its 1-ring vertices on S, and τ is the corresponding
triangle in original mesh M . ij (τ ) represents an edge of τ . αij (τ 0 ) is the angle
opposite to ij (τ 0 ) on τ 0 . Aspect ratio R(τ 0 ) is calculated for the triangle τ 0 on S. %
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and ϕ vary between 0 and +∞, and control the relative importance of the angle, area
and aspect ratio terms.
The benefits with angle and area terms have been discussed in previous works.
For example, conformal parameterization [24] focused on angle-preservation and [21]
discussed area-preservation. If too much focus is given on angle preservation, the
features can get squeezed to small regions on the sphere. If too much focus is put
on area preservation, parameterized triangles can get extremely sheared. Such effects
can lend to numerical issues when dealing with complex geometries (> 10K vertices).
We discovered that the aspect ratio of parameterized triangles has a great impact on
the ability to generate samples efficiently and without numerical issues. Without the
aspect ratio term, topological connections tend to be harsh and rigid, the triangles
are stretched at a considerable degree, and we might get undesirable depressions on
the sphere.
The sphere surface may be depressed by long and thin triangles. A region
with high curvatures and a small number of triangles can make the depression significantly deep. While surrounding vertices are iteratively added back, the depression
can become narrower and deeper. Eventually, such a region may lead to issues later
in the remeshing process, where features inside the depression cannot be restored on
the recreated topology of the remeshed model. (e.g., triangles of the remeshed model
cross the depression and may cause a flat appearance). This issue is more obvious
on low-polygon gaming characters. For the purpose of efficient data management, a
game character usually is a mesh with an arbitrary topology containing a varying ver-
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tex density. When progressively parameterizing a sparse region (low vertex density)
of the game character to the sphere, a depression may occur.
Figure 4.4 illustrates depressions on the spherical representations of a human
model. Figure 4.4 (a) shows the original model with the regions of low vertex density
and high curvature highlighted (the shoulder area is highlighted in blue and the inner
thigh region is highlighted in green). Figure 4.4 (b) and (c) show the depressions
on sphere viewed from different angles. Figure 4.4 (d) is a remeshing obtained after
cross-parameterizing the model with another 3D model and applying our subdivisionbased remeshing algorithm (Chapter 6). Because of the depressions on the spherical
representations, the remeshed model contains unexpected distortions, especially on
shoulder and inner thigh regions.

(a)

(b)

(c)

(d)

Figure 4.4: Depressions in spherical parameterizations

Figure 4.5 shows the effect of varying the values of the area preservation exponent (%) and the aspect ratio exponent (ϕ) on the parameterization of the human
model shown in Figure 4.4. A parameterization can still preserve features like face
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Figure 4.5: Effect of area preservation and aspect ratio terms in parameterization

and hands without the inclusion of the aspect ratio term, but it can create small
surface depressions on the sphere. Inclusion of the aspect ratio term in distortion
measurement alleviates this problem. Putting too much focus on area preservation
(high values of %) can result in highly sheared triangles which can lead to numerical
issues, especially when the mesh has a lot of triangles: the 1-ring kernel (Figure 4.3)
can get so narrow that none of the samples generated fall inside the kernel. This
can be overcome by generating samples very densely, but that would cause a significant performance penalty, especially when dealing with large meshes where the
kernels keep getting smaller as the parameterization proceeds. The same issue can
occur when emphasis is placed on preserving angles instead of areas and the original
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mesh is not well-tessellated and contains splinter-like triangles: this would also cause
splinters in the parameterization. The amount of shear in parameterized triangles is
reduced by using the aspect ratio term (i.e. using a non-zero value for ϕ). However,
while this improves the appearance of triangles and makes kernel sampling easier, it
tends to cancel the intent of area preservation if not balanced well. We found that
using % = 3.0 and ϕ = 12.0 maintains a good balance between area preservation and
triangle appearance while also avoiding the problem of surface depressions. We have
used this combination for all of the examples presented later.

4.2.3

Radius Adjustment
We observed that the computed distortion/error value varies with the size of

the intermediate sphere onto which the intermediate mesh M (i) (mesh obtained after
inserting i vertices back into the initial tetrahedron) is parameterized. This is because
the area distortion term used in Equation 4.5 is not invariant to scale. It is related
to the change in area when parameterizing triangles from one mesh to another. If
the sphere area is too large or small compared to the surface area of M (i) , the area
distortion term will always have a high value, and thus have a much stronger impact
than the other two terms during distortion error calculation. The closer the areas of
the actual mesh and the parameterized mesh, the more balanced the influences are
from the three terms. To ensure a good quality of parameterization, we dynamically
change the sphere radius at each vertex insertion in a manner that makes the sphere
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surface area equal to the surface area of the corresponding intermediate mesh.

intermediate sphere radius =

v P
u
A(τ )
u
t τ ∈M (i)
4π

(4.6)

Once the parameterization is complete, we are not concerned about the radius
of the sphere anymore, and we normalize the sphere to unit radius. All the other
stages of our morphing pipeline work with unit sphere parameterizations.

4.3

Optimization

Coarse-to-fine extraction optimizes a newly inserted vertex in the 1-ring domain. Continuing to insert vertices may make a region of the sphere’s surface excessively dense, and 1-ring domains in this region may become extremely narrow.
Consequently, we can have lots of features getting parameterized to small regions on
the sphere and sparse parameterization on other parts of the sphere. Mesh features
are not preserved well this way. Also, the parameterized triangles would be extremely
thin and sheared, leading to numerical issues when sampling them for new vertex insertion. Hence, a global optimization method is necessary to distribute the vertices
appropriately.
After a certain amount of vertices are inserted, they are repositioned iteratively. Associated with each vertex in the spherical parameterization S is a displacement (disp) value, indicating the distance moved from its previous position to the
new position. A so-called neighbor displacement (neiDisp) value is also maintained
for each vertex, which represents the sum of displacements of the vertex’s neighbors
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due to repositioning. Vertices with higher neiDisp values are optimized and repositioned earlier than the ones with a lower value. Algorithm 1 illustrates the details.
The vertices (S.V ) are sorted in a decreasing order of neiDisp. For each vertex v
in S.V , sample points are generated in its 1-ring kernel, and the most favorable one
is picked as the new position. This leads to a change in the disp value of the vertex (shown in Line 6-10). This displacement is also propagated to the neiDisp values
of the vertex’s neighbors(shown in Line 11-13). During the process, the maximum
displacement (maxDisp) of all displaced vertices is maintained. The process stops
when maxDisp falls below a predefined threshold disp threshold. In the first iteration, when both the disp and neiDisp values are zero for all vertices, we start the
process from vertices in the neighborhood of the last inserted vertex.
Algorithm 1 Optimization
Input: The original mesh M and its spherical parameterization S
Output: Optimized vertices
1: procedure Optimize-Distrotion(M , S)
2:
do
3:
maxDisp = 0
4:
sort S.V in decreasing order of neiDisp
5:
for each vertex v ∈ S.V do
6:
re-calculate sample points in v’s 1-ring kernel
. Equation 4.4
7:
re-calculate sample point errors
. Equation 4.5
8:
pos = position of the sample point with smallest error;
9:
v.disp = pos − v.pos
10:
v.pos = pos
11:
for each vertex xP
i in 1-ring of v do
12:
xi .neiDisp =
yj .disp, where yj ∈ 1-ring of xi
13:
end for
14:
if v.disp > maxDisp then
15:
maxDisp = v.disp;
16:
end if
17:
end for
18:
while maxDisp > disp threshold
19: end procedure
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Figure 4.6: Parameterization improvement through optimization

Figure 4.6 illustrates how the optimization procedure distributes vertices and
reduces distortion globally. From left to right, the first image is the embedding
obtained after 100 vertex insertions with the cow model; and the following sequence
of images correspond to 1, 2, 4, 10, 20 and 30 optimization iterations. The process
converged after 30 iterations. The threshold disp threshold was chosen to be 10−6 .
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CHAPTER 5

FEATURE ALIGNMENT

In order to properly align the features in the source and target mesh parameterizations, we require an equal number of corresponding feature points (also called
control points) on the meshes M1 and M2 . The user selects feature point pairs that
they want to align from among the vertices of M1 and M2 (in fact it is possible to
select any point on the surface of the meshes, but this study uses the mesh vertices
for simplicity). Since the initial parameterizations can have arbitrary orientations, it
is necessary to first rotate one of the spherical parameterizations so that the control
points are brought close to each other in the spherical domain. Then both the spherical meshes are warped in order to exactly coincide the corresponding control points
using Radial Basis Function (RBF) interpolation.

5.1

Rough Alignment

In this step, a rotation is calculated that will roughly align the control points
in the two parameterizations. S1 and S2 are the two spherical parameterizations for
input meshes M1 and M2 . Both S1 and S2 are unit spheres centered at (0, 0, 0). Say
the user picked a set of k control points {p1 , p2 , ..., pk } on S1 , and a corresponding
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set of control points {p1 0 , p2 0 , ..., pk 0 } on S2 (the user would actually pick the points
on M1 and M2 , which are then mapped to the sphere). We seek a rotation matrix R,
which when applied to S1 minimizes the sum of squared distances between control
points on S1 and the corresponding control points on S2 :

Σ2 =

k
X

||pi 0 − Rpi ||2

(5.1)

i=1

Algorithm 2 presents an approach (based on Arun et al.’s work [39]) to solve
for the rotation matrix R. For most cases, the algorithm produces the expected
matrix R in line 4. However, there are two degenerate cases that need to be handled
(lines 8 - 15). This is signaled by the determinant of X (computed in line 4) being
−1, which implies that X is a reflection matrix. This can indicate two cases:
1. One of the control point sets, {pi } or {pi 0 } is coplanar. If this is the case, then
one of the singular values of H is zero (i.e., if one of the diagonal entries in D
is zero). The matrix X obtained in line 4 is a reflection matrix, but the desired
rotation can still be recovered (lines 9 - 11).
2. Neither {pi } nor {pi 0 } are co-planar, and there is no rotation matrix that can
produce a smaller sum of squared distances (Equation 5.1) than the reflection
matrix obtained. In this case, det(X) is still -1, but none of the singular values
of H are zero. If this happens, rough alignment is not possible and the least
squares approach probably doesn’t make sense anyway, so we proceed directly
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to exact alignment. This is very rare though, and we have not encountered this
case in any of the experiments.
Algorithm 2 Rough Feature Alignment
Input: Control point positions {pi } on the surface of S1
Control point positions {pi 0 } on the surface of S2
The number control points, k
Output: A rotation matrix R that when applied to S1 , minimizes the sum of
squared distances between the corresponding control points on S1 and S2
procedure Rough-Alignment({pi }, {pi 0 }, k)
k
P
2:
Compute the matrix H =
pi pi 0 T
1:

i=1

Find the singular value decomposition of H, H = U DV T
Calculate X = V U T
if det(X) = +1 then
return R = X
end if
if det(X) = −1 then
. X is a reflection matrix
if a diagonal entry in D is 0 then
V 0 = V , with sign of the third column inverted
return R = V 0 U T
else
The algorithm has failed, skip rough alignment and proceed directly to
exact alignment
14:
end if
15:
end if
16: end procedure

3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:

5.2

Exact Alignment

In order to exactly align both meshes, one or both of the parameterizations
are warped using a Radial Basis Function (this approach is also used in [1]). Warping
just one mesh can introduce large distortions, and it is generally better to warp
both parameterizations so that the control points on both spheres are moved to their
corresponding midpoints on the great circle arc between them. Doing this distributes
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the distortion to both parameterizations. The steps to warp a single parameterization
S to align its control points to their target positions are described below. This
algorithm is applied to both S1 and S2 , but can be adapted to warp one to the other
instead of aligning the control points in the middle position.
The displacement to be applied to the spherical mesh vertices are calculated
using the CT P S Ca2 [40] Radial Basis Function (RBF), which is the same approach
as used in [1]. De Boer et al. [40] present a comparison of several other RBFs that
can also be applied for mesh deformation purposes. The RBF is used to interpolate
displacement for all vertices in the parameterizations from the known displacements
of control points, based on proximity to the control points. De Boer et al. [40] present
a formulation to interpolate a scalar value using RBFs, an adaptation of the same is
presented here to interpolate 3D displacement vectors.
We use {xi | i = 1 to N } to denote the vertices on the spherical parameterization S, and {pj | j = 1 to NC } to denote the control points on S; where N
is the number of vertices in S and NC is the number of control points selected.
{pj 0 | j = 1 to NC } are the target positions of the control points (these can either
be the control point positions on the other parameterization, or the corresponding
midpoints as described earlier). The desired displacement of a vertex x in S can be
described component-wise in terms of the RBF as:

d(x) = (dx (x), dy (x), dz (x))
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(5.2)

where
dx (x) =

NC
X

(1)

(5.3)

(2)

(5.4)

(3)

(5.5)

αj φ(||x − pj ||) + P1 (x)

j=1

dy (x) =

NC
X

αj φ(||x − pj ||) + P2 (x)

j=1

dz (x) =

NC
X

αj φ(||x − pj ||) + P3 (x)

j=1

φ is the CT P S Ca2 radial basis function:

φ(r) = 1 − 30r2 − 10r3 + 45r4 − 6r5 − 60r3 log(r)

(5.6)

and P1 , P2 and P3 are linear polynomials. The coefficients for the polynomials and
the α terms in the equations above are found by using the following interpolation
conditions:
d(pj ) = pj 0 − pj

(5.7)

and the additional constraint:
NC
X

(i)

αj Q(pj ) = 0; for i = 1, 2, 3

j=1

for all polynomials Q that have the same or smaller degree than P .
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(5.8)

In order to obtain the α terms and the coefficients for the polynomials, we
solve AX = B for X, where












 RC MC 
Mα 
MD 
,X =  ,B = 

A=


 


MC T 0
Mβ
0

(5.9)

RC is a NC × NC matrix whose elements correspond to the control points’ influence
on each other based on RBF evaluations:

RC [i, j] = φ(||pi − pj ||)

(5.10)

MC is a NC × 4 matrix in which the ith row contains [1 pix piy piz ], where pi =
(pix , piy , piz ), the control point coordinates. Mα is a NC × 3 matrix and holds the α
(1)

(2)

(3)

coefficients; the ith row being [αi αi αi ]. Mβ is a 4 × 3 matrix where each column
represents the coefficients of the polynomials P1 , P2 and P3 . Finally, MD is a NC × 3
matrix that holds the desired displacements for the NC control points. The ith row
in MD contains [pi 0 − pi ].
After we solve for the matrix X, we displace all the vertices in S. The displacements for all mesh vertices are obtained in the matrix D presented below:





D = RX MX

X

(5.11)

RX is a N × NC matrix where RX [i][j] represents the influence of the j th control point
on the ith vertex in S in the form of RBF evaluations as: RX [i][j] = φ(||xi − pj ||).
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MX is a N × 4 matrix whose each row corresponds to a vertex in S. The ith row in
MX contains [1 xi yi zi ], where xi = (xi , yi , zi ).
The ith row in the matrix D is the displacement vector d(xi ) that we add to
the corresponding vertex xi in S in order to move it to its new position. After this, the
control points will have moved to their target positions, and the rest of the vertices
follow the control points and are moved smoothly as well. The shape obtained after
this, however, is not a sphere, so it is necessary to project all xi back onto the sphere.

Figure 5.1: Feature alignment on the cow and triceratops models.

Figure 5.1 shows feature alignment on the cow and triceratops models. The
first column shows the original models with control points highlighted, and the second column shows the spherical parameterizations after rough alignment. The third
column shows the results of one-way alignment by moving the control points on the
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cow’s parameterization to the corresponding ones on the triceratops’s parameterization. The fourth column shows the result of moving the control points of both
parameterizations to their midpoints on the sphere.
We found that half-way alignment performs better, since it avoids distorting
one parameterization too much (at the expense of distorting the other one a little). Figure 5.2 shows the differences in appearance after compatible remeshing (see
Chapter 6). Midpoint alignment results in a better preservation of features from the
original model. One-way alignment causes artifacts (circled in blue) on the horns,
some problems in the snout, and significant distortions in the ears. Also, breaking
down this process into a number steps can help yield smoother results and in some
difficult cases can help avoid fold-overs. This is done by moving the control points
only, say, a 10th of the way to their final positions in each step.

Figure 5.2: Remeshing after one-way and halfway alignment

Rough alignment is crucial for achieving good quality of warping. As illustrated in Figure 5.3, applying RBF deformation to align control points without applying rough alignment beforehand may cause triangle degeneration/fold-over prob-
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lems. The sequence of images show how control points can “get in each others’ way”
when they have to move large distances on the sphere. Colored dots represent the
user-specified control points. The RBF interpolation algorithm was run in 10 steps.
From left to right, images are the results after 0, 2, 4, 6, 8 and 10 iterations. Towards
the end of the process, many triangles are pushed too close to each other and become
collinear. If the rough alignment algorithm is not applied, the RBF based alignment
should be run in a single step instead of multiple.

Figure 5.3: Feature alignment issues when not using rough alignment

40

CHAPTER 6

SHAPE MERGING AND COMAPTIBLE REMESHING

After establishing feature aligned spherical maps f1 : M1 → S1 and f2 : M2 →
S2 for two input meshes, a new supermesh is constructed in order to sample the
parameterizations and reconstruct the input shapes as remeshings. The supermesh
SM is a semi-regular spherical mesh that is used to sample geometry from both
parameterizations. By applying the inverse spherical maps f1 −1 and f2 −1 to SM ,
remeshings M1 0 and M2 0 of the input meshes are obtained. The goal here is use a
single spherical mesh to sample the spherical parameterizations of both input meshes,
in order to get remeshings that look like the originals but are isomorphic. To sample
both parameterizations adequately, the supermesh needs to be dense enough in areas
of high stretch or high vertex density with respect to both spherical parameterizations.
It is also undesirable to have a supermesh too dense, or the remeshed models might
be too complex and impractical for real-time morphing in applications like games.
Figure 6.1 summarizes the process of compatible remeshing. The vertices from S1
and S2 are shown over SM as red and blue dots. As we can see, SM has more
triangles in regions where the vertex density is high in S1 and S2 .
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Figure 6.1: Compatible remeshing of two models

6.1

Supermesh Generation

To completely preserve the details from both input models, one would have to
overlay one parameterization on top of another and construct a supermesh by calculating edge-intersections. The supermesh constructed this way is called a “metamesh”.
However, in addition to being complex in implementation, this method generates a
very dense supermesh, with the number of vertices being like an order of magnitude higher than the number of vertices in the input meshes [26]. For this reason, a
metamesh is not constructed in our morphing pipeline.
A naive approach to construct the supermesh would place the vertices of S2
into the triangles in S1 . A ray is cast from the origin towards each vertex of S2 , which
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is then connected to the three vertices of the triangle in S1 where the ray intersects.
While this supermesh can yield a very good remeshing of M1 (since the original
vertices and edges in M1 will be preserved), it will yield a poor quality remeshing for
M2 .

6.1.1

Supermesh using Convex Hull
An obvious way to generate the supermesh is using the convex hull algo-

rithm [28]. All vertices of S1 and S2 are placed on the spherical surface, and the
convex hull algorithm builds the convex hull in a divide-and-conquer manner. This
approach produces a new mesh topology that is completely different from either of
input parameterizations, but it guarantees that the original vertices are present in the
supermesh. It can produce good visual quality on the regions with low curvatures.
However, noticeable problems occur in the regions with sharp geometric features (e.g.,
fingers and toes). Even though the original vertices are present in the supermesh,
they can get connected differently in many areas, leading to noticeable remeshing
artifacts.
Figure 6.2 illustrates this problem caused by the use of convex hull algorithm.
The left image is the original mesh. The center image is the remeshed model after cross
parameterization with another model. The right image shows the original topology
(orange lines) overlaid on the remeshed model. The original vertices are present, but
the change in connectivity can cause the new triangles to miss features or connect
across features (e.g., in the ankles and heels). It might be possible to mitigate this
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issue by appropriately refining the supermesh triangles in problematic areas, but that
remains a topic for future exploration.

Figure 6.2: Problem due to remeshing with convex hull

6.1.2

Adaptive Subdivision of an Octhedral Mesh
In order to obtain a good quality of remeshing, a subdivision method is used

to generate the supermesh, similar to Mocanu and Zaharia’s approach [1]. They
start remeshing by overlaying S1 on top of S2 , and then repeatedly subdividing S2
until each triangle of S2 contains one vertex of S1 . This ensures a good quality for
remeshing M2 , but causes a few artifacts when remeshing M1 , especially in areas of
high vertex density or high triangle stretch.
To overcome such loss in quality, the supermesh SM is initialized as an octahedron embedded on the unit sphere, which is then recursively refined in required
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regions. For each triangle in SM , we check the number of vertices of S1 overlaid
on the triangle, by projecting rays from the origin to the S1 ’s vertex positions and
checking intersections with the triangle. If the triangle contains more than one intersection, it is subdivided into 4 triangles by connecting the midpoints of its three
edges. The subdivision is recursively repeated for the four new triangles. After this,
the same process is applied for the set of vertices in S2 ; subdividing triangles in SM
as necessary until each of them contains at most one vertex of S2 . Finally, any invalid
triangulations that are caused by the subdivision are fixed. Algorithm 3 presents this
process in detail. Figure 6.3 shows how the octahedron gets refined repeatedly; the
red and blue dots represent vertices from input parameterizations S1 and S2 .

Figure 6.3: Supermesh generation by recursive subdivision
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Algorithm 3 Supermesh Generation
Inputs: Meshes M1 and M2 , and their spherical parameterizations S1 and S2
Output: Supermesh SM
1: procedure Generate-Supermesh(M1 , M2 , S1 , S2 )
2:
Initialize SM to be an octahedron embedded in the unit sphere.
3:
for each triangle τ in SM do
4:
verts = vertices from S1 that fall inside τ when looking from the origin
5:
Recrusive-Refine(τ , verts)
6:
end for
7:
for each triangle τ in SM do
8:
verts = vertices from S2 that fall inside τ when looking from the origin
9:
Recrusive-Refine(τ , verts)
10:
end for
11:
Fix invalid triangulations in SM
12:
return SM
13: end procedure
14: procedure Recursive-Refine(τ , includedVertices)
15:
if includedVertices.size < 2 then
16:
return
17:
end if
18:
Split τ into four triangles τ1 , τ2 , τ3 , τ4
19:
for each triangle τnew ∈ {τ1 , τ2 , τ3 , τ4 } do
20:
verts = vertices from includedVertices that fall in τnew
21:
Recursive-Refine(τnew , verts)
22:
end for
23: end procedure
6.2

Compatible Remeshing

After the supermesh SM is generated, it is used to remesh the input meshes.
We take every vertex v in SM and determine which triangle it would fall inside when
overlaid on S1 by casting a ray from the origin to v. The barycentric coordinates of the
intersection point are used to interpolate the corresponding position on the original
mesh M1 , effectively applying the inverse spherical map to v. When this inverse
spherical map from S1 to M1 is applied to every vertex in SM , we will have obtained
M1 0 , a remeshing of M1 . The same process is repeated to obtain M2 0 , a remeshing of
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M2 . Now, the morphing can be animated by linearly interpolating vertex positions
between M1 0 and M2 0 . This process is presented in detail in Algorithm 4.
Algorithm 4 Compatible Remeshing
Input: Two input meshes M1 and M2
Their feature-aligned spherical parameterizations S1 and S2
Output: Isomorphic remeshings M1 0 and M2 0 of M1 and M2
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:

procedure Compatible-Remesh(M1 , M2 , S1 , S2 )
SM = Generate-Supermesh(M1 , M2 , S1 , S2 )
. Algorithm 3
0
M1 = Remesh(M1 , S1 , SM )
M2 0 = Remesh(M2 , S2 , SM )
return M1 0 , M2 0
end procedure
procedure Remesh(M , S, SM )
initialize M 0 to SM
for each vertex v ∈ M 0 .V do
ray = vector from origin to v
τ = triangle in S that ray intersects with
α, β, γ = barycentric coordinates of the intersection of ray on τ
τorig (va , vb , vc ) = triangle corresponding to τ in M1
set v = (αva , βvb , γvc )
end for
return M 0
end procedure
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CHAPTER 7

MORPHING

7.1

Shape Morphing

Shape morphing between two isomorphic meshes can be animated by smooth
interpolation between corresponding vertex positions on the two meshes. Chapter 6
explained how to merge the topologies of input meshes M1 and M2 after feature
alignment to obtain remeshings M1 0 and M2 0 that have completely different shapes
while still maintaining one-to-one vertex and triangle correspondence. These meshes
can now be smoothly deformed into each other through simple linear interpolation of
each pair of vertex positions:

(1)

(2)

vi = t × vi + (1 − t)vi , where t ∈ [0, 1]

(7.1)
(1)

Here, vi is the blended vertex position for the ith vertex, vi

(2)

and vi

are

the ith vertex in M1 0 and M2 0 . It is also possible to import the remeshings into 3D
animation packages like Autodesk Maya to create blendshapes for animation, which
also uses the same linear blending.
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Figure 7.1: Examples of morphing between two shapes

Figure 7.1 shows morphing results between different sets of models. The
spheres to the left and right of each morphing sequence are spherical parameterizations and they are labeled with the name of the model they represent. Normal
mapping is applied to the spheres to show hints of shape casting.
It is not so straightforward, however, to interpolate the normals of the vertices when morphing from M1 0 and M2 0 . Accurate lighting can always be achieved by
recalculating normals at each step of the morphing animation, but that can be computationally prohibitive for real-time applications. Linearly interpolating normals may
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not produce noticeable artifacts in morphs between similar shapes, but will result
in unrealistic lighting in cases where the corresponding features are very differently
oriented and the morphing involves a rotation of surface regions. A slightly better
approach might be to represent the vertex normals as quaternions and use spherical
linear interpolation [41] to blend them.

7.2

Texture Morphing

Traditional texture mapping is a 3D to 2D parameterization, where each triangle in the mesh is assigned to take texture from a triangular patch on a 2D image.
But texture mapping involves cutting the mesh along certain mesh edges, and hence
there are texture seams present. These seams will still be present when the mesh is
spherical parameterized. It is therefore not possible to directly assign interpolated
texture coordinates to the vertices of the remeshings M1 0 or M2 0 unless it is certain
that there no edges in SM that go across the texture seams in S1 or S2 . This thesis
presents a novel method that generates new texture charts with no seams except at
the boundaries of the 2D texture. This is done in a manner that allows one to assign
texture coordinates to the vertices of any triangle in SM (which gets carried over to
the triangles in M1 0 and M2 0 ) solely based on the position of the triangle on the sphere
with no regards to how texture was originally mapped to the models.

7.2.1

Texture Maps
Associated with each mesh triangle is a set of three texture coordinates or

UV coordinates, which specify where the triangle would map to in the 2D texture
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chart. 3D artists spend a good deal of time generating such texture charts and can
choose to have denser texture mappings in certain areas of the model compared to
others (by making some patches proportionally larger than others). Figure 7.2 shows
texture charts for the cow and triceratops models. The bright lines on the cow and
the triceratops indicate the texture boundaries/seams. The texture map for the cow
is 1024 × 1024 pixels in resolution, whereas the one for the triceratops is 512 × 512
pixels.

Figure 7.2: Texture maps for cow and triceratops models

The UV coordinates are not a per-vertex attribute; a vertex or an edge can
get mapped to multiple locations in the texture chart. The texture map is not a
continuous bijective map, and two adjacent triangles in the 3D model can get texture
mapped to two very disparate locations in the texture chart, and there can be regions
in the texture chart to which no mesh triangle is mapped. We cannot interpolate
UV coordinates across texture boundaries; we can only interpolate UV coordinates
within a shell, the group of connected triangles in a given patch in the texture chart.
When remeshing using a spherical base mesh (the supermesh as described earlier),
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many edges in the base mesh will cross the texture seams in the original spherical
parameterization and connect two shells.

7.2.2

Texture Remapping and Morphing
To avoid having to sample texture coordinates from the spherical parameter-

izations, new texture maps are generated for M1 0 and M2 0 . An approach similar to
that adopted by Praun and Hoppe [5] for generating square geometry images from
spherical parameterizations is used for flattening out textures after applying them to
a sphere.
The first step in this process involves taking the feature aligned parameterizations S1 and S2 and mapping them onto regular octahedrons embedded in the unit
sphere. The octahedrons in turn are mapped to squares after unfolding as shown in
Figure 7.3. By doing this, we have now effectively mapped the meshes M1 and M2
bijectively to a square, and this map can be used as a texture map for M1 0 and M2 0 .
These squares are rasterized at a desired resolution (we used 1024 × 1024) to get the
new texture charts. Besides being bijective and seamless (except at the border), this
texture map now has the following two very useful properties:

1. Feature alignment is still intact in the square parameterization, since the unfolded spheres were already feature aligned. The effect of this is that if one is
to now sample from the new squares using the same UV coordinate, they will
get texels that are feature correspondent.
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2. The texture coordinates used by every triangle in M1 0 and M2 0 are decided solely
by their parametric position in the sphere (i.e. corresponding triangle’s vertex
positions in SM ). This means corresponding triangles in M1 0 and M2 0 use the
same set of texture coordinates.

Figure 7.3: Texture remapping for the cow and triceratops models

The same unfolding operation as applied to S1 and S2 is applied to SM to map
it to a square in the XY plane. The 2D coordinates acquired by the SM ’s vertices in
the square, normalized to fall in [0,1] along both axes become the texture coordinates
to use with the new textures. M1 0 and M2 0 inherit the same texture coordinates.
Assuming the octahedron is opened from the “back” vertex at (0, 0, −1), prior to
unfolding, the vertices that coincide with the x = 0 and y = 0 planes and fall behind
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the z = 0 plane must be split into two distinct vertices (they constitute the edges
that map to the edges of the square). The back vertex from which the octahedron is
opened gets mapped to all four corners of the square. Also, prior to unfolding S1 or
S2 , they need to be cut along the the x = 0, y = 0 and z = 0 planes to make sure
there are edges to map onto the squares’s edges.
The UV coordinates as calculated above are used to fetch texels from both of
the new texture maps during runtime. The texels are combined using alpha blending
to fade between the two textures depending on the position of the morph.

Figure 7.4: Morphing example with textures (cow and triceratops)

7.3

Morphing More Than Two Meshes

The morphing pipeline presented in this thesis can be easily adapted to morph
more that two meshes. The parameterization step remains the same. The feature
alignment step should be modified to first rough align all input meshes to one of
the meshes. During exact alignment, control points from all meshes associated with
a particular feature should be moved to a common target location, preferably the
barycenter of the spherical polygon formed by corresponding control points. Finally,
the supermesh generation algorithm should take into account the vertices from all
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Figure 7.5: Morphing between three shapes

spherical parameterizations when refining the octahedral base mesh. Doing this will
create a supermesh that can adequately sample geometric features from all input
meshes. Then the compatible remeshing algorithm is applied in turn for each of the
models, resulting in isomorphic remeshings of all input models that can be linearly
blended using a barycentric formulation.
Each vertex position in the blended mesh can simply be taken as a weighted
average of the corresponding vertex positions in the remeshings:

vi =

m
X

(j)

wj .vi

j=1
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(7.2)

where vi is the blended vertex position for the ith vertex, m is the number of meshes
(m)

to blend, vi

is the corresponding vertex position in the mth mesh, and wj are the

blending weights such that wj ∈ [0, 1] and

P

wj = 1.

In the case of blending three meshes, this takes the following form:

(1)

(2)

(3)

vi = u.vi + v.vi + w.vi , where u, v, w ∈ [0, 1] and u + v + w = 1

(7.3)

An example of blending three meshes is presented in Figure 7.5 with the cow,
horse and triceratops models. The shape in the top corner corresponds to cow with
(u, v, w) = (1, 0, 0), the bottom left corresponds to horse with (u, v, w) = (0, 1, 0) and
the bottom right corresponds to triceratops with (u, v, w) = (0, 0, 1).
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CHAPTER 8

RESULTS

In this chapter, experiments are described and results are evaluated. It begins
with performance evaluation, comparing parameterization performance achieved with
the presented method to that of other existing methods. The chapter then continues
on to quality evaluation of remeshing and 3D morphing examples.

8.1

Performance

We tested all examples on an Intel Core i7 3.60 GHz machine with all programs run sequentially on a single core. All code was compiled using the Visual
C++ 2012 compiler suite with optimization level O3. The parameterization pipeline
persented here is similar to Praun and Hoppe [5]. They achieved a parameterization
rate of 8K triangles/minute on a 3 GHz Pentium 4 machine. Kraevoy and Sheffer [3]
presented a cross-parameterization and remeshing method that achieved about 5K
triangles/minute, also on a 3 GHz Pentium 4 machine. Friedel et al. [20] employed
energy minimization to generate spherical parameterizations and achieved about 14K
triangles/minute. Athanasiadis et al. [42] presented a feature-based parameterization
method and achieved about 1.1K triangles/minute. Aigerman et al. [11] parameter-
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Table 8.1: Time breakdowns for simplification and parameterization

Model

Verts

Tris

Simplification
Time

Dolphin
Horse
Cow
Triceratops
Eagle
Duck
David
Manhead
Monster
Elf
Merman

1867
2000
2000
2500
2135
2497
5197
10331
24454
34194
43105

3730
3996
3996
4996
4266
4990
10390
20658
48904
68384
86206

0.31
0.34
0.32
0.39
0.39
0.41
0.66
1.27
4.27
6.87
7.35

Parameterization
Projection
Optimization
Avg.
Avg.
Time
Time
Samples
Iterations
0.24
83.3
3.33
19.9
0.36
86.6
4.71
21.6
0.24
86.5
3.06
18.8
0.33
89.7
3.37
17.5
0.28
87.1
2.61
10.6
0.37
93.4
3.24
10.4
0.78
87.9
7.13
12.4
2.09
92.1
17.42
15.1
8.09
94.6
52.83
21.1
14.65
97.3
85.63
22.9
23.08
96.5
134.93
23.4

Total
Time
3.88
5.41
3.62
4.09
3.28
4.02
8.57
20.78
65.19
107.15
165.36

Note: All times in seconds

ized pairs of models with pre-specified feature correspondence and achieved about
3.5K triangles/minute on a 3.5 GHz Core i7 machine. Fu et al. [43] parallelized their
AMIP method using OpenMP in C++ and achieved about 150K triangles/minute;
in the serialized version of their implementation they achieved 30K triangles/minute.
Averaged over the examples we have presented, our method achieves a parameterization rate of 58K triangles/minute.

8.1.1

Spherical Parameterization
Generating spherical parameterization for a given model consists of three

stages: Simplification, Projection and Optimization.

Table 8.1 shows the timing

results for these stages for different models. The simplification stage is never a performance bottleneck: for all test models, it requires less than 12% of the total time,
and the proportion keeps decreasing for more complex meshes.
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Projection stage is quite fast, taking 6.2% − 14% of the total time.This phase
samples the 1-ring domain and generates kernel samples for placing each new vertex.
The projection time for each vertex scales with the number of kernel samples. This
number is determined by the predefined stepping value and the candidate clipping
scheme (shown in Section 4.2). We set the stepping value to be 0.11. The clipping
scheme removes the candidates outside the kernel. The number of removed candidates
is influenced by the shape of the kernel. If the 1-ring domain is a convex polygon, all
candidates are kernel samples. It does not depend upon the total number of vertices.
We recorded 83.3 − 97.2 kernel samples per kernel in average. It is certainly possible
to use a finer stepping value to create more kernel samples to obtain a better position
for the new vertex. We did not do so because the current settings have provided
decent spherical representations. For an extremely deformed model, it is possible to
tune down the stepping value without seriously affecting overall performance.
Optimization stage is time-consuming. It requires 3.33−134.93 seconds for the
models with 1.8K − 43.1K vertices. It dominates the total time (over 80% on every
model) due to ping-pong effects while iteratively displacing vertices (see Section 4.3).
As described in Algorithm 1, the iterations stop when the maximum displacement
drops below a predefined threshold, which is set to 10−6 for our experiments. Initially,
optimization is executed after inserting 25 vertices; this gap is slowly increased by a
factor of 1.25 after each optimization, up to a maximum of 500. Delaying optimization
by inserting more vertices between successive optimizations will increase the number
of iterations required for the optimizations to converge. But since this optimization
is an expensive operation, it is also not prudent to run it too frequently.
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Figure 8.1: The graph of parameterization performance with the elf model over
different number of vertices

The more vertices a model has, the longer the time needed to spread displacements across the surface during each iteration. This explains why monster and elf
are significantly slower than other models. The number of iterations is also influenced
by the degree of deformation on the geometric features. For cow, horse and eagle,
they all have about 2K vertices. Cow and horse require more iterations (around
20 iterations on each optimization) because of the number of appendages like legs,
tail, horns, etc. These body features increase the amount of distortion each time a
new vertex is projected to the sphere. Though Eagle has many bumpy details on
the wings, the shape of the model is flat and has less appendages, which is actually
easy to optimize (10.6 iterations on the average). Figure 8.1 shows the performance
graphs of Projection and Optimization stages for parameterizing the elf model.
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Table 8.2: Time required for feature alignment and compatible remeshing
Pair of
Models
Cow + Triceraptops
Cow + Horse
Eagle + Duck
David + Manhead
Monster + Elf
Dolphin + Merman

8.1.2

Alignment
Time (s)
0.03
0.03
0.02
0.09
0.29
0.11

Remeshing
Supermesh
Time (s)
Vertices Triangles
1.11
3,905
7,696
0.83
3,333
6,540
1.32
4,503
8,886
12.88
13,078
25,874
187.52
51,724
103,022
173.86
57,568
114,728

Control
Points
17
17
12
20
18
8

Supermesh Generation and Remeshing
Table 8.2 provides the experimental results for supermesh generation and

remeshing. Feature alignment guarantees that the control points are matched in the
spherical domain. The running time for feature alignment is mainly influenced by the
number of control points. In our experiments, the number of control points is far less
than the number of vertices, and will not change after specified. Thus, the cost of
feature alignment can be considered as constant and it is much faster than the process
of remeshing. Subdividing one spherical representation repeatedly for constructing
new topology on the supermesh is a time-consuming process. This is because every
triangle in the supermesh is tested for intersection with the vertices of the spherical
parameterizations. Also, during remeshing, each vertex of the supermesh needs to be
tested for intersections with triangles in the spherical parameterizations. For complex
meshes, like the monster -elf and dolphin-merman pairs, the numbers of vertices and
triangles are high and result in a lot of remeshing time.
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8.2

Quality

Quality of topology merging is demonstrated through different 3D mesh morphing examples. In movie and animation industries, such morphing depictions were
usually achieved using a cross-fading technique on film or a geometry deforming technique called Blendshape [2]. However, blending shape techniques require identical
topologies and their vertices must be one-to-one indexed. Features have to be aligned
by artists manually during 3D modeling process. If it is desired to change source and
target meshes in the morphing, they have to remodel the characters. The approach
presented here is not affected by the differences in topological connections or number
of components (vertices and polygons). Figure 7.1 and Figure 7.5 illustrate morphing
results of the proposed approach with meshes of various complexities and shapes.

8.2.1

Parameterization Quality
Figure 8.2 shows the spherical representation of the elf model, which has 34K

vertices. Features are well preserved, and the triangles contain low levels of distortion
on the sphere. On such a highly deformed shape with extremely dense vertices, We
found it is necessary to run optimization more frequently in the early coarse-to-fine
extractions (e.g., before reaching 1K vertices), so that features stay in relatively
sensible positions on the sphere; otherwise the sphere tends to be distorted (e.g., one
arm could be parameterized too close to the feet). Also, we found that it helps when
we combine QEM and curvature reduction criteria in the simplification stage (i.e.,
using QEM for simplifying very fine models), and using curvature reduction when
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the mesh becomes a little coarser. We first used QEM to bring the number of vertices
down from tens of thousands to a few thousands while maintaining a silhouette that
resembled the original model; then curvature reduction criteria was applied to reach
the simplest version for the initial projection. Doing so helped reduce the time for the
optimization, because most significant features got parameterized early in the stage,
and the subsequent vertex insertions basically served to refine the existing features.

Figure 8.2: Spherical parameterization for the elf model

8.2.2

Feature Preservation
As we saw earlier in the morphing examples (Figure 7.1), the feature align-

ment procedure presented in Chapter 5 is practical and works on real-world meshes.
However, it is susceptible to triangle fold-overs if the control points are too close to
each other in a very dense parameterization. In order to align very small features
like individual fingers and toes (see Figure 8.3), we ran the exact alignment phase in
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two passes. We first added control points to align major features such as eyes, nose,
hands, etc. After aligning the coarse features, we then specified additional control
points for the smaller features with a small support radius for the RBF. The radius
was set to 0.1, which means no control point affected vertices farther than 0.1 units
away. The meshes were then modified only in the vicinity of the small features, thus
the fingers were aligned and the rest of the mesh not affected.
The presented remeshing algorithm is able to well preserve and morph between
features that are structurally different. Figure 8.3 shows how toes with different
numbers and shapes from two models are smoothly blended using the new topology,
without the problems of over-tessellation or sparse triangulation.

Figure 8.3: Aligned fingers and feet in monster -elf morphing.

8.2.3

Remeshing and Morphing Quality
The subdivision method used to create the supermesh requires far fewer ver-

tices and triangles than metamesh methods (e.g., Lee et al. [26]). The metamesh
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created by overlapping parameterizations is highly detailed. As reported in [26],
the number of components (vertices, triangles) in the metamesh is about 4 times the
component sum of the original meshes; in contrast, the supermeshes we obtained were
at about 90% of the component sum, as presented in Table 8.2.
To our knowledge, the latest work on 3D morphing with spherical parameterization was done by Mocanu and Zaharia [1]. They employed a local flattening
method based on a modified version of the Gaussian curvature to parameterize the
meshes and relied on PCA based rotation and RBF interpolation for feature alignment. We found that the method presented in this thesis yields superior visual quality
and is less susceptible to triangle fold-over problems in the feature alignment step.
In order to compare visual quality, we rendered remeshings of the same models using
the approach described here and the approach described in [1] for parameterization
and feature alignment. We measured visual quality by subtracting the images of the
remeshed models from the image of the original models, all rendered under identical
lighting conditions and settings.
Figure 8.4 compares the visual differences on two pairs of simple models (each
having about 2K vertices). We have used a color scheme to illustrate visual errors
compared to renderings of the original models. As indicated in the color bar, if regions
on an error image are close to dark blue, the same regions on the remeshed model
appear close to the original model; colors close to red mean high visual difference.
Our approach results in less visual differences, especially in regions with high vertex
density where there are many control points close to each other. Mocanu and Zaharia’s
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parameterizations result in highly stretched/folded triangles when feature alignment
is performed in such areas (e.g., the hands and feet in the monster -elf pair).

Figure 8.4: Visual errors as compared to Mocanu and Zaharia [1]

8.3

Limitations

Just like other parameterization and morphing approaches, there are limitations in this work. The process is not completely automatic since control points have
to be specified by the user (although this is less of a drawback). For models with similar morphology, it might not be necessary to have the involvement of a user to pick
features and might make sense to pick control points automatically. Artifacts do exist
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in the results we have presented. The following sections explain in detail the different
types of limitations. We suggest ways to mitigate some of them in Section 9.2.

8.3.1

Parameterization
Like other spherical parameterization approaches [1, 5, 6], there is an inherent

limitation in this work that for a highly deformed shape, it is not possible to simultaneously have both low stretch in area and high conformality. It is difficult to obtain
a spherical parameterization that samples all geometric features evenly. A 3D model
can have other surface properties (like textures) of varying densities, and it becomes
even more challenging if one hopes to have a spherical parameterization that samples
those properties uniformly.
Also, the optimization algorithm can get stuck in local minima and yield lessthan-ideal results, which while still valid, might make it more difficult to consistently
align features with other models.

8.3.2

Feature Alignment
While we have been able to successfully use RBF based mesh deformation for

aligning features in the examples presented, it is possible to introduce triangle foldovers in this step. The RBF based method performs well if control points are chosen
reasonably and if they are not too close to each other in very dense areas (we had
to do a two-step alignment to avoid fold-overs in such a case). This method can also
generate triangle fold-overs if the control points have to travel large distances on the
sphere for alignment.

67

Figure 8.5: Parameterizations with long, thin triangles

8.3.3

Remeshing
If mesh features are highly distorted when they are parameterized, the remesh-

ing method might not be able to reproduce some of them. As an extreme example,
Figure 8.5 shows two parameterizations overlaid over each other to show how a single
triangle in the first parameterization (red) may overlap with multiple triangles in the
second parameterization (blue). The remeshing algorithm won’t adequately sample
across the region with lots of thin blue triangles, thus losing the features from that
area in the remeshing. This can be alleviated to a great degree by ensuring that the
triangles in the parameterizations have a good aspect ratio, which is exactly what has
been done. Nevertheless, this does not completely solve the problem, and artifacts
can be observed in certain regions.
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8.3.4

Shape Morphing
We used linear blending to morph between shapes, which may not always

produce pleasing results. It is fine when the morphed meshes have a fairly similar
pose, but linear blending cannot model things like limbs twisting or joints rotating
well. In some cases, we might even see unpleasant self-intersections in the intermediate
stages of morphing. In our results though, we have not faced such artifacts.

8.3.5

Texture Morphing
The method presented for blending textures reorganizes textures, and gener-

ates a new texture map. This leads to resolution issues, because parts of the original
textures might get squeezed to a small region the new texture. Artists often assign
higher resolution textures to some parts of a mesh as compared to other parts; but
this intent is lost because in the new generated textures the area of the corresponding texture portions is solely determined by the area of the triangles in the spherical
parameterization. In order to not lose the original texture resolution, it might be
necessary to use a very high resolution for the remapped textures, but that would
still not completely solve the quality issue.
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CHAPTER 9

CONCLUSIONS AND FUTURE WORK

9.1

Conclusions

This thesis has presented a robust and efficient approach for spherically parameterizing and morphing two genus-zero models. A curvature reduction criteria is used
for mesh simplification that reduces the mesh to an easy-to-project shape (e.g., tetrahedron). The combination of our kernel sampling and global optimization method
allows for parameterization in less than 2 minutes, even for a complex model with
over 30 thousands vertices. Our remeshing method generates supermeshes that well
represent the appearance of input models without drastically increasing mesh complexity. Examples have been demonstrated with a set of challenging models with
non-trivial feature alignment. Comparing to some other existing approaches, the solution presented in this study has not only advanced in morphing quality but also
increased the efficiency of processing.

9.2

Future Work

There is room for improvement in the presented approach that can lead to
an increase in quality and efficiency. First, control points do not need to be mesh
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vertices, they can be any point on the surface of the mesh. By allowing users to pick
features in such a manner, it is possible to achieve more accurate feature alignment.
It is also worth exploring multi-phase feature alignment: aligning coarse features
first, then going for the finer features. Also, allowing varied support radii (region
of influence) for different control points might make it easier to align features in
complicated meshes with lots of small features without causing triangle fold-overs.
At each step of parameterization and optimization, a number of kernel samples
are generated and the distortion that would be caused by selecting each is evaluated.
Parallelizing this operation can lead to significant speedups, since there are almost
a hundred sample points to evaluate at each step. Also, the supermesh generation
and remeshing stages can be greatly sped up through the use of acceleration structures like octrees that help us reduce the number of ray-triangle intersection tests
required. Parallelization of the involved ray-triangle intersection tests can further
reduce running time.
Finally, in order to improve the quality of texture blending, it might be a better
idea to reintroduce the texture seams from both models in the remeshed models.
While this might increase mesh complexity and overall runtime of the pipeline, it will
allow one to use the original texture maps during morphing. As a result, texture
resolution is not lost as occurs the presented texture remapping approach.
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