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RESUMO
Mostramos que o modelo CPN com nu´mero ı´mpar de campos escalares
complexos e um potencial em forma V possui soluc¸o˜es compactas de
energia finita em forma de Q-balls e Q-shells. As soluc¸o˜es foram obti-
das em d = 3 dimenso˜es espaciais e uma dimensa˜o temporal. Q-balls
aparecem em N = 1 e N = 3 enquanto Q-shells sa˜o presentes para
todos os valores ı´mpares superiores de N . A energia dessas soluc¸o˜es
se comporta como E ∼ |Qt|5/6 onde Qt e´ a carga de Noether. Esta
dependeˆncia entre carga e energia assegura a estabilidade das soluc¸o˜es
compactas encontradas nesse modelo.

ABSTRACT
We show that the CPN model with odd number of complex scalar fields
and V-shaped potential possesses a finite energy compact solutions in
the form of Q-balls and Q-shells. The solutions were obtained in d = 3
spatial dimensions and one time dimensions. Q-balls appear for N = 1
and N = 3 whereas Q-shells are present for all higher odd values of N .
The energy of these solutions behaves as E ∼ |Qt|5/6 where Qt is the
Noether charge. This dependency between charge and energy ensures
the stability of the compact solutions found in this model.
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1 INTRODUC¸A˜O
Na˜o-linearidades em teorias f´ısicas formam um obsta´culo se´rio
para formulac¸a˜o exata e obtenc¸a˜o das soluc¸o˜es anal´ıticas. Muitas te´cni-
cas de integrac¸a˜o, como por exemplo o me´todo das func¸o˜es de Green,
na˜o se aplicam a modelos na˜o-lineares. Por outro lado, existe uma
grande necessidade de lidar com teorias na˜o-lineares pois elas descrevem
as interac¸o˜es fundamentais baseadas nos grupos na˜o-abelianos. Um
exemplo cla´ssico e´ a descric¸a˜o da interac¸a˜o forte baseada nos campos de
Yang-Mills. A dificuldade principal na descric¸a˜o da interac¸a˜o forte vem
do fato da constante de acoplamento depender da energia. No regime
de altas energias a constante de acoplamento e´ pequena e pode servir
como um paraˆmetro perturbativo. Em particular, a descric¸a˜o deste
setor e´ bem sucedida em abordagem baseada na te´cnica de diagramas de
Feynman. Por outro lado, no regime de energias baixas a constante de
acoplamento cresce e o ca´lculo perturbativo na˜o pode mais ser aplicado.
A quantizac¸a˜o de teoria de Yang-Mills fortemente acoplada e´
uma tarefa extremamente dif´ıcil. Como alternativa a esse tipo de
procedimento, estuda-se os modelos cla´ssicos tratados como modelos
efetivos da teoria quaˆntica. Modelos desse tipo sa˜o conhecidos como
modelos de Skyrme-Faddeev (SF) e suas modificac¸o˜es (FERREIRA; KLI-
MAS, 2010). Modelo de Skyrme-Faddeev foi imensamente estudado
em contexto de so´litons topolo´gicos. Em particular, foram encontra-
das va´rias soluc¸o˜es nume´ricas e tambe´m soluc¸o˜es exatas tipo vo´rtex
(FERREIRA; KLIMAS; ZAKRZEWSKI, 2011a), (FERREIRA; KLIMAS; ZA-
KRZEWSKI, 2011b), (FERREIRA; KLIMAS; ZAKRZEWSKI, 2011c).
Uma outra possibilidade e´ o estudo de soluc¸o˜es na˜o-topolo´gicas.
O primeiro passo para esse tipo de estudo pode ser dado considerando
apenas o termo quadra´tico do modelo SF estendido e verificando se
tais soluc¸o˜es podem ser constru´ıdas. Posteriormente pode ser investi-
gado um modelo completo atrave´s da inclusa˜o dos termos qua´rticos.
Nesse trabalho, vamos lidar apenas com modelo quadra´tico, isto e´,
com uma versa˜o de modelo CPN . Levando em conta que as soluc¸o˜es
na˜o-topolo´gicas tipo Q-ball foram encontradas em modelo de baby-
Skyrme (ADAM et al., 2009) vamos adotar aqui um procedimento simi-
lar. Existem duas semelhanc¸as principais entre soluc¸o˜es consideradas
nesse trabalho e soluc¸o˜es encontradas em (ADAM et al., 2009). A pri-
meira semelhanc¸a e´ a dependeˆncia temporal dos campos dada por fator
exponencial eiωt. A segunda semelhanc¸a e´ que o potencial escolhido
tem forma de V na regia˜o de mı´nimos. As soluc¸o˜es encontradas sa˜o
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na˜o-topolo´gicas, compactas de raio e possuem energia finita.
Soluc¸o˜es na˜o topolo´gicas formam uma classe de configurac¸o˜es de
campo que satisfazem as mesmas condic¸o˜es de borda do que a soluc¸a˜o
de va´cuo, ou seja, existe uma u´nica soluc¸a˜o de va´cuo que tambe´m e´ a
soluc¸a˜o da borda. Diferente das soluc¸o˜es topolo´gicas, sua variedade de
va´cuo e´ na˜o degenerada, contudo, para serem esta´veis e´ necessa´rio uma
lei de conservac¸a˜o aditiva associada com a transformac¸a˜o cont´ınua de
simetria da ac¸a˜o (LEE; PANG, 1992). Os so´litons na˜o topolo´gicos satis-
fazem as mesmas condic¸o˜es de borda no infinito do que a soluc¸a˜o de
va´cuo, enquanto as soluc¸o˜es compactas atingem as condic¸o˜es de va´cuo
a valores finitos das coordenadas espaciais, ou seja, sa˜o na˜o triviais ape-
nas dentro de um suporte finito e compacto, como e´ o caso das soluc¸o˜es
do tipo Q-ball e Q-shell. Estas soluc¸o˜es compactas sa˜o chamadas sim-
plesmente de compacton e descrevem campos escalares que atingem seu
va´cuo a uma distaˆncia finita, tendo um tamanho finito. Desde que sua
densidade de energia localizada seja finita dentro do suporte e nula fora,
a energia total e´ finita, portanto a soluc¸a˜o e´ fisicamente aceita´vel.
Q-balls e Q-shells sa˜o soluc¸o˜es de campos escalares espacialmente
localizadas e na˜o singulares, cuja existeˆncia depende de um fator eiωt
no ansatz. A dependeˆncia temporal e´ crucial, pois sem ela o teorema de
Derrick’s implicaria na instabilidade das soluc¸o˜es (DERRICK, 1964). As
soluc¸o˜es Q-balls foram inicialmente chamadas “particlelike solutions”
(ROSEN, 1968) ou “droplets” (WERLE, 1977).
Compactons aparecem em muitos modelos de teoria de campos,
seja com os termos cine´ticos padra˜o, como em nosso modelo, ou na˜o
padra˜o (derivadas a poteˆncias de ordem mais alta) (ROSENAU; HYMAN,
1993), (DUSUEL; MICHAUX; REMOISSENET, 1998), (ADAM et al., 2008),
(BAZEIA; LOSANO; MENEZES, 2014). A famı´lia de modelos de teoria de
campos com soluc¸o˜es com suporte compacto, na presenc¸a de termos
cine´ticos padra˜o, tem sido recentemente proposta em (ARODZ; KLIMAS;
TYRANOWSKI, 2005). Modelos deste tipo possuem um caracter´ıstico
potencial em forma V em mı´nimos, cujas derivadas laterais pela es-
querda e pela direita diferem no mı´nimo. Isso permite que as soluc¸o˜es
sejam na˜o triviais de um lado do mı´nimo e triviais no mı´nimo, fazendo
com que esse potencial possa suportar a existeˆncia de compactons. De
fato, isso ocorre no modelo signum-Gordon complexo, que e´ um exem-
plo cla´ssico de potencial em forma V, onde foram encontradas soluc¸o˜es
do tipo Q-ball compacta (ARODZ; LIS, 2009). Outra abordagem interes-
sante para Q-balls compactas foi recentemente proposta em (BAZEIA
et al., 2016), onde ao contra´rio do modelo signum-Gordon, a segunda
derivada do potencial pode ser arbitrariamente alta na vizinhanc¸a do
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mı´nimo.
Todas as soluc¸o˜es do tipo Q-ball presentes em (ARODZ; LIS, 2009)
correspondem a campo escalar proporcional a uma func¸a˜o perfil f que
depende apenas da coordenada radial r e desaparece no mı´nimo, i.e.
toma seu valor de va´cuo nulo fora de uma regia˜o [0, R), para algum R
positivo finito. As soluc¸o˜es Q-ball tem simetria esfe´rica e sa˜o diferentes
do va´cuo apenas dentro de uma casca esfe´rica, enquanto sua estabi-
lidade, como soluc¸a˜o na˜o topolo´gica, depende da conservac¸a˜o de uma
carga Q, justificando seu nome. Soluc¸o˜es Q-shell sa˜o configurac¸o˜es de
campo similares as Q-balls, tambe´m com simetria esfe´rica, mas que pos-
suem valores diferentes do va´cuo apenas dentro de uma casca esfe´rica,
ou seja, apenas em alguma regia˜o (R1, R2), com 0 < R1 < R2 finito.
Tais configurac¸o˜es foram obtidas para a eletrodinaˆmica escalar des-
crita pelo modelo signum-Gordon acoplado ao campo eletromagne´tico
(ARODZ; LIS, 2009) e tambe´m para o modelo baby-Skyrme com po-
tencial adequado (ADAM et al., 2009). Em ambos os casos citados, as
soluc¸o˜es Q-ball e Q-shell compactas conte´m somente um campo escalar.
Contudo, muitos modelos f´ısicos sa˜o parametrizados por mais de um
campo escalar o que leva a necessidade de generalizac¸a˜o.
Neste trabalho nos mostraremos como soluc¸o˜es Q-ball e Q-shell
podem ser obtidas em um grupo importante e especial destes modelos -
o modelo CPN , com nu´mero ı´mpar N de campos escalares complexos.
O cap´ıtulo 2 conte´m uma breve revisa˜o teo´rica, em particular, sobre o
modelo SF estendido, modelo baby-Skyrme e sobre soluc¸o˜es compactas
do tipo Q-ball e Q-shell. No cap´ıtulo 3 definimos o modelo tratado
nesse trabalho, o modelo CPN com potencial em forma V na regia˜o
de mı´nimos. No cap´ıtulo 4 sa˜o analisadas soluc¸o˜es compactas encon-
tradas nesse modelo e sua estabilidade. No cap´ıtulo 5 apresentamos a
construc¸a˜o soluc¸o˜es exatas da equac¸a˜o aproximada para N = 1, 3 e 5,
que justificam o comportamento encontrado numericamente na regia˜o
ω  1. Por fim, no cap´ıtulo 6 se apresentam as considerac¸o˜es finais.
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2 REVISA˜O BIBLIOGRA´FICA
O modelo CPN padra˜o e´ um modelo 3+1 dimensional no espac¸o
alvo CPN definido pela Lagrangiana
LCPN = M2(DµZ)†DµZ onde Z = (Z1, . . . ,ZN+1) ∈ CN+1 (2.1)
e´ um vetor complexo que satisfaz a condic¸a˜o Z†Z = 1 e DµZ ≡ ∂µZ−
(Z† ·∂µZ). O modelo CPN tambe´m pode ser parametrizado em termos
de um conjunto de N campos escalares complexos ui introduzidos a
partir de Z = (1, u1, . . . , uN )/
√
1 + u† · u. A raza˜o de parametrizar
em termos da varia´vel X, chamada de varia´vel principal, ao inve´s de
Z, e´ a futura generalizac¸a˜o para o modelo Skyrme-Faddeev estendido,
definido por
L =
modelo CPN︷ ︸︸ ︷
−M
2
2
Tr (X−1∂µX)2
termo de Skyrme︷ ︸︸ ︷
+
1
e2
Tr (X−1∂µXX−1∂νX)2 +
+
β
2
[ Tr (X−1∂µX)2]2 + γ[ Tr (X−1∂µXX−1∂νX)]2︸ ︷︷ ︸
outros termos qua´rticos
.
(2.2)
O primeiro termo junto ao segundo (termo de Skyrme) formam o mo-
delo SF padra˜o, e a segunda linha e´ a extensa˜o introduzida por Ferreira
(FERREIRA; KLIMAS, 2010). As equac¸o˜es de movimento do modelo SF
estendido sa˜o
∂µ(Cµν∂
νui)− Cµν
1 + u† · u [(u
† · ∂µu)∂νui + (u† · ∂νu)∂µui] = 0 (2.3)
onde
Cµν ≡M2ηµν− 4
e2
[(βe2−1)τρρ ηµν +(γe2−1)τµν +(γe2 +2)τνµ], (2.4)
τµν ≡ − 4
(1 + u† · u)2 ∂νu
† ·∆2 · ∂µu, ∆2ij ≡ (1 + u†u)δij − uuu∗j ,
(2.5)
onde i = 1, 2, ..., N.
O modelo (2.2) possui soluc¸o˜es exatas tipo vo´rtex. Tais soluc¸o˜es
foram encontradas em (FERREIRA; KLIMAS; ZAKRZEWSKI, 2011a), (FER-
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REIRA; KLIMAS; ZAKRZEWSKI, 2011b) e ainda no mesmo ano em (FER-
REIRA; KLIMAS; ZAKRZEWSKI, 2011c). Os vo´rtices existem em setor
integra´vel do modelo ∂µui∂
µuj = 0 onde em adic¸a˜o as constantes de
acoplamento satisfazem a relac¸a˜o βe2 + γe2 = 2. Tais soluc¸o˜es tem a
forma do produto u(z)v(y±), onde z := x1± ix2 e y± := x3±x0 sa˜o as
coordenadas do cone de luz. Estas soluc¸o˜es do tipo vo´rtex aparecem no
modelo sem potencial. A presenc¸a de potencial de interac¸a˜o permite
estender soluc¸o˜es do tipo vo´rtex ao setor na˜o-integra´vel (ADAM et al.,
2009).
Soluc¸o˜es do tipo vo´rtex (exatas e nume´ricas) possuem energia
finita por unidade de comprimento, no entanto a energia total do sis-
tema e´ infinita. Isto sugere que soluc¸o˜es com energia total finita devem
ser procuradas de forma diferente. Umas das possibilidades e´ explorar
a classe de soluc¸o˜es na˜o-topolo´gicas tipo Q-ball. As soluc¸o˜es deste tipo
foram encontradas em um modelo ana´logo, o modelo baby-Skyrme (BS)
em 2+1 dimenso˜es com potencial em forma V (ADAM et al., 2009). Le-
vando em conta a semelhanc¸a entre soluc¸o˜es encontradas em (ADAM et
al., 2009) e os resultados obtidos no presente trabalho, vamos descrever
abaixo as principais caracter´ısticas do modelo e das soluc¸o˜es compactas
Q-balls e Q-shells encontradas em (ADAM et al., 2009).
O modelo BS e´ definido pela densidade de Lagrangiana
L = (∂µ~n)2 − β[∂µ~n× ∂ν~n]2 − V (~n), (2.6)
V ≡ λ√
2
(1− n3)1/2 (2.7)
onde ~n = (n1, n2, n3) e´ um isovetor cujo domı´nio e´ o espac¸o-tempo de
Minkowski (2+1) dimensional e β e λ sa˜o constantes de acoplamento
positivas. Este modelo pode ser expresso em termo da projec¸a˜o esfe-
rogra´fica do campo escalar complexo u
~n =
1
1 + |u|2 (u+ u¯,−i(u− u¯), 1− |u|
2). (2.8)
A lagrangiana pode ser reescrita em termos de u e seu conjugado
u¯
L = 4 uµu
µ
(1 + |u|2)2 − 8β
(uµu
µ)2 − u2µu2ν
(1 + |u|2)4 − λ
|u|√
1 + |u|2 , (2.9)
onde os ı´ndices em subscrito representam derivadas parciais em relac¸a˜o
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as coordenadas espaciais xµ, ∀µ ∈ {t, r, φ}. A dependeˆncia de t e φ da
equac¸a˜o de movimento e´ desacoplada atrave´s do ansatz
u = ei(ωt+nφ)f(r) (2.10)
onde ω e´ um paraˆmetro real, n ∈ Z, e f(r) e´ uma func¸a˜o positiva
definida. Esse ansatz reduz a equac¸a˜o de movimento a uma equac¸a˜o
puramente radial
−1
r
rf ′
1 + 8βf2
(
n2
r2 − ω2
)
(1 + f2)2
+ f (1 + 8βf ′2
(1 + f2)2
)(
n2
r2
− ω2
)
+
2f
1 + f2
[
f ′2 − f2
(
n2
r2
− ω2
)]
+ sgn (f)
√
1 + f2︸ ︷︷ ︸
contribuic¸a˜o de V (~n)
= 0
(2.11)
onde se usou a definic¸a˜o sgn f = 1, ∀f > 0 e sgn f = 0 ⇔ f = 0.
Integrando a densidade de energia H em R2 se obte´m a energia total
E = 2pi
∫ ∞
0
rdrH = 2pi
∫ ∞
0
rdr
(
4
(1 + f2)2
[
f ′2 + f2
(
n2
r2
+ ω2
)]
+
+
32βf2f ′2
(1 + f2)4
(
n2
r2
+ ω2
)
+
λf sgn f√
1 + f2
)
.
(2.12)
O va´cuo corresponde a f = 0. A contribuic¸a˜o do potencial em forma V
e´ proporcional a func¸a˜o sinal de f , ou seja, a contribuic¸a˜o desaparece
quando f e´ nulo, o que corresponde a soluc¸a˜o de va´cuo. Quando f
e´ na˜o nulo a contribuic¸a˜o do potencial e´ na˜o nula, ou seja, apesar de
ele na˜o contribuir no va´cuo, se ao entorno do va´cuo a func¸a˜o for na˜o
trivial, ele contribui com um termo constante em primeira ordem
0 < f  1⇒ sgn (f)
√
1 + f2 ≈ 1 +O(f2). (2.13)
A soluc¸a˜o trivial e´ soluc¸a˜o da Eq. (2.11), onde sgn f = 0. Na regia˜o
em que a soluc¸a˜o e´ na˜o trivial sgn f = 1. A soluc¸a˜o completa e´ obtida
conectando a soluc¸a˜o da regia˜o na˜o trivial, chamada suporte de f , com
a soluc¸a˜o trivial fora do suporte. As soluc¸o˜es encontradas sa˜o do tipo
Q-ball e Q-shell compactas.
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Soluc¸o˜es sa˜o ditas compactas quando a soluc¸a˜o atinge seu valor
de va´cuo a valores finitos das coordenadas espaciais, ou seja, fora de
uma regia˜o compacta a soluc¸a˜o tem seu valor de va´cuo. Se a densidade
de energia (E) for nula fora do suporte (sup f) e finita dentro, a ener-
gia total E = 2pi
∫ +∞
−∞ Erdr = 2pi
∫
sup f
Erdr deve ser finita, ja´ que o
integrando e´ finito e o intervalo de integrac¸a˜o e´ compacto.
Se a soluc¸a˜o de va´cuo for trivial (fva´cuo = 0), a equac¸a˜o de
movimento depender de apenas de uma func¸a˜o radial f(r) positiva
definida (que sempre tem simetria esfe´rica, pois so´ depende de r) e o
suporte for
1. sup f(r) = [0, R) ou (0, R) onde R e´ finito, a soluc¸a˜o e´ dita Q-
ball compacta. Em duas dimenso˜es espaciais esse suporte cor-
responde com um disco sem borda, enquanto em treˆs dimenso˜es
corresponde com o interior de uma esfera.
2. sup f(r) = (R1, R2), onde 0 < R1 < R2 finito, a soluc¸a˜o e´ dita
Q-shell compacta. Em duas dimenso˜es espaciais esse suporte cor-
responde com um anel, enquanto em treˆs dimenso˜es corresponde
com uma casca esfe´rica.
Tais soluc¸o˜es compactas ja´ podiam ser esperadas, pois tanto po-
tencias em forma V, como a presenc¸a do fator eiωt no ansatz sa˜o t´ıpicos
de soluc¸o˜es do tipo Q-ball e Q-shell compactas. Com esse ansatz as
equac¸o˜es de movimento se reduziram a uma u´nica equac¸a˜o radial, ou
seja, o ansatz desacopla a dependeˆncia da func¸a˜o radial f(r) das de-
mais coordenadas t e φ nas equac¸o˜es de movimento. Enta˜o, f(r) tem
simetria radial (apesar de u na˜o ter), e f e´ do tipo Q-ball ou Q-shell
compacta.
As simetrias da Lagrangiana de um modelo de soluc¸o˜es compac-
tas esta˜o associadas a quantidades conservadas (cargas) representadas
pela letra Q, justificando o nome Q-ball e Q-shell. A relac¸a˜o entre
cargas e energia determina a estabilidade das soluc¸o˜es.
Seria interessante generalizar o potencial (2.7) para N campos
em 3+1 e introduzi-lo no modelo estendido SF, a fim de encontrarmos
soluc¸o˜es de energia finita. Ao lidar com va´rios campos complexos vamos
precisar um ansatz adequado. Para reduzir as equac¸o˜es de movimento
a uma simples equac¸a˜o radial podemos escolher campos ui na forma
seguinte1
um(r, θ, φ) =
√
4pi
2l + 1
f(r)Y ml (θ, φ) (2.14)
1porposta por L. A. Ferreira.
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onde l e´ fixo, −l ≤ m ≤ l e Y ml (θ, φ) sa˜o os harmoˆnicos esfe´ricos. No
cap´ıtulo 4 apresentamos a forma completa do ansatz em 3+1 dimenso˜es
que permite obter as soluc¸o˜es do tipo Q-ball e Q-shell.
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3 O MODELO
Estudamos o modelo 3+1 dimensional no espac¸o CPN , com a
introduc¸a˜o de potencial. CPN e´ um espac¸o sime´trico (HELGASON,
1978) que pode ser escrito em termos do espac¸o quociente CPN =
SU(N + 1)/SU(N)⊗ U(1) onde subgrupo SU(N)⊗ U(1) e´ invariante
sobre o automorfismo involutivo (σ2 = 1). Uma boa parametrizac¸a˜o
do espac¸o CPN e´ dada em termos da varia´vel principal X definida por
X(g) := gσ(g)−1, g ∈ SU(N + 1), (3.1)
que satisfaz X(gk) = X(g) para σ(k) = k, onde k ∈ SU(N) ⊗ U(1).
Neste trabalho, investigamos o modelo definido pela densidade de La-
grangiana
L = −M
2
2
Tr (X−1∂µX)2 − µ2V (X) (3.2)
onde M tem dimensa˜o de massa e o potencial V (X) sera´ definido
a seguir. Sem potencial, esse modelo corresponde ao modelo CPN
padra˜o, um caso limite do modelo Skyrme-Faddeev estendido, onde
e→∞, β → 0, γ → 0. Assumimos a representac¸a˜o (N+1)-dimensional
no qual g ∈ SU(N +1) e´ parametrizado por um conjunto de N campos
escalares complexos ui como segue
g ≡ 1
ϑ
(
∆ iu
iu† 1
)
, ∆ij ≡ ϑ δij −
uiu
∗
j
1 + ϑ
, ϑ ≡
√
1 + u† · u. (3.3)
Segue-se que a varia´vel principal (3.1) toma a forma
X(g) = g2 =
(
IN×N 0
0 −1
)
+
2
ϑ2
( −u⊗ u† iu
iu† 1
)
A Lagrangiana (3.2) torna-se mais simples se expressa em termos
de τνµ
L = −M2ηµντνµ − µ2V (3.4)
onde
τνµ := −4∂µu
† ·∆2 · ∂νu
(1 + u† · u)2 e ∆
2
ij = ϑ
2δij − uiu∗j . (3.5)
A variac¸a˜o com respeito a u∗i fornece um conjunto de equac¸o˜es de mo-
vimento acopladas. O termo que conte´m a derivada segunda pode ser
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separado depois de se multiplicar a inversa de ∆2ij , i.e. por ∆
−2
ij =
1
1+u†·u (δij + uiu
∗
j ), que da´ (ver apeˆndice A.1)
∂µ∂
µui − 2(u
† · ∂µu)∂µui
1 + u† · u +
µ2
4M2
(1 + u† · u)
N∑
k=1
[
(δik + uiu
∗
k)
δV
δu∗k
]
= 0.
(3.6)
Assim como o potencial em forma V na regia˜o de mı´nimos (2.7)
dado para um u´nico campo escalar complexo u no modelo baby-Skyrme
(2.9), podemos propor um potencial de mesma forma para N campos
complexos escalares tomando
V (X) :=
1
2
[Tr(1−X)]1/2 =
√
u† · u
1 + u† · u, (3.7)
que desaparece quando ui = 0, i.e, X = 1.
O potencial (3.7) generaliza o potencial (2.7), para N campos
escalares complexos 3 + 1 dimensionais, sendo equivalente para N = 1
(um u´nico campo). Nesse caso particular (CP 1), o potencial em forma
V suporta a existeˆncia de soluc¸o˜es compactas topolo´gicas e na˜o to-
polo´gicas no modelo baby-Skyrme 2+1 dimensional. Nele foram encon-
trados soluc¸o˜es do tipo Q-Ball compactas cuja energia e´ finita. Como
buscamos soluc¸o˜es com energia finita no modelo tipo CPN , talvez esse
potencial, juntamente com um ansatz adequado, possa levar a` soluc¸a˜o
desejada. Conforme o apeˆndice A.1, a equac¸a˜o do movimento se reduz
a
∂µ∂
µui − 2(u
† · ∂µu)∂µui
1 + u† · u +
µ2
8M2
ui√
u† · u
√
1 + u† · u = 0. (3.8)
A densidade de Hamiltoniana e´ dada por
H := δL
δ(∂0ui)
∂0ui +
δL
δ(∂0u∗i )
∂0u
∗
i − L
= −M2
(
τ00 +
3∑
a=1
τaa
)
+ µ2V (3.9)
onde o ı´ndice a representa as coordenadas cartesianas xa. Definimos as
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coordenadas adimensionais (t, r, θ, φ)
x0 = r0t, x
1 = r0 r sin θ cosφ, x
2 = r0 r sin θ sinφ, x
3 = r0 r cos θ,
(3.10)
onde r0 e´ um paraˆmetro constante com dimensa˜o de comprimento. Este
pode ser escolhido como r0 ≡ M−1. A densidade de Hamiltoniana
adimensional H e´ definida como H := H/M4 e se leˆ
H = −
[
τtt + τrr +
1
r2
(
τθθ +
1
sin2 θ
τφφ
)]
+ µ˜2V, (3.11)
onde µ˜2 = µ2/M4. Consequentemente, uma energia adimensional total
e´ dada por uma integral sobre R3
E =
∫
R3
H drdθdφ r2 sin θ. (3.12)
A parametrizac¸a˜o em termos dos campos ui fixa uma simetria
global U(N + 1) no modelo para SU(N)⊗U(1). O subgrupo U(1)N e´
dado pelo conjunto de transformac¸o˜es
ui → eiαiui, ∀i ∈ 1, 2, ..., N (3.13)
onde os αi formam um conjunto de N paraˆmetros cont´ınuos reais e in-
dependentes. Pelo teorema de Noether, a essas 2l + 1 simetrias devem
estar associadas 2l + 1 quantidades conservadas (veja apeˆndice B.2).
Conforme o apeˆndice A.4, as cargas esta˜o relacionadas a integrais so-
bre R3 de correntes conservadas J iµ associadas com a simetria (A.37).
Podemos definir a corrente adimensional J˜ iµ = M
−3J iµ, onde
J˜ iµ = −
4i
(1 + u†u)2
N∑
j=1
[
u∗i∆
2
ij ∂˜µuj − ∂˜µu∗j∆2ijui
]
(3.14)
e ∂˜µ := r0∂µ = M
−1∂µ sa˜o derivadas em relac¸a˜o as coordenadas cur-
vilineares adimensionais x˜µ := r−10 x
µ. As correntes devem satisfazer
a equac¸a˜o da continuidade ∂µJ
(i)
µ = 0. Integrando essa equac¸a˜o em
[t′, t′′]×R3 descobrimos que, quando os componentes espaciais das cor-
rentes de Noether desaparecem no infinito espacial, enta˜o as cargas
Q
(i)
t =
∫
R3
d3J
(i)
t (3.15)
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sa˜o conservadas. Tais cargas sa˜o fundamentais na ana´lise da estabili-
dade de soluc¸o˜es na˜o-topolo´gicas (veja sec¸a˜o 4.6).
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4 Q-BALLS E Q-SHELLS COMPACTAS EM MODELOS
TIPO CP 2L+1
4.1 O ANSATZ
No caso do espac¸o CP 2l+1, l = 0, 1, . . ., os campos ui podem ser
parametrizados por harmoˆnicos esfe´ricos que formam a representac¸a˜o fi-
nita das autofunc¸o˜es da parte angular do operador de Laplace. Por con-
venieˆncia rotulamos 2l+1 campos escalares complexos como u−l, . . . , ul
ao inve´s de u1, u2, . . . u2l+1. Consideramos o ansatz
um(t, r, θ, φ) =
√
4pi
2l + 1
f(r)Y ml (θ, φ)e
iωt, (4.1)
onde l e´ fixo e −l ≤ m ≤ l. Nosso ansatz (4.1) acrescenta uma de-
pendeˆncia temporal ao ansatz (2.14), onde o termo eiωt e´ compat´ıvel
com ansatz de modelos com soluc¸o˜es do tipo Q-ball e Q-shell com-
pactas, como o ansatz (2.10) dado em modelo Baby-Skyrme com po-
tencial (2.7). O fator
√
4pi
2l+1 foi escolhido por convenieˆncia, ja´ que∑l
m=−l Y
∗
lm(θ, φ)Ylm(θ, φ) =
2l+1
4pi . Isso faz com que u
† · u = f2(r)
dependa somente da coordenada radial r, sem nenhum fator multipli-
cativo que dependa de l. Similarmente, muitas outras expresso˜es se
anulam ou dependem apenas da coordenada radial (veja apeˆndice B.1)
u† · ∂tu = iωf2 u† · ∂ru = f ′f u† · ∂θu = 0 u† · ∂φu = 0.
Ale´m disso, a parte angular do primeiro termo de (3.8) contribui com
um termo proporcional a L2Y ml = l(l + 1)Y
m
l , onde o operador L
2 e´
definido em eq. (A.30). Segue-se que a equac¸a˜o do movimento (3.8) se
reduz a uma equac¸a˜o diferencial ordina´ria na varia´vel r
f ′′ +
2
r
f ′ +
(
ω2 − l(l + 1)
r2
)
f − 2f
1 + f2
(f ′2 + ω2f2) =
µ˜2
8
sgn(f)
√
1 + f2,
(4.2)
onde se define sgn (f) := 1, ∀f > 0 e sgn (0) := 0.
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4.2 ENERGIA E QUANTIDADES CONSERVADAS
A energia total adimensional do nosso modelo pode, em virtude
do ansatz (4.1), ser dada por
E = 4pi
∫ ∞
0
drr2H(r). (4.3)
onde H(r) tem a forma
H(r) =
4
(1 + f2)2
[
f ′2 +
(
ω2 +
l(l + 1)
r2
(1 + f2)
)
f2
]
+ µ˜2
f sgn(f)√
1 + f2
.
(4.4)
A contribuic¸a˜o dos termos τtt, τθθ e τφφ, calculados a partir de
(3.6), a` energia total pode ser expressada em termos de cargas Q
(m)
t
e Q
(m)
φ , onde m = −l, ..., l, conforme o apeˆndice B.2. Elas sa˜o quan-
tidades conservadas associadas as simetrias (A.37) provindas da con-
servac¸a˜o das duas u´nicas componentes na˜o nulas das correntes (3.14)
em termos das coordenadas (t, r, θ, φ), nomeadas
J˜
(m)
t (r, θ) = 8ω
(l −m)!
(l +m)!
f2
(1 + f2)2
(Pml (cos θ))
2, (4.5)
J˜
(m)
φ (r, θ) = 8m
(l −m)!
(l +m)!
f2
1 + f2
(Pml (cos θ))
2, (4.6)
onde representamos o ı´ndice i = 1, . . . , 2l + 1 por um mais adequado,
m = −l, . . . , l. Claramente, estas correntes sa˜o conservadas, i.e. ∂˜µJ˜ (m)µ =
0, pois J˜
(m)
r = 0 = J˜
(m)
θ e as componentes na˜o nulas J˜
(m)
t e J˜
(m)
φ na˜o
dependem de t e φ. Como ambas as componentes J˜
(m)
t e J˜
(m)
φ sa˜o
independentes do tempo, podemos introduzir um conjunto de cargas
conservadas correspondentes a estas componentes
Q
(m)
t :=
1
2
∫
R3
d3x˜ J˜
(m)
t (r, θ) = ω
16pi
2l + 1
∫ ∞
0
drr2
f2
(1 + f2)2
, (4.7)
Q
(m)
φ :=
3
2
∫
R3
d3x˜
J˜
(m)
φ (r, θ)
r2
= m
48pi
2l + 1
∫ ∞
0
dr
f2
1 + f2
(4.8)
onde a relac¸a˜o de ortogonalidade padra˜o das func¸o˜es associadas de Le-
gendre foram usadas
∫ 1
−1 dx(P
m
l (x))
2 = 22l+1
(l+m)!
(l−m)! . Essas fo´rmulas nos
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permitem reescrever uma parte da expressa˜o da energia total (4.3) em
termos de Q
(m)
t e Q
(m)
φ
E = 4pi
∫ ∞
0
drr2
(
4f ′2
(1 + f2)2
+ µ˜2
f sgn(f)√
1 + f2
)
+
l∑
m=−l
(
ωQ
(m)
t +mQ
(m)
φ
)
,
(4.9)
onde usamos
∑l
m=−lm
2 = 13 l(l+1)(2l+1). Note que a cargaQt aparece
naturalmente como integrac¸a˜o da equac¸a˜o de continuidade no hipervo-
lume [t′, t′′]×R3. Esta carga tem o mesmo valor para todos os valores
de m. Vamos nos referir a esta quantidade conservada chamando-a
carga de Noether enquanto as quantidades conservadads Q
(m)
φ vamos
chamar simplesmente de cargas.
4.3 EXPANSA˜O NO CENTRO
A func¸a˜o f(r) pode ser representada em se´rie de poteˆncia em
r = 0
f(r) =
∞∑
k=0
akr
k. (4.10)
Substituindo a se´rie (4.10) na equac¸a˜o de movimento (4.2) nos obtemos
∞∑
k=0
bkr
k−2 = 0, (4.11)
onde todos os bk devem ser nulos, para que o polinoˆmio acima seja
identicamente nulo. Os treˆs primeiros coeficientes bk tem a forma
b0 = l(l + 1)a0,
b1 = (l − 1)(l + 2)a1,
b2 = (l − 2)(l + 3)a2 + sµ
2
8
√
1 + a20 +
[
2(a21 + a
2
0ω
2)
1 + a20
− ω2
]
a0.
A equac¸a˜o polinomial (4.11) so´ pode ser satisfeita se escolhermos
ak de maneira a anular todos os coeficientes bk, tornando a se´rie identi-
camente nula. A dependeˆncia de l, que determina o nu´mero de campos
complexos escalares ui nas equac¸o˜es de bk, fazem com que as soluc¸o˜es
tenham diferentes formas para l = 0, l = 1 e l ≥ 2. Por serem qualita-
tivamente diferentes, temos que estudar cada caso separadamente.
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4.3.1 Caso l=0
Para l = 0, a equac¸a˜o (4.11) e´ satisfeita independente do valor
de a0, ou seja, l = 0⇒ b0 = 0,∀a0 ∈ R. Devido a positividade de f , o
coeficiente do termo dominante da expansa˜o sempre deve ser positivo,
no caso, a0 deve ser um paraˆmetro livre positivo. Para satisfazer (4.11)
tambe´m devemos ter a1 = 0. Observamos que para algum n fixo ı´mpar
e a1 = a3 = ... = an−2 = 0 e coeficiente bn tem forma bn = an(l −
n)(l+1+n), ou seja, para anular (4.11) em ordem n precisamos escolher
tambe´m an = 0. Enta˜o todos os coeficientes dos termos de ordem par
superior a O(r1) podem ser determinados em termos de a0, ω, µ e os de
ordem ı´mpar sa˜o nulos, ou seja, a2j = a2j(a0, ω, µ) e a2j+1 = 0,∀j ∈ N.
A soluc¸a˜o comec¸a um valor a0 e primeira derivada nula no centro.
Expandindo f(r) em torno de r = 0 temos
f(r) = a0 +
[
µ˜2
48
√
1 + a20 −
a0(1− a20ω2)
6(1 + a20)
]
r2 +O(r4). (4.12)
Para cada escolha do coeficiente a0 a expansa˜o de f no centro fica intei-
ramente determinada, ja´ que µ˜2 e´ fixo. Munidos dos coeficientes dessa
expansa˜o podemos, atrave´s do me´todo descrito na sec¸a˜o 4.5, integrar
numericamente a equac¸a˜o de movimento (4.2), e obter f . Desta forma,
se torna conhecido se a f e f ′ tem alguma irregularidade como, por
exemplo, singularidade ou descontinuidade. Enta˜o, o valor de a0 deter-
mina se a func¸a˜o f e´ regular em R+, ou seja, se e´ anal´ıtica e injetiva
nessa regia˜o. Tal propriedade e´ u´til, pois grandezas como a densidade
de energia (4.4) dependem de f e f ′. Basta f ser descont´ınua em um
ponto para que f ′ seja singular e, consequentemente, H seja singular
nesse ponto, levando a uma energia total infinita.
A ana´lise nume´rica mostra que se a func¸a˜o for crescente na ori-
gem, ela cresce infinitamente com o aumento de r. f ′(0) = 0 indica que
r = 0 e´ um ponto cr´ıtico, e que o termo dominante que determina o
comportamento com r e´ o termo de segunda ordem. Enta˜o, para que a
func¸a˜o decresc¸a e atinja a condic¸a˜o de borda temos que f deve ter um
ma´ximo local no centro o que implica em
a2 =
µ˜2
48
√
1 + a20 −
a0(1− a20ω2)
6(1 + a20)
< 0,
µ˜2
8a0
(1 + a20)
3/2 < 1− a20ω2 ⇔ ω >
1
a0
√
1− µ˜
2
8a0
(1 + a20)
3/2. (4.13)
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Figura 1 – Regia˜o a2 < 0 em func¸a˜o de a0 e ω para o caso l = 0 onde
tomamos adicionalmente µ˜ = 1.
A regia˜o a2 < 0 vista na Fig.1 sugere que existe um valor mı´nimo
ωm de ω abaixo do qual na˜o existe soluc¸a˜o do tipo compacton. Note
que a borda da Fig.1 na˜o determina o valor de ωm, mas impo˜e uma
limitac¸a˜o para os valores de ω. O valor exato de ωm para cada valor de
l pode ser obtido numericamente achando soluc¸o˜es da equac¸a˜o (4.2),
para ω cada vez menores ate´ que na˜o haja mais soluc¸a˜o.
A partir da expansa˜o de f(r) podemos utilizar (4.4) para deter-
minar a expansa˜o da hamiltoniana H(r) em torno de r = 0 e observa-
mos que ela na˜o se anula no centro
H(r) = a0
[
µ˜2√
1 + a20
+
4a0ω
2
(1 + a20)
2
]
+O(r2) (4.14)
4.3.2 Caso l=1
Para l = 1 a equac¸a˜o (4.11) e´ satisfeita com a0 = 0 e e´ indepen-
dente de a1. Enta˜o a1 e´ o paraˆmetro livre e an = an(a1, ω, µ),∀n > 1.
Os treˆs coeficientes dos termos de menor ordem sa˜o
a2 =
µ˜2
32
, a3 =
a1
10
(2a1 − ω2), a4 = µ˜
2
576
(12a21 − ω2). (4.15)
A soluc¸a˜o comec¸a na origem com primeira derivada na˜o nula, ou seja,
tem comportamento linear dominante na origem. Assim como no caso
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l = 0, a densidade de energia tambe´m na˜o se anula no centro
H(r) = 12a21 + 2µ˜
2a1 r +
[
7
128
µ˜4 − 8a41
]
r2 +O(r3). (4.16)
Note que H sera´ nulo no centro, de acordo com (4.4), se e somente
f(0) = f ′(0) = 0. Como em f (l=0)(0) 6= 0 e f ′(l=1)(0) 6= 0 a densidade
de energia no centro na˜o atinge o valor de va´cuo no centro para l = 0, 1.
Isso na˜o e´ necessa´rio para termos soluc¸o˜es compactas do tipo Q-ball,
pois nesse caso existe uma u´nica borda em r = R onde a func¸a˜o deve
atingir seu valor de va´cuo para que a energia total seja finita.
4.3.3 Caso l=2
Para l ≥ 2 a equac¸a˜o (4.11) e´ satisfeita se, e somente se, a0 =
a1 = 0. Isso implica que para l = 2 o coeficiente b2 =
µ˜2
8 6= 0 e a
equac¸a˜o do movimento na˜o pode ser satisfeita, ou seja, na˜o ha´ soluc¸a˜o
na˜o trivial na vizinhanc¸a do centro. Se l ≥ 3, para termos b2 = 0 de-
vemos tomar a2 = − µ
2
8(l−2)(l−3) < 0, mas a2 e´ o coeficiente na˜o nulo de
menor ordem de f , enta˜o ele determina o comportamento dominante
de f na vizinhanc¸a do centro onde f seria negativa, violando a positivi-
dade definida de f . Conclu´ı-se que para l ≥ 2 a u´nica soluc¸a˜o poss´ıvel
na vizinhanc¸a da origem e´ a soluc¸a˜o trivial, pertencente ao va´cuo. Se
houver soluc¸a˜o na˜o trivial, ela deve sair do va´cuo a algum valor finito
de r = R1, e voltar ao va´cuo em algum outro valor finito r = R2.
Para entender o comportamento dessa classe de soluc¸o˜es e´ necessa´rio
analisar o comportamento nas bordas.
4.4 EXPANSA˜O NA BORDA
A soluc¸a˜o de va´cuo f(r) = 0 assegura que fora do suporte a
func¸a˜o se conecta ao estado de energia nula. Para que a densidade de
energia (4.4) seja cont´ınua f(r) e f ′(r) devem ser cont´ınuos. Como
soluc¸a˜o de va´cuo e´ identicamente nula (tem todas as derivadas nulas)
a soluc¸a˜o dentro do suporte deve se conectar com a(s) borda(s) com
f(R) = f ′(R) = 0, onde R e´ o raio do compacton no caso l = 0, 1 e R1
ou R2 no caso l ≥ 2. Expandindo em torno da borda, onde a func¸a˜o e
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sua primeira derivada sa˜o nulas, f pode ser representada por
f(r) =
∞∑
k=2
Ak(R− r)k. (4.17)
Substituindo essa equac¸a˜o na equac¸a˜o do movimento (4.2) podemos
determinar os coeficientes Ak em termos do raio do compacton
A2 =
µ˜2
16
, A3 =
µ˜2
24R
, A4 =
µ˜2
192R2
[l(l+1)+8−R2ω2]. (4.18)
Podemos observar que apenas os Ak para k ≥ 4 dependem de l, ou
seja, as soluc¸o˜es tem comportamento dominantemente quadra´tico em
torno da borda, independente de l. O mesmo ocorre para a expansa˜o
da densidade de energia na(s) borda(s)
H(r) =
µ˜2
8
(R−r)2+ µ˜
4
6R
(R−r)3+ µ˜
4
96R2
[
4l(l + 1) + 26−R2ω2] (R−r)4+. . .
(4.19)
que tambe´m depende explicitamente de l so´ nos termos de ordem
qua´rtica ou superior. A2 em (4.18) so´ depende de µ˜ e todos os Ak
para k ≥ 3 dependem tambe´m de R, ou seja, R e´ um paraˆmetro livre
e Ak = Ak(R, µ˜), para k ≥ 3. Em particular, para l ≥ 2, R = R1 e
R = R2 sa˜o paraˆmetros livres, mas na˜o sa˜o independentes. Para que
ambas as condic¸o˜es de borda sejam satisfeitas, pode-se variar numeri-
camente R1 ou R2 em uma das bordas ate´ que satisfac¸a as condic¸o˜es de
contorno da outra borda (veja sec¸a˜o 4.5). Nesse trabalho, escolhermos
variar R1, sendo ele o u´nico paraˆmetro livre para ∀l ≥ 2. Enta˜o, tais
soluc¸o˜es devem ser na˜o triviais somente em uma regia˜o (R1, R2), sendo
do tipo Q-shell compactas.
4.5 SOLUC¸O˜ES NUME´RICAS
Nos adotamos o ‘shooting method’ para integrar a equac¸a˜o radial
(4.2). Ele consiste em variar (chutar) os paraˆmetros livres ate´ que se
atinja a condic¸a˜o de contorno. No nosso caso, escolhemos variar os
paraˆmetros livres no centro r = 0 para l = 0, 1 e em r = R1 ate´ que
se atinjam as condic¸o˜es de borda em r = R, onde R representa o raio
do compactom no caso l = 0, 1 e R2 para l ≥ 2. Tambe´m poderiamos,
variar o paraˆmetro R ate´ que se satisfizessem as condic¸o˜es de centro
(l = 0, 1) ou da primeira borda (l ≥ 2). Para cada valor de l, temos
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um u´nico paraˆmetro livre, a0, a1, R1 (l = 0, 1 e l ≥ 2 respectivamente),
a ser variado ate´ que se atinja a condic¸a˜o de borda f(R) = f ′(R) = 0.
Variando o paraˆmetro livre temos 4 classes nume´ricas de soluc¸o˜es:
1. Soluc¸o˜es que crescem indeterminadamente com r, tendo energia
infinita.
2. Soluc¸o˜es que ultrapassam o eixo r sem satisfazer a condic¸a˜o de
borda, isto e´, se tornam negativas violando a positividade de f(r).
3. Soluc¸o˜es que oscilam sobre uma reta paralela ao eixo r, tendo
energia total infinita.
4. Soluc¸o˜es que satisfazem a condic¸a˜o de borda, isto e´, para algum
valor finito de R atingem f(R) = f ′(R) = 0 e conectam a soluc¸a˜o
na˜o trivial com f(r) = 0,∀r > R, tendo densidade de energia
cont´ınua e energia total finita.
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(a)
(b)
Figura 2 – Para l=0: Em (a) soluc¸a˜o tipo 1. Em (b), de cima para
baixo no centro, soluc¸a˜o tipo 2, tipo 4 e tipo 3, respectivamente.
A u´nica soluc¸a˜o f´ısica poss´ıvel e´ a do tipo 4. Podemos observar
numericamente que
1. Para l = 0, f deve ser monoticamente decrescente, tendo dois
pontos cr´ıticos, um no centro r = 0 e o outro na borda (mı´nimo
absoluto, va´cuo). Enta˜o a condic¸a˜o de borda so´ pode ser satis-
feita no segundo ponto cr´ıtico (segundo menor valor de r tal que
f ′(r) = 0), ou seja, no primeiro mı´nimo com r 6= 0.
2. Para l = 1, a soluc¸a˜o na˜o tem ponto cr´ıtico no centro, mas nu-
mericamente observamos que ela tem um u´nico ma´ximo local e
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um u´nico mı´nimo local que tambe´m e´ min´ımo absoluto (va´cuo).
Enta˜o a condic¸a˜o de borda tambe´m so´ pode ser satisfeita no se-
gundo ponto cr´ıtico, ou seja, no primeiro mı´nimo para r 6= 0.
3. Para l ≥ 2, a soluc¸a˜o tem um mı´nimo em r = R1, um ma´ximo
local, e outro mı´nimo local e absoluto, tendo 3 pontos cr´ıticos ao
inve´s de 2. Enta˜o a condic¸a˜o de borda so´ pode ser satisfeita no
terceiro ponto cr´ıtico, ou seja, no primeiro mı´nimo para r 6= R1.
Fixo um valor de ω, para cada escolha do valor do paraˆmetro
livre (a0, a1, R1) nos integramos numericamente a equac¸a˜o radial e de-
terminamos numericamente o segundo menor valor de r para l = 0, 1,
ou o segundo menor valor de r > R1 para ∀l ≥ 2, tal que f ′(r) = 0.
Tal valor de r e´ representado por R¯ e deve corresponder a um valor
de mı´nimo local. O valor de f(R¯) e´ utilizado para modificar o chute
inicial, de forma a escolhermos o paraˆmetro livre que fac¸a f(R¯) → 0.
Paramos de variar o paraˆmetro livre quando |f(R¯)| < 10−6, e tomamos
a soluc¸a˜o encontrada como soluc¸a˜o nume´rica.
2 4 6 8
r
-0.2
0.2
0.4
0.6
f(r)
(a)
2 4 6 8
r
0.5
1.0
1.5
H(r)
(b)
Figura 3 – Para l = 0 e ω = 1.0: Em (a), de cima para baixo, a func¸a˜o
radial f(r) e sua derivada f ′(r). Em (b) e a densidade de energia H(r).
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Figura 4 – Para l = 0 e ω = 5.0: Em (a), de cima para baixo, a func¸a˜o
radial f(r) e sua derivada f ′(r). Em (b) e a densidade de energia H(r).
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Figura 5 – Para l = 0 e ω = 10.0: Em (a), de cima para baixo, a func¸a˜o
radial f(r) e sua derivada f ′(r). Em (b) e a densidade de energia H(r).
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Figura 6 – Para l = 1 e ω = 1.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 7 – Para l = 1 e ω = 5.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 8 – Para l = 1 e ω = 10.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 9 – Para l = 2 e ω = 1.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 10 – Para l = 2 e ω = 2.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 11 – Para l = 2 e ω = 3.0: Em (a) a func¸a˜o radial f(r) e em (b)
a densidade de energia H(r).
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Figura 12 – A func¸a˜o radial f(r) para l = 10 e (a) ω = 1.0, (b) ω = 3.0.
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Das Fig.3 a` 12 podemos perceber que o raio do compacton R no
caso l = 0, 1 e a largura do compacton δR := R2 − R1 no caso l ≥ 2,
diminui com o aumento de ω. O mesmo ocorre para f e |f ′| cujos
valores ma´ximos decrescem rapidamente com o aumento de ω. Como
a densidade de hamiltoniana depende de f e f ′, ja´ era previsto que ela
decresceria, como se veˆ nas figuras, mas como o intevalo de integrac¸a˜o
e´ dado pelo raio do compacton, a energia total deve diminuir ainda
mais rapidamente com o aumento de ω, ja´ que o raio diminui. Esse
comportamento independe do valor de l, e pode ser visto nas figuras
abaixo para diferentes valores de ω.
1.0 1.2 1.4 1.6 1.8 2.0
ω0.1
0.2
0.3
0.4
(R2-R1) -1
(a)
2 4 6 8 10
ω
0.5
1.0
1.5
2.0
(R2-R1) -1
(b)
Figura 13 – A inversa da largura do compactom δR := R2 − R1 em
dependeˆncia de ω para (de cima para baixo) l = 0, l = 1 e l = 2. O
raio interno R1 ≡ 0 para l = 0 e l = 1.
Na regia˜o de ω  1, δR−1(ω) e´ aproximadamente linear, con-
forme a Fig.13 (b). Da ana´lise nume´rica, na˜o foi poss´ıvel encontrar
soluc¸o˜es abaixo de um ω cr´ıtico ωc ≈ 0.83, para nenhum valor de l.
Assim, as figuras tornam claro que existe um limite inferior para ω
independente do valor de l, o que ja´ era esperado em l = 0 devido
a desigualdade (4.13). Como o comportamento para ω  1 e´ linear,
e para ω ≈ ωc e´ quadra´tico, o ajuste mais simples que reproduz esse
comportamento em ambos os regimes e´ uma func¸a˜o racional
(δR)−1(ω) =
aω2 + b ω + c
d ω + e
. (4.20)
Os coeficientes da curva obtidos pelo ajuste sa˜o representados na Tabela
1.
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a b c d e
l = 0 2223.78 −1388.73 −357.34 10044.60 −6859.62
l = 1 53.86 −36.61 53.86 39.62 −244.81
l = 2 169.46 −118.27 −15.73 1316.28 −960.93
Tabela 1 – O ajuste dos coeficientes.
A expansa˜o assinto´tica no regime de ω grandes e´ dada por
δR−1 =
a
d
ω +
bd− ae
d2
+O(ω−1). (4.21)
O ajuste (4.20) com os coeficientes determinados na tabela 1
permitem calcular o comportamento assinto´tico (ω →∞)
δR−1(l=0) = 0.221ω + 0.012 +O(ω−1), (4.22)
δR−1(l=1) = 0.158ω + 0.006 +O(ω−1), (4.23)
δR−1(l=2) = 0.128ω + 0.004 +O(ω−1). (4.24)
Para cada valor de ω onde calculamos o raio do compacton tambe´m
calculamos a energia total.
1.0 1.2 1.4 1.6 1.8 2.0
ω
0.2
0.4
0.6
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E -1/5
(a)
2 4 6 8 10
ω0.5
1.0
1.5
2.0
2.5
3.0
3.5
E -1/5
(b)
Figura 14 – A energia da func¸a˜o compacta em relac¸a˜o a ω para (de
cima para baixo) l = 0, l = 1 and l = 2.
Reproduzindo a ana´lise, observamos que E−1/5(ω) e´ linear no regime
ω  1. Na regia˜o de ω pequeno, ha´ um desvio no comportamento
linear. Como a curva de Fig. 14 tem exatamente o mesmo compor-
tamento da curva da Fig. 13, podemos utilizar a mesma forma do
ajuste para E−1/5 que usamos para R−1, ou seja, um ajuste da forma
E−1/5(ω) = (aω2 + b ω + c)/(dω + e), onde a, b, c, d, e sa˜o constantes
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determinadas pelo novo ajuste. O comportamento assinto´tico de E−1/5
para µ˜ = 1, ω  1 e´ dado por
E
−1/5
(l=0) = 0.369ω + 0.014 +O(ω−1), (4.25)
E
−1/5
(l=1) = 0.287ω + 0.004 +O(ω−1), (4.26)
E
−1/5
(l=2) = 0.243ω + 0.005 +O(ω−1). (4.27)
As quantidades conservadasQ
(1)
t (carga de Noether) eQ
(1)
φ tambe´m
podem ser plotadas em func¸a˜o de ω.
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ω1
2
3
4
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(Qt)-1/6
(a)
2 4 6 8 10
ω1
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3
4
5
6
(Qϕ)-1/5
(b)
Figura 15 – (a) Carga de Noether Q
(1)
t para l = 0, l = 1 and l = 2. (b)
Carga Q
(1)
φ para (de cima para baixo) l = 2, l = 1 and l = 0.
Conforme Fig. 15, as curvas exibem o mesmo comportamento de
R−1(ω) e E−1/5(ω) no regime de ω  1, ondeQ(1)t ∝ ω−6 eQ(1)φ ∝ ω−5,
ja´ que
Q
−1/6
t = a1 ω + b1 +O(ω−1), Q−1/5φ = a2 ω + b2 +O(ω−1).
(4.28)
a1 b1 a2 b2
l = 0 0.504 0.017 0.384 0.003
l = 1 0.491 0.008 0.514 0.001
l = 2 0.466 0.009 0.573 0.007
Tabela 2 – Expansa˜o no regime ω  1, Q−1/6t = a1ω + b1 e Q−1/5φ =
a2ω + b2.
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A fim de estudar a estabilidade das soluc¸o˜es, que depende da
relac¸a˜o entre energia e carga de Noether, tambe´m plotamos em Fig.16
o comportamento de E com Q
(l)
t e Q
(l)
φ .
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Figura 16 – (a) Energia-Q
(l)
t dependeˆncia para (de cima para baixo)
l = 0, l = 1 e l = 2. (b) Energia-Q
(l)
φ dependeˆncia para (de cimpa para
baixo) l = 0, l = 1 and l = 2.
Conforme a sec¸a˜o 4.6, existe uma boa justificativa para que
soluc¸o˜es compactas cuja energia for relacionada com a carga de No-
ether por E ∝ Qdt , com 0 < d < 1, sejam esta´veis, isto e´, na˜o decaiam
espontaneamente em duas ou mais soluc¸o˜es compactas de mesmo tipo
(Q-ball para l = 0, 1 ou Q-shell para l ≥ 2).
a1 b1 a2 b2
l = 0 0.731 0.003 0.960 0.016
l = 1 0.584 0.001 0.557 0.008
l = 2 0.522 0.001 0.424 0.004
Tabela 3 – Expansa˜o no regime ω  1, E−1/5 = a1Q−1/6t +b1 e E−1/5 =
a2Q
−1/5
φ + b2.
O ajuste linear cujos coeficientes sa˜o dados pela tabela 3 mostra que a
energia se comporta como E ∝ Q 56t e E ∝ Qφ para ω  1. Tambe´m
fica claro da Fig. 16(a) que E ∝ Q 56t e´ uma excelente aproximac¸a˜o para
todos os valores de Qt calculados. Nesse caso, d =
5
6 < 1 e as soluc¸o˜es
na˜o devem possuir dependeˆncia temporal diferente do que a dada pelo
fator eiωt (veja sec¸a˜o 4.6).
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Finalmente, plotamos o raio me´dio do compacton R0 :=
1
2 (R1 +
R2) em func¸a˜o de l.
2 4 6 8 10
l
5
10
15
20
25
R0
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50
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Figura 17 – (a) O raio me´dio R0 =
1
2 (R1 + R2) da Q-shell compacta
em func¸a˜o de l = 2, . . . , 10. De cima pra baixo: ω = 1.0, ω = 2.0 e
ω = 3.0. (b) A ra´ız quadrada da energia do compacton em func¸a˜o de
l = 2, . . . , 10.
Fig.17 mostra R0 para l = 2, 3, . . . , 10 e treˆs valores de ω = 1, 2, 3, de
onde se veˆ que o raio me´dio do compacton cresce linearmente com l. Um
ajuste linear nos da´ R0 ≈ 1.31 + 2.06 l para ω = 1.0, R0 ≈ 0.44 + 0.79 l
para ω = 2.0, R0 ≈ 0.29+0.52 l para ω = 3.0. O raio me´dio R0 decresse
conforme ω cresce. Claramente, as soluc¸o˜es compactas do tipo Q-shell
(∀l ≥ 2) se tornam mais estreitas quando ω aumenta e de acordo com
Fig. 3 a` 12 elas tem menor amplitude quando l cresce.
A Fig.17 (b) mostra que a ra´ız quadrada da energia em func¸a˜o
de l e´ linear. O ajuste e´ dado por
√
E ≈ 15.13 + 18.38 l para ω = 1.0,√
E ≈ 1.59 + 2.23 l para ω = 2.0, √E ≈ 0.56 + 0.80 l para ω = 3.0.
Fica claro em todos os ajustes em func¸a˜o de ω acima, de ω ≈ 2
que o comportamento e´ aproximadamente linear, ou seja, a regia˜o ω
grande corresponde com [2,∞) com boa aproximac¸a˜o. Seria interes-
sante justificar esse comportamento, se poss´ıvel, em termos de resulta-
dos obtidos analiticamente. Na regia˜o ω grande, onde ha´ linearidade
das quantidades R−1, E−1/5, Q−1/6t , Q
−1/5
φ , temos f e f
′ muito pe-
quenos. Isso sugere que a equac¸a˜o de movimento radial (4.2) (insolu´vel
analiticamente) pode ser aproximada por uma equac¸a˜o linear permi-
tindo uma analise baseada em soluc¸o˜es exatas (veja cap´ıtulo 5).
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4.6 ESTABILIDADE DAS SOLUC¸O˜ES
Conseguimos encontrar soluc¸o˜es de energia finita do tipo Q-ball
e Q-shell compacta simples (na˜o mu´ltiplas) e analisar seu comporta-
mento assinto´tico, onde foi poss´ıvel encontrar soluc¸o˜es exatas. Nos
resta mostrar que tais soluc¸o˜es sa˜o esta´veis, isto e´, que as soluc¸o˜es do
tipo Q-ball ou Q-shell compactas na˜o se quebram espontaneamente em
duas ou mais soluc¸o˜es do mesmo tipo.
A carga de Noether e´ uma quantidade conservada aditiva, ou
seja, a carga total e´ a soma de todas as cargas individuais de um sistema
fechado. Isto implica que se uma soluc¸a˜o estiver no estado de uma u´nica
Q-ball compacta (dita estado simples) e se partir em N soluc¸o˜es do tipo
Q-ball compacta (dita estado mu´ltiplo), a carga de Noether total do
estado mu´ltiplo QΣ (soma das N cargas individuais (Qk)) e´ igual a
carga de Noether do estado simples inicial Q0, ou seja
Q0 = QΣ =
N∑
k=1
Qk (4.29)
O mesmo vale para as soluc¸o˜es do tipo Q-shell. Se a energia total E
e´ proporcional a Q a alguma poteˆncia d, ou seja, satisfizer a relac¸a˜o
E = αQd ⇒ Q = βE 1d , onde α e´ uma constante de proporcionalidade e
β ≡ α− 1d . A aditividade e conservac¸a˜o da carga, somado a relac¸a˜o entre
carga e energia, determina se a energia de um estado simples e´ maior,
menor ou igual a energia de um estado mu´ltiplo de mesma carga. A
carga do estado simples Q0 = βE
1
d
0 e a carga total do estados mu´ltiplo
QΣ =
∑N
k=1Qk = β
∑N
k=1E
1
d
k , sa˜o correlacionadas por
Q0 = QΣ ⇔ βE
1
d
0 = β
N∑
k=1
E
1
d
k ⇔ E0 =
( N∑
k=1
E
1
d
k
)d
. (4.30)
Mas ( N∑
k=1
E
1
d
k
)d
>
∑N
k=1Ek, se d > 1,
=
∑N
k=1Ek, se d = 1,
<
∑N
k=1Ek, se d < 1.
(4.31)
Se o suporte de cada uma das soluc¸o˜es do estado mu´ltiplo na˜o
se sobrepor em nenhuma regia˜o ao suporte das demais, as soluc¸o˜es na˜o
va˜o interagir e a energia total sera´ a soma das energias individuais
(EΣ =
∑N
k=1Ek). Assim, os somato´rios de Ek da desigualdade (4.31)
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representam EΣ. Como as soluc¸o˜es sempre tendem ao estado de menor
energia, se E0 < EΣ, o estado simples na˜o se transforma espontanea-
mente em um estado mu´ltiplo, mas o contra´rio deve ocorrer, fazendo
com que o equil´ıbrio seja esta´vel. De maneira ana´loga, se E0 > EΣ o
equil´ıbrio e´ insta´vel e se E0 = EΣ, ambos os estados sa˜o degenerados
e a ana´lise da instabilidade, por estes argumentos de correlac¸a˜o entre
energia e carga, e´ inconclusiva. Substituindo o conjunto de equac¸a˜o e
inequac¸o˜es (4.31) em (4.30) conclu´ımos que
E0 > EΣ ⇒ soluc¸a˜o insta´vel, se d > 1, (4.32)
E0 = EΣ ⇒ ana´lise inconclusiva, se d = 1, (4.33)
E0 < EΣ ⇒ soluc¸a˜o esta´vel, se d < 1. (4.34)
A ana´lise das soluc¸o˜es nume´ricas em nosso modelo para l = 0, 1, 2 leva a
conclusa˜o que temos E ∝ Q 56 ⇒ d = 5/6 e, portanto, todas as soluc¸o˜es
encontradas sa˜o esta´veis. Esta e´ uma boa justificativa da estabilidade,
mas na˜o e´ uma prova rigorosa, na medida em que se supoˆs que nenhum
suporte dos N compactons se sobrepo˜e em qualquer regia˜o espacial. No
caso de dois ou mais suportes se sobreporem, a energia total do estado
mu´ltiplo na˜o e´ mais necessariamente a soma das energias individuais
de cada soluc¸a˜o (EΣ 6=
∑N
k=1Ek) o que faz com que a ana´lise acima
na˜o seja mais va´lida. A interac¸a˜o entre compactons pode ser altamente
complexa e foge do escopo deste trabalho.
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5 O MODELO LIMITE
5.1 SOLUC¸A˜O EXATA
Na regia˜o de oˆmegas grandes tanto f(r) quanto f ′(r) se tornam
muito pequenos, nos permitindo fazer uma aproximac¸a˜o de 1a ordem
na equac¸a˜o de movimento (4.2) que se reduz a
f ′′(r) +
2
r
f ′(r) +
(
ω2 − l(l + 1)
r2
)
f(r) =
µ2
8
s, onde s ≡ sgn f(r).
(5.1)
Essa equac¸a˜o do movimento e´ linear dentro do raio do compacton. Fora
desse raio a equac¸a˜o e´ trivial (portanto tambe´m e´ linear), sendo linear
∀r ∈ R+. Reescrevendo em termos dos campos ui
∂2ui +
µ2
8M2
ui√
u† · u = 0. (5.2)
observamos que a equac¸a˜o (5.2) e´ ana´loga a equac¸a˜o signum-Gordon
complexa, mas com 2l+ 1 campos escalares complexos ao inve´s de um
u´nico. Isto nos leva a chama-la´ de equac¸a˜o tipo signum-Gordon. No
caso em que l = 0, temos um u´nico campo e essa equac¸a˜o e´ exatamente
a equac¸a˜o tipo signum-Gordon
∂2u+ λ2 sgnu = 0, onde λ ∈ R.
As soluc¸o˜es da equac¸a˜o (5.2) correspondem com o caso limite
ui → 0 no modelo tipo CPN definido em (3.8). A aproximac¸a˜o nos
permite buscar soluc¸o˜es anal´ıticas da equac¸a˜o linearizada aproximada
(5.1) o que na˜o era poss´ıvel na equac¸a˜o original completa (4.2). Es-
sas soluc¸o˜es anal´ıticas, se encontradas, podem ser comparadas com as
soluc¸o˜es nume´ricas para determinar a regia˜o no espac¸o do paraˆmetro ω
em que a soluc¸a˜o anal´ıtica e´ pro´xima da soluc¸a˜o nume´rica. E´ conveni-
ente fazer um reescalamento x := rω, o que torna equac¸a˜o radial mais
simples e a dependeˆncia expl´ıcita de ω e´ isolada do lado direito
f˜ ′′(x) +
1
x
f˜ ′(x) +
(
1− l(l + 1)
x2
)
f˜(x) = α2 sgn(f˜(x)). (5.3)
onde f˜(x) := f( xω ) ≡ f(r), f˜ ′(x) ≡ df˜dx e α2 := µ˜
2
8ω2 . A densidade de
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energia tem a forma
H(r) = 4ω2
(df˜
dx
)2
+
(
1 +
l(l + 1)
x2
)
f˜2
+ µ˜2f˜sgn (f˜). (5.4)
A constante de acoplamento adimencional do potencial e´ definida por
µ˜2 := µ
2
M4 . Como sgn f(r) = sgn f˜(x), dentro do raio do compacton
sgn f˜ = 1 e fora sgn f˜ = 0, onde a equac¸a˜o e´ trivial. Devido a lineari-
dade, a soluc¸a˜o completa e´ igual a soma da soluc¸a˜o homogeˆnea com a
soluc¸a˜o particular. Como a equac¸a˜o homogeˆnea e´ a equac¸a˜o de Bessel
esfe´rica
f˜ ′′(x) +
1
x
f˜ ′(x) +
(
1− l(l + 1)
x2
)
f˜(x) = 0, (5.5)
logo, para cada valor de l a soluc¸a˜o homogeˆnea e´ dada por
f˜h(x) = Ajl(x) +B nl(x), (5.6)
onde jl(x) e´ a func¸a˜o esfe´rica de Bessel de ordem l, nl(x) a func¸a˜o
esfe´rica de Neumann de ordem l. A e B sa˜o constantes que dependem
do valor de l que podem ser determinadas pelas condic¸o˜es de contorno.
Como o Wronskiano
W (x) = jl(x)n
′
l(x)− j′l(x)nl(x) =
1
x2
6= 0
e´ na˜o nulo, essas func¸o˜es sa˜o linearmente independentes.
Para cada valor de l a soluc¸a˜o particular pode ser constru´ıda
pelo me´todo da variac¸a˜o dos paraˆmetros, isto e´, tem a forma
f˜p(x) = a(x)jl(x) + b(x)nl(x), (5.7)
onde a(x) e b(x) sa˜o tais que satisfazem duas restric¸o˜es
a′(x)jl(x) + b′(x)nl(x) = 0 e a′(x)j′l(x) + b
′(x)n′l(x) = α
2.
Integrando as soluc¸o˜es a′(x) = −α2nl(x)W (x) e b′(x) = −α
2nl(x)
W (x) en-
contramos
a(x) = −α2
∫
dxx2nl(x), b(x) = α
2
∫
dxx2jl(x). (5.8)
As soluc¸o˜es particulares f˜p(x) sa˜o dadas em termos das func¸o˜es
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esfe´ricas de Bessel e Neumann e, dependendo do valor de l, do seno
integral Si (x) :=
∫ x
0
dt sin tt e cosseno integral Ci (x) := −
∫∞
x
dt cos tt .
As primeiras cinco soluc¸o˜es particulares (l = 0, 1, 2, 3, 4) sa˜o
f˜ (l=0)p (x) = α
2, (5.9)
f˜ (l=1)p (x) = α
2
(
1 +
2
x2
)
, (5.10)
f˜ (l=2)p (x) = α
2
(
1 +
9
x2
)
+ 3α2 [ Ci(x)j2(x) + Si(x)n2(x)] , (5.11)
f˜ (l=3)p (x) = α
2
(
1 +
12
x2
+
120
x4
)
, (5.12)
f˜ (l=4)p (x) = α
2
(
1 +
25
2x2
+
1575
2x4
)
+
15α2
2
[ Ci(x)j4(x) + Si(x)n4(x)] .
(5.13)
As soluc¸o˜es nume´ricas se dividem em treˆs casos qualitativamente
diferentes, l = 0, 1 e l ≥ 2. Enta˜o, vamos analisar cada caso no limite
ω  1, na tentativa de justificar os resultados obtidos numericamente.
5.2 SOLUC¸A˜O DA EQUAC¸A˜O APROXIMADA PARA L = 0 (CP 1)
Para l = 0 as soluc¸o˜es sa˜o do tipo Q-ball compacta e, portanto,
sa˜o na˜o triviais apenas em (0, xR). Temos treˆs paraˆmetros a deter-
minar, as constantes A,B da soluc¸a˜o homogeˆnea e o raio adimensio-
nal do compacton xR. Para determina-las utilizamos treˆs condic¸o˜es,
a condic¸a˜o de centro f˜(0) finito e as condic¸o˜es de borda f˜(xR) =
f˜ ′(xR) = 0. A soluc¸a˜o completa
f˜ (l=0)(x) = α2 +Aj0(x) +Bn0(x).
Da condic¸a˜o de centro, podemos determinar B. Como n0(x) diverge em
r = 0 e j0(x) na˜o, para que f˜(0) seja finito, temos B = 0. As constantes
A e xR podem ser determinados atrave´s da equac¸a˜o da borda. De
f˜(x01) = 0, onde x
l=0
1 = xR temos
f˜(x01) = α
2 +Aj0(x
0
1) = 0⇒ A = −
α2
j0(x01)
.
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Enta˜o a soluc¸a˜o tem a forma
f˜(x) = α2
(
1− j0(x)
j0(x01)
)
.
Como j0(x) =
sin x
x a equac¸a˜o para determinar x
0
1 tem a forma
f ′(x) = −α2j′0(x) = 0⇔ j′0(x) =
cosx
x
− sinx
x2︸ ︷︷ ︸
−j1(x)
= 0
ou
β(x) ≡ cosx− sinx
x
= 0. (5.14)
Mu´ltiplos valores de x01 podem satisfazer essa equac¸a˜o, contudo ela so´
e´ va´lida dentro do suporte do compacton (onde sgn f˜ = 1). Uma vez
atingida a condic¸a˜o de borda a soluc¸a˜o se torna trivial f˜(x) = 0 ⇒
sgn f˜ = 0 e a equac¸a˜o (5.14) deixa de ser va´lida. Enta˜o, o menor valor
na˜o nulo de x01 que satisfac¸a a equac¸a˜o acima e´ o raio do compacton
xR. Plotando f˜
′(x) podemos determinar numericamente o valor de x01
determinando o menor valor de x para o qual a func¸a˜o β(x) corta o
eixo x com x 6= 0, ou mais exatamente, o menor valor positivo de x tal
que β(x) = 0, que e´ x01 = 4.49341. Este e´ o primeiro zero de j1(x) bem
conhecido e catalogado na literatura.
Figura 18 – β em func¸a˜o de x, onde β(x01 = 4.49341) = 0.
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A soluc¸a˜o linearizada aproximada para l = 0 e´
f˜ (l=0)(x) =
{
α2
(
1− j0(x)
j0(x01)
)
, ∀x ∈ [0, x01)
0, ∀x ≥ x01
onde x01 = 4.49341.
(5.15)
Da definic¸a˜o da varia´vel x := rω obtemos
R−1 =
ω
x01
≈ 0.22254ω.
Esse resultado exato justifica o comportamento linear de R−1 com ω
para l = 0 na regia˜o de ω grande encontrado numericamente. O co-
eficiente angular encontrado numericamente era c
(l=0)
num = 0.221 que e´
muito pro´ximo do coeficiente angular encontrado exatamente c
(l=0)
exata =
0.22254, com uma diferenc¸a de ordem 10−3.
5.3 SOLUC¸A˜O DA EQUAC¸A˜O APROXIMADA PARA L = 1 (CP 3)
Para l = 1 as soluc¸o˜es sa˜o do tipo Q-ball compacta e, portanto,
sa˜o na˜o triviais apenas em (0, xR). Temos treˆs paraˆmetros a deter-
minar, as constantes A,B da soluc¸a˜o homogeˆnea e o raio adimensio-
nal do compacton xR. Para determina-las utilizamos treˆs condic¸o˜es,
a condic¸a˜o de centro f˜(0) finito e as condic¸o˜es de borda f˜(xR) =
f˜ ′(xR) = 0. A soluc¸a˜o completa
f˜ (l=1)(x) = α2
(
1 +
2
x2
)
+Aj1(x) +Bn1(x).
Da condic¸a˜o de centro, podemos determinar B. Expandindo a soluc¸a˜o
em torno da origem
f˜ (l=1)(x→ 0+) = 2α
2 −B
x2
+
(
α2 − B
2
)
+O(x) = 0 +O(x),
B = 2α2.
As constantes A e xR podem ser determinados atrave´s da equac¸a˜o da
borda. De f˜(x→ x−R) = 0⇔ 2x2f˜(x→ x−R) = 0 temos
4α2 − 2(2α2 +AxR) cosxR + 2(A− 2α2xR) sinxR = −2x2Rα2. (5.16)
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De f˜ ′(x→ x−R) = 0⇔ x3f˜(x→ x−R) = 0,
4α2 − 2(2α2 +AxR) cosxR + 2(A− 2α2xR) sinxR+
+2α2x2R cosxR −Ax2 sinxR = 0.
(5.17)
De (5.16) em (5.17)
−2x2Rα2 + 2α2x2R cosx−Ax2R sinx = 0,
(1− cosxR) + A
α2
sinxR = 0.
Como R 6= 0⇒ xR 6= 0
(1− cosxR) + A
α2
sinxR = 0. (5.18)
A Eq. (5.18) e´ trivial para xR = 2pin, com n natural. Supondo, por
absurdo, que haja um valor de xR < 2pi que satisfac¸a a equac¸a˜o acima,
e checando que facilmente que xR = pi na˜o e´ soluc¸a˜o, temos
xR ∈ (0, 2pi)\{pi} ⇒ sinxR 6= 0⇒ A = α2 cosxR − 1
sinxR
.
Substituindo esse valor de A na equac¸a˜o (5.17) encontramos
xR + 2 cotxR − 2 cosxR cotxR − 2 sinxR = 0.
No entanto, h(x) ≡ x+ 2 cotx− 2 cosx cotx− 2 sinx
Figura 19 – h em func¸a˜o de x, com primeiro zero para x > 0 em
x = 8.30924 > 2pi.
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tem seu primeiro valor nulo para x > 0 em x = 8.30924 > 2pi, o que
contradiz a hipo´tese da existeˆncia de xR ∈ (0, 2pi)\{pi}. Enta˜o, por
absurdo, o menor valor de xR na˜o nulo e´ x = 2pi, e f(x) = 0, para
∀x ≥ 2pi. Conhecendo xR = x11 = 2pi podemos substituir esse valor em
Eq. (5.16) e encontar A
4α2 − 2(2α2 + 2piA) = −2(2pi)2α2 ⇔ A = 2piα2 (5.19)
A soluc¸a˜o da equac¸a˜o linearizada para l = 1 e´
f˜ l=1(x) =
{
α2
[
1 + 2x2 + 2pij1(x) + 2n1(x)
]
, ∀x ∈ [0, 2pi)
0, ∀x ≥ 2pi (5.20)
Da definic¸a˜o x := rω encontramos o raio do compacton
R−1 =
ω
2pi
≈ 0.15915ω.
Esse resultado exato justifica o comportamento linear de R−1 com ω
para l = 1 na regia˜o de ω grande encontrado numericamente. O co-
eficiente angular encontrado numericamente era c
(l=1)
num = 0.158 que e´
muito pro´ximo do coeficiente angular encontrado exatamente c
(l=1)
exata =
0.15915, com uma diferenc¸a de ordem 10−3.
5.4 SOLUC¸A˜O DA EQUAC¸A˜O APROXIMADA PARA L = 2 (CP 5)
Para l = 2 as soluc¸o˜es sa˜o do tipo Q-shell compacta e, portanto,
se tornam na˜o triviais apenas em (x1, x2). Temos quatro paraˆmetros
a determinar: as constantes A,B da soluc¸a˜o homogeˆnea e os raios x1
e x2. Para determina-las utilizamos quatro condic¸o˜es, as condic¸a˜o da
primeira borda f˜(x1) = f˜
′(x1) = 0 e as condic¸o˜es da segunda de borda
f˜(x2) = f˜
′(x2) = 0. A soluc¸a˜o completa
f˜ (l=2)(x) = α2
(
1 +
9
x2
)
+ (3α2 Cix+A)j2(x) + (3α
2 Six+B)n2(x).
(5.21)
Da condic¸o˜es da primeira borda, podemos determinar A e B. Basta
isolar A em f˜ (l=2)(x1) = 0 e substituir em f˜ ′
(l=2)
(x1) = 0, que enta˜o
depende apenas de B e x1. Dessa equac¸a˜o se determina B em func¸a˜o
de x1
B = α2(4 sinx1 − x1 cosx1 − 3 Six1)
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e substituindo a expressa˜o de B na expressa˜o de A, encontramos A em
func¸a˜o de x1
A = α2(4 cosx1 + x1 sinx1 − 3 Cix1).
Substituindo as expresso˜es de A e B em (5.22)
f˜ (l=2)(x) = α2
(
1 +
9
x2
)
+ α2[4 cosx1 + x1 sinx1 + 3( Cix− Cix1)]j2(x)+
+α2[4 sinx1 − x1 cosx1 + 3( Six− Six1)]n2(x).
(5.22)
Os raios do compacton x1 (interno) e x2 (externo) podem ser deter-
minados simultaneamente das condic¸o˜es da segunda borda. Pode-se
ajustar numericamente os valores de x1 e x2 tal que se satisfac¸a si-
multaneamente f˜(x2) = f˜
′(x2) = 0, o que fornece x1 = 0.193871 e
x2 = 7.944507. A espessura do compacton e´ δx = x2 − x1 = 7.750640.
Figura 20 – De cima para baixo em x = 4, respectivamente, f˜ e f˜ ′ em
func¸a˜o de x, satisfazendo a condic¸a˜o de borda com x1 = 0.193871 e
x2 = 7.944507.
Enta˜o f˜ (l=2)(x) tem soluc¸a˜o dada pela equac¸a˜o (5.22) para ∀x ∈ (x1, x2)
e e´ trivial para ∀x ∈ R+\(x1, x2).
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Da definic¸a˜o da varia´vel x := rω obtemos
R−1 =
ω
δx
≈ 0.12902ω.
Esse resultado exato justifica o comportamento linear de R−1 com ω
para l = 2 na regia˜o de ω grande encontrado numericamente. O co-
eficiente angular encontrado numericamente era c
(l=2)
num = 0.128 que e´
muito pro´ximo do coeficiente angular encontrado exatamente c
(l=2)
exata =
0.12902, com uma diferenc¸a de ordem 10−3. Para l = 0, 1, 2, no re-
gime ω  1, obtemos analiticamente f ∝ α2 ∝ ω−2, ficando claro que,
nessa regia˜o, f˜ e f˜ ′ decrescem rapidamente quando ω cresce, tornando
a aproximac¸a˜o cada vez melhor.
5.5 ENERGIA E CARGAS
A de energia H(r) pode ser reescrita em termos de uma func¸a˜o
g(x) definida por
f(r) = f˜(x) = α2g(x) (5.23)
afim de fatorizar a dependeˆncia de α2 = α2(ω, µ˜). A densidade de
energia (5.4) toma a forma
H(r) =
µ˜4
8ω2
[
1
2
(
g′2 +
(
1 +
l(l + 1)
x2
)
g2
)
+ g sgn (g)
]
=
µ˜4
8ω2
G(x),
(5.24)
onde g′(x) = dgdx (x). A energia total E = 4pi
∫∞
0
dr r2H(r) leˆ-se
E = c
(l)
1
µ˜4
ω5
onde c
(l)
1 :=
pi
2
∫ ∞
0
dxx2G(x) (5.25)
e´ uma constante nume´rica, para cada valor de l, que na˜o depende de
ω. A func¸a˜o G(x) e´ na˜o nula somente em [x1, x2], onde x1 ≡ 0 para
l = 0, 1. Segue-se da equac¸a˜o (5.25) que E−1/5 =
(
µ˜4c
(l)
1
)−1/5
ω. Isso
significa que a energia do compacton e´ proporcional a ω5 se, e somente,
se f(r) ∝ ω−2. Ale´m disso, os valores expl´ıcitos de (c(l)1 )−1/5 sa˜o dados
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por (
c
(l=0)
1
)−1/5
=
(pi
2
90.725215
)−1/5
= 0.37087, (5.26)(
c
(l=1)
2
)−1/5
=
(pi
2
323.44843
)−1/5
= 0.28761, (5.27)(
c
(l=2)
3
)−1/5
=
(pi
2
737.11300
)−1/5
= 0.24393 (5.28)
e elas sa˜o estimativas muito boas dos coeficientes lineares das equac¸o˜es
(4.25), (4.26) e (4.27) obtidas para µ˜ = 1.
Alguns termos da energia podem ser escritos em termos das car-
gas
4pi
µ˜4
16ω2
∫
drr
(
1 +
l(l + 1)
x2
g2
)
=
l∑
m=−l
(
ωQ
(m)
t +mQ
(m)
φ
)
,
onde as cargas sa˜o dadas pelas expresso˜es
Q
(m)
t = c
(l)
2
µ˜4
ω6
onde c
(l)
2 :=
pi
4(2l + 1)
∫ ∞
0
dxx2g2, (5.29)
Q
(m)
φ = c
(l)
3
µ˜4
ω5
onde c
(l)
3 :=
pi
4(2l + 1)
∫ ∞
0
dx g2. (5.30)
A dependeˆncia entre energia e carga toma a forma
E = c
(l)
1 µ˜
2
3
(
Q
(m)
t
c
(l)
1
) 5
6
, E =
c
(l)
1
c
(l)
3
Q
(m)
φ . (5.31)
As relac¸o˜es E ∝ Q 56t e E ∝ Qφ obtidas exatamente justificam o com-
portamento linear visto na Fig. 16. Como as cargas de Noether Qt
sa˜o aditivas e conservadas, e E ∝ Qdt , com d = 56 < 1, as soluc¸o˜es en-
contradas exatamente devem ser esta´veis (veja sec¸a˜o 4.6). Logo, todas
as soluc¸o˜es exatas encontradas no regime ω  1 mante´m sua forma,
permanecendo do tipo Q-ball compacta (l = 0, 1) ou Q-shell compacta
(∀l ≥ 2). Note que o mesmo argumento foi usado em (ARODZ; LIS,
2008)
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6 CONCLUSO˜ES
A introduc¸a˜o do potencial em forma V na regia˜o de mı´nimos
no modelo CPN , junto ao ansatz com dependeˆncia temporal eiωt, tor-
nou poss´ıvel encontrar soluc¸o˜es compactas de energia finita no modelo
CPN , com N ı´mpar. Tais soluc¸o˜es sa˜o do tipo Q-ball para N = 1, 3 e
Q-shell para ∀N ≥ 5.
As soluc¸o˜es do tipo Q-ball para N = 1, 3 e do tipo Q-shell para
N = 5, foram obtidas numericamente para muitos valores de ω o que
nos permitiu fazer um ajuste nume´rico e obter o comportamento de
δR−1(ω), E−1(ω), Q−5/6t , entre outros. Em particular, todos lineares
no regime de ω  1. Tambe´m observamos que na˜o existem soluc¸o˜es
abaixo de um ωc ≈ 0.823, deixando claro a importaˆncia do fator tempo-
ral eiωt no ansatz, ja´ que ele e´ o responsa´vel por introduzir o paraˆmetro
ω do qual a existeˆncia e a forma das soluc¸o˜es dependem fortemente.
Para esses valores de N , se mostrou que E ∝ Q 56 , o que implica na
estabilidade das soluc¸o˜es, em concordaˆncia com (ARODZ; LIS, 2008).
Tais soluc¸o˜es se tornam mais estreitas e achatadas com o aumento de
ω, a medida que os valores ma´ximos de f e |f ′| diminuem, se tornando
cada vez menores conforme ω aumenta. Isso sugeriu uma aproximac¸a˜o
de 1a ordem em f e f ′, que reduziu a equac¸a˜o de movimento a uma
equac¸a˜o linear de segunda ordem, onde se pode construir soluc¸o˜es exa-
tas para todo N ı´mpar. Tais soluc¸o˜es sa˜o dadas em termos de func¸o˜es
esfe´ricas de Bessel e de Neumann, e justificam o comportamento linear
das grandezas obtido numericamente na regia˜o de ω  1, bem como a
estabilidade das soluc¸o˜es. Para N = 1, 3 e 5, o coeficiente angular das
grandezas acima obtido numericamente, difere do coeficiente angular
das soluc¸o˜es da equac¸a˜o linearizada aproximada, na ordem de 10−3.
As soluc¸o˜es do tipo Q-ball e Q-shell compactas em modelo CPN
com a introduc¸a˜o de potencial em forma V devera˜o ser encontradas
em um caso limite de sua generalizac¸a˜o, o modelo SF estendido com
a introduc¸a˜o de potencial em forma V. Tal potencial pode fazer com
que haja soluc¸o˜es compactas de energia finita no modelo completo.
Tambe´m seria interessante obter soluc¸o˜es compactas de energia finita
para N par, mas nosso ansatz que reduz as equac¸o˜es de movimento
a uma u´nica equac¸a˜o radial foi definido apenas com N ı´mpar, sendo
incompat´ıvel com N par. Um ansatz para N par que tenha as mesmas
propriedades do que nosso ansatz (4.1) com N ı´mpar, ainda na˜o foi
encontrado e este problema permanece em aberto.
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APEˆNDICE A -- Equac¸o˜es de movimento
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A.1 EQUAC¸O˜ES DE MOVIMENTO EM COORDENADAS CARTE-
SIANAS
Considere a densidade de lagrangiana
L = L0 − V (A.1)
onde
L0 := −
1
2
[M2ηµν + Cµν ]τ
νµ. (A.2)
onde η e´ a me´trica do espac¸o-tempo de Minkowski e Cµν e τνµ fo-
ram definidos, respectivamente, em (2.4) e (2.5). Qualquer variac¸a˜o da
Lagrangiana L0 com respeito aos campos tem a forma
δL0 = −Cµνδτνµ. (A.3)
A variac¸a˜o de L
δL = ∂L0
∂(∂αuk)
δ(∂αuk) +
∂L0
∂uk
δuk −
δV
δuk
δuk
+
∂L0
∂(∂αu
∗
k)
δ(∂αu
∗
k) +
∂L0
∂u∗k
δu∗k −
δV
δu∗k
δu∗k
= ∂α
[
∂L0
∂(∂αuk)
δuk +
∂L0
∂(∂αu
∗
k)
δu∗k
]
+
[
−∂α
(
∂L0
∂(∂αuk)
)
+
∂L0
∂uk
− ∂V
∂uk
]
δuk
+
[
−∂α
(
∂L0
∂(∂αu
∗
k)
)
+
∂L0
∂u∗k
− ∂V
∂u∗k
]
δu∗k.
(A.4)
O divergente total na˜o contribui para a equac¸a˜o do movimento, pois se
torna uma integral na borda pelo teorema de Gauss e podemos tomar
a borda no infinito, onde os campos sa˜o identicamente nulos. Obtemos
duas equac¸o˜es de movimento mutuamente conjugadas. Considere enta˜o
uma delas
−∂α
(
∂L0
∂(∂αu
∗
k)
)
+
∂L0
∂u∗k
− ∂V
∂u∗k
= 0. (A.5)
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Vamos multiplicar a equac¸a˜o acima por −1
4
(1 + u†u)2. A equac¸a˜o
pode ser reescrita na forma seguinte
∂α
[
1
4
(1 + u†u)2
∂L0
∂(∂αu
∗
k)
]
− 1
4
∂L0
∂(∂αu
∗
k)
∂α(1 + u
†u)2
−1
4
(1 + u†u)2
∂L0
∂u∗k
+
1
4
(1 + u†u)2
∂V
∂u∗k
= 0.
(A.6)
Seja ∆2ij = (1+u
†u)δij−uiu∗j , pode-se chegar facilmente as relac¸o˜es
1
4
(1+u†u)2
∂L0
∂(∂αu
∗
k)
= −1
4
(1+u†u)2Cµν
∂τνµ
∂(∂αu
∗
k)
= Cαν ∆
2
kj∂
νuj.
(A.7)
1
4
∂L0
∂(∂αu
∗
k)
∂α(1 + u
†u)2 = 2Cαν∆2kj∂
νuj
u†∂αu+ (∂αu†)u
1 + u†u
(A.8)
1
4
(1 + u†u)2
∂L0
∂u∗k
= −1
4
(1 + u†u)2Cµν
∂τνµ
∂u∗k
= −1
4
(1 + u†u)2Cµν(−4)
[
−2uk
∂µu†∆2∂νu
(1 + u†u)3
]
−1
4
(1 + u†u)2Cµν(−4)
[ ∂
∂u∗k
(∂µu†∆2∂νu)
(1 + u†u)2
]
= −2ukCµν
∂µu†∆2∂νu
(1 + u†u)
+ Cµν∂
µu∗i
∂
∂u∗k
∆2ij︸ ︷︷ ︸
ukδij−uiδkj
∂νuj
= −2ukCµν
∂µu†∆2∂νu
(1 + u†u)
+ Cµν [(∂
µu†∂νu)uk − (∂µu†u)∂νuk].
(A.9)
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As equac¸o˜es de movimento se tornam
∆2kj∂
α(Cαν∂
νuj)+
termo 1︷ ︸︸ ︷
Cαν∂
νuj∂
α∆2kj︷ ︸︸ ︷
∂α(Cαν∆
2
kj∂
νuj) −2Cαν∆2kj∂νuj
u†∂αu+ (∂αu†)u
1 + u†u
+2ukCµν
∂µu†∆2∂νu
(1 + u†u)
−Cµν [(∂µu†∂νu)uk − (∂µu†u)∂νuk]︸ ︷︷ ︸
termo2
+
1
4
(1 + u†u)2
∂V
∂u∗k
= 0,
(A.10)
onde
∂α∆2kj = [(∂
αu†)u+ u†∂αu]δkj − (∂αuk)u∗j − uk∂αu∗j (A.11)
e
∂α∆2kj∂
νuj = [(∂
αu†)u+u†∂αu]∂νuk−(u†∂νu)∂αuk−(∂αu†∂νu)uk.
(A.12)
Substituindo α por µ e juntando os termos 1 e 2
∆2kj
[
∂µ(Cµν∂
νuj)− 2Cµν
u†∂µu+ (∂µu†)u
1 + u†u
∂νuj
]
+Cµν [2(∂
µu†u)∂νuk − 2(∂µu†∂νu)uk]
+Cµν [(u
†∂µu)∂νuk − (u†∂νu)∂µuk]
+2ukCµν
∂µu†∆2∂νu
(1 + u†u)
+
1
4
(1 + u†u)2
∂V
∂u∗k
= 0.
(A.13)
A inversa de ∆2ij = (1+u
†u)δij−uiu∗j e´ ∆−2ij =
δij+uiu
∗
j
1+u†u e satisfaz
N∑
k=1
∆−2ik ∆
2
kj = δij. (A.14)
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Note que ui e´ autovetor da matriz ∆
−2
ik
N∑
k=1
∆−2ik uk = ui (A.15)
Temos tambe´m
N∑
k=1
∆−2ik ∂
νuk =
∂νui + ui(u
†∂νu)
1 + u†u
. (A.16)
Multiplicando a Eq. (A.13) por ∆−2ik e somando sobre k de 1 ate´ N ,
ou seja, tomando
∑N
k=1 obtemos
∂µ(Cµν∂
νuj)−
Cµν
1 + u†u
 (α)︷︸︸︷2 (u†∂µu)∂νui +
(β)︷ ︸︸ ︷
2(∂µu†u)∂νui

+
Cµν
1 + u†u
[
(β)︷ ︸︸ ︷
2(∂µu†u)∂νui +
(γ)︷ ︸︸ ︷
2(∂µu†u)(u†∂νu)ui
−
(γ)︷ ︸︸ ︷
2(1 + u†u)(∂µu†∂νu)ui +
(α)︷ ︸︸ ︷
(u†∂µu)∂νui
+
(δ)︷ ︸︸ ︷
(u†∂µu)(u†∂νu)ui−(u†∂νu)∂µui −
(δ)︷ ︸︸ ︷
(u†∂νu)(u†∂µu)ui
+
(γ)︷ ︸︸ ︷
2uiCµν
∂µu†∆2∂νu
(1 + u†u)
+
1
4
(1 + u†u)2
N∑
k=1
[
(δik + uiu
∗
k)
∂V
∂u∗k
]
= 0.
(A.17)
Os termos representados pela mesma letra grega entre pareˆnteses na
equac¸a˜o (A.17) se cancelam, reduzindo a equac¸a˜o de movimento a
∂µ(Cµν∂
νui)−
Cµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+
1
4
(1 + u†u)
N∑
k=1
[
(δik + uiu
∗
k)
∂V
∂u∗k
]
= 0.
(A.18)
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Note que em CP 1 o somato´rio no u´ltimo termo da equac¸a˜o (A.18) tem
um u´nico termo, fazendo com que a contribuic¸a˜o da parte potencial se
torne simplesmente
u
4
(1 + |u|2)2 ∂V
∂|u|2 . (A.19)
Se o potencial depende apenas de |ui|2 enta˜o ∂V∂u∗k = uk
∂V
∂|uk|2 .
Obtemos finalmente as equac¸o˜es de movimento
∂µ(Cµν∂
νui)−
Cµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+
ui
4
(1 + u†u)
[
∂V
∂|ui|2
+
N∑
k=1
|uk|2
∂V
∂|uk|2
]
= 0.
(A.20)
No caso particular onde o potencial V = V (|ui|) = V (|u|2) onde
|u|2 ≡ u†u = ∑Nk=1 |uk|2 temos
∂V
∂|uk|2
=
∂V
∂|u|2
∂|u|2
∂|uk|2︸ ︷︷ ︸
1
=
∂V
∂|u|2 ,
∂V
∂|ui|2
+
N∑
k=1
|uk|2
∂V
∂|uk|2
=
∂V
∂|u|2 +
∂V
∂|u|2
N∑
k=1
|uk|2 = (1+|u|2)
∂V
∂|u|2 .
As equac¸o˜es de movimento se tornam
∂µ(Cµν∂
νui)−
Cµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+
ui
4
(1 + |u|2)2 ∂V
∂|u|2 = 0.
(A.21)
O potencial em forma V considerado nesse trabalho
V ≡ µ2
√
u†u
1 + u†u
= µ2
√
|u|2
1 + |u|2 = V (|u|
2) (A.22)
onde µ2 e´ uma constante, tem justamente essa forma. Logo, a equac¸a˜o
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(A.21) corresponde a
∂µ(Cµν∂
νui)−
Cµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+µ2
ui
8|u|
√
1 + |u|2 = 0.
(A.23)
No modelo tratado nesse trabalho Cµν = M
2ηµν , o que reduz
as equac¸o˜es de movimento a
∂µ(ηµν∂
νui)−
ηµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+
µ2
8M2
ui√
u†u
√
1 + u†u = 0.
(A.24)
Resulta simplesmente
∂µ∂
µui −
2(u†∂µu)∂µui
1 + u†u
+
µ˜2
8
ui√
u†u
√
1 + u†u (A.25)
onde µ˜2 ≡ µ2
M2
.
A.2 EQUAC¸O˜ES DE MOVIMENTO EM COORDENADAS CURVI-
LINEARES
Em va´rios casos e´ conveniente expressar as equac¸o˜es de movi-
mento em coordenadas curvilineares. A mudanc¸a de coordenadas pode
ser determinada pela seguinte substituic¸a˜o nas equac¸o˜es de movimento
(A.21): ∂µ → gµα∂α, ηµν → gµν e o divergente
∂µ(ηµν∂
ν)→ 1√−g∂α(
√−ggαµgνβgµν∂β). (A.26)
A mudanc¸a de coordenadas transforma as equac¸o˜es de movimento em
coordenadas cartesianas (A.24) nas equac¸o˜es de movimento em coor-
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denadas curvilineares
1√−g∂α(
√−ggαµgνβgµν∂βui)
−g
µαgνβgµν
1 + u†u
[
(u†∂αu)∂βui + (u†∂βu)∂αui
]
+
µ˜2
8
ui√
u†u
√
1 + u†u = 0.
(A.27)
Note que o tensor gµν e´ um tensor me´trico no espac¸o de plano (de
Minkowski) onde introduzimos coordenadas curvilineares.
A.3 EQUAC¸O˜ES DE MOVIMENTO EM COORDENADAS ESFE´RICAS
Para as coordenadas esfe´ricas em 3+1 a me´trica e´ dada por
[gµν ] =

1 0 0 0
0 −1 0 0
0 0 −r2 0
0 0 0 −r2 sin2 θ
 ,
[gµν ] =

1 0 0 0
0 −1 0 0
0 0 − 1
r2
0
0 0 0 − 1
r2 sin2 θ
 .
(A.28)
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Como a matriz [gµν ] e´ diagonal,
√−g = √− Tr [gµν ] = r2 sin θ.
Logo, a equac¸a˜o (A.27) se resume a
0 =
1
r2 sin θ
∂µ(r
2 sin θgµµgννgµν∂νui)
−g
µµgννgµν
1 + u†u
[
(u†∂µu)∂νui + (u†∂νu)∂µui
]
+
µ˜2
8
ui√
u†u
√
1 + u†u
=
1
r2 sin θ
∂µ(r
2 sin θgµµ
1︷ ︸︸ ︷
gµµgµµ ∂µui)
−g
µµ
1︷ ︸︸ ︷
gµµgµµ
1 + u†u
[
(u†∂µu)∂µui + (u†∂µu)∂µui
]
+
µ˜2
8
ui√
u†u
√
1 + u†u
(A.29)
onde utilizamos a notac¸a˜o em que dois ou mais ı´ndices repedidos re-
presentam uma somato´ria sobre todos os valores desse ı´ndice. Esta
notac¸a˜o compacta e´ eficaz, ja´ que a me´trica e´ diagonal e para um µ
fixo, temos gµµgµµ = 1. Isto simplifica a equac¸a˜o (A.29) a
≡I1︷ ︸︸ ︷
1
r2 sin θ
∂µ(r
2 sin θgµµ∂µui)−
2gµµ(u†∂µu)∂µui
1 + u†u
+
µ˜2
8
ui√
u†u
√
1 + u†u = 0.
(A.30)
O bloco I1 tem a forma
I1 = ∂
2
t ui −
1
r2
∂r(r
2∂rui) +
1
r2
L2ui,
onde L2 ≡ −
[
1
sin θ
∂θ(sin θ∂θ) +
1
sin2 θ
∂2φ
]
.
(A.31)
O operador L2 e´ o bem conhecido operador de momento angular. Isso
nos sugere um ansatz cuja dependeˆncia angular esteja inteiramente
contida em um termo proporcional aos harmoˆnicos esfe´ricos Y ml (θ, φ),
uma vez que isso nos permite calcular com facilidade o termo L2ui, ja´
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que L2Y ml = l(l+ 1)Y
m
l .
A.4 EQUAC¸O˜ES DE MOVIMENTO EM COORDENADAS CURVI-
LINEARES, CORRENTES E CARGAS CONSERVADAS
Sejam xµ, ∀µ ∈ {0, 1, 2, 3} as coordenadas cartesianas, ξµ
coordenadas curvilineares quaisquer e Ω um hipervolume em 3+1. A
variac¸a˜o da ac¸a˜o tem a forma∫
Ω
d4x(L′ − L) = 0 (A.32)
onde L′ = L′(u + δu, u† + δu†) e L = L(u, u†). Como d4x =√−gd4ξ, podemos fazer uma mudanc¸a de varia´vel para as coordenadas
curvilineares
0 =
∫
Ω
d4ξ
√−g[L′(u+ δu, u† + δu†)− L(u, u†)]
=
∫
Ω
d4ξ
√−g [ δL
δu∗i
δu∗i +
δL
δ(∂µu
∗
i )
δ(∂µu
∗
i )
+
δL
δui
δui +
δL
δ(∂µui)
δ(∂µui)
]
=
(≡IJ)︷ ︸︸ ︷∫
Ω
d4ξ∂µ
[√−g ( δL
δ(∂µu
∗
i )
δu∗i +
δL
δ(∂µui)
δui
)]
+
∫
Ω
d4ξ
[
−∂µ
(√−g δL
δ(∂µu
∗
i )
)
+
√−g δL
δu∗i
]
δu∗i︸ ︷︷ ︸
IM1
+
∫
Ω
d4ξ
[
−∂µ
(√−g δL
δ(∂µui)
)
+
√−g δL
δui
]
δui︸ ︷︷ ︸
IM2
.
(A.33)
Pelo teorema de Gauss, o termo IJ se torna uma integral na superf´ıcie
∂Ω, onde δui = δu
∗
i = 0 e portanto ele e´ nulo. Logo, a integral e´
nula. Como δui e δu
∗
i sa˜o independentes, ambas integrais IM1 e IM2
sa˜o nulas. Uma vez que o hipervolume e´ arbitra´rio, o integrando deve
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ser nulo, levando as equac¸o˜es de movimento
1√−g∂µ
(√−g δL
δ(∂µui)
)
− δL
δui
= 0, (A.34)
1√−g∂µ
(√−g δL
δ(∂µu
∗
i )
)
− δL
δu∗i
= 0. (A.35)
Para reescrever L em coordenadas curvilineares basta transfor-
mar suas derivadas parciais ∂µ → gµα∂α. A deduc¸a˜o da equac¸a˜o de
movimento e´ ana´loga a vista no apeˆndice A.1, e recobra a mesma forma
da equac¸a˜o (A.27).
As correntes de Noether podem ser encontradas realizando a
transformac¸a˜o de simetria global ui → eiαiui, onde para cada i =
1, ..., N , αi e´ um paraˆmetro cont´ınuo. A variac¸a˜o leva ao resultado
(A.33) onde agora δui na˜o e´ nulo. Assumindo as equac¸o˜es de movi-
mento (A.34) e (A.35), temos que IJ = 0 independente do hipervolume
Ω. Isso implica que o integrando deve ser nulo, e portanto
1√−g∂µ(
√−g︸ ︷︷ ︸
divergente
Jµ) = 0,
onde Jµ =
N∑
i=1
[
δL
δ(∂µu
∗
i )
δu∗i +
δL
δ(∂µui)
δui
]
. (A.36)
A parametrizac¸a˜o em termos dos campos ui fixa uma simetria
global U(N+1) no modelo para SU(N)⊗U(1). O subgrupo U(1)N
e´ dado pelo conjunto de transformac¸o˜es
ui → eiαiui, ∀i ∈ 1, 2, ..., N. (A.37)
Isso implica que δui = iαiui e δu
∗
i = −iαiu∗i . Substituindo na
expressa˜o (A.40) temos
Jµ =
N∑
i=1
αiJ
i
µ, onde J
i
µ ≡ −i
[
δL
δ(∂µu∗i )
u∗i −
δL
δ(∂µui)
ui
]
.
(A.38)
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Como αi e´ arbitra´rio
1√−g∂µ(
√−gJµ) = 0⇔ αi 1√−g∂µ(√−gJ iµ) = 0
1√−g∂µ(
√−gJ iµ) = 0. (A.39)
Logo, as correntes J iµ tambe´m sa˜o conservadas, e na˜o dependem de αi.
De fato, substituindo a expressa˜o de L em (A.38)
J iµ = −
4i
(1 + u†u)2
N∑
j=1
[
u∗i∆
2
ij∂µuj − ∂µu∗j∆2ijui
]
. (A.40)
E´ importante salientar que ∂µ na expressa˜o de J
i
µ sa˜o deriva-
das em coordenadas curvilineares quaisquer em 3+1 dimenso˜es, por
exemplo, podemos ter µ = {t, r, θ, φ} se ui for dado em coorde-
nadas esfe´ricas. Tambe´m podemos definir a corrente adimensional
J˜ iµ = M
−3J iµ, onde
J˜ iµ = −
4i
(1 + u†u)2
N∑
j=1
[
u∗i∆
2
ij∂˜µuj − ∂˜µu∗j∆2ijui
]
(A.41)
e ∂˜µ = r0∂µ = M
−1∂µ sa˜o derivadas em relac¸a˜o as coordenadas
curvilineares adimensionais x˜µ = r−10 x
µ.
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APEˆNDICE B -- Equac¸a˜o puramente radial
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B.1 EQUAC¸O˜ES DE MOVIMENTO
A partir do ansatz 3+1 dimensional
um(t, r, θ, φ) =
√
4pi
2l+ 1
f(r)Y ml (θ, φ)e
iωt (B.1)
podemos obter as equac¸o˜es de movimento. Para isso devemos calcular
∂µum, u
†∂µu e L2um, ∀µ ∈ {t, r, θ, φ}.
∂tum = iωum, ∂rum =
√
4pi
2l+ 1
f ′eiωtY ml =
f ′
f
um,
∂φum = imum, ∂θum =
√
4pi
2l+ 1
feiωt∂θY
m
l =
∂θY
m
l
Y ml
um.
(B.2)
A partir do bloco de equac¸o˜es (B.2) se pode calcular u†∂µu.
• u†∂tu = iωu†u = iωf2. (B.3)
• u†∂ru =
4pi
2l+ 1
ff ′
l∑
m=−l
Y m∗l Y
m
l = ff
′. (B.4)
• u†∂θu =
4pi
2l+ 1
f2
l∑
m=−l
2l+ 1
4pi
(l−m)!
(l+m)!
Pml ∂θP
m
l =
= f2
l∑
m=−l
(l−m)!
(l+m)!
1
2
∂θ(P
m
l )
2 = f2∂θ
l∑
m=−l
(l−m)!
(l+m)!
1
2
(Pml )
2 =
=
4pi
2l+ 1
f2
2
∂θ
l∑
m=−l
Y m∗l Y
m
l =
f2
2
∂θ1 = 0. (B.5)
• u†∂φu =
4pi
2l+ 1
f2i
l∑
m=−l
mY m∗l Y
m
l
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= i
4pif2
2l+ 1
 −1∑
m=−l
mY m∗l Y
m
l +
l∑
m=1
mY m∗l Y
m
l

= i
4pif2
2l+ 1
(
l∑
m=1
(−m)Y −m∗l Y −ml +
l∑
m=1
mY m∗l Y
m
l
)
mas como Y −ml = (−1)mY ml , enta˜o
u†∂φu = i
4pif2
2l+ 1
(
−
l∑
m=1
(−1)2mmY m∗l Y ml +
l∑
m=1
mY m∗l Y
m
l
)
= i
4pif2
2l+ 1
(
−
l∑
m=1
mY m∗l Y
m
l +
l∑
m=1
mY m∗l Y
m
l
)
= 0. (B.6)
O operador do momento angularL2 atua somente sobre os harmoˆnicos
esfe´ricos de um
L2um =
√
4pi
2l+ 1
f(r)eiωtL2Y ml (θ, φ). (B.7)
A atuac¸a˜o do L2 sobre os harmoˆnicos esfe´ricos e´ dado pela bem conhe-
cida relac¸a˜o L2Y ml = l(l+ 1)Y
m
l . Com isso, calculamos
L2um =
√
4pi
2l+ 1
f(r)eiωtl(l+ 1)Y ml = l(l+ 1)um. (B.8)
Como u†u = f2 o termo potencial das equac¸o˜es de movimento
PV ≡
µ˜2
8
um√
u†u
√
1 + u†u =
4pi
2l+ 1
eiωtY ml
f√
f2
µ˜2
8
√
1 + f2,
PV =
4pi
2l+ 1
eiωtY ml sgn (f)
µ2
8
√
1 + f2. (B.9)
Substituindo o bloco de equac¸o˜es (B.2) e as equac¸o˜es (B.3) a` (B.9)
na equac¸a˜o de movimento (A.30) os termos 4pi
2l+1
eiωtY ml ficam em
evideˆncia em ambos os lados da equac¸a˜o, tornando a equac¸a˜o pura-
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mente radial
f ′′+
2
r
f ′+
(
ω2 − l(l+ 1)
r2
)
f− 2f
1 + f2
(f ′2+ω2f2) =
µ˜2
8
sgn(f)
√
1 + f2,
(B.10)
onde se define sgn (f) := 1, ∀f > 1 e sgn (0) := 0.
B.2 CORRENTES E CARGAS
Para calcular as componentes da corrente adimensional, precisa-
mos obter algumas grandezas
∆2mm′ = (1 + u
†u)δmm′ − umu∗m′ , (B.11)
∆2mm′um′ = (1 + u
†u)um − umu†u = um, (B.12)
∆2mm′(m
′um′) = (1 + u†u)mum − um (m′u∗m′um′)︸ ︷︷ ︸
(B.6)
= 0
, (B.13)
∆2mm′(∂θum′) = (1 + u
†u)∂θum − um (u∗m′∂θum′)︸ ︷︷ ︸
(B.5)
= 0
. (B.14)
onde usamos a notac¸a˜o compacta em que dois ou mais ı´ndices repetidos
em subscrito representam uma soma sobre todos os valores poss´ıveis
desse ı´ndice. Substituindo (B.11) a` (B.14) em (A.40) obtemos
Jmt =
(−4i)(iω)
(1 + u†u)2
[u∗m ∆
2
mm′um′︸ ︷︷ ︸
um
+u∗m′∆
2
mm′︸ ︷︷ ︸
u∗m
um]
=
8ω
(1 + f2)2
4pi
2l+ 1
2l+ 1
4pi
(l−m)!
(l+m)!
f2(Pml )
2
= 8ω
(l−m)!
(l+m)!
f2
(1 + f2)2
(Pml )
2,
(B.15)
Jmr =
−4i
(1 + u†u)2
f ′
f
[u∗m ∆
2
mm′um′︸ ︷︷ ︸
um
−u∗m′∆2mm′︸ ︷︷ ︸
u∗m
um] = 0,
(B.16)
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Jmθ =
−4i
(1 + u†u)2
[u∗m ∆
2
mm′∂θum′︸ ︷︷ ︸
(1+u†u)∂θum
− ∂θu∗m′∆2mm′︸ ︷︷ ︸
(1+u†u)∂θu∗m
um]
=
−4i
(1 + u†u)2
[u∗m∂θum − ∂θu∗mum]
=
−4i
(1 + u†u)2
∂θP
m
l
Pml
[u∗mum − u∗mum] = 0,
(B.17)
Jmφ =
(−4i)i
(1 + u†u)2
[u∗m ∆
2
mm′m
′um′︸ ︷︷ ︸
(1+u†u)mum
−m′u∗m′∆2mm′︸ ︷︷ ︸
(1+u†u)mu∗m
um]
=
4m
1 + u†u
(u∗mum + u
∗
mum) = 8m
u∗mum
1 + u†u
= 8m
1
1 + f2
4pi
2l+ 1
2l+ 1
4pi
f2(Pml )
2 (l−m)!
(l+m)!
= 8m
(l−m)!
(l+m)!
f2
1 + f2
(Pml )
2.
(B.18)
As componentes na˜o nulas Jmt e J
m
φ dependem apenas de r e φ, fa-
zendo com que o divergente seja trivialmente nulo.
∂µJmµ = ∂
tJmt (r, θ) + ∂
r Jmr︸︷︷︸
0
+∂θ Jmθ︸︷︷︸
0
+∂φJmφ (r, θ) = 0.
(B.19)
E´ importante notar que, como ∀m ∈ {−l, ..., l}, existem 2l+1
correntes Jmµ independentes e na˜o nulas. Como as correntes J
m
µ na˜o
dependem do tempo t
∂tJ
m
t = 0, ∂tJ
m
φ = 0 (B.20)
devem estar associadas a quantidades conservadas. Seja Ω a esfera de
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raio unita´rio, e x ≡ cos θ∫
R3
d3xJmt = 8ω
(l−m)!
(l+m)!
2pi
∫ 1
−1
dx(Pml (x))
2
︸ ︷︷ ︸
2
2l+1
(l+m)!
(l−m)!
∫ ∞
0
drr2
f2
(1 + f2)2
=
32ω
2l+ 1
pi
∫ ∞
0
drr2
f2
(1 + f2)2
=
8ω
2l+ 1
4pi︸︷︷︸∫
dΩ
∫ ∞
0
drr2
f2
(1 + f2)2
=
2
2l+ 1
∫
R3
d3x
4ωf2
(1 + f2)2
(B.21)
Como
∑l
−l 1 = 2l+ 1, temos∫
R3
d3x
4ω2f2
(1 + f2)2
=
l∑
−l
ω
1
2
∫
R3
d3xJmt (B.22)
Assim podemos fazer uma correlac¸a˜o entre o lado esquerdo que repre-
senta uma parte da energia (4.3) com a carga de Noether definida como
Qmt ≡
1
2
∫
R3
d3xJmt =
16pi
2l+ 1
ω
∫ ∞
0
drr2
f2
(1 + f2)2
. (B.23)
Outro termo da energia E tem a foma∫
R3
d3x
4
1 + f2
[
l(l+ 1)
r2
f2
]
. (B.24)
Isso sugere a expressa˜o∫
R3
d3x
1
r2
Jmφ = 8m
(l−m)!
(l+m)!
2pi
∫ 1
−1
dx(Pml )
2
︸ ︷︷ ︸
2
2l+1
(l+m)!
(l−m)!
∫ ∞
0
drr2
1
r2
f2
1 + f2
=
32pi
2l+ 1
m
∫ ∞
0
drr2
1
r2
f2
1 + f2
=
2
2l+ 1
m 4pi︸︷︷︸∫
Ω
∫ ∞
0
drr2
[
4
r2
f2
1 + f2
]
(B.25)
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l∑
m=−l
m
∫
R3
d3x
1
r2
Jmφ =
2
2l+ 1
l∑
m=−l
m2
∫
R3
d3x
4
r2
f2
1 + f2
.
(B.26)
Mas
∑l
m=−lm
2 = 1
3
(2l+ 1)(l+ 1)l, enta˜o
l∑
m=−l
m
∫
R3
d3x
1
r2
Jmφ =
2
3
∫
R3
d3x
4
1 + f2
l(l+ 1)
r2
f2,
l∑
m=−l
mQmφ =
l∑
m=−l
m
3
2
∫
R3
d3x
1
r2
Jmφ =
∫
R3
d3x
4
1 + f2
l(l+ 1)
r2
f2
(B.27)
onde definimos a quantidade conservada Qmφ
Qmφ ≡
3
2
∫
R3
d3x
1
r2
Jmφ =
48pi
2l+ 1
m
∫ ∞
0
dr
f2
1 + f2
. (B.28)
A energia total escrita em termos da integral em R3 da densi-
dade de energia (4.4) pode ser reescrita parcialmente em termos das
quantidades conservadas Qmt e Q
m
φ
E = 4pi
∫ ∞
0
drr2
(
4f ′2
(1 + f2)2
+ µ˜2
f sgn(f)√
1 + f2
)
+
l∑
m=−l
(
ωQ
(m)
t +mQ
(m)
φ
)
.
(B.29)
