








A mesterséges intelligencia szabályozásának európai 
tervezete,  avagy algoritmusok térnyerésének előjelei 






Az Európai Bizottság 2021 áprilisában tette közzé azt a rendelettervezetet,1 amely az 
uniós jog szintjén határozná meg a mesterséges intelligencia alkalmazását magában fog-
laló szoftveres megoldások engedélyezhetőségét, használhatóságát. A mesterséges intel-
ligencia (MI) alkalmazása és alkalmazhatósága szinte minden társadalmi szektorban fon-
tos szemponttá kezd válni, és minden tudományágban az egyik leginkább kutatott kérdé-
sek közé emelkedett az elmúlt 10-15 évben – a humán tudományok és így a jogtudomány 
is felzárkózott a szakirodalmi „boom”-hoz a releváns kérdések megtalálásával és megvála-
szolási kísérleteivel. Igaz, ez szükségképpen lépéshátrányból való felzárkózásnak tűnik, mi-
vel utóbbi tudományoknak valójában azzal kell(ene) foglalkozni, hogy a technológia által 
életrehívott megoldások „ráengedhetők-e” egyáltalán a társadalomra és annak mikro- vagy 
éppen makrofolyamataira, vagy szükség lenne az etikai és jogi kontroll gyakorlására vagy 
éppen a fejlődés irányainak meghatározására etikai-jogi okokból. Az tehát, hogy most zajlik 
ennek európai szintű szabályozási kísérlete, miközben számos területen már alkalmazzák 
az ilyen megoldásokat, megkésett reagálásnak is tűnhet. Számos helyi és globális vállalko-
zás használ és kínál ilyen megoldásokat például az egészségügyben, a humánerőforrás-gaz-
dálkodásban vagy épp a bankszektorban, különösen a hitelezési programokban.2 A jogi te-
rületen is robbanásszerű terjedésnek lehetünk tanúi, így például sok országban elfogadott 
már az arcfelismerő szoftverek alkalmazása gyanúsítottak vagy áldozatok azonosítására, 
pernyerési esélyek kiszámítását ígérik ügyvédi irodák az ügyfeleknek, vagy éppen a vissza-
esési valószínűséget becsüli meg a szoftver a bíró számára. A fő kérdés ma – a Collingridge-
                                                           
*  akadémiai doktor, egyetemi tanár, intézetvezető, SZTE Állam- és Jogtudományi Kar, Bűnügyi Tudományok 
Intézete 
1  Javaslat az Európai Parlament és a Tanács rendelete a mesterséges intelligenciára vonatkozó harmonizált 
szabályok megállapításáról. Brüsszel, 2021.4.21. COM(2021) 206 final 2021/0106 (COD). 
2  KONRAD LISCHKA – ANITA KLINGEL: Wenn Maschinen Menschen bewerten. Internationale Fallbeispiele für 
Prozesse algorithmischer Entscheidungsfindung. Arbeitspapier. Bertelsmann Stiftung, 2017. május.  
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dilemma3 értelmében – már nem az, hogy mit hozhat majd a jövő a technológiai fejlődéssel, 
hanem az, hogy milyen változásokat hozott, amelyeket a jog nem, vagy csak alig követett 
le, illetve milyen fejlődési utat jelöljünk ki a technológiának a felhasználáshoz kapcsolódó 
szakjogi és emberi jogi szempontok meghatározásával.  
Az előzetes jogi szabályozási modellek mindig azt a kockázatot hordozzák, hogy befa-
gyasztják vagy lassítják az innovációt, hiszen mesterséges korlátokat szabnak – ugyanakkor 
az is igaz, hogy az emberiség, a társadalom, a közjó vagy éppen a már kivívott értékek 
védelme érdekében igazolható az egyébként nagyon jelentős korlátozás is. Ez a felelős in-
nováció ideájából táplálkozik, amelyet a rendelettervezet is magáévá tesz, és arányos kere-
tek között a vállalkozás szabadságát, a művészet és tudomány szabadságát, illetve a szellemi 
tulajdon védelméhez való jogot is deklaráltan korlátozza bizonyos MI megoldások esetén 
(lásd alább). Az Európai Unió rendelettervezete azt a célt tűzi ki, hogy a jogi szabályozás 
valójában előzetesen határozza meg, hogy mely etikai és jogi korlátok nem hághatók át a 
fejlesztés (és az alkalmazás) körében, így tehát pontosan kijelöli azokat a peremfeltételeket, 
amelyek között maradva a technológiai innováció és persze az ezzel szoros összefüggésben 
levő gazdasági fejlődés zavartalanul tovább folyhat. S ugyan az algoritmikus döntéshozatali 
rendszerek megjelenése a különböző szolgáltatási piacokon már jelenleg is adott, így a „me-
net közben” bevezetésre kerülő új szabályozási keretrendszer bizonyosan adaptációs költ-
ségeket, esetleg éppenséggel adaptációs nehézséget (vagy lehetetlenülést) fog eredmé-
nyezni azon piaci szereplőknek, amelyek gyorsak és innovatívak voltak, és így mások előtt 
a szabályozatlan, „vad” európai piacon szereztek részesedést, mégis a „szemmel látható” 
mesterséges intelligencia cunami eddig még váratott magára, így az EU éppen jókor teszi 
meg a szükséges lépéseit. Azaz a lépéshátrányt le lehet faragni.  
Ajánlom e tanulmányomat a jubilánsnak, Szabó Imrének, aki a polgári eljárásjog és 
így a magánjogi igazságszolgáltatás keretrendszerének újrakodifikálásakor az e-justice 
kérdéskörét sem hagyta figyelmen kívül, a modern magyar polgári perrendtartás reflektál 
az elektronikus hírközlési rendszerek felhasználására a polgári per céljainak hatékony el-
érése és a jogkereső állampolgárok jogainak védelme érdekében. Meggyőződésem 
ugyanis, hogy a polgári per az, amelyben az emberi döntéstámogató algoritmusok egy-
szer majd markánsan teret fognak nyerni, emiatt van helye éppen egy ilyen tanulmánnyal 









                                                           
3  Ennek lényege, hogy egy technológia fejlesztésének korai szakaszában való szabályozás korlátozó hatású 
lehet, ha viszont megvárjuk, amíg egy adott technológia elterjed és általánossá válik, könnyen elveszíthetjük 
felette a szabályozói kontrollt. Vö. TÓTH ANDRÁS: Jog és technológia. In: Klein Tamás – Tóth András 
(szerk.): Technológia jog – robotjog – cyberjog. Budapest, Wolters Kluwer. Online kiadás, 2019. Vö. DAVID 
COLLINGRIDGE: The social control of technology. Frances Pinter, 1980.  
A mesterséges intelligencia szabályozásának európai tervezete… 
   
 
19
II. Mesteréges intelligencia – algoritmikus döntéshozatali mechanizmusok 
 
A mesterséges intelligencia – ehelyütt első megközelítésben – az algoritmikus vagy algo-
ritmizált döntéshozatal4 kategóriájába tartozik: amikor nagy mennyiségű adat gépi elem-
zése alapján feltárt korrelációkat és okozati összefüggéseket tesznek valamely döntés 
alapjául, amely döntés az egyén vagy az egyének csoportjai számára jogokat vagy köte-
lezettséget teremt, azaz a helyzetüket befolyásolja. E döntéshozatalban az emberi részvé-
tel megjelenése attól függ, hogy azt miként tesszük a rendszer részévé: a szükséges ada-
tokkal kapcsolatos műveletekben marad-e meg és mennyire, illetve, hogy az algoritmus 
által kiszámított eredmény figyelembevétele a humán döntésben megmarad vagy esetleg 
onnan is eltűnik. Ez a spektrum tehát a mintázatok döntéstámogatási céllal történő feltá-
rásától egészen a teljesen automatizált döntéshozatalig is terjedhet.  
A rendelettervezet (3. cikk és I. melléklet) szerint MI-rendszernek kell tekinteni azt a 
szoftvert, amely az ember által meghatározott célkitűzések adott csoportja tekintetében 
olyan kimeneteket, például tartalmat, előrejelzéseket, ajánlásokat vagy döntéseket képes 
generálni, amelyek befolyásolják azt a környezetet, amellyel kölcsönhatásba lépnek és 
amelyek legalább az alábbiak egyikével fejlesztettek ki: 
 
a) gépi tanulási megközelítések, ideértve a felügyelt, a felügyelet nélküli és a meg-
erősítő tanulást, a módszerek széles skálájának, többek között a mélytanulásnak 
az alkalmazása; 
b) logikai és tudásalapú megközelítések, beleértve a tudás megjelenítését, az induktív 
(logikai) programozást, a tudásbázisokat, a következtetőmotorokat, a(z) (szimbo-
likus) érvelést és a szakértői rendszereket; 





III. Az Európai Unió jogszabálytervezete  
 
 
1. Elvek és jogi keretek 
 
A rendelettervezet összehangolt európai megközelítés jogi alapjait teszi le, amelynek leg-
főbb jellemzője, hogy osztályozza az algoritmikus döntéshozatali megoldásokat (mester-
séges intelligencia mint gyorsan fejlődő technológiacsalád) a felhasználásuk eredménye 
                                                           
4  Algoritmus: egy adott probléma programmatikus megoldását jelentő, elemi lépések véges számú halmaza 
által alkotott műveletsor. Az algoritmusok különböző nyelveken – programozási vagy akár természetes, em-
beri nyelven is – készülhetnek, de mindenképpen egyértelműnek kell lenniük minden kérdés tekintetében, és 
jól meghatározott bemeneti, valamint kimeneti pont(ok)kal kell rendelkezniük. Lásd: https://pcforum.hu/szo-
tar/algoritmus. Több (gyakran végtelen sok) azonos jellegű, egymástól különböző feladat megoldására hasz-
nálható eljárás, amelynek során utasításszerűen, előre meghatározott számolási lépéseket és döntéseket (uta-
sítás) kell adott sorrendben végrehajtani (Tankönyvtár: Informatika.); TARLETON GILLESPIE: The Relevance 
of Algorithms. In: Tarleton Gillespie – Pablo J. Boczkowski – Kirsten A. Foot (eds.): Media Technologies 
Essays on Communication, Materiality, and Society. MIT Press Scholarship Online, 2014. 167–194. pp. 
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vagy közege alapján, ekként funkcionális szemléletű, és a különböző mesterséges intelli-
gencia-alapú alkalmazások fejlesztésére forgalomba hozatalára és használatára vonatko-
zóan ebben a szemléletben (tehát, hogy mi lesz a rendeltetése, illetve a funkciója) teremt 
lehetőséget. Az eltérő kockázatú megoldások, eltérő jogi szabályozási keretbe tartoznak. A 
szabályozás alapvető célkitűzése a jogbiztonság, az alapvető jogok és az egységes piac vé-
delme. Jelentős szabályozási keretet alkotna a rendelet az engedélyezési, minőségellenőr-
zési szabályok, nemzeti irányítás, felügyelet, tesztelési környezetek, regisztrációs kötele-
zettség vonatkozásában is.  
A rendelet jogalapja az Európai Unió működéséről szóló szerződés 114. cikke lesz, ami 
a belső piac létrehozását és működését biztosító intézkedések elfogadásáról szól, a rendeleti 
jogforrási forma biztosítaná az unión belüli jogi széttagoltság elkerülését, és a mesterséges 
intelligencia-alkalmazások egységes piacát is megteremti. Ezzel egyébként új szakpolitika 
is létrejön az MI-rendszerek belső piacon történő biztosítására vonatkozó harmonizált sza-
bályok tekintetében.  
A rendelet nemcsak a piaci szereplőkre, állami szervekre, magánszemélyekre, hanem az 
uniós intézményekre, hivatalokra, szervekre és ügynökségekre is alkalmazni kell, amennyi-
ben azok MI-rendszer szolgáltatójaként vagy felhasználójaként járnak el. Ez alól a katonai 
célú fejlesztések és felhasználások kivételt képeznek, mivel az a közös kül- és biztonságpo-
litika körébe tartozik, amelyre a fenti jogalappal létrehozott jogszabály nem vonatkozik.  
A rendelettervezet 2. cikke szerint a rendelet az MI-rendszereket az Unióban forgalomba 
hozó vagy üzembe helyező szolgáltatókra (székhelytől függetlenül), az MI-rendszerek Unión 
belüli felhasználóira és az MI-rendszerek harmadik országban található szolgáltatóira és fel-
használóira vonatkozik, ha a rendszer által előállított kimenetet az Unióban használják. 
A rendelet különbséget tesz az elfogadhatatlan kockázattal (tiltott gyakorlatok), a nagy 
kockázattal, illetve az alacsony vagy minimális kockázattal járó alkalmazások vagy rend-
szerek között. A tiltott gyakorlatok semmilyen körülmények között nem alkalmazhatók, a 
nagy kockázatú rendszerek esetében pedig a rendelet szerinti szabályozásnak megfelelés 
esetén van lehetőség a fejlesztésre, a felhasználásra.  
 
 
2. Tiltott mesterséges intelligencia megoldások 
 
A tiltott gyakorlatok jegyzéke magában foglalja mindazokat az MI-rendszereket, amelyek 
használata elfogadhatatlannak minősül, mert alapjogsértő eredményre vezethet. A tilal-
mak azokra a gyakorlatokra vonatkoznak, amelyek képesek nagymértékben manipulálni 
a személyeket, anélkül, hogy észlelnék azt (konkétan szubliminális észlelés körében pél-
dául agresszív, sértő, szexualizált, undort keltő vagy épp szuiciditást támogató üzenetek, 
képek megjelenítése) vagy kihasználni bizonyos veszélyeztetett csoportok, például a 
gyermekek vagy a fogyatékossággal élő személyek sebezhetőségét, hogy oly módon tor-
zítsák magatartásukat, amely számukra vagy más személy számára valószínűsíthetően 
pszichológiai vagy fizikai károsodást okoz.  
A felnőtteket érintő egyéb olyan manipulatív vagy kizsákmányoló gyakorlatok, ame-
lyeket az MI-rendszerek elősegíthetnek, az adatvédelemre, fogyasztóvédelemre és digi-
tális szolgáltatásokra vonatkozó hatályos jogszabályok hatálya alá tartozhatnak, amelyek 
garantálják, hogy a természetes személyek megfelelő tájékoztatásban részesüljenek, és 
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szabadon dönthessenek arról, hogy nem kívánnak profilalkotás vagy más olyan gyakorlat 
tárgya lenni, amely befolyásolhatja magatartásukat. A javaslat tiltja továbbá a hatóságok 
által végzett, mesterséges intelligencián alapuló, általános célú társadalmi pontozást. Ez 
egyértelmű – értékalapú – elhatárolódás a Kínában is alkalmazott társadalmi kreditrend-
szertől.5 A tervezet szerint a „valós idejű” távoli biometrikus azonosító rendszerek (tipi-
kusan arcfelismerés) nyilvánosság számára hozzáférhető helyeken történő használata 
szintén tilos, eltekintve bizonyos korlátozott kivételektől bűnüldözési célból.  
 
 
3. Nagy kockázatú MI-rendszerek 
 
Az MI-rendszerek nagy kockázatúként való besorolása az MI-rendszer rendeltetésén ala-
pul, nagy kockázatot jelentenek a természetes személyek egészségére és biztonságára 
vagy alapvető jogaira nézve. Ezek a rendelettervezet szerint kockázatkezelési rendszerrel 
kell ellátni és nyilvántartásba kell vetetni. Ezen túlmentően a nagy kockázatú MI-rend-
szereket úgy kell megtervezni és fejleszteni, hogy működésük kellően átlátható legyen 
ahhoz, hogy a felhasználók értelmezhessék a rendszer kimenetét és megfelelően használ-
hassák azt. Az átláthatósági kötelezettségek olyan rendszerekre vonatkoznak, amelyek 
vagy emberekkel érintkeznek, vagy az érzelmek észlelésére vagy a biometrikus adatokon 
alapuló (szociális) kategóriákkal való kapcsolat meghatározására szolgálnak, illetve tar-
talmakat hoznak létre vagy manipulálnak („deepfake”). Ha tehát a személyek MI-rend-
szerrel érintkeznek, vagy érzéseiket vagy jellemzőiket automatizált eszközökkel ismerik 
fel, az embereket tájékoztatni kell erről. Ezen túlmenően biztosítani kell, hogy az MI-
rendszert a természetes személyek hatékonyan felügyelhessék (fejlesztés és felhasználás 
során egyaránt), s e felügyelet körébe az is beletartozik, hogy be tudnak avatkozni az MI-
rendszer működésébe, akár felül is írhatják az MI rendszer kimenetét.  
 
 
4. Egyéb MI rendszerek 
 
A rendelettervezet szerint (52. cikk) a nem magas kockázati besorolású MI-rendszerek ese-
tén a legfontosabb kritérium, hogy a természetes személy tájékoztatást kapjon arról, hogy 
valamely MI-rendszerrel áll kapcsolatban, kivéve, ha ez a körülmények és a használat kon-
textusa alapján nyilvánvaló. Ez a kötelezettség nem vonatkozik a törvény által a bűncselek-
mények felderítésére, megelőzésére, kivizsgálására és eljárás indítására engedélyezett MI-
rendszerekre, kivéve, ha ezek a rendszerek bűncselekmények bejelentése céljából a nyilvá-
nosság számára is elérhetők. Azon MI-rendszerek felhasználói, amelyek olyan, meglévő 
személyekre, tárgyakra, helyekre vagy más szervezetekre vagy eseményekre érzékelhetően 
hasonlító képet, audio- vagy videotartalmat generálnak vagy manipulálnak, amely egy sze-
mély számára megtévesztő módon eredetinek vagy valóságosnak tűnhet („deepfake”), köz-
lik, hogy a tartalmat mesterségesen hozták létre vagy manipulálták.  
 
 
                                                           
5  KOLLÁR CSABA: Kína és a társadalmi kredit rendszere. Hadtudomány 2020/2. 79–97. pp. 
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5. A szabadság, a biztonság és a jog érvényesülésén alapuló térség politikájában 
 
A rendelet célkitűzései és jogalapjának a megválasztása is világosan mutatja, hogy a belső 
piaci célkitűzések dominálnak, azonban az igazságszolgáltatást érintő uniós politika köré-
ben is lesz relevanciája a rendeletnek. A tervezet kimondja, hogy az olyan MI-rendszerek 
tekintetében, amelyek a szabadságon, a biztonságon és a jog érvényesülésén alapuló térség-
ben a nagy méretű IT-rendszerek üzemeltetési igazgatását végző európai uniós ügynökség 
(eu-LISA) által igazgatott nagy méretű IT-rendszerek alkotóelemei, a javaslat nem alkal-
mazandó azokra az MI-rendszerekre, amelyeket e rendelet alkalmazásának kezdőnapjától 
számított egy éven belül hoztak forgalomba vagy helyeztek üzembe, kivéve, ha a kérdéses 
eszközökre vonatkozó jogi aktusok cseréje vagy módosítása jelentősen módosítja az érintett 
MI-rendszer vagy MI-rendszerek tervezését vagy rendeltetését (83. cikk).  
Ezen túlmenően az is látható, hogy az uniós bűnüldözés számára is értelemszerű kor-
látokat teremt a rendelettervezet, a tiltott gyakorlatok három bűnüldözési kivétele viszont 
releváns lehet az uniós színtéren is. Az 5. cikk (1) bekezdés d) pontja alapján tehát a 
„valós idejű” távoli biometrikus azonosító rendszerek használata a nyilvánosság számára 
hozzáférhető helyeken bűnüldözési célokból megengedett, ha és amennyiben az ilyen 
használat az alábbi célok egyikéhez feltétlenül szükséges: 
 
a) a bűncselekmények konkrét potenciális áldozatainak célzott felkutatása, ideértve 
az eltűnt gyermekeket is;  
b) természetes személyek életét vagy fizikai biztonságát fenyegető konkrét, jelentős 
és közvetlen veszély, illetve terrortámadás megelőzése;  
c)  az európai elfogatóparancsról szóló 2002/584/IB tanácsi kerethatározat 2. cikké-
nek (2) bekezdésében említett bűncselekmények (ún. katalógus-bűncselekmé-
nyek) elkövetőinek vagy gyanúsítottjainak felderítése, lokalizálása, azonosítása 
vagy büntetőeljárás alá vonása, amennyiben e bűncselekmények esetében az érin-
tett tagállam joga szerint e tagállamban a büntetési tétel felső határa legalább há-
romévi szabadságvesztés vagy szabadságelvonással járó intézkedés.  
 
A térfigyelő, vagy sebességmérő kamerák felvételeinek humán vizsgálata és nyomon 
követése rendkívüli kapacitást igényel a bűnüldöző, illetve közrendet fenntartó szervektől, 
így lehet igény arra, hogy olyan algoritmusokat készítsenek, amelyek felismerik például az 
erőszakos magatartások, az emberrablás vagy éppen a házbetörés vizuálisan megjelenő 
visszatérő mintázatait.6 Említést lehet tenni az Europol különleges projektjéről is, a Trace 
an Object7 c. kampányról, amelynek az a lényege, hogy az Europol közzétett nagyon sok 
olyan képet az interneten, amelyeken a kiskorúakat érintő szexuális tartalmú képek hátteré-
ben szereplő tárgyakat jelenítik meg (a többi tartalom nélkül). Azt kéri az Europol az em-
berektől, hogy akinek ismerős valamely tárgy, jelentkezzen, ugyanis az érintett országokban 
lefolytatott nyomozásokban semmilyen értékelhető adat nem keletkezett. Van esély ugyanis 
arra, hogy a keresett gyermek ismerősei, a rokonai, esetleg a tárgy forgalmazója viszont 
                                                           
6  HE HUANG et al.: SOS: Real-time and accurate physical assault detection using smartphone. Peer-to-Peer 
Networking and Applications 2017/10. 395–410. pp. 
7  https://www.europol.europa.eu/stopchildabuse 
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felismeri az adott tárgyat. Ezt továbbgondolva elképzelhetőnek tartom, hogy – egy távo-
labbi jövőben – elkészülhessen egy olyan algoritmus, amelyik a közösségi oldalakat moni-
torozza és keresi a nyilvános felvételeken ugyanezeket a tárgyakat, s megtalálásuk esetén a 
képen szereplő személyeken arcfelismerési protokollt is futtat majd.  
A fenti megoldások tudományos alapjainak kikutatása, illetve a tanulási adatok megfe-
lelő kialakítása kulcskérdés az ilyen algoritmusok fair alkalmazása szempontjából, de két-




IV. Igazságszolgáltatási felhasználás és a rendelettervezet 
 
A rendelettervezet szakmailag helyesen és markánsan megjeleníti a bűnüldözés számára 
fejlesztendő és/vagy ott felhasználható megoldásokat és azok kockázatait. A bűnüldözés 
a rendelettervezet értelmezésében a bűnüldöző hatóságok által a bűncselekmények meg-
előzését, nyomozását, felderítését, büntetőeljárás alá vonását vagy büntetőjogi szankciók 
végrehajtását illetően folytatott tevékenységek, beleértve a közbiztonságot fenyegető ve-
szélyekkel szembeni védelmet és e veszélyek megelőzését is. Látható, hogy ez nem fogja 
át az igazságszolgáltatási ökoszisztéma (vagy igazságszolgáltatási láncolat) egész spekt-
rumát, a bírósági szakaszban alkalmazható MI-megoldások nem esnek a bűnüldözés ka-
tegóriája, így az esetleges kivételek alá sem. A rendelettervezet szerint viszont az igaz-
ságszolgáltatásra és a demokratikus folyamatok irányítására szánt egyes MI-rendszereket 
nagy kockázatúnak kell tekinteni, figyelembe véve a demokráciára, a jogállamiságra, az 
egyéni szabadságokra, valamint a hatékony jogorvoslathoz és a tisztességes eljáráshoz 
való jogra gyakorolt potenciálisan jelentős hatásukat. Különösen az esetleges torzítások, 
hibák és átláthatatlanság kockázatának kezelése érdekében indokolt nagy kockázatúnak 
minősíteni azokat az MI-rendszereket, amelyek célja, hogy segítsék az igazságügyi ható-
ságokat a ténybeli és a jogi elemek kutatásában és értelmezésében, valamint a jog konkrét 
tényekre történő alkalmazásában.8 Az igazságügyi felhasználás csapdái – már most lát-
ható – igen széleskörűek, lássunk néhányat a jelenleg megoldhatatlannak tűnőek közül. 
Az adaptációs csapda azt jelenti, hogy ha a nagy mennyiségű adat összekapcsolásával 
valamifajta „együttmozgást” észlel egy algoritmus, akkor hajlamosak vagyunk azt gon-
dolni, hogy e mintázat valós összefüggést jelez. Sok esetben azonban elfogadott tudomá-
nyos módszertannal nem lehet megállapítani a korreláció helyességét és magyarázó ere-
jét, ennek ellenére mégis azt gondoljuk, hogy ha nagyon sok adat van, akkor van mintázat 
is (korreláció). Ez különösen félrevezető információforrás lehet felelősséget megállapító 
igazságügyi döntések esetén. Említhető továbbá rendszerimmanens értékek matematizál-
hatatlansága is, azaz azs, hogy az igazságosság, a méltányosság, az alapvető és emberi 
                                                           
8  Az ezekkel kapcsolatos legalapvetőbb kérdésekről lásd KARSAI KRISZTINA: Algoritmusok és büntető igaz-
ságszolgáltatás. In: Török, Bernát; Ződi, Zsolt (szerk.) A mesterséges intelligencia szabályozási kihívásai. 
Tanulmányok a mesterséges intelligencia és a jog határterületeiről. Ludovika Egyetemi Kiadó (2021). 357–
386. pp. Ez a minősítés azonban nem terjedhet ki azokra az MI-rendszerekre, amelyeket olyan, tisztán járulékos 
adminisztratív tevékenységekre szánnak, amelyek az egyedi esetekben nem befolyásolják a tényleges igazság-
szolgáltatást; ilyen tevékenységek például a bírósági határozatok, dokumentumok vagy adatok anonimizálása 
vagy álnevesítése, a személyzet közötti kommunikáció, az adminisztratív feladatok vagy a források elosztása. 
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jogok olyan értékek, amelyeket állandó „változókként” kellene kezelni a „jogi algorit-
musban”, azonban ezen értékek tartalmi körvonalai nem állandóak. Ha az algoritmusunk 
képes lenne felismerni – mi pedig megérteni – azokat a mintázatokat, amelyeket a „jogi 
algoritmusba” közvetlenül nem kódolt más változók adnak ki, akkor sem tudnánk kipró-
bálni, mivel, hogy elegendő számú ilyen eset még a nagyobb populáció békés együttélését 
kiszolgáló jogrendszerekben sem adott, így „tanulóadatkénti” felhasználásuk nem ve-
zetne megfelelő eredményre. Ide tartozik még az „az vagy, amit megeszel” csapda is, 
amely különösen az igazságszolgáltatási felhasználásban szinte azonnal feltárul: ameny-
nyiben az adatok, amelyekkel az algoritmust „etetjük”, maguk a korábbi bírósági dönté-
sek, akkor ezzel azt feltételezzük, hogy minden korábbi bírói vagy más hatósági döntés 
jogilag helyes volt, hiszen engedjük, hogy az algoritmus az alapján rajzolja a mintázato-
kat. Ilyenkor a múltbeli bírói döntésekben megjelenő esetleges szubjektív tényezők min-
tázatalkotó potenciálja (diszkrimináció, rasszizmus stb.) átszűrődhet így az algoritmus 
által „feltárt” összefüggésekbe, azaz míg az emberi szubjektum beszűrődését kizárnánk 
az egyedi esetből, ellenben engednénk összegzett hatásában. Az adatok desztillálását sem 
lehetne aggálytalanul indokolni még ilyen esetben sem, hiszen a végleges és jogerős dön-
tések – főszabály szerint – nem megkérdőjelezhetők. 
Jelen tanulmányban – terjedelmi okokból – a rendelettervezet főbb szabályozási elveit 
és rendszerét volt lehetőségem bemutatni, a címben szereplő igazságszolgáltatási kérdése-
ket éppen csak felvetni tudtam, de ígérem, hogy a kutatást tovább folytatva, a jubiláns szá-
mára az eredményeimet elérhetővé teszem, legkésőbb a következő születésnapi kötetben. 
