Predicted macroinvertebrate response to water diversion from a montane stream using twodimensional hydrodynamic models and zero flow approximation approximations to assess response of fauna to extreme conditions. The fauna of this 9 montane reach had a higher percentage of Ephemeroptera, Plecoptera, and Trichoptera
4
to narrower habitat requirements, and BMI-habitat relationships can be more 1 predictable, in part due to lower motility (Statzner et al., 1988; Gore et al., 1998 Two-dimensional hydrodynamic models are increasingly being used for 9 evaluation of flow and habitat requirements of fauna (Reiser et al., 1989; Stewart et al., 10 2005; Waddle, 2010), but, as with instream modeling in general, such modeling efforts 11 have typically focused on fishes (e.g., Stewart et al., 2005; Mingelbier, 2008 ). We 12 recently tested application of two-dimensional hydrodynamic models to a BMI wetted area, however, explained most of the overall modeled effects of diversion.
19
In the present study, we examine the extent to which our initial two-dimensional Fork of the Merced River, is, like the subalpine Dana Fork, a fourth order stream with 1 high water quality (Clow et al., 2011) and with similar alluvial features and wetted area. 
Methods

20
We assessed habitat suitability for BMI using standard velocity, depth, and 21 substrate predictors (Gore and Judy, 1981; Gore et al., 2001 ) for our modeling efforts.
22
Other correlated factors, such as temperature and dissolved oxygen, will vary with flow, but are unlikely to exert equivalent influence (Gore and Judy, 1981) . Dissolved oxygen 1 levels (~10 mg/l; spot measurements; Stillwater Sciences, unpublished report) and 2 temperature ( x = 18.3 o C, SE = 0.044, National Park Service Solinst datalogger at the 3 study site) during the late summer and fall low-flow period should not be stressful to 4 most stream fauna at this relatively low montane site (but see 4). Field, laboratory, and 5 analytical methods were similar to those used in our study of the subalpine Dana Fork 6 (Waddle and Holmquist, in press). 
Study site 8
The study reach of the South Fork of the Merced River is located near Wawona, were: S < 0.01, 52.6%; 0.01 < S < 0.03, 38.1%; S > 0.03, 9.3%. The average gradient in 22 our study site was 0.003, i.e., in the most common, lower gradient category. The site, 
Field Data Collection and Processing, Macroinvertebrates
13
Benthic macroinvertebrate samples were collected at 100 random sites within the 14 study area (Fig. 2 ) over six days of relatively low flow interspersed through August and 15 September 2010. We used a standard Surber sampler (Surber, 1937; Hauer and Resh, 16 2007); depth, substrate, and velocity data were collected at each sample location. We 17 measured water depth at four equidistant points within each Surber quadrat. We used a 18 modified Wentworth scale to record the dominant grain size class in the quadrat as a 19 number ranging from silt (2) to bedrock (9; see also Degraaf and Bain, 1986; Mykrä et 20 al., 2008) , thus producing a continuous variable representing a class along a continuum 21 (Sokal and Rohlf, 1995) . The spectrum of particle categories was well represented 22 among the samples; all categories, from silt to bedrock, were present ( x = 6.98, SE = 23 0.14), and each particle category except silt dominated three or more samples. We 1 used an acoustic Doppler current meter on a wading rod, with a SonTek FlowTracker® 2 computer, to measure velocity at 0.6 depth at each Surber location. Two sample 3 locations were rejected because the depth was too great for Surber sampling (> 70 cm), 4 and these two sites were replaced with two randomly chosen sampling locations. We 5 sorted samples completely, rather than subsampling, and we identified organisms to as 6 low a taxonomic level as possible, most frequently to the genus/morphospecies level.
7
See Waddle and Holmquist (in press) for further details on BMI sampling and 8 processing. 
Field Data Collection and Processing, Physical Data
10
Topographic and discharge related data were collected using methods described station. We surveyed 2992 points in the channel and used them to construct a 18 topographic map of the study site using a triangulated irregular network (TIN) algorithm.
19
Each observed location was coded as to topographic feature (top of bank, toe of 20 bank, thalweg, bar, etc.), and substrate category. Thiessen polygons were constructed 21 among the surveyed points to develop a map of substrate for the entire study site.
22
Boulders and bedrock outcrops were surveyed by ascending circumnavigation to 1 obtain the minimum number of points required to define their shapes. Generalized ovoid 2 shapes were generated for the large boulders. The generated shapes were 3 incorporated into the site bathymetry as described in Waddle and Holmquist (in press). was obtained using a total station at the same time as the discharge measurement. The 10 observed water surface elevations were used to calibrate the two-dimensional model.
11
The NPS provided stage-discharge relations for the upstream and downstream 
Survey Quality Control
15
We established a temporary reference benchmark as a survey control point on a The surveyed topographic locations were assembled into a digital elevation 2 model (DEM) of the study site using a TIN algorithm. We reviewed and corrected the 3 TIN using breaklines to enforce appropriate topographic contours. We compared the The River2D model (Ghanem et al., 1996; Steffler and Blackburn, 2002) were few topographic or substrate changes.
4
The model was initially calibrated for a discharge of 0.094 m 3 /s using the 5 measured discharge and water surface profile data described previously in this section.
6
To obtain calibration we globally adjusted roughness height, groundwater transmissivity,
7
and eddy viscosity in an attempt to match the predicted water surface profile to 8 observed conditions. The initial attempt using default parameters produced a predicted 9 water surface profile that was substantially lower (mean error of -0.0365 m) than 10 observed. We decreased groundwater transmissivity, and increased roughness heights and assuming that all riffle areas would be dry if there was no discharge. We calculated
19
BMI indices (see 2.6) for the nodes in the computational mesh that were wet given this 20 approximation. , and adjusted R 2 for the models.
17
Both R 2 and adjusted R 2 are of value; the latter reduces R 2 to compensate for the 18 tendency for R 2 to increase with additional predictor terms.
19
We calculated these BMI indicators for each wetted computational node point at 20 each simulated discharge and multiplied each nodal index value by the area of the
21
Thiessen polygon surrounding a given node and summed these products over the 22 domain of the study site to obtain an area-weighted habitat value for each index. leptophlebiid ( x = 17.8, SE = 3.4), and heptageniid ( x = 15.6, SE = 2.5) mayflies, and 4 elmid riffle beetles ( x = 10.3, SE = 1.9).
6
Nonlinear Regressions and Univariate Trends 7
The nonlinear regressions of all modeled faunal metrics on velocity, depth, and 8 substrate were highly significant ( 
E(S) and %EPT values with decreased velocity (Fig. 3). Higher values for E(S) and
12
%EPT tended to be observed at intermediate depths, and there was another weak trend 13 of higher E(S) and Plecoptera abundance at intermediate substrate sizes (Fig. 3 ). 
Hydrodynamic Model Calibration and Production Run Results
15
As noted in 2.5, the best calibration was obtained using an assumed discharge of (Table 3 ). Observed and simulated water surface profiles were well aligned 17 (Fig. 4) . We obtained a mean water surface prediction error of 0.0011 m and a root on the model to approximate velocity over the simulation domain.
23
Once calibrated, the River2D model was run for the previously described range of 1 discharges. The simulations showed decreasing wetted area with decreasing discharge 2 (Figs. 5, 6 ). The field data represent an approximate sampling of the true bed condition.
3
Because individual cobbles and pebbles were not explicitly mapped, the sampled 4 topography represented general bar shapes while explicitly incorporating the shapes of 5 boulders and bedrock outcrops. Connectivity of marginal patches was strongly 6 influenced by discharge (Fig. 5) . Our zero flow approximations resulted in a substantial 7 and abrupt drop in wetted area due to drying of the riffles and runs. 
Modeled faunal response to diversion 9
Area-weighted metrics decreased with decreasing discharge almost in parallel
10
( Fig. 6 ) with wetted area, and losses accelerated as zero flow was approached (Fig. 6 ).
11
Response of area-weighted metrics differed little from that of wetted area alone. We (%EPT) showed relatively minor losses (Fig. 8) during the weeks and year with the lowest flows (Fig. 7) , and proportional losses were 6 greater still during the lowest flow events (Fig. 8) . 
Discussion
8
Given the overall match of predicted water surface profile to observed conditions,
we concluded that the hydrodynamic model calibration was satisfactory for the range of 10 discharges that we simulated. We were initially concerned about increasing the 11 calibration discharge to a value greater than the gage reading. A bedrock sill, however,
12
forced all water to the surface at the location of our discharge measurement, whereas 13 the gage is located in a broad alluvial valley, where, at this low discharge, a fraction of 14 the total down-valley flow may lie below the bed. From the consistency of the calibrated 15 water surface profile across both riffle and pool channel types we concluded that the our 16 calibration at the estimated discharge was a better approximation of the flow than the 17 discharge measurement made on September 11, 2009.
18
We employed a wide range of extrapolation from the measured conditions, and effects describing the forces of flow around objects and over the bed of the channel.
22
Waddle (2010) The fauna of this montane reach had a higher percentage of Ephemeroptera,
7
Plecoptera, and Trichoptera (%EPT) than might be expected given the relatively low 8 faunal diversity of the study reach. Ephemeroptera abundances were low, but made up 9 a large proportion of the total abundance. Although shallow pool habitat was extensive, 10 low flow specialists were lacking among the Ephemeroptera in the montane stream, yet 11 many generalists were present, and Ephemeroptera abundance had a negative 12 relationship to velocity (p = 0.037). The most common trichopteran in our samples,
13
Lepidostoma, occurs in low flow habitats (Wiggins, 1996) , and the same is true for many 14 of the other common Trichoptera. Similarly, odonate nymphs (dragon-and damselflies) 15 and veliid water striders (Hemiptera) were present in these relatively quiescent waters.
16
Despite the relatively low gradient and large amount of pool habitat in this reach, (Mosely, 1983; Rader and Belish, 1999; Dewson et al., 2007a) , would likely be a source 
19
The greatest impact of a given amount of water diversion thus likely occurs at step function losses to BMI may begin at these very low levels of flow. The funding agency (US National Park Service) had no role in the study design, 3 analysis and interpretation of data, the decision to submit the work for publication, or 4 writing of the paper. We acquired baseline hydrological data from the NPS as 5 described in Section 2, and an NPS technician assisted the team with low-level physical 6 data collection duties under the supervision of the second author. Two NPS staff 7 members offered a small number of minor comments on an earlier draft of the 8 manuscript. The NPS did not attempt to guide the study in any manner whatsoever. Table 2 . Coefficients from nonlinear regressions of E(S), %EPT, and Plecoptera abundance on velocity, depth, and 2 substrate using ternary quadratic exponential polynomials with cross-product terms: , and p-values for the models appear in the columns to the right.
5
Coefficients with p < 0.05 are indicated in bold, those with p < 0.01 in bold and italic, and those with p < 0.001 are 6 underlined, bold, and italicized. See 2.6 for transformations. Table 3 . Adjustment of hydrodynamic model parameters to achieve calibration. WSL = water surface layer; RMS = root 1 mean square error. 
