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Abstract
In the spirit of the subject of the XXXIII AESLA International Conference, multimodal communication in the 21st century, this 
paper offers a modest theoretical approach of the implementation of the predicative structure of the verb in Spanish to artificial 
intelligence by employing cognitive computing and machine learning.
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1. Introduction
This paper is framed within my doctoral thesis project and, as the title indicates, it consists of a modest theoretical 
proposal to implement some of the aspects of the argument structure of the verb in Spanish on the field of Artificial 
Intelligence.  I consider it necessary to emphasize, so as to not be misleading, that this research, at least at its present 
stage, is much more focused on Grammar than on Artificial Intelligence.  The latter is, rather, the filter that guides 
the terminology, drives the analysis and, ultimately, governs the project given the final intention of implementing the 
generated theoretical model on a machine learning system.
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To begin with, I will frame and contextualize this research while trying to make clear the objectives and the scope 
of the investigation, as well as briefly discuss some methodological issues and reveal the motivation behind the 
project. Next, I will approach the aspects about argument theory and machine learning that are relevant to the 
investigation to, lastly, finish with the conclusions I have reached so far.
1.1. Motivation and objectives
The main motivation for this research is to present a proposal with a solid foundation on Grammar and 
Linguistics that also has a place in the current technological environment, giving good account of the direction that 
the efforts on Artificial Intelligence are taking.  This is intended to help continue to bring closer the fields of human 
studies and science, and to propose a natural language processing model less dependent on statistical and 
mathematical automated processing.
The objectives of this project are two.  The first objective is to tackle the theoretical foundation necessary to 
contextualize and justify the use of argument theory in the field of Artificial Intelligence.  The second objective is to 
develop a model that formally describes the functioning of the predicate structure of the verb, as well as a system of 
tags, variables and parameters that allow standardizing said model.  In spite of its theoretical nature, the model will 
not be obtained merely from conceptual abstractions.  Working with corpus linguistics is, at this point, more than 
justified, if not a necessity of scientific rigor.  Therefore, the verbal predicates will be analyzed in several corpora
from which its argument structure will be obtained to build the model and its subsequent adaptation to computer 
language
2. Methodology and scope
Due to limitations of both time and length, it is impossible to develop a model for each verb in the Spanish 
language, which is why it was necessary to make a selection of a group of verbs with common elements to build 
their models.  The list of verbs is not yet closed, but special attention is being payed to the verbs with highest 
frequency of use, according to de Base de Datos Sintácticos del Español Actual (BDS), the Corpus del Español del 
Siglo XXI (CORPES 21) and the Corpus Sintáctico-Semántico de Semántica Oracional del Español (SenSem).  At 
present, taking into consideration the criteria of lexical availability is also being considered to compare the results 
with those obtained from the after mentioned corpora.
This project closely follows the established guidelines for making the Base de Datos Sintácticos del Español 
Actual (BDS).  This is the main reason why the sentence, or clause, is considered the main unit of analysis, 
understood as, in Guillermo Rojo’s words, “the grammatical unit that organizes around an element that fulfils the 
role of predicate.”  (Rojo, 2001:257).  I continue with another quote from Rojo that I endorse completely:
In our approximation to the study of the clause and the verbal regime, the primordial fact is, of course, the 
identification of the functional elements that appear combined in each case with the predicate, but it is not any 
less important to know to which type and subtype the units performing each of the functions belong.  Thus, not 
only the indication that a verb is constructed with a supplement, but also that said supplement is introduced by a 
specific preposition and that it is an infinitive clause. (Rojo, 2001: 258)
As well as the semantic content of the clause and the semantic-syntagmatic relationship of the argument structure 
of its predicate, I might add.  One of the aspects in which this investigation distances from the methodology by the 
BDS is that this project takes into consideration the semantic dimension.
3. Argument theory
The terms ‘argument’ and ‘predicate’ have received different designations and have been addressed from diverse 
perspectives.  The first step consists on trying to present a unified argument theory, not because of an exhaustive 
theoretical eagerness, but to offer a practical implementation that, coherent, takes advantage of the strongpoints of 
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each of the approaches and shows the possibilities of application that the different aspects that compose it have to 
the field of Artificial Intelligence.
Gaston Gross (2012), following Harris (1976) define these terms as follows: “a predicate is the word that 
operates a determined selection from among the remaining words of the lexicon to form a predicate scheme that is 
the base of an assertion.  The arguments are the lexical elements selected by the predicates within the framework of 
a simple sentence.”
The first thing that has to be made clear is that there are different levels of analysis and, hence, different types or 
levels of arguments.  From the syntactic point of view, an argument is a constituent compulsorily required by the 
verb.  The verb determines the number and type of syntactic arguments that have to appear, and it imposes specific 
syntactical functions to its arguments.  These syntactic functions may vary to the extent that the form of the verb 
changes.
However, from a semantic point of view, an argument is a necessary element to complete the meaning of a 
predicate.  In most cases, even if the form of the verb changes and the syntactic functions vary, the thematic 
relationship is maintained. In words of Violeta Demonte (1989), an argument is “the entity that can be assigned with 
a thematic role and that can have a semantic-functional relationship with an assigner of șUROH´.
For a native speaker or for someone learning a language, looking up the meaning of a word in a dictionary is a 
very common practice, and it can make a lot of sense to them.  From a computational point of view, it is insufficient.  
Most words are polysemic, hence for a computer it is impossible to structure language based solely in eternal lists of 
words with its lexicographic meaning.  Castellón corroborates this complication saying: “In the terrain of the basic 
lines of research in Natural Language Processing, one of the tasks that is moving forward with greatest difficulty is 
the automatic solution to lexical semantic ambiguity.” (Castellón et al., 2012).
For this reason, it is necessary to add the semantic dimension to the functional syntactic aspect.  This is another 
motive to choose the clause as the minimal unit of analysis, but also of meaning.  Gross (2012) establishes that it “it 
is rare that a predicate accompanied with the longest series of its arguments have more than one possible 
interpretation.” Patently, it is not the same “to leave” than “someone leaves something” or than “someone leaves 
something for someone else”.
Fig. 1. Predicative Schema
As it can be observed in Figure 1, the predicate “redactar” syntactically demands a subject but, at the same time, 
semantically restricts that agent has to be an animated being.  The same happens to the direct object that, in this 
case, cannot be just any noun.  In Spanish, you cannot redactar una pared, but you can redactar una columna.
Therefore, the purpose of tagging would not be just to create a database.  To mark and tag each element of the 
predicate scheme would help to construct linked dictionaries that would only activate in the appropriate setting, both 
in the recognition and language processing phase and in the language production phase.
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Besides the syntactic and semantic aspects addressed so far, the contributions of Zellig Harris’ distributional 
semantics are also incorporated to the investigation.  He establishes that linguistic terms with similar distributions 
have similar meanings.  That is to say that the proof of existence of a semantic attribute for any linguistic unit should 
reside in the study of its syntactic behavior.  This property could prove useful under the scope of massive data 
analysis.
Another aspiration of this project, to be carried out in the practical phase of the corpus analysis, is to take into 
account the role that collocations play in the predicate structure setting.  It would be interesting to observe the 
frequency of apparition of adjuncts and facultative arguments to quantify phraseological units and collocations, and 
to assign them a co-occurrence coefficient.
4. Cognitive computing
Since the beginning of computer science, especially in the mid-60s, one of the main efforts has been directed 
towards making computers understand natural language in an automated process.  The vertiginous, almost 
exponential, growth of technology made scientist believe, wrongfully, that the intelligence of the machines was just 
around the corner.  Computer experts soon realized that it would take a lot more than long lists of rules to 
encompass human language.
Cognitive computing emulates the thinking process of humans, observing, interpreting, pondering and making 
decisions based on the information the system has.  This way, what once was an enormous amount of information 
that needed to fit in a specific set of rules, in the computational equivalent of human world knowledge, is now the 
context of learning for the cognitive systems.
Big data analysis together with cognitive computing, have lead the way to an outstanding qualitative leap in the 
field of Artificial Intelligence, enhancing machine learning.
In Hurwitz’ (et al., 2015:60) words “One of the aspects that distinguish a cognitive system from other data-driven 
techniques is the capability to manage, understand, and analyze unstructured data in context with the questions being 
asked.” The true motivation behind this proposal is to put it into operation with a cognitive computing system that 
promotes processing economy and the creation of patterns that allow said system to reach beyond its original 
parameters.  Ultimately, it is all about creating an actant model that allows an AI to generate patterns through 
computer learning algorithms.
Allow me a modest example.  How do we know how to recognize that a letter “a” is a letter “a”, even when we 
are faced with a typographic sample that we had never seen before? How do we teach this to a computer?  One way, 
one that was attempted for a long time, is to feed the computer with rules and definitions that encompass all possible 
variants of the letter “a”.  Besides not obtaining consistent and reliable results, it was not cost effective.  What it is 
being attempted now, with much more promising results, is to show the widest possible set of examples of the letter 
“a” and let the computer be the one to obtain a pattern based on the information it has received, and offer a pondered 
answer, quantified to a specific probability percentage.
Here lies the importance of the model that is trying to be built: to feed samples of how the Spanish language is 
built so that the computer can obtain patterns each time it is presented with new input.
5. Conclusions
Despite all the progress, it is not a perfect system.  It is not a definitive solution, and it does not intend to be one. 
It is only another effort, one of many that are taking place, to promote progress, to try and deepen in the knowledge 
of language.
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The ultimate goal of this project is much more oriented to the production of language than it is to the processing 
of language.  There are numerous projects on automated parsing, with advanced tools and great results, all of which 
are a cornerstone of this research.  There are several possible ways to approach Natural Language Processing and 
this is just a modest proposal.
Even though this research focuses on the argument structure of the verb inside the domain of the clause, it is 
natural to think that it will have to outgrow this setting, and continue the analysis, tagging and categorization until it 
reaches beyond the textual level.
Communication and meaning are only possible within context.  Even if more often than artificial segmentation is 
made to facilitate the analysis and study of distinct elements of language, the fact of the matter is that we are facing 
a communicative continuum.  This truth acquires special relevance when facing the auto imposed task of teaching a 
computer this system, this continuum, by means of strings of ones and zeros.
References
Castellón, I. et al. (2010). “Constitución de un corpus de semántica verbal del español.  Metodología de anotación de núcleos argumentales.” 
Revista de Lingüística y Teórica Aplicada, 50(1): 13-38.
Demonte, V. (1989). Teoría Sintáctica: De las estructuras a la rección. Madrid: Síntesis.
Gross, G. (2012). Manuel d’analyse linguistique. Villeneuve-d’Ascq: Presses Universitaires du Septentrion. 
Harris, Z. S. (1976). Notes du cours de syntaxe. Paris: Le Seuil.
Hurwitz, J.S., Kaufman, M., Bowles, A. (2015). Cognitive Computing and Big Data Analytics. New Jersey: Wiley.
Rojo, G. (1993). “La Base de Datos Sintácticos del Español Actual”, Español Actual, 59: 15-20.
----------- (2001). “La explotación de la Base de Datos Sintácticos del español actual”. De Kock, J. (ed.), Lingüística con corpus, Salamanca: 
Universidad de Salamanca.
Tesnière, L. (1959). Eléments de Syntaxe Structurale. Paris: Klincksieck.
Winograd, T. (1972). “Understanding natural language”, Cognitive Psychology, 3-1: 1-191.
Wotjak, G. (1979). “Acerca de la confección de un diccionario de valencias de verbos españoles”.  Beiträge zur Romanischen Philologie, XVIII: 
307-317.
