We present a multi-agent coordination technique to maintain throughput of a large-scale agent network system in the face of failures of agents. Failures do not just deteriorate throughput of the system but also create and change bottlenecks in the system. Since loss of bottleneck's capacity degrades the overall system performance, the system should identify bottlenecks dynamically and keep their utilization at a high level. In our system, CABS, information about an agent's urgency of jobs to fulfill demanded throughput and maintain its utilization is passed to upstream agents in the network. Upstream agents utilize this information to identify bottleneck agents and coordinate their actions to provide the bottlenecks with necessary and sufficient jobs for preventing their starvation and congestion. We empirically evaluate CABS using a benchmark problem of the semiconductor fabrication process, which is a good example of a large-scale network system, in comparison with a well-known traditional manufacturing control method.
INTRODUCTION
Influences of failures propagate unexpectedly in a complex network system. Network systems have multiple resources that collectively perform desired tasks that are not atomic but rather comprise a set of steps to be accomplished in a specific sequence by different resources. As each resource of the network is involved in intricate interactions with other resources, even a small failure at a single resource can make ripple effects and damage operations of the entire network. Heavy traffic jams in a transportation network and largescale blackouts in a power-transmission network are typical outcomes of such cascading phenomena. Therefore, a robust method for controlling behaviors of the network to avert catastrophe caused by failures and maintain smooth operations is of keen interest among many researchers [2] .
A large network system usually has multiple and overlapping flows of tasks. When a failure occurs at a resource in the network, the flows using that resource are blocked in the middle and their tasks are delayed. As a result, workloads from the failed resource are reduced during the failure and throughput of the affected tasks decreases. After recovery of the failure, for restoring throughput of the affected tasks, downstream resources of the failed resource must process excess flows of these tasks. If those resources should also process other tasks that are not affected by the failure as usual, the resources get congested and deteriorate throughput of those tasks as well. However, this congestion can be avoided in two complementary ways: (1) the downstream resources expedite processing of alternative tasks during the failure by controlling task dispatching (i.e., timing/sequencing control), and (2) the downstream resources increase capacity after the failure recovery by controlling task routing (i.e., allocation control). In this paper, we focus only on dispatching and assume that routing of tasks is fixed, since dispatching control is more feasible than routing control in many network systems.
Manufacturing as a Complex Network
In this paper, we use a manufacturing problem, especially a semiconductor fabrication process, as a benchmark for controlling a large-scale network system. Semiconductor fabrication is among the most complex manufacturing processes. For example, the production steps for semiconductor manufacturing usually number a few hundred, with numerous repetitive reentrant loops. Its leadtime extends over a couple of months [1] . Furthermore, the fierce competition in the global market place and short technology life cycles require the semiconductor industry to always deploy state-of-theart manufacturing technologies. It causes their manufacturing processes to be unstable and unpredictable because they most of the time operate in the early part of the experience curves of manufacturing.
For empirical validation, we used the Measurement and Improvement of Manufacturing Capacity (MIMAC) testbed datasets of the wafer fabrication processes [9] , available from The data set specifies the production steps of semiconductor manufacturing. The factory model that we have chosen for our experiments represents a factory with 38 workstations. Two products, P roduct1 and P roduct2, are produced in the system. P roduct1 has 92 processing steps and P roduct2 has 19 steps. Many cycles exist in the process routes involving both products. Figure 1 , which depicts the process flows of products through the workstations in the experiment problem, can be viewed as a complex network. It is noteworthy that, although the number of nodes in the network is moderate (38 nodes), because they are connected with directional, weighed and multiple links, analysis of the network's behavior is far more intractable than that of networks, which is a current research subject of "complex networks" [2] .
We view a manufacturing system as a network of agents that are in charge of processing specific steps of products. Thus each agent represents a machine and its buffers in the manufacturing system. In the manufacturing system, routing of tasks is partially fixed in a product design phase, but dispatching of tasks can be fully and dynamically controlled during manufacturing process. Then, we propose a coordinated dispatching method for maintaining average throughputs of an unstable manufacturing system.
Related Research
In a stable and leveled queueing network, a pull control method [15] , in which an upstream network component starts processing a new task only when it receives a request from its downstream network component, has been investigated and shown to be efficient. Just-In-Time (JIT) [18] and CONWIP [12] are the best-known examples of such pull control methods. In JIT, a machine exchanges tokens (Kanban cards) between its adjacent machines to control flows and 1 http://www.was.asu.edu/˜masmlab/home.htm amounts of work in process (WIP) in the system. In fact, JIT and its extensions such as CONWIP are instances of token-based coordination [21, 22] and widely used in manufacturing and other related fields. However, because of their simplicity, they cannot correspond smoothly to changes of the environment such as demand fluctuations and machine failures. Hence, as a key of their successful application, emphasis was put on eliminating such deviations in a rather philosophical and managerial way (such as Kaizen [13] ).
Token-based coordination was improved to reduce bullwhip effect, which is amplification of order variability induced by leadtimes for handling demand fluctuations, in a supply chain network problem [17] . In addition to a token which conveys usual demand information as a request from a market, agents in the supply chain use another type of token for sharing information about their own inventory request to meet the demand fluctuations in a timely manner. Thus, each agent distinguish between original demands from the market and those of intermediate agents and can avoid reacting blindly to temporal demands. Although a fluctuation of demands has a big influence on performance of the network, it can be reduced outside the network in cooperation with other networks.
Instability we deal with in this paper is failures of machines inside the network. In a network system, because of connectivity of the steps to be processed, even if a system might have many overcapacity machines, final throughput of the system is limited by the machine that has the smallest capacity against its expected workloads (called a bottleneck). Stabilizing throughput of the system means keeping the high utilization of the bottleneck machine, because loss of bottleneck's utilization cannot be compensated by other machines. Utilization of the bottleneck machine can be ensured by maintaining a sufficient amount of jobs before it as a safety buffer against random events that might cause its starvation. However, excess amount of jobs cause congestions at the bottleneck machines and increases leadtimes of the entire processes. Hence, to keep stable throughput of a manufacturing system, several methods have been developed to regulate WIP at the lowest safe level that prevents starvation and congestion of bottleneck machines [8] . Those methods subsume that the bottleneck machines in the system are identifiable by preliminary static analysis of the problem and do not evolve over time. However, in the course of manufacturing, the bottleneck machines shift temporarily because of machine failures that disturb the smooth flow of jobs. This phenomenon is called wandering bottlenecks.
To prevent starvation of bottleneck machines, lot release control to regulate WIP in front of the bottleneck machines by controlling the entry of jobs in the system [11] has been widely used in practice. Nevertheless, it has achieved limited success because its centralized decision-making mechanism at the job entry point cannot respond to dynamics of the manufacturing system (such as wandering bottlenecks). Rather than controlling the job entry, it is desired that jobs are processed and requested dynamically by every machine in the system as to maintain a steady flow of jobs leading to the bottleneck machines. The desired control (lot flow control) is possible only through coordinated operations of the machines. Centralized control of all machines shares the same weak point with the lot release control. A decentralized coordination method is required so that every machine decides its job request and job processing in harmony with other machines as an intelligent agent.
In a large time-critical manufacturing environment, no machine (i.e., agent) can afford to search and gather all necessary information of other machines for deciding its actions. Consequently, many coordination techniques proposed in multi-agent systems [14, 20, 7, 6] are inappropriate for our purpose. Another distributed problem solving approach called swarm intelligence, in which plain interactions of local agents produce global behaviors of the system, was successfully applied to the simple manufacturing problems [5] . It has been claimed to be robust against changes of the environment and scale up well, but to the best of authors' knowledge there is no empirical result justifying those claims in a complex, unstable and large-scale realistic problem barring a few exceptions such as [3] and [4] .
In this paper we present an improved version of our CABS algorithm [10] (Coordination for Avoiding Bottleneck Starvation) which sustains throughput in a large-scale and uncertain network system. In CABS, agents coordinate with other agents to maintain the adequate flow of jobs to satisfy the various demands by preventing both starvation and congestion of bottleneck agents. The coordination is achieved by efficient passing of messages in the system. The message includes information that enables agents to identify the bottleneck agents which may change over time due to failures of agents. Hence, the agents can coordinate with other agents to maintain the desired flow of jobs to the bottleneck agents and sustain throughput of the system with a adequate amount of WIP. Section 2, we explain a generic manufacturing problem and the details of coordination algorithms in CABS. Section 3 illustrates basic behaviors of CABS using a simulation result of a single failure scenario. Section 4 shows results of experiments with three failure patterns and validates that CABS succeeds to achieve desired throughput with shorter leadtime than a well-known conventional manufacturing control method, CONWIP. Finally, Section 5 concludes the paper.
COORDINATION IN CABS
In this section, we first describe a general model of a manufacturing problem and then introduce a coordination method developed for mitigating the affect of failures and maintaining throughput of the network. In CABS actions of the agents are coordinated using the messages transmitted among agents. As shown in Figure 2 , an agent uses requirement information in the incoming messages from succeeding agents for making task processing decisions and for generating messages to send to its preceding agents.
Problem Definition
The manufacturing problem requires processing a set of jobs J = {J1, ..., Jn} by a set of workstations, which are modeled as agents A = {A1, ..., Am} in this paper.
Each job Jl consists of a set of steps
} to be processed according to its process routing that specifies precedence constraints among these steps. Every lot of the jobs flows through agents according to its process route. Each agent Aj has identical pj machines to process its tj tasks
Each job Jl has a demand rate drl, which is the number of lots of Jl to be completed in one hour. Furthermore, when an agent Aj processes its task T . In addition to the agents that model the workstations, two types of synthetic agents exist. One is a sink-agent for each kind of job, which receives the completed lots from the last agent of the job's process route. Another synthetic agent, a source-agent, releases every job in the system by transferring it to the agent processing the first step of the job.
Action Selection
CABS utilizes token-based coordination so that an agent selects its lot-processing actions based on requirements from its succeeding agents in the process flow. Thus, CABS realizes a pull mechanism like a JIT system that does not process jobs until they are "pulled" by downstream agents.
Each agent Aj periodically receives a requirement for processing a task T j q from a corresponding succeeding agent A suc(j,q) . The requirement consists of the following three types of information (detailed definitions will be given later in Section 2.3): time limit: time by which agent A suc(j,q) needs another lot for the next step of the task T j q .
request rate: rate at which agent A suc(j,q) needs the lots for the next step of the task T j q , starting at time limit.
criticality: criticality of the agent A suc(j,q) .
In addition to the requirement information from succeeding agents, for each task T j q ∈ T j , an agent Aj is assumed to have local information such as the demand rate, its current WIP and the total number of lots it has already produced.
Agent Aj uses the requirement information from its succeeding agents for choosing the next lot to process (i.e. dispatching) when any machine of the agent Aj becomes free. Algorithm 1 describes the dispatching algorithm for the agent Aj. It returns a task with the earliest time limit whose dispatching will not delay a task of any higher criticality beyond its time limit. In algorithms of the paper, im[ ].tl, im[ ].rr and im[ ].cr respectively denote requirement information of time limit, request rate and criticality for the corresponding tasks in the incoming messages of the agent. In addition, tasks mutually overlap when an intersection exists in their processing periods (i.e., from current time to current time + its process time). 
Message Passing
Dispatching of agents in CABS is decided solely on requirements from succeeding agents. Hence, information in the requirement is a key to coordination among agents.
An agent tries to meet the requirements of succeeding agents for all of its tasks. Aside from meeting those requirements , the critical agents must also minimize their workload deficit at all times for satisfying the demand rates of jobs. For example, Aj 's workload of a single lot of task T j q is the time required to process it (i.e., pt j q ). Each agent has aggregated workloads of all of its tasks based on the demand rates of jobs. The difference between the workloads and the total processing time of the tasks that have already been processed is the current workload deficit of an agent. An agent can recover its workload deficit by processing more lots of any task than the corresponding demand rate. The time needed to recover the deficit depends on the amount of deficit and surplus capacity available to the agent. Algorithm 2 calculates an agent's criticality as a ratio of its workload deficit and available surplus capacity. In CABS, an agent with a large criticality is considered a bottleneck agent. Dynamic change of an agent's criticality represents wandering of bottlenecks.
To maintain a continuous lot flow of a task T j i to A suc(j,i) at the requested rate im [i] .rr, the agent requires an incom- ing lot flow at the same rate from the corresponding preceding agent A pre(j,i) . However, the agent itself might be critical and need the jobs earlier and at a higher rate in order to recover its workload deficit. The agent requires jobs immediately and at the maximum rate at which it can process to recover the deficit rapidly. Based on the requirement from succeeding agent and its current workload deficit, the agent generates a consolidated outgoing requirement for its preceding agent. Algorithm 3 describes the calculation of outgoing requirement messages by agent Aj. For each T .cr) is generated and sent to the preceding agent A pre(j,i) .
The agents use criticality of incoming requirements to identify the location of current bottlenecks in the system. If criticality of A suc(j,i) is higher than that of Aj, it means that A suc(j,i) is more likely to be a bottleneck in the system. Aj acts to recover the deficit of A suc(j,i) and generates the outgoing requirements based on the incoming requirements from A suc(j,i) . The agent postpones time limit in the outgoing requirements to the time when the current WIP is emptied (i.e., t ftj ). This realizes lean manufacturing, which is intended to reduce the amount of WIP and shorten leadtimes. Request rate is truncated only when the requested value is greater than the maximum capacity of agent Aj.
The agent prioritizes recovering its workload deficit over satisfying the succeeding agent's requirement when agent Aj is more critical than A suc(j,i) . In order to recover its own deficit at the earliest, Aj sends the time when its own WIP is used up as time limit and its maximum production rate as request rate in requirements to its preceding agent. By sending high request rate and short time limit to all the preceding agents, the agent tries to expedite the production of all the available jobs for recovering the workload deficit caused by delayed jobs.
As for criticality, agent Aj intends to pass the highest criticality along the process route by choosing a higher value of itself and its succeeding agent. This enables the preceding agents to identify a location of a current bottleneck in the system along the process routes. When an agent is in failure, it cannot process any job. Therefore, the agent during the failure period stops requesting jobs to its preceding agents by sending the requirements accordingly (i.e., setting time limit as ∞ and request rate as zero). Criticality of the failed agent is set to zero so that preceding agents can avoid responding to the requests from the failed agent.
BEHAVIORS OF CABS
In this section, we explain the behavior of CABS using a simplified scenario of a single failure. A simulation system is developed to model a manufacturing process with agents to test the proposed algorithms in CABS. The system is built using SPADES [19] middleware 2 , which is an agent-based discrete event simulation environment. It provides libraries and APIs to build agents that interact with the world by sending and receiving time-based events.
We have used the manufacturing process described in Section 1.1 for our experiments, in which the total process time for P roduct1 is 4, 423 min (73.7 h) and forP roduct2, it is 1, 097 min (18.3 h). In the simulations, we induced failures on the workstations. We compared the performances of CABS to those of a conventional manufacturing control method: CONWIP with the earliest due date first (EDD) dispatching rule. CONWIP attempts to maintain a constant level of WIP throughout a manufacturing system by introducing a new task into the system only after a processed task has left the system. Since CONWIP is more flexible than JIT, it is more tolerant against instability of systems.
Single Failure Scenario
In this simplified scenario, a single failure occurs at time 40,722 and recovers at time 48,383 on an agent that is producing only P roduct1. The behaviors of CABS and CON-WIP are shown in Figures 3 -5 and Figures 6 -8 in terms of finished product inventory, production rate and WIP levels respectively. The failure duration is shown by the vertical dashed lines in graphs.
We first explain the behavior of CABS in detail. During the failure, the flow of P roduct1 is stopped after the failed agent and its production starts to drop (shown as a concaved line in Figure 3 ). Due to unavailability of P roduct1, the succeeding agents to the failed agent begin to starve, and their workload deficit increases. Consequently, as explained in Algorithm 2, criticality of those agents increases during the failure. Among the succeeding agents, some agents are processing both P roduct1 and P roduct2. In order to compensate for the shortage of P roduct1, these agents start to request P roduct2 early at their maximum rate (see Algorithm 3: lines 10 -11). This behavior of agents increases the production rate and finished inventory of P roduct2 during the failure (see rising P roduct2 lines in Figure 3 and Figure 4) .
In order to recover workload deficits, the agents pull both P roduct1 and P roduct2 at high rates during the failure. But due to the failure, P roduct1 cannot be processed and its WIP is accumulated as shown in Figure 5 . When the failure is recovered, the agents increase production rate of P roduct1 by utilizing the extra WIP accumulated during the failure (see rising of P roduct1 lines after the failure recovery in Figure 4 and Figure 3) . The production rate of P roduct2 is reduced after the recovery to bring the finished inventory of both the products to the desired demand level by time 70,000 (see Figure 4 and Figure 3 ). This is achieved by the dispatching rule shown in Algorithm 1, which exploits time limit information of different kinds of tasks to pick the next task for processing. Since P roduct2 is produced in excess during the failure, time limit in the requirement from sink-agent of P roduct2 rises during the failure. Time limit of P roduct1 remains low because of its deficit from the demanded production.
Thus, by using the coordination mechanism of CABS, the agents are able to maintain their utilization during failures by processing alternative tasks. This enables them to recover throughput of failed tasks quickly by producing more of them after the resolution of failures.
CONWIP, on the other hand, does not handle failures with a special care. It continues production of P roduct2 at the same demand rate during the failure (see Figure 7) . Thus, due to the suspension of the flow of P roduct1, the bottleneck agents suffer an irrecoverable capacity loss and the system is not able to recover the production shortage incurred during the failure. The failure adversely affects production of P roduct2 as well. Since CONWIP using EDD dispatching rule tries to balance the deficit of both products, the finished inventory of P roduct2 also drops after the resolution of failure (see Figure 6 ).
EMPIRICAL VALIDATION
In the experiments, using the same semiconductor fabrication problem as in Section 1.1, we compare the performance of CABS and CONWIP when there are continual failures at all agents in the system.
To evaluate performance of CABS and CONWIP, we use leadtime to achieve a certain level of throughput. In queueing theory, Little's Law [16] states that the expected WIP equals the average leadtime multiplied by the average throughput. Therefore, with a fixed throughput, reducing a leadtime requires WIP to be reduced. However, with a variable and unpredictable manufacturing environment, reducing WIP tends to decrease throughput by cutting back job stocks of machines so that machine downtimes have a high probability of forcing an idle time of machines due to lack of jobs to process. The system should strike a suitable balance between leadtime (or WIP) and throughput in the face of failures. Hence, the system that requires less leadtime to achieve the same throughput is considered more efficient and robust against failures.
To integrate system's performance on multiple types of products with different manufacturing processes, we calculate the aggregated processing time of all the products as P i P rocess T imeiT hroughputi for representing overall throughput of the system and calculate the aggregated leadtime as P i LeadtimeiT hroughputi for representing overall leadtime of the system.
Experimental Results
We compare performance of CABS and CONWIP under three different conditions: (1) no failure, (2) unbiased failures and (3) In each experiment, we compare performance of CABS and CONWIP with more than ten demand rates in which utilization of a bottleneck agent ranges from 72% to 92%. Since the optimal WIP level for CONWIP is decided only through trials and errors, we have conducted a series of simulations for setting the optimal WIP for CONWIP in each demand rate of the experiments. CABS determines its WIP level autonomously without any input from users.
No failure case: Figure 9 shows the aggregated processing times and the aggregated leadtimes with different demand rates when there is no failure during operations. This graph shows that in case of no failure, performance of CABS is as good as CONWIP that is widely accepted in the industry.
Unbiased failure case:
In these experiments, failures occur at all the agents uniformly based on the same exponential distribution with MTBF value as 30,000 and MTTR value as 1,000. Figure 10 shows the results in case of unbiased failures. In this case, since failures occur on all the agents similarly, CABS cannot fully exploit its flexibility of controlling flows of tasks to increase production of the unaffected products during failures. However, in comparison with CONWIP, CABS achieves higher throughputs with shorter leadtimes in the region of high demands. To be noted is that both CABS and CONWIP fail to achieve the desired demands due to effects of failures.
Biased failure case:
In these experiments, one agent that processes only P roduct1 makes infrequent but big failures with MTBF as 22,000 and MTTR as 6,000 and the other agents make frequent but small failures with MTBF as 9,000 and MTTR as 50. We assume the biased failures are favorable to CABS since they allow CABS to take advantage of its sophisticated coordination explained in Section 3.1. Figure 11 shows the results in case of biased failures. Since most of the failures in this case are small, both CABS and CON-WIP succeed to achieve the desired demands. But CONWIP, in the region of high demands, requires a large amount of WIP to maintain utilization of bottleneck agents and thus results in long leadtimes. CABS, on the other hand, can control flows of the products to maintain utilization of bottleneck agents with only temporal adjustments of WIP. Hence, leadtimes of CABS is much shorter than those of CONWIP when desired demands are high. These results validate that the coordination mechanism of CABS explained in Section 3.1 works appropriately in more complex situations.
CONCLUSION
In this paper, we investigated coordination techniques for maintaining desired throughput of a complex agent network system in the face of failures. The proposed system, CABS, coordinates the action of agents through a message-passing mechanism that is similar to other token-based coordination methods. By passing and utilizing the information of criticalities and job requirements of downstream agents, CABS can sustain high throughput by preventing starvation of wandering bottleneck agents and, simultaneously, achieve short leadtimes by reducing the amount of inventories in the system. In experiments using data of a semiconductor fabrication process, we have validated that CABS can achieve a better tradeoff between throughput and leadtime than a conventional manufacturing control method CONWIP. We believe that the mechanism of CABS is suitable not only for manufacturing, but also for other network systems.
In the current implementation of CABS, time limit in the requirement can be raised as it propagates through the upstream agents, but request rate parameter is not reduced from the amount of workload deficit of the bottleneck. Therefore, all the preceding agents continue to pull extra WIP in order to produce at the higher rate requested by the bottleneck. This behavior leaves undesired WIP at the preceding agents when the workload deficit of the bottleneck is resolved. Since the small deficits of the bottleneck can be recovered by expediting local WIP of its neighboring agents, we plan to add and use the amount of deficit information in the requirements. By using this amount information, CABS makes only limited number of preceding agents to accelerate the processing of jobs required by the bottleneck, and succeeds to reduce the surplus WIP.
