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Resumen 
 
El presente trabajo propone una nueva metodología 
para el diseño y desarrollo de modelos híbridos 
incrementales. Este tipo de modelos se obtiene de 
aplicar un proceso iterativo en el que se combina la 
obtención de un modelo global con la obtención de 
un modelo local. De este modo se aprovechan las 
funcionalidades subyacentes y complementarias de 
ambas técnicas. Así, el modelo global recoge las 
relaciones generales entre las variables de entrada y 
la de salida, y el modelo local se centra en capturar 
las relaciones entrada-salida particulares y 
específicas, aumentando el comportamiento general 
obtenido en el primer paso. Para el diseño del 
modelo global se utilizará la técnica de regresión de 
mínimos cuadrados, mientras que el algoritmo de 
agrupamiento borroso Fuzzy k-Nearest Neighbors 
será el utilizado para formar el modelo local. Para 
demostrar los beneficios de esta hibridación, en este 
trabajo se decide aplicar a dos problemas del mundo 
del mecanizado. 
 
Palabras Clave: Modelo híbrido, modelo global, 
modelo local, Fuzzy k-nearest neighbors (F-kNN), 
procesos de mecanizado. 
 
 
 
1 INTRODUCCIÓN 
 
En la actualidad se han producido grandes progresos 
en las técnicas y métodos para el modelado de 
sistemas complejos y de gran escala. Sólo a través de 
un modelo o una representación similar se puede 
llegar a comprender, evaluar, controlar y optimizar 
de forma efectiva un sistema. La tarea de modelado 
de un proceso consiste en obtener una representación 
del comportamiento del mismo por medio de 
representaciones matemáticas (ecuaciones 
diferenciales, ecuaciones integrales, etc.). La 
complejidad y no linealidad de algunos procesos, 
convierten a la tarea del modelado por medio de 
técnicas clásicas en una labor difícil y costosa [1, 2]. 
 
En general, uno de los principales inconvenientes a la 
hora de modelar un sistema es que se necesita saber 
previamente la estructura del modelo (modelo 
paramétrico) antes de realizar cualquier 
aproximación. Desafortunadamente, en la mayoría de 
los problemas reales, la definición de la estructura o 
forma funcional del modelo no es un problema que 
pueda ser fácilmente resuelto y, cualquier decisión a 
este respecto, podría influir muy subjetivamente en la 
naturaleza del problema. Las redes neuronales 
artificiales y la Lógica Borrosa han mostrado 
excelentes prestaciones en el modelado y control de 
procesos complejos [3-6]. Por otra parte, los sistemas 
neuroborrosos reúnen las ventajas de ambas técnicas 
en modelado y control [7, 8]. Sin embargo, en la 
actualidad existe un gran interés en el estudio y uso 
de técnicas no paramétricas o de modelo libre [9]. 
 
De entre los distintos métodos de modelo libre 
propuestos en la literatura, destacan los modelos 
incrementales propuestos por Pedrycz [10], donde el 
eje del diseño del modelo explota el principio de 
incrementalidad. Siguiendo este principio, cualquier 
modelo debe comenzar por su forma más genérica y 
por la forma más simple que uno pudiera imaginar. 
Sin embargo, no es necesario detener el diseño en 
este paso, ya que si es necesario, el modelo se refina 
(ajusta) de forma iterativa mediante la invocación de 
alguna técnica más refinada (y localizada) para 
modelar algunas regiones en particular del espacio de 
entrada. En este trabajo, se decide investigar en base 
a este principio, proponiendo el desarrollo de un 
modelo híbrido incremental. Como aparece en la 
literatura, el modelo básico o global tiene que ser lo 
más simple posible, por lo que las técnicas de 
regresión lineal se presentan como una solución 
viable, debido a que son fáciles de desarrollar. 
Después de construir el modelo básico, los modelos 
híbridos adicionales necesitan ser refinados con una 
contraparte incremental como, por ejemplo, el 
algoritmo de agrupamiento borroso Fuzzy k-Nearest 
Neighbors [11].  
 
Para mostrar los beneficios de esta técnica en el 
modelado, se aplica al campo de las tecnologías de 
fabricación ya que ocupan gran parte de los procesos 
industriales en todo el mundo. Entre todas las 
tecnologías, los procesos de mecanizado tienen una 
gran importancia ya que son claves en sectores tan 
relevantes como el aeronáutico, aeroespacial y del 
automóvil. Un proceso de mecanizado está 
compuesto por sub-procesos tales como taladrado 
(30%), torneado (20%), fresado (16%), roscado (15 
%), grabado (6%) y otra serie de procesos (13%). 
Estos procesos involucran maquinaria y materiales 
muy costosos así como operadores expertos. De ahí 
que cualquier modelo que sea capaz de describir de 
forma eficiente los procesos físicos que tienen lugar 
en ellos, es esencial para la mejora y optimización de 
estos sistemas. Ciertamente la optimización de la 
productividad y la minimización de los fallos y los 
riesgos de rotura de máquinas y herramientas son 
tareas muy difíciles de llevar a cabo sin modelos.  
 
Por ejemplo, las características del torneado como 
proceso electromecánico complejo limitan el uso de 
las herramientas matemáticas clásicas para su 
modelado [8, 12]. Cuando las técnicas clásicas no 
son viables, no se dispone de un modelo matemático 
exacto o éste es muy complejo por el alto número de 
variables y parámetros que lo hacen 
computacionalmente ineficiente, las técnicas de 
modelado incremental pueden desempeñar un papel 
esencial. De este modo, se pueden superar algunas 
limitaciones relacionadas con el conocimiento exacto 
de las no linealidades del proceso y las dificultades 
relativas a la representación cuasi-lineal o lineal de 
un proceso no lineal. 
 
Este artículo está organizado en cuatro apartados. En 
el apartado 2 se hace una breve descripción del 
modelo incremental propuesto. En el apartado 3 se 
aplica el modelo propuesto al modelado de distintas 
problemáticas reales de los procesos de mecanizado. 
En esta sección el modelo propuesto se compara con 
varios modelos neuroborrosos conocidos en la 
literatura para contrastar resultados. Por último, en el 
apartado 4 se presentan las conclusiones. 
 
2 MODELO HÍBRIDO 
INCREMENTAL 
 
El modelado híbrido incremental pretende dar una 
aproximación al comportamiento de un sistema 
localmente no lineal. Para ello, esta estrategia hace 
uso de un modelo básico o global que captura el 
comportamiento general del sistema y le superpone 
un modelo local que captura el comportamiento local 
del mismo. La idea surge del concepto de modelo 
incremental propuesto por Pedrycz [10], el cual 
establece que un modelo incremental es aquel que 
“adopta en primer lugar la construcción de una 
regresión lineal como principio para la generación de 
un modelo global del sistema, perfeccionándolo 
posteriormente a través de una serie de reglas 
borrosas locales que capturen las restantes no 
linealidades más localizados del sistema”. 
 
En base a esta definición, Roh et al.  [13]deciden 
utilizar el algoritmo de agrupamiento borroso Fuzzy 
k-Nearest Neighbors como estrategia de suavizado 
local. La estrategia propuesta en el presente trabajo, 
toma como base la aproximación de Roh et al, 
incorporando una estrategia para la elección de los 
parámetros de ajuste más adecuados así como la 
incorporación de un procedimiento de normalización 
en el que se tiene en cuenta la similitud entre dos 
variables aleatorias multidimensionales a través de 
sus varianzas. 
 
A continuación se describen las distintas estrategias 
que componen el modelado híbrido incremental. 
 
2.1 MODELO GLOBAL 
 
Cuando no se dispone de un conocimiento previo del 
sistema a modelar, la utilización de modelos 
genéricos tales como regresiones lineales o 
polinomios de segundo orden son, en general, buenas 
opciones para representar el comportamiento global 
del sistema. No obstante, tal y como se indico 
anteriormente, un conocimiento previo del sistema a 
modelar podría permitirnos utilizar una función que 
se ajuste mejor a su comportamiento global. 
 
En nuestro caso en particular, se decide utilizar una 
estrategia genérica para la obtención del modelo 
global. Es decir, el modelo global del sistema a 
modelar se obtiene ajustando un polinomio de grado 
m mediante el algoritmo de mínimos cuadrados. La 
salida del modelo global tendría, por tanto, la 
siguiente expresión: 
 
ˆ ( ) ( , ( ))B i B i iy x f x t x  (1) 
 
siendo xi el i-ésimo punto de entrada y t(xi) el valor 
de salida del punto xi. 
 
El procedimiento para la obtención del modelo global 
consiste en calcular y almacenar los parámetros de la 
función a ajustar (en nuestro caso el polinomio). La 
evaluación del algoritmo en un punto objetivo q 
consiste en evaluar la función en el punto, con los 
parámetros obtenidos durante el entrenamiento. 
 
 
 
 
2.2 MODELO LOCAL 
 
El procedimiento elegido para la obtención del 
modelo local en el modelado híbrido incremental es 
la aproximación Fuzzy k-Nearest Neighbors (F-
kNN). F-kNN es la versión borrosa de kNN, que 
consiste en promediar el valor de los puntos más 
cercanos al punto objetivo. El algoritmo kNN asume, 
por tanto, que puntos cercanos tienen un valor 
similar. Para calcular la cercanía usaremos la norma 
euclídea, aunque utilizando la normalización que más 
adelante se describirá, veremos que equivale a 
utilizar otra norma. 
 
El aprendizaje de F-kNN es perezoso, por lo que en 
esta fase sólo necesitamos almacenar los datos 
conocidos (puntos de entrada y valores). A la hora de 
evaluar, a partir de un punto objetivo q, obtenemos el 
siguiente conjunto: 
 
 iN d D   (2) 
 
siendo D el conjunto de puntos de entrada para el 
algoritmo y di uno de los k vecinos más próximos a q.  
 
La similitud entre los puntos de N y q se calcula de la 
siguiente forma: 
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donde ni es el i-ésimo vecino del punto objetivo q, y 
p es el coeficiente de borrosidad. 
 
Podemos ahora calcular el valor del punto objetivo q 
utilizando la media de los valores objetivos de los 
puntos del conjunto N ponderada por la similitud S: 
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2.3 MODELO INCREMENTAL 
 
El modelo incremental se encarga de engranar los 
dos modelos descritos anteriormente. 
 
El entrenamiento del modelo básico consiste en 
realizar el entrenamiento de los modelos básico e 
incremental. Así pues, sea ˆ ( )By x  la función que 
evalúa el modelo básico. Entonces podemos calcular 
el error de la predicción del modelo básico de la 
siguiente forma: 
 
ˆ( ) ( ) ( )Bx t x y x    (5) 
 
Estos errores constituyen el conjunto D, entrada del 
modelo local de donde se calculan los vecinos de q 
utilizando (2), y son memorizados en su 
entrenamiento. 
 
La evaluación de un punto q por parte del modelo 
incremental se obtiene añadiendo a la salida del 
modelo básico el término compensatorio calculado 
por el modelo local siguiendo la ecuación (4), es 
decir: 
 
ˆˆ ˆ( ) ( ) ( )By q y q t q   (6) 
 
Habitualmente trabajamos con datos cuyas variables 
oscilan en rangos muy distintos. Esto hace que tanto 
el algoritmo global como local trabajen en 
condiciones extremas en las que pueden descartar 
alguna de las variables de entrada y sólo dar peso a la 
que tenga un dominio más amplio. Por ejemplo, en el 
modelo local, la selección de vecinos descartará las 
variables con rangos cortos, pues influyen poco en la 
norma. 
 
Para evitar este problema, podemos recurrir a la 
normalización de los datos. Si denotamos por jix  la 
variable j del punto de entrada i, podemos obtener los 
puntos normalizados de la siguiente forma: 
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donde ( )j  es la media de la variable j-ésima, ( )j  
es su desviación típica y n es el número de puntos de 
entrada. 
 
La Figura 1 y la Figura 2 resumen todos los pasos del 
algoritmo para la obtención del modelo incremental. 
Primeramente se realiza la parte del entrenamiento 
del modelo a partir de los datos objetivo (Figura 1), 
para posteriormente evaluar el modelo obtenido con 
los nuevos datos a considerar (Figura 2). 
 
Entrenamiento: 
 
1. Obtención de los parámetros de entrenamiento: 
(a) Parámetros del modelo global básico (el orden 
del polinomio m) 
(b) Parámetros del modelo local (k y p, aunque no 
son necesarios durante el entrenamiento) 
(c)  Datos de entrada y valores de salida (xi y t(xi)) 
 
2. Normalización de xi y t(xi) mediante (7) 
 
3. Entrenamiento del modelo global: 
(a) Cálculo de los coeficientes del polinomio 
 
4. Cálculo de los errores utilizando la ecuación (5) 
 
5. Entrenamiento del modelo local utilizando los errores: 
(a) Memorización de los datos de entrada y los 
errores correspondientes 
 
Figura 1: Pasos seguidos en el entrenamiento del 
modelo incremental 
 
Evaluación: 
 
1. Obtención de los puntos de evaluación 
 
2. Normalización de los puntos de evaluación con (7), 
pero con μ y σ del entrenamiento 
 
3. Evaluación del modelo básico en cada punto de 
evaluación 
 
4. Evaluación del modelo local en cada punto de 
evaluación con (4) 
 
5. Evaluación del modelo incremental en cada punto de 
evaluación con (6) 
 
6. Desnormalización de los datos usando la inversa de 
(7) 
 
Figura 2: Pasos seguidos en la evaluación del modelo 
incremental 
 
A la hora de implementar el algoritmo, se ha elegido 
C como lenguaje y todas las pruebas se han realizado 
sobre Linux 2.6. 
 
 
3 ESTUDIOS EXPERIMENTALES 
 
Para demostrar los beneficios de la utilización del 
modelado incremental, se ha decidido aplicar esta 
técnica al modelado de dos problemáticas del mundo 
del mecanizado. Se trata de dos casos industriales 
reales de vital importancia en el sector. El primero de 
ellos aborda el modelado del desgaste de herramienta 
en operaciones de torneado. El segundo problema a 
resolver es el modelado de la excentricidad en 
cabezales rotatorios, más concretamente, la 
estimación del desbalance del cabezal en tornos de 
alta precisión. 
 
En ambos casos el modelado incremental se compara 
con diversas técnicas del área de la Inteligencia 
Artificial utilizadas para la resolución de dichas 
problemáticas. A continuación se explican los 
procedimientos de obtención de los modelos y los 
resultados obtenidos. 
 
3.1 ESTUDIO DEL MODELO DE 
DESGASTE DE HERRAMIENTA 
 
El presente apartado trata la importante problemática 
del desgaste de la herramienta de corte en procesos 
de torneado. Para hacer frente a esta problemática se 
propone la obtención de un modelo incremental que 
sirva de base para una posterior monitorización del 
proceso de desgaste de herramienta en operaciones 
de torneado. 
 
El modelo propuesto (así como los modelos 
utilizados en el estudio comparativo) se creará a 
partir de una serie de datos entrada-salida. Se 
consideran como entradas al modelo el tiempo (t), la 
fuerza de corte (Fz), las vibraciones sufridas por la 
herramienta (aceleraciones) (at) y las señales de 
emisión acústica del proceso (AES). Como salida del 
modelo se tendrá el desgaste de la herramienta (Tw´, 
desgaste en el flanco). Tanto el conjunto de datos 
utilizado para crear los modelos, así como el resto de 
datos utilizados para validar los mismos se han 
obtenido de una plataforma experimental descrita en 
[12].  
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Figura 3: Plataforma experimental empleada en el 
modelado del desgaste de herramienta 
 
El esquema general de la plataforma experimental, 
con sus distintos elementos y sus respectivas 
posiciones, se muestra en la Figura 3. El propósito es 
que, para cada operación que se vaya a desarrollar en 
la máquina (torno), se almacenen las señales o datos 
de emisión acústica (número de pulsos), vibraciones 
sufridas por la herramienta (aceleración), fuerzas de 
corte, tiempo del proceso, así como la información 
del estado de la herramienta de corte (datos del 
desgaste de la herramienta). Para ello, la plataforma 
dispone de un dinamómetro, un acelerómetro y un 
sensor de emisión acústica. Además, se cuenta con 
un microscopio para la medición del desgaste y un 
PC para el procesamiento y almacenamiento de todas 
las señales. Lógicamente, todos los elementos de la 
plataforma experimental utilizan como base un torno. 
 
Los datos utilizados para crear el modelo incremental 
se han obtenido de operaciones de torneado sobre 
piezas de dos materiales distintos: hierro fundido 
(fundición gris FG15) y una aleación de acero (En 
24). De esta manera, se podrá poner a prueba la 
validez del modelo de desgaste para diferentes 
materiales. En las operaciones de torneado de ambos 
materiales, se ha utilizado una herramienta de 
plaquitas de metal duro sin recubrir CCMT 060204 
TTS de Widia. 
 
Para cada material se han llevado a cabo cuatro 
experimentos. Las condiciones de corte o parámetros 
del proceso son las mismas para ambos materiales. 
Se han utilizado dos velocidades de corte distintas: 
94 m/min y 188 m/min. Para cada velocidad de corte, 
se seleccionaron dos avances: 0,06 mm/rev y 0,08 
mm/rev. La profundidad de corte se mantuvo 
constante para todas las operaciones y en ambos 
materiales (0,7 mm). En total, se han llevado a cabo 
ocho experimentos. Se recuerda nuevamente que el 
desgaste de la herramienta, particularmente el 
desgaste del flanco, fue medido off-line a través de 
un microscopio. Cabe destacar también que en todas 
las operaciones llevadas a cabo en la plataforma 
experimental no se utilizaron fluidos de corte. 
 
Una vez obtenidos todos los datos de la plataforma 
experimental, se decide modelar el desgaste de la 
herramienta a través del modelado híbrido 
incremental. En primer lugar se determinan los 
parámetros óptimos (m,k,p) para el modelado de cada 
material resultando que para el FG15 (m,k,p)OPT = 
(2,1,1.2) y para el material En24 (m,k,p)OPT=(3,2,1.8). 
 
Para demostrar la exactitud y la validez del modelo 
es necesario establecer una cifra de mérito o índice 
de comportamiento. En esta ocasión se utilizará el 
error medio total (TAE – Total Average Error). El 
error medio total nos da idea del comportamiento del 
modelo a nivel general. Sin embargo, en ciertas 
ocasiones, interesa conocer el comportamiento local 
del modelo. Para ello se ha fijado como segunda cifra 
de mérito (medida de precisión) el número de datos 
que en cada experimento superan un error medio 
(individual) del 10 %. Se ha elegido este índice de 
comportamiento porque a nivel industrial 
(especialmente en el ámbito de la monitorización de 
procesos), son aceptables ciertos márgenes de error 
debido a los ruidos existentes en las señales y a cierta 
inexactitud de los sensores. En este sentido, todo 
error inferior al 10 % suele ser un valor más o menos 
aceptable (según casos), mientras que cuando se trata 
de errores superior al 10 %, es necesario tener más 
cuidado con dicha información. 
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donde Tw es el desgaste real de la herramienta 
(medido en microscopio), Tw´ es el desgaste obtenido 
a través del modelo y n es el número de datos de cada 
experimento. 
 
Para demostrar los beneficios del modelado híbrido 
incremental (MHI) se muestran los resultados de 
dicho modelo y con los resultados obtenidos por 
diversos modelos neuroborrosos utilizados para 
solventar la misma problemática. Para más detalles 
acerca de la obtención de los modelos neuroborrosos 
y los resultado obtenidos, se ruega consultar [7]. 
 
3.2 ESTUDIO DEL MODELO DE 
EXCENTRICIDAD DE CABEZALES 
ROTATORIOS 
 
Los procesos de mecanizado a nano-escala, presentan 
requerimientos de operación muy precisos o “ultra 
precisos”, lo que supone un gran desafío para 
investigadores e ingenieros al demandar el estudio de 
problemas y técnicas de “tecnologías extremas”. En 
este sentido, una de las múltiples problemáticas a 
resolver sería la compensación de la excentricidad de 
los cabezales de los tornos de ultra-precisión. La 
principal razón es que la excentricidad del cabezal 
afecta la precisión en el proceso y, por tanto, 
repercute en el acabado superficial. Antes de poder 
solucionar el problema (compensar la excentricidad), 
es necesario desarrollar modelos de estimación de la 
excentricidad en los dispositivos rotatorios del 
sistema de posicionamiento del proceso de nano-
fabricación, a partir del análisis frecuencial de las 
vibraciones en el sistema. 
 
A través de la utilización del método de detección de 
secuencias de armónicos (HSD) desarrollado en [8], 
se pueden desarrollar modelos que permitan llevar a 
cabo la monitorización eficiente e inteligente del 
estado de desequilibrio dinámico de masas de los 
elementos rotatorios del sistema de posicionamiento, 
permitiendo la toma de decisiones sobre acciones 
correctivas. 
 
 
 
Tabla 1: Errores de los modelos de desgaste de herramienta. 
Experimento 
Modelo 
ANFIS 
[6] 
Nºpuntos 
AE > 10% 
Modelo 
ANFIS 
[7] 
Nºpuntos 
AE > 10% 
Modelo 
TWNFI-i 
[7] 
Nºpuntos 
AE > 10% 
Modelo 
MHI 
Nºpuntos 
AE > 10% 
1 7.12 % 3 5.85 % 3 4.27 % 1 2.98 % 1 
2  40.40 % 4 41.79 % 2 5.04 % 3 3.73 % 2 
3 3.46 % 1 1.89 % 1 2.55 % 3 2.07 % 1 
4 1.97 % 0 1.65 % 0 5.71 % 0 1.12 % 0 
(Total FG15) 13.24 % 8 12.79 % 6 4.39 % 7 2.48 % 4 
 
Experimento 
Modelo 
ANFIS 
[6] 
Nºpuntos 
AE > 10% 
Modelo 
ANFIS 
[7] 
Nºpuntos 
AE > 10% 
Modelo 
TWNFI-i 
[7] 
Nºpuntos 
AE > 10% 
Modelo 
MHI 
Nºpuntos 
AE > 10% 
5 3.20 % 1 6.19 % 1 4.62 % 2 4.78 % 1 
6  3.99 % 2 3.42 % 2 5.70 % 1 1.23 % 0 
7 10.06 % 2 8.30 % 3 2.00 % 0 7.41 % 2 
8 10.50 % 3 3.93 % 1 6.50 % 3 1.36 % 1 
(Total En24) 6.94 % 8 5.46 % 7 4.71 % 6 3.69 % 4 
 
Para el desarrollo de estos modelos se ha realizado un 
estudio de las vibraciones en el eje X del cabezal de 
un torno de ultra precisión, empleando para ello la 
plataforma experimental descrita en [8]. Se realizaron 
mediciones de vibración para velocidades de giro 
entre 1000 y 5000 RPM, 4 niveles diferentes de 
desequilibrio del cabezal y varias repeticiones de 
cada experimento. 
 
El modelo a desarrollar cuenta con 3 entradas: el 
número total de armónicos (PA), la potencia relativa 
entre armónicos (PRA) y la velocidad de giro (SS). 
Como salida del modelo se encontraría el estado del 
desequilibrio definido entre 0 y 1. 
 
A partir del conjunto de datos procedente de la 
plataforma experimental, se elaboró un modelo 
híbrido incremental con parámetros óptimos de 
modelo (m,k,p)OPT = (1,1,1.8), dando como resultado 
un Error Medio del 3.69%. De los resultados 
obtenidos se puede concluir que es posible, a partir 
de los datos obtenidos del análisis espectral de las 
vibraciones, estimar directamente la excentricidad 
producida en el eje del cabezal. 
 
Para contrastar los resultados del modelo obtenido, se 
han comparado los resultados del modelo híbrido 
incremental con un modelo neuroborrosos tipo 
ANFIS reportado en [14]. Las Figuras 4 y 5 ilustran 
los errores de ambos modelos. 
 
Lo cierto es que si se mira únicamente el valor del 
error, la mejoría entre el modelo híbrido incremental 
y el modelo ANFIS no fue significativa. Sin 
embargo, si nos detenemos a observar el error 
individual de cada dato, en el modelado híbrido 
incremental el 50% de la estimación se realizó con un 
AAE<10% (37% en otros modelos analizados). 
 
 
Figura 4:  
 
 
Figura 5:  
 
4 CONCLUSIONES 
 
Diseño e implementación de un algoritmo para el 
modelado híbrido. La normalización puede ser 
relevante dependiendo de la naturaleza del problema. 
Los mejores resultados se obtuvieron con las 
variables normalizadas en el caso 1 y con las 
variables sin normalizar en el caso 2. 
 
La determinación de los parámetros óptimos (orden, 
vecinos, coeficiente de borrosidad) mostró que con 
pocos vecinos y con un orden bajo es posible obtener 
modelos computacionalmente eficientes. La 
aplicación (dos casos reales) mostró una mejoría en 
los índices de comportamiento. En el caso real 1 la 
mejoría en algunos casos llegó a ser 5x. 
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