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Methoden zur Bestimmung von Reprokernen 
ULRICH TIPPENHAUFK 
Methods to determine repr-educing kernels. The explicit representation of 
continuous linear functionals on a Hilbert space by reprokernels is significant 
for interpolation and approximation. Starting with the kernels theorem, due to 
Schwartz, WC develop methods to determine reprokernels for the Sobolev spaces 
W,lC(WQ) ifa C [w’, and for some subspaces of W’,“(Q) if R C Rjt. Then VVL‘ determine 
reprokernels for tensor products of Hilbert spaces. In addition to this we consider 
three types of limits of reprokernels. 
Die explizite Darstellung von stetigen linearen Funktionalen auf Untcr- 
hilbertraumen I’ von BP- d.h. Pi: Hilb(R”) ist besonders im Bereich der 
Interpolations - und Approximationstheorie van Bedeutung. Wie in den 
Arbeiten [IO, I I] dargelegt wird, ist diese Darstellung mit I-eproduziel-cndell 
Kernen - kurz Reprokerne genannt-stets moglich. 
So lassen sich damit Spline-Funktionen ZLI beliebigen stetigen linearen 
Funktionalen in den entsprechenden Grundraumen bestimmen: man ver- 
gleiche hierzu [2, 3, IO]. In der Arbeit [I41 werden mit Hilfe der Reprokerne 
Verfahren zur approximativen Liisung von gewohnlichen Ditfercntial-. 
Integral-, und lntegrodifferentialgleichungen entwickelt. Alle diese Falle 
beschranken sich auf Funktionen in ciner Ver%nderlichen. 
UIN die Methode der Spline-Interpolation oder die erwahnten Approxi- 
mationsverfahren bei Funktionen in mehreren Verlnderlichen anwenden 
zu kdnnen, ist zunachst eine Fortftihrung und Verallgemeinerung der in [IO] 
entwickelten Methode zur Hestimmung von Reprokernen sinnvoll. 
So wird im zweiten Abschnitt ein Zusammenhang zwischen dem Thdoremc 
des Noyaux und Reprokernen ZLI 1’~ Hilb(&P) mit r/(B) iI-+ I’ c F P’(Q) 
hergestellt. Es stellt sich heraus, da8 bestimmte Kerndistributionen van 
Reprokernen reprasentiert werden. 
lm 3. Abschnitt werden damit die Reprokerne zu den Sobolevr%umen 
I?“2L(Q) bestimmt, wobei LQ C W ein ofrenes bcschrGnktcs Interval1 i\t. Es 
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werden liquivalente Skalarprodukte auf WZrc(!Z) eingefiihrt und die Repro- 
kerne beziiglich dieser Hilbertschen Strukturen angegeben. 
Im 4. Abschnitt werden die Reprokerne zu W,l;(sZ) im Rahmen der Theorie 
der elliptischen Randwertprobleme [I, 4, 61 untersucht, wobei Q C W offen, 
beschrlinkt und zusammenh?ingend sowie k > n/2 ist. Mit den Resultaten 
des zweiten Abschnittes lassen sich die Reprokerne zu abgeschlossenen 
UnterrBumen von WZk(sZ) angeben, welche von bestimmten Randoperatoren 
abhgngen. 
Im 5. Abschnitt werden Tensorprodukte von Hilbertrgumen mit Repro- 
kernen gebildet; es stellt sich heraus, daD der Reprokern des topologischen 
Tensorproduktes gerade das Tensorprodukt der Reprokerne ist. Auf die 
Bedeutung dieser Methode wird in den Arbeiten [2, 5, 8, 91 hingewiesen. 
Im 6. Abschnitt werden Limiten von Reprokernen untersucht. Diese 
hgngen im ersten Fall von einer Folge von Skalarprodukten auf V E Hilb(W) 
ab. Im zweiten Fall hangen sie von einer Folge {Vi} C Hilb(W) und im 
dritten Fall von einer Folge Vi E Hilb(Wi) ab. Die abei erzielten Resultate 
lassen sich zusammen mit der Methode der finiten Elemente [7] bei der 
Ermittlung approximativer Lijsungen fiir partielle Differentialgleichungen 
anwenden. 
Herrn Prof. Dr. H. Brakhage danke ich sehr fiir zahlreiche Hinweise und 
Diskussionen zu dem Gegenstand dieser Arbeit. 
2. REPROKERNE UND DAS TH~OR~ME DES NOYAUX 
Es sei .Q eine offene Teilmenge des W. E = W sei der !&Vektorraum 
aller auf Q definierten reellwertigen Funktionen, welcher mit der Topologie 
der punktweisen Konvergenz versehen ist. Hilb(E) bezeichne die Menge aller 
Unterhilbertdume von W’, d.h. die Menge aller Untervektorraume Avon I&!“, 
welche eine Hilbertsche Struktur tragen, so daf3 die kanonische Tnjektion 
iv: V C-+ E stetig ist. Hilb(E) sei weiter wie in den Arbeiten [IO, 1 I] struk- 
turiert, also ein regulgrer strikter konvexer Kegel. 
S(Q) sei mit der kanonischen LF-Topologie versehen, g’(Q) mit der 
starken dualen Topologie. Nach dem The’orhme des Noyaux ist W(Q x .Q) 
kanonisch isomorph zu L(s(Q), W(Q), wobei L(g(Q), g’(Q)) mit der 
Topologie der beschrgnkten Konvergenz versehen ist; man vergleiche 
hierzu [12, 131. 
VORAUSSETZUNG 2.1. Es seien V E Hilb(E) und H ein Hilbertraum so, 
daJ mit stetigen kanonischen Injektionen gilt: 
9(Q) C+ V C--+ H r4 Q’(Q). 
Weiter sei V dicht in H und S(Q) dicht in H’. 
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Wird die isometrische lsomorphie zwischen V und P” mit A bezeichnet. 
so 18.Q sich A-*: V’ --+ V mit Hilfe des Reprokernes G zu C’explizit darstellen: 
es gilt nlmlich 
~.4-‘Y. tiT., .,,. C( . . x), Y. , J’ 
fiir alle Elemente Y’ t P”, M#obei 6, das Dirac-Mal3 in x E R und (’ .)l. das 
Skalarprodukt auf V bezeichnet. 
Es sei nun H’ der starke topologische Dual zu H und 
Dann gilt: 
,.4 ;r. 6, V.V’ J, G( .I’, .i-) /( ,I’) l&. (2.1) 
Beweis. Wir identifizieren H’ mit L2(Q): t’iir T, iii r 9(-r?) ergibt sich also 
Da 9(Q) dicht in L’(Q) liegt, gilt die Darstellung (2.1). 
Betrachtet man die Restriktion von A-l auf 9(-c), so ist 
A-‘: G(Q) -+ D(A) C--F V I--+ H (---, W(Q) 
eine stetige lineare Abbildung von Q(Q) in W(Q). Nach dem The’ordme des 
Noyaux existiert also eine eindeutig bestimmte Distribution K E CY(Q .: n) 
so. daR fiir alle Elemente 97, $J E ,9(-Q) gilt: 
\sl,(u), A~‘y(-~)-,(I)).~‘(S)) = \y(-4 40). K.. ‘) l!/, 9(r?xrl).c?‘m..Dl . (2.2) 
Wir erhalten also 
SATZ 2.1. Die Distribution K t Y(Q -0) irr (2.2) l<?rcl lion ciem Iicpro- 
prokem G z-u V repriisr~~ticvt. 
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Beweis. Seien q~, $ E .9(Q). Gem8 Lemma 2.2 ist 
(?/WY), A-‘qw?a(c2).~~m = ($(JQ: jn G(r, x) dt) dt)o(l’),a,(c>) 
=s 1 
G(x, y) (F(X) . #(J’) d.~ L/J; 
R us2 
also wird K von G reprasentiert. 
3. REPROKERNE zu V E Hilb(W), !Z C IW 
Im folgenden sei .J2 = (a, b) ein offenes beschranktes interval1 von iw. 
WZk(Q) bezeichne den Sobolevraum, d.h. den I&Vektorraum aller auf Q 
definierten reellwertigen Funktionen, deren Ableitungen bis einschlieglich 
der Ordnung k im distributionellen Sinne Elemente des Raumes L”(Q) sind. 
WZk(Q) wird-wie iiblich-mit dem Skalarprodukt 
versehen; tish. sei der Abschlul!, von B(Q) in WZk(Q). Fur k > 1 sind die 
Voraussetzungen zu dem Sobolevschen Einbettungssatz erfiillt. Also gilt 
W,“(Q) E Hilb(W). 
Es sei nun k E N beliebig, 1’ := mZk(J2n) und H = L2(Q); dann ist die 
Voraussetzung 2.1 erfiillt. Die isometrische Isomorphie A: I/ + V’ ist in 
diesem Fall 
Der Differentialoperator A ist stark elliptisch in !Z und formal selbstad- 
jungiert. Es existiert also ein Greenscher Operator 9’: H + V, welcher 
linear, stetig und injektiv ist; dartiberhinaus ist 9’ ein kompakter Operator. 
Somit ergibt sich 
SATZ 3.1. Die Greensche Funktion g zu dem Randwertproblem Au = h 
mit v E V und h E H ist der Reprokern zu V. 
Beweis. Sei h E H; dann gilt mit Lemma 2.1 und Lemma 2.2: 
(A-V?, S,) y. y, = f G( y, x) h(y) dy 
-n 
= <% ~Jv,.’ 
= \ gty, xl MY) dv; 
* 12 
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da nun H’ L”(Q) = H dicht in k” lie@, gilt fiir alle Elemente Y -;- C”: 
.A-‘-i(/, 6,. I’,,.’ = :g(.. x). -Y. 1.1 
Sei nun II E V beliebig. Dann ergibt sich: 
(‘~(I’. x) z/(.l’))r g(., -1-J. Au I’. I 
l/(.Y). 
Also ist g der Reprokern zu I> 
(3.1) 
+j*obei g dir Grwnschc Funk tion g:enu’iJ Sutz 3.1 rrnd e1 , . c31c eine Orthonortml- 
basis i/l Ker(A) ist. 
Bewvis. Es gilt W,“(fi) v ‘id Ker(A): da dim Ker(A) -= 2k ist. erhglt 
man (3.1). Vgl. [IO]. 
BEISPIEL 3. I. Sei k = I. Der Reprokern zu M,‘(Sd) ergibt sich somit aus 
der Greenschen Funktion !: zu dem Randwertproblem 
/‘Il. I‘ 1.” /I, /I c- L”(.Q). 
dfl) l?(b) 0: 
also 
ist. 
Da Ker(A) =- ,&, CT-” ist. erhglt man LU diesem Unterraum den 
Reprokern 
Nach Korollar 3. I ist also R(s, .v) g(s. ~1) K(s. .I.) der Reprokern zu 
WZl(sZ). Andererseits besitzt ,y die Darstellung 
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da das Eigenwertproblem AU = hu, u(a) = v(b) = 0 die Eigenwerte 
A, == 1 + (b4y)2 
und die Eigenfunktionen 
v,(x) = (&j”” sin (27~1 Ee) 
besitzt. 
Bemerkung 3.1. Zur allgemeinen Konstruktion der Reprokerne in den 
Sobolevraumen WzE(sZ) Ia& sich folgendes sagen: GemaiB Satz 3.1 ist zu 
festem Index k > 1 die Greensche Funktion g zu dem Randwertproblem 
Aa = h in fizk(52), h E L2(Q), der Reprokern zu f@2k(Q). Die Nullstellen 
des charakteristischen Polynoms und damit ein Fundamentalsystem von A 
lassen sich relativ einfach mit Hilfe der Kreisteilungsgleichung bestimmen. 
Es sei nun ein Differentialoperator vom Typ 
b-l 
T = DL + c ai Di, 
i=O 
ai E Co(Q), 0 < i < k - 1 (3.2) 
gegeben; -rP, ,..., zk seien stetige Linearformen auf V : = W2k(Q), welche 
linear unabhangig auf Ker(T) sind. Mit 
u: v3 u k+ CJV := ((v, g>,*,, )...) (v, s?,>,,,,y E R” 
wird durch 
((u I c)) := (Tu 1 Tv)p(n) t (Uu / UL.)g (3.3) 
auf V ein Skalarprodukt definiert, welches aquivalent zu (. 1 .)k ist; d.h. die 
von ((. / .)) und (. 1 s)~ induzierten Normen sind aquivalent. Im folgenden 
betrachten wir stets V mit dem Skalarprodukt (3.3). Wie in der Arbeit [lo] 
ausgefiihrt worden ist, ergibt sich in diesem Falle der Reprokern R = 
Kl i- K2 zu V aus 
m-T Y) = M-T t) I Y(Y, ~Nl2m (3.4) 
und K,(x, y) = &, e?(x) ei( y‘), wobei q die Greensche Funktion zu dem 
Anfangswertproblem 
TV :z= h, h E L2(Q), 
uv := 0, 
und e, ,..., e, die zu Yr ,..., Yk duale Basis in Ker(T) ist. 
BEISPIEL 3.2. Sei T = I +. D und (v, zIjI)v,V, = v(a). Beziiglich der 
durch 
((u I v)) = u(a) . v(a) + (u t 24’ / v + u’)P(~) 
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auf W,l(sl?) defmierten Hilbertschen Struktur ist 
R(.Y, .r) (’ ,,’ /I I<, i((C” i ‘,h 0 ,, ) (-y J)” 
((J.’ ” (,k ‘I .‘) [, (.\- .l.)“lI 
der Reprokern. 
Brmrrkutlg 3.2. Die von (3.3) induzierte Hilbertsche Struktur ist eine 
dem zugrundeliegenden Variationsproblem angepaOte Struktur. wie sie etwa 
im Zusammenhang mit Spline-Funktionen oder approximativen Liisungen 
von Differential-, Integral- und lntegro-Differentialgleichungen auftritt: 
man vergleiche hierzu [2. 3, 10, 141. 
Wir betrachten nun r B’,“(Q) mit den1 Skalarprodukt 
((u 1.)) (7-u Tz.)Lq!o) (G,Z/ F,z.)+ (l~,z/ l;.$)$ . (3.5) 
wobei 7‘ ein Differentialoperator vom Typ (3.2) --jedoch mit II, c- C’(Q), 
0 -:’ /’ I _ k ~- I . Cl,. durch 
L’,: I,,‘3 1’ f L’,r : (u(a), u’(a)..... l/‘L-)(a))t Ew 
und Ua durch 
u,: IF. 3 I’ -+ u,r : (u(b), u’(b) . .._. /P”(b))’ E lw 
definiert ist. Damit ist (3.5) aquivalent zu (. ,), 1st T* der formale adjun- 
gierte Differentialoperator zu T, so gilt 
wobei 17. der AbschluB von Q(n) in 1; bezuglich der von (3.5) induzierten 
Normtopologie ist. 
Dann ergibt sich mit Lemma 2.1 und Lemma 2.2 
Benvis. Analog zu dem Beweis des Satzes 3. I. 
Mit dem Korollar 3.1 erhalt man also den Reprokern R zu I,‘. 
Es seien nun yi die Greenschen Funktionen zu den Anfangswertproblemen 
Tr == i7, II E tyLg, 
Uir 7 0. i - I ~ 2. 
Das folgende Korollar stellt einen Zusammenhang zwischen der Greenschen 
Funktion g in Satz 3.2 und cl, dar: 
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KOROLLAR 3.2. Esgilt 
d-y, Y> = 1 qi(.x, f> qi(y, t> dr, i= 1,2. (3.6) 
n 
Beweis. Beztiglich (3.5) ist g(s, y) der Reprokern zu V. Auf den abge- 
schlossenen Unterraumen 
vj : == {u E v: up = 01, j = 1,2, 
entspricht die von (3.5) induzierte Hilbertsche Struktur 
((24 j C))j := (TU I TV)L’(Q) + (UjU I UiZ’)$ ) i #j 
einer Struktur vom Typ (3.3). Somit erhalten wir fur alle Funktionen u E V: 
u(x> =’ ((dY2 x, I 4Y>))j 
E (CKj(Y, x> / dY)>)j 9 
wobei gemal der Beziehung (3.4) gilt: 
g(Y, ~1 = S, qj(Y, 1) qAX> f> dtt, j= 1, 2. 
Bernerkung 3.3. Wird Q =. [w gewahlt und WZk(.Q) mit dem Skalar- 
produkt 
versehen, so ist W,l;(Q) E Hilb(lW”). Die isometrische Isomorphie A: 
w,yL?) = IQ(52) H W;“(Q) ist A = (1 - D2)“. Fur den Reprokern G zu 
WZk(Q) erhalt man 
G(x, y) q = P,,&x - y) e--~dc--yl, 
wobei Pzke2 ein Polynom vom Grade 2k - 2 ist. 
4. REPROKERNE zu V E Hilb([WQ), Q C [w” 
Es sei Q eine offene, beschrankte und zusammenhangende Teilmenge des 
[w”. $2 ist vom Typ %?, wenn der Rand 82 eine (n - 1)-dimensionale 
Cl-Mannigfaltigkeit ist; in diesem Fall schreiben wir L? E Vz. 
Sei i = (il ,..., i,) ein Multiindex 20, 1 i 1 : = Cz=, i,. und 
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1st k E PJ, so bezeichne W,i(J2) wieder den Sobolevraum iiber W. welcher mit 
dem Skalarprodukt 
(24 l.)/, : 1 (Dh DLl.)~‘,<)) (4.1) 
‘,’ i, 
versehen ist. Das Skalarprodukt 
ist zu (4.1) aquivalent. 
Fulls Q E K1 und k --. 1~2 ist, so .ritld die Voruusset~ungen zu dem Sobo- 
levschen Einbettungssatz erfiillt; es gilt dunn WZk(Q) E Hilb([W”). 
Im folgenden gelte stets Q E 59 und k y n/2. Der mit (4.1) assoziierte 
Differentialoperator 
A:- c (.l)l@i 
iil.:I, 
ist stark elliptisch in Q und formal selbstadjungiert. 
F(ir 0 -< ,j < k 1 sei Wl i i (;Q) mit der durch lokale Koordinaten 
definierten Sobolevschen Struktur versehen: vgl. [4, 61. Dann ist 
( J%‘~PjP~(X?))’ m=~ W;” +j+i(?Q). Weiter gilt die Beziehung: 
1, -I 
(u ~ v),, == (u AI’)~Q~) 1 (4.3) 
wobei yj durch 
definiert und ii/in die Ableitung in Richtung der nach “auDen” weisenden 
Normale ist: die Abbildungen S,: WT6(Q) mm> W, ” rii ‘(ZSZ) sind Differential- 
operatoren der Ordnung 2k ~ ,j I mit konstanten Koeffizienten. y, und S, 
sind stetig. Wir erhalten 
SAW 4.1. Die Greensche Funktion g 111 dem Rand~l~rrtprobl~~t?l AL /I mit 
v E V = mZ”(Q) und h E H == L”(Q) ist der Reprokern ZII V. 
Beweis. Sei y: WZL(Q) 3 21 + yzi : (y,,u ).... y/; *u) E JJ;::,’ w;-’ Yx2). 
Da nun Ker(y) =m= V ist, gilt fur alle Funktionen 11, 1’ E V nach (4.3): 
(11 r),; : (u Al.)&!) 
Andererseits ist A: V -* V’ die isometrische Isomorphie: somit besitzt 
A-l: H 4 D(A) _m (v E V: AC E H’ =~m HI die Darstellung 
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Da H’ dicht in V’ liegt ergibt sich mit Lemma 1 und Lemma 2 g = G, wobei 
G der Reprokern zu V ist. 
KOROLLAR 4.1. Der Reprokern zu WZk(Q) ist 
R(x, Y) = dx, .Y> + K(x, Y>, 
lvobei g die Greensche Funktion gem$ Satz 4.1 und K der Reprokern zu 
Ker(A) ist. 
Beweis. Da W,“(G) = V @ Ker(A) ist, gilt (4.4). 
Der Unterraum P : = {u E W,“(G): Sju = 0, 0 < j < k - l} C W,l;(fi) ist 
abgeschlossen; da Sip, = 0 fur alle y E B(Q) gilt, ist V = wZk(Qn> C 8. 
Folglich ist mit H = H’ = L2(Q) die Voraussetzung 2.1 erffillt. Also ergibt 
sich 
KATZ 4.2. Die Greensche Funktion 2 zu dem Randwertproblem Au = h 
mit v E P und h E H ist der Reprokern zu 8. 
Beweis. Fur alle Funktionen u, v E P ergibt sich nach (4.3) 
Wie im Beweis zu Satz 4.1 ist dann j der Reprokern zu 8. 
KOROLLAR 4.2. Sei VL das orthogonale Komplement zu V in P. Dann ist 
g(x, y) - g(x, y) der Reprokern zu VL, wobei g der Reprokern zu V ist. 
Beweis. Mitp= V@V-List~=g+(~-g),alsog”-gderReprokern 
zu I/-L. 
Bemerkung 4.1. Die Aussagen in den Satzen 4.1 und 4.2 lassen sich 
sofort auf den Fall iibertragen, wenn W2Jc(sZ) mit dem Skalarprodukt (4.2) 
versehen wird. Der damit assoziierte Differentialoperator ist 
A = 1 - 2 (--1)” D2i. 
li!=k 
Ebenso lassen sich die Reprokerne zu abgeschlossenen Unterraumen V mit 
PVZk(J2) C V C W2k(Q) bestimmen, welche durch allgemeinere als die 
erwahnten Randoperatoren yj und Sj charakterisiert werden. Man vergleiche 
etwa [1, 4, 61 hierzu. 
BEISPIEL 4.1. Es sei Q : = {(x1 , x2) E lR2: (xl2 + x~~)~P < I}. Auf ti2z(Q) 
ist 
(u I 2,) : = 1 (fYu I D%‘)L?(5)) (4.4) 
ii,=2 
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ein Skalarprodukt, welches zu (. .)2 in (4.1) aquivalent ist. Der Reprokern G 
zu l#‘2A(Q) ist nach Satz 4. I die Greensche Funktion zu dem Randwert- 
problem Au Et,, 2 D”lr /T mit I/ E WZz(Q) und h E L2(AQ). also: 
BEISPIEL 4.2. Seien (n. b) und (c, I/) ofl’ene beschrlnkte Intervalle von iJ?, 
Q : (N, h) (c, d) und 
Wird V mit dem Skalarprodukt (4.4) verseben, so iat f, ein abgeschlossener 
Unterraum mit IQ2”(Q) C I/C W,“(Q). Der Reprokern zu V ist die Greensche 
Funktion zu den1 Randwertproblem ,421 C ) 2 IYirf i? mit II - I’ und 
I? E L”(Q). Es ergibt sich fur den Reprokern 
wobei 
ist. 
Bemerkung 4.2. Es sei Q l-3” I, . (k, ,..., A,,) ein Multiindex mit 
ki > pi und 1,’ der iW-Vektorraum aller Funktionen II E L”(-(2). deren Ablei- 
tungen Dju im distributionellen Sinne Elemente des Raumes L2(0) sind. 
I/ werde mit dem Skalarprodukt 
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versehen; dann ist V E Hilb([WR) und die isometrische Isomorphie A: V ---f V’ 
Der Reprokern G zu V ist damit 
G((.Y, ,. .., s,), (y, ,..., Yn)) == fi Pi(xi - yj) * exp 
i=l 
wobei Pi Polynome vom Grade 2k, - 2 sind. 
5. REPROKERNE zu TENSORPRODUKTEN Vi 8 T/.?E Hilb((WRIXR2) 
Eine Mijglichkeit zur Losung mehrdimensionaler Probleme im Bereich 
der Interpolations- und Approximationstheorie besteht darin, durch Bildung 
von Tensorprodukten “geeignete Grundraume” zu finden, in denen sich 
bekannte Verfahren anwenden lassen. Man vergleiche etwa [2, 5, 8,9]. 
Wir betrachten im folgenden Tensorprodukte von separablen Hilbert- 
raumen, wie sie in [l, 91 untersucht werden. Es seien Sz, C [w% und Q, C [w% 
Teilmengen. Das algebraische Tensorprodukt V, @ V, der Unterhilbertraume 
Vi E Hilb(lJ@), i = 1,2, besitze eine topologische Vervollstandigung in 
Hilb( [w nlxnz): d.h. es existiert ein Unterhilbertraum V von IW%X% mit der 
Eigenschaft 
Vl @ v, = v. 
Die von V auf Vr @ V2 induzierte Pra-Hilbertraumstruktur entspricht also 
genau der urspriinglichen Struktur auf V, @ V, , welche von dem Skalar- 
produkt 
(4 0 u2 I 2'1 0 fJ2)V,@Vz := @I I dv, * (u, / ~2)Y, 
bestimmt wird. Seien Gi die Reprokerne zu Vi . Dann gilt 
SATZ 5.1. Der Reprokern G zu V = VI B V, ist G = G, @ G2 . 
Beweis. Sei u E V; da V, @ V2 dicht in V liegt, existiert stets eine Folge 
&J c Vl 0 v2 3 welche in der Normtopologie von V gegen ~1 konvergiert. 
Einerseits gilt nun 
u, = (G 8 G, I~,)Y,~v, = (Cl 4~. 
Andererseits ist 
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Bemerkung 5.1. Die von dem Skalarprodukt auf V, @ V2 induzierte 
Topologie liegt im allgemeinen echt zwischen der E- und der T-Topologie auf 
VI 6 v, . 
BEISPIEL 5.1. Es seien 8, und !2, offene und beschrankte lntervalle von E& 
Die Sobolevraume Vi : = W~$Qn,) seien mit aquivalenten Skalarprodukten 
vom Typ (3.3) versehen: 
Die Greenschen Funktionen zu den Randwertproblemen T,u -~~ /I, , o’,u 0 
mit hi E Lz(Qi) und II t Wi(Qni) seien gi ; weiter sei Ker(TJ : .xo11 ,.,., c’,,, 
W sei der lineare Raum aller Funktionen c E C”(B, :: Q,), welche folgende 
Darstellung besitzen : 
!, .: 
,2, (1’1, I.,!.)l.‘i!i,) Y (l(,!! I h?)L’(R, ;‘i,) 
ein Skalarprodukt definiert, bezuglich dcssen I+’ t Hilb(W1, %) ist. Wird nun 
das Tensorprodukt V, @ V2 durch 
F, ?< r*:l 3 (u, 1’) t--t I/ v c L”(Q, : a) 
definiert, so liegt b’I (;<I 1’, dicht in I+’ und die von W’ auf I., I+ I, induzierte 
Pra-Hilbertraumstruktur entspricht genau der urspriinglichen auf C; I’, 
W = V, ca C’., ist isometrisch isomorph zu LVI”Z L’(l2,)“:: Lys?,y 
L‘yQ, x B,). 
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BEISPIEL 5.2. Seien k = (k, ,..., k,) ein Multiindex mit ki > 4, Vi = 
W,“i(rW) die Sobolevraume in der Bemerkung 3.3 und I/ der Hilbertraum in 
der Bemerkung 4.2. Dann gilt 
wobei das Tensorprodukt BIsinn Vi durch 
definiert ist. G = n,“_, Gi ist-gemat Satz 5.1 -der Reprokern zu V. 
6. LIMII'EN VON REPROKERNEN 
I. Abhiingigkeit van Skalarprodukten 
Sei 9 eine beliebige nichtleere Menge und V E Hilb(W). (. 1 .)n sei eine 
Folge von Skalarprodukten auf V so, da13 gilt 
dabei seien c, C E aB unabhangig von n E N. Dann ergibt sich 
SATZ 6.1. Unter der Voraussetzung (6.1) gilt fiir ale y E 8: 
1it-n IICC., Y> - GA., v>ll~ = 0, (6.2) n-cc 
wobei G der Reprokern zu V und G, der Reprokern zu V, = (V, (. 
ist. 
I .>n) 
Beweis. Seien A: V + V’ und A,: V, ---f V,’ die isometrischen 
morphismen. Mit (6.1) erhalt man: 
Iso- 
lim { SUP l(u 1 (id - A-lA,) v)y I> = 0, 
n-tm ~‘ull”<l,;p&il 
also lim,,, II A - A, llL~v,v~) = 0. Da W1y, %>,,,, = <G(., Y), =%J,v 
und <A;lg, $A y ’ = <GA., Y>, J%,,.v,, fur alle Elemente 9 E V’ und 
y E Q gilt, ergibt ,‘ch (6.2). 
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II. AbhZingigkeit von V, E Hilb(PP) 
Es sei nun WE Hilb(LV); V und 16 , n E N, seien abgeschlossene Unter- 
raume von W, welche mit der induzierten Hilbertschen Struktur versehen 
werden. Die Folge der Unterraume V, konvergiert gegen V, falls 
j,‘“t { hl;, j 1’ ~- L/ ~ w; = 0. II E c . 
(6.3) 
I’ () (6 l,jbk’ 
,,-I I I, 
gilt. Wir erhalten also 
SATz 6.2. Unter dc>r- C’orausset~Lctrg (6.3) konrwgirrt die Folge &I~ 
Reprokerne G, zu C’, gegen deen Reprokctx G ,-II I’: d.11. ,fiir allc ~3 E Q gilt 
lim n .% ji CC., .rz) G,(,, .~,)i t+’ ~- 0. 
Bweis. Sei j’ E R. Dann ist 
f$; )(G, I G(., y)) w -- G(,, J,)i,,. =- 0. 
1st R, der Reprokern zu in;=, I:;,)“‘, so folgt 
‘,JT %fL I G,,(., ~1)~~ - (C : Cd.. ~*)h i+ 
-y lim G,,(.. js) -- (G ~ G,,( . . j.))rV’ rr q r 0. n ,’ 
Also ergibt sich insgesamt lim,, .,_ G,,(,, ~7) G(., J,) in I+‘. 
III. Abhiingigkeit vom D~f~nitionsbereicll 
Sei Q, eine Folge von Teilmengen der Menge Q so, dab Q m= (Jz==, .52, und 
Q, C Q,,,., gilt. V,, E Hilb(R”n) sei eine Folge von Unterhilbertraumen, fur 
die Fortsetzungsoperatoren F,, E L( V,! , V) existieren. Die Reprokerne zu C,, 
seien R, , der Reprokern zu VE Hilb(IW”) sei G. Weiter gelte 
I,iE rUEll(t; ) ii u - v iv! = 0, u E v. (6.4) 
” II 
Wir erhalten somit 
SATZ 6.3. Gilt F,d& l~h.~ z (F,,R, t;n~)~. fiir alle Ekemente I’ CT C’,& 
so ist fir alle y E Q 
;y ‘ICF, R,,)(., ~3) --- G(.. 1%) v 0. (6.5 
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Beweis. Sei G, der Reprokern zu F,(V,)V. Dann folgt aus (6.4) 
‘,‘E II GA,, Y) - CC., Y)IIv = 0 
fur alle y E Q. Weiter ist F,v = (F,R,s 1 F,~I)~ = (G, 1 F,v)” fur alle v E V, . 
Also gilt (6.5). 
Sei nun Sz, eine Folge von Teilmengen einer Menge Q, , so darj 
52 = r)r=l Q, und fin,,, C Q, gilt. Zu der Folge P’, E Hilb([W”n) gebe es 
Restriktionsoperatoren E, E L( I’, , V). Es gelte weiter 
lim ( inf I/ u -- I; i:Vj = 0, 
n+n veE,( V,) 
u E v, V E Hilb( LV). (6.6) 
In diesem Falle erhalten wir 
SATZ 6.4. Gilt E,(R, / v),% -:= (E,R, 1 E,p)” fiir alle Elemente v E V, , 
so ist fiir de y 6 Sz 
‘,+i II(LM~> .Y> - G(-, YNV = 0. (6.7) 
Beweis. Mit den Reprokernen G, zu E,(V,)’ ergibt sich E,v = 
(E,R, / E,v), = (G, / E,v). fur alle v E V, . Also folgt aus der Beziehung 
(6.6) sofort (6.7). 
BEISPIEL 6.1 (Abhangigkeit von Vi). Sei Q C [w” offen, beschrankt und 
zusammenhangend; es gelte: Q E +?2k und k > n/2. i;Q C i?sZ sei eine Folge 
offener Teilmengen so, daB &Q = uj”=, fiycj ?Sz, ist und 
v := la2y.n>, 
Vi werde mit der von wzk(L?) induzierten Hilbertschen Struktur versehen; 
dann gilt (6.3). Somit konvergiert die Folge der Reprokerne Gi zu Vi gegen 
den Reprokern G zu P’. 
BEISPIEL 6.2 (Abhangigkeit von L’J. Q C LP sei offen, beschrankt und 
zusammenhangend; sZi sei eine Folge offener und zusammenhangender 
Teilmengen von D so, daD 52 = uz=, sZi und Qi C Qi+, gilt. Weiter seien 
Q, sZi E %2R, k > n/2 und 
v : = ~&2), 
vj : = Lv2yai). 
64+1/4-7 
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Die Fortsetzungsoperatoren F-!: I,‘, + V werden definiert durch 
Dann gilt fiir alle i E N: F, ’ L~I ?,,‘) I. Weiter ist die Voraussetzung (6.4) 
erfiillt. Also konvergiert die Folpe der Reprokerne zu F,,(” ge_een den 
Reprokern zu V. 
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