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Abstrat: In this researh report, we reall briey how the diration-limited nature of
an optial mirosope's objetive, and the intrinsi noise an aet the observed images'
resolution. A blind deonvolution algorithm an restore the lost frequenies beyond the
diration limit. However, under other imaging onditions, the approximation of aberration-
free imaging, is not appliable, and the phase aberrations of the emerging wavefront from
a speimen immersion medium annot be ignored any more. We show that an objet's
loation and its original intensity distribution an be reovered by retrieving the refrated
wavefront's phase from the observed intensity images. We demonstrate this by retrieving
the point-spread funtion from an imaged mirosphere. The noise and the inuene of the
mirosphere size an be mitigated and sometimes ompletely removed from the observed
images by using a maximum a posteriori estimate. However, due to the inoherent nature
of the aquisition system, phase retrieval from the observed intensities will be possible only
if the phase is onstrained. We have used geometrial optis to model the phase of the
refrated wavefront, and tested the algorithm on some simulated images.
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al
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La fontion de ou sans invariane spatiale et son
estimation pour la mirosopie à uoresene.
Résumé : Dans la première partie de e rapport de reherhe, nous rappelons brièvement
omment la nature limitée de diration de l'objetif d'un mirosope optique, et le bruit
intrinsèque peuvent aeter la résolution d'une image observée. Un algorithme de déon-
volution aveugle a été proposé en vue de restaurer les fréquenes manquants au delà de
la limite de diration. Cependant, sous d'autres onditions, l'approximation du systéme
imageur l'imagerie sans aberration n'est plus valide et don les aberrations de la phase du
front d'onde émergeant d'un médium ne sont plus ignorées. Dans la deuxième partie de e
rapport de reherhe, nous montrons que la distribution d'intensité originelle et la loalisa-
tion d'un objet peuvent être retrouvées uniquement en obtenant de la phase du front d'onde
réfraté, à partir d'images d'intensité observées. Nous démontrons ela par obtention de la
fontion de ou a partir d'une mirosphère imagée. Le bruit et l'inuene de la taille de la
mirosphère peuvent être diminués et parfois omplètement supprimes des images observées
en utilisant un estimateur maximum a posteriori. Néanmoins, a ause de l'inohérene du
système d'aquisition, une réupération de phase a partir d'intensités observées n'est possi-
ble que si la restauration de la phase est ontrainte. Nous avons utilisé l'optique géométrique
pour modéliser la phase du front d'onde réfraté, et nous avons teste l'algorithme sur des
image simulées.
Mots-lés : mirosopie à uoresene, fontion de ou, déonvolution aveugle, aberration
sphérique, maximum a posteriori, maximum de vraisemblane, espérane-maximisation.
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1 Bakground
Fluoresent mirosopes [1, 2℄ use a highly foused laser spot to san biologial speimens
in three dimension (3D) and to obtain optial image setions of the volume of interest. The
speimen is treated with a dye suh as the green uoresent protein (GFP) and it uorese
on exitation by an inident laser beam. By hanging the objetive to fous at dierent
depths inside the speimen, and by olleting the emitted uoresene at eah plane, one
an visualize the ells, tissues and embryos in 3D. In Fig. 1, we see a simple shemati of
a onfoal laser sanning mirosope (CLSM) where the emission eld energy is olleted
by plaing a photomultiplier tube (PMT) at the position of the emission beam fous. The
dierene between the lassial uoresent mirosopes suh as wideeld mirosope (WFM)
is that in the CLSM a pinhole is added before the detetion stage. This pinhole restrits
the total amount of light olleted to the plane that is in fous (as shown by solid line
in the shemati; dotted line represents the out of fous planes). The major advantage of
Figure 1: Shemati of a CLSM. A) Laser, B) exitation lter, C) dihromati mirror, D)
objetive lens, E) in-fous plane of the speimen, F) pinhole aperture, G) photomultiplier
tube (PMT) (© Ariana-INRIA/I3S).
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using CLSM for imaging biologial speimens is that it images eiently those parts of the
speimen that lie in the foal region of the exitation light. The light from the layers outside
this region is greatly attenuated and does not ontribute signiantly to the nal output.
However, even under ideal onditions, the resolution of the observed objet is aeted by
the diration-limited nature of the optial system. This is beause when light from a point
soure passes through a small irular aperture, it does not produe a bright dot as an image,
but rather a diused irular dis known as Airy dis surrounded by muh fainter onentri
irular rings (see Fig. 2). This example of diration is of great importane beause many
Figure 2: An illustration of the diration pattern for a irular aperture (© Ariana-
INRIA/I3S).
optial instruments (inluding the human eye) have irular apertures. If this smearing of
the image of the point soure is larger than that produed by the aberrations of the system,
the imaging proess is said to be diration-limited, and that is the best resolution whih
an be physially obtained from that size of aperture.
In addition to blurring, the image measurement is orrupted by both intrinsi and ex-
trinsi noise soures. In digital mirosopy, the soure of noise is either the signal itself
(so-alled photon shot noise), or the digital imaging system. As imaging is made possible by
the onversion of light energy to photo-eletrons at the detetor element of the mirosope,
by traking the aumulated photon to eletron onversions (photo-eletrons) alone over
time, we an observe that it reveals an underlying Poisson distribution of events [3℄. Thus,
photon emission has the fundamental property of being stohasti with respet to time.
On the other hand, if an image is taken with no light provided to the detetor, the signal-
independent eletrons ollet and form a distribution haraterized by a mean value and a
standard deviation. It is for this reason that the signal dependent noise is haraterized by
a Poisson distribution while imaging system noise usually follows a Gaussian distribution.
INRIA
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1.1 Imaging Model
Let O(Ωs) = {o = (oxyz) : Ωs ⊂ N3 7→ R} denote all possible observable objets on the
disrete spatial domain Ωs = {(x, y, z) : 0 ≤ x ≤ Nx−1, 0 ≤ y ≤ Ny−1, 0 ≤ z ≤ Nz−1} and
h : Ωs 7→ R the mirosope point spread funtion (PSF). If {i(x) : x ∈ Ωs} (assumed to be
bounded and positive) denote the observed volume, then the observation an be expressed
as
i(x) = Np([h ∗ o](x) + b(x)) +Ng(x), x ∈ Ωs, (1)
where, Np(·) denotes voxel-wise noise funtion modeled as a Poissonian proess, Ng is the
detetor noise approximated by additive zero-mean Gaussian distribution (0, σ2g), and b :
Ωs 7→ R denotes the low-frequeny bakground signal aused by sattered photons and
auto-uoresene from the sample. Sine the PMT in a onfoal mirosope (like Zeiss LSM
510 used in our experiments) usually has either a 8-bit or 12-bit sampling, the intensity gray
levels are assumed to lie either between [0, 255] or between [0, 4095].
1.1.1 Bakground Fluoresene
In Eq. (1), we have assumed that the imaging system has been a priori alibrated so that
there is negligible oset in the detetor and that the illumination is uniform; that is no mis-
alignment in the illumination lamp. This assumption is justied in our ase as eluidated
by the following example.
Fig. 3(a) and (b) show the rst and the last slie of a real observed volume for a mi-
rosphere immersed in water. Fig. 3() and Fig. 3(d) show the estimated bakground bˆ(x)
obtained by morphologially opening the rst (Fig. 3(a)) and the last (Fig. 3(b)) slies using
a irular strutural element [4℄. The rst and the last slies were hosen beause they were
found to be free of the objet uoresene. We an see from the histograms that there is a
dominane of a single intensity value. Hene, the bakground is almost uniform and for our
model we an assume it to be a onstant. What we an also infer from the gures is that
there is a uniformity in the illumination and no alignment problems. The mean value of
the bakground signal from this estimation proedure was found to be about 3.13 intensity
level units (IU). Fig. 4(a) shows the histogram alulated for the slie in Fig. 3(b). In the
histogram shown in Fig. 4(b) for the bakground subtrated slie in Fig. 3(d), we notie
now that the dominant intensities are essentially zero due to the subtration. This shows
that this kind of proedure works well in estimating the bakground. Next, the overall
histogram of the image volume was smoothed and a Poisson distribution was t to the data.
The parameters of the distribution were estimated by using a maximum likelihood (ML)
algorithm. The empirial mean of the distribution was estimated to be between 3.9683 and
3.9702 IU with a 95% ondene. Sine the objet uoresene was sparsely populated,
we nd that there is not muh dierene between the overall distribution mean estimation
and the individual bakground estimated. This is valid in most of the images taken us-
ing a CLSM where the objet uoresene is sparsely distributed throughout the volume.
For more details on bakground estimation in uoresene mirosopy, the interested reader
might refer to the following paper [5℄ by Van Kempen.
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(a) (b)
() (d)
Figure 3: (a) The rst and (b) the last slies of an observed mirosphere image volume
having sparse objet uoresene and the orresponding estimated bakground uoresene
b(x) for () rst and (d) last slies (© Ariana-INRIA/I3S).
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(a) (b)
Figure 4: Histogram of (a) a slie in the original volume, and (b) the bakground subtrated
slie (© Ariana-INRIA/I3S).
For the simulations used in the rest of this researh report, a onstant bakground uo-
resene of intensity 10 was added to the blurred objet and this is illustrated in Fig. 5(b).
We an note the shift in axial position between the original objet in Fig. 5(a) and its
blurred version in Fig. 5(b). This axial shift will be further disussed in Subsetion 2.2.1.
It is important to notie that the radial enter for the objet and the observation remain
unhanged.
1.1.2 Noise
For a PMT operating in the photon-ounting mode, we an assume that there is no readout
or quantum noise, and the total photons deteted due to objet uoresene and various
other noise soures are Poisson distributed. Thus, the simulated data set i an be obtained
as a Poisson random variable with mean ([h ∗ o](x) + b(x)) and Eq. (1) an be rewritten in
terms of the observed photon ounts as
γi(x) = γ(Np([h ∗ o](x) + b(x))), x ∈ Ωs, (2)
RR n° 7157
6 Pankajakshan et al.
where γ ∈ R+ is the reiproal of the photon onversion fator, and γi(x) is the observed
photon number at the detetor. For uoresene mirosopy, γ is proportional to several
physial parameters, suh as the integration time and the quantum eieny of the detetor.
It is important to note that the linear shift invariant (LSI) approximation for the onvolution
operation in the model of Eq. (2) is not valid when handling spae varying PSFs. In this
ase, we will have to provide a new expression that is based on a new linear depth varying
(LDV) observation model.
Although the Poisson statistis provide a realisti noise model, in many appliations
additive Gaussian noise model is assumed to simplify the numerial omputation. However,
it is important to note that under low signal to noise ratio (SNR), the additive Gaussian noise
model provides a poorer desription of the uoresene mirosopy imaging than the Poisson
model. The high SNR ase an be addressed by employing the entral limit theorem (CLT)
for large numbers of measurement data, where the additive Gaussian noise model performs
satisfatorily. In Fig. 5(), the mirosphere of Fig. 5(a) is simulated as observed by a Zeiss
LSM 510 mirosope with a 40X oil immersion objetive lens of numerial aperture (NA)
1.3.
(a) (b) ()
Figure 5: Simulation of a (a) mirosphere objet, (b) the blurred observation showing the
bakground uoresene, () the blurred observation with the bakground uoresene and
Poisson noise with γ = 100 (© Ariana-INRIA/I3S).
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1.1.3 Simulating Band-Limited Objet
Sine we frequently use simulated data set for testing or omparing the performane of our
algorithm, it is neessary to numerially approximate a band-limited objet that ould be
used to represent a real objet that we are interested in imaging. The geometry of the objet
we wish to san here, namely the mirobead, is a sphere. Suh spheres serve well as a good
model for uoresene-oated beads.
These spheres an be generated from their analytial expressions in the frequeny domain
as [6℄
O(k) =
sin(2πR
√
k2x + k
2
y + k
2
z)− (2πR
√
k2x + k
2
y + k
2
z) cos(2πR
√
k2x + k
2
y + k
2
z)
π2(
√
k2x + k
2
y + k
2
z)
3
(3)
where R is the radius of the desired sphere, and the sampling in the frequeny domain is
arried out so that ∆kx = 1/Nx, ∆ky = 1/Ny, and ∆kz = ∆xy/(∆zNz). ∆xy and ∆z
are respetively the radial and the axial sampling in the image spae. To avoid Gibbs
phenomenon, the numerial approximation of O(kx, ky, kz) was multiplied by a ℓ∞ normal-
ized 3D Gaussian funtion with varianes (Nx, Ny, Nz)/(2π). Fig. 5(a) shows the simulated
sphere with manufature speied radius of 250nm. The objet intensity is assumed to lie
between [0, 200].
The simulation is performed as if the mirosphere images were aquire for a Zeiss LSM
510 mirosope equipped with an Argon ion sanning laser of wavelength 488nm. The emis-
sion Band Pass (BP) lters are BP 505− 530 for a Green Fluoresene Protein (GFP) type
staining.
1.2 Problem Statement
The uoresene distribution in an objet an be restored by deonvolution with the knowl-
edge of the PSF of the imaging system. It has been widely aepted in the literature that the
deonvolution performane of the Gaussian noise model is inferior to the physially orret
Poisson noise model. We thus justify the use of the model in Eq. (2). We observed that
theoretially alulated PSFs often lak the experimental or mirosope spei signatures,
while the empirially obtained images of mirospheres are either over sized or (and) too
noisy. Fig. 6 shows the axial intensity proles along a radial plane for a numerially alu-
lated PSF, a simulated objet blurred with the PSF and a simulated observation. As we
deal with live ells, often only a single observation of the volume is available for restoration.
This is beause, the very plant and animal ells that we wish to observe ould be irreversibly
damaged when exposed to high energy radiation for a long time. Photobleahing of the dye
is another reason for avoiding long exposures. The non-repeatability of the whole proess
makes it diult to restore the lost frequenies beyond the diration limits without any
onstraints on the objet or the PSF. In the rst phase of our work [7, 8, 9, 10℄, we proposed
a blind deonvolution algorithm that estimated the diration-limited PSF (under aberra-
tion free onditions) and alternatively iterated to restore the true objet uoresene. We
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Figure 6: Axial intensity proles of a alulated PSF, a blurred mirosphere and the observed
mirosphere. The intensities are saled and the peaks mathed for visual omparison (©
Ariana-INRIA/I3S).
minimized an energy funtion alternatively, rst with respet to the intensity of an imaged
objet and then with respet to the PSF of the mirosope. At eah iteration the estimated
objet intensity was regularized using a total variational potential funtion, and the PSF was
projeted onto a parametri spae. We projeted the estimated PSF on to a 3D Gaussian
model [11℄, and restored the lost frequenies beyond the diration limits by regularizing
the objet using a total variational (TV) term.
In most ases the degradation is often inuened only by the diration eet. How-
ever, if imaging into deeper setions of the speimen, spherial aberrations (SA) annot
be ignored. This is beause, the refrative index mismath between the speimen and the
immersion medium of the objetive lens beomes signiant [12℄. An additional dierene
in the path is introdued in the emerging wavefront of the light due to this dierene in the
index. The aim of this report is to derive a methodology for retrieving the true PSF of the
imaging system from the observed images of mirospheres in the presene of aberrations.
Heneforth, we shall address the images of mirospheres as experimental PSF. It is the usual
proedure to use this experimental PSF for deonvolving a separate set of speimen observa-
tion data. In [13℄, it was notied that an iterative nonlinear deonvolution algorithm when
applied is very sensitive to the amount of randomness in the experimental PSF. Moreover
an estimation proedure arried out on the observational data showed that the reovered
objets are signiantly improved by using a smoothed experimental PSF rather than using
the experimental PSF diretly. Similarly, for a deterministi algorithm tested on simulated
objets, the root mean squared error (RMSE) is signiantly smaller for the smoothed ex-
perimental PSF than using the non-smoothed one. An additional point that has not been
addressed before, whih we would like to point out, is that the mirospheres in suh a ase
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are too large to represent an ideal point soure. In ontrast, if the size of the beads are too
small, then the observation is plagued with noise problems as the bead is weakly uoresent.
We summarize the motivation for the researh in this report as follows
 experimentally obtained PSFs by imaging uoresent beads are low in ontrast and
highly noisy,
 they are large in size ompared to the atual PSF,
 the PSFs so onstruted annot be reused if the experimental onditions are varied,
and
 knowledge of the PSF of an imaging system helps in reovering the original intensity
distribution of an imaged objet by deonvolution.
1.3 Organization of this Researh Report
This researh report is organized as follows. In Setion 2, we retrae the salar diration
theory for nally introduing the Stokseth's [14℄ approximation for the diration-limited
analytial PSF expression. This model is extended in Subsetion 2.2 to also inlude aber-
rations. In Setion 3, we enlist the existing literature on the subjet of blind deonvolution
and we see why these methods annot be applied for solving the above problem. Drawing
inspiration from our earlier work on the subjet of blind deonvolution, we propose in Se-
tion 4 an approah of estimating the atual PSF from the observation data with Bayesian
framework. The dierene here is that we are more interested in estimating PSFs that vary
with the aquisition onditions; but with some knowledge of the objet. To test our hypoth-
esis, in Setion 5, we have shown some experiments performed on simulated data. Finally
we disuss the possibility of extending this work to retrieve the PSF diretly from observed
speimen data and nally we onlude in Setion 6.
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2 Analytial Point-Spread Funtion Model
In this setion we review some of the basis of the diration theory that will help us in
eventually deriving an analytial expression for the PSF. Although eletromagneti elds
are vetorial in nature, we have onsidered only the salar properties of light here. Our
reasons for ignoring the vetorial nature of light will be made lear in the disussion at the
end of this setion.
2.1 Review of the Salar Diration Theory
2.1.1 Maxwell and Helmholtz's Equations
In the absene of free harge, Maxwell's equations are [15℄
∇×E = −µm ∂
∂t
H, (4)
∇×H = ǫm ∂
∂t
E, (5)
∇ · ǫmE = 0, (6)
∇ · µmH = 0, (7)
where E(x, t) and H(x, t) are the orthogonally time-varying eletri and magneti elds
respetively (see Fig. 7). ∇×E gives the url(E) and ∇· ǫmE gives the div(ǫmE). µm is the
permeability and ǫm is the permittivity of the medium. If the medium is homogeneous, ǫ is
onstant throughout the region of propagation. The medium is said to be non-dispersive to
light if ǫ is independent of the wavelength λ of the light used. All media are non-magneti
hene the permeability of the medium is the same as that in vauum. The vetor wave
Figure 7: Light as an eletromagneti wave (© Ariana-INRIA/I3S).
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equation for any time-varying eld V(t) an thus be written as
∇2V(t)− n
2
c2
∂2
∂t2
V(t) = 0, (8)
where, ∇2 is the Laplaian operator, nm = (ǫm/ǫ0)1/2 is the refrative index of the medium,
and c = 1/(µ0ǫ0)
1/2
the speed of light in vauum. However, for non homogeneous medium,
the oupling between the eletri and magneti elds annot be rejeted and hene the
above equation has to be modied to inlude also the variation in the refrative index. At
the boundaries, oupling is introdued between the eletri and magneti elds and in their
individual omponents as well. The error is small provided that the boundary onditions
have eet over an area that is a small part of the area through whih a wave may be passing.
We dene a stritly monohromati time-harmoni salar eld by
U(x, t) = Ux(x) exp(−jωt). (9)
The above salar eld also satises Eq. (8), and hene the Helmholtz equation
(∇2 + k2)U = 0, (10)
where k = (2πnµ)/c = 2πn/λ is the wave number, and λ is the wavelength of the light
in free spae (λ = c/µ). If this eld has no evanesent omponent, it an be written as a
weighted sum of plane waves of the form
U(x) =
∫
k
A(k) exp(jk · x)dΩ, (11)
where k is a unit vetor that desribes the diretion of propagation of the plane waves.
2.1.2 Fundamentals of Vetor Calulus
Divergene Theorem The Divergene theorem or the Gauss' theorem is the higher di-
mensional form of the fundamental theorem of alulus.
Theorem 2.1. Let V be a simple solid region and S the boundary surfae of V , given with
the positive outward orientation n. Let V be a vetor eld whose omponent funtions have
ontinuous partial derivatives on an open region that ontains V . Then∫
V
(∇ ·V)dV =
∮
S
V · ndS. (12)
It relates the ux of a vetor eld through a surfae S to its behavior inside the surfae.
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Green's seond identity Green's identities are a set of vetor derivative/integral identi-
ties that an be useful in deriving the Fresnel-Kirho diration equations and the Debye
integral approximation. Sine we are only interested in the seond identity, it is stated as
follows.
If G and U are ontinuously dierentiable salar elds on V in R3, then∫
V
(G∇2U − U∇2G)dV =
∮
S
(G
∂
∂n
U − U ∂
∂n
G) · dS. (13)
Here, G(P ) is a salar eld as a funtion of position P , and ∂/∂n is the partial derivative
along the outward normal diretion (see Fig. 8) in the surfae element dS. It is straightfor-
ward to show that for the salar elds G and U satisfying the Helmholtz equation Eq. (10),
the left hand side of Green's seond identity Eq. (13) is zero.
Figure 8: Solid region depition for Green's identity and the divergene theorem (© Ariana-
INRIA/I3S).
2.1.3 Salar Diration Theory
We introdue below the diration theory for light propagation in a homogeneous medium.
The most important approximation here is the treatment of light as a salar phenomenon,
negleting the fundamentally vetorial nature of the eletromagneti elds. The salar theory
yields aurate results if two onditions are met:
1. the diration aperture Σ is very large in omparison to the wavelength of light λ, and
2. the dirating elds must not be observed too lose to the aperture r01 ≫ λ.
INRIA
Spae non-invariant PSF and its estimation in uoresene mirosopy. 13
For all mirosopes operating in the far-eld region, the above approximations are justied.
In Fig. 9, if P0 is the point of observation, for diration by an aperture Σ, the Kirho G
Figure 9: Diration by a planar sreen illuminated by a single spherial wave (© Ariana-
INRIA/I3S).
at an arbitrary point P1 that is a solution to Eq. (13) is
G(P1) =
exp(jk0ro1)
r01
. (14)
Here, r01 is the distane from the aperture Σ to the observation point P0, and k0 = 2π/λ is
the wave number in vauum.
∂
∂n
G(P1) = cos(n, r01)(jk0 − 1
r01
)
exp(jk0r01)
r01
, (15)
where, n is the outward normal to Σ, and cos(n, r01) is the osine of the angle between the
normal n and r01.
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Theorem 2.2. The integral theorem of Helmholtz Eq. (10) and the Kirho Eq. (14) give
the eld at any point P0 expressed in terms of the boundary values of the wave on any losed
surfae S surrounding that point. Aordingly
U(P0) =
1
4π
∮
S
exp(jk0r01)
r01
∂
∂n
U − U ∂
∂n
exp(jk0r01)
r01
dS. (16)
This represents the basi equation of salar diration theory.
Fresnel-Kirho Diration Formula
Theorem 2.3. If we assume that an aperture Σ is illuminated by a single spherial wave
originating from P2 and that r01 ≫ λ, r21 ≫ λ the disturbane at P0 with Kirho's
boundary onditions is [16℄
U(P0) =
A
jλ
∫
Σ
exp(jk0(r21 + r01))
r21r01
(cos(n, r01)− cos(n, r21)
2
)
dS. (17)
Proof. By theorem 2.2 and applying the Kirho's boundary onditions we get
U(P0) =
1
4π
∫
Σ
(G
∂
∂n
U − U ∂
∂n
G)dS. (18)
The fringing eets an be negleted if the dimension of the aperture is muh larger than
the wavelength λ of the light used. If k0 ≫ 1/r01, then Eq. (15) an be written as
∂
∂n
G(P1) ≈ jk0 cos(n, r01)exp(jk0r01)
r01
. (19)
Substituting Eq. (19) in Eq. (18), we get
U(P0) =
1
4π
∫
Σ
exp(jk0r01)
r01
( ∂
∂n
U − jk0U cos(n, r01)
)
dS. (20)
If we assume that the aperture is illuminated by a single spherial wave arising from P2,
then
U(P1) = A
exp(jk0r21)
r21
. (21)
Hene
U(P0) =
A
jλ
∫
Σ
exp(jk0(r21 + r01))
r21r01
(cos(n, r01)− cos(n, r21)
2
)
dS. (22)
INRIA
Spae non-invariant PSF and its estimation in uoresene mirosopy. 15
Remarks
(a) By the reiproity theorem of Helmholtz, the eet of plaing the point soure at P2 and
observing at P0 is equivalent to plaing the point-soure at P0 and observing at P2.
(b) The Fresnel-Kirho diration formula essentially onrms the Huygens priniple. The
eld at P0 arises from an innite number of titious seondary point soures loated within
the aperture itself. The seondary soures here ontain amplitudes and phases that are
related to the illumination wavefront, and the angles of illumination and observation.
() The Fresnel-Kirho diration approximation is similar to the Rayleigh-Sommereld
theory for small diration angles.
Debye approximation From the Kirho-Fresnel formulation, the Debye integral ap-
proximation for a irular aperture an be obtained as [15℄
U(P0) =
−j
λ
2pi∫
0
α∫
0
A(θi) exp(−jkiρ sin θi cos(φ− ψ)) exp(jkiz cos θi) sin θidθidφ, (23)
where α is the semi-aperture angle of the objetive, A is the apodization funtion, ki =
2πni/λ, and λ/ni is the wavelength in the medium of refrative index ni. For a lens with
a uniform aperture, the apodization funtion is radially symmetrial with respet to the
opti axis and an be represented by A(θi). The intensity projeted from an isotropially
illuminating point soure suh as a urophore, on a (at) pupil plane is bound to be energy
onservation onstraint. Therefore the amplitude as a funtion of θi in the pupil plane
should vary as (cos θi)
−1/2
and the energy as (cos θi)
−1
[6℄. Thus, A(θi) for the detetion is
given by
A(θi) = (cos θi)
− 1
2 , (24)
and for the illumination as
A(θi) = (cos θi)
1
2 . (25)
Eqs. (24) and (25) are known as the sine ondition and they guarantee that a small region
of the objet plane in the neighborhood of the opti axis is imaged sharply by a family of
rays whih an have any angular divergene. This onstitutes an aplanati imaging system
and it exhibits 2D transverse shift invariane.
Remarks The Debye approximation holds good only if
(a) r21 ≫ a, (a is the radius of the aperture)
(b) the spherial wavelets from the aperture Σ are approximated by plane wavelets,
() cos(n, r01) ≈ −1,
(d) the numerial aperture (NA) is very large and the Fresnel number is high.
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Stokseth approximation Stokseth [14℄ also arrived at the above approximation, in
Eq. (23), by extending the work of Hopkins [17℄. Hopkins essentially worked out an ap-
proximation for small amounts of defousing. While Stokseth's is a simple analytial ap-
proximation for large defousings. The PSF is dened here as the irradiane distribution in
the image plane of a point soure in the objet plane. As the OTF for inoherent illumination
and the PSF are related by Fourier transforms, we say
h(x) = F−1[OTF (k)]. (26)
The omplex amplitude PSF an hene be written as
hA(x) =
∫
k
OTFA(k) exp(jk · x)dk, (27)
where x and k are the 3D oordinates in the image and the Fourier spae. By making the
axial Fourier spae o-ordinate kz a funtion of lateral o-ordinates, kz = (k
2
i −(k2x +k2y))1/2,
the 3D Fourier transform is redued to
hA(x, y, z) =
∫
kx
∫
ky
P (kx, ky, z) exp(j(kxx+ kyy))dkydkx, (28)
where P (·, ·, ·) desribes the overall omplex eld distribution in the pupil of an unaberrated
objetive lens. The pupil funtion is a desription of the magnitude and phase of the
wavefront that a point soure produes at the exit pupil of the imaging system. In simple
terms the above expression states that the eld distribution at a point (x, y, z) in the image
spae an be obtained by applying Fourier transform on the overall pupil funtion. For a
mirosope suering from defous, the pupil funtion an be written as
P (kx, ky, z) =
{
A(θi) exp(jk0ϕ(θi, θs, z)), if
√
k2x+k
2
y
ki
< NAni
0, otherwise
(29)
where ϕ(θi, θs, z) is the optial phase dierene between the wavefront emerging from the exit
pupil and the referene sphere measured along the extreme ray, and θi = sin
−1(k2x+k
2
y)
1/2/ki
and θs = sin
−1(k2x + k
2
y)
1/2/ks (see g. 12). θs and θi are related by Snell's law as
ni sin θi = ns sin θs. (30)
In fat, ϕ(θs, θs, z) is a sum of two terms, the defous term ϕd(θs, z) and the term due to
aberrations ϕa(θi, θs). For spherial aberration free imaging onditions, it is to be noted
that θi ≈ θs, and hene ϕa(θi, θs) ≈ 0. This will be disussed in subsetion 2.2.1.
If f is the distane between the exit pupil and the geometrial image point, then Stokseth
obtained the exat expression for this defet of fous as
ϕd(θs, z) = −f − z cos θs + (f2 + 2fz + z2 cos2 θs) 12 . (31)
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Figure 10: The amplitude of the pupil funtion of a CLSM for the (a) ideal, (b) illumination,
and () emission ases (© Ariana-INRIA/CNRS).
A small angle approximation an be obtained by making a series expansion of cos θs and
cos2 θs, omitting terms of θs with higher order than two
ϕd(θs, z) =
1
2
zθ2s
(
1− z
f + z
)
, θs ≪ 1. (32)
For small defousings and small angles z2 cos2 θs ≈ z2, and hene Eq. (31) beomes
ϕd(θs, z) = z(1− cos θs) (33)
We rewrite in the spherial oordinates as
k · x = ki sin θi(x cosφ+ y sinφ), (34)
and
d2k = k2i sin θi cos θidθidφ. (35)
By using Eqs. (29), (33), (34), (35) into Eq. (28), we get:
hA(x, y, z) = k
2
i
α∫
0
2pi∫
0
(cos θi)
− 1
2 exp(jki sin θi(x cosφ+ y sinφ)) · (36)
exp(jksz(1− cos θs)) sin θi cos θidθidφ.
If x = ρ cosψ and y = ρ sinψ, then ρ = (x2 + y2)1/2, and
hA(x, y, z) = k
2
i
α∫
0
2pi∫
0
(cos θi)
1
2 exp(jkiρ sin θi cos(φ− ψ)) exp(jksz(1− cos θs)) sin θidθidφ.
(37)
Remarks There are subtle dierenes between Eqs.(23) and (37), namely:
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(a) The extra term exp(jkz) and exp(jπ/2) is aneled when the omplex amplitude is
squared to get the PSF.
(b) The nal intensities are normalized so that they sum to unity.
2.2 Theory of Aberrations
Under ideal onditions, a high NA objetive lens transforms the planar wavefront inident
on it to a spherial wavefront at the foal region. However, under pratial situations, the
refrated wavefront so produed has to go through several optial elements and the speimen.
Due to this reason the emerging wavefront is rarely spherial in nature. Aberrant wavefront
means that the resulting observed images will be distorted as well. While there are many
aberrations that exist for the mirosope, we restrit our analysis to spherial aberration
(SA) as this is the dominant and the most observable form.
2.2.1 Spherial Aberrations
Spherial aberration (SA) is an optial eet ourring when the oblique rays entering a lens
are foused in a dierent loation than the entral rays. The mismath between the refrative
index of the objetive lens immersion medium and the speimen embedding medium auses
SA in uoresene mirosope. When light rosses the boundary between materials with
dierent refrative indies, it bends aross the boundary surfae dierently depending on
the angle of inidene (light refration); the oblique rays are bent more than the entral
rays. If the mismath is large, e.g. when going from oil lens immersion medium into a
watery speimen embedding medium, SA auses the PSF to beome asymmetri at depths
of even a few mirons. Also, the amount of light olleted from a point soure dereases
Figure 11: Shemati desribing the fousing of light when traveling between medium of
dierent refrative indies (© Ariana-INRIA/I3S).
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with depth beause of an axial broadening of the PSF. When measured experimentally using
uorophores [18℄, it was found that the PSF hanges from a fairly symmetri axial shape to
an asymmetri shape. It is important to remember the following features of a depth varying
PSF (DVPSF)
 in the absene of other aberrations, the PSF remains radially symmetrial,
 its peak intensity dereases with inrease in the depth of fous d,
 there is an inrease in the width of the PSF in the axial but not the lateral diretion
with inrease in the depth of fous d,
 the total amount of light olleted from a given objet does not hange with depth.
This is beause the derease in peak amplitude is oinident with an inrease in the
prole width suh that the total olleted light remains essentially onstant.
We onsider the situation where the objetive lens fouses through an interfae between
media with dierent refrative indies as shown in Fig. 11. The distane d is the nominal
fousing depth, (i.e. the depth of fous in a mathed medium) and the fous is made from a
medium of refrative index µi to a medium of refrative index µs. Pratial imaging systems
are rarely aberration-free. With aberrations, the wavefront emerging from the lens is not
a spherial surfae. Under suh onditions, the imaging system also loses its property of
shift-invariane.
2.2.2 The Phase Fator
Consider a point soure loated at a depth d below the over slip in a mounting medium
of index ns, observed with an objetive lens designed for an immersion medium with a
refrative index ni (see Fig. 12). In Eq. (37), we had ignored the aberrations by assuming
that ni ≈ ns and hene θi ≈ θs. When this is not the ase, we have to alulate the aberration
funtion ϕa(θi, θs), due to the mismath of ns and ni. The phase hange is determined by
the dierene between the optial path length traveled to the pupil by a ray that leaves the
soure at an angle θs relative to the opti axis and is refrated to the angle θi upon leaving
the mounting medium, and the optial path length that a ray with angle θi would have
traveled if the mounting medium index were the ideal index ni. In their paper, Gibson and
Lanni [19℄ mention that there are 8 parameters (out of a total of 18) that may vary from
their design onditions as reommended by the mirosope manufaturer. However, when
a mirosope is properly alibrated, there are only 3 parameters that essentially vary under
experimental onditions. These are
1. the speimen refrative index ns,
2. the immersion medium refrative index ni of the objetive lens, and
3. the depth d under the overslip where lies the plane of fous.
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Figure 12: Spherial aberration due to refrative index mismath ns 6= ni (© Ariana-
INRIA/I3S).
The refrative index of the immersion medium is sensitive to hanges in temperature espe-
ially if an oil immersion lens is used. An error in this parameter signiantly aets the
numerially omputed PSF.
Using simple geometrial optis, we an show that this shift in the optial path an be
analytially expressed as
ϕa(θi, θs; d, ni, ns) = d(ns cos θs − ni cos θi), (38)
where d is the fousing at a nominal depth into the speimen of refrative index ns from
a medium of refrative index ni. The above phase term relies on the assumption that the
error due to mismath in the refrative indies between the over glass ng and the objetive
lens has either been ompensated by the orretion ollar or is minimal. If the over glass
is used with an objetive lens that is signiantly dierent than its design speiation, an
additional phase term should be inluded, and d replaed by the thikness of the overslip.
2.3 Approximating the Point-Spread Funtion
2.3.1 Nonlinear Phase Approximation
The phase term in Eq. (38) an be rewritten as
ϕa(θi, θs; d, ni, ns) = d sec θi(ns cos θs cos θi − ni cos2 θi),
= d sec θi(ns cos θs cos θi − ni(1− sin2 θi)), (39)
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as (sin2 θi+cos
2 θi) = 1. But sine ns sin θs = ni sin θi from the Snell's law and cos(θs−θi) =
(cos θs cos θi + sin θs sin θi), the phase is
ϕa(θi, θs; d, ni, ns) = d sec θi(ns cos θs cos θi − ni + ns sin θs sin θi),
= d sec θi(ns cos θs cos θi − ni + ns sin θs sin θi),
= d sec θi(ns cos(θs − θi)− ni) (40)
If we assume that the aberration is not very large, i.e. θs ≈ θi, so that
ϕa(θi, θs; d, ni, ns) ≈ d sec θi(ns − ni). (41)
2.3.2 Linear Phase Approximation
The phase term in Eq. (38) an be approximated by using a set of irular basis funtions
alled Zernike polynomials [20℄. These polynomials form a omplete orthogonal set on the
unit disk. Sine there is no azimuthal variation, it is suient to onsider Zernike irle
polynomials of order n and zero kind (Z0n(ρ; d, ni)). Here ρ (0 ≤ ρ ≤ 1) is the normalized
radial oordinate.
ϕa(ρ; d, ni) = dNA(
4∑
n=0
cnZ
0
n(ρ; d, ni)) (42)
where the expansion oeients (cn) need to be alulated or determined. Sine we are
interested only in defous and the rst order SA, ϕa(ρ; d, ni, ns) is approximated to only the
Zernike polynomials of order up to 4.
2.3.3 Apodization Funtion Approximation
For the gradient alulations to be disussed in Appendix C, we make an approximation on
the apodization funtion A(θi) of Eq. (29). We simply assume the apodization funtion for
exitation and emission are approximately same and equal to one. That is
A(θi) ≈ 1. (43)
2.4 Analytial Expression
In this setion we summarize the theory that has been disussed earlier for obtaining the
analytial PSF expression. We proeed rst with the following denitions,
Denition Bessel funtion of rst kind and integer order n
∀ x ∈ R, n ∈ N, Jn(x) = 1
π
∫ pi
0
cos(nθ − x sin θ)dθ (44)
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Corollary 2.4. Bessel funtion of rst kind with order zero
∀ x ∈ R, J0(x) = 1
π
∫ pi
0
cos(x sin θ)dθ (45)
Thus for the nonparaxial ase (i.e. NA> 0.7), Eq. (28) an be modied to now inlude the
additional phase term as
hA(x;λ) ∝
α∫
0
A(θi) sin θiJ0(kiρ sin θi) exp(jk0ϕd(θs, z;ni)) exp(jk0ϕa(θi, θs; d, ni, ns))dθi. (46)
and
hA(x;λ) = 2πk
2
i exp(jksz)
α∫
0
(cos θi)
1
2 sin θiJ0(kiρ sin θi) · (47)
exp(jk0ϕa(θi, θs; d, ni, ns)) exp(−jksz cos θs)dθi.
By using a normalized radial o-ordinate t = sin θi/ sinα, the eld at P0 beomes
hA(x;λ) = 2πk
2
i exp(jksz)
1∫
0
(1− t2 sin2 α)− 12 t sin2 αJ0(ktρ sinα) · (48)
exp(jk0ϕa(t, θs; d, ni, ns)) exp(−jksz(1− t2 sin2 α) 12 )dt.
For small angles (i.e. NA≤ 0.7), sin θi ≈ θi and hene
Eq.(48) = 2πk2i sin
2 α
1∫
0
J0(ktρ sinα) exp(jk0ϕ(t, θs; d, ni, ns))tdt, (49)
where
ϕ(t, θs; d, ni, ns) = ϕa(t, α, θs; d, no, ns) + ϕd(t, z, α), (50)
and
ϕd(t, z, α) =
ksz sin
2 α
2k0
t2 (51)
is the quadrati defous term.
The Fourier transform of a irularly symmetrial funtion g(ρ) written as B(g(ρ)) an
be given as
B(g(ρ)) = Gk = 2π
∞∫
0
rg(r)J0(2πrk)dr (52)
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where, J0 is the bessel funtion of the rst kind of order zero. For a irularly symmetrial
funtion f(ρ, θ) ≡ f(ρ), the Fourier-Bessel transform or Hankel transform of zero order is
given as:
B[f(ρ)] = 2π
∞∫
0
ρf(ρ)J0(2πρk)dρ. (53)
Thus the Fourier transform of a irularly symmetri funtion is itself irularly symmetrial.
Denition Cirle funtion
circ(ρ) =

1, ρ < 1
1
2 , ρ = 1
0, otherwise.
(54)
The Fourier-Bessel transform of the irle funtion an be written as
B[circ(ρ)] = 2π
1∫
0
ρJ0(2πρk)dρ (55)
Using a hange of variable ρ′ = 2πρk and the identity
∫ x
0
ξJ0(ξ)dξ = xJ1(x),
B[circ(ρ)] = 1
2πk2
2pik∫
0
ρ′J0(ρ
′)dr′ =
1
k
J1(2πk) (56)
where, J1(·) is a Bessel funtion of the rst kind and order one. By using the notation of
Fourier-Bessel transform or Hankel transform of zero-order, Eq. (49) is simplied as
hA(x;λ) = k
2
i sin
2 αB[exp(jk0ϕ(t, θs; d, ni, ns))]. (57)
Summarizing the results obtained earlier, the amplitude distribution an be either written
as
hA(x) ∝
α∫
0
A(θi) sin(θi)J0(kiρ sin θi) exp(jk0ϕ(θi, θs, z; d, ni, ns))dθi, (58)
whih is a simpliation of Eq. (37) or Eq. (49) as (by ignoring apodization)
hA(x, y, z;λ) ∝
1∫
0
J0(kiρ sinαt) exp(jk0ϕd) exp(jkiϕa)tdt, (59)
where J0 is the Bessel funtion of the rst kind of order zero, ϕd = (z sin
2 αt2)/2, ϕi =
d(ns cos θs − ni cos θi), ni sin θi = ns sin θs and ni sinα = NA. u = (2πno/λ)ρ sinα and
v = (2πns/λ)z sinα are the optial oordinates.
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For a single photon (1-p) exitation, when the uorophore returns to the ground state
the emitted wavelength is longer than the exitation wavelength (Stoke's shift). From the
Helmholtz reiproity theorem, the PSF is written as a produt of the exitation distribution
and the emission distribution as
hTh ∝ |hA(x;λex)|2 ·
∫
x2
1
+y2
1
≤D
2
4
|hA(x− x1, y − y1, z;λem)|2dx1dy1, (60)
where λex and λem are respetively the exitation and emission wavelengths, D is the bak
projeted diameter of the irular pinhole. Fig. 13 shows a numerially omputed PSF by
using the Eqs. (33), (38), (50) and (58) in Eq. (60). The mirosope uses an exitation beam
of wavelength λex = 488nm, and the emission peak has a wavelength of λem = 520nm. The
objetive lens has a NA of 1.3, 40X magniation and is an immersion oil type refrative
index ni = 1.518.
In inoherent imaging, the distribution of intensity in the image plane is found by in-
tegrating the intensity distributions in the diration images assoiated with eah point in
the objet. Thus if o(x′) is the intensity at x′ in the objet plane, the intensity at the point
x in the image is obtained as (ignoring the inuene of noise):
i(x) =
∫
x∈Ωs
o(x′)h(x− x′)dx′. (61)
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(a)
(b)
Figure 13: Maximum intensity projetion (MIP) of a numerially omputed spherially
aberrated onfoal PSF along the (a) opti axis giving the radial plane, (b) lateral axis
giving the axial plane (© Ariana-INRIA/CNRS).
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3 Literature Review on Blind Deonvolution
In this setion we review some existing methods on blind deonvolution applied to mi-
rosopy. It is diult to make an exhaustive review of all the literature available in this
eld. So, we have hosen only those that resemble the problem we are handling or methods
that have raised onsiderable interests on this subjet. We have skipped the survey on de-
onvolution algorithms as this exerise was arried out earlier in [21, 22℄ and more reently
in our researh report [8℄ with dierent objet regularization.
3.1 Maximum Likelihood Approah
If we assume that the observed image i(x) is a realization of an independent Poisson proess
at eah voxel, then the likelihood an be written as
Pr(i|o, h) =
∏
x∈Ωs
[(h ∗ o) + b](x)i(x)e−[(h∗o)+b](x)
i(x)!
, (62)
where, the mean of the Poisson proess is given by [(h ∗ o) + b](x). Conventional blind
deonvolution algorithms estimate the objet and the PSF diretly from the above equation.
That is
(oˆ, hˆ) = arg max
(o,h)
{Pr(i|o, h)} (63)
A maximum likelihood (ML) approah an be used to reover both the objet and PSF as
oˆ
ML
= arg max
o
{Pr(i|o, h)}
= arg min
o
{− log(Pr(i|o, h))}. (64)
hˆ
ML
= arg max
h
{Pr(i|o, h)}
= arg min
h
{− log(Pr(i|o, h))}. (65)
An expliit iterative multipliative algorithm based on Maximum Likelihood Expetation
Maximization (MLEM) [9℄ formalism an be derived from the above expression as
oˆn+1
ML
(x) = oˆn
ML
(x) ·
(
i(x)
(oˆn
ML
∗ h)(x) ∗ h(−x)
)qo
,∀x ∈ Ωs. (66)
The method involves alternating between objet minimization above and the PSF minimiza-
tion
hˆn+1
ML
(x) = hˆn
ML
(x) ·
(
i(x)
(o ∗ hˆn
ML
)(x)
∗ o(−x)
)qh
,∀x ∈ Ωs, (67)
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where n is the index of iteration of the algorithm. For those unfamiliar with MLEM, its
derivation from the Bayes's theorem and as formalized by Rihardson [23℄ is summarized in
Appendix A. The parameters qo, qh ∈ [1, 1.5] ontrols the onvergene of the two iterations.
When qo and qh is unity, then we arrive at the lassial MLEM algorithm and when they
are more than 3, they onverge (and sometimes diverge) rapidly.
In Fig. 14, we show the results of applying Eqs. (66) and (67) to the observation of
Fig.5(). As this algorithm has to be manually terminated, we show the results for two
iterations with n = 70 and n = 200. Fig. 14(a) and (d) gives the true aberrated PSF
and the objet used for simulating the observation. Sine the algorithm does not have
any information about the objet or the PSF (other than positivity and ux onservation),
the estimate of the objet oˆ(n)(x) in Fig. 14(e) and (f), resembles losely the true PSF in
Fig. 14(a), in shape and in the position of the COG. Similarly, the estimate of the PSF
hˆ(n)(x) in Fig. 14(b) and () resembles more the imaged axially entered mirosphere in
Fig. 14(d). Thus, having no prior knowledge on the objet or the PSF an make it diult
to separate or distinguish them from eah other. From this simple example, we learly
observe that in the MLEM estimation, the harateristis of the PSF is absorbed by the
objet and vie versa. Also, when the iterations are allowed to ontinue, progressively the
results start deteriorating as an be seen from Fig. 14() after 200 iterations of the aelerated
blind deonvolution. We perform another experiment, where the objet is axially shifted
from its enter by two planes as shown in Fig. 15(a). Fig. 15() shows the same true PSF as
in Fig. 14(a). Fig. 15(b) and (d) show oˆn(x) and hˆn(x) after n = 70 iterations. The results
of this experiment leads us to onlude that the true axial position of the objet annot also
be reovered using this method of MLEM blind deonvolution.
3.2 Penalized Maximum Likelihood Approah
In the lassial MLEM, the stopping riteria is usually the number of iterations. This is a
onstraint introdued in the algorithm that prevents early divergene of the results. The ear-
liest blind deonvolution approah that was applied to inoherent quantum-limited imaging
and appliation to uoresent mirosopes was by Holmes in [24℄. At eah iteration of the
MLEM for the PSF, a unit summation onstraint is enfored on the the PSF. In addition,
the energy of the PSF is onstrained to lie within an hourglass-shaped region by using a
Gerhberg-Saxton [25℄ type algorithm. This prevents portion of the bakground uoresene
b(x) from being erroneously onsidered as having originated from the PSF. Finally, a ban-
dlimiting and positivity riterion is introdued. This form of grouped oordinate desent
is typially referred to as an iterative blind deonvolution (IBD). Biggs and Andrews [26℄
provided an alternative approah for aelerating the IBD. Sine the objet estimate on-
verges faster than the PSF estimates, a modiation was proposed wherein the aeleration
was ahieved by performing several iterations for the PSF after eah objet estimation. The
number of yles of PSF iterations to apply after eah iteration of the objet estimate was
experimentally hosen. Given an observation data, the estimation of the parameters {qo, qh}
or the number of iterations in Biggs method [26℄ remains still an open problem. Although
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(a) True PSF h(x) (b) hˆ(n)(x), n = 70 () hˆ(n)(x), n = 200
(d) true objet o(x) (e) oˆ(n)(x), n = 70 (f) oˆ(n)(x), n = 200
Figure 14: Blind deonvolution results based on the MLEM algorithm after 70 and 200
iterations (© Ariana-INRIA/I3S).
this algorithm works well, it suers from some major drawbaks. Seondly, it requires infor-
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(a) (b)
() (d)
Figure 15: (a) Simulated true objet o(x) that has been shifted along the opti axis of
the volume, (b) the estimated objet oˆ(x) using the MLEM blind deonvolution, () the
true PSF h(x) used for simulation, (d) the estimated PSF hˆ(x) using the MLEM blind
deonvolution. Here the number of iterations n = 70 (© Ariana-INRIA/I3S).
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mation about the experimental setup to plae onstraints on the spatial and spetral extent
of the PSF. In many ases this might not be available or might hange with experimental
onditions. Thirdly, in its original form, it annot be applied when there are aberrations
(for uoresent mirosope see Subsetion 2.2) in the imaging proess.
Inorporation of prior knowledge in the reonstrution proess through a prior funtion
makes the problem well-posed. The emerging researh has been in the searh for a good prior
that models the objet and the PSF [27℄. Towards this end there have been several prior
representations of the objet based on either ℓ1 [28, 10℄, ℓ2, ℓ1-ℓ2 [29℄ norms, or entropy [30℄,
wavelets [31℄, sparsity [32℄ and median root priors (MRP) [33, 34℄. A very instrutive study
on this kind of regularization, espeially applied to uoresene mirosopy, was arried out
in [30℄. Both Gaussian and Poisson models were onsidered for the noise in ombination
with Tikhonov, entropy, Good's roughness regularization and also with no regularization
(MLE with uniform prior). It was shown that the Good's roughness was the best hoie for
the regularization between the priors onsidered, viz. ℓ2-type and entropy. The Gaussian
prior is widely used in uoresene imaging beause of its well-known properties of prevent-
ing noise ampliations and onvergene. It an also be seen as the Tikhonov funtional
in the traditional regularization problem. It was also mentioned that the entropy distribu-
tion is optimal for non-negative funtions in the absene of further prior knowledge on the
funtion. However, for blind deonvolution appliations a ℓ2 kind of regularization on the
objet does not make the separation of the PSF and the objet easy as the solution spae
is similar. It is one of the primary reasons why we had reommended using an ℓ1 regular-
ization in the form of Total Variational (TV) funtional on the objet [10℄. Besides this,
the TV regularization preserves the edge and prevents over smoothing of the solutions as in
the ase of regularization utilizing ℓ2 norm. It has also been observed that natural image
statistis rarely follow a ℓ2 or Gaussian priors. In fat the sparsity prior of [32℄ is based
on the fat that the gradients of natural images have heavy tailed distributions rather than
Gaussian. As for the PSF, in onfoal mirosopy, most algorithms just impose bandlimiting
and positivity onstraints or ℓ2 norms. For the former, the underlying assumption is that
the PSF is uniformly distributed with ertain restritions. Other works involve spatially
approximating the PSF by parametri models [35, 11℄ or by linearizing the phase term of
the pupil funtion of the PSF [36℄. Whatever be the prior knowledge, the important point
that should be noted for appliation to blind deonvolution is that the prior terms should
enable separation of the objet and the PSF solution spaes.
3.3 Other Approahes
Most iterative blind deonvolution algorithms are based on the Bayesian inferene and hene
draw their inspiration from the above basi form of the IBD. The only distintion being the
dierent onstraints they impose on the PSF and the objet. Another popular method
is the nonnegativity and support onstraints reursive image ltering algorithm or NAS-
RIF [37, 38℄. Although this algorithm is known to have good onvergene properties, it
annot be used for deonvolving uoresent mirosope images as the PSF does not have an
exat inverse. For a review of other existing methodologies in the eld of blind deonvolution,
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the interested reader may refer to the following artiles [39, 40℄. It was mentioned in [9℄ that
nonlinear image deonvolution algorithms based on probabilisti tehniques, outperform
onventional linear tehniques. They oer several advantages over lassial deterministi
tehniques like less noise ampliation and restoration beyond the diration limits. One
of the fundamental disadvantage of deterministi tehniques is their inability to restore the
information beyond a ertain ut o frequeny. An interesting general survey on linear and
nonlinear algorithms an be found in [41℄. Well known linear and nonlinear image restoration
methods have been studied in depth and it an be observed that they are based on the
assumption that the noise is either a Poisson or a Gaussian proess. Linear algorithms were
shown to be related to the nonlinear methods through the partial derivative, with respet
to the objet, of a Poisson or a Gaussian likelihood funtion. Among the non-iterative blind
deonvolution algorithms, we found APEX [21, 42℄ to be fastest in terms of omputational
time and appliability to a ertain lass of PSFs (low-exponent, Lévy stable probability
density funtions) with Gaussian noise. Although the defous blurs fall under the above
ategory, they are not appliable for uoresent mirosopes, as the PSFs are speimen
dependent and rarely fall under the above ategory.
In setion 5, we will see that the existing methods of deonvolution (blind or nonblind)
fail in the presene of imaging system aberrations. A major problem when imaging at depth
within a biologial sample in onfoal or nonlinear mirosopy is the introdution of sample
indued aberrations. We will see in Setion 2 the importane of using the phase of the
emerging refrated wavefront in restoring the observed objets. Some prior work related
to this subjet is on wavefront reonstrution using adaptive optis (AO) [43, 44, 45, 46,
47℄. The above methods were based on physially adding a speial onjugate element to
ompensate for the aberrations aused by the speimen or the optis. This an also be
ahieved omputationally as was shown in [48, 49℄. A literature review of the reent and
emerging trends in this eld was done by Booth in [50℄.
The algorithm presented here on PSF retrieval through phase retrieval is inspired from
Hanser's work for WFM [6℄, but within a Bayesian framework.
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4 Point-Spread Funtion Estimation
As explained in Setion 2, the non-aberrated PSF model in Eq. (37) is valid only when
imaging thin samples (depth < 5µm). However, when imaging deeper into biologial tis-
sues, there is a dramati redution in both the signal level and the resolution. While most
systems are built to be diration-limited, it is not possible to ensure that they maintain
this performane throughout. It was shown in [2℄ that when fousing into samples immersed
in water by using an oil immersion objetive, the signal intensity level falls to 40% at 5
mm and to 10% at 15 mm beneath the over glass! We propose a modiation to the PSF
expression in Eq. (37) to also inlude dependene on the depth as in Eq. (58). In the next
setion, we also show that this new model, when used for deonvolution, provides a muh
more realisti reonstrution than the onventional model.
Sine the objets that we are interested in imaging in this work are essentially miro-
spheres, their geometry is known a priori and so are the manufature design speiations
(e.g. diameter). If we denote by ωo ∈ Θ the unknown parameter(s) of the objet, and by
ωh ∈ Θ those of the PSF (espeially the phase) to be estimated. Here, Θ is the parameter
solution spae. We will see in the next setion what these individual parameters are. The
knowledge of these parameters allow us to ompletely speify the objet and the PSF.
4.1 Maximum Likelihood Approah
This was already disussed in Setion 3 for the ase of diret objet and PSF estimation
from the observation data. However, with the parametrization of the objet and the PSF,
the ML approah in Subsetion 3.1 annot be used in its diret form. We thus rewrite the
likelihood in terms of these parameters as
Pr(i|ωo,ωh) =
∏
x∈Ωs
[(h(ωh) ∗ o(ωo)) + b](x)i(x)e−[(h(ωh)∗o(ωo))+b](x)
i(x)!
. (68)
By applying the -log operator to Eq. (68), we get the following energy funtional
Jobs(i|ωo,ωh) =
∑
x∈Ωs
[(h(ωh) ∗ o(ωo)) + b](x)−
∑
x∈Ωs
i(x) log[(h(ωh) ∗ o(ωo)) + b](x) +
∑
x∈Ωs
i(x)!. (69)
Maximizing the likelihood in Eq. (68) with respet to the parameters ωo and ωh leads us
to the maximum likelihood (ML) estimate of the parameters,
(ωˆo, ωˆh) = arg max
(ωo,ωh)
{Pr(i|ωo,ωh)}. (70)
Sine the term i(x)! in Eq. (70) is independent of the parameters to be estimated, we drop
it from the maximization expression. Sine maximizing Eq. (68) is equivalent to minimizing
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J (i|ωo,ωh), we get the following equivalent expression
(ωˆo, ωˆh) = arg min
(ωo,ωh)
Jobs(i|ωo,ωh). (71)
4.2 Maximum A Posteriori Approah
As the solution spae for the parameters is large, we add some realisti priors on these
parameters to restrit the possible outomes. It was shown in [51℄ that when the observed
intensity data is available, unique reonstrution of the phase of the pupil is possible provided
there is a priori information available on the phase or the objet support. The Bayes's
theorem an be used to estimate the unknown parameters ωh and ωo from the observation
i. In this problem, we treat the observation, objet and the PSF parameters as probability-
frequeny funtions. Thus the onditional posterior probability is
Pr(ωo,ωh|i) = Pr(i|ωo,ωh) Pr(ωo) Pr(ωh)
Pr(i)
, (72)
where Pr(i) is the prior on the observation. In the above expression, we have assumed that
the objet and the PSF parameters are independent of eah other. So eah of them ould
be independently treated with hyperprior distributions Pr(ωo) and Pr(ωh). The estimates
for ωo and ωh an be obtained by maximizing the joint probability or minimizing the -log
of the posterior as
(ωˆo, ωˆh) = arg max
(ωo,ωh)
{Pr(ωo,ωh|i)},
= arg min
(ωo,ωh)
{−log[Pr(ωo,ωh|i)]}. (73)
The parameters so obtained are known as the maximum a posteriori (MAP) estimates. The
energy funtion in Eq. (71) an now be rewritten as the sum of three individual energy
terms: the rst term is obtained from the observation model in Eq. (68), the seond and the
third energy terms, Jhp(ωo) and Jhp(ωh), are generated by applying -log operator on the
hyperpriors, Pr(ωo) and Pr(ωh).
(ωˆo, ωˆh) = arg min
(ωo,ωh)
{Jobs(i|ωo,ωh) + Jhp(ωo) + Jhp(ωh)}. (74)
It is simple to notie that Eq. (74) redues to Eq. (71) when the two hyperpriors are uniform.
On the other hand, if we assign a Gamma prior distribution to eah of the parameters, then
the hyperpriors are
Pr(ωo) = ω
αo−1
o exp(−βoωo), (75)
and
Pr(ωh) = ω
αh−1
h exp(−βhωh), (76)
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where (α(·), β(·)) are the parameters of the Gamma prior. When (αo, βo)→ 0, then the hy-
perprior Pr(ωo) beomes the Jereys' noninformative prior. The generalized energy funtion
in Eq. (74) is written by using the expressions in Eqs. (69), (75) and (76)
J (ωo,ωh|i) =
∑
x∈Ωs
[(h(ωh) ∗ o(ωo)) + b](x)−
∑
x∈Ωs
i(x) log[(h(ωh) ∗ o(ωo)) + b](x) +
No∑
l=1
(αo,l − 1) log(ωo,l)− βo,lωo,l +
Nh∑
m=1
(αh,m − 1) log(ωh,m)− βo,mωo,m, (77)
where αo,l and βo,l are the parameters of the hyperprior for the l
th
parameter ωo,l of the
objet. Similarly, αh,m and βh,m are the parameters of the hyperprior for the m
th
parameter
ωh,m of the PSF. In the above equation we have assumed these parameters to be known a
priori. This need not neessarily be the ase.
In this MAP approah, the bakground uoresene term b is determined from a single
speimen-independent slie as bˆ. It is only estimated one for the whole volume, and is
then assumed to be known during the estimation of the objet ωo and the PSF parameters
ωh. This estimation proedure was already desribed in Subsetion 1.1.
4.2.1 Objet and Point-Spread Funtion Parameters Estimation
In the presene of only SA, it was mentioned in Subsetion 2.2.1 that the PSF is a funtion
of the depth d, and the refrative indies ni and no. This was also shown to be the ase in
the PSF expressions derived in Eqs. (38) and (58). Hene, an observed soure point appears
shifted in depth but not in the radial plane. If the sphere is assumed to be plaed at a relative
position (xo, yo, zo) in a given volume, then the observed image will have the entroid in the
volume as (xi, yi, zi), with xi ≈ xo and yi ≈ yo. Another point to be noted is that due to
photon loss, although uniformly distributed, the true intensity of the observed sphere s is
unknown. In Subsetion 1.1.3, we saw how a bandlimited objet ould be simulated for the
experimentation and testing. In the spatial domain the objet an be written as
o(x, y, z) =
{
1, ∀√(x− xo)2 + (y − yo)2 + (z − zo)2 ≤ R
0, otherwise
where R is the radius of the sphere speied by the manufaturer. In the above ase, we
have assumed the true intensity to be unity and uniformly distributed within the sphere.
However, the true intensity need not neessarily be unity. Thus, the two objet parameters
to be estimated are the intensity and the relative depth. If we assume that the apodization
funtion A in Eq. (29) is a onstant, this term an be absorbed into the intensity of the
sphere. So the ombined term to be estimated will be s. In the ase when the true intensity
is unity, the apodization funtion A will be a uniform distribution of s, where s ∈ R.
The estimation of this entity is disussed in Subsetion 4.2.2. So, for the objet, the only
term that needs to be estimated is the relative position zi and hene ωo = {zi}. It was
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also mentioned in Subsetion 2.2.2 that for a alibrated CLSM, the variation of the PSF
under dierent imaging onditions is essentially a fator of the following three parameters:
refrative index of the objetive immersion medium ni, index of the speimen or mounting
medium ns, and depth of the speimen under the over slip d. Thus, the PSF parameters
to be estimated are ωh = {d, ni, ns}.
Summarizing, the above disussion, the energy funtion in Eq. (77) an be rewritten as
J (ωo,ωh, s|i) =
∑
x∈Ωs
[s(h(ωh) ∗ o(ωo)) + bˆ](x)−
∑
x∈Ωs
i(x) log[s(h(ωh) ∗ o(ωo)) + bˆ](x) +
No∑
l=1
(αˆo,l − 1) log(ωo,l)− βˆo,lωo,l +
Nh∑
m=1
(αˆh,m − 1) log(ωh,m)− βˆo,mωo,m. (78)
The objet o in the above expression is derived by normalizing the objet term o in Eq. (77)
so that o : Ωs 7→ [0 1]. As there is no losed form expression for alulation of ωo and ωh
from Eq. (78), we use a Newton's optimization algorithm [52℄. The Newton's method in
optimization, a lass of hill-limbing optimization tehniques that seeks the stationary point
of a funtion, where the gradient is 0. In this ase J (ωo,ωh|i) is expanded using Taylor's
series expansion and approximated to the seond order
ωˆ
n+1
o = ωˆ
n
o − τno
(∇2
ωo
J (ωˆno , ωˆnh|i)
)−1∇ωoJ (ωˆno , ωˆnh|i), s.t ωo ∈ Θ (79)
and
ωˆ
n+1
h = ωˆ
n
h − τnh
(∇2
ωh
J (ωˆno , ωˆnh|i)
)−1∇ωhJ (ωˆno , ωˆnh|i), s.t ωh ∈ Θ (80)
where∇ωoJ (ωo,ωh|i) is the gradient and∇2ωoJ (ωo,ωh|i) is the Hessian of the ost funtion
with respet to the objet parameter ωo. The alulation of these two terms will be disussed
in the next two Subsetions. Usually Newton's method is modied to inlude small steps
τno and τ
n
h at eah iteration. This is often done to ensure that the Wolfe onditions [52℄
are satised at eah step. The initial steps are hosen as τ0o = 1 and τ
0
h = 1 and they are
updated in the following manner
τn+1o =
τno
2
; τn+1h =
τnh
2
(81)
The Eqs. (79) and (80) are alternatively arried out so that
J (ωˆn+1o , ωˆn+1h |i) < J (ωˆno , ωˆnh|i) (82)
The geometri interpretation of Newton's method is that at eah iteration one approximates
J (ωˆo, ωˆh|i) by a quadrati funtion around ωˆh or ωˆo, and then take a step towards the
maximum/minimum of that quadrati funtion.
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Gradients Calulation The general form of the energy funtion's partial gradient as a
funtion of the parameters ωo and ωh an be written as
∇ωoJ(ωo,ωh|i) =
∑
x∈Ωs
h(x;ωh) ∗ ∂
∂ωo
o(x;ωo)−
i(x)
[(h(ωh) ∗ o(ωo)) + bˆ](x)
· [h(x;ωh) ∗ ∂
∂ωo
o(x;ωo)],∀x ∈ Ωs, (83)
and
∇ωhJ(ωo,ωh|i) =
∑
x∈Ωs
∂
∂ωh
h(x;ωh) ∗ o(x;ωo)−
i(x)
[(h(ωh) ∗ o(ωo)) + bˆ](x)
· [ ∂
∂ωh
h(x;ωh) ∗ o(x;ωo)],∀x ∈ Ωs.(84)
In Eqs. (83) and (84), we need to alulate the two derivatives ∂o(x;ωo)/∂ωo and ∂h(x;ωh)/∂ωh.
These two terms are derived in the Appendix C. We remind that the lateral objet position
does not hange during the observation proess, and hene the estimation of the lateral
entroid of the observed bead orresponds to the true radial bead position.
Hessian Approximation Sine the Hessian in Eqs. (79) and (80) are diult to be al-
ulated for eah of the parameters, we make its approximation using the suessive gradient
vetors. The most eient approah, to solve Eqs. (79) and (80) is using the Broyden-
Flether-Goldfarb-Shanno or BFGS method (see Chapter 8 of [52℄). We will use this method
here as well, leaving the implementation details to [52℄.
4.2.2 Uniform Intensity and Apodization Estimation
We disuss here the estimation of the fator s, whih is a ombination of the intensity and
the apodization funtion. We have assumed that the apodization funtion is a onstant.
Sine the energy funtion in Eq. (78) is onvex in s, minimizing the energy funtion with
respet to s is equivalent to equating the gradient ∇sJ (ωˆo, ωˆh, s|i) to zero. That is
∇sJ (ωˆo, ωˆh, s|i) = ∂
∂s
{
∑
x∈Ωs
[s(h(ωˆh) ∗ o(ωˆo)) + bˆ](x)−
∑
x∈Ωs
i(x) log[s(h(ωˆh) ∗ o(ωˆo)) + bˆ](x)} = 0 (85)
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where the terms independent of s were dropped from Eq. (78), and the parameters ωo and
ωo are assumed to be known or prior estimated.
∇sJ (ωˆo, ωˆh, s|i) =
∑
x∈Ωs
[h(ωˆh) ∗ o(ωˆo)](x)−
∑
x∈Ωs
i(x)
[s(h(ωˆh) ∗ o(ωˆo)) + bˆ](x)
· [h(ωˆh) ∗ o(ωˆo)](x)
= 0 (86)
and hene∑
x∈Ωs
[h(ωˆh) ∗ o(ωˆo)](x) =
∑
x∈Ωs
i(x)
[s(h(ωˆh) ∗ o(ωˆo)) + bˆ](x)
· [h(ωˆh) ∗ o(ωˆo)](x),∀x ∈ Ωs. (87)
This would be possible only if
1(x) =
i(x)
[s(h(ωˆh) ∗ o(ωˆo)) + bˆ](x)
,∀x ∈ Ωs (88)
or equivalently
s =
1
(NxNyNz)
∑
x∈Ωs
i(x)− bˆ(x)
[h(ωˆh) ∗ o(ωˆo)](x) ,∀x ∈ Ωs (89)
In an iterative form, the above expression for alulating s an now be written as
sˆn+1 =
1
(NxNyNz)
∑
x∈Ωs
i(x)− bˆ(x)
[h(ωˆnh) ∗ o(ωˆno )](x)
. (90)
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5 Implementation and Analysis
For the implementation, a bandlimited objet was simulated as explained in Subsetion 1.1.3.
The radius of the mirosphere was hosen to be 250nm, and it is assumed to be embedded
in a medium with ns = 1.33. The objetive lens used is a `Plan-Neouar ' oil immersion lens
(ni = 1.518) with 40X magniation and Numerial Aperture (NA) of 1.3. The exitation
and emission peaks are at wavelengths of 488nm (λex) and 520nm (λem) respetively. The
physial pinhole size was xed at 61µm, and the images were sampled at lateral and axial
pixel sizes of 46.92nm and 166.16nm. Fig. 13 shows the simulated bandlimited mirosphere,
the PSF alulated from Eq. (60) at a depth of 5µm, and the simulated observation (with
γ = 100). We denote by ωh,true = {1.518, 1.33, 10µm}, the true experimental settings of
the simulation.
5.1 Initialization of the Algorithm
The mirosphere is often not laterally and axially entered so its approximate relative po-
sition (x0, y0, z0) has to be alulated from the observed images. We propose a simple
approah in estimating the relative mirosphere position in the observed images. The only
assumption made here is that the observation data has been treated so that the available
data is from a single mirosphere. By knowing the physial diameter of the mirosphere
(here 500nm), we an loate its entroid in the observed volume by estimating the en-
ter of gravity (COG) of the intensities [53℄. The above method gives very preise lateral
loations (xˆ0, yˆ0). For example, Fig. 16 shows segmentation of the observation data and
a preise radial COG estimation was obtained from this segmentation. However, due to
foal anomaly the axial relative loation (zˆ0) of the objet annot be aurately obtained
from the observation data. In the example given above, the COG of the observation (the
atual foal position (AFP)) in the axial ase was aurately estimated as 8 slies o the
entral plane. This does not at all orrespond with the true position of the objet (nom-
inal foal position (NFP)) in the volume. From geometrial optis [54℄, if the objetive is
nonparaxial, the estimated axial position from the observation (zˆ0) is multiplied by a fa-
tor (tan(arcsin(NA/n
(0)
i ))/(tan(arcsin(NA/n
(0)
s ))) to get the new relative position (zˆ0,new).
While for the paraxial ase, the multipliation fator beomes (n
(0)
i /n
(0)
s ). These new values
are then used as starting points for the iteration. It was found that the initialization proess
had a maximum error of 1% in estimating the lateral positions and about 8.4% in estimating
the axial position. The parameters of the PSF ωˆ
(0)
h are assigned valid non zero values as
starting estimates.
5.2 Preliminary Results
In this setion we disuss the preliminary results that was obtained by the parameter esti-
mation algorithm. Fig. 17 shows the plot of the hange in the ost funtion and the dierent
parameters with iteration. The refrative indies ni and ns were estimated to be 1.5163
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(a)
(b)
Figure 16: Segmentation of the MIP along the (a) opti axis projetion giving radial segment
and (b) lateral projetion giving axial segment (© Ariana-INRIA/I3S).
and 1.3201 whih are very lose to their true values of 1.518 and 1.33 hosen for simulation.
Although two parameters were aurately determined with a maximum error of < 1%, there
were errors in estimating the relative true position of the objet in the volume and the nom-
inal foal depth d. The relative position of the objet in the volume was found to be about
4 slies below the entral plane, and diers from the true position by about 2 slies. Due to
this reason, the ost funtion does not reah its global minimum as seen in Fig. 17(a).
In Fig. 18, we have shown the ℓ∞ normalized axial intensity proles for the true ob-
jet, observation, restoration with spherially aberrated approximation and restoration with
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Figure 17: Graph showing the progression of the (a) ost funtion J (ωˆo, ωˆh|i), (b) relative
position ωˆo, () objetive lens refrative index nˆi, and (d) speimen medium refrative index
nˆs estimation with iterations (© Ariana-INRIA/I3S).
diration-limited approximation. It an be seen that the observed intensity prole is axially
shifted from the true axial position by about 8 slies. After restoration with the spherially
aberrated PSF, the estimated objet's axial loation orresponds very well with the true
position of the objet. The intensity prole is quite symmetrial in omparison to the ob-
served prole. However, when restoration is done using a diration-limited approximation
(ignoring aberrations) has lead to error in loating the atual axial position. We an also
observe that the intensity is highly asymmetrial and is worse than the observed prole
although the restoration is quite free of blurring.
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Figure 18: Axial intensity proles for the true objet, the observed objet, the restored inten-
sity with a diration-limited PSF, and the restored intensity with a spherially aberrated
PSF. The intensities are ℓ∞ normalized for visual omparison (© Ariana-INRIA/I3S).
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6 Conlusions and Future Work
In this researh report, we proposed an approah for estimating the PSF from an observation
data given some knowledge of the objet. As a rst step we have restrited the observed
objet to a spei geometry. The validation of the algorithm on simulated data shows
very promising results for the problem of PSF extration from observed intensities for a
uoresene mirosope where spherial aberration is the dominant form of aberration. In
the ase, where a sub-resolution mirosphere is used, bead size orretion will not be nees-
sary and the objet should be treated as a Dira funtion. Future work is aimed at testing
the proposed approah on images of uoresent polystyrene latex Tetraspekmirospheres
from Invitrogen. One possible extension of this work might involve applying this method to
restoring biologial speimens aeted by spherial aberrations adding some onstraints on
the objet (spatial or frequeny). The task is not simple as there are many possible solutions
for the phase funtion, though a realization might be possible through regularization. This
work also opens up new possibilities into the eld of depth-varying image restoration.
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A Appendix: Maximum Likelihood Expetation Maxi-
mization (MLEM)
In this appendix, we summarize the MLEM algorithm as derived by Rihardson [23℄. Given
the observation i(x) and the PSF h(x), when the requirement is only to nd the original
objet o(x), we use the Bayes theorem
Pr(o(x)|i(x′)) = Pr(i(x
′)|o(x)) Pr(o(x))∑
x′′∈Ωs
Pr(i(x)|o(x′′)) Pr(o(x′′)) ;x,x
′,x′′ ∈ Ωs. (91)
Considering all the i(x′) and its dependane on o(x), we get
Pr(o(x)) =
∑
x′∈Ωs
Pr(o(x)i(x′)) =
∑
x′∈Ωs
Pr(o(x)|i(x′)) Pr(i(x′)), (92)
sine Pr(o(x)|i(x′)) = Pr(o(x)i(x′))/Pr(i(x′)). Substituting Eq. (91) in Eq. (92) we an
say
Pr(o(x)) =
∑
x′∈Ωs
Pr(i(x′)|o(x)) Pr(o(x)) Pr(i(x′))∑
x′′∈Ωs
Pr(i(x)|o(x′′)) Pr(o(x′′)) (93)
Sine the left and the right hand side of Eq. (93) have the desired result Pr(o(x)), we write
the result in the following iterative form
Pr (n+1)(o(x)) = Pr (n)(o(x))
∑
x′∈Ωs
Pr(i(x′)|o(x)) Pr(i(x′))∑
x′′∈Ωs
Pr(i(x′)|o(x′′)) Pr(n)(o(x′′))
, n = {0, 1, . . .} (94)
where the initial value Pr(0)(o(x)) is assumed to be estimated. Using Bayes postulate a uni-
form distribution is assumed for the initial estimate so that Pr(0)(o(x)) = o(0)(x)/
∑
x∈Ωs
o(x).
Also, Pr(o(x)) = o(x)/
∑
x∈Ωs
o(x) and Pr(i(x)) = i(x)/
∑
x∈Ωs
i(x) = i(x)/
∑
x∈Ωs
o(x),
by the property of ux onservation during the restoration and
∑
x∈Ωs
i(x) =
∑
x∈Ωs
o(x).
Similarly, Pr(i(x′)|o(x)) = Pr(h(x′−x)) = h((x′−x))/∑
x′′∈Ωs
h(x′′). So, Eq. (94) beomes
(
o(n+1)(x)∑
x∈Ωs
o(x)
)
=
(
o(n)(x)∑
x∈Ωs
o(x)
) ∑
x′∈Ωs
(
h(x′ − x)/ ∑
x′′∈Ωs
h(x′′)
)
·
(
i(x′)/
∑
x∈Ωs
o(x)
)
∑
x′′∈Ωs
(
h(x′ − x′′)/ ∑
x′′∈Ωs
h(x′′)
)
·
(
o(n)(x′′)/
∑
x∈Ωs
o(x)
)
(95)
or
o(n+1)(x) = o(n)(x)
∑
x′∈Ωs
h(x′ − x) · i(x′)∑
x′′∈Ωs
h(x′ − x′′) · o(n)(x′′)
, n = {0, 1, . . .} (96)
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B Appendix: Fourier transform of a Gaussian funtion
A funtion of three independent variables is alled separable with respet to a spei o-
ordinate system if it an be written as a produt of three funtions, eah of whih depends
only on one of the independent variables. Thus the funtion f is separable in oordinates
(x, y, z) if
f(x, y, z) = fX(x)fY (y)fZ(z). (97)
The 3D Gaussian funtion h : N3 → R+ is onsidered to be separable as the funtion an
be written individually as the ombination of several other funtions. The 3D onvolution
of h with o : N3 → R+ is thus redued to three suessive 1D multipliations in the Fourier
domain with the Fourier transform of o. Thus,
(h ∗ o)(x, y, z) = (h(x) ∗ (h(y) ∗ (h(z) ∗ o(x, y, z)))), (98)
and
(h ∗ o)(x, y, z) = F−1(F(h(z)) · (F(h(y)) · (F(h(x)) · F(o(x, y, z))))). (99)
The Fourier transform of the ontinuous funtion h is given by:
F(h(x)) ≡ H(kx) =
+∞∫
−∞
h(x)e−j2pikxxdx, (100)
where j2 = −1, h(x) = (1/√2πσx) exp(−x2/(2σ2x)) is the 1D Gaussian funtion, and kx is
the o-ordinate in the frequeny domain. A losed form expression for H(kx) exists and the
analytial expression an be written as
H(kx) =
+∞∫
−∞
1
(
√
2πσx)
exp(− x
2
(2σ2x)
) exp(−j2πkxx)dx
= exp
(
− (2πkxσx)
2
2
)
. (101)
From the above expression, it is lear that the Fourier transform of a Gaussian funtion is
also Gaussian. The proof is not straight forward and is given below.
Proof. It is simple to show that dierentiation of a 1D Gaussian funtion h(x) with respet
to x is
d
dx
h(x) =
(
−x
σ2x
)
h(x). (102)
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Applying the Fourier transform to the above equation, and by using the dierentiation
property of the Fourier Transform, we get
(j2πkx)H(kx) =
−1
σ2x
+∞∫
−∞
xh(x) exp(−j2πkxx)dx,
=
−j
σ2x
d
dkx
H(kx). (103)
Eq. (103) an be simplied to
1
H(kx)
d
dkx
H(kx) = −2πkxσ2x. (104)
Integrating both sides of Eq. (104) with respet to kx, we get
kx∫
0
1
H(k′x)
d
dk′x
H(k′x)dk
′
x = −2πσ2x
kx∫
0
k′xdk
′
x. (105)
Or equivalently
log(H(kx))− log(H(0)) = −σ
2
x
2
(2πσx)
2. (106)
Thus, we arrive at the expression:
H(kx) = H(0) exp(−σ
2
x(2πkx)
2
2
). (107)
Sine H(0) = 1, we arrive at Eq. (101).
Another method to derive the above transform but using the Laplae integral is given
by K. Kim and G. Shevlyakov in [55℄.
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C Appendix: Gradient Calulations
C.1 For the Objet Funtion
If the bead is not axially entered in the observed volume, then the relative true position
z0 6= 0 and
o(x;ωo) ≡ o(x, y, z − zo), (108)
It an be shown that in the Fourier domain this translates to
o(x, y, z − zo) = o(x, y, z) ∗ δ(0, 0, zo) = F−1{O(k)e−j 2piNz kzzo} (109)
So, ∂o(x;ωo)/∂ωo beomes
∂
∂ωo
o(x;ωo) =
∂
∂zo
o(x, y, z − zo) = −j2π
Nz
F−1{kzO(k)e−j 2piNz kzzo}. (110)
By using Eqs. (83) and (110), we an alulate the gradients with respet to ωo required at
every iteration n of Eq. (79). However, the alulations for the PSF parameters in Eq. (80)
are not so straightforward.
C.2 For the Point-Spread Funtion
The gradient of the theoretially alulated PSF in Eq. (60) an be written as
∂
∂ωh
hTh(x;λex, λem) =
∂
∂ωh
{
|hA(x;λex)|2 ·
∫
x2
1
+y2
1
≤D
2
4
|hA(x;λem)|2dx1dy1
}
= |hA(x;λex)|2 · ∂
∂ωh
{ ∫
x2
1
+y2
1
≤D
2
4
|hA(x;λem)|2dx1dy1
}
+
∂
∂ωh
{
|hA(x;λex)|2
}
·
∫
x2
1
+y2
1
≤D
2
4
|hA(x;λem)|2dx1dy1
= |hA(x;λex)|2 ·
∫
x2
1
+y2
1
≤D
2
4
∂
∂ωh
{
|hA(x;λem)|2
}
dx1dy1 +
∂
∂ωh
{
|hA(x;λex)|2
}
·
∫
x2
1
+y2
1
≤D
2
4
|hA(x;λem)|2dx1dy1 (111)
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For Eq. (111), it is suient to alulate ∂hA(x;λ)/∂ωh for a general wavelength λ and
then use the same funtions for λex and λem. Thus
∂
∂ωh
|hA(x;λ)|2 = ∂
∂ωh
{hA(x;λ)h∗A(x;λ)}
=
∂
∂ωh
{hA(x;λ)}h∗A(x;λ) + hA(x;λ)
∂
∂ωh
{h∗A(x;λ)}
=
(
h∗A(x;λ)
∂
∂ωh
{hA(x;λ)}
)
+
(
h∗A(x;λ)
∂
∂ωh
{hA(x;λ)}
)∗
(112)
Assuming the apodization funtion to be unity, the derivative of the amplitude PSF an be
written as
∂
∂ωh
hA(x;λ) =
∂
∂ωh
F−1{exp(jk0ϕ(θi, θs, z; d, ni, ns))}
= F−1{ ∂
∂ωh
exp(jk0ϕ(θi, θs, z; d, ni, ns))}
= F−1{jk0 exp(jk0ϕ(θi, θs, z; d, ni, ns)) ∂
∂ωh
ϕ(θi, θs, z; d, ni, ns))}
= jk0F−1{exp(jk0ϕ(θi, θs, z; d, ni, ns)) ∂
∂ωh
ϕ(θi, θs, z; d, ni, ns))}
(113)
But,
ϕ(θi, θs, z; d, ni, ns) = ϕd(θs, z; d, ni, ns) + ϕa(θi, θs, z; d, ni, ns), (114)
= nsz(1− cos θs) + d(ns cos θs − ni cos θi). (115)
It is straight forward to show that[
∂
∂ωh
ϕ(θi, θs, z; d, ni, ns)
]
ωh=d
= (ns cos θs − ni cos θi), (116)
and also [
∂
∂ωh
ns cos θs
]
ωh=ns
=
∂
∂ωh
ns
√
k2s − (k2x + k2y)
ks
=
∂
∂ωh
√
n2s − n2k, where nk =
λ
2π
√
k2x + k
2
y
=
ns√
n2s − n2k
=
ks√
k2s − (k2x + k2y)
= sec θs (117)
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From the Eq. (117), we an say[
∂
∂ωh
ϕ(θi, θs, z; d, ni, ns)
]
ωh=ni
= −d sec θi, (118)
and [
∂
∂ωh
ϕ(θi, θs, z; d, ni, ns)
]
ωh=ns
= z(1− sec θs) + d sec θs. (119)
Summarizing, the gradient of a theoretial PSF model h
Th
(x;ωh) with respet to its pa-
rameters ωh, an be obtained by ombining the Eqs. (111), (112), (113), (116), (118) and
(119).
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D Appendix: Emperial PSF Imaging
There are several methods available in literature for experimentally imaging mirospheres
[19, 43℄. However, for our experiments, we are interested in artiially simulating the mis-
math in refrative indies between the objetive lens and the speimen medium. In order
to ahieve this, we have used a simple tehnique where the mirospheres are stuk to the
bottom of a over slip. The overslip is plaed in water and imaged using a water immersion
lens. In this way the depth is xed and there are no additional aberrations. Fig. 19 shows
the shemati of the experiment. In this ase, the aberrations are aused due to mismath
in index between ni and ng. The use of very small beads lead to a bad SNR, so that one
Figure 19: Shemati desribing the experimental proedure for generating spherial aberra-
tion due to refrative index mismath when imaging point soures (© Ariana-INRIA/I3S).
often uses beads of the order of the mirosope resolution. We have used polystyrene latex
mirospheres from Tetraspekwith a diameter of about 170nm and having a peak exita-
tion/emission wavelengths of 505/515 nm (green). The imaged mirospheres are over sized
but it does not pose a problem as we have a method for ompensating and estimating nally
the PSF. The overslip has a refrative index of about 1.522 and thikness 170µ m. The
objetive used is a `C-Apohromat ' of 63X magniation and NA 1.2. The orretion ollar
is plaed in the neutral position to avoid any aberration ompensation and the pinhole size
is 112µ m. Fig. 20 shows the mirospheres distributed at various positions in the radial
plane. Sine they are all stuk to the bottom of the over slip, they are at the same depth.
The images are sampled at a radial sampling for 0.037µ m and axial sampling of 0.151µ m.
From the ZY setion in Fig. 20, we see that two beads that are positioned at the same depth
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Figure 20: Observed images of mirospheres that are stuk to the bottom of a over slip
demonstrates radial invariane property (© INRA Sophia-Antipolis).
but at dierent radial position are very similar. This validates our assumption that the PSF
is approximately invariant to radial translations.
Fig. 21(a) shows the radial and axial maximum intensity projetions of the ropped ob-
servation of a single 170nm mirosphere stuk on to a 1.5 type over slip. Sine the objetive
used was a water immersion lens, and we are imaging into a over slip, the resulting observed
PSF was axially asymmetrial. This aberrated bead volumes were then radially averaged
and Fig. 21(b) shows the orresponding MIP of the radial and axial planes. Fig. 21() show
the staks of 2D planes that were individually denoised using a TV sheme [56℄.
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(a) (b) ()
Figure 21: Maximum intensity projetion (MIP) along the (a) opti axis gives the lateral
plane (top) and radial axis gives axial plane (bottom) of an observed mirobead; (b) the
planes after irular averaging the data (a); () after denoising the irularly averaged data
in (b). (© Ariana-INRIA/I3S, and INRA Sophia-Antipolis).
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