ABSTRACT. This contribution shows an application of Markov chains in digital communication. A random sequence of the symbols 0 and 1 is analyzed by a state machine. The state machine switches to state "0" after detecting an unbroken sequence of w zero symbols (w being a fixed integer), and to state "1" after detecting an unbroken sequence of w ones. The task to find the probabilities of each of these two states after n time steps leads to a Markov chain. We show the construction of the transition matrix and determine the steady-state probabilities for the time-homogeneous case.
Introduction
Transmission systems require a clock and data recovery block (CDR) to sample correctly the received data signal. The blind-oversampling CDR is an alldigital architecture where several samples per bit of the input signal are taken and the decision logic uses the sample closest to the eye center to recover data. In more detail, this method is described, e.g., in [2] , [3] and [4] . For the statistical analysis of the results, the solution of the following problem is needed.
ÓÖÑÙÐ Ø ÓÒ Ó Ø ÔÖÓ Ð Ñº A random sequence R n , n = 0, 1, 2, . . . of the symbols 0 and 1 is analyzed by a state machine. The probability of the occurrence of the symbol 0 is p(n): p(n) := P (R n = 0),
meanwhile the probability of the occurrence of symbol 1 is
In general, p(n) and q(n) are time dependent and they usually are periodic functions of the argument n. The state machine switches to state "0" after detecting an unbroken sequence of w zero symbols, and to state "1" after detecting an unbroken sequence of w ones. Denote the random variables describing this process as X n , n = 0, 1, 2, . . . In this case, X n can assume only the values 0 and 1. The task is to find the probabilities of each of these two states after n time steps. Denote the probability of state "0" after n time steps as x(n):
and the probability of state "1" after n time steps as y(n):
We will show that for determining x(n) and y(n), a Markov chain can be used.
Markov chains
First, let us bring a very brief overview of this topic. Let X n be a random variable that characterizes the state of the studied system at discrete points in time n = 0, 1, 2, . . . The family of random variables {X n } forms a stochastic process. This stochastic process is called a Markov process if the occurrence of a future state depends only on the immediately preceding state, i.e., if
(remind that P (A|B) means the conditional probability of the event A under the condition that event B occured).
In a Markovian process with m exhaustive and mutually exclusive states, define
i.e., p ij (n) is the probability of moving from state i at time n to state j at time n + 1. The transition matrix is defined as
Given the initial probabilities a(0) = a 1 (0), a 2 (0), . . . , a m (0) and the transition matrix P(n), the probabilities a(n) = a 1 (n), a 2 (n), . . . , a m (n) are computed as follows: a (1) = a(0)P(0), a (2) = a(1)P(1) = a(0)P(0)P(1),
and, recursively,
If the probabilities p ij (n) are time independent, i.e., p ij (n) ≡ p ij , then the transition matrix is constant, too, P(n) ≡ P and a(n) = a(0)P n , n = 1, 2, . . .
Construction of the transition matrix
Unfortunately, we cannot use the Markov chains directly for computing the desired probabilities x(n) and y(n). This is because the fact that if, e.g., the current state of the system is "0", then the probability that it will become "1" in the next time step depends upon various factors, not only on the current state and the last symbol in the random sequence R n . Let us explain it on the example of w = 3, i.e., on the case where the state switches after the occurrence of 3 equal symbols. In this case, if the state at time n was "1" and at time n + 1 it has become "0" (which means that the end of the determining sequence of symbols is . . . , 0, 0, 0), then it cannot return to state "1" at times n + 2 and n + 3, but first at time n + 4. Thus, relation (5) does not hold here.
It shows that to overcome this problem, it is convenient to consider more states than just only "0" and "1". We will take into account how close to switching the situation is, i.e., how long the unbroken line of ones (if the current state is "0") or the unbroken line of zeros (if the current state is "1") is. Let us define new random variables Y n with 2w possible values: Notice that if Y n = w and 1 comes as the next symbol, then X n+1 will be equal to 1 and Y n+1 will be equal to w + 1. And if Y n = 2w and the next symbol coming is zero, then X n+1 = 0 and Y n+1 = 1.
Obviously, now we have a Markov chain. Its state diagram for w = 3 is depicted in Fig. 1 . 
If we denote
then the desired probabilities x(n) and y(n) are
The auxiliary probabilites a j (n) are the solution of the system of discrete equations a(n + 1) = a(n)P(n), n= 0, 1, 2, . . . ,
where P is the transition matrix of our Markov chain which is (see Fig. 1 )
The initial condition can be chosen arbitrarily, we can, e.g., choose that the initial state is "0-0" which gives
Practical experiments show that the system (10) "forgets" its initial state very quickly. Hence, the problem of computing the probabilities at each time step is solved. Practically, the computation was performed with help of the mathematical software MATLAB which is very convenient for operations with matrices.
Remarkº The author of this paper made various attempts to solve the problem without introducing the large number of the auxiliary states "0-0", "0-01", etc., but without success so far. One of the most hopeful attempts was based on the paper [5] , where a similar problem is solved. There is shown that the number of binary numbers of length n which have no w consecutive ones is given by
For w = 3, this can be schematically written as
This suggests the idea that the solution of our problem could be (again for w = 3)
meaning that the system is in the state "0" either if it was in this state previously and then a zero came, or if two time steps before it was in the state "0" and the last two symbols were 0 and 1, or if three time steps before it was in the state "0" and then 0, 1, 1 came, or if three time steps before it was in the state "1" and then three zeros came. But, unfortunately, this does not work. If the random sequence ends with . . . , 1, 1, 1, 0, 0, 0, 1, then we are in the state "0" and neither of the enumerated cases is true.
Steady-state probabilities
Now we will study the asymptotic behaviour of the solution of the system (10) in the time-homogeneous case, i.e., in the case that the functions p(n) and q(n) are constant. For such p and q we are able to determine the limits (the so called steady-state probabilities) The vector π is found as the solution of the system
with the additional condition
After finding the vector π, using the relations (8) and (9), we will compute the desired limits as 
