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Abstract
Current machine learning has made great progress on computer vision and many
other fields attributed to the large amount of high-quality training samples, while
it does not work very well on genomic data analysis, since they are notoriously
known as small data. In our work, we focus on few-shot disease subtype predic-
tion problem, identifying subgroups of similar patients that can guide treatment
decisions for a specific individual through training on small data. In fact, doctors
and clinicians always address this problem by studying several interrelated clinical
variables simultaneously. We attempt to simulate such clinical perspective, and
introduce meta learning techniques to develop a new model, which can extract
the common experience or knowledge from interrelated clinical tasks and transfer
it to help address new tasks. Our new model is built upon a carefully designed
meta-learner, called Prototypical Network [35], that is a simple yet effective meta
learning machine for few-shot image classification. Observing that gene expression
data have specifically high dimensionality and high noise properties compared
with image data, we proposed a new extension of it by appending two modules to
address these issues. Concretely, we append a feature selection layer to automat-
ically filter out the disease-irrelated genes and incorporate a sample reweighting
strategy to adaptively remove noisy data, and meanwhile the extended model is
capable of learning from a limited number of training examples and generalize well.
Simulations and real gene expression data experiments substantiate the superiority
of the proposed method for predicting the subtypes of disease and identifying
potential disease-related genes.
1 Introduction
Disease subtype prediction is to identify subgroups of similar patients that can guide treatment
decisions for a specific individual [29, 40]. For instance, in the past 15 years, five subtypes of breast
cancer have been identified and intensively studied [36]. At the level of molecular biology, the use of
gene expression data to predict disease subtypes is of great significance for improving the accuracy
of disease diagnosis and identifying potential disease-related genes. However, one of the challenging
problem is that the gene expression data are notoriously known as small data [33], i.e., we only
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Figure 1: (Left) (a) Diagram of the Select-ProtoNet structure. The weighted prototype cn is calculated
by weighted representation of all the embedded support samples for class n. The blue boxes represent
the newly appending modules to ProtoNet. (Right) Qualitative example of how Select-ProtoNet
works. Assume a query sample x belongs to class i. (b) The prototypes cn are calculated by the mean
of embedded support samples for each class. The closet prototype to the query sample x is cj . (c)
The prototypes cn are calculated by weighted representation of all the embedded support samples for
each class. The closet prototype to the query sample is now the one of the class i.
have a relatively small number of samples for each disease subtype. The small data learning or
few-shot learning has recently attracted many researches in machine learning community [33, 35].
This inspires us to bring the state-of-the-art algorithms of few-shot learning to genomic data analysis.
In our paper, we attempt to deal with few-shot disease subtype prediction problem. The most used
method in genomic data is to augment sample size by aggregating data from multiple studies under
comparable conditions or treatments [17, 10, 46]. This strategy commonly encounters bottlenecks
due to the complex properties of gene expression data, in which the aggregation of data from different
platforms or experiments inevitably suffers from batch effects, heterogeneity, and other sources of
bias [14]. Besides, we observe that the current methods usually consider only the subtype prediction
task for a particular disease, without taking into account several clinical variables simultaneously that
are often of concern to both doctors and clinicians. To simulate the process of doctors and clinicians
studying disease subtype prediction, we introduce the meta learning techniques to develop a new
data efficient model, which can extract the shared experience or knowledge from a series of related
tasks, and rapidly transfer it to the new tasks [5, 34, 9]. Therefore, the basic idea of the proposed
new model is to learn from interrelated clinical tasks through meta learning techniques to extract the
valuable information to help model generalize to the disease subtype prediction task well.
Prototypical Network (ProtoNet) [35] is a carefully designed meta-learner that is a simple and yet
effective meta learning machine for few-shot image classification. It tries to learn a metric space
in which classification can be performed by computing distances to prototype representations of
each class. However, unlike images, gene expression data are much harder to analyze due to their
high-dimensional and high-noise properties. The curse of dimensionality problems tends to make
predictions become more challenging since a large number of redundant features involving in decision.
Besides, existing evidence suggests that a high level of technical or biological noise inevitably exists
in gene expression data [22, 31], which tends to easily occur overfitting issue and lead to poor
generalization performance. To address these issues, we propose Select-ProtoNet, a new extension of
ProtoNet by appending two modules, feature selection layer and sample selection net, making it filter
out the disease-irrelated genes and remove noisy data towards few-shot disease subtype prediction.
Our proposed method is built on top of ProtoNet, and we additionally append a feature selection layer
to automatically cherry-pick the disease-related genes, and incorporate a sample reweighting strategy
to adaptively suppress the negative influence of noisy data. With these two modules, our method
can perform robust to high-dimensional and high-noise gene expression data, and allows for better
generalization on small data benefited from ProtoNet.
The key contributions of this paper can be summarized as follows:
• We propose a new extensions of ProtoNet, called Select-ProtoNet, for few-shot disease
subtype prediction, as shown in Fig. 1(a). To our best knowledge, this should be the first
work to use meta-learning techniques for Bioinformatics. By additionally appending two
modules, feature selection layer and sample selection net, our model can adaptively select
important features and clean samples, as well as learn from small data and generalize well.
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• The additionally appending modules and the vanilla ProtoNet are updated in a unified
framework, which can be easily implemented on the basis of the ProtoNet.
• To address the absence of benchmark datasets for testing few-shot classification in the field
of genomics, we devise a new dataset, miniTCGA Meta-Dataset, which is derived from
TCGA Meta-Dataset [28]. This dataset can be used as a benchmark for meta learning
methods in genomics applications under few-shot learning setting.
• We experimentally show the superiority of the proposed method for predicting the subtypes
of disease and identifying potential disease-related genes.
The remaining sections are organized as follows. Section 2 reviews the related work. Section
3 detailedly introduces the proposed method. Section 4 demonstrates simulation and real data
experimental results and the conclusion is finally made.
2 Related Work
Data Integration. Genomics data integration is usually used method to deal with small sample
problem [13]. It can be roughly performed through two different strategies: (1) ‘meta-analysis’
[27, 26, 42] analyzes each dataset independently and finally combines the statistic results to identify
disease-related genes; (2) ‘integrative analysis via data merging’ [32, 16, 10] first aggregates samples
from different datasets into a unified large dataset and then analyzes the new integrated dataset.
However, integrating data from different experiments or platforms for integrative analysis easily
suffers from batch effects and heterogeneity, which is still very challenging in computational biology.
Few-shot Learning. Meta-learning has a prominent history in machine learning [1, 30, 37], and
many meta learning methods have been applied to address the small data learning or few-shot learning
[34]. They can be roughly divided into two main types: (1) gradient-based optimization methods
[5, 6, 23, 15] learn a meta-learner in the outer loop to initialize a base-learner for the inner loop that
is then trained on a novel few-shot task; (2) metric-based methods [39, 35, 24, 41, 43] learn a metric
space of sample features in which classification can be efficient with few samples. Most current
methods rely solely on image classification tasks. There is a lack of systematic researches about
using meta-learning for few-shot disease subtype prediction problems. In this work, we extend a
well-known meta-learner, Prototypical Networks [35], to address biological problems. Our model
appends two modules that performs robust to high-dimensional and high-noise gene expression data.
Learning with High-Dimensional Features. Feature extraction and feature selection are two com-
monly used manners to address the curse of dimensionality problems. Feature extraction transforms
the original features into a set of new features through subspace learning [21]. However, a reasonable
biological interpretation is difficult to obtain from the learned feature subspace. Feature selection
removes irrelevant, redundant data, and selects a set of important features that are significantly related
to the objective [14]. Regularization technique is a typical feature selection method [38, 18, 44, 49].
However, they usually have assumptions about the prior distribution of the data [45] and inevitably
involve hyper-parameters (i.e., regularization parameters) required to be tuned by cross-validation.
Sample Reweighting for Noisy Samples. The main idea of sample reweighting strategy is to impose
weights on samples based on their reliability for training. Typically methods include self-paced
learning (SPL) [12] and its variations [11, 47], iterative reweighting [3, 48], FWL [4], L2RW [25],
and Meta-Weight-Net (MW-Net) [33]. They incline to suppress the effects of samples with extremely
large loss values, possibly with high noisy samples.
3 Proposed Select-ProtoNet for Few-Shot Disease Subtype Prediction.
In this section, we first present preliminaries in the meta learning setting with independent episodic
tasks and the prototypical networks (ProtoNet) method for few-shot learning, then give an overview
of our approach, finally elaborate the details of our method.
3.1 Meta-Learning for Few-Shot Learning
Few-shot learning (FSL) involves building a model using available training data of seen classes
that can classify unseen novel classes using only few examples. Under the FSL setting, we have a
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large sample set Ds from a set of source classes Cs, while a few-shot sample set Dt from a set of
target classes Ct, and a test set T from Ct, where Cs ∩ Ct = ∅. The goal of the FSL is to training a
classification model with Cs that can generalize well to T .
We then define the episodic training strategy widely used by existing meta-learning based FSL models
[39, 35]. Concretely, we can define a series of n-way k-shot tasks randomly sampled from Ds, and
each n-way k-shot task is defined as an episode D = (S,Q). Generally, we call S the support set
containing n classes and k samples per class, and Q the query set with the same n classes. In our
paper, we try to construct a new meta dataset of FSL for disease subtype prediction in biological field.
The episode D can be constructed by the following process: we first select a small set of source class
containing n classes C = {Ci|i = 1, 2, · · · , nc} from Cs, and then generate S and Q by randomly
sampling k support samples and q query samples from each class in C, respectively. Therefore, we
have S = {(xi, yi)|yi ∈ C, i = 1, 2, · · · ,ms}, and Q = {(xi, yi)|yi ∈ C, i = 1, 2, · · · ,mq}, where
ms = n× k, mq is the number of samples for query set in each episodic, and S ∩Q = ∅.
We denote the classifier we want to learn as pφ(y|x), with parameter φ, which outputs a probability
of a data point belonging to the class y given the data sample x. The classifier is trained between its
predicted labels and the ground truth labels over the query set Q with different episodes such that it
can generalize to other datasets, the objective function is written as follows:
φ = arg min
φ
ED⊂Ds
∑
(x,y)∈Q
− log pφ(y|x, S), (1)
where different forms of pφ(y|x, S) define different kinds of meta learning algorithm.
3.2 Review of Prototypical Networks
Here, we will give a introduction to the prototypical networks (ProtoNet), which is a well-known
meta-learning algorithm, and our model is built on top of it. ProtoNet learns a prototype of each class
in the support set S and classifies each sample in the query set Q based on its distances to different
prototypes. Thus pφ(y|x, S) in ProtoNet is defined as follows:
pφ(y|x, S) = exp (−d (gφ(x), cn))∑
n′ exp (−d (gφ(x), cn′))
, (2)
where d represents the Euclidean distance metric in the feature space, and cn is prototype for every
episode. Eq.2 means that ProtoNet produces the class distributions of a query sample x based on
the softmax output w.r.t. the distance between gφ(x) and the class prototype cn, where gφ(x) is
the embedding function which maps a sample x to the feature vector gφ(x). Each prototype cn is
calculated by averaging the vectors of all the embedded support samples Sn belonging to the class n,
given by the following form:
cn =
1
|Sn|
∑
(xi,yi)∈Sn
gφ (xi) , (3)
where Sn ∈ S denotes the set of support samples that belong to the class n.
3.3 Learning to Select Important Features and Clean Data for Disease Subtype Prediction
We attempt to introduce ProtoNet to disease subtype prediction problem to enhance the capability
of few-shot recognition. However, the gene expression data is harder to deal with compared with
image dataset, since for its high dimensionality and high noise properties. To further overcome
these issues, we proposed to append two modules (as shown in Fig.1 (a)), i.e., a feature selection
layer (FS-Layer) to automatically filtering out the disease-irrelated genes and incorporate an adaptive
sample reweighting strategy (MW-NetV2) against data noise, building up on the ProtoNet.
3.3.1 Feature Selection Layer
For each sample x ∈ Rp of gene expression data, the feature dimension p is high. Generally,
feature selection methods try to find a selection vector β = (β1, β2, · · · , βp), which is element-wise
multiplication with data x, to filter out the useless feature and obtain a new representation of data
xnew to help the following tasks perform well, i.e.,
xnew = β  x, βj ∈ [0, 1]. (4)
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The regularization technique, the effective method on this problem, often manually set a specific form
of regularization under a certain assumption on training data, which is infeasible when we know little
knowledge underlying gene expression data. To overcome this, we model the selection vector as a
Softmax network layer as follows, which can learn an adaptive feature weighting vector from data,
xnew = β(θ) x , fθ(x), βi(θ) = exp(θ)i∑
j exp(θ)j
,
∑
i
βi(θ) = 1, (5)
where θ ∈ Rp is the parameter vector of Softmax layer, and exp is the element-wise exponential
operator. It can be be easily embedded into Eq.(2),
pφ,θ(y|x, S) = exp (−d (gφ(fθ(x)), cn))∑
n′ exp (−d (gφ(fθ(x)), cn′))
, (6)
where cn can be rewritten as:
cn =
1
|Sn|
∑
(xi,yi)∈Sn
gφ (fθ(xi)) , (7)
This formulation needs no expert-level knowledge to character β, and θ can efficiently learned by
automatic differentiation techniques as φ does, which makes it easy to scale to other problems.
Algorithm 1 Training episode loss computation for Select-ProtoNet. N is the number of examples
in the training set, K is the number of classes in the training set, nc ≤ K is the number of classes per
episode, k is the number of support examples per class, q is the number of query examples per class.
RANDOMSAMPLE(S,n) denotes a set of n elements chosen uniformly at random from set S, without
replacement. This algorithm is built upon ProtoNet [35], and the revised parts are shown in blue.
Input: Training set D = {(x1, y1), . . . , (xN , yN )}, where each yi ∈ {1, . . . ,K}. Dk denotes the
subset of D containing all elements (xi, yi) such that yi = n.
Output: The loss J (φ, θ,Θ) for a randomly generated training episode.
1: V ← RANDOMSAMPLE({1, . . . ,K}, nc) . Select class indices for episode
2: for n in {1, . . . , nc} do
3: Sn ← RANDOMSAMPLE(DVn , k) . Select support examples
4: Qn ← RANDOMSAMPLE(DVn \ Sn, q) . Select query examples
5: cn ← 1|Sn|
∑
(xi,yi)∈Sn V(gφ(fθ(xi)); Θ) · gφ (fθ(xi)) . Compute the weighted prototype
6: end for
7: J (φ, θ,Θ)← 0 . Initialize loss
8: for n in {1, . . . , nc} do
9: for (x, y) in Qn do
10: J (φ, θ,Θ)← J (φ, θ,Θ)+ 1nc·q [d (gφ (fθ(x)) , cn) + log
∑
n′ exp (−d (gφ (fθ(x)) , cn′))]
. Update loss
11: end for
12: end for
3.3.2 Sample Selection Net
There exist high noise in gene expression data, which can easily lead to poor performance in
generalization. To overcome this, instead of the simple average strategy in ProtoNet, we attempt to
assign weights to support samples to character the clean confidence of data, expecting to suppress the
effects of samples with extremely noise. Specifically, the final prototype cn should be calculated by
weighted representation of all the embedded support samples for class n, i.e.,
cn =
1
|Sn|
∑
(xi,yi)∈Sn
vi · gφ (fθ(xi)) , vi ∈ [0, 1], (8)
where vi reflect the confidence of the support sample xi belonging to clean data. In general, large
weights v are more likely to be high-confident ones with clean data.
To determine the v, inspired by current adaptive sample weighting strategy Meta-Weight-Net [33],
we attempt to learn a weighting function to distinguish clean and noisy data. Specifically, MW-Net
models the sample weights v as an MLP network V(`; Θ) with only one hidden layer, which is a
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universal approximator for almost any continuous function and thus can fit a wide range of weighting
functions. Its input is the loss function of the sample, and output is the weight to this sample. Since
ProtoNet does not compute the losses of the support samples, we use the embedding representation
gφ (fθ(x)) as input of MW-Net. Therefore, the Eq.(8) function can be furtherly rewritten as:
cn =
1
|Sn|
∑
(xi,yi)∈Sn
V(gφ(fθ(xi)); Θ) · gφ (fθ(xi)) , (9)
where Θ represents the parameters of MW-NetV2 (to distinction with the original MW-Net), and the
architecture of MW-NetV2 is same with MW-Net, except for the input. The input of MW-NetV2 is
the embedding representation for each sample instead of the loss in MW-Net.
3.3.3 Learning Algorithm
By additionally appending feature selection layer (FS-Net) and sample selection net (MW-NetV2)
to vanilla ProtoNet, the proposed method, Select-ProtoNet, can simultaneously cherry-pick the
disease-related genes helping classification and suppress the negative influence of noisy data. The
learning procedure is similar to vanilla ProtoNet, and the parameters of FS-Net and MW-NetV2 are
simultaneously updated with the parameters of ProtoNet. The final loss function is:
φ, θ,Θ = arg min
φ,θ,Θ
ED⊂Ds
∑
(x,y)∈Q
− log pφ,θ,Θ(y|x, S), (10)
pφ,θ,Θ(y|x, S) = exp (−d (gφ(fθ(x)), cn))∑
n′ exp (−d (gφ(fθ(x)), cn′))
,cn =
1
|Sn|
∑
(xi,yi)∈Sn
V(gφ(fθ(xi)); Θ) · gφ (fθ(xi)) .
(11)
Fig. 1(right) illustrates an example on how the proposed method works. The pseudocode for
calculating the episode training loss J (φ, θ,Θ) is provided in Algorithm 1.
4 Experiments
To evaluate the capability of the proposed method, Select-ProtoNet, we conduct experiments on
simulated data sets and real gene expression datasets. We show that Select-ProtoNet outperforms its
backbone methods and several conventional methods.
4.1 Simulation Experiments
Simulated Datasets. We construct two sets of data Dtrain and Dtest with distinct sets of classes
under the FSL setting. The generation of simulated data is refer to the work in [20]. For more detailed
information on generating simulated datasets, see Appendix A.
Noise and Feature Dimension Settings. We consider four-level settings of corrupted class labels
on the support set. The class label of each support sample is independently changed to a random
class with probability p, where p = 0%, 10%, 30%, 50%. Moreover, we consider four-level settings
of irrelevant feature with d dimension, where d = 100, 500, 1000, 2000.
Baselines. We compare against two family of methods. The first is metric-based meta learning
methods: ProtoNet and ProtoNet with either of the two appended modules. ‘SelectF-ProtoNet’ and
‘SelectS-ProtoNet’ are models with feature selection layer and sample selection net, respectively.
The second is the conventional methods, usually used to analyze gene expression data to predict
disease subtypes. The conventional comparison methods include: Support Vector Machines (SVM),
Naive Bayes, Logistic Regression, Logistic regression with Lasso penalty (Logistic_lasso), Random
Forest, NeuralNet [20], and AffinityNet [20]. Details of baseline implementations, training and test
procedures can be found in Appendix B.
Results. Table 1 shows the accuracy of Select-ProtoNet and its backbones on simulated datasets
under different experiment settings with 30 random runs. It can be seen that the appended two
modules both make contributions to improve the performance, and the proposed method achieves
the best results. With the increase of noise rate, the advantages of Select-ProtoNet over ProtoNet
become more obvious. As shown in Fig. 2, the curves of training loss and accuracy comparison
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Table 1: Few-shot classification accuracy (%) comparison on simulated data with varying experiment
settings. The best results are highlighted in bold.
Noise rate Model 5 way 5 shot 5 way 10 shot 10 way 5 shot 10 way 10 shot
0%
ProtoNet 91.93 ± 3.08 92.30 ± 2.61 93.01 ± 1.81 93.40 ± 1.30
SelectS-ProtoNet 92.74 ± 1.42 93.29 ± 1.39 93.70 ± 1.21 94.30 ± 1.40
SelectF-ProtoNet 96.55 ± 1.75 96.78 ± 1.02 97.42 ± 0.48 97.21 ± 0.51
Select-ProtoNet 96.69 ± 1.08 96.94 ± 0.98 97.44 ± 0.41 97.62 ± 0.47
10%
ProtoNet 83.23 ± 4.90 82.25 ± 4.10 85.27 ± 3.41 86.38 ± 4.00
SelectS-ProtoNet 84.30 ± 4.44 84.49 ± 3.73 88.26 ± 2.81 89.89 ± 2.59
SelectF-ProtoNet 91.17 ± 3.59 92.29 ± 2.05 92.62 ± 2.24 92.96 ± 2.00
Select-ProtoNet 93.56 ± 2.78 94.40 ± 1.34 94.67 ± 1.55 94.31 ± 1.73
30%
ProtoNet 72.33 ± 7.42 73.98 ± 6.59 74.02 ± 6.43 74.52 ± 6.13
SelectS-ProtoNet 75.74 ± 6.21 76.34 ± 4.92 77.64 ± 7.53 77.81 ± 6.00
SelectF-ProtoNet 86.56 ± 4.48 87.07 ± 5.49 87.72 ± 4.53 86.29 ± 6.22
Select-ProtoNet 88.95 ± 3.74 89.66 ± 4.02 89.87 ± 3.85 89.60 ± 4.38
50%
ProtoNet 64.35 ± 7.99 65.95 ± 8.01 66.93 ± 7.60 66.84 ± 6.86
SelectS-ProtoNet 68.69 ± 6.42 68.79 ± 7.99 70.22 ± 7.75 70.90 ± 6.30
SelectF-ProtoNet 79.04 ± 9.33 80.85 ± 7.44 81.30 ± 7.08 81.47 ± 8.95
Select-ProtoNet 83.42 ± 6.06 83.21 ± 5.59 84.49 ± 5.33 84.43 ± 5.54
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Figure 4: Box-plot diagram of
test accuracy (%) of all competing
methods over 30 repetitions.
between ProtoNet and Select-ProtoNet. We can observe that ProtoNet takes almost twice the time
of our model to achieve the best classification accuracy. To illustrate the effect of two appended
modules of our model, we plot the weight distribution of clean and noisy training support samples
in Fig. 3. It can be seen that almost all lager weights belong to clean samples, and the weight value
of noisy samples is less than that of clean samples, which implies that MW-NetV2 can distinguish
clean and noisy samples. Fig. 5(c) shows the feature weights learned by Select-ProtoNet. It can
be observed that the weights of important features are higher than those of irrelevant features, and
almost all the weights of irrelevant features are less than a certain threshold value, indicating that the
feature selection layer can select important features.
We also compare Select-ProtoNet with state of the art conventional methods. Fig. 4 shows the test
accuracy of all competing methods on the few selected training samples (only 1% of datasets). It
can be seen that our model is significantly superior to all other competing methods. There are big
performance gaps between our model and conventional methods (i.e., Random Forest, NeuralNet,
SVM, and Logistic Regression) when training data is small. Particularly, NeuralNet, is the worst
performer because the training pool is quite small that the power of deep learning can only be
manifested when a large amount of data is available. In addition, we plot the weights of features
learned by NeuralNet and AffinityNet, are shown in Fig 5. We can observe that feature selection
performance of our model outperforms competing methods. We further increase the feature dimension
to evaluate the classification accuracy of all comparison methods. The results are shown in Table 2
with 30 random runs. As can be seen, Select-ProtoNet can improve the accuracy compared with
ProtoNet, and outperforms all other conventional comparison methods. With the increase of the
feature dimension, the performance gaps between the proposed method and all competing methods
increase gradually.
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Figure 5: Plots of feature weights learned by the competing methods on unbiased simulated data. The
red bar represents the true features and the blue bar represents the irrelevant features.
Table 2: Test accuracy (%) comparison on simulated data with varying feature dimension settings.
The best results are highlighted in bold.
Methods 100 500 1000 2000
SVM 40.79 ± 1.47 30.84 ± 0.82 29.34 ± 1.08 27.95 ± 0.73
Naive Bayes 76.91 ± 5.03 54.19 ± 5.34 48.17 ± 3.07 40.47 ± 3.10
Random Forest 52.23 ± 9.47 26.43 ± 2.48 26.21 ± 2.71 25.73 ± 1.63
Logistic Regression 41.59 ± 1.86 30.83 ± 0.92 29.36 ± 1.07 27.97 ± 0.56
Logistic_lasso 72.96 ± 4.72 59.24 ± 4.78 49.65 ± 5.94 42.31 ± 5.60
NeuralNet 32.42 ± 1.50 27.61 ± 0.75 26.29 ± 0.85 25.92 ± 0.66
AffinityNet 66.06 ± 25.13 39.17 ± 13.30 27.55 ± 6.98 34.18 ± 10.66
ProtoNet 80.48 ± 4.68 71.90 ± 2.64 54.09 ± 10.95 48.66 ± 6.29
Select-ProtoNet 96.08 ± 0.35 93.13 ± 2.44 85.40 ± 5.12 81.49 ± 6.10
4.2 Experiments on miniTCGAMeta-Dataset
Real Datasets. TCGA Meta-Dataset [28] is a publicly available benchmark dataset in the field of
gene expression analysis, containing 174 clinical tasks derived from The Cancer Genome Atlas
(TCGA) [19], which can be used in a multi-task learning framework. However, it cannot be directly
used as a few-shot learning benchmark dataset because some tasks have extremely imbalance classes.
Thus, after carefully selecting samples, we devise a new dataset, mini-TCGA Meta-Dataset, consisting
of 68 TCGA benchmark clinical tasks, where each task has two classes and each class has at least 60
samples. More details about datasets can be found in Appendix D.
Baselines. We compare against the following state-of-art methods: ProtoNet, the majority class
prediction (Majority), Logistic Regression, and Neural Network. The implementations of three
conventional methods are the same as the work in [28]. For details on implementations, training and
test procedures, see Appendix E.
Results. The classification accuracy of miniTCGA Meta-Dataset with varying noise rate settings are
reported in Table 3. As can be seen, our model improves on its backbone method with a large margin
for all noise rate settings, and outperforms the three conventional supervised methods.
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Figure 6: Survival curves of
the 20 top-ranked genes se-
lected by Select-ProtoNet.
Table 4 shows the lung cancer subtype prediction accuracy of all com-
peting methods on the TCGA Meta-Dataset with task id (‘Expres-
sion_Subtype’, ‘LUNG’). Especially, ProtoNet and Select-ProtoNet
consider the interrelationship of clinical tasks, leveraging samples
from all clinical tasks of miniTCGA Meta-Dataset to build shared
experience or knowledge and transfer it to help predict the lung can-
cer subtype. The conventional methods, however, only consider the
lung cancer subtype task. As shown in Table 4, we can observe that
our model achieves the best results, with an accuracy gain of more
than 20% compared with its backbone, and over 29% against the
best result of the conventional methods. It implies that our model sig-
nificantly improves the prediction performance of disease subtypes
by incorporating various interrelated clinical tasks. Fig. 6 shows the
Kaplan-Meier (KM) survival curves of the 20 top-ranked significant
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Table 3: Test accuracy (%) comparison on miniTCGA Meta-Dataset with varying noise rate settings.
The mean accuracy (± std) over 30 repetitions are reported. The best results are highlighted in bold.
Noise Rate Conventional supervised methods Select-ProtoNet and its backboneMajority Logistic Regression Neural Network ProtoNet Select-ProtoNet
0% 64.10 ± 8.83 67.96 ± 12.80 68.30 ± 11.63 72.01 ± 19.91 84.71 ± 4.49
10% 63.63 ± 9.38 65.08 ± 10.49 64.85 ± 9.98 66.69 ± 19.54 81.33 ± 2.32
30% 61.98 ± 9.94 60.89 ± 8.00 61.50 ± 8.89 64.18 ± 19.48 79.89 ± 2.40
50% 59.73 ± 9.56 57.06 ± 5.72 58.73 ± 7.59 60.72 ± 17.31 78.15 ± 2.30
Table 4: Accuracy (%) comparison on the lung cancer subtype task of TCGA Meta-Dataset.
Method Majority Logistic Regression Neural Network ProtoNet Select-ProtoNet
Accuracy 38.00 ± 0.00 60.64 ± 8.23 68.20 ± 1.60 77.78 ± 27.22 97.78 ± 3.44
genes selected by Select-ProtoNet on the lung cancer subtype task of TCGA Meta-Dataset. By using
bBioPortal [2, 7], the survival analysis of significant genes is done based on the Pan-Cancer Atlas
dataset [8]. As shown in Fig. 6, the two curves without intersect (logrank test p-value = 5.801e− 4).
The patients without alterations in the selected genes (blue line) have long survival times.
5 Conclusion
In this paper, we propose a novel meta learning method for few-shot disease subtype prediction
problem. The proposed method, carefully designs to append two modules to the vanilla Prototypical
Network, making it able to address the high dimensionality and high noise issues in gene expression
data compared with image data. Meanwhile, it possesses the ability of Prototypical Network to
extract the shared experience or knowledge from interrelated clinical tasks, capable of learning
from a limited number of training examples and generalize well. Synthetic and a new released
benchmark dataset for disease subtype prediction, mini-TCGA Meta-Dataset experiments substantiate
the superiority of the proposed method for predicting the subtypes of disease and identifying potential
disease-related genes. In future work, we need to further consider the interaction between genes and
integrate gene regulatory networks into meta-learning techniques and further promote the application
of meta-learning techniques in the field of few-shot biological genomics, thus bringing us closer to
the clinic of the future.
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