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Abstract 
This paper introduces a new method ‒ the Rank M-Estimator (RME) ‒ for robust covariance matrix estimation of 
distributed scatterers (DSs) in SAR image stacks, or more general for complex multivariate with multiplicative 
and non-stationay phase signal. The RME can work without the assumption of samples’ stationarity, which is 
seldom addressed in the SAR community. In other words, no flattening/estimation of the interferometric phase is 
required. The robustness of RME is achieved by using an M-estimator, i.e. amplitude-based weighing function in 
covariance estimation. 
1 Introduction 
Monitoring volcanic regions using InSAR methods en-
counters multiple challenges: 1. limited number of per-
sistent scatterer (PS), 2. low number of images, and 3. 
sometimes the precipitous topography causes height de-
pendent tropospheric delay (TD) which correlates the 
deformation signal. 
To cope with the low PS density, distributed scatterers 
(DSs) are usually exploited, such as algorithms like 
SqueeSAR [1] and so on [2]–[4]. They perform a statis-
tical test on the amplitude of the neighbourhood of a 
target pixel, in order to identify its “brother pixels” real-
ized from the same distribution. The mean of these 
brother pixels is then taken, and treated as a PS in the 
subsequent processing. Slightly different in [2], the 
phase history parameters of each single-look DS pixel is 
retrieved by the optimal maximum likelihood estimator 
(MLE) assuming complex circular Gaussian (CCG) dis-
tributed DS. 
Nevertheless, all the aforementioned algorithms rely on 
the statistical test on the amplitude time series of the 
neighbouring pixels. The detection rate (different distri-
bution detected as different distribution) of the test de-
grades with decreasing number of images. According to 
[5], under the assumption of Rayleigh distributed ampli-
tude time series, the detection rate (at constant 5% false 
alarm rate) is only 20% using 10 images for two DSs 
with an expected intensity ratio of 3 dB using the Kol-
mogorov-Smirnov (KS) test employed in SqueeSAR. 
As the detection rate goes down, pixels of different 
distributions including non-Gaussian ones are includ-
ed in the covariance matrix estimation. This in turn 
affects the final parameter estimation. 
The purpose of this paper is to introduce a robust and 
adaptive covariance matrix estimator when the select-
ed neighbourhood is contaminated. We consider two 
types of contamination: 1. non-Gaussian samples, and 
2. non-stationary (N-S) samples. For the first type, an 
M-estimator with amplitude-based weighting is em-
ployed, and for the second type we use higher order 
moments to cancel the effect of multiplicative mean. 
The combination of these two aspects leads to our 
proposal of the Rank M-Estimator (RME). 
2 Robust covariance matrix esti-
mation 
2.1 MLE under complex circular Gaussi-
an distribution 
The covariance of two single-look complex observa-
tions ng and kg in image n and k is defined as the ex-
pectation of the product of one with the complex conju-
gate of the other:  , *nn k kE g gc  . The MLE of the covar-
iance matrix of N-variate CCG vector g  is: 
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M samples are assumed to be spatially stationary. 
2.2 M-estimator of covariance 
The M-estimator is a generalization of the MLE that can 
be designed to, e.g., resist outliers [6]. It minimizes a 
customized loss function  x  w.r.t. the residual x. The 
M-estimator of a covariance matrix is [7]: 
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where      2 1, Hx m m mC g C g . This can be solved in 
general by an iteratively reweighted approach [8]: 
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where the real-valued weighting function w(x) is 
 ' x x . 
The MLE of CCG multivariate corresponds to an M-
estimator with a loss function   2x x  , i.e.: 
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It is evident, for CCG MLE, a single outlier in the sam-
ples will steer the estimator towards the outlier, and can 
considerably bias the estimation. However, the M-
estimator down-weights the highly deviating samples 
according to the weighting function.  
In application to SAR image, instead of CCG, one can 
model a time series of pixel as complex circular t-
distribution (CCT) with a degree of freedom  . The 
CCT approaches CCG as   approaches +∞, and be-
come more heavily tailed as   approaches 0. [9] used 
the weighting function      22 2w x N x    , 
which corresponds to the MLE of the covariance under 
CCT. 
Unfortunately, the sample distribution is always varying 
and unknown, i.e.   is unknown. In addition, with real 
data when the number of images is low, mixture of dis-
tributions among samples can occur even with the adap-
tive sample selection. Therefore, without knowledge of 
the sample distribution, one can assume   approaches 
0, and the multivariate g is i.i.d., i.e. IC I  where I
is the expected intensity and I  is the identity matrix. 
This literally assumes the samples are very heavily 
tailed, and contain no correlation between different im-
ages. It leads to an interesting weighting function: 
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which is the ratio of the expected intensity in space (as-
sumed constant) and time (depends on sample). Finally, 
the covariance matrix estimate is: 
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This specific M-estimator is also known as the sign co-
variance matrix (SCM) [10], where only the “sign” or 
“direction” of g is considered. Therefore, the real covar-
iance is lost, yet the shape and orientation of the joint 
distribution of g is preserved. If the exact covariance 
shall be retrieved, one could always estimate it from the 
eigenvectors of ˆ SCMC  and the samples. Experiment 
found ˆ SCMC  is very stable for TerraSAR-X (TS-X) 
high resolution spotlight data. 
2.3 The Rank M-estimator for non-
stationary samples 
So far, all the aforementioned estimators are all based 
on spatially stationary samples, i.e. identical expected 
interferometric phase. For N-S samples, it is a joint es-
timation of the expected interferometric phase and the 
covariance [11], i.e.: 
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where  ˆ mΦ is the diagonal matrix containing the esti-
mated phase values of  mg . 
The estimation of interferometric phase is usually done 
by spatial filtering. The performance greatly depends on 
the filter itself. And it can be challenging in urban area. 
In [2], it is dealt by a multi-resolution defringe algo-
rithm. Nevertheless, the phase estimation requires addi-
tional effort and bad estimates largely affect the covari-
ance matrix estimation. 
Therefore, we need an estimator that is invariant of the 
multiplicative phase signal. Inspired by the rank covari-
ance matrix (RCM) for additive noise explained in [10], 
we introduce the RCM for complex multivariate with 
multiplicative phase signal, which is: 
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can be regarded as the rank vector of g in multiplicative. 
 jg  is the neighbourhood of  mg , and the  denotes 
the element-wise product. RCM is a fourth order de-
scriptor of g, where the multiplicative mean has disap-
peared due to the complex conjugate. And it can be 
proven under CCG that  ˆabs RCMC  approaches   2ˆabs C  
asymptotically, where 2  is the element-wise square.  
Based on this, we define the Rank M-Estimator with 
weighting function w(x) analogous to Equation (3): 
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3 Experiments 
3.1 Simulations 
In this section, the MLE for CCG, the M-Estimator, and 
the RME are compared under three different scenarios: 
1. multivariate CCG, 2. multivariate CCT with degree 
of freedom 1, and 3. N-S multivariate CCT, i.e. samples 
contain phase fringes. 
For each scenario, the same predefined exponentially 
delaying coherence matrix is used for DS samples simu-
lation. We simulated ten acquisitions, with each acquisi-
tion having 500 samples. In the last scenario, ten con-
stant fringe frequencies within [0 π/100] are randomly 
picked for the ten acquisitions, respectively. 
The results comparison are shown in Figure 1. Each row 
represents one of the aforementioned three scenarios, 
and each column represents one of the three covariance 
estimators
ence cohe
estimator 
when the 
All the th
cept the m
ence due 
when the
heavily ta
RME rem
estimator 
Heavy un
iant, and k
Figure 1. C
1st column
(amplitude
estimator; 
lar Gaussia
gree of fre
circular t-d
3.2 Re
Two test 
Campi Fl
mation ra
ˆ
RMEC , re
estimated
 ˆ ˆ, ars v 
where s a
rate, sΦ
modelled 
ˆ
MLEC  or Cˆ
each DS 
selection 
tion spotl
for estima
0
N
-S
 C
C
T 
   
   
   
   
   
C
C
T 
   
   
   
   
   
   
 C
C
G
  
. Subplot (1, 
rence matrix, 
under CCG
number of sam
ree estimators
inor fluctuat
to the square
 samples are
iled t-distribu
ain a correc
is not capabl
derestimation 
eeps good pe
omparison of 
: MLE (under 
-based weight
under three diff
n, 2nd row: com
edom 1, and 3
istribution. 
al data 
sites are selec
egrei in Italy
te of the two 
spectively. Th
 using:  
,g mins v Hg Φ
nd v are the e
,v  is the d
phase, and Cˆ
RME ). More d
pixel, we perf
using the KS 
ight images. A
ting both cova
MLE
0.2 0
1) shall be reg
because the M
, and asymp
ples are large
 are successfu
ion of RME 
 root operatio
 contaminated
tion. Yet the
t estimation. 
e of dealing w
occurs. The R
rformance at a
covariance ma
Gaussian), 2nd c
ing), and 3rd 
erent cases: 1st 
plex circular t
rd column: non
ted in the sup
. We compar
areas estimate
e DS pixel’s 
 1ˆ, ,s v s v ΦC
levation and 
iagonal matr
 is the covari
etails can be 
orm once the
test with ten 
nd the same
riance matric
M-Est
.4 0.6
arded as the r
LE is the op
totically unb
. 
l under CCG
at very low c
n. The MLE 
 by outliers,
 M-estimator
However, the
ith N-S sam
ME is mean in
ll conditions.
trix estimation 
olumn: M-esti
column: rank
row: complex 
-distribution wit
-stationary com
er volcano re
e the linear d
d using ˆ MLEC
deformation ra
 H g          
linear deform
ix containing
ance matrix (e
found in [2]
adaptively sa
TS-X high re
 samples are 
es. 
RME
0.8
efer-
timal 
iased 
, ex-
oher-
fails 
 e.g. 
 and 
 M-
ples. 
var-
 
 
using 
mator 
 M-
circu-
h de-
plex 
gion 
efor-
 and 
te is 
 (10) 
ation 
 the 
ither 
. For 
mple 
solu-
used 
The 
row 
the s
colu
from
refer
Sinc
dred
expe
vege
teed
and 
seco
road
The 
For 
form
gles
tions
of d
searc
form
usin
thus
Figur
on S
test a
enou
two 
right
cal fo
tively
1
comparison is
corresponds t
econd row is
mn are the re
 ˆ RMEC . The co
ence point are
e the spans of
s of meters, 
cted. The first
tation. And t
. Therefore, m
pepper noise 
nd area is mo
 which usuall
ˆ
RMEC  also in g
quantitative c
ation rates en
in Figure 2 a
 in Figure 3.
eformation ra
h range. Thes
ation signal, 
g ˆ RMEC , the re
, more reasona
e 2. Compariso
AR intensity im
reas in the supe
s deformation r
areas. The left
column is usin
r both covarian
 selected (KS t
-15 -10 -
 plotted in Fi
o the results o
 the second a
sults using Cˆ
loured deform
 overlaid on th
both two area
homogeneous
 test area cont
hus, their stat
any bad esti
if using the c
stly vegetation
y appears as 
eneral outperf
omparison, th
closed in the 
re plotted in 
When using 
te almost un
e peaks shoul
except extrem
sult is much 
ble. 
n of deformati
ages) w.r.t. a lo
r volcano regio
ate is expected d
column is the r
g the robust ˆ RMC
ce matrices esti
est) using ten im
5 0 5
gure 2, where
f the first test
rea. Images o
MLE , and righ
ation rates w
e SAR intens
s are around a
 deformation
ains some bui
ionarity is no
mates appear
onventional 
, except in th
DS in X-ban
orms ˆ MLEC .  
e histograms 
two dashed r
the correspon
ˆ
MLEC , many lo
iformly appe
d not corresp
ely conditio
more homoge
 [
on rate estimate
cal reference p
n Campi Flegr
ue to the smal
esults using ˆ MC
E . The samples
mation, and the
ages. 
10 15
 the upper 
 area, and 
n the left 
t ones are 
.r.t. a local 
ity image. 
 few hun-
 rates are 
ldings and 
t guaran-
s like salt 
ˆ
MLEC . The 
e center a 
d images. 
of the de-
ed rectan-
ding posi-
cal peaks 
ar in the 
ond to de-
ns. While 
nous, and 
 
 
mm/y] 
s (overlaid 
oint of two 
ei. Homog-
l size of the 
LE , and the 
 are identi-
y are adap-
   
Figure 3. C
[mm/y] en
result from
ure, many 
range. Mo
signals. W
nous, and t
The prop
DLR’S PS
area of th
stack con
es, spanni
using only
The lowe
DS, comb
more scat
ization, on
plotted in
for both s
Ackno
This work
ciation un
Group “S
funded by
Research 
The PS re
GENESIS
Refere
[1] A. F
cessi
IEEE
[2] Y. W
ters f
very 
gram
[3] K. G
defor
J. Ph
[4] M. S
of A
Stack
2014
-20 -1
0
10
20
30
40
50
60
orresponding 
closed in the t
 ˆ MLEC ; and righ
local peaks alm
st of them sho
hile using ˆ RMEC
hus, more reaso
osed algorithm
I-GENESIS s
e image stack
tains 34 TS-X
ng from Dec. 
 the PS is sho
r one is the re
ined with the
terers than usi
ly 10% of th
 Figure 4, and
ubplots. 
wledgem
 is partially su
der the frame
iPEO”. It is a
 the IGSSE o
Foundation (F
sult in the pa
 system. 
nces 
erretti, et al.
ng Interferom
 Trans. Geosc
ang, et al., “R
rom distribute
high resolutio
m. Remote Se
oel and N. Ad
mation estima
otogramm. Re
chmitt and U
irborne Sing
s,” IEEE Tra
. 
0 0 10    
histograms of t
wo dashed red 
t: result from C
ost uniformly 
uld not corresp
, the result is m
nable. 
 has been i
ystem. It is ap
 of volcano C
 high resoluti
2009 to Mar. 
wn as the upp
sult using the 
 PS result. It 
ng the PS onl
e points from
 the point siz
ent 
pported by th
work of the Y
lso part of the
f TU Münche
örderkennzeic
per is process
, “A New A
etric Data-St
i. Remote Sen
etrieval of pha
d scatterers in
n SAR data,
ns., vol. 73, S
am, “An adva
tion in non-u
mote Sens., v
. Stilla, “Ada
le-Pass Mult
ns. Geosci. Re
20 -20 -1
0
10
20
30
40
50
60
he deformation
rectangles in .
ˆ
RME . For the le
appear in the s
ond to deform
uch more hom
ntegrated into
plied on the w
ampi Flegrei
on spotlight i
2012. The resu
er plot of Figu
proposed RM
retrieves 15 t
y. For good vi
 either metho
e is kept the 
e Helmholtz A
oung Investig
 project “4D C
n and the Ge
hen BA2033/
ed by DLR’s 
lgorithm for 
acks: SqueeS
s., 49(9), 201
se history par
 urban areas u
” ISPRS J. P
ep. 2012. 
nced algorithm
rban areas,” IS
ol. 73, Sep. 20
ptive Multiloo
i-Baseline In
mote Sens., 5
0 0 10  
 rates 
 Left: 
ft fig-
earch 
ation 
oge-
 the 
hole 
. The 
mag-
lt of 
re 4. 
E on 
imes 
sual-
d are 
same 
sso-
ators 
ity” 
rman 
3-1). 
PSI-
Pro-
AR,” 
1. 
ame-
sing 
hoto-
 for 
PRS 
12. 
king 
SAR 
2(1), 
Figur
Flegr
propo
[5]
Mul
paris
sults
[6]
1981
[7]
varia
[8]
array
Proc
[9]
Estim
IEEE
[10]
cova
557–
[11]
long
Sens
2005
 
20
e 4. Linear def
ei using only th
sed RME cova
A. Parizzi an
tilooking Exp
on Between D
,” Geosci. Rem
P. J. Huber, R
. 
R. A. Maron
te Location an
E. Ollila and 
 covariance m
essing, 2003 I
M. Schmitt, 
ation for M
 Trans. Geos
S. Visuri, V. K
riance matrice
575, 2000. 
F. De Zan an
 series of SAR
ing Symposiu
 IEEE Interna
-20 -10
ormation rate o
e PS (upper), a
riance matrix es
d R. Brcic, “
loiting Amplit
ifferent Techn
ote Sens. Let
obust Statisti
na, “Robust M
d Scatter,” An
V. Koivunen, 
atrix estimato
EEE Worksho
et al., “Adap
ulti-Baseline 
ci. Remote Sen
oivunen, and
s,” J. Stat. Pl
d F. Rocca, “
 images,” in 
m, 2005. IGA
tional, 2005. 
0
f the super volc
nd using PS+D
timation metho
Adaptive InS
ude Statistics
iques and Pra
t. IEEE, 8(3), 
cs. John Wile
-Estimators 
n. Stat., 4(1),
“Influence fun
rs,” in Statisti
p on, 2003. 
tive Covarian
InSAR Data
s., in press, 2
 H. Oja, “Sign
an. Inference,
Coherent pro
Geoscience an
RSS ’05. Pr
10 20
 
 
[mm/y] 
ano Campi 
S with the 
d (lower). 
AR Stack 
: A Com-
ctical Re-
2011. 
y & Sons, 
of Multi-
 1976. 
ctions for 
cal Signal 
ce Matrix 
 Stacks,” 
014. 
 and rank 
91(2), pp. 
cessing of 
d Remote 
oceedings. 
