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ZUR IRRATIONALITA¨T IN DER SCHULE
GUNTHER LEOBACHER AND JOSCHA PROCHNO
Zusammenfassung. Irrationale Zahlen werden in der Schule bereits in der Sekundarstufe I
eingefu¨hrt. Allerdings wird typischerweise, mit Ausnahme vielleicht fu¨r
√
2, kein mathemati-
scher Beweis zur Irrationalita¨t gefu¨hrt. Insbesondere wird nicht bewiesen, dass die beru¨hmte
Eulersche Zahl e sowie die Kreiszahl pi irrationale Zahlen sind. In diesem Artikel wollen
wir aufzeigen, wie dies mit recht elementaren Methoden der Analysis mo¨glich ist. Daru¨ber
hinaus bieten wir fu¨r viele der analytischen Aussagen geometrische Varianten zur Veran-
schaulichung, die insbesondere Variabilita¨t im Anspruchsniveau schaffen.
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1. Einleitung
Alles begann bereits im 6.-5. Jahrhundert vor Christus mit den Pythagoreern, die irratio-
nale Zahlen, also solche mit einer nicht periodischen, unendlichen Anzahl von Dezimal-
stellen, zuna¨chst als inkommensurable Strecken, d.h. Strecken mit einem nicht-rationalen
La¨ngenverha¨ltnis, entdeckten (etwa beim regelma¨ßigen Fu¨nfeck).
Auf den Begriff der irrationalen Zahl treffen Schu¨lerinnen und Schu¨ler heute im Alter von etwa
15 Jahren. Eingefu¨hrt wird dieser fast ausschließlich im Zusammenhang mit dem Begriff der
Wurzel. Ein typisches Beispiel ist die Irrationalita¨t von
√
2, eine Zahl, die sich auf natu¨rliche
Weise aus dem Satz des Pythagoras als La¨nge der Diagonalen im Quadrat mit Kantenla¨nge
1 ergibt. Eine Mo¨glichkeit, sich der Fragestellung nach der Irrationalita¨t von
√
2 zu na¨hern,
ist die der Intervallschachtelung. Aber es bleibt auch eben nur das, eine
”
Na¨herung“. Selbst
eine Vielzahl von Iterationen in der Schachtelung garantiert na¨mlich nicht, dass es sich nicht
doch um einen endlichen oder periodischen Dezimalbruch handelt. Am Ende ist das einzige
u¨berzeugende Argument nur der mathematische Beweis. Und fu¨r
√
2 ist dieser recht leicht
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2 G. LEOBACHER AND J. PROCHNO
gefu¨hrt – und das wird er in Schulen auch oft! Das Vorgehen basiert auf einem Beweis durch
Widerspruch, d.h. man nimmt an, dass es Zahlen a ∈ N und b ∈ N \ {0} gibt (man beachte
hier, dass wir bereits die Positivita¨t ausgenutzt haben), so dass
√
2 =
a
b
gilt. Ohne Beschra¨nkung der Allgemeinheit kann man annehmen, dass nicht sowohl Za¨hler
als auch Nenner gerade Zahlen sind (sonst ku¨rzt man so lange, bis Za¨hler oder Nenner oder
auch beide ungerade sind). Nun nimmt man an, dass a = 2n und b = 2m + 1 mit n,m ∈ N
gilt (die anderen Fa¨lle verlaufen dann analog), d.h.
√
2 =
2n
2m+ 1
.
Quadrieren liefert dann
2 =
4n2
4m2 + 4m+ 1
und nach einer elementaren Umformung ergibt sich
4m2 + 4m+ 1 = 2n2.
Auf der linken Seite steht nun aber eine ungerade, auf der rechten eine gerade Zahl. Das ist
ein Widerspruch, und
√
2 kann somit nicht rational sein.
Aber wie sieht es etwa mit anderen, gar beru¨hmten Zahlen wie der Eulerschen Zahl e oder
der Kreiszahl pi aus? Auch fu¨r viele Schu¨lerinnen und Schu¨ler ist das eine natu¨rliche Fra-
ge. Obiger Beweis kann nicht einfach u¨bertragen werden, denn das
”
Quadrieren“, oben ein
entscheidender Schritt im Beweisargument, der uns eine gerade Zahl liefert, hilft bei den
Zahlen e und pi eben nicht! Typischerweise wird auf die Irrationalita¨t dieser Zahlen lediglich
verwiesen und kein Beweis gefu¨hrt. Das ist natu¨rlich auf eine gewisse Art unbefriedigend;
der Grund dafu¨r ist wohl, dass man dafu¨r Methoden der ho¨heren Mathematik verwenden
muss, die in der Schule nicht zur Verfu¨gung stehen. Oder ist dem nicht so? Tatsa¨chlich steht
ganz am Anfang der Entstehungsgeschichte unseres Artikels der folgende Dialog unter den
Autoren:
L: Gestern habe ich wa¨hrend meiner Analysis-Vorlesung fu¨r LehramtskandidatInnen
den Beweis, dass pi irrational ist, als Anwendung des Hauptsatzes der Differential-
und Integralrechnung vorgetragen.
P: Mhm? Nett!
L: Danach habe ich zu den Studierenden gesagt:
”
Und hier sehen Sie jetzt, was wir schon
fu¨r tolle Werkzeuge haben. Das ha¨tten Sie vor wenigen Wochen noch nicht gekonnt!“
P: Und, waren Sie begeistert?
L: Kann ich nicht genau sagen . . . (Anm.: Die Vorlesung fand Corona bedingt online
statt). Aber ich denke mir gerade, das stimmt ja gar nicht, dass sie das vor wenigen
Wochen nicht gekonnt ha¨tten! Der Beweis verwendet nichts, was sie nicht in der Schule
auch schon gelernt haben.
P: Wenn das so ist, dann sollten wir den Beweis fu¨r Schu¨ler versta¨ndlich aufschreiben.
Es soll hier nicht der Eindruck enstehen, dass dieses Aufschreiben noch nie passiert sei – wir
pra¨sentieren mit diesem Artikel lediglich unseren eigenen Versuch.
Wir wollen hier also demonstrieren, dass das Begru¨nden der Irrationalita¨t von e und pi mit
recht elementaren Methoden (zumindest in ho¨heren Klassen) doch mo¨glich und in unseren
3Augen sinnvoll ist. Des Weiteren zeigt der Beweis fu¨r die Irrationalita¨t von pi auch, wie man
sich einer eher zahlentheoretischen Frage mit Methoden der Analysis na¨hern kann.
2. Der mathematische Werkzeugkasten
Wir beginnen mit der Wiederholung einiger Grundlagen, die im Beweis zum Einsatz kommen
werden. Dazu geho¨ren der binomische Lehrsatz und Eigenschaften des Binomialkoeffizienten,
Differentiationseigenschaften der trigonometrischen Funktionen Sinus und Kosinus sowie ei-
nige Aussagen zum Integral stetiger Funktionen und der Hauptsatz der Differential- und
Integralrechnung. Wir werden stets versuchen auch einen anschaulichen Zugang zu liefern,
der, wie wir hoffen, gegebenenfalls auch unabha¨ngig von der Thematik der Irrationalita¨t seine
Anwendung in der Schule findet.
Wir verwenden die ga¨ngigen Notationen N fu¨r die natu¨rlichen Zahlen (ohne die Null), Z fu¨r
die ganzen Zahlen, Q fu¨r die rationalen Zahlen sowie R fu¨r die reellen Zahlen. Des Weiteren
verwenden wir, vor allem auch aus Gru¨nden der U¨bersichtlichkeit, die Notation mit dem
Summenzeichen. Fu¨r eine Folge x1, x2, . . . reeller Zahlen sowie m,n ∈ N mit m ≤ n ist also
n∑
k=m
xk = xm + xm+1 + · · ·+ xn−1 + xn.
Existiert fu¨r obige Partialsummen der Grenzwert fu¨r n→∞, so schreibt man kurz
∞∑
k=m
xk
fu¨r diesen Grenzwert.
2.1. Der binomische Lehrsatz. Wir beginnen unsere Grundlagenreise bei einem mathe-
matischen Satz, der, zumindest im Spezialfall, fast allen Schu¨lerinnen und Schu¨lern ein Begriff
ist. Es handelt sich um den binomischen Lehrsatz, den wir fu¨r n = 2 auch als (erste)
”
bi-
nomische Formel“ kennen. Der Satz sagt uns, wie wir die n-te Potenz einer Summe zweier
Zahlen als ein Polynom n-ten Grades schreiben ko¨nnen. Eine zentrale Rolle in dieser Darstel-
lung spielen die Binomialkoeffizienten. Auf einen Beweis, der mittels vollsta¨ndiger Induktion
gefu¨hrt werden kann, verzichten wir hier.
Satz. Seien a, b ∈ R und n ∈ N ∪ {0}. Dann gilt
(a+ b)n = an + nan−1b+ . . .+
(
n
k
)
an−kbk + . . .+ nabn−1 + bn =
n∑
k=0
(
n
k
)
an−kbk ,
wobei die Binomialkoeffizienten
(
n
k
)
:= n!
(n−k)!k! die Rekursion
(1)
(
n
k
)
=
(
n− 1
k − 1
)
+
(
n− 1
k
)
mit den Startwerten
(
n
0
)
= 1 und
(
n
n
)
= 1 erfu¨llt.
Im Fall, dass n = 2 ist und die Zahlen a, b positiv sind, kann man den binomischen Lehrsatz
leicht geometrisch visualisieren. Dazu nehmen wir uns ein Quadrat der Seitenla¨nge a+b. Dann
sehen wir, dass wir dieses zerlegen ko¨nnen in ein Quadrat der Seitenla¨nge a, ein Quadrat der
Seitenla¨nge b sowie zwei Rechtecke mit Seiten a und b.
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a
b
a b
a2
b2a · b
a · b
Die Gleichung (1) im binomischen Lehrsatz wird gewo¨hnlich durch das Pascal’sche Dreieck
illustriert:
n\k 0 1 2 3 4 5 · · ·
0 1
1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
5 1 5 10 10 5 1
...
...
...
...
...
...
...
. . .
Der in den Binomialkoeffizienten auftauchende Ausdruck n! bezeichnet die Faktorielle von
n, auch n Fakula¨t, und ist definiert als das Produkt der ersten n natu¨rlichen Zahlen, also
n! = 1 · 2 · . . . · (n − 1) · n . Fu¨r die Zahl 0 definiert man zusa¨tzlich 0! = 1 . Die ersten paar
Faktoriellen werden in der nachstehenden Tabelle anderen Folgen gegenu¨ber gestellt.
n n2 n3 2n n!
0 0 0 1 1
1 1 1 2 1
2 4 8 4 2
3 9 27 8 6
4 16 64 16 24
5 25 125 32 120
6 36 216 64 720
7 49 343 128 5040
Man sieht, dass die Faktorielle sehr schnell wa¨chst, und zwar, wie der folgende Satz zeigt,
schneller als eine Exponentialfolge mit beliebiger Basis.
Satz. Fu¨r beliebige Zahlen a, c ∈ (0;∞) gibt es stets eine natu¨rliche Zahl n ∈ N mit
c · an < n! .
Beweis. Es genu¨gt zu zeigen, dass an/n! fu¨r n→∞ eine Nullfolge bildet. Denn dann existiert
ein n0 ∈ N, so dass fu¨r jedes n ≥ n0, an/n! ≤ 1/(2c) gilt. Wir wa¨hlen zuna¨chst eine Zahl
5n0 ∈ N, die gro¨ßer als 2a ist, sodass also a/n0 < 1/2. Fu¨r alle n ∈ N mit n ≥ n0 gilt dann
an
n!
=
an0
n0!
· a
n−n0
(n0 + 1) · . . . · n <
an0
n0!
·
(1
2
)n−n0
.
Fu¨r n → ∞ ist letzerer Ausdruck eine feste Zahl multipliziert mit einer Nullfolge, d.h.
insgesamt eine Nullfolge. 
Eine wichtige Erkenntnis aus (1) ist aber auch die, dass die Binomialkoeffizienten stets ganze
Zahlen sind. Dass fu¨r Zahlen k, n ∈ N mit 0 ≤ k ≤ n der Bruch n!
k!
stets eine ganze Zahl ist,
folgt unmittelbar aus der Definition der Faktoriellen. Die Ganzzahligkeit der Binomialkoeffi-
zienten, fu¨r welche eben durch (n − k)! auch noch dividiert wird, erfordert eine zusa¨tzliche
U¨berlegung, wie eben die obige.
Folgerung. Die Binomialkoeffizienten
(
n
k
)
sind fu¨r alle k ∈ N mit 0 ≤ k ≤ n ganzzahlig.
Eine weitere wichtige Konsequenz aus dem binomischen Lehrsatz ist die Ableitungsformel
fu¨r Potenzfunktionen.
Folgerung. Fu¨r jedes n ∈ N ist die Ableitung der Potenzfunktion gegeben durch
(xn)′ = nxn−1 .
Allgemein gilt fu¨r die `-te Ableitung der Potenzfunktion
(2) (xn)(`) =
{
n!
(n−`)!x
n−` : 0 ≤ ` ≤ n
0 : ` > n .
Beweis. Fu¨r n = 0 und n = 1 rechnet man 1′ = 0 bzw x′ = 1 ganz einfach nach. Fu¨r n ≥ 2
fixieren wir ein x ∈ R und betrachten den Differenzenquotienten (x+h)n−xn
h
. Fu¨r dessen Za¨hler
gilt mithilfe des binomischen Lehrsatzes
(x+ h)n − xn =
(
n
1
)
xn−1h+
(
n
2
)
xn−2h2 + . . .+
(
n
n
)
hn ,
so dass
(x+ h)n − xn
h
=
(
n
1
)
xn−1 + h
((
n
2
)
xn−2 + . . .+
(
n
n
)
hn−2
)
.
Somit gilt
(xn)′ = lim
h→0
(x+ h)n − xn
h
=
(
n
1
)
xn−1 = nxn−1 ,
wobei wir
(
n
1
)
= n aus dem Pascal’schen Dreieck ablesen.
Wenn wir nun noch einmal ableiten, so erhalten wir
(xn)′′ =
{
n(n− 1)xn−2 : n ≥ 2
0 : n < 2 ,
wobei wir beobachten, dass n(n − 1) = n!
(n−2)! . Ableiten von x
(`−1) = n!
(n−`−1)!x
n−`+1 liefert
nun
x(`) =
(
x(`−1))′ =
{
n!
(n−`+1)!(n− `+ 1)xn−` : n− ` ≥ 0
0 : n− ` < 0 .
Nun ist aber n!
(n−`+1)!(n− `+ 1) = n!(n−`)! , und die Behauptung ist gezeigt. 
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2.2. Sinus, Cosinus und die Kreiszahl pi. Die unumstritten bekanntesten trigonometri-
schen Funktionen sind die Sinusfunktion und die Kosinusfunktion. In der Schule werden diese
Funktionen geometrisch im Zusammenhang mit rechtwinkligen Dreiecken eingefu¨hrt. So ist
etwa der Sinus eines Winkels gegeben durch das Verha¨ltnis der La¨nge der Gegenkathete (also
die Kathete, die dem Winkel gegenu¨berliegt) zur La¨nge der Hypotenuse (die Seite gegenu¨ber
dem rechten Winkel). Eine beliebte Veranschaulichung von Sinus und Kosinus ist die am
Einheitskreis.
sin(x)
cos(x)
x
In der (ho¨heren) Analysis fu¨hrt man diese Funktionen u¨ber eine Reihendarstellung ein, ge-
nauer u¨ber die sogenannten Potenzreihen. Die Darstellung ist dann
sin(x) =
∞∑
k=0
(−1)k x
2k+1
(2k + 1)!
= x− x
3
3!
+
x5
5!
∓ . . .
fu¨r den Sinus und
cos(x) =
∞∑
k=0
(−1)k x
2k
(2k)!
= 1− x
2
2!
+
x4
4!
∓ . . .
fu¨r den Kosinus einer Zahl x ∈ R. Was wir im Rahmen dieses Artikels beno¨tigen, sind die
Ableitungen von Sinus und Kosinus, die auch in den entsprechenden Klassenstufen an Schulen
behandelt werden. Es gelten
sin′(x) = cos(x) und cos′(x) = − sin(x).
Selbst der entsprechende Beweis kann mit Hilfe der Definition am Einheitskreis und einem
Additionstheorem gefu¨hrt werden. Wir skizzieren dies hier lediglich im Falle der Sinusfunk-
tion. Dazu erinnern wir zuna¨chst an ein Additionstheorem fu¨r den Sinus. Es gilt fu¨r alle
a, b ∈ R, dass
sin(a+ b) = sin(a) cos(b) + sin(b) cos(a).
Damit erha¨lt man nun fu¨r alle x ∈ R und h ∈ R \ {0}, dass
sin(x+ h)− sin(x)
h
=
sin(x) cos(h) + sin(h) cos(x)− sin(x)
h
= sin(x)
cos(h)− 1
h
+cos(x)
sin(h)
h
.
7Betrachtet man nun den Grenzwert fu¨r h gegen 0 und nutzt die Tatsache, dass
(3) lim
h→0
cos(h)− 1
h
= 0 und lim
h→0
sin(h)
h
= 1
gilt (das kann man sich natu¨rlich auch u¨berlegen – etwa mit Hilfe von Abscha¨tzungen, die
man an den Reihendarstellungen
”
ablesen“ kann), so erha¨lt man
sin′(x) = lim
h→0
sin(x+ h)− sin(x)
h
= cos(x).
Sicherlich ist obiges Argument nur in ho¨heren Klassen durchfu¨hrbar oder vielleicht auch
nur an mathematisch-technisch ausgerichteten Schulen. Man kann sich aber diese Grenzwer-
te und Ableitungen auch geometrisch am Einheitskreis plausibel machen und somit diesen
Sachverhalt fu¨r Schu¨lerinnen und Schu¨ler veranschaulichen.
sin(h)
cos(h)
h
C
A
B
D
E
Wir wollen uns nun geometrisch u¨berlegen, dass die zweite Gleichung in (3) gilt. In unserer
Argumentation folgen wir Stewart [6]. Wir wollen die La¨nge der ku¨rzesten Strecke zwischen
zwei Punkten P1 und P2 in der Ebene mit |P1P2| bezeichnen. Zuna¨chst nehmen wir an,
dass h ∈ (0, pi/2) gilt (h messen wir im Bogenmaß). Wir ko¨nnen der Grafik unmittelbar
entnehmen, dass |BC| = sin(h) · 1 = sin(h) ist. Nun ist aber |BC| kleiner als |BA|, was
kleiner als der Bogen von A nach B, d.h. h ist. Das liefert sofort die Ungleichung sin(h) < h
und somit
(4)
sin(h)
h
< 1.
Den Punkt, an dem sich die Tagenten am Kreis durch A und B treffen, wollen wir mit E
bezeichnen. Dann gilt also, dass h kleiner ist als |AE|+ |BE|. Es folgt weiter
h < |AE|+ |BE| < |AE|+ |ED| = tan(h) .
Also gilt, wegen der Identita¨t tan(x) = sin(x)/ cos(x) fu¨r x ∈ R, dass
h <
sin(h)
cos(h)
.
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Kombinieren wir dies mit (4), so ergibt sich
cos(h) <
sin(h)
h
< 1.
Nun ergibt sich wegen limh→0 cos(h) = 1 sowie limh→0 1 = 1, dass
lim
h↓0
sin(h)
h
= 1
gelten muss, denn sin(h)/h wird fu¨r h ↓ 0 1 von zwei Gro¨ßen eingeschachtelt, die beiden
gegen 1 konvergieren. Weil die Funktion sin(h)/h aber eine gerade Funktion ist, stimmt der
linksseitige Grenzwert mit dem rechtsseitigen u¨berein, es gilt also
lim
h→0
sin(h)
h
= 1.
Die erste Gleichung in (3) folgt jetzt aus dem Additionstheorem sin2(x) + cos2(x) = 1,
x ∈ R. Man kann sie aber auch wie folgt direkt sehen: Es ist wie oben h ≥ |AB|, also auch
h2 ≥ |AB|2, und andererseits mit dem Satz von Pythagoras (im ersten und im vorletzten
”
=“)
|AB|2 = |BC|2 + |AC|2 = sin2(h) + (1− cos(h))2
= sin2(h) + 1− 2 cos(h) + cos2(h)
= 2 · (1− cos(h)) ,
so dass h2 ≥ 2 · (1− cos(h)) ≥ 0 und damit
h
2
≥ 1− cos(h)
h
≥ 0 .
Die na¨chste Grafik unten zeigt, wie man sich die Ableitung des Sinus geometrisch u¨berlegen
kann, wobei dies am Einheitskreis unter Benutzung eines Strahlensatzes geschieht.
≈ cos(x+ h
2
)
x
A
B
sin(x+ h)− sin(x) h
C
O
P
Q
1Hier bezeichnet limh↓0 den Grenzwert von rechts, d.h. nur fu¨r positive h.
9Wir nutzen hier die A¨hnlichkeit der zwei rechtwinkeligen Dreiecke ∆(ABC) und ∆(OPQ).
Diese liefert uns mittels des Strahlensatzes, dass sich sin(x+h)− sin(x) zu |AB| verha¨lt, wie
sich |OP | zu |OQ| = 1 verha¨lt. Wir erhalten nun
sin(x+ h)− sin(x)
h
≈ sin(x+ h)− sin(x)|AB| =
|OP |
|OQ| ≈
cos
(
x+ h
2
)
1
.
Wir kommen nun zu der vielleicht beru¨hmtesten mathematischen Konstanten, der Kreiszahl
pi. Eine Mo¨glichkeit der Definition dieser Zahl ist geometrisch, na¨mlich als das Verha¨ltnis des
Umfangs eines Kreises zu seinem Durchmesser, d.h.
pi :=
Umfang des Kreises
Durchmesser des Kreises
.
Ein mo¨glicher analytischer Weg zur Definition fu¨hrt wieder u¨ber die trigonometrischen Funk-
tionen und Nullstellen. Hat man etwa die Kosinusfunktion u¨ber die Potenzreihe dargestellt,
dann kann man pi als das Doppelte der kleinsten positiven Nullstelle des Kosinus festle-
gen. Aber welchen Wert hat diese Zahl? Erste Na¨herungen finden sich bereits im beru¨hmten
Papyrus Rhind aus dem 16. Jahrhundert vor Christus, na¨mlich(16
9
)2
≈ 3,1605.
Ist pi also vielleicht wirklich eine rationale Zahl, aber eben nicht die oben gegebene? Archi-
medes begegnete der Kreiszahl pi durch einer Approximation des Kreises durch Vielecke [1]
und erhielt die Na¨herung
3,1408450 < pi < 3,1428571.
Aber auch dies ist eben wieder nur eine Na¨herung. Neben Verfeinerungen der Methode von
Archimedes und der Entwicklung anderen Zuga¨nge, wurde die Zahl pi auf immer mehr Nach-
kommastellen approximiert. Die Frage nach der Rationalita¨t von pi dra¨ngte sich fo¨rmlich
auf (Archimedes zweifelte dies bereits an), aber blieb trotz intensiver Untersuchungen lange
offen. Es scheint, dass ein erster Beweis, der mittels Kettenbru¨chen (Latein: fractio conti-
nua) gefu¨hrt wurde, auf den Mathematiker Johann Heinrich Lambert und die Jahre um 1770
zuru¨ckgeht. Er schreibt in seiner Abhandlung [3]:
”
Ich habe aber in vorbemeldeter Abhandlung von Verwandlung der Bru¨che die andere Fractio
continua angegeben, welche nach einem gewissen Gesetze ins Unendliche Fortgeht, und die
Hofnung, die Verha¨ltniß des Diameters zum Umkreise durch ganze Zahlen zu bestimmen,
ganz benimmt.“
Trotz (oder wegen?) der revolutiona¨ren Erkenntnis, dass nie alle Stellen von pi bestimmt
werden ko¨nnen, hat die Suche nach weiteren Stellen nie aufgeho¨rt, und verwendet heute weit
aufwa¨ndigere mathematische Methoden als der Beweis der Irrationalita¨t. Zum Zeitpunkt der
Entstehung dieses Artikels waren u¨brigens die ersten 31,4 Billionen Nachkommastellen von pi
bekannt. Rationale Na¨herungen von pi, welche es in den
”
Mainstream“ geschafft haben, sind
3,14 = 314
100
und 22
7
= 3,142857 . . . (Mathematik-begeisterte begehen deswegen am 14. Ma¨rz
den
”
pi-day“ und am 22. Juli den
”
pi-approximation-day“).
Wir wollen nun mit den Grundlagen fortfahren, um einen modernen Beweis fu¨r die Irratio-
nalita¨t zu fu¨hren. Zu diesem Zweck bescha¨ftigen wir uns im folgenden Abschnitt mit dem
Integral sowie dem Hauptsatz der Differential- und Integralrechnung.
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2.3. Das Integral und der Hauptsatz. Das Integral
∫ b
a
f(x) dx u¨ber eine nicht-negative,
stetige Funktion in den Grenzen a und b hat die Interpretation des Inhalts der Fla¨che zwischen
der x-Achse und dem Graphen von f und zwischen a und b.
a b
f
A =
∫ b
a
f(x)dx
Geometrisch ist folgende Eigenschaft des Integrals unmittelbar einleuchtend: Liegt der Graph
von g stets u¨ber dem von f , so ist der Inhalt der begrenzten Fla¨che gro¨ßer, somit auch das
Integral. Mathematisch dru¨cken wir dies so aus:
Satz (Monotonie des Integrals). Sind f, g : [a; b]→ R stetige Funktionen mit der Eigenschaft,
dass fu¨r alle x ∈ [a; b] die Ungleichung g(x) ≤ f(x) gilt, so ist∫ b
a
g(x) dx ≤
∫ b
a
f(x) dx .
Speziell: Gilt fu¨r Zahlen c, d ∈ R die Ungleichung c ≤ f(x) ≤ d fu¨r alle x ∈ R, dann folgt
(b− a) · c ≤
∫ b
a
f(x) dx ≤ (b− a) · d .
Die folgende Grafik illustriert eine zur Monotonie a¨quivalente Aussage, na¨mlich die, dass
wenn der Graph von f u¨ber dem von g liegt, die von f und g begrenzte Fla¨che nicht-negativ
ist:
a b
f
g
∫ b
a
(
f(x)− g(x))dx
Die folgende Grafik veranschaulicht die zweite Aussage im vorangehenden Satz fu¨r eine nicht-
negative, stetige Funktion, na¨mlich dass die Fla¨che unterhalb des Graphen von f in den
Grenzen a bis b zwar gro¨ßer ist als die Fla¨che des Rechteckes mit den Kantenla¨ngen (b− a)
und c, aber kleiner ist als die Fla¨che des Rechteckes mit Kantenla¨ngen (b− a) und d.
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a b
f
A =
∫ b
a
f(x)dx
c
d
Wir betrachten nun zur stetigen Funktion f auf [a; b] die Funktion F auf [a; b] mit
F (x) =
∫ x
a
f(t) dt,
d.h. die Funktion, die ein Element aus x ∈ [a, b] auf das Integral u¨ber die Funktion f in den
Integrationsgrenzen a bis x abbildet.
a bx x+ h
f(x)
Abbildung 1. Der Hauptsatz der Differential- und Integralrechnung
Man sieht aus Abbildung 1, dass fu¨r (hinreichend kleine) h ∈ (0;∞)
F (x+ h)− F (x) =
∫ x+h
a
f(t) dt−
∫ x
a
f(t) dt ≈ h · f(x) ,
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wobei aufgrund der Stetigkeit von f die Na¨herung2 desto besser ist, je kleiner h ist. Es gilt
also fu¨r den Grenzwert des Differenzenquotienten
lim
h→0
F (x+ h)− F (x)
h
= f(x) ,
mit anderen Worten, F ′(x) = f(x).
Was wir uns soeben anschaulich u¨berlegt haben, ist ein Teil der Aussage des Hauptsatzes der
Differential- und Integralrechnung, den wir jetzt formulieren mo¨chten.
Satz (Hauptsatz der Differential- und Integralrechnung). Es sei f : [a; b] → R eine stetige
Funktion auf dem Intervall [a; b]. Dann gilt fu¨r alle x0 ∈ [a; b], dass die Funktion
F : [a; b]→ R, F (x) =
∫ x
x0
f(t) dt
differenzierbar ist und fu¨r alle x ∈ [a; b], F ′(x) = f(x) gilt. Insbesondere haben wir∫ b
a
f(t) dt = F (b)− F (a).
Bevor wir mit dem Beweis der Irrationalita¨t von pi fortfahren, wollen wir noch anmerken, dass
es natu¨rlich viele Funktionen geben kann, deren Ableitung f ist. Allerdings unterscheiden sich
diese nur bis auf eine Konstante. Diese Aussage ist Teil der folgenden Bemerkung.
Bemerkung. Ist G eine beliebige Funktion auf [a; b] mit Ableitung f , so ist also (F −G)′ =
F ′−G′ = f − f = 0, also F −G eine konstante Funktion. Es gibt also eine Konstante C ∈ R
mit F (x) = G(x) + C fu¨r alle x ∈ [a; b]. Es ist damit∫ b
a
f(t) dt = F (b)− F (a) = (G(b) + C)− (G(a) + C) = G(b)−G(a) .
3. Die Irrationalita¨t von pi
Der Beweis der Irrationalita¨t von pi, den wir hier pra¨sentieren, stammt von Ivan Niven [4]
und erschien im Jahre 1947 und wird auch im Lehrbuch zur Analysis 1 von Ko¨nigsberger
behandelt [2].
Wenn wir zeigen ko¨nnen, dass pi2 /∈ Q, dann ist auch pi /∈ Q: Angenommen es ga¨be a, b ∈ N
mit pi = a
b
, dann wa¨re pi2 = a
2
b2
, und somit rational.
Satz (Irrationalita¨t von pi). Es gibt keine natu¨rlichen Zahlen a, b ∈ N mit pi2 = a
b
.
Beweis. Wir nehmen das Gegenteil der Aussage an und fu¨hren diese Annahme auf einen
Widerspruch.
Es seien also a, b ∈ N mit pi2 = a
b
. Wir wa¨hlen n ∈ N groß genug, so dass pian
n!
< 1. Dass ein
solches n ∈ N existiert, haben wir bereits im Abschnitt u¨ber die Faktorielle bewiesen. Wir
definieren nun eine Funktion f : [0, 1]→ R durch
f(x) :=
1
n!
xn · (1− x)n .
2Das Zeichen ≈, welches die Na¨herung andeutet, verwenden wir an dieser Stelle nur intuitiv, ohne exakt
definiert zu haben, was es bedeuten soll. Wir wollen es an dieser Stelle bei folgender Erkla¨rung belassen: der
Wert auf der linken Seite stimmt mit dem auf der rechten Seite bis auf einen gewissen Fehler u¨berein. Der
Fehler verschwindet, wenn h gegen 0 geht.
13
Mithilfe des binomischen Lehrsatzes erhalten wir
f(x) =
1
n!
xn
n∑
k=0
(
n
k
)
(−1)kxk =
n∑
k=0
1
k!(n− k)!(−1)
kxn+k
=
2n∑
j=n
1
(j − n)!(2n− j)!(−1)
n−jxj .
Fu¨r alle ` ∈ N ∪ {0} mit n ≤ ` ≤ 2n, gilt nach unserem Satz u¨ber die ho¨here Ableitung von
Potenzfunktionen
f (`)(x) =
2n∑
j=`
1
(j − n)!(2n− j)!(−1)
n−j j!
(j − `)!x
j−`
und somit durch Auswertung an der Stelle 0
f (`)(0) =
1
(`− n)!(2n− `)!(−1)
n−` `!
0!
=
(
n
`− n
)
(−1)n−` `!
n!
.
Fu¨r alle ` ∈ N ∪ {0} mit ` < n oder ` > 2n, gilt automatisch f (`)(0) = 0, so dass wir
insgesamt fu¨r alle ` ∈ N ∪ {0} die Aussage f (`)(0) ∈ Z erhalten. Da fu¨r alle x ∈ [0; 1] gilt,
dass f(1− x) = f(x), ist auch f (`)(1) ∈ Z fu¨r jedes ` ∈ N ∪ {0}.
Wir definieren nun eine weitere Funktion g : [0; 1]→ R durch
g(x) := bn
n∑
k=0
(−1)kpi2n−2kf (2k)(x)
= bn · (pi2nf(x)− pi2n−2f ′′(x) + pi2n−4f (4)(x)− . . .+ (−1)nf (2n)(x)) .
Da wegen der Annahme pi2 = a
b
mit a, b ∈ N die Zahl a = bpi2 eine natu¨rliche Zahl ist, sind
g(0) und g(1) ganze Zahlen. Weiter ergibt sich, wegen der Identita¨t
g′′(x) + pi2g(x) = bn
n∑
k=0
(−1)kpi2n−2kf (2k+2)(x) + pi2bn
n∑
k=0
(−1)kpi2n−2kf (2k)(x)
= pi2bn(−1)0pi2n−2·0f (0)(x),
dass mit Produkt- und Kettenregel fu¨r das Differenzieren die Gleichheit(
g′(x) sin(pix)− pig(x) cos(pix)
)′
=
(
g′′(x) + pi2g(x)
)
sin(pix)
= bnpi2n+2f(x) sin(pix)
= anpi2f(x) sin(pix)
gilt. 3
3Und genau hier kommt die Magie ins Spiel! Die Wahl der Funktion g ist so geschickt, dass sie wie auf
zauberhafte Weise genau so mit den trigonometrischen Funktionen und der Zahl pi interagiert, wie es beno¨tigt
wird.
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Mit dem Hauptsatz der Differential- und Integralrechnung sowie der sich anschließenden
Bemerkung, ist also
I := pian
∫ 1
0
f(x) sin(pix) dx
=
1
pi
(
g′(x) sin(pix)− pig(x) cos(pix))∣∣∣1
0
= g(0) + g(1) .
Damit ist nach den vorangehenden U¨berlegungen I eine ganze Zahl. Andererseits gilt fu¨r alle
x ∈ [0; 1], dass f(x) < 1
n!
und 0 ≤ sin(pix) ≤ 1. Aus der Monotonie des Integrals ergibt sich
damit die Abscha¨tzung
0 < I <
pian
n!
< 1 .
Dies steht im Widerspruch zu unserer fru¨heren Feststellung, wonach I ∈ Z. Damit kann pi2
nicht rational sein. 
Neben elementaren Rechenregeln und den in den einfu¨hrenden Kapiteln beschriebenen Me-
thoden wurden im Beweis fu¨r die Irrationalita¨t von pi lediglich die Produktregel fu¨r das
Differenzieren sowie die Kettenregel in ihrer einfachsten Form verwendet.
4. Die Irrationalita¨t von e
Wir wollen nun zum Abschluss noch zeigen, dass auch die Eulersche Zahl e irrational ist.
Dazu beno¨tigen wir eine Darstellung von e, oder genauer gesagt, von der Exponentialfunktion
x 7→ ex, die typischerweise nicht in der Schule behandelt wird. Wa¨hrend diese Funktion in
der Schule u¨ber Folgen eingefu¨hrt wird, na¨mlich durch
ex := lim
n→∞
(
1 +
x
n
)n
, x ∈ R,
beno¨tigen wir die Entwicklung dieser Funktion als Potenzreihe. In dieser Darstellung haben
wir, wie wir gleich beweisen werden,
ex =
∞∑
k=0
xk
k!
.
Dieser Formel mo¨chten wir noch ein Zitat des bekannten Mathematikers Walter Rudin [5]
anschließen:
Entsprechend der Jagd nach immer mehr Nachkommastellen der Zahl pi, hat auch die Suche
nach weiteren Stellen bei der Eulerschen Zahl e nie aufgeho¨rt. Auch hier kommen heute
aufwa¨ndige mathematische Methoden zum Einsatz. Zum Zeitpunkt der Entstehung dieses
Artikels waren u¨brigens die ersten 8 Billionen Nachkommastellen von e bekannt.
Wir zeigen nun, wie sich aus dem binomischen Lehrsatz die Potenzreihendarstellung fu¨r e
ableiten la¨sst.
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Satz. Fu¨r alle x ∈ (0;∞) ist
ex := lim
n→∞
(
1 +
x
n
)n
= lim
n→∞
1 + x+
x2
2!
+ . . .+
xn
n!
.
Beweis. Fu¨r alle n ∈ N und alle k ∈ N ∪ {0} mit 0 ≤ k ≤ n ist(
n
k
)
1
nk
=
1
k!
1 · 2 · . . . · (n− k)
1 · 2 · . . . · (n− k)
(n− k + 1) · . . . · n
n · . . . · n .
Also ergibt sich aus dem binomischen Lehrsatz, dass(
1 +
x
n
)n
= 1 +
(
n
1
)
x
n
+
(
n
2
)
x2
n2
+ . . .+
(
n
n− 1
)
xn−1
nn−1
+
xn
nn
< 1 + x+
x2
2!
+ . . .+
xn
n!
.
Umgekehrt ist fu¨r alle n,m ∈ N und alle k ∈ N ∪ {0} mit 0 ≤ k ≤ n+m(
m+ n
k
)
1
(m+ n)k
=
1
k!
1 · 2 · . . . ·m
1 · 2 · . . . ·m
(m+ 1) · . . . · (m+ n)
(m+ n) · . . . · (m+ n)
m→∞−→ 1
k!
.
Somit erhalten wir(
1 +
x
n+m
)n+m
> 1 +
(
n+m
1
)
x
n+m
+ . . .+
(
n+m
n
)
xn
(m+ n)n
m→∞−→ 1 + x+ x
2
2!
+ . . .+
xn
n!
.
Dies beweist die gewu¨nschte Darstellung. 
Kommen wir nun zum Beweis der Irrationalita¨t der Eulerschen Zahl, der lediglich auf der
Potenzreihendarstellung beruht und einige elementare Abscha¨tzungen verwendet.
Satz (Irrationalita¨t von e). Es gibt keine natu¨rlichen Zahlen a, b ∈ N mit e = a
b
.
Beweis. Wir nehmen das Gegenteil der Aussage an und fu¨hren diese Annahme auf einen
Widerspruch.
Es seien also a, b ∈ N mit e = a
b
. Wir wa¨hlen n ∈ N groß genug, so dass n! · a
b
∈ N (man
ko¨nnte zum Beispiel n = b wa¨hlen). Dann gilt
e =
∞∑
k=0
1
k!
=
n−1∑
k=0
1
k!
+
∞∑
k=n
1
k!
<
n−1∑
k=0
1
k!
+
∞∑
k=n
1
n! · (n+ 1)k−n
=
n−1∑
k=0
1
k!
+
1
n!
∞∑
k=n
( 1
n+ 1
)k−n (∗)
=
n−1∑
k=0
1
k!
+
1
n!
· 1
1− 1
n+1
=
n−1∑
k=0
1
k!
+
1
n!
· n+ 1
n
=
n∑
k=0
1
k!
+
1
n!
· 1
n
,
wo wir fu¨r (∗) die geometrische Summenformel verwendet haben. Es ist also
0 < e−
n∑
k=0
1
k!
<
1
n!
· 1
n
.
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Wir haben n! · a
b
∈ N und ∑nk=0 n!k! ∈ N, und damit M := n! · ab −∑nk=0 n!k! ∈ Z. Andererseits
ist
0 < M = n! ·
(
e−
n∑
k=0
1
k!
)
<
1
n
≤ 1 ,
ein Widerspruch zu M ∈ Z. 
5. Abschlussbemerkungen
Die Frage nach der Irrationalita¨t von e und pi ist nicht nur eine ganz natu¨rliche, sondern auch
eine selbst fu¨r ju¨ngere Schu¨lerinnen und Schu¨ler versta¨ndliche Frage, der man sich etwa im
Fall von pi durch tatsa¨chliches Abmessen von Kreisen mittels Maßba¨ndern oder durch einfache
Approximation mit Vielecken na¨hern kann. Durch das breite Spektrum an Anspruchsniveaus
eignet sich das Thema in besonderem Maße sowohl fu¨r den Einsatz in der Schule als auch
an der Universita¨t. Dass zu einem vollsta¨ndigen Beweis lediglich elementare Methoden der
Analysis beno¨tigt werden (die sich in vielen Fa¨llen auch geometrische motivieren lassen),
haben wir hoffentlich u¨berzeugend dargelegt. Des Weiteren la¨sst der Grad der Genauigkeit
im Beweis genu¨gend Spielraum das Anspruchsniveau entsprechend anzupassen.
Ob man die Thematik als eine elegante und unerwartete Anwendung fu¨r den Hauptsatz
der Differential- und Integralrechnung behandelt, im Rahmen einer Mathematik AG oder
eines Projektes, oder gar in Kombination mit dem Informatikunterricht (etwa numerische
Na¨herungen aus der Potenzreihenentwicklung von e oder den Kettenbru¨chen), wir wu¨nschen
viel Freude und Erfolg bei der Umsetzung.
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