Tracking algorithms for arbitrary objects are widely researched in the field of computer vision. At the beginning, an initialized bounding box is given as the input. After that, the algorithms are required to track the objective in the later frames on-the-fly. Tracking-by-detection is one of the main research branches of online tracking. However, there still exist two issues in order to improve the performance. 1) The limited processing time requires the model to extract low-dimensional and discriminative features from the training samples. 2) The model is required to be able to balance both the prior and new objectives' appearance information in order to maintain the relocation ability and avoid the drifting problem. In this paper, we propose a real-time tracking algorithm called coupled randomness tracking (CRT) which focuses on dealing with these two issues. One randomness represents random projection, and the other randomness represents online random forests (ORFs). In CRT, the grayscale feature is compressed by a sparse measurement matrix, and ORFs are used to train the sample sequence online. During the training procedure, we introduce a tree discarding strategy which helps the ORFs to adapt fast appearance changes caused by illumination, occlusion, etc. Our method can constantly adapt to the objective's latest appearance changes while keeping the prior appearance information. The experimental results show that our algorithm performs robustly with many publicly available benchmark videos and outperforms several state-of-the-art algorithms. Additionally, our algorithm can be easily utilized into a parallel program.
Introduction
Visual tracking without depth information has become an important research area of computer vision. A typical real-world application is video surveillance [1] . We have to deal with many problems when tracking one objective with a single camera, such as illumination, occlusion, scale variation, deformation, motion blur, in-plane rotation, outof-plane rotation, etc. Many of the current tracking methods depend on the training data collected in advance. By comparison with such methods, a tracking task for an arbitrary objective without prior knowledge is more difficult, because the appearance of the objective will be changed due to various conditions during the tracking process. There is a question which may seem contradictory, of whether new information should be incorporated for prediction purposes while the prior information should be saved for relocation.
In the past decades, many tracking algorithms have been proposed with better and better performance. In many comprehensive surveys [2] - [4] , various object tracking methods have been investigated. We will introduce the state-ofthe-art surrounding feature dimension reduction and online learning based on the last decade's papers.
Feature Dimension Reduction
Before an appearance model is built, feature extraction is usually the first step. No matter whether the feature is global or local, it should be low-dimensional in order to reduce the entire processing time. In recent years, sparse presentation and compressive sensing theories have attracted a lot of theoretical and applied research interest. As one of the various techniques, principal component analysis (PCA) and its variations are widely applied in online tracking. The method in [5] proposes an online algorithm that incrementally learns and adapts a low dimensional eigenspace representation to reflect the appearance changes of the objective. The method in [6] proposes a tracking model which can be decomposed into several basic observation models. Each decomposed model can be seen as a feature template that is constructed by sparse principal component analysis (SPCA). All the observation models are combined to cover a specific appearance of the objective. The method in [7] builds a high-level tracker selecting framework which focuses on the novel point that the trackers should be adapted or constructed depending on the current situation. Among different models, SPCA is used to build the appearance model. It is also possible to use sparse presentation (SP) to code feature with low dimension. For instance, [8] develops a structural local sparse appearance model. Unlike the traditional SP based trackers which only consider the holistic presentation, this paper addresses the importance of partial and spatial information. The method in [9] improves the performance of L1 tracker by adding a 2 norm regularization on the coefficients associated with the templates. Most of the L1 trackers and their variations model the target appearance by a sparse linear combination of templates. The method in [10] models the particles as linear combinations of dictionary templates under the particle filter framework. Since each template is updated dynamically, the combination can adapt the latest target's appearance. Since the information of the high-dimensional feature can be preserved based on the compressive sensing Copyright c 2015 The Institute of Electronics, Information and Communication Engineers theory, compressive sensing can also be used for feature reduction. The method in [11] uses a very sparse measurement matrix to compress high-dimensional Haar-like features to a low-dimensional domain.
Online Learning
Online learning has recently become more and more popular due to the successful application of machine learning algorithms in the field of object detection. A tracking-bydetection concept is proposed and many online learning methods are derived from their off-line versions. Most of the online learning methods are based on the support vector machine (SVM) or boosting. For SVM group, the method in [12] integrates the SVM classifier into a tracking algorithm in an optical flow framework. This paper tries to maximize the SVM classification score, instead of minimizing an intensity difference function between successive frames. This idea exemplifies the tracking-by-detection concept. The method in [13] develops a new SVM algorithm called kernelized structured output SVM, which does not use labelled samples to update the classifier. The method in [14] treats the tracking problem as a ranking problem which uses the ranking SVM to rank the samples extracted from the next frame. For the boosting group, the method in [15] proposes an online AdaBoost feature selection algorithm for the tracking problem. The method in [16] introduces a semi-supervised learning scheme into the online boosting classifier. By doing this, update errors caused by each learning sample are limited. The method in [17] proposes a multiple instance learning method instead of traditional sampling methods. However, relatively few researchers pay attention to solving online tracking problems under the original Random Forests (RFs) framework [18] , [19] .
It is that RFs have an overfitting problem, especially when the data to be trained has large noise information or is structured in high-dimensions. However, it is also worth pointing out that RFs have the advantage of fast convergence. On the other hand, they can be easily implemented and can handle parallel processing with GPGPU naturally, since every tree is independent from the others. These are very potential features for real-time tracking, since the current machine learning research is more and more inseparable from the development of GPU. In order to overcome the shortcomings of the RFs, our method runs online random forests (ORFs) with only 50-dimensional training data and a shallow decision tree structure. By doing this, we can limit the disadvantages of RFs and achieve favorable tracking results. We apply similar ideas from the work [11] for feature dimension reduction and introduce a tree discarding strategy into the ORFs framework [19] . We find the ORFs perform well with compressed features and the whole model becomes more robust by periodically discarding trees.
Feature Compression

Gray-Scale Feature and Random Projection
In this section, we will introduce the basic definitions of the gray-scale feature and random projection. The rectangular gray-scale feature can be defined as the sum of each pixel's gray value inside a rectangle. The rectangle can be any size at any position inside a bounding box (bb) area. The gray-scale feature is a little different from Haar-like feature since it does not need to calculate the difference between multiple rectangles in the feature extraction step. It can be simply calculated by using integral image [20] . We define a rectangle as H i . For each H i , we extract the gray-scale feature, which is denoted by x i , where 0 ≤ i ≤ m. m is the number of rectangles extracted in one bb. A feature vector X is defined by combing every element x i . The left part of Fig. 1 shows the feature extraction procedure intuitively. Let R m×n be a very sparse measurement matrix generated by Eq. (1) .
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In this probability distribution, r i j = R(i, j). R(i, j) denotes the entry in row i, column j of matrix R. r i j are all independent from each other. Generating this random matrix is totally independent from the data, with only one parameter s having to be tuned considering the balance between the feature's discriminative ability and computational cost. Not limited to 1 or 3 in real applications, s can be a larger number. It has been proved that the compression can be efficient even when s = m/4 in work [11] . In this paper, we set s = m/4. We found that only 4/m of the data needs to be processed during the projection procedure with such a sparse measurement matrix. Since no floating-point arithmetic is needed in addition to a square root operation, the compression process needs little computational cost. Also, this distribution only needs to be calculated once at the first frame and kept fixed until end. To be robust with scale variation in the tracking problem, H i should be selected in multi-scales. 
Feature Compression
In this section, we will introduce how to compress the grayscale feature in a given bb. The compression procedure is a projection procedure which can be expressed as Eq. (2).
(·) indicates the compression operation. For example, X indicates the compressed feature vector. The right part of Fig. 1 shows the feature compression procedure intuitively. Although R is created with quite large randomness, it is able to preserve the original information stably during tracking.
There is a theoretical basis [21] which states when the m is suitably high, the distances between the points in a vector space can be preserved with high probability. Our setting satisfies this theoretical basis since m is between 10 6 and 10 10 . On the other hand, during the projection procedure, the weighted sum or difference between x i is calculated due to √ s and − √ s in the distribution. The projection can also be considered as a procedure to improve the level of the gray-scale feature. The compressed feature vector is very similar to the N-rectangle Haar-like feature. However, they are obviously different because the compressed feature is calculated based on a huge number of rectangles. It is well known that with higher level features, less dimensions are needed to hold the same discriminative ability. From this view point, it is clear why the random projection works for feature dimension reduction with less loss of discriminative ability.
Tracking by Detection
Problem Setting
In this section, we will define some symbols to illustrate the tracking problem after we have explained how to calculate X in Sect. 2. The main purpose of our algorithm is to estimate the objective's position (represented by bb) continuously which has been specified in the first frame I 0 . Sample X P is defined by the gray-scale feature of an image patch extracted from a bb area with certain position P. There are three types of samples: positive samples X P p ∈ χ p , negative samples X P n ∈ χ n , candidate samples X P c ∈ χ c . χ p , χ n and χ c are sets composed by according samples. The corresponding compressed feature can be expressed
. Then in each frame I i , i > 0, our classifier's purpose can be expressed asĈ = sign(h(X)), where h : χ c → R. C ∈ {1, −1}, in which 1 means positive label, and −1 means negative label. In our algorithm, h(X) is the function to solve the average probability density of positive labels. 1 − h(X) is the average probability density of negative labels. When training the classifier with χ P and χ N , every sample's label C has been determined. And lastly, the main purpose of our algorithm can be expressed as Eq. (3). X I(i) denotes the tracking result of frame I i . X I(i) is selected from χ c .
Preparing Samples
In this section, we will introduce how we sample χ p and χ n from the previous frame I i−1 and sample χ c from the current frame I i . With the use of Euclidean distance, we can extract samples with the following Eq. (4).
Distance threshold γ, α, δ and β are all positive real numbers which indirectly determine the number of samples. P(X) is the function to return the 2D position of certain uncompressed sample or compressed sample in the image. This is quite a direct way to extract samples, since we assume that between two continuous frames, only a small amount of displacement of the objective can be observed. Figure 2 illustrates how we do sampling during tracking by drawing bb of each sample. These bbs are drawn with the parameters which are used for experimental evaluation. This allows us to visually discover the learning and detection scope of CRT.
Online Random Forests
Sample Arrival
We denote ORFs with o = {t 1 , . . . , t T }, whereas T is an inte- ger that indicates the number of trees in the entire forest. In our experiment, T is set to 100. In the non-parallel program, we consider the sample arrives sequentially at ORFs. A sample will be the input of the classifier only if the previous sample has been learned or predicted. Every sample will be trained K times from its arrival, and K is determined by a poisson distribution Poisson(θ 0 ) referring to work [22] . In our experiment, θ 0 is set to 1. For those samples which K = 0, will not be used for training. The samples which are not included during the training procedure are called out-of-bag (OOB) samples. Considering computational consumption, we do not use these OOB samples to compute the outof-bag-error (OOBE). The reason is low that a OOBE sometimes does not mean that the objective is being tracked well. Especially after background or obstacles are wrongly learned as the positive feature for a certain time, the OOBE cannot reflect the tracking result's quality.
Training
For the random binary decision trees in ORFs, training is the procedure of splitting each node from top to bottom. We can simply use the attributes of the feature to split the nodes. However, it is time consuming to measure every attribute's quality by entropy or Gini coefficient. Instead of that, we use test functions to split each node [19] . A random test is defined as a pair (test(X ), σ). σ is a real number threshold, and it determines whether the according sample should be split into left child node or right child node. When test(X ) > σ, X will fall into the right child node, otherwise it will fall into the left node. Each σ is randomly selected from a numerical range which is determined in advance. This specified range's lower limit is the sum of the minimum value on each feature dimension, and its upper limit is the sum of the max value on each feature dimension. Both limits should be specified in a rational range. If we have a large number of training samples and feature dimensions, the absolute value of the limit will be a relatively larger number. Test function test(X ) = X M T , where each dimension's value of M is a real number randomly generated between 0 and 1.
For every node in the random trees, we generate a certain number of random tests. We denote a random test set included by a node as S = { (test 1 (X ), σ 1 ) , . . . , (6) . PR is the number of positive samples which are assigned to the right child node from the current node. NR is the number of negative samples which are assigned to the right child node from the current node. PL is the number of positive samples which are assigned to the left child node from the current node. NL is the number of negative samples which are assigned to the left child node from the current node. S U is the total number of samples in the current node. Before being split, n must meet other two additional conditions which are proposed as non-recursive strategy [19] . 1) The number of samples in node n must be larger than θ 1 .
2) The value of information gain for the split must be larger than θ 2 .
3) The depth of the node n must be smaller than θ 3 . After being split, the left child node and right child node will keep the parent node's samples, thus it can be used to calculate the probability density for classification.
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Discarding
Discarding trees is a very necessary step for tracking. Without discarding, the entire ORFs cannot track the objective adaptively throughout the time. A common method [23] is to discard a certain random tree by measuring its OOBE. Specifically, a random tree with a higher OOBE has a higher probability of being discarded. This strategy can surely deal with slow illumination changes or occlusion changes. However, it can hardly deal with drastic illumination changes or occlusion changes. Taking Fig. 3 as an example, aa the singer is suddenly exposed to light, the OOBE instantaneously becomes large. If we use the strategy mentioned above, most of the trees will be discarded in order to incorporate the new feature caused by shining light. This strategy can temporarily hold the changes, however it will lose the original information of the objective. This will cause the loss of relocation ability. Our discarding strategy is to discard and retrain half of the trees periodically while the other half of the trees continue to be updated with the initial appearance information of the objective. Improving the performance of Random Forests by discarding trees is a widely used technology. For example, [24] discards trees with negative margin, which is decided by a voting mechanism. The difference is, our strategy discards trees with "time", while [24] discards trees with "voting mechanism". Since we discard the trees according to frequency, we will introduce how the frame rate affects our method. At first, the discarding parameter will not be affected with the frame rate, because this frequency parameter is determined in advance. Secondly, the training procedure will not be affected with the sequence's frame rate, because we train the entire ORFs every frame. Then, the effect of the discarding operation can be affected by the sequence's frame rate. With a lower frame rate sequence, our discarding method can improve the performance of the ORFs accordingly, and with a higher frame rate sequence, although we cannot improve the performance of the ORFs, the performance will not be reduced. Lastly, the tracking performance will be affected by the frame rate in the same way as most of the online tracking algorithms. In the experiment, we discard the first half of the trees every two frames. By doing this, our classifier can deal with intense illumination changes and occlusions while keeping the objective's original information. If we discard the trees every five frames or ten frames, when sudden environment changes occur in the low frame rate sequence, the tracker will lose the target objective more easily. In Fig. 3, (a) shows the tracking results without this discarding strategy and (b) shows the tracking results with this discarding strategy. In (b), the classifier prevent the bb drifting from the objective when the light dims again. Figure 4 illustrates the prediction procedure with a certain bb's compressed feature X c . The arrows in 1st and T th random tree illustrate how a X c falls from the root node to a certain leaf node. Each arrow is determined by the selected random test on each node. At the leaf node which X c falls, the probability density of both the positive label and negative label will be calculated. The final average probability density can be calculated by averaging the statistical results of all the trees.
Predicting
The entire algorithm of CRT is depicted in Algorithm 1. for j th decision tree from 1 to T do 13:
for every X in χ p and χ n do 14:
if |n| > θ 1 and ∃s ∈ S : IG(n, s) > θ 2 and depth(n) < θ 3 then 20: for every X in χ c do 28:
Calculate p(C = −1|X ) and p(C = 1|X ) 29:
end for 30:
31: draw bb with P(X I(i) ) 32:
i ← i + 1 33: end while
Experiments
Evaluation Settings
In recent years, many sequences for tracking evaluation have been publicly available. However at the same time, one sequence may have several versions of annotation data which are edited by different people. In order to ensure comparative experiments to be fair and accurate, we selected 20 sequences with their original annotation data. Animal, Shaking from [6] , Box from [25] , Kitesurf, Biker, Bolt, Skiing from [11] , others from [17] , etc. These 20 sequences can reflect the 9 attributes defined in [4] . We compared our results with the best experimental results reported in [11] to avoid tuning other algorithm parameters. The trackers to be compared include the compressive tracker (CT) [11] , the fragment tracker (Frag) [26] , the online AdaBoost tracker (OAB) [15] , the semi-supervised tracker (SemiB) [16] , the MILTrack algorithm (MIL) [17] , the 1 -tracker ( 1 -T) [27] , the TLD tracker (TLD) [28] , and the Struck algorithm (Struck) [13] . Since most of the tracking algorithms run with randomness, the experimental results' accuracy fluctuates within a certain range of accuracy. In order to objectively evaluate the performance of the algorithm, we repeated the experiment 10 times and calculated the average value for each result. We use the overlap rate as the criteria to judge whether a tracking result is successful or not. The overlap rate is calculated with a tracking result bb (BB tr ) and a ground truth BB(BB gt ). Specifically, we employ the PASCAL [29] measure, which states that the overlap rate between successful BB tr and BB gt should exceed 50%. This widely used criteria is shown in Eq. (7). Based on this criterion, the success rate is calculated with the total number of bbs and the number of succeeded bbs.
We also evaluate the center location error (CLE) with ground truth data. First we calculate the sum of the distance between each BB tr 's center and BB gt 's center. Then we compute the average distance based on each sequence's frame number. Note that the CLE will be largely influenced by drifting. If the tracker completely loses the objective at a certain time during the tracking, the CLE will become very large. Although most of the trackers have the ability to relocate, when the detecting bb drifts away from the objective, it is very hard for online tracers to relocate (global exploration is needed). Therefore, there is less value in evaluating the CLE when a tracker cannot continuously keep tracking the objective. We do not show the CLE of the TLD tracker during the sequences in which the TLD tracker can easily lose the objective completely. (5) 67 (4) 23 (7) 38 (6) 65 (5) (7) 40 (4) 10 (8) 31 (5) (5) 17 (4) 10 (7) 8 (9) 13 (6) 9 (8) (5) 65 (4) 24 (7) 13 (9) 28 (6) (4) 37 (5) 12 (9) 17 (7) (7) 69 (4) 56 (6) 67 (5) 
Experimental Results
Combined with low-dimensional feature (compressed by random projection) and tree structure classifier (ORFs), the running efficiency of the CRT is trustworthy. In fact, the CRT runs at an average 18 FPS on an Intel Core-i7 3.4 GHz CPU with a 8 GB RAM. It's slower than the CT but outperforms the other compared trackers in processing time. Table 2 shows the SR estimated with 9 trackers. The top 3 results are shown in bold font. The rank of each result is shown in the parentheses. Our tracker CRT achieved the most 1st-ranks among 13 sequences. The CRT got the highest average rank among 9 trackers. Especially with sequences Tiger1 and Tiger2, the CRT outperformed other trackers by 15% to 80% and 30% to 80%. The robustness of the CRT is highlighted in the Tiger1 and Tiger2 sequences from many aspects such as fast motion, occlusion, rotation, illumination change, etc. In the Shaking sequence, the CRT adapts the drastic illumination change better than other trackers. In the Animal sequence, our tracker can catch up with the fast motion of a deer. Other appearance changes can also be well maintained such as the Girl (in-plane and out-of-plane rotation), the Cliff bar and the Coupon book (background clutters), etc. However, in the soccer and box sequences, we obtained an SR below 50%. In both of the video sequences, the CRT easily fails in tracking when heavy prolonged occlusions occur. For heavy prolonged occlusions, our classifier continues learning from the wrong appearance information and changes the probability density in each leaf node. When the objective appears again, the CRT tends to track the obstructions. Table 3 shows the CLE achieved by 9 trackers on 13 sequences. Although the CRT did not achieve the best Average CLE Rank, it outperforms many trackers in many sequences with CLE. It is worth pointing out that the CLE of the Soccer and Box sequences is relatively high because the CRE easily fail in these two sequences due to heavy prolonged occlusion and the result bb usually drifts away from the objective. Figure 5 shows some examples on different sequences while comparing with CT for clarity. From the results of our experiments, we can see that for practical use, our method tends to perform well on the sequences without prolonged occlusion and out of view frames. For the other sequences, our tracking algorithm can perform satisfactorily.
Conclusion
In this paper, we applied random projection to reduce the gray-scale feature's dimension and realize real-time tracking under the online random forests framework. The feature level is upgraded after compression with the dimension reduced. Random projection fits the random forests well by reducing the risk of overfitting. We also discovered that discarding trees periodically effectively solved the problem of balancing the new appearance information of the objective for adaptive tracking and the original appearance information of the objective for relocation. The results of the experiments show that our method performed robustly with many benchmark sequences and outperformed many state-of-the-art trackers. On the other hand, it also showed that in some sequences, the proposed method tends to perform poorly due to prolonged occlusion, as mentioned in Sect. 4.2. Future plans include trying to overcome this problem by introducing an obstacle detection mechanism. If our tracker can refuse to learn the feature of the obstacles, we believe performance can be further improved.
