We study the existence of quantum resonances of the three-dimensional semiclassical Dirac operator perturbed by smooth, bounded and realvalued scalar potentials V decaying like x −δ at infinity for some δ > 0. By studying analytic singularities of a certain distribution related to V and by combining two trace formulas, we prove that the perturbed Dirac operators possess resonances near sup V + 1 and inf V − 1. We also provide a lower bound for the number of resonances near these points expressed in terms of the semiclassical parameter.
Introduction
φ(λ +,2 (x, ξ)) − φ(λ +,1 (x, ξ)) + φ(λ −,2 (x, ξ)) − φ(λ −,1 (x, ξ)) dx dξ, where the λ ±,j are the eigenvalues of the symbols d j , generate resonances in their vicinity (see Section 4). To better understand what points belong to sing supp a (ω) we prefer to describe ω directly in terms of the potentials v j and in Section 4 it is shown that there is a function φ such that ω = ±φ * µ where
for E > 0. The difficulty lies in relating points of sing supp a (µ) to those of sing supp a (ω) and it turns out that by the properties of φ it is convenient to decompose ω into two parts and exploit the theory of analytic pseudodifferential operators.
Notation and assumptions
The free, or unperturbed, semiclassical Dirac operator is the self-adjoint Friedrichs extension of the symmetric operator
Here the α j are symmetric 4×4 matrices satisfying the usual anti-commutation relations α j α k + α k α j = 2δ jk I 4 , j, k = 1, 2, 3, 4, (with α 4 = β) where I 4 designates the identity matrix. The extension, which we also denote by D 0 , acts on L 2 (R 3 ; C 4 ) and it has domain H 1 (R 3 ; C 4 ). It is well-known (see, e.g., [Th'92] ) that the spectrum of D 0 is purely absolutely continuous and equals
We consider a pair D j = D 0 + V j , j = 1, 2, of perturbations of D 0 by scalar potentials V j (x) = v j (x)I 4 , where v j : R 3 → R satisfies:
(space of bounded, infinitely continuously differentiable functions) and it has an analytic extension into a sector
for some ε ∈ (0, 1) and R 0 ≥ 0. For any z ∈ C ε,R 0 we assume
where
By introducing the semiclassical Fourier transform
We see that λ +,j ≥ inf v j + 1 and λ −,j ≤ sup v j − 1 and, as in [BR'99], we define
Classical analytic symbols and analytic wavefront set We say that u ∈ S ′ (R n ) is of microlocal exponential decay at (x 0 , ξ 0 ) ∈ R 2n if its Fourier-Bros-Iagolnitzer transform (in short, FBI-transform)
where χ ∈ C ∞ 0 (R 3 ) equals 1 near x 0 , is O(e −Cλ ) near (x 0 , ξ 0 ) for some constant C > 0, uniformly as λ → ∞ (see, e.g., Sjöstrand [Sj'82, Section 6]).
Definition 2.1. The analytic wavefront set of u ∈ S ′ (R n ), denoted WF a (u), is the complement in R n × (R n \ {0}) of the set of points, where u is of microlocal exponential decay.
It is well-known that WF a (u) is a closed conic subset of R n × (R n \ {0}) and that the image of the projection onto the first coordinate equals sing supp a (u), i.e. the smallest closed set outside of which u is real analytic (see e.g. Sjöstrand [Sj'82, Section 6]).
Next we introduce a certain Gevrey class of symbols, namely the analytic one (see, e.g., Treves [Tr'80, Chapter 5]).
for x ∈ K and |ξ| ≥ B, where B and C are positive constants.
If a ∈ S m a (R n ), x 0 ∈ R n and there are constants C 0 , C 1 > 0 and a neighborhood U of x 0 such that |a(x, ξ)| ≥ C 0 ξ m for x ∈ U and |ξ| ≥ C 1 we say that a is elliptic at x 0 . We say that a (and the corresponding operator
where WF a (u) is the analytic wave front set of u.
We are only going to use this result in the case n = 1.
Resonances
As 
Definition of resonances
Let R 0 ≥ 0 be as in Assumption (A δ ) and g : R 3 → R 3 be a smooth function such that g(x) = 0 for |x| ≤ R 0 and g(x) = x outside a compact set containing B(0, R 0 ) which also satisfies sup x∈R 3 ∇g(x) ≤ √ 2. Next introduce φ θ (x) = x + θg(x) and let J θ denote the Jacobian determinant of φ θ . For θ ∈ R we define a one-parameter family of distortions on S(
07] for a proof). To define U θ also for complex values of θ one first introduces the linear space A of entire functions f = (f 1 , . . . , f 4 ) such that
and let the dense subspace B of so called analytic vectors consist of the functions in L 2 (R 3 ; C 4 ) that have extensions in A. With
it then holds that for any f ∈ B the map θ → U θ f is analytic for θ ∈ D ε and U θ B is dense in L 2 (R 3 ; C 4 ) for any θ ∈ D ε . One can then show that for θ ∈ D ε the operator 
The following version of the Aguilar-Balslev-Combes-Simon theorem for the perturbed Dirac operator was established by Khochman [Kh'07] .
across spec (D) and into
(ii) The poles of the continuation of F f,g into S θ 0 are the eigenvalues of
(iii) These poles are independent of the family U θ 0 .
(iv) The operator D θ 0 has no discrete spectrum in Σ.
Proposition 3.1 justifies the following definition.
, are the eigenvalues of D θ 0 . If z 0 is a resonance we take its multiplicity to be the rank of the projection 1 2πi
where γ z 0 is a sufficiently small positively oriented circle about z 0 .
Trace formulas
Herein we recall two trace formulas that will be used in conjunction to give To state it we make the following assumption on Ω ⊂ C:
Ω is an open, simply connected and relatively compact subset of | Re z| > 1 such that Ω ∩ C ± = ∅ and there exists θ 0 ∈ D + ε such that Ω ∩ Γ θ 0 = ∅.
Then one has:
Theorem 3.3. Suppose Ω ⊂ C satisfies Assumption (A ± Ω ) and suppose, in addition, that Ω ∩ R = I is an interval. Let f be a holomorphic function on Ω and χ ∈ C ∞ 0 (R) (independent of ) be equal to 1 near I. Then, for v j satisfying Assumption (A δ ), we have
In [BR'99, p 21-22] on the other hand we find the following trace formula by Bruneau and Robert:
where "tr " denotes the matrix trace. Here we may write
Resonances near analytic singularities
In this section we state and prove our main results.
We introduce ν ±,j ∈ D ′ (R), j = 1, 2, given by
with supports equal to [0, sup v j ] and [inf v j , 0], respectively, and we note that ν +,j , respectively, ν −,j , is a decreasing function, respectively, increasing function. Define, in the sense of distributions,
Then, since ν +,j are decreasing, µ ±,j are positive measures (of locally finite mass) on R ± = ±(0, +∞) and
Moreover, sing supp a (µ ±,j ) = sing supp a (ν ±,j ).
We define the distribution µ ∈ D ′ (R) by
where the last step uses (2.1) we see that µ is a distribution of order ≤ 1 (see [Hö'03, Chapter 2, Section 1]). Finally we define ω ∈ D ′ (R) by
. From (2.1) it is clear that the integral with respect to ξ can be estimated from above by 2 vol B(0, R) sup t∈R |v 2 (x) − v 1 (x)| for some sufficiently large R > 0, depending on the support of φ. It follows from (2.1) that also ω is a distribution of order ≤ 1. We remark that for φ ∈ C ∞ 0 (R + ) we have
so that
and similarly for µ| R − .
Main results
Here we present and discuss the main results, i.e. how certain analytic singularities of µ defined in (4.1) generate resonances of the Dirac operator. We phrase our main theorem for E 0 > 0:
Theorem 4.1. Suppose D j = D 0 +V j where V j , j = 1, 2, satisfies Assumption (A δ ). Let 0 < E 0 be a maximal or a minimal boundary point of supp (µ). Then, for any complex neighborhood U of E 0 + 1 and E 0 − 1, respectively, there exists a constant C = C(U) such that
provided is small enough.
Given v 2 it is possible to construct v 1 so that Assumption (A δ ) holds but D 1 has no resonances near E 0 + 1. We may then invoke the previous result to obtain the following result for a single Dirac operator.
Theorem 4.2. Let 0 < E 0 = sup v 2 (x) where V 2 = v 2 I 4 satisfies Assumption (A δ ). Then, for any complex neighborhood U of E 0 +1 there exists a constant
In case v 2 (x) ≤ 0 for all x ∈ R the above theorems cannot be applied but unless v 2 ≡ 0 we may then consider E 0 = min supp (µ) and E 0 = inf v 2 (x), respectively, and resonances near E 0 − 1.
Proofs of main results
The proof of the existence of resonances relies on the fact that we can find points in WF a (ω). Since the point (E 0 , 1) in Theorem 4.1 belongs to WF a (µ) we begin this section by noting that the distributions ω and µ can be related to each other via convolution. Since the convolution kernel is singular one unit off the diagonal this leads us to decompose ω into two terms corresponding to these singularities. Each term has a symbol which can be represented by a (modified) Bessel function and since the latter happens to be analytic, it enables us to apply the theory of analytic pseudodifferential operators mentioned in Section 2. Finally, to prove Theorem 4.2 we follow the arguments of Sjöstrand [Sj'97a] to construct a "small" potential v 1 , given v 2 , so that Assumption (A δ ) is fulfilled.
Lemma 4.3. The decomposition
holds true; the sign corresponds to whether E > max j=1,2 (l +,j ) or E < min j=1,2 (l −,j ), respectively, and the A ± are pseudodifferential operators associated with the symbols √ 2πF[ φ ± ](ξ), where
and (τ ±1 µ)(E) = µ(E ∓ 1).
Proof. It is easily verified that
where ρ is defined in (3.3). By changing to polar coordinates in the ξ-variable and using x + = max(x, 0) for the positive part of a real number we may write
for E > max j=1,2 (l +,j ) and E < min j=1,2 (l −,j ), respectively, where
Thus, for any φ ∈ C ∞ 0 (R),
so dν = µ dE. Therefore, we can write ρ in (4.4) as the convolution
Consequently, we obtain from (4.3) that ω = ±φ * µ (4.5)
1/2 + so that φ = φ 1 + φ 2 . The convolution (4.5) can then be written as
We can thus write
where (τ ±1 µ)(t) = µ(t ∓ 1) and A ± are pseudodifferential operators having symbols
We now show that the pseudodifferential operators A ± in the previous lemma are elliptic classical analytic. Proof. It suffices to prove the result for φ + . For ξ = 0 we have (see [AS'64, Chapter 9, Section 6])
where K 1 is a modified Bessel function of the second kind. Using the recurrence relation
64, Chapter 9, Section 6]) we may write
Since z → K 2 (iz) is analytic for Re z = 0 we can use the Cauchy integral formula in the form
for |ξ| ≥ C 0 . Since |z − ξ| = (1 + |ξ|)/2 implies that (|ξ| − 1)/2 ≤ |z| we can use the fact that (see e.g. [AS'64])
for |z| large. It follows that
Together with (4.7) it follows that
−5/2 a (R). Finally, it follows from (4.8) that
provided |ξ| is large enough which shows that
Proof of Theorem 4.1. Let E 0 = max supp (µ) be a maximal boundary point of supp (µ). Then [Hö'03, Corollary 8.4.16] asserts that (E 0 , ±1) ∈ WF a (µ). Since τ +1 is a unit shift operator we have that (E 0 + 1, ±1) ∈ WF a (τ +1 µ) and Proposition 2.3 implies that, in view of (4.3) and Lemma 4.4, we have (E 0 + 1, ±1) ∈ WF a (ω). Let us for the sake of notation concentrate on the point E 0 + 1. The crux of the proof is finding the relationship between the properties of sing supp a (ω) and the resonances of D j . Utilizing the definition of the wavefront set via the FBI transform (see Section 2) there are real sequences α j → E 0 + 1, λ j → +∞, ε j → 0 and β j → 1 such that
for χ ∈ C ∞ 0 (R ≥1 ) equal to 1 near E 0 + 1. We define the function f j (E) = e iλ j β j (α j −E)−λ j (α j −E) 2 /2 . Let a, b > 0 be two sufficiently small constants such that also a/b is small, and put
It is easy to see that |f j (E)| ≤ e −C 0 λ j for E ∈ Ω \ W for large values of j and appropriate a and b. By Theorem 3.3
uniformly in k. By combining the Bruneau-Robert trace formula (3.1), (3.2) and (4.3) we obtain
From this and (4.9) we obtain
Combined with (3.1), (4.3) and (4.9) this gives
for some C > 0, where the last inequality follows by fixing a sufficiently large j and then taking small enough. Since |f j | is bounded on W the result follows.
Theorem 4.2 now follows from Theorem 4.1 by constructing the potential v 1 so that it produces no resonances. To achieve this we follow the argument outlined in [Sj'97a]. By multiplying v 2 by a smooth cut-off function we arrange so that it equals 0 in some large ball B(0, R) and is small in its complement. Then we follow this with an appropriate regularization so that complex distortion with R 0 = 0 can be done.
Proof of Theorem 4.2. Let
where R ≫ 1 will be specified below. Take χ ∈ C ∞ 0 (R) which equals 1 for |x| < 1 and 0 for |x| > 2. We define
We see that v 1 extends to a holomorphic function in the domain {| Im z| < ε Re z , | Re z| ≥ 0} for ε < 1. Moreover
Then Assumption (A δ ) together with Peetre's inequality in the form and by making the change of coordinates y = x + λw we readily see that this can be bounded from above by Cλ for some constant C, independent of x and R. The second term is clearly bounded and for |x| > 4R we have |x − y| ≥ |x|/2 so that it can be bounded from above by Finally, we point out that given any ε 0 > 0 we can construct v 1 above so that |v 1 (x)| ≤ ε 0 for all x ∈ R 3 . Indeed, choose R > 0 so large that |v 2 (y)| ≤ ε 0 for |y| > R. Then Since the norm appearing on the left hand side is independent of the quantities on the right hand side, and since these quantities can be made arbitrarily small, we see that D 0 u = (E 0 + 1)u which is a contradiction.
