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Abstract—Recognizing RGB images from RGB-D data is a
promising application, which significantly reduces the cost while
can still retain high recognition rates. However, existing methods
still suffer from the domain shifting problem due to conventional
surveillance cameras and depth sensors are using different
mechanisms. In this paper, we aim to simultaneously solve the
above two challenges: 1) how to take advantage of the additional
depth information in the source domain? 2) how to reduce
the data distribution mismatch between the source and target
domains? We propose a novel method called adaptive Visual-
Depth Embedding (aVDE) which learns the compact shared
latent space between two representations of labeled RGB and
depth modalities in the source domain first. Then the shared
latent space can help the transfer of the depth information to
the unlabeled target dataset. At last, aVDE models two separate
learning strategies for domain adaptation (feature matching and
instance reweighting) in a unified optimization problem, which
matches features and reweights instances jointly across the shared
latent space and the projected target domain for an adaptive
classifier. We test our method on five pairs of datasets for
object recognition and scene classification, the results of which
demonstrates the effectiveness of our proposed method.
Index Terms—RGB-D data, domain adaptation, visual catego-
rization.
I. INTRODUCTION
DUE to the recent developments in low-cost RGB-D sen-sors, e.g., the Microsoft Kinect, using additional depth
information to boost the performance of recognition and clas-
sification tasks has received an increasing interest through out
the computer vision community [1], [2], [3]. Particularly, the
problem of recognizing RGB images captured by conventional
surveillance cameras through leveraging a set of labeled RGB-
D data has been presented in [4], [5], [6]. This new task
is considered as an unsupervised domain adaptation (UDA)
problem, which aims to take advantage of the additional
depth information in the source domain and reduce the data
distribution mismatch between the source and target domains
simultaneously. The training data in UDA consists of labeled
RGB-D source data and unlabeled RGB target examples [7].
It is different from traditional classification problems which
often assume that the labeled training data comes from the
same distribution as that of the test data. In realistic scenarios,
the source and target domains follow different distributions,
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Fig. 1: The outline of the proposed method. We have RGB and
depth features in the source domain, and RGB features in the
target domain. Our main idea aims to find a shared latent space
so that the shared parts between RGB and depth images can
be preserved. Our aVDE can automatically adapt to the target
latent space so as to further correct the classification errors.
Examples from three classes are used to show the difference
between the original decision boundaries and the new decision
boundaries which are obtained by matching and reweighting.
especially when images are acquired from different cameras,
or in various conditions. The classifier which is trained on the
previous dataset would fail to classify the following dataset
correctly without adaptation.
To this end, there are two challenges in our task: 1) How to
address the domain shifting problem between the source and
target domains? 2) How to effectively explore the additional
depth information to boost the performance further? A very
fruitful line of work has been focusing on solving domain
adaptation problem, where labeled target data is not needed,
yielding excellent results [8], [9], [10]. However, none of them
can incorporate depth information. On the other hand, many
methods using the additional depth information have been
proposed for classification tasks as well [11] [12]. However,
these methods take the unrealistic assumption that the training
and testing data are from the same domain.
In this paper, we aim to solve above two challenges si-
multaneously by a novel RGB-D UDA method, referred to as
adaptive Visual-Depth Embedding (aVDE). The motivation
behind our aVDE is as follows: depth images contain useful
discriminative information, which shows a different feature
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Fig. 2: Samples from the shared latent space and the projected target domain. (a) Shared latent space; (b) Projected target
domain; (c) Shared latent space after feature matching; (d) Projected target domain after feature matching. The domain distance
is still large after feature matching. (e) Further instance reweighting on shared latent space. The irrelevant shared latent space
instances (shown as unfilled markers) are now down-weighted to further reduce the domain difference.
distribution compared to the corresponding RGB image do-
main. To enhance the discriminative capability of the original
learning system, joint learning is considered through combin-
ing depth information and RGB data into one model. The
pipeline of our idea is described in Fig. 1. In the visual-depth
embedding step, we capture the shared latent bases and indi-
vidual subspaces between two representations of labeled RGB
and depth modalities in the source domain first. We utilize the
advantages of Nonnegative Matrix Factorization (NMF) [13],
[14], [15] for the discovery of the shared components between
RGB and depth images. In addition, since NMF cannot dis-
cover the intrinsic geometrical and discriminating structure of
the data space, to preserve as much of the significant structure
of the original RGB-D data as possible, we solve this problem
from the probability distribution perspective, i.e. to minimize
the Jensen-Shannon divergence (JSD) between the probability
distributions in RGB and depth spaces. Then we transfer the
knowledge of depth information to the target dataset through
an orthogonal projection to align the data in the shared latent
feature space with the target domain. In the adaptive embed-
ding step, we minimize the nonparametric Maximum Mean
Discrepancy (MMD) in an infinite dimensional reproducing
kernel Hilbert space (RKHS) [16] for feature matching, and
minimize the `2,1-norm structured sparsity penalty [17] on
the shared latent space instances for instance reweighting. We
match features and reweight instances jointly across the shared
latent space and the projected target domain in a principled
dimensionality reduction procedure for an adaptive classifier.
Feature matching can discover a shared feature representation
through the combination of the distribution difference reduc-
tion and the important properties of input data preservation
(see Fig. 2 (c) (d)). However, when the domain difference
is substantially large, some shared latent space instances are
still not relevant to the projected target instances even in the
feature-matching subspace. Therefore, we introduce instance
reweighting which can minimize the distribution difference
through reweighting the shared latent data (see Fig. 2 (e)).
Comprehensive experiments for object recognition and scene
classification on five pairs of real-world datasets show that our
aVDE can significantly outperform state-of-the-art methods.
To summarize, our main contributions are:
i) We propose a novel UDA method which can effectively
leverage depth information to recognize RGB images. The tar-
get domain does not contain the additional depth information.
ii) aVDE can learn compact shared space uncovering the
latent semantics and simultaneously preserve the joint proba-
bility distribution of data in the source domain, then transfers
the knowledge of depth information to the target dataset.
iii) Through matching features and reweighting instances
jointly across domains, a bridge between the shared latent
space and the projected target domain can be built.
The rest of this paper is organized in the following way.
Section 2 reviews related work on domain adaptation. In
Section 3, The proposed adaptive Visual-Depth Embedding
method is illustrated. The experimental setup, results and
analysis on aVDE for several domain adaptation based vision
tasks are shown in Section 4. Finally, the conclusion is given
in Section 5.
II. RELATED WORK
In the literature, only a few work focus on recognizing
RGB images from RGB-D data. Our algorithm is mostly
related to the methods in [5] [6]. [6] which uses cross-domain
dictionary learning over both RGB and depth images in the
training step and then spanned the intra-class diversities to
maximize the inter-class distances while minimizing the intra-
class distances. Since some labels in the test domain are used,
it is a semi-supervised domain adaptation problem. In contrast,
our domain adaption is completely unsupervised, just like
Multi-view to single-view (DA M2S) adaptation [5] attempts
to seek an optimal projection matrix to map samples from two
different domains into a common feature space, in which no
label of the test domain is used.
Our work is also related to unsupervised domain adaptation
methods. Transfer Component Analysis (TCA) [18] tries to
learn some transfer components across domains in a Repro-
ducing Kernel Hilbert Space (RKHS) through Maximum Mean
Discrepancy (MMD), which only takes advantage of feature
matching but ignores the advantages of instance reweighting.
Sampling Geodesic Flow (SGF) [19] creates intermediate
representations of data between two domains through viewing
the generative subspaces created from these domains as points
on the Grassmann manifold, and then obtains subspaces which
can provide a description of the underlying domain shift.
Landmark (LMK) [20] exploits a subset of source domain that
is most similar to the target domain. Besides, there still exist
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some approaches that use NMF to achieve domain adaptation.
Transfer Nonnegative Matrix Factorization (TNMF) in [21]
minimizes the distribution divergence between labeled and
unlabeled images, and incorporates this criterion into the
objective function of NMF to construct new robust representa-
tions. TNMF is a semi-supervised transfer learning approach.
Unsupervised Nonnegative Embedding (UNE) [22] generates
a non-negative embedding for the source and target tasks as a
shared feature space of two aligned sets of their corresponding
non-negative basis vectors for a prototype matrix. However,
although NMF on DA has been proposed, our aVDE is
significantly different from these methods. i) The methods
using NMF to achieve domain adaptation are not applicable
to our problem: recognizing RGB images from RGB-D data.
Both of them focus on RGB source domain and RGB target
domain, which is a completely different task. ii) Our NMF-
related equations are designed for visual-depth embedding, not
for domain adaptation. iii) Conventional NMF is widely known
to be not robust to data distribution discrepancy. To preserve as
much of the significant structure of the original RGB-D data
as possible and balance the difference of data distributions
between the RGB and depth modalities, we consider Jensen-
Shanon divergence in addition. These methods perform poorly
on RGB-D scenarios. We provide the extensive comparison to
these methods in our experiments, from which we demonstrate
the advantages of our method.
III. ADAPTIVE VISUAL-DEPTH EMBEDDING
A. Notations
In this paper, we denote a vector by a lowercase letter in
bold. The transpose of a vector or a matrix is denoted by
the superscript T . We define I as an identity matrix. Besides,
Table I shows the list of frequently used notations.
TABLE I: Notations and descriptions.
Notation Description Notation Description
Ds, Dt Source/target domain PDt Projected target domain
A, B RGB/depth modality X Input data matrix
V Shared data space K Kernel matrix
PA, PB Probability distributions M Adaptation matrix
P Orthogonal projection ∆ MMD matrix
Λ Connection matrix Ĝ Diagonal sub-gradient matrix
D Number of bases k Subspace bases
η, µ Regularization parameter Z Subspace embedding
Problem (Adaptive Visual-Depth Embedding). Given two
labeled modalities A and B in the source domain Ds with
label set Y = [y1, · · · , yNs ] and an unlabeled target domain
Dt. To find the shared component space V and the projected
target domain PDt under the different marginal probability
distribution and conditional probability distribution, then learn
a new feature space to reduce the domain distance by feature
matching and instance reweighting across V and PDt .
B. Shared Component Problem Formulation
We use A and B to define the two modalities in the source
domain Ds with dimensions and sample sizes M1 × Ns and
M2 × Ns respectively: A = [a1, · · · ,aNs ] ∈ RM1×Ns≥0 and
B = [b1, · · · ,bNs ] ∈ RM2×Ns≥0 . NMF is used to find two non-
negative matrices from A: U ∈ RM1×D1≥0 and V1 ∈ RD1×Ns≥0
and two nonnegative matrices from B: W ∈ RM2×D2≥0 and
V2 ∈ RD2×Ns≥0 with full rank whose product can approximately
represent the original matrix A and B, i.e., A ≈ UV1 and
B ≈WV2. In practice, we set D1 < min(M1, Ns) and D2 <
min(M2, Ns). NMF aims to achieve the minimization of the
following objective functions
LANMF = ‖A− UV1‖2, s.t. U, V1 ≥ 0, (1)
LBNMF = ‖B −WV2‖2, s.t. W, V2 ≥ 0, (2)
where ‖ · ‖ is the Frobenius norm. The matrix V1 and V2
obtained in NMF are regarded as the low-dimensional rep-
resentations while the matrix U and W denote the basis
matrixes.
To learn fully shared spaces between RGB and depth modal-
ities, the basic idea is to find suitable M1 basis vectors for U
and M2 basis vectors for W via a shared coefficient matrix
V . To learn the required shared space, we jointly optimize a
convex combination of two constrained least squares problems:
V1 = V2 = V ∈ RD×Ns≥0 . The resulted objective function is:
min
U,W,V
‖A− UV ‖2 + λ‖B −WV ‖2, s.t. U,W, V ≥ 0, (3)
where parameter λ is given to balance the importance of the
two terms. In our paper, since RGB information and depth data
are assumed equally important, for simplicity, we set λ = 1.
The training model is used to identify the latent shared bases
determined via both RGB and depth data. Such jointed NMF
can preserve shared components that make the model leads to
a high-level representation V of the training RGB-D images
in the bases space.
C. Data Distribution Divergency Reduction
NMF can learn a parts-based representation. Theoretically,
it is expected that the shared data space V given by our
NMF-based shared structure learning algorithm can obtain
locality structure from the original data spaces A and B.
However, NMF cannot discover the intrinsic geometrical and
discriminating structure of the data space, which is important
for our recognition task. Therefore, to preserve as much of the
significant structure of the original RGB-D data as possible,
we hope the latent space can also balance the difference of
data distribution between the RGB and depth modalities. We
consider this problem from probability distribution aspect. Let
PA and PB be the probability distributions in space A and B.
We aim to find the joint probability distribution in the shared
space Q that can be shared by PA and PB as much as possible.
In this paper, we simply assume RGB and depth are equally
important, i.e., we hope the probability distribution Q in the
latent space V can be Q = 12 (PA+PB). We can then minimize
the Jensen-Shannon divergence (JSD) between PA and PB so
that their structural difference can be mutually mitigated:
JSD(PA||PB) = 1
2
KL(PA||Q) + 1
2
KL(PB ||Q), (4)
where KL(.||.) estimates the Kullback-Leibler divergence
between the joint probability distributions.
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PA and PB can be denoted as point-wise from p
ij
A and p
ij
B .
Q can be represented as qij . The pairwise similarities in the
original data space pijA and p
ij
B are defined as:
pijA =
exp
(−‖ai − aj‖2/2(σiA)2)∑
k 6=l exp
(−‖ak − al‖2/2(σkA)2) , (5)
pijB =
exp
(−‖bi − bj‖2/2(σiB)2)∑
k 6=l exp
(−‖bk − bl‖2/2(σkB)2) , (6)
where the conditional probability pijA means the similarity
between data points ai and aj , and pijB means the similarity
between data points bi and bj , where aj and bj are picked
in proportion to their probability density under a Gaussian
centered at ai and bi respectively. σkA and σ
k
B are the variances
of the Gaussian distribution which is centered on data point
ai and bi respectively. Each data point ai or bi makes a
significant contribution to the cost function. In the shared
space, using the probability distribution that is heavy tailed,
the joint probabilities qij can be defined as:
qij =
(1 + ‖vi − vj‖2)−1∑
k 6=l(1 + ‖vk − vl‖2)−1
. (7)
We set piiA, p
ii
B and qii to zero for only significant points
needed to model pairwise similarities. Meanwhile, it has the
characteristics that pijA = p
ji
A , p
ij
B = p
ji
B and qij = qji for
∀i, j. Since the definition in Eq. (7) is an infinite mixture
of Gaussians which does not have an exponential, it is much
faster to evaluate the density of a point than a single Gaussian.
This representation also makes the mapped points invariant to
the changes in the scale for the embedded points that are far
apart. Thus, the cost function based on JSD can effectively
measure the significance of the data distribution.
We use qij to jointly model p
ij
A and p
ij
B :
JSD =
1
2
∑
i
∑
j
pijA log p
ij
A − pijA log qij
+
1
2
∑
i
∑
j
pijB log p
ij
B − pijB log qij .
(8)
Therefore, with this regularization, through combining the
data structure preserving part in Eq. (8) and the shared
structure technique in Eq. (3), we minimize the following
objective function:
min
U,W,V
‖A− UV ‖2+‖B −WV ‖2
+ηJSD, s.t. U,W, V ≥ 0,
(9)
where A ∈ RM1×Ns , B ∈ RM2×Ns , V ∈ RD×Ns ,
A,B,U,W, V > 0, U ∈ RM1×D,W ∈ RM2×D, and η
controls the smoothness of the new representation.
The shared space data only from NMF-based shared struc-
ture algorithm is not effective and meaningful for real world
applications. Therefore, we introduce JSD to preserve the
structure of the original RGB-D data which can obtain better
results.
D. Optimization
Let the Lagrangian of our problem be:
L = ‖A− UV ‖2 + ‖B −WV ‖2 + ηJSD
+ tr(ΦUT ) + tr(ΘWT ) + tr(ΨV T ),
(10)
where matrices Φ, Θ and Ψ are three Lagrangian multiplier
matrices. In order to make the derivation clearer, ηJSD is
simply denoted as G. We define two auxiliary variables dij
and Z as follows:
dij = ‖vi − vj‖ and Z =
∑
k 6=l
(1 + d2kl)
−1. (11)
There is a need to note that if vi changes, the only pairwise
distances that change are dij and dji. Therefore, the gradient
of function G with respect to vi can be given by
∂G
∂vi
= 2
N∑
j=1
∂G
∂dij
(vi − vj). (12)
Then ∂G∂dij can be calculated by Kullback-Leibler divergence
in Eq. (8):
∂G
∂dij
=−η
2
∑
k6=l
(pklA+p
kl
B)
(
1
qklZ
∂((1+d2kl)
−1)
∂dij
−1
Z
∂Z
∂dij
)
. (13)
Since ∂((1+d
2
kl)
−1)
∂dij
is nonzero if and only if k = i and l = j,
and
∑
k 6=l pkl = 1, the gradient function can be simplified as
∂G
∂dij
= η(pijA + p
ij
B − 2qij)(1 + d2ij)−1. (14)
Eq. (14) can be substituted into Eq. (12). Therefore, the
gradient of the Kullback-Leibler divergence between P and
Q is
∂G
∂vi
=2η
N∑
j=1
(pijA+p
ij
B−2qij)(vi−vj)(1+‖vi−vj‖2)−1. (15)
Since we have the gradient of G in Eq. (15), we make the
gradients of L be zeros to minimize Of :
∂L
∂V
=2(−UTA+UTUV−WTB+WTWV )+∂G
∂V
+Ψ=0, (16)
∂L
∂U
= 2(−AV T + UV V T ) + Φ = 0, (17)
∂L
∂W
= 2(−BWT +WV V T ) + Θ = 0. (18)
In addition, we also have KKT conditions: ΦijUij = 0,
ΘijWij = 0 and ΨijVij = 0, ∀i, j. Then multiplying Vij ,
Uij and Wij in the corresponding positions on both sides of
Eqs. (16), (17) and (18) respectively, we obtain
(
2(−UTA+UTUV−WTB+WTWV )+∂G
∂vi
)
ij
Vij=0, (19)
2(−AV T + UV V T )ijUij = 0, (20)
2(−BV T +WV V T )ijWij = 0. (21)
Note that
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(
∂G
∂vj
)
i
=
(
2η
N∑
k=1
(pjkA + p
jk
B − 2qjk)(vj − vk)
1 + ‖vj − vk‖2
)
i
= 2η
N∑
k=1
(pjkA + p
jk
B − 2qjk)(Vij − Vik)
1 + ‖vj − vk‖2 .
The multiplicative update rules of bases of both W and U
for any i and j are obtained:
Uij← (AV
T )ij
(UV V T )ij
Uij , (22)
Wij← (BV
T )ij
(WV V T )ij
Wij . (23)
The update rule of the shared space preserving coefficient
matrix V between RGB and depth data spaces is:
Vij← (U
TA)ij+(W
TB)ij+Υ
(UTUV )ij+(WTWV )ij+Γ
Vij , (24)
where for simplicity, we let Υ =η
N∑
k=1
(pjkA+p
jk
B )Vik+2qjkVij
1+‖vj−vk‖2 , Γ =
η
N∑
k=1
(pjkA+p
jk
B )Vij+2qjkVik
1+‖vj−vk‖2 .
All the elements in U , W and V can be guaranteed that
they are nonnegative from the allocation. It proves that the
objective function is monotonically non-increasing after each
update of U , W or V . The proof of convergence about U , W
and V follows similar lines in [23], [24], [25].
After U , W and V are converged, we can obtain the
shared structure representation by a linear projection matrix.
Since our algorithm is NMF-based, a direct projection from
the target domain to the shared space does not exist for
data embedding. Therefore, inspired by [26], linear regression
is used to compute our projection matrix. It is equivalent
to find a rotation to align the data in the current feature
space with another, which is a classic Orthogonal Procrustes
problem [27]. Through solving this problem, we can make the
projection orthogonal:
min
P
‖PA− V ‖, s.t. PTP = I, (25)
where P is the orthogonal projection for target domain.
According to [28], the advantages on using orthogonal pro-
jection can be summarized as: 1) The orthogonal projection
can preserve the Euclidean distance between points; 2) The
orthogonal projection can distribute the variance more evenly
across the dimensions; 3) The orthogonal projection can
learn maximally uncorrelated dimensions, which leads more
compact representations. For the optimal solution, we firstly
use the singular value decomposition algorithm to decompose
the matrix: ATV = QΣST . Then we calculate P = SΛQT ,
where Λ is a connection matrix as Λ = [I,0] ∈ RD×M and
0 indicates all zeros matrix. Once we obtain the orthogonal
projection P , RGB data in the target domain aˆ ∈ RM1×1 can
be projected into the latent space:
vaˆ = Paˆ. (26)
E. Adaptive Embedding
Although our above Visual-Depth Embedding (VDE) can
correct the noise by projecting RGB into the shared space, the
domain shifting problem remains unsolved. In the following,
we propose an adaptive strategy to make VDE adaptive to
target domain RGB data. In aVDE, we define the target
domain as Dt = [aˆ1, · · · , aˆNt ]. The projected target domain
is defined as PDt = [vaˆ1 , · · · ,vaˆNt ] ∈ RD×Nt . The shared
component space is V = [v1, · · · ,vNs ] ∈ RD×Ns .
The model proposed above learns the relationship between
RGB data space and shared bases, and the shared bases
are determined via both RGB data space and depth data
space in the source domain. Since exploring feature matching
and instance reweighting independently may not be effective
enough when the domain difference is substantially large, we
match features and reweight instances jointly across the latent
shared space V and the new space projected from the target
domain to the shared space in a principled dimensionality
reduction procedure for an accurate classifier. If we only
consider matching the feature distributions based on MMD
minimization, it is not good enough for domain adaptation.
This strategy only matches the first- and high-order statistics,
and the distribution matching is far from perfect. When the
domain difference is large, there will still exist some shared
latent space instances that are not relevant to the projected
target instances even in the feature matching subspace. There-
fore, combining feature matching and instance reweighting
procedures should be considered to handle this difficult setting.
But it is difficult to reweight source instances when we
match the feature distributions in the infinite dimensional
RKHS simultaneously. In this step, we impose the `2,1-norm
structured sparsity regularizer on the transformation matrix
for Kernel PCA M , which can introduce row-sparsity to the
transformation matrix.
We first mix projected target data with the source da-
ta, on which we perform Principal Component Analysis
(PCA) for data reconstruction. Let X = [x1, · · · ,xn] =
[v1, · · · ,vNs ,vaˆ1 , · · · ,vaˆNt ] ∈ RD×n as the input data
matrix, and H = I − 1n1 as the centering matrix, where
n = Ns + Nt and 1 indicates all ones matrix, then the
covariance matrix can be computed as XHXT . PCA can
find an orthogonal transformation matrix T ∈ RD×k, where
k is the subspace bases such that embedded data variance is
maximized
max
TT T=I
tr(TTXHXTT ). (27)
Above optimization problem can be efficiently solved by
eigen-decomposition XHXTT = TΩ, where Ω =
diag(ω1, · · · , ωk) ∈ Rk×k are the k largest eigenvalues.
Then we find the optimal k-dimensional representation by
Z = [z1, · · · , zn] = TTX .
To work in the RKHS H, consider kernel mapping ϕ: x→
ϕ(x), or ϕ(X) = [ϕ(x1), · · · , ϕ(xn)], and kernel matrix K =
ϕ(X)Tϕ(X) ∈ Rn×n. We utilize the Representer theorem
T = ω(X)M to kernelize PCA as
max
MTM=I
tr(MTKHKTM), (28)
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where M ∈ Rn×k is the transformation matrix for Kernel
PCA. We also call M an adaptation matrix. The subspace
embedding becomes Z = MTK.
Then we adopt the empirical MMD [18] as the nonpara-
metric distance measure for comparing distributions based
on the RKHS. Through k-dimensional embeddings extracted
by Kernel-PCA, MMD computes the distance between the
empirical expectations of shared component source and target
data:∥∥∥∥∥ 1Ns
Ns∑
i=1
MT ki− 1
Nt
Ns+Nt∑
j=Ns+1
MT kj
∥∥∥∥∥
2
H
= tr(MTK∆KTM), (29)
where ∆ is the MMD matrix and can be computed as
∆ij =

1
NsNs
, xi, xj ∈ V
1
NtNt
, xi, xj ∈ PDt
− 1
NsNt
, otherwise
(30)
Through minimizing Eq. (29) such that Eq. (28) is maximized,
the first-order and high-order statistics of feature distributions
are matched in the new representation Z = MTK.
To impose the `2,1-norm structured sparsity regularizer on
the transformation matrix M , we introduce row-sparsity to
the transformation matrix, which is able to facilitate adaptive
instance reweighting essentially. Our target is to reweight
source instances by their relevance to the target instances. The
instance reweighting regularizer can be defined as
‖Ms‖2,1 + ‖Mt‖2F , (31)
where Ms := M1:Ns,: is the transformation matrix correspond-
ing to the source instances, and Mt := MNs+1:n,: is the
transformation matrix corresponding to the target instances.
Through minimizing Eq. (31), Eq. (27) is maximized, and
the source instances which are relevant to the target instances
are reweighted adaptively with greater importance in the
representation Z = MTK. On the contrary, the source
instances which are irrelevant to the target instances are
adaptively reweighted with less importance in Z = MTK.
Therefore, aVDE can be robust to the domain difference
which is caused by the irrelevant instances. Note that the
Frobenius norm: ‖M‖F =
√∑n
i=1 ‖mi‖22. The `2,1-norm:
‖M‖2,1 =
∑n
i=1 ‖mi‖2. Therefore, by combining Eq. (29)
and Eq. (31) into Eq. (28), the optimization problem is defined
as
min
MTXHXTM=I
tr(MTK∆KTM) + µ(‖Ms‖2,1 + ‖Mt‖2F ), (32)
where µ is the regularization parameter to trade off feature
matching and instance reweighting, Ms := M1:Ns,: is the
transformation matrix corresponding to the source instances,
and Mt := MNs+1:n,: is the transformation matrix corre-
sponding to the target instances, n = Ns + Nt. In addition,
M ∈ Rn×k, Ms ∈ RNs×k and Mt ∈ RNt×k. In aVDE,
when µ→0, aVDE optimization problem degenerates. When
µ→∞, the joint feature matching and instance reweighting is
not performed. Therefore, we set µ = 1.
To impose the `2,1-norm structured sparsity regularizer on
the transformation matrix M , we introduce row-sparsity to
the transformation matrix, which is able to facilitate adaptive
instance reweighting essentially. Our target is to reweight
source instances by their relevance to the target instances.
Through minimizing Eq. (31), Eq. (28) is maximized, and the
source instances which are relevant to the target instances are
reweighted adaptively with greater importance in the new rep-
resentation Z = MTK. On the contrary, the source instances
which are irrelevant to the target instances are adaptively
reweighted with less importance in Z = MTK. Therefore,
aVDE can be robust to the domain difference which is caused
by the irrelevant instances.
Since Ω = diag(ω1, · · · , ωk) ∈ Rk×k is denoted as the
Lagrange multiplier, through deriving the Lagrange function
of problem Eq. (32) as
L = tr(MTK∆KTM) + ‖Ms‖2,1 + ‖Mt‖2F
+ tr((I −MTK∆KTM)Ω). (33)
Let ∂L∂M = 0, we obtain generalized eigendecomposition
(K∆KT + Ĝ)M = KHKTMΩ. (34)
Ĝ is a diagonal sub-gradient matrix with ith element equal to
Ĝii =

1
2‖mi‖ , xi ∈ V, m
i 6= 0
0, xi ∈ V, mi = 0
1, xi ∈ PDt
(35)
The optimal adaptation matrix M is then reduced to solve
Eq. (34) for the k smallest eigenvectors. An adaptive clas-
sifier f can be obtained by training on {MT ki, yi}Nsi=1. The
convergence analysis of our adaptive embedding is similar to
the methods in [29] [30]. Finally, Algorithm 1 provides the
details on aVDE. Since labeled and unlabeled data are sampled
from different distributions that results in impossibly tuning
the optimal parameters using cross validation, following [31],
nearest neighbor classifier (NN) which does not require tuning
cross-validation parameters is chosen as the base classifier.
F. Computational Complexity Analysis
The computational complexity of aVDE consists of three
parts. We compare the cost of the basic NMF algorithm in
[23] and our shared component part in Eq. (3). For an M1×N
matrix A and an M2×N matrix B, assuming that the shared
latent space dimensionality for decomposition of A and B is
D, then computational complexity for the shared component
part per iteration is O(max{M1ND,M2ND}). The basic N-
MF algorithm in [23] applied for A and B separately will have
complexity of O(M1ND) and O(M2ND) respectively. This
shows that the first part of aVDE has the same complexity as
the basic NMF. The second part is the computation of matrices
PA, PB and Q which has the complexity O(2N2D). The last
part is adaptive embedding procedure whose complexity is
O(kn2 +mn2). Therefore, the total computational complexity
of aVDE is: O(max{M1ND,M2ND}t1 + 2N2D+ t2kn2 +
mn2), where t1 is the number of iterations when learning
shared source space V , i.e., from Line 1 to Line 4. t2 is the
number of iterations when learning adaptive classifier f , i.e.,
from Line 5 to Line 9.
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Algorithm 1 adaptive Visual-Depth Embedding (aVDE)
Input:
The source domain Ds: A ∈ RM1×N and B ∈ RM2×N ; the
target domain Dt; number of bases D; the subspace bases k; the
regularization parameter η; ground truth Y in source domain;.
Output: The basis matrix U , W , adaptation matrix M , embedding
Z, adaptive classifier f .
1: Initialize U , W and V with uniformly distributed random values
between 0 and 1.
2: repeat
3: Compute the basis matrixes U and W and the shared structure
representation matrix V via Eqs. (22), (23) and (24), respectively;
4: until convergence
5: SVD decomposes the matrix ATV to obtain QΣST and calcu-
late P = SΩQT
6: The shared component embedded representation of the coming
target domain data vaˆ ∈ RD×1 is defined in Eq. (26).
7: Compute MMD matrix ∆ by Eq. (30), and kernel matrix K
by Kij←K(xi, xj) where K(·, ·) is a predefined kernel. Set
∆←∆/‖∆‖F , Ĝ←I;
8: repeat Solve Eq. (34) and choose the k smallest eigenvectors to
construct the adaptation matrix M , and Z←MTK. Update Ĝ by
Eq. (35);
9: until convergence
10: Obtain an adaptive classifier f by training on {MT ki, yi}Nsi=1.
      Object 
source domain
RGB-D B3DO
Scene-15
NYU
ImageNetCaltech-256
      Object 
target domain
      Scene 
source domain
      Scene 
target domain
Fig. 3: Some example images from our selected datasets:
RGB-D, B3DO, Caltech-256, ImageNet, NYU and Scene-15.
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the effectiveness of our aVDE
for object recognition and scene classification on five pairs of
datasets (see Table II). Fig. 3 shows some example images
of these five pairs of datasets. Since the images in source and
target domains are from different kinds of cameras and various
conditions, the domain difference between source and target
is large. The details of the datasets, experimental settings,
relevant experimental results, important parameter analysis
and algorithm analysis are shown in the rest of this section.
All experiments are performed using Matlab 2014a on a
server configured with a 16-core processor and 500G of RAM
running the Linux OS.
A. Datasets
Object Recognition 1. Object→Caltech-256: We choose the
RGB-D Object dataset [32] as the source domain and the
TABLE II: Statistics of the benchmark image datasets.
Dataset Type # Examples # Features # Classes
Object→ Caltech-256 Object 2059/1131 1000/4096 10
Object→ ImageNet Object 1805/968 1000/4096 10
B3DO→ Caltech-256 Object 1129/776 1000/4096 8
B3DO→ ImageNet Object 1135/789 1000/4096 8
NYU v1→ Scene-15 Scene 907/930 1000/4096 4
Caltech-256 dataset [33] as the target domain for object recog-
nition. RGB-D Object dataset contains 51 categories about 300
everyday objects. The Caltech-256 dataset only contains color
images. They share ten common categories: “ball”, “calcu-
lator”, “cereal box”, “coffee mug”, “flashlight”, “keyboard”,
“light bulb”, “mushroom”, “soda can” and “tomato”. Since
the RGB-D Object dataset is recorded as video sequences,
we uniformly choose images with an interval of two seconds
for each category resulting in 2059 training samples in the
source domain. Note that each RGB image corresponds to a
depth image. The 1131 RGB images from ten categories in the
Caltech-256 dataset are used as the target domain to evaluate
the performance of our aVDE.
2. Object→ImageNet: We choose the RGB-D Object dataset
as the source domain and the ImageNet dataset [34] as the
target domain. ImageNet contains more than 100, 000 cate-
gories, which is organized according to the WordNet hierarchy.
The ImageNet dataset only contains color images. We select
ten common categories of RGB-D and ImageNet datasets,
“apple”, “banana”, “coffee mug”, “keyboard”, “soda can”,
“water bottle”, “plate”, “calculator”, “cereal box” and “light
bulb” to demonstrate our aVDE. Finally, we have 1805 RGB-
D training image pairs in the source domain and 968 RGB
images in the target domain.
3. B3DO→Caltech-256: We choose the B3DO dataset [35]
as the source domain and the Caltech-256 dataset as the target
domain. B3DO dataset contains 849 RGB images with its
corresponding depth images. We apply the provided bounding
boxes to crop the objects from these images. We randomly
choose eight objects which are shared by B3DO and Caltech-
256 dataset. The eight common categories are “bottle”, “can”,
“cup”, “keyboard”, “monitor”, “mouse”, “phone” and “spoon”.
We have 1129 training image pairs and 776 RGB images in
the target domain.
4. B3DO→ImageNet: The B3DO dataset is chosen as the
source domain, while ImageNet dataset is the target domain.
The common eight categories between these two datasets
are used, “bottle”, “cup”, “keyboard”, “monitor”, “mouse”,
“phone”, “plate”, “spoon” - are used to evaluate our aVDE.
We obtain 1135 RGB-D image pairs in the source domain and
789 RGB images in the target domain.
Scene Classification For scene classification, we select the
NYU Depth v1 dataset [36] as the source domain and the
Scene-15 dataset [37] as the target domain. NYU Depth
v1 dataset consists of video sequences from many indoor
scenes. Scene-15 dataset contains only RGB images. We use
the same four categories of NYU Depth v1 and Scene-15
datasets, “bedroom”, “kitchen”, “living room” and “office”
to demonstrate our proposed algorithm. Finally, we have 907
RGB-D training image pairs in the source domain and 930
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RGB images in the target domain to evaluate the performance
of aVDE.
B. The Selected Methods and Settings
In our experiment, for a comprehensive and fair comparison,
we select following five categories as the baselines including:
1) Naive Approach: SVM A and 1-Nearest Neighbor Classifi-
er which are trained by the RGB features in the source domain
without considering the domain adaptation and the depth infor-
mation compensation; 2) Multi-view Learning: Kernelisation
of Canonical Correlation Analysis (KCCA) [38] and SVM2K
[39] which use the two-view data in the source domain for
training; 3) Learning Using Privileged Information: SVM+
[40] and Rank Transfer (RT) [41] which use the additional
depth features in the source domain as privileged information;
4) Unsupervised Domain Adaptation: Kernel Mean Match-
ing (KMM) [8], Domain Adaptation Machine (DAM) [42],
Sampling Geodesic Flow (SGF) [19], TCA [18], Landmark
(LMK) [20], Subspace Alignment (SA) [43], Geodesic Flow
Kernel (GFK) [31], UNE [22] and Domain Invariant Projection
(DIP) [44] which use the visual features from both domains for
training the classifiers, and then predict target data based on
the visual features. 5) Using Privileged Information and Unsu-
pervised Domain Adaptation: Domain Adaptation from Multi-
view to Single-view (DA-M2S) which uses the additional
depth features in the source domain as privileged information
and reduces the data distribution mismatch between the source
and target domains.
We take the factor of feature performance into considera-
tion, and then choose shallow features and deep features to
evaluate aVDE respectively. For shallow features, we extract
Gradient kernel descriptors (KDES) features and LBP KDES
features [11] which are successful in RGB-D object dataset
from each pair of RGB/depth images. The vocabulary size
is set as 1000. Three level of pyramids (1 × 1, 2 × 2,
3×3) are used. For deep features, we choose ImageNet-CNN
features [45] which are learned from the pre-trained Caffe
model [46] on image classification dataset (i.e. ImageNet) for
object classification, and the Places-CNN [47] scene features
which are learned from the pre-trained Caffe model on scene
classification dataset (i.e. Places dataset) for scene classifica-
tion. Both of these two kinds of models obtain great success
for object and scene classification respectively. In addition,
according to Object→ImageNet and B3DO→ImageNet, since
the features are obtained by fine-tuning on ImageNet and
the study includes experiments on the imageNet dataset, the
experimental results on these two pairs of datasets will perform
a little higher. We add some experiments based on CNN
features which are not fine-tuned. In this case, we extract
features directly on the fully connected layer (fc7) in the
ImageNet trained network, which follows the strategy in [48].
More specifically, the CNN model is considered as a feature
extractor in the added experiments. The feature dimension
after CNN is 4096. Note that the depth image is encoded as
HHA image as in [49] before extracting the features.
From Eq. (9) and algorithm 1, the size of matrices U ∈
RM1×D,W ∈ RM2×D and V ∈ RD×Ns should be predefined.
M1, M2 and Ns are known when the data is given. However,
the value of number of latent bases D is difficult to be
pre-determined. In aVDE, an improper D will result in the
limitation of identification of latent topics or the increase of
possibility of overfitting. In order to investigate the effects of
D, we choose different number of bases, e.g., 40, 60, 80, 100,
120 and 140. We also explore the sensitivity of the parameter η
in Eq. (9) on the performance of aVDE. We set the parameter
η by searching η ∈ {0, 1/8, 1/4, 1/2, 1, 2, 4, 8}. Besides, the
subspace bases k is also related. We analyze the behavior
of aVDE by searching k ∈ {10, 20, · · · , 100}. We limit the
maximum number of t1 with 1000, and let t2 = 10 in aVDE
learning phase.
C. Experimental Results
We evaluate all selected methods by strictly choosing the
parameters according to their original papers, and then report
the best results of each method. The experimental results
of aVDE compared with the 16 baseline methods discussed
before on the two pairs of source and target domains are
reported in Table III. In Table III, the first column is the
number corresponding to the category of the selected methods,
the second column indicates method names, the third and forth
columns, the fifth and sixth columns, the seventh and eighth
columns, the ninth and tenth columns present the recognition
results when the RGB-D object dataset or B3DO dataset is
used as the source domain and the Caltech-256 dataset or
ImageNet dataset is used as the target domain, and the eleventh
and twelfth columns give recognition rate when the NYU
Depth v1 is used as the source domain and the Scene-15
dataset is used as the target domain. We test the shallow
and deep features on both of these five pairs of datasets.
In addition, we also illustrate some samples with highest
recognition accuracies from selected datasets in Fig. 4.
From Table III, we observe that our method outperforms
all other baseline methods, sometimes by a large margin. It
demonstrates the effectiveness of our method by exploring
additional depth images in the source domain and reducing
the domain distribution mismatch between the source and
target domains. Generally, the domain difference between
source and target in scene classification (e.g. NYU v1→
Scene-15) tasks is larger than the domain difference between
source and target in object recognition (e.g. Object→ Caltech-
256) tasks. From the results of the selected five pairs of
datasets for object recognition and scene classification, we
can see that not only the accuracy in object recognition has
a significant improvement, but also the accuracy in scene
classification increases dramatically, which demonstrates the
effectiveness of our proposed method in the condition of a
larger domain difference. From the results, we find that RT
performs the worst possibly because it is based on Rank SVM
which is designed for ranking task rather than classification
task. SVM A and 1-NN which do not consider the depth
information and domain discrepancy perform poorly. KCCA,
SVM2K and SVM+ obtain better performance generally when
compared with SVM A and 1-NN by utilizing the additional
depth features. However, these three methods do not reduce the
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TABLE III: Accuracies (%) for object recognition and scene classification with shallow and deep features (bold numbers
indicate the best results).
Methods
Object→
Caltech-256
Object→
ImageNet
B3DO→
Caltech-256
B3DO→
ImageNet
NYU v1→
Scene-15
KDES ImageNet-CNN KDES
ImageNet
-CNN KDES
ImageNet
-CNN KDES
ImageNet
-CNN KDES
Places
-CNN
1 SVM A 18.21 47.21 26.65 51.76 24.61 47.81 21.80 46.13 17.42 49.46
1-NN 18.30 48.36 27.27 55.79 27.58 50.00 22.31 49.18 19.78 50.75
2 KCCA 18.39 49.60 34.61 52.69 28.22 51.29 21.63 49.56 19.68 53.33SVM2K 20.79 51.72 33.57 54.34 27.84 51.68 23.70 51.33 21.61 53.23
3 SVM+ 18.57 48.63 29.86 60.23 25.52 58.63 26.87 47.28 19.46 51.94RT 17.15 46.51 23.66 49.79 20.23 46.78 19.65 44.49 16.77 49.03
4
KMM 18.13 47.21 25.21 58.78 23.71 54.51 20.28 48.16 17.53 49.57
DAM 18.21 49.60 25.41 57.85 24.87 55.28 23.70 49.30 17.10 49.25
SGF 19.27 50.04 37.81 64.88 27.32 61.63 29.28 49.94 19.25 55.27
TCA 25.11 56.23 33.47 68.08 28.98 64.69 26.87 55.26 22.04 59.03
LMK 19.45 52.34 35.23 69.32 33.76 63.79 30.04 51.71 25.81 54.73
SA 21.13 54.64 36.57 70.35 34.54 54.77 25.48 56.27 27.42 62.69
GFK 18.48 51.02 41.63 68.70 41.24 61.21 30.16 50.57 24.19 53.23
UNE 24.76 56.23 42.25 71.90 40.72 64.56 29.78 53.23 26.34 59.68
DIP 25.46 57.38 41.63 69.21 40.21 60.57 29.91 57.67 25.48 58.60
5 DA-M2S 30.06 61.54 43.49 75.31 46.26 68.81 32.70 64.26 31.08 64.52
aVDE 35.75 70.18 50.21 80.06 46.26 69.72 34.60 68.57 33.98 69.46
(a) tomato, shallow features accuracy = 70.31%, deep features accuracy = 92.86%
(b) cereal box, shallow features accuracy = 80.27%, deep features accuracy = 93.77%
(c) keyboard, shallow features accuracy = 77.62%, deep features accuracy = 86.57%
(d) bottle, shallow features accuracy = 71.29%, deep features accuracy = 85.94%
(e) bedroom, shallow features accuracy = 69.78%, deep features accuracy = 89.66%
Fig. 4: Example images with highest accuracy results from five selected dataset pairs.
distribution mismatch between the source and target domains.
The domain adaptation methods as KMM and DAM perform
in a general way or even worse than SVM A and 1-NN, which
maybe because both approaches are unsuitable in this appli-
cation. SGF, TCA, LMK, SA, GFK, UNE and DIP perform
better than other nonadaptation methods, which reveals that
considering the domain mismatch across domains is useful.
Our proposed aVDE also outperforms DA-M2S which uses
privileged information and unsupervised domain adaptation as
well. It is possible because the domain mismatch between our
shared latent space and the projected target domain is less than
the domain mismatch in DA-M2S.
Additionally, from the comparison of shallow and deep
features, we can observe that all deep features have higher
classification performances than shallow features. For exam-
ple, the accuracy of our aVDE method on Object→Caltech-
256 classification task increases from 35.75% to 70.18%,
which indicates that the deep features can effectively remove
the domain bias. It is possible because deep learning models
(i.e. ImageNet model and Places model) are pre-trained by
abundant images which are from different datasets and webs.
Note that the proposed method still outperforms other methods
with deep features. Furthermore, the added experiments based
on CNN features which are not fine-tuned are reported in
Table IV. From Table III and Table IV, we can observe that
the performance of the CNN features which are not fine-tuned
is worse than that of the fine-tuned ImageNet-CNN features
on the two cases: Object→ImageNet and B3DO→ImageNet.
On the other hand, the CNN features which are not fine-
tuned perform better than the selected shallow features. The
result comparison among the selected methods shows a similar
rule with the shallow features and fine-tuned CNN features
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Object→Caltech-256
NYU v1→Scene-15
NYU v1→Scene-15
Fig. 5: Parameter sensitivity analysis on the considered datasets with the shallow and deep features.
TABLE IV: Accuracies (%) for Object→ImageNet and
B3DO→ImageNet with ImageNet-CNN features which are
not fine-tuned (bold numbers indicate the best results).
Methods
Object→
ImageNet
B3DO→
ImageNet
ImageNet-CNN
(w/o fine-tuning)
ImageNet-CNN
(w/o fine-tuning)
1 SVM A 32.75 27.76
1-NN 34.19 29.28
2 KCCA 38.64 29.78SVM2K 37.19 30.16
3 SVM+ 41.32 28.14RT 33.88 26.36
4
KMM 42.67 30.54
DAM 41.63 28.39
SGF 44.83 29.15
TCA 45.25 34.47
LMK 46.07 35.74
SA 50.21 39.29
GFK 49.28 34.35
UNE 51.34 37.77
DIP 52.79 38.02
5 DA-M2S 55.27 40.81
aVDE 59.92 44.36
generally. There is a need to note that aVDE still outperforms
the selected methods in the condition of the CNN features
without fine-tuning.
D. Parameter Sensitivity Analysis
In the proposed aVDE, two parameters D and η are
involved for model tuning. We demonstrate the accuracies
with different values of D from {40, 60, 80, 100, 120, 140}
and different values of η from {0, 1/8, 1/4, 1/2, 1, 2, 4, 8}
on five pairs of datasets with the shallow and deep features
in Fig. 5. From Fig. 5, we can find that with the increase
of number of bases, the performance of aVDE (with η ∈
{0, 1/8, 1/4, 1/2, 1, 2, 4, 8}) becomes better and better until
around 100 bases in general. Only B3DO→Caltech-256 (deep
features) and NYU v1→Scene-15 (deep features) achieve the
highest points when η = 1/2 and D = 120, and other cases
reach the best points when η = 1/2 and D = 100. In addition,
when η is zero, the accuracies are lowest which indicates that
Fig. 6: Parameter k sensitivity analysis on the considered
datasets with the shallow and deep features. Dashed lines show
the best baseline results.
learning without this regularization leads to poor performance.
Therefore, we can conclude that the regularization term is
important for our algorithm.
We also run aVDE with different values of k. We
plot classification accuracies with different values of k ∈
{10, 20, · · · , 100} in Fig. 6. From Fig. 6, we can find that
when k is small, data reconstruction is accurate in general.
Therefore, when comparing with the baseline methods, we set
k = 20.
E. Convergence Analysis
We evaluate the convergence property of aVDE by ex-
periment. Fig. 7(a) shows that the classification accuracy
increases steadily with more iterations and converges within
only 10 iterations. Fig. 7(b) shows that the objective function
values decrease rapidly at the first few iterations and become
stable after about 6 iterations. Both of them show that aVDE
converges in a couple of iterations. Therefore, we can draw a
conclusion that aVDE is convergent.
F. Analysis on aVDE
We explore two special cases of our aVDE for a better
understanding of our algorithm.
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TABLE V: Comparison of accuracies (%) between aVDE and two special cases.
Object→
Caltech-256
Object→
ImageNet
B3DO→
Caltech-256
B3DO→
ImageNet
NYU v1→
Scene-15
KDES ImageNet-CNN KDES
ImageNet
-CNN KDES
ImageNet
-CNN KDES
ImageNet
-CNN KDES
Places
-CNN
aVE 27.67 59.15 41.53 69.01 39.18 63.92 29.91 57.16 27.31 62.04
VDE 22.81 53.58 35.23 60.95 35.95 62.89 26.74 52.85 23.76 55.70
aVDE 35.75 70.18 50.21 80.06 46.26 69.72 34.60 68.57 33.98 69.46
(a) accuracy w.r.t. #iterations
(b) objective w.r.t. #iterations
Fig. 7: Convergence study for aVDE on the considered datasets
with the shallow and deep features. Dashed lines show the best
baseline results.
Case1: We do not consider depth information, which is
denoted as aVE. We remove ‖B − WV ‖2 in Eq. (3) and
KL(PB‖Q) in Eq. (4) which result in the minimization of
another objective function as:
min
U,V
‖A− UV ‖2+ η
2
KL(PA‖Q), s.t. U, V ≥ 0. (36)
Case2: We do not consider domain adaptation, which is
denoted as VDE. We directly use the V which is acquired from
Eq. (24) to build a NN classifier. Then the embedded repre-
sentation of the coming RGB target domain data aˆ ∈ RM1×1
can be obtained as vaˆ by Eq. (26).
From Table V, we can find that the results of the special
cases are worse than aVDE, which shows it is beneficial to
exploit the additional depth features and domain adaptation
for learning an adaptive classifier. Moreover, in Case 1,
since depth features in the source domain contain additional
information about shapes and depth, the RGB data in the target
domain are projected into the latent space obtained in the
visual-depth embedding step, which can help the correction of
the noise and make the projected target domain take advantage
of the shape and depth information from the source domain.
The additional depth features in the source domain can be
considered as privileged information for learning the final
adaptive classifier. In Case 1, it shows that the performance
Source Domain Target Domain 
RGB-D face EURECOM RGB LFW-a
Fig. 8: Some example images from RGB-D face dataset
EURECOM and RGB dataset Labeled Faces in the Wild-a
(LFW-a).
decreases by 5% to 10% when depth information is not
considered.
G. Extension to Gender Recognition
We also extent our aVDE to gender recognition task. In
our experiment, the RGB-D face dataset EURECOM [50] is
chosen as the source domain, and the RGB dataset Labeled
Faces in the Wild-a (LFW-a) [51] is chosen as the target
domain. Fig. 8 shows some example images from these two
datasets. The EURECOM dataset contains 728 pairs of RGB-
D images from 196 females and 532 males. The LFW-a dataset
only contains color images with 13144 images from 2960
females and 10184 males. Following the experimental setup in
[5], we use the Gradient-LBP features [4] to represent the RGB
and depth images for both of the source and target domains in
the same way. In addition, 196 male images from EURECOM
dataset are randomly sampled to balance the training samples,
since male images are much more than female images. 3000
samples are randomly sampled from the target samples for the
baseline. According to aVDE, we select the set of parameters
which reach the best points in most of the cases for object and
scene classification tasks: η = 1/2, D = 100 and k = 20. At
last, the mean recognition accuracy and the standard deviation
are calculated from ten rounds of experiments.
The experimental results of aVDE compared with the base-
line methods are reported in Table VI. From Table VI, we
can obtain the similar observations as in the object and scene
classifications. Our aVDE still outperforms all other baseline
methods in gender recognition with a margin from around 2%
to 7%, which illustrates the effectiveness of our method again.
From the results, SVM A and 1-NN still perform poorly, since
both of them do not consider the depth information and domain
discrepancy. SVM2K shows better performance than SVM A
and 1-NN by utilizing the additional depth information. SGF,
TCA, LMK, SA, GFK, UNE and DIP perform better than
some other nonadaptation methods. aVDE also outperforms
DA-M2S which uses privileged information and unsupervised
domain adaptation. Moreover, two special cases of our aVDE
(aVE and VDE) are also explored in gender recognition.
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TABLE VI: Accuracies (%) for gender recognition (bold numbers indicate the best results). RGB-D face dataset EURECOM
is chosen as the source domain, and the RGB dataset Labeled Faces in the Wild-a (LFW-a) is chosen as the target domain.
SVM A 1-NN KCCA SVM2K KMM DAM SGF TCA LMK SA GFK UNE DIP DA-M2S aVE VDE aVDE
64.22
±1.6
64.53
±1.82
63.60
±1.34
67.33
±1.92
64.25
±1.43
63.91
±1.57
67.22
±1.38
65.24
±0.88
65.02
±1.55
67.38
±1.39
66.78
±1.73
67.83
±1.24
64.84
±4.80
68.44
±1.44
66.84
±1.64
64.72
±1.51
70.46
±1.37
The better performance of aVDE illustrates the benefit to
take advantage of the additional depth features and domain
adaptation for an adaptive classifier.
V. CONCLUSION
In this paper, we have proposed a novel method aVDE
which can utilize the additional depth information in the
source domain and simultaneously reduce the domain mis-
match between the source and target domains. The latent
shared space is identified in Visual-Depth embedding. Aiming
to alleviate the mismatch between data distributions, aVDE
matches features and reweights instances jointly across the
shared latent space and the projected target domain in a
principled dimensionality reduction procedure. On five real-
world image datasets, the experimental results illustrate that
the proposed method significantly outperforms the state-of-
the-art methods.
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