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GRAPHS AND (Z2)
k-ACTIONS
ZHI LU¨
Abstract. Let Akn denote all nonbounding effective smooth (Z2)
k-actions on
n-dimensional smooth closed connected manifolds, each of which is cobordant
to one with finite fixed set. Motivated by GKM theory, we can associate
to each action of Akn a (Z2)
k-colored regular graph of valence n. Together
with the combinatorics of colored graphs, equivariant cobordism and the tom
Dieck-Kosniowski-Stong localization theorem,
• we give a lower bound for the number of fixed points of an action in Akn,
which can become the best possible in some cases;
• we determine the existence and the equivariant cobordism classification
of all actions in Akn(h) with h = 3, 4, where A
k
n(h) is the subset of
Akn, each of which is equivariantly cobordant to an effective (Z2)
k-action
fixing just h isolated points (note: it is well-known that Akn(h) is empty
if h = 1, 2);
• we characterize the explicit relationships among tangent representations
at fixed points of each action in Akn(h) with h = 3, 4, which actually give
the explicit solution of the Smith problem in such cases.
As an application, we also study the minimum number of fixed points of all
actions in Akn.
1. Introduction
1.1. Background. Using the work of Chang and Skjelbred [8], Goresky, Kottwitz
and MacPherson in [17] established the GKM theory, saying that the equivariant
cohomology of certain algebraic varieties with complex torus actions can explicitly
be calculated in terms of their associated labeled regular graphs (also called GKM
graphs). This indicates that there is an essential link between torus actions and the
combinatorics of labeled regular graphs. Later on, Tolman and Weitsman [38] gave
a simple proof of this result in the symplectic setting, and showed that such GKM
graphs can be produced from a kind of T k-manifolds (called the GKM manifolds).
In subsequent works (see, e.g., [23]-[27]), Guillemin and Zara developed the GKM
theory combinatorially. In [4], Biss, Guillemin and Holm studied the mod 2 version
of the GKM theory, and showed that a mod 2 GKM manifold can still be associated
to a unique labeled graph (called the mod 2 GKM graph), and its equivariant
cohomology can be read out from this graph, where a mod 2 GKM manifold X
is the real locus of a GKM symplectic manifold M with a Hamiltonian T k-action,
which is the fixed point set of an anti-symplectic involution (compatible with the
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T k-action) on M . Note that X naturally admits an action of (Z2)
k such that
X(Z2)
k
= MT
k
. In recent years, the GKM theory has been further developed in a
variety of different directions (see, e.g., [9]-[10], [15]-[16], [19]-[22], [28], [33], [39]).
For example, Guillemin and Holm in [19] established the GKM theory for torus
actions with nonisolated fixed points, and Goldin and Holm in [16] generalized the
GKM theory to the case in which the one-skeleton has dimension at most 4, so
the mod 2 GKM theory may be generalized to the case in which the one-skeleton
has dimension at most 2 (see [4]), where the one-skeleton of a T k-manifold (resp.
(Z2)
k-manifold) M consists of the points p ∈ M with its isotropy subgroup Gp
having dimension ≥ k − 1.
1.2. Motivation and Problems. An important feature of the GKM theory is that
equivariant topology can be associated with the combinatorics of labeled regular
graphs. In this paper, we shall further extend this idea to general (Z2)
k-actions.
Throughout this paper assume that G = (Z2)
k unless stated otherwise. Suppose
that (Φ,Mn) is an effective smoothG-action on a smooth connected closed manifold
Mn with a finite fixed point set (i.e., 0 < |MG| < +∞). Because the G-action is
effective, the G-representation on the tangent space at a fixed point must be faithful
and that implies n ≥ k. Conner and Floyd showed in [12, Theorem 25.1] that if
an involution on a closed manifold fixes a finite set, then the number of the fixed
points must be even. Based upon this, we shall show in Section 2 that (Φ,Mn) can
always be associated to an n-valent regular graph Γ(Φ,M) with M
G as its vertex set
such that there is a natural map α from the set EΓ(Φ,M) of all edges of Γ(Φ,M) to
Hom(G,Z2) with the following properties:
(P1) For each vertex p of Γ(Φ,M), the image set α(Ep) spans Hom(G,Z2), where
Ep denotes the set of edges adjacent to p.
(P2) For each edge e of Γ(Φ,M),
α(Ep) ≡ α(Eq) mod α(e)
where p and q are two endpoints of e.
Here we call the pair (Γ(Φ,M), α) a G-colored graph of (Φ,M
n). Indeed, gener-
ally Γ(Φ,M) is not determined uniquely, but the set {α(Ep)|p ∈ M
G} is indepen-
dent of the choice of Γ(Φ,M). The G-colored graph (Γ(Φ,M), α) provides much im-
portant topological information of (Φ,Mn). Actually, since all irreducible real
representations of G can be identified with all elements of Hom(G,Z2), the set
{α(Ep)|p ∈ MG} gives all G-representations on tangent spaces at fixed points. In
particular, {α(Ep)|p ∈MG} also determines a complete equivariant cobordism in-
variant P(Φ,Mn) of (Φ,M
n) where P(Φ,Mn) is obtained by deleting all possible same
pairs in {α(Ep)|p ∈MG} (see Theorem 3.2). This leads us to consider the following
questions:
(Q1) What about the lower bound of the number |MG|?
(Q2) How to determine the existence and the equivariant cobordism classification
of such G-actions (Φ,Mn)?
(Q3) How is the solution of the Smith problem for (Φ,Mn)?
Remark 1. The original Smith problem [36] says that if a smooth closed manifold X
homotopic to a sphere admits an action of a finite groupH such that the fixed point
set is formed by only two isolated points u, v, then are the tangent representations
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at u and v isomorphic? The problem was solved by Atiyah-Bott [2] for H to be
cyclic p-group (p a prime) and by Milnor [34] when X is a homology sphere with
a semi-free H-action for H an arbitrary connected compact Lie group. For further
development in this subject and counterexamples, see, e.g., [18], [35], [8]. More
generally, if X is not restricted to be a homology sphere but a closed manifold and
if the number |XH | of fixed points is greater than two, as stated in [25], the question
of how the tangent representations of H at distinct fixed points are related to each
other is still open and is known as the Smith problem.
With respect to the above three questions, we shall pay more attention on the
case in which G-actions are nonbounding. This is based upon the following result
by Stong in [37], which implies that if a G-action (Φ,Mn) with 0 < |MG| < +∞
is bounding, then the number |MG| may be reduced to be zero from the viewpoint
of cobordism.
Theorem 1.1 (Stong). Suppose (Φ,Mn) is a smooth G-action on an n-dimensional
smooth closed manifold Mn. Then (Φ,Mn) bounds equivariantly if and only if it is
cobordant to a G-action (Ψ, Nn) with NG empty.
Remark 2. Conner and Floyd [12] showed that when k = 1, any G-action (Φ,Mn)
with |MG| < +∞ always bounds equivariantly. This implies that k ≥ 2 if (Φ,Mn)
with |MG| < +∞ is nonbounding. Note that for n = 0, there is a trivial action
on a single point which is nonbounding, and an action is nonbounding if and only
if it has an odd number of fixed points. Implicitly we will have n > 0 and k > 1
throughout.
1.3. Statements of main results. Now let Akn denote the set of all nonbounding
effective smooth G-actions on smooth connected closed n-manifolds such that each
such G-action is cobordant to one fixing a finite set, where n ≥ k ≥ 2. Given a
G-action (Φ,Mn) in Akn, let (Γ(Φ,M), α) be a G-colored graph of (Φ,M
n). With
respect to the question (Q1), we shall use (Γ(Φ,M), α) to find a lower bound of |M
G|
with a combinatorial argument, which is stated as follows.
Theorem 1.2. Let (Φ,Mn) be a G-action in Akn. Then the number |M
G| is at
least 1 + ⌈ n
n−k+1⌉ where ⌈r⌉ denotes the least integer greater than or equal to r.
Remark 3. First, we notice that the bound estimated in Theorem 1.2 is the best
possible in some special cases. For instance, when n = k or 2k−1, we shall see from
Examples 2-3 in Section 5 that the bound is attainable, i.e., |MG| = 1 + ⌈ n
n−k+1⌉.
However, when k = 2 and n is not a power of 2, we can find from Lemma 5.2
that |MG| is never equal to this bound. Second, since n ≥ k ≥ 2, we have that
⌈ n
n−k+1⌉ ≥ 2, so |M
G| ≥ 3.
Corollary 1.3 (cf. [12, Theorem 31.3]). There is no manifold M equipped with a
G-action fixing exactly a single point in any equivalence class of Akn.
Proof. If there is a G-action fixing exactly an isolated point, then this action must
be nonbounding according to the classical Smith Theorem. 
With respect to the question (Q2), let Akn(h) be the subset of A
k
n, each of which
is equivariantly cobordant to an effective G-action fixing exactly h isolated points.
Then we know from Remark 3 that
• Akn(1) is empty.
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• Akn(2) is also empty. Actually, any G-action fixing only two isolated points
bounds equivariantly (see [29]-[30]).
For the case h ≥ 3, as far as the author knows, the existence and equivariant
cobordism classification ofG-actions has not been completely determined yet except
for the following cases:
• The case k = 2. In [12, Theorem 31.2], Conner and Floyd determined the
existence of all (Z2)
2-actions of A2n (i.e., A
2
n is nonempty if and only if
n ≥ 2 is even), and they classified all possible (Z2)2-actions of A2n up to
equivariant cobordism.
• The case k = n = 3. In [32], the author classified all (Z2)3-actions of A33
up to equivariant cobordism.
Using colored graphs and the tom Dieck-Kosniowski-Stong localization theorem
(see Theorem 3.3), we determine the existence of actions in Akn(h) with h = 3, 4,
and furthermore we completely classify up to equivariant cobordism all possible
G-actions in Akn(h) with h = 3, 4. Let (φi,RP
i) be the standard linear (Z2)
i-action
on RP i defined by
φi
(
(g1, ..., gi), [x0, x1, ..., xi]
)
= [x0, g1x1, ..., gixi]
where (g1, ..., gi) ∈ (Z2)i, which fixes i+1 isolated points. In Definitions 4.1-4.3, we
will introduce two operations Ω and ∆ on G-spaces, and apply Ω-operation k − i
times and ∆-operation 2s times to (φi,RP
i) to obtain ∆2
s
Ωk−i(φi,RP
i). We then
show that this is typical example when there are three or four isolated fixed points,
as follows.
Theorem 1.4. For h = 3, we have that
(a) Akn(3) is nonempty if and only if k ≥ 2 and n = 2
ℓ ≥ 2k−1.
(b) Given an integer ℓ ≥ k − 1 with n = 2ℓ, each of Ak2ℓ(3) is equivari-
antly cobordant to one of
{
σ∆2
ℓ−k+1
Ωk−2(φ2,RP
2)
∣∣σ ∈ GL(k,Z2)}, where
σ∆2
ℓ−k+1
Ωk−2(φi,RP
i) denotes the action obtained by applying an auto-
morphism σ ∈ GL(k,Z2) of (Z2)k to ∆2
ℓ−k+1
Ωk−2(φi,RP
i).
Theorem 1.5. For h = 4, we have that
(a) Akn(4) is nonempty if and only if k ≥ 3 and n is in the range⋃
ℓ≥k−3
[3 · 2ℓ, 5 · 2ℓ].
(b) Given an integer ℓ ≥ k − 3 such that 3 · 2ℓ ≤ n ≤ 5 · 2ℓ, each of Akn(4) is
equivariantly cobordant to one of{
σΛv∆2
ℓ−k+3
Ωk−3(φ3,RP
3)
∣∣v ∈ Ik(n− 3 · 2ℓ), σ ∈ GL(k,Z2)}
where Ik(t) denotes the set of all lattices satisfying the equation x1 + · · ·+
x2k−3 = t with each 0 ≤ xi ≤ 2
ℓ−k+4 in R2
k−3
, Λv is a special operation on
∆2
ℓ−k+3
Ωk−3(φ3, RP
3) (see Subsection 8.4), and σΛv∆2
ℓ−k+3
Ωk−3(φ3,RP
3)
denotes the action obtained by applying an automorphism σ ∈ GL(k,Z2) to
Λv∆2
ℓ−k+3
Ωk−3 (φ3,RP
3).
In theory, a colored graph (Γ(Φ,M), α) of a G-action (Φ,M
n) fixing a finite set
indicates a possible relationship among representations on tangent spaces at fixed
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points, and the tom Dieck-Kosniowski-Stong localization theorem gives the alge-
braic relationships among them (see Theorem 3.3). Here combining two machineries
leads us to obtain the explicit relationships for the cases |MG| = 3 and 4, giving the
solution of Smith problem. (Note that the Smith problem for |MG| = 2 can eas-
ily be solved by Theorem 3.3, i.e., the tangent representations at two fixed points
are isomorphic.) In particular, this can also be associated with the geometrical
realization of abstract colored graphs.
Let Γ be a connected regular graph of valence n ≥ k. If there is a map α :
EΓ −→ Hom(G,Z2) satisfying (P1) and (P2) as stated before, then the pair (Γ, α)
is called an abstract 1-skeleton of type (n, k), and the set {α(Ep)
∣∣p ∈ VΓ} is called
the vertex-coloring set of (Γ, α), where VΓ denotes the set of all vertices of Γ. We
completely characterize the colored graphs of all actions in Akn(3) as follows.
Theorem 1.6. Let (Γ, α) be an abstract 1-skeleton of type (n, k) such that Γ con-
tains exactly three vertices p, q, r. Then (Γ, α) is realizable as a G-colored graph of
some G-action in Akn(3) if and only if the following conditions are satisfied
(a) k ≥ 2 and n = 2ℓ with ℓ ≥ k − 1;
(b) there is a basis {β1, ..., βk−1, γ} of Hom(G,Z2) such that
α(Ep) = βˆ ∪ γˆ, α(Eq) = βˆ ∪ δˆ, α(Er) = δˆ ∪ γˆ
where βˆ is a multiset consisting of all 2k−2 different sums with same mul-
tiplicity 2ℓ−k+1 formed by the odd number of elements of β1, ..., βk−1 (i.e.,
each sum appears exactly 2ℓ−k+1 times in βˆ so |βˆ| = 2ℓ−1), γˆ = {γ + β1 +
β |β ∈ βˆ}, and δˆ = {γ + β |β ∈ βˆ}.
We also characterize the tangent representation sets of all actions in Akn(4) as
follows.
Theorem 1.7. Let (Γ, α) be an abstract 1-skeleton of type (n, k) such that Γ con-
tains exactly four vertices p, q, r, s. Then {α(Ep), α(Eq), α(Er), α(Es)} is the fixed
data of some G-action in Akn(4) if and only if the following conditions are satisfied
(a) k ≥ 3 and n is in the range 3 · 2ℓ ≤ n ≤ 5 · 2ℓ for some ℓ ≥ k − 3;
(b) there is a basis {β1, ..., βk−2, γ, δ} of Hom((Z2)
k,Z2) such that
α(Ep) = βˆ ∪ γˆ ∪ δˆ ∪ ωˆ, α(Eq) = βˆ ∪ ηˆ ∪ εˆ ∪ ωˆ,
α(Er) = γˆ ∪ εˆ ∪ λˆ ∪ ωˆ, α(Es) = δˆ ∪ ηˆ ∪ λˆ ∪ ωˆ
where βˆ is a multiset consisting of all 2k−3 different sums with the same
multiplicity 2ℓ−k+3 formed by the odd number of elements of β1, ..., βk−2,
and 

γˆ = {γ + β1 + β|β ∈ βˆ}
δˆ = {δ + β1 + β|β ∈ βˆ}
εˆ = {γ + β|β ∈ βˆ}
ηˆ = {δ + β|β ∈ βˆ}
λˆ = {γ + δ + β1 + β|β ∈ βˆ}
|ωˆ| = n− 3 · 2ℓ
and every element in ωˆ is chosen in the 2k−3 different elements of {γ+ δ+
β|β ∈ βˆ} and has multiplicity at most 2ℓ−k+4.
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Remark 4. The reason why we only characterize the tangent representation sets
of all actions in Akn(4) is because generally each action (Φ,M
n) in Akn(4) may not
determine a unique regular graph Γ(Φ,Mn). But when n = 3 · 2
ℓ, each action in
Ak3·2ℓ(4) can determine a unique regular graph, so in this case, we can characterize
the colored graphs of all actions in Ak3·2ℓ(4) (see Theorem 8.23).
The paper is organized as follows. In Section 2 we review some basic facts for
G-representations, and then show how to get colored regular graphs from G-actions.
In Section 3 we reformulate Stong’s result (i.e., Theorem 1.1) into a complete equi-
variant cobordism invariant in terms of tangent representations at fixed points, and
then review the tom Dieck-Kosniowski-Stong localization theorem. In Section 4 we
introduce the ∆-operation and the Ω-operation. In Section 5 we prove Theorem 1.2
using combinatorial argument of colored graphs. In Section 6 we consider G-actions
fixing three isolated points, and prove Theorems 1.4 and 1.6. In Section 7 by using
the colored graph of (φ3,RP
3), we construct two examples with four fixed points,
which will play an essential role in the argument of the general case. Section 8
is the most subtle and delicate arguments in this paper. We spend much time on
determining the essential structure of the tangent representations at fixed points of
actions of Akn(4) in Subsection 8.2. Then we determine the existence and the equi-
variant cobordism classification of all actions of Akn(4) in Subsections 8.3-8.4, and
completely characterize the relationships among tangent representations at fixed
points of each action of Akn(4) in Subsection 8.5. The proofs of Theorems 1.5 and
1.7 will be completed in Subsections 8.4 and 8.5, respectively. As an application, in
Section 9 we also study the minimum number of fixed points of all actions in Akn.
The author expresses his gratitude to Professor R.E. Stong for his valuable sug-
gestions and comments, and also to Professor M. Masuda for helpful conversations.
2. G-representations and graphs of actions
2.1. G-representations. Let G = (Z2)
k, and let Hom(G,Z2) be the set of all ho-
momorphisms ρ : G −→ Z2 = {±1}, which consists of 2k distinct homomorphisms.
Let ρ0 denote the trivial element in Hom(G,Z2), i.e., ρ0(g) = 1 for all g ∈ G. Every
irreducible real representation of G is one-dimensional and has the form
λρ : G× R −→ R
with λρ(t, r) = ρ(t) · r for some ρ ∈ Hom(G,Z2). It is well-known that there
is a 1-1 correspondence between all irreducible real representations of G and all
elements of Hom(G,Z2). Hom(G,Z2) forms an abelian group with addition given
by (ρ+ σ)(g) = ρ(g) · σ(g), so it is also a k-dimensional vector space over Z2 with
standard basis {ρ1, ..., ρk} where ρi is defined by mapping g = (g1, ..., gi, ..., gk) to
gi.
Following [11]-[12], let Rn(G) denote the set generated by the isomorphism
classes of G-representations of dimension n, which naturally forms a vector space
over Z2. Then
R∗(G) =
∑
n≥0
Rn(G)
is a graded commutative algebra over Z2 with unit. The multiplication in R∗(G) is
given by [V1] · [V2] = [V1 ⊕ V2]. We can identify R∗(G) with the graded polynomial
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algebra over Z2 generated by Hom(G,Z2). Namely, R∗(G) is isomorphic to the
graded polynomial algebra Z2[ρ1, ..., ρk]. Based upon this, throughout this paper
we use the convention that real representations of G will be denoted by elements
of Z2[ρ1, ..., ρk].
2.2. Graphs of actions. Now let (Φ,Mn) be an effective smooth G-action on a
smooth closed connected manifold with 0 < |MG| < +∞. Here (Φ,Mn) is not
necessarily restricted to be nonbounding. Then we are going to construct a regular
graph Γ(Φ,M) associated with the action (Φ,M
n), such that the set of vertices of
the graph is MG and the valence of the graph is exactly n.
We now consider fixed sets of subgroups of G. Given a nontrivial irreducible
representation ρ, then the kernel ker ρ is a subgroup of G isomorphic to (Z2)
k−1.
Let C be a component of the fixed set of kerρ and let d = dimC. Then the fixed
points of the group G/ kerρ ∼= Z2 acting on C will be fixed points of G acting on
M . If p is a fixed point of G/ kerρ acting on C, then ρ occurs as a factor exactly d
times in the tangent G-representation (i.e., a monomial of degree n in Z2[ρ1, ..., ρk])
at p in M . Assuming d > 0, Conner and Floyd have shown in [12] that the number
of fixed points of G/ kerρ-action on C must be even. Thus we may always choose a
connected regular graph Γρ,C with vertices the fixed points of G/ ker ρ-action on C
with d edges meeting at each vertex. If d = 1, then C is a circle with precisely two
fixed points, and we may choose an edge joining these two fixed points. Clearly, in
this case there is only one choice for Γρ,C . If d > 1, let p1, p2, ..., p2i−1, p2i be all
fixed points of G/ ker ρ-action on C. In this case, there can be many choices for
Γρ,C if i > 1. For example, when d = i = 3, one may gives five kinds of different
choices as shown in Figure 1.
Figure 1. 3-valent regular connected graphs with 6 vertices
Our graph Γ(Φ,M) is now the union of all of these subgraphs Γρ,C chosen for each
ρ and C along fixed points of MG. Because the tangent G-representation at a fixed
point p is a monomial of degree n in Z2[ρ1, ..., ρk], exactly n edges meet at p. So
Γ(Φ,M) is a regular graph of valence n with M
G as its vertex set.
Remark 5.
a) In general, there can be many choices for our graph Γ(Φ,M).
b) Unlike GKM graphs, the orientation of associated regular graphs in our
case will not be considered.
c) Generally, there also may be several edges having the same endpoints in
Γ(Φ,M), i.e., the number |Ee| for some edge e ∈ EΓ(Φ,M) may not be 1, where
EΓ(Φ,M) denotes the set of all edges of Γ(Φ,M), and Ee denotes the set of all
edges joining two endpoints of e.
On the uniqueness of Γ(Φ,M), it is easy to see that
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Lemma 2.1. Γ(Φ,M) is uniquely determined if for each ρ and C, G/ kerρ-action
on C fixes only two isolated points.
By the construction of Γ(Φ,M), there is a natural map
α : EΓ(Φ,M) −→ Hom(G,Z2)
such that each edge of Γ(Φ,M) is colored (or labeled) by a nontrivial element in
Hom(G,Z2). Actually, given an edge e in EΓ(Φ,M) , there exists a nontrivial element
ρ in Hom(G,Z2) and a component C ofM
ker ρ such that e is an edge of Γρ,C . Then
e is colored by ρ, namely α(e) = ρ. The natural map α has the following two basic
properties:
(P1) For each vertex p of Γ(Φ,M), the image set α(Ep) spans Hom(G,Z2).
(P2) For each edge e of Γ(Φ,M),
α(Ep) ≡ α(Eq) mod α(e)
where p and q are two endpoints of e.
The property (P1) follows from the following argument. At a fixed point p inMn,
its tangent G-representation is a monomial
∏
e∈Ep
α(e) of degree n in Z2[ρ1, ..., ρk]
where each α(e) ∈ Hom(G,Z2) is non-trivial by the definition of α. Then the con-
dition that the action is effective means that α(e), e ∈ Ep span Hom(G,Z2). The
argument of (P2) is as follows: Since p and q are two endpoints of e, there must
be a connected component C of the fixed point set Mkerα(e) such that p, q ∈ C.
Thus, both p and q have the same kerα(e)-representation. Further, the tangent
G-representations at p and q in M are the same when restricted to kerα(e), and
in particular, as we have noted that α(e) occurs as a factor exactly dimC times
in the tangent G-representations at both p and q. If σ is another nontrivial irre-
ducible representation occurring at α(Ep) or α(Eq), then σ and σ+α(e) become the
same nontrivial representation when restricted to kerα(e). Thus, α(Ep) ≡ α(Eq)
mod α(e).
The pair (Γ(Φ,Mn), α) is called a G-colored graph of (Φ,M
n). By N(Φ,Mn) we
denote the set {α(Ep)|p ∈MG}. Note that for p ∈MG, generally α(Ep) may be a
multiset. Then { ∏
e∈Ep
α(e)
∣∣p ∈MG}
gives the tangent representations at all fixed points. Obviously, both α(Ep) and∏
e∈Ep
α(e) are determined by each other. Thus, throughout this paper N(Φ,Mn)
will be understood as all tangent G-representations at fixed points.
Remark 6. Clearly N(Φ,Mn) is independent of the choice of G-colored graphs.
Example 1. Let (φn,RP
n) with n ≥ 2 be the standard linear (Z2)n-action on
RPn defined by
φl
(
(g1, ..., gn), [x0, x1, ..., xn]
)
= [x0, g1x1, ..., gnxn], (g1, ..., gn) ∈ (Z2)
n,
which fixes n + 1 isolated points [0, ..., 0, 1, 0, ..., 0] with 1 in the i-th place for
i = 0, 1, ..., n. It is not difficult to see that (φn,RP
n) determines a unique regular
graph Γ(φn,RPn), which is just the 1-skeleton of an n-simplex, and the
(
n+1
2
)
edges
of Γ(φn,RPn) are colored by ρ1, ..., ρn, ρi + ρj , 1 ≤ i < j ≤ n, respectively. Actually,
(φn,RP
n) is a small cover over an n-simplex ∆n, and all its possible orbit types
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can be read out from ∆n (see [13]). When n = 2, 3, the colored graph Γ(φn,RPn) is
shown in Figure 2. Furthermore, the diagonal action on two copies of (φ2,RP
2) and
ρ2
ρ2 + ρ3
The case n = 3The case n = 2
ρ1
ρ2
ρ1 + ρ2
ρ3
ρ1
ρ1 + ρ2 ρ1 + ρ3
Figure 2. Colored graphs for the cases n = 2, 3.
the twist involution on the product RP 2 ×RP 2 give a (Z2)3-action on RP 2 ×RP 2
fixing three fixed points, whose colored graph is shown in Figure 3
ρ1 + ρ2 + ρ3
ρ1 + ρ2
ρ2 + ρ3ρ1 + ρ3
ρ2ρ1
Figure 3. The colored graph of the (Z2)
3-action on RP 2 × RP 2.
Remark 7. In mod 2 GKM theory, as noted in [4, Remark 5.9], when (Φ,Mn)
satisfies the conditions that (1) (Φ,Mn) is equivariantly formal; (2) MG is finite;
(3) the isotropy weights of the tangent representations at each fixed point are all
distinct and non-zero (i.e., for each ρ and C, dimC = 1, so |Ee| = 1 for each edge
e ∈ Γ(Φ,M)), its equivariant cohomology can be explicitly read out from (Γ(Φ,M), α)
as follows:
H∗G(M
n;Z2) ∼= {f :M
G −→ Z2[ρ1, ..., ρk]
∣∣f(p) ≡ f(q) mod α(e) for e ∈ Ep∩Eq}.
In addition, as mentioned in Subsection 1.1, Biss, Guillemin and Holm in [4] also
generalized the mod 2 GKM theory to the case where the one-skeleton has dimen-
sion at most 2 (i.e., for each ρ and C, dimC ≤ 2).
A natural question is that if (Φ,Mn) withMG a finite set satisfies the conditions
that (1) (Φ,Mn) is equivariantly formal; (2) for each ρ ∈ Hom(G,Z2) and possible
components C with dimC > 2 of Mkerρ, the action of G/ kerρ on C fixes only two
isolated points, whether can its equivariant cohomology be explicitly read out from
its colored graph (Γ(Φ,M), α)? But this is beyond the scope of the current paper.
3. A complete equivariant cobordism invariant and the tom
Dieck-Kosniowski-Stong localization theorem
In this section, we first reformulate Stong’s result (i.e., Theorem 1.1) into a
complete equivariant cobordism invariant in terms of tangent representations at
10 ZHI LU¨
fixed points, and then review the tom Dieck-Kosniowski-Stong localization theorem
([14], [29]).
Throughout the following, assume that (Φ,Mn) is an effective smooth G-action
on a smooth closed connected manifold with 0 < |MG| < +∞, and (Γ(Φ,Mn), α) is
a colored graph of (Φ,Mn).
3.1. A complete equivariant cobordism invariant.
Lemma 3.1. (Φ,Mn) is equivariantly cobordant to a G-action (Ψ, N) such that
either N(Ψ,N) is empty or it is non-empty but all elements of N(Ψ,N) are different.
Proof. If p and q are two fixed points with α(Ep) = α(Eq), then one can cut
out neighborhoods of p and q, each of which looks like the disc in the associated
representation space. One then glues the resulting boundaries together to obtain
a new action, which is cobordant to the action (Φ,Mn) by [37]. This reduces the
number of fixed points by two. One can carry out this procedure until one obtains
the required action (Ψ, N). 
Obviously, N(Ψ,N) is determined uniquely by (Φ,M
n). Set
P(Φ,Mn) := N(Ψ,N).
Here one calls P(Φ,Mn) the prime tangent G-representation set of (Φ,M
n). By
Theorem 1.1 and Lemma 3.1, one has
Theorem 3.2. P(Φ,Mn) is a complete equivariant cobordism invariant of (Φ,M
n).
3.2. The tom Dieck-Kosniowski-Stong localization theorem. In [14], tom
Dieck showed that the equivariant cobordism class of (Φ,Mn) is completely deter-
mined by its equivariant Stiefel-Whitney characteristic numbers, and in particular,
the existence of (Φ,Mn) can be determined in terms of its fixed data. Later on,
Kosniowski and Stong [29] gave a more precise formula for the characteristic num-
bers ofMn in terms of the fixed data. Combining their works, one has the following
localization theorem.
Theorem 3.3 (tom Dieck-Kosniowski-Stong). Let (Γ, α) be an abstract 1-skeleton
of type (n, k). Then the necessary and sufficient condition that {α(Ep)
∣∣p ∈ VΓ} is
the fixed data of some (Z2)
k-action (Φ,Mn) is that for any symmetric polynomial
function f(x1, ..., xn) over Z2,
(1)
∑
p∈VΓ
f(α(Ep))∏
e∈Ep
α(e)
∈ Z2[ρ1, ..., ρk]
where VΓ denotes the set of all vertices of Γ, and f(α(Ep)) means that x1, ..., xn in
f(x1, ..., xn) are replaced by all elements in α(Ep).
Remark 8. Originally, as stated in [14] and [29], the formula (1) should be written
as the following form
(2)
∑
p∈VΓ
f(χG(p))
χG(p)
∈ H∗(B(Z2)
k;Z2) = Z2[t1, ..., tk]
with each ti ∈ H1(B(Z2)k;Z2), where χG(p) denotes the equivariant Euler class of
the tangent representation at p, which is a monomial of degree n in H∗(B(Z2)
k;Z2)
and f(χG(p)) means that x1, ..., xn in f(x1, ..., xn) are replaced by n factors in
GRAPHS AND (Z2)
k-ACTIONS 11
χG(p). If {α(Ep)
∣∣p ∈ VΓ} is the fixed data of some (Z2)k-action (Φ,Mn), then
the polynomial
∑
p∈VΓ
f(χG(p))
χG(p) ∈ H
∗(B(Z2)
k;Z2) actually means an equivariant
Stiefel-Whitney number of the action. In other words, if we formally write the the
equivariant total Stiefel-Whitney class of the tangent bundle τ(M) as wG(τ(M)) =∏n
i=1(1+ xi), then the equivariant Stiefel-Whitney number f(x1, ..., xn)[M ] can be
calculated by the following formula
(3) f(x1, ..., xn)[M ] =
∑
p∈VΓ
f(χG(p))
χG(p)
where [M ] denotes the fundamental homology class of M . For more details, see
[14] and [29]. The formula (3) is an analogue of the Atiyah-Bott-Berlin-Vergne
formula for the case of torus actions (see [3] and [6]). Since H∗(B(Z2)
k;Z2) is
isomorphic to Z2[ρ1, ..., ρk], each class χ
G(p) uniquely corresponds to its tangent
representation α(Ep), so we can give another description of the formula (2) in terms
of G-representations, as stated in (1).
4. Some operations on G-actions
Throughout the following, let (Φ,Mn) be a (Z2)
k-action on a closed manifoldM
(note that here the fixed set of the action is not necessarily restricted to be finite).
4.1. Diagonal action.
Definition 4.1. Given an integer i ≥ 1, the action Φ× · · · × Φ︸ ︷︷ ︸
i
on Mn × · · · ×Mn︸ ︷︷ ︸
i
defined by (
g, (x1, ..., xi)
)
7−→
(
Φ(g, x1), ...,Φ(g, xi)
)
is called an i-multi-diagonal action on (Φ,Mn), denoted by ∆i(Φ,Mn).
For each i, ∆i(Φ,Mn) is still a (Z2)
k-manifold and has dimension i ·n such that
its fixed point set is M (Z2)
k
× · · · ×M (Z2)
k︸ ︷︷ ︸
i
. Let
ξ −→M (Z2)
k
=
⊔
0≤j≤n
ξn−j −→ F j
be the normal bundle of M (Z2)
k
in Mn, where F j denotes the j-dimensional fixed
part of M (Z2)
k
, which consists of a disjoint union of all j-dimensional connected
components, and if M (Z2)
k
contains no j-dimensional fixed part, then F j is chosen
to be empty. Now if i is a power of 2, say 2s, since
(
2s
h
)
≡ 0 mod 2 for any
0 < h < 2s, then it is easy to see that ∆i(Φ,Mn) is equivariantly cobordant to a
(Z2)
k-action (Ψ, N) having fixed point set
⊔
0≤j≤n F
′j , where F ′j = F j × · · · × F j︸ ︷︷ ︸
i
.
This gives the following result.
Lemma 4.2. If i is a power of 2, then ∆i(Φ,Mn) is equivariantly cobordant to a
(Z2)
k-action (Ψ, N) whose fixed point set is the diagonal copy of M (Z2)
k
contained
in
M (Z2)
k
× · · · ×M (Z2)
k︸ ︷︷ ︸
i
.
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Remark 9. If i is a power of 2 and M (Z2)
k
is a finite set, then (Ψ, N) has the same
number of fixed points as (Φ,Mn).
4.2. Ω-operation.
Definition 4.3. An Ω-operation on (Φ,Mn) means that Ω maps (Φ,Mn) into a
(Z2)
k+1-action on Mn×Mn, denoted by Ω(Φ,Mn), which is given by the diagonal
action Φ×Φ together with the involution swapping the factors of Mn ×Mn. The
fixed set of Ω(Φ,Mn) is the copy of the fixed set of Mn in the diagonal copy of Mn
contained in Mn ×Mn.
Ω(Φ,Mn) has many same properties as (Φ,Mn). For example, the fixed point
set of Ω(Φ,Mn) has the same dimension as that of (Φ,Mn). Also, as noted in [31],
if the fixed set of (Φ,Mn) possesses the linear independence, then this also is so for
Ω(Φ,Mn).
Applying the Ω-operation l times to (Φ,Mn) gives a (Z2)
k+l-action denoted by
Ωl(Φ,Mn) such that dimΩl(Φ,Mn) = 2ln, and its fixed point set is{
(p, ..., p︸ ︷︷ ︸
2l
)
∣∣p ∈M (Z2)k}.
Clearly, if (Φ,Mn) has exactly a finite fixed set, then for each l ≥ 1, Ωl(Φ,Mn) has
a finite fixed set, and in particular, Ωl(Φ,Mn) has the same number of fixed points
as (Φ,Mn).
Lemma 4.4. Suppose that (Φ,Mn) is a nonbounding (Z2)
k-action fixing a finite
set. Then for each l ≥ 1, Ωl(Φ,Mn) is nonbounding.
Proof. It suffices to show that for l = 1, Ω(Φ,Mn) is nonbounding. Let (Γ(Φ,Mn), α)
be a colored graph of (Φ,Mn), and let p be a fixed point of (Φ,Mn). Then its tan-
gent representation at p is α(Ep). Let Λ and Λ¯ be two subsets of Hom((Z2)
k+1,Z2)
such that both Λ and Λ¯ are isomorphic to Hom((Z2)
k,Z2) as Z2 vector spaces, and
each δρ in Λ is ρ ∈ Hom((Z2)k,Z2) on (Z2)k and 1 on the new Z2 generator tk+1
and each δ¯ρ in Λ¯ is ρ ∈ Hom((Z2)k,Z2) on (Z2)k and −1 on the new Z2 generator
tk+1, where (Z2)
k+1 is identified with (Z2)
k ⊕ Span{tk+1}. Now it is easy to see
that the tangent representation at the corresponding fixed point (p, p) in Ω(Φ,Mn)
is {δρ|ρ ∈ α(Ep)} ∪ {δ¯ρ|ρ ∈ α(Ep)}. Since (Φ,Mn) has a nonempty prime tan-
gent representation set, it is also so for Ω(Φ,Mn). Then the lemma follows from
Theorem 3.2. 
4.3. Automorphisms of (Z2)
k. Given an automorphism σ ∈ GL(k,Z2) of (Z2)k,
the action (Z2)
k ×Mn −→Mn defined by
(g, x) 7−→ Φ(σ(g), x)
is called the σ-induced action of (Φ,Mn), denoted by (σΦ,Mn) or σ(Φ,Mn).
Note that (σΦ,Mn) is weakly equivariantly homeomorphic to (Φ,Mn), but it
may not be equivariantly cobordant to (Φ,Mn) since generally σ will change the
tangent representation set of (Φ,Mn).
Remark 10. If (Φ,Mn) has exactly a finite fixed set, let (Γ(Φ,Mn), α) is a colored
graph of (Φ,Mn), then it is easy to see that (Γ(Φ,Mn), σα) is a colored graph of
(σΦ,Mn), where σα : EΓ(Φ,Mn) −→ Hom(G,Z2) is defined by
σα(e)(g) = α(e)(σ(g))
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for e ∈ EΓ(Φ,Mn) and g ∈ G.
5. The lower bound of |MG| and examples
Let (Φ,Mn) be a G-action in Akn, and let (Γ(Φ,M), α) be a colored graph asso-
ciated to (Φ,Mn). Since (Φ,Mn) is assumed to be nonbounding, by Theorem 3.2
there must be some edges in Γ(Φ,M), each of which has different colorings at its two
endpoints.
Lemma 5.1. Let e ∈ EΓ(Φ,M) be an edge with two endpoints p and q such that
α(Ep) 6= α(Eq). Then the number |Ee| is at most n− k + 1, where Ee denotes the
set of all edges joining two endpoints p and q.
Proof. Without loss of generality, one may assume that
α(Ep) = {β1, β2, ..., βt, γ1, ..., γn−t}
and
α(Eq) = {β1, β2, ..., βt, γ
′
1, γ
′
2, ..., γ
′
n−t}
where β1, β2, ..., βt are the representations for the t edges joining p to q.
Suppose that t ≥ n − k + 2. Choose γ1, γ2, ..., γs to be a maximal linearly
independent set from {γ1, ..., γn−t} (labeling them as the first s elements), where
s ≤ n − t ≤ k − 2. Since α(Ep) spans Hom(G,Z2) by (P1) of Section 2, one can
choose at least two of the β’s, say β1 and β2, so that the set {β1, β2, γ1, ..., γs} is
linearly independent.
Since α(Ep) 6= α(Eq), there must be some nonzero element δ in Hom(G,Z2)
which occurs more times in α(Ep) than in α(Eq). Since each βi occurs the same
number of times in both α(Ep) and α(Eq), one has that δ ∈ {γ1, ..., γn−t}. Since
the number of times δ and δ + β1 occurring in α(Ep) is the same as the number of
times δ and δ+β1 occurring in α(Eq) by (P2) of Section 2, δ+β1 must occur more
times in α(Eq) than in α(Ep). Then δ + β1 + β2 must occur more times in α(Ep)
than in α(Eq). Thus one has δ+β1+β2 ∈ {γ1, ..., γn−t}. Then β1+β2 is in the span
of {γ1, γ2, ..., γs} contradicting the linear independence of {β1, β2, γ1, ..., γs}. 
Now let us give the proof of Theorem 1.2.
Proof of Theorem 1.2. By Lemma 3.1, we can replace (Φ,M) by (Ψ, N) with
N(Ψ,N) = P(Φ,Mn) prime tangent representation set. This decreases the number of
fixed points. Let p be one fixed point of NG. Then n edges at p of the graph Γ(Ψ,N)
would connect p to other fixed points and at most n − k + 1 edges can connect p
to the same point by Lemma 5.1. Thus there must be at least n
n−k+1 fixed points
not equal to p, and so the number of fixed points is at least 1 + ⌈ n
n−k+1⌉. 
Next let us give two examples to show that the bound established in Theorem 1.2
is attainable in some special cases.
Example 2. For n = k, one has that n
n−k+1 = n = k, so this says that the action
has at least k+1 fixed points. Consider the standard linear (Z2)
k-action (φk,RP
k).
This action fixes precisely k + 1 fixed points.
Example 3. For k ≥ 2, applying the Ω-operation k− 2 times to (φ2, RP 2) gives a
(Z2)
k-action Ωk−2(φ2, RP
2), which has 3 fixed points and dimension 2k−1. Then
1 + ⌈ 2
k−1
2k−1−k+1
⌉ = 3 for all k ≥ 2.
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The following example illustrates that the bound established in Theorem 1.2 can
be much smaller than the actual number of fixed points.
For k = 2, Conner and Floyd [12] found the equivariant cobordism classes of
(Z2)
2-actions with finite fixed set. Begin with the standard linear (Z2)
2-action
(φ2,RP
2) having three fixed points, Conner and Floyd wrote its fixed data as a
polynomial ρ1ρ2 + ρ2ρ3 + ρ3ρ1 in Z2[ρ1, ρ2, ρ3]. They then proved that every non-
bounding (Z2)
2-action (Φ,Mn) having a finite fixed set is equivariantly cobordant
to the m-multi-diagonal (Z2)
2-action ∆m(φ2,RP
2) where n = 2m. Up to equivari-
ant cobordism, the fixed data of this action can be written as (ρ1ρ2+ρ2ρ3+ρ3ρ1)
m.
The minimum number of fixed points is then the number of monomials ρi1ρ
j
2ρ
h
3 in
(ρ1ρ2+ρ2ρ3+ρ3ρ1)
m which have nonzero coefficient modulo 2. To find this number,
let m = 2p1 + · · ·+ 2pr be the 2-adic expansion of m. Then
(ρ1ρ2 + ρ2ρ3 + ρ3ρ1)
m
≡ (ρ2
p1
1 ρ
2p1
2 + ρ
2p1
2 ρ
2p1
3 + ρ
2p1
3 ρ
2p1
1 ) · · · (ρ
2pr
1 ρ
2pr
2 + ρ
2pr
2 ρ
2pr
3 + ρ
2pr
3 ρ
2pr
1 ) mod 2.
This product has 3r monomials and the monomials are all distinct—for ρi1ρ
j
2ρ
h
3 the
2-adic expansions of i, j, and h determine which factors were taken. This gives
Lemma 5.2. Let (Φ,Mn) be a nonbounding (Z2)
2-action in A2n. Then n is even
and (Φ,Mn) has at least 3r fixed points where r is the number of terms in the 2-adic
expansion of n.
Of course, 1 + ⌈ n
n−1⌉ = 3, so the bound in Theorem 1.2 is now precise exactly
for n = 2s.
Remark 11. The reason why the bound established in Theorem 1.2 can be much
smaller than the actual number of fixed points is because the proof of Theorem 1.2
is only a local analysis for the colored graph.
6. Actions with three fixed points
6.1. The existence and the equivariant cobordism classification of actions
in Akn(3). Suppose that A
k
n(3) is nonempty. Take a G-action (Φ,M
n) in Akn(3),
without the loss of generality, assume that (Φ,Mn) has exactly three fixed points
p, q, r. Let (Γ(Φ,Mn), α) be a colored graph of (Φ,M
n).
Lemma 6.1. Γ(Φ,Mn) is uniquely determined, and N(Φ,Mn) = {α(Ep), α(Eq),
α(Er)} is prime.
Proof. Let p, q be connected by a edges; p, r by b edges; and q, r by c edges. Then

a+ b = n
b+ c = n
a+ c = n
so n must be even and a = b = c = n2 . This means that (Φ,M
n) determines a
unique graph Γ(Φ,Mn).
It is obvious that N(Φ,Mn) = {α(Ep), α(Eq), α(Er)} is prime since any (Z2)
k-
action can not fix a single isolated point. 
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By Lemma 6.1 one can write
α(Ep) = βˆ ∪ γˆ, α(Eq) = βˆ ∪ δˆ, α(Er) = δˆ ∪ γˆ
where βˆ, γˆ, δˆ are three multisets formed by elements of Hom((Z2)
k,Z2) with |βˆ| =
|γˆ| = |δˆ| = n/2.
Lemma 6.2. For any β ∈ βˆ, γ ∈ γˆ, and δ ∈ δˆ,
β + γ ∈ δˆ, γ + δ ∈ βˆ, β + δ ∈ γˆ.
Proof. Consider an irreducible nontrivial representation ρ and a fixed component
C of ker ρ acting on Mn. Then (Z2)
k/ kerρ ∼= Z2 fixes an even number of points
of C. If C has a fixed point, then it has exactly two fixed points, so C exactly
determines a unique dimC-valent regular graph Γρ,C with those two fixed points
as its vertices. This means that βˆ, γˆ, δˆ are all disjoint. Further, the lemma follows
from the property (P2) in Section 2. 
Lemma 6.3. There exists an integer m ≥ 1 and a basis {β1, ..., βk−1, γ} of Hom
((Z2)
k, Z2) such that
(i) n = m · 2k−1;
(ii) βˆ is a multiset consisting of all odd sums with multiplicity m formed by
β1, ..., βk−1;
(iii) γˆ = {γ + β1 + β |β ∈ βˆ};
(iv) δˆ = {γ + β |β ∈ βˆ}
where an odd sum formed by β1, ..., βk−1 means the sum of an odd number of ele-
ments in β1, ..., βk−1.
Proof. Choose one γ ∈ γˆ. Then δˆ = {γ + β|β ∈ βˆ} by Lemma 6.2. Choosing
any β′ ∈ βˆ, one has γˆ = {γ + β + β′|β ∈ βˆ} by Lemma 6.2 again. Similarly,
δˆ = {δ + β + β′|β ∈ βˆ} for any δ in δˆ. Then
βˆ ∪ γˆ = {β|β ∈ βˆ} ∪ {γ + β + β′|β ∈ βˆ}
is spanned by elements β of βˆ and γ = γ+β′+β′. Since βˆ∪ γˆ spans Hom((Z2)k,Z2)
by (P1) in Section 2, one has that at least k − 1 elements of βˆ must be linearly
independent, so n/2 ≥ k − 1.
Claim I. Every sum of an odd number of elements of βˆ is again an element of βˆ
and no sum of an even number of elements of βˆ is again in βˆ. The elements γ+
even sum of β’s all belong to γˆ and the elements γ+ odd sum of β’s all belong to δˆ.
In fact, one has from the above argument that δˆ = {γ + β|β ∈ βˆ} and δˆ =
{δ + β + β′|β ∈ βˆ} for any δ in δˆ and any β′ ∈ βˆ. Thus, for any β′′ ∈ βˆ, taking
δ = γ + β′′ gives
βˆ = {β|β ∈ βˆ} = {β + β′ + β′′|β ∈ βˆ}.
Replacing β by β + β′ + β′′ and repeating this procedure, one has that every sum
of an odd number of elements of βˆ is again an element of βˆ. Furthermore, by
Lemma 6.2, one has that the elements γ+ odd sum of β’s all belong to δˆ, the
elements γ+ even sum of β’s all belong to γˆ, and any sum of an even number of
elements of βˆ is not in βˆ.
Claim II. There are exactly k−1 elements of the β’s which are linearly independent.
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Actually, one knows from Claim I that an odd sum of the β’s is again in βˆ and if
γ ∈ γˆ is an even sum of the β’s, then any δ in δˆ is an odd sum of the β’s, so one has
that δˆ ∩ βˆ 6= ∅. But this is impossible. Thus, γ ∈ γˆ cannot be a linear combination
of elements of βˆ, so exactly k − 1 elements of the β’s are linearly independent, say
β1, ..., βk−1. In particular, β1, ..., βk−1, γ form a basis of Hom((Z2)
k,Z2).
Now let V be the vector space spanned by the elements of βˆ. Then, by Claims I
and II, V is a (k− 1)-dimensional vector space over Z2 and β1, ..., βk−1 form a basis
of V . The set of elements of V belonging to βˆ must then be the set of the sums of
an odd number of the elements β1, ..., βk−1 by Claim I. Thus one has
Claim III. βˆ contains 2k−2 different elements.
Since any two odd sums of the elements of βˆ differ by an even sum, and adding an
even sum permutes the elements of βˆ, the elements of βˆ must occur with the same
multiplicity. Since βˆ contains 2k−2 different elements, one has that n/2 = m · 2k−2
so n = m · 2k−1, where m is the common multiplicity. This gives
Claim IV. All elements of βˆ occur with the same multiplicity m so n = m · 2k−1.
Combining the above arguments completes the proof of the lemma. 
We see from Lemma 6.3 that the tangent representation set N(Φ,Mn) = {α(Ep),
α(Eq), α(Er)} is uniquely determined by some basis of Hom((Z2)
k,Z2). On the
other hand, any basis of Hom((Z2)
k,Z2) can be translated into a given basis by an
automorphism of (Z2)
k. Thus, by Theorem 3.2 and Remark 10, it follows that
Proposition 6.4. Let (Ψ, Nn) be another (Z2)
k-action in Akn(3). Then there is
one σ ∈ GL(k,Z2) such that (Φ,Mn) is equivariantly cobordant to (σΨ, Nn).
Next, let us look at the case m = 1.
When m = 1, one has that n = 2k−1. In this case, Example 3 in Section 5
provides an example Ωk−2(φ2,RP
2) which fixes exactly three isolated points, so
by Proposition 6.4 any (Z2)
k-action in Ak2k−1(3) is equivariantly cobordant to the
(Z2)
k-action obtained by applying an automorphism of (Z2)
k to Ωk−2(φ2,RP
2) to
switch representations around. This gives
Corollary 6.5. Ak2k−1(3) is nonempty. Furthermore, each of A
k
2k−1(3) is equivari-
antly cobordant to one of σΩk−2(φ2,RP
2), σ ∈ GL(k,Z2).
Remark 12. For k = 2, it is easy to see that up to equivariant cobordism, there is a
unique (Z2)
2-action in A22(3), which is exactly Ω
0(φ2,RP
2) = (φ2,RP
2). However,
for k > 2, up to equivariant cobordism there may be more (Z2)
k-actions inAk2k−1(3).
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For example, for k = 3, up to equivariant cobordism there are seven different (Z2)
3-
actions in A34(3), whose tangent representation sets are listed as follows:
i tangent representation set Ni
1 {ρ1, ρ2, ρ3, ρ1 + ρ2 + ρ3}, {ρ2, ρ3, ρ1 + ρ2, ρ1 + ρ3},
{ρ1, ρ1 + ρ2, ρ1 + ρ3, ρ1 + ρ2 + ρ3}
2 {ρ1, ρ2, ρ3, ρ1 + ρ2 + ρ3}, {ρ1, ρ3, ρ1 + ρ2, ρ2 + ρ3},
{ρ2, ρ1 + ρ2, ρ2 + ρ3, ρ1 + ρ2 + ρ3}
3 {ρ1, ρ2, ρ3, ρ1 + ρ2 + ρ3}, {ρ1, ρ2, ρ1 + ρ3, ρ2 + ρ3},
{ρ3, ρ1 + ρ3, ρ2 + ρ3, ρ1 + ρ2 + ρ3}
4 {ρ1, ρ1 + ρ2, ρ1 + ρ3, ρ1 + ρ2 + ρ3}, {ρ1, ρ2, ρ1 + ρ3, ρ2 + ρ3},
{ρ2, ρ1 + ρ2, ρ2 + ρ3, ρ1 + ρ2 + ρ3}
5 {ρ2, ρ1 + ρ2, ρ2 + ρ3, ρ1 + ρ2 + ρ3}, {ρ2, ρ3, ρ1 + ρ2, ρ1 + ρ3},
{ρ3, ρ1 + ρ3, ρ2 + ρ3, ρ1 + ρ2 + ρ3}
6 {ρ3, ρ1 + ρ3, ρ2 + ρ3, ρ1 + ρ2 + ρ3}, {ρ1, ρ3, ρ1 + ρ2, ρ2 + ρ3},
{ρ1, ρ1 + ρ2, ρ1 + ρ3, ρ1 + ρ2 + ρ3}
7 {ρ1, ρ2, ρ1 + ρ3, ρ2 + ρ3}, {ρ1, ρ3, ρ1 + ρ2, ρ2 + ρ3}, {ρ2, ρ3, ρ1 + ρ2, ρ1 + ρ3}
where {ρ1, ρ2, ρ3} is the standard basis of Hom((Z2)3,Z2) as stated in Section 2.
Now let us look at the general case m ≥ 1.
Lemma 6.6. Let m ≥ 1. Then m is a power of 2.
Proof. By Lemma 6.3, βˆ contains 2k−2 different elements (say β¯1, ..., β¯2k−2) with
same multiplicity m, which consist of all odd sums formed by β1, ..., βk−1. With-
out loss of generality, assume that β¯1 = β1. Applying Theorem 3.3, we use the
symmetric function f = 1 to deduce that
1
(
∏2k−2
i=1 β¯i)
m
(∏2k−2
i=1 (γ + β1 + β¯i)
)m + 1
(
∏2k−2
i=1 β¯i)
m
(∏2k−2
i=1 (γ + β¯i)
)m
+
1(∏2k−2
i=1 (γ + β¯i)
)m(∏2k−2
i=1 (γ + β1 + β¯i)
)m
must belong to Z2[ρ1, ..., ρk]. Taking the common denominator, one has that
(
∏2k−2
i=1 β¯i)
m +
(∏2k−2
i=1 (γ + β¯i)
)m
+
(∏2k−2
i=1 (γ + β1 + β¯i)
)m[
(
∏2k−2
i=1 β¯i)
(∏2k−2
i=1 (γ + β¯i)
)(∏2k−2
i=1 (γ + β1 + β¯i)
)]m
also belongs to Z2[ρ1, ..., ρk]. Since the numerator has smaller degree than the
denominator, this is only possible if the numerator is zero. Thus, one has
(
2k−2∏
i=1
β¯i)
m +
( 2k−2∏
i=1
(γ + β¯i)
)m
+
( 2k−2∏
i=1
(γ + β1 + β¯i)
)m
= 0.
By Lemma 6.3 and Corollary 6.5, when m = 1, the above expression still holds,
i.e.,
2k−2∏
i=1
β¯i +
2k−2∏
i=1
(γ + β¯i) +
2k−2∏
i=1
(γ + β1 + β¯i) = 0.
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Furthermore, one has
2k−2∏
i=1
(γ + β¯i) =
2k−2∏
i=1
(γ + β1 + β¯i) +
2k−2∏
i=1
β¯i = γ ·
∏
i6=1
(γ + β1 + β¯i) +
2k−2∏
i=1
β¯i
and then
(
2k−2∏
i=1
β¯i)
m + (
2k−2∏
i=1
(γ + β¯i))
m +
( 2k−2∏
i=1
(γ + β1 + β¯i)
)m
= (
2k−2∏
i=1
β¯i)
m +
{
γ ·
∏
i6=1
(γ + β1 + β¯i) +
2k−2∏
i=1
β¯i
}m
+
{
γ ·
∏
i6=1
(γ + β1 + β¯i)
}m
=
∑
0<j<m
(
m
j
){
γ ·
∏
i6=1
(γ + β1 + β¯i)
}j
(
2k−2∏
i=1
β¯i)
m−j .
If m is not a power of 2, then there is a largest j, 0 < j < m, with
(
m
j
)
6= 0 and
this sum has a nonzero coefficient for
(γ2
k−2
)j(
2k−2∏
i=1
β¯i)
m−j .
This is a contradiction. Thus m must be a power of 2. 
Now, let us complete the proof of Theorems 1.4.
Proof of Theorem 1.4. If Akn(3) is nonempty, then we may choose a G-action
(Φ,Mn) in Akn(3). Without loss of generality, assume that (Φ,M
n) exactly fixes
three isolated points. By Lemmas 6.3 and 6.6 one has that k ≥ 2 and n = 2ℓ for
some ℓ ≥ k−1. Conversely, let n = 2ℓ with ℓ ≥ k−1 ≥ 1. Then the diagonal action
on 2ℓ−k+1 copies of Ωk−2(φ2,RP
2) gives a (Z2)
k-action ∆2
ℓ−k+1
Ωk−2(φ2,RP
2),
which has dimension 2ℓ and fixes 32
ℓ−k+1
isolated points. However, by Lemma 4.2
this action is actually cobordant to the action with exactly three fixed points. Thus,
Akn(3) is nonempty. This completes the proof of Theorem 1.4(a).
Now if Akn(3) is nonempty, then n = 2
ℓ with ℓ ≥ k − 1 ≥ 1. Furthermore, by
Proposition 6.4, each action of Akn(3) is equivariantly cobordant to one of
σ∆2
ℓ−k+1
Ωk−2(φ2,RP
2), σ ∈ GL(k,Z2).

6.2. The characterization of the colored graphs–Proof of Theorem 1.6.
Let (Γ, α) be an abstract 1-skeleton of type (n, k) with exactly three vertices p, q, r.
If (Γ, α) is a colored graph of some action (Φ,Mn) in Akn(3), then by Lemmas 6.3
and 6.6 the necessity of Theorem 1.6 holds.
Conversely, suppose that (Γ, α) satisfies the conditions (a) and (b) of Theo-
rem 1.6. Then it is easy to see that Γ is uniquely determined. Moreover, to prove
that (Γ, α) is a colored graph of some action (Φ,Mn) in Akn(3), it suffices to show
that {α(Ep), α(Eq), α(Er)} is the fixed data of some action (Φ,Mn) in Akn(3). By
the construction of βˆ, γˆ, δˆ in Theorem 1.6(b), we see that βˆ exactly contains 2k−2
different elements (which consist of all odd sums formed by β1, ..., βk−1), and so
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are γˆ and δˆ. By βˆ′ (resp. γˆ′, δˆ′) we denote the set formed by those 2k−2 different
elements in βˆ (resp. γˆ, δˆ). Then we have that γˆ′ = {γ + β1 + β | β ∈ βˆ′} and
δˆ′ = {γ + β | β ∈ βˆ′}. Obviously, βˆ′, γˆ′, δˆ′ are uniquely determined by the basis
{β1, ..., βk−1, γ}.
Claim. {βˆ′ ∪ γˆ′, βˆ′ ∪ δˆ′, δˆ′ ∪ γˆ′} is the fixed data of some action in Ak2k−1(3).
We proceed by induction on k. When k = 2, we have that βˆ′ = {β1}, γˆ′ = {γ},
and δˆ′ = {γ + β1}. Since Hom((Z2)2,Z2) contains only three nontrivial elements,
without the loss of generality one may assume that β1 = ρ1 and γ = ρ2. Then
βˆ′ ∪ γˆ′ = {ρ1, ρ2}, βˆ′ ∪ δˆ′ = {ρ1, ρ1 + ρ2}, and δˆ′ ∪ γˆ′ = {ρ1 + ρ2 ρ2} are exactly
the fixed data of the standard linear (Z2)
2-action on (φ2,RP
2). When k = l ≥ 2,
suppose inductively that βˆ′∪γˆ′, βˆ′∪ δˆ′, δˆ′∪γˆ′ are the fixed data of some (Z2)l-action
in Al2l−1(3).
When k = l + 1, let βˆ′1 denote the set of all odd sums formed by β1, ..., βl−1.
Then βˆ′1 ⊂ βˆ
′ and βˆ′1 contains 2
l−2 different elements. Let βˆ′2 denote the set
formed by all elements β1 + βl + β, β ∈ βˆ′1. Then, βˆ
′
2 ⊂ βˆ
′ and βˆ′2 contains 2
l−2
different elements, too. Since β1, ..., βl are linearly independent, one has that the
intersection of βˆ′1 and βˆ
′
2 is empty and βˆ
′ = βˆ′1 ∪ βˆ
′
2. Then one has
γˆ′ = γˆ′1 ∪ γˆ
′
2 with γˆ
′
1 ∩ γˆ
′
2 = ∅
where γˆ′1 = {γ + β1 + β|β ∈ βˆ
′
1} and γˆ
′
2 = {γ + β1 + β|β ∈ βˆ
′
2}, and
δˆ′ = δˆ′1 ∪ δˆ′2 with δˆ′1 ∩ δˆ′2 = ∅
where δˆ′1 = {γ + β|β ∈ βˆ′1} and δˆ
′
2 = {γ + β|β ∈ βˆ′2}. Now let us look at
βˆ′1, γˆ
′
1, and δˆ
′
1. Clearly βˆ′1, γˆ
′
1, and δˆ
′
1 are exactly formed by β1, ..., βl−1, γ.
One sees that β1, ..., βl−1, γ span a l-dimensional subspace of Hom((Z2)
l+1,Z2)
which is isomorphic to Hom((Z2)
l,Z2). Now, regarding {β1, ..., βl−1, γ} as a basis
of Hom((Z2)
l,Z2), one has by induction that
βˆ′1 ∪ γˆ
′
1, βˆ
′
1 ∪ δˆ
′
1, δˆ′1 ∪ γˆ′1
are the fixed data of some (Z2)
l-action, denoted by (Ψ, N2
l−1
). Then by applying
Ω-operation to (Ψ, N2
l−1
), as in the proof of Lemma 4.4 (see also [31, Lemma 4.1]),
the fixed data of Ω(Ψ, N2
l−1
) exactly consists of

βˆ′ ∪ γˆ′ = βˆ′1 ∪ βˆ
′
2 ∪ γˆ
′
1 ∪ γˆ
′
2
βˆ′ ∪ δˆ′ = βˆ′1 ∪ βˆ
′
2 ∪ δˆ
′
1 ∪ δˆ′2
δˆ′ ∪ γˆ′ = δˆ′1 ∪ δˆ′2 ∪ γˆ′1 ∪ γˆ
′
2.
This completes the induction and the proof of the claim.
Now by Corollary 6.5, there is an automorphism σ ∈ GL(k,Z2) such that
{βˆ′∪ γˆ′, βˆ′∪ δˆ′, δˆ′∪ γˆ′} is the fixed data of σΩk−2(φ2,RP 2). Moreover, applying ∆-
operation 2ℓ−k+1 times to σΩk−2(φ2,RP
2) gives an action ∆2
ℓ−k+1
[σΩk−2(φ2,RP
2)]
in Akn(3). By Lemma 4.2, ∆
2ℓ−k+1 [σΩk−2(φ2,RP
2)] is equivariantly cobordant to
a (Z2)
k-action such that its fixed data is exactly {α(Ep), α(Eq), α(Er)}. This com-
pletes the proof of Theorem 1.6. 
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7. Examples of actions with four fixed points
This section is to show how to obtain new (Z2)
3-actions from (Z2)
3-action
(φ3,RP
3), which will play an important role in the study of the general case with
four fixed points.
Begin with the standard linear (Z2)
3-action (φ3,RP
3) with four fixed points
p = [1, 0, 0, 0], q = [0, 1, 0, 0], r = [0, 0, 1, 0], and s = [0, 0, 0, 1]. One can easily
read off the tangent representations at four fixed points, and then its colored graph
(Γ(φ3,RP 3), α) can explicitly be shown in Figure 4:
ρ2 + ρ3
r
q
ρ1 + ρ2
ρ2
ρ1
ρ1 + ρ3
ρ3
s
p
Figure 4. The colored graph (Γ(φ3,RP 3), α) of (φ3,RP
3)
Our approach to obtain new (Z2)
3-actions is to modify (Γ(φ3,RP 3), α) into ab-
stract 1-skeleta by adding colored edges on (Γ(φ3,RP 3), α), and then to use the
abstract 1-skeleta to prove the existence of required new (Z2)
3-actions. We shall
see that only 4- and 5-dimensional new (Z2)
3-actions can be obtained in such a
way.
7.1. 4-dimensional case. Clearly, by adding two edges to Γ(φ3,RP 3) we can pro-
duce a unique connected regular graph of valence 4 (up to combinatorial equiva-
lence), denoted by Γ, shown in the following figure.
The connected regular graph Γ of valence 4
Now by adding two colored edges with same coloring ρ1+ρ2+ρ3 into (Γ(φ3,RP 3), α),
one can obtain three abstract 1-skeleta (Γ, α1), (Γ, α2), (Γ, α3) of type (4, 3), as
shown in Figure 5. Obviously, these three abstract 1-skeleta (Γ, α1), (Γ, α2), (Γ, α3)
have the same vertex-coloring set, and in particular, they exactly give all possible
abstract 1-skeleta with such a vertex-coloring set.
Lemma 7.1. There exists a (Z2)
3-action (Υ,M4) on a 4-dimensional closed man-
ifold M4 with four fixed points such that its colored graph (Γ(Υ,M4), α) is one of
three abstract 1-skeleta (Γ, α1), (Γ, α2), (Γ, α3).
Proof. If there is a (Z2)
3-action on a 4-dimensional closed manifold such that its
colored graph has the same vertex-coloring set as those three abstract 1-skeleta
(Γ, α1), (Γ, α2), (Γ, α3), then it must be one of (Γ, α1), (Γ, α2), (Γ, α3). Thus, to
complete the proof, it suffices to show that the vertex-coloring set
{α1(Ep), α1(Eq), α1(Er), α1(Es)}
GRAPHS AND (Z2)
k-ACTIONS 21
ρ1 + ρ3
ρ1 + ρ2 ρ3
ρ2 + ρ3
ρ1 + ρ2 + ρ3
ρ1 + ρ2 + ρ3
ρ1
ρ2
ρ1 + ρ2
ρ1 + ρ2 + ρ3
ρ1
ρ1 + ρ2 + ρ3
ρ3
ρ2
ρ1 + ρ2
ρ1 + ρ2 + ρ3
ρ2 + ρ3
ρ1 + ρ3ρ1 + ρ3
ρ2 + ρ3
ρ2
(Γ, α1) (Γ, α2) (Γ, α3)
rr s
qp
s r
p
s
q p q
ρ1 + ρ2 + ρ3
ρ1
ρ3
Figure 5. Three abstract 1-skeleta of type (4, 3)
of (Γ, α1) is the fixed data of some (Z2)
3-action on a closed 4-manifold. By Theo-
rem 3.3, this is equivalent to showing that for any symmetric function f(x1, x2, x3, x4)
of four variables over Z2
fˆ =
f(α1(Ep))
(ρ1 + ρ2 + ρ3)ρ1ρ2ρ3
+
f(α1(Eq))
(ρ1 + ρ2 + ρ3)ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
f(α1(Er))
(ρ1 + ρ2 + ρ3)ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
f(α1(Es))
(ρ1 + ρ2 + ρ3)ρ3(ρ1 + ρ3)(ρ2 + ρ3)
belongs to Z2[ρ1, ρ2, ρ3]. One may write f(x1, x2, x3, x4) =
∑j
i=0 x
i
1fi(x2, x3, x4) to
obtain
fˆ =
1
(ρ1 + ρ2 + ρ3)
{
f0(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
f0(ρ1, ρ1 + ρ2, ρ1 + ρ3)
ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
f0(ρ2, ρ1 + ρ2, ρ2 + ρ3)
ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
f0(ρ3, ρ1 + ρ3, ρ2 + ρ3)
ρ3(ρ1 + ρ3)(ρ2 + ρ3)
}
+
j∑
i=1
(ρ1 + ρ2 + ρ3)
i−1
{
fi(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
fi(ρ1, ρ1 + ρ2, ρ1 + ρ3)
ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
fi(ρ2, ρ1 + ρ2, ρ2 + ρ3)
ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
fi(ρ3, ρ1 + ρ3, ρ2 + ρ3)
ρ3(ρ1 + ρ3)(ρ2 + ρ3)
}
.
Note that for 0 ≤ i ≤ j, fi is symmetric. Then, from the colored graph (Γ(φ3,RP 3), α)
of the action (φ3,RP
3), one sees that for 0 ≤ i ≤ j, each term
fˆi =
fi(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
fi(ρ1, ρ1 + ρ2, ρ1 + ρ3)
ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
fi(ρ2, ρ1 + ρ2, ρ2 + ρ3)
ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
fi(ρ3, ρ1 + ρ3, ρ2 + ρ3)
ρ3(ρ1 + ρ3)(ρ2 + ρ3)
belongs to Z2[ρ1, ρ2, ρ3] by Theorem 3.3.
Clearly, fˆ belongs to Z2[ρ1, ρ2, ρ3] if and only if fˆ0 is divisible by ρ1 + ρ2 + ρ3.
So, to complete the proof, it remains to show that fˆ0 is divisible by ρ1 + ρ2 + ρ3.
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To check that this is true, we put ρ1 + ρ2 + ρ3 = 0 and then
fˆ0 =
f0(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
f0(ρ1, ρ1 + ρ2, ρ1 + ρ3)
ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
f0(ρ2, ρ1 + ρ2, ρ2 + ρ3)
ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
f0(ρ3, ρ1 + ρ3, ρ2 + ρ3)
ρ3(ρ1 + ρ3)(ρ2 + ρ3)
=
f0(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
f0(ρ1, ρ3, ρ2)
ρ1ρ3ρ2
+
f0(ρ2, ρ3, ρ1)
ρ2ρ3ρ1
+
f0(ρ3, ρ2, ρ1)
ρ3ρ2ρ1
which is zero since f0 is symmetric. This means that fˆ0 is divisible by ρ1 + ρ2 +
ρ3. 
Remark 13. It is easy to see that any two of (Γ, α1), (Γ, α2), (Γ, α3) can be translated
to each other by automorphisms of Hom((Z2)
3,Z2), i.e., for any αi and αj , there
is an automorphism θ such that the following diagram communts.
Hom((Z2)
3,Z2)
θ

EΓ
αi
88qqqqqqqqqqq
αj
&&M
MM
MM
MM
MM
MM
Hom((Z2)
3,Z2)
Thus, each of (Γ, α1), (Γ, α2), (Γ, α3) can become a colored graph of some (Z2)
3-
action.
7.2. 5-dimensional case. An easy observation shows that up to combinatorial
equivalence, by adding four edges to Γ(φ3,RP 3) we can merely produce two regular
graphs Γ1,Γ2 of valence 5, shown in Figure 6. Furthermore, by adding four colored
Γ2Γ1
Figure 6. Two regular graphs Γ1,Γ2 of valence 5
edges with same coloring ρ1 + ρ2 + ρ3 on (Γ(φ3,RP 3), α), we can obtain six abstract
1-skeleta of type (5, 3), which are shown in Figure 7. These six abstract 1-skeleta
have the same vertex-coloring set, and they give all possible abstract 1-skeleta with
such a vertex-coloring set. Thus, if there is a (Z2)
3-action on a 5-dimensional closed
manifold such that its colored graph has the same vertex-coloring set as those six
abstract 1-skeleta, then its colored graph must be one of six abstract 1-skeleta.
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ρ2 + ρ3
ρ2 + ρ3
ρ1 ρ1
ρ1
ρ1
(Γ1, α3)
(Γ2, α6)
ρ1 + ρ2ρ1 + ρ2
(Γ2, α5)(Γ2, α4)
qp
s r
p
s
q p q
s
ρ1
ρ3
ρ1 + ρ3
ρ1 + ρ2 ρ3
ρ2 + ρ3
ρ1
ρ2
ρ1 + ρ2 ρ3
ρ2
ρ1 + ρ2
ρ1 + ρ3ρ1 + ρ3
ρ2 + ρ3
ρ2
ρ3
ρ2
ρ1 + ρ3
p
s
p
s
ρ3 ρ3
ρ2
ρ1 + ρ3ρ2
ρ1 + ρ3
q q
s
pq
ρ1 + ρ2 + ρ3ρ1 + ρ2 + ρ3
ρ1 + ρ2 + ρ3
(Γ1, α1)
ρ1 + ρ2 + ρ3
(Γ1, α2)
ρ1 + ρ2 + ρ3
ρ1 + ρ2 + ρ3
ρ1 + ρ2
ρ2 + ρ3
ρ2 + ρ3
r
r
r r
r
Figure 7. Six abstract 1-skeleta of type (5, 3)
Lemma 7.2. There exists a (Z2)
3-action (Λ,M5) on a 5-dimensional closed man-
ifold with four fixed points such that its colored graph (Γ(Λ,M5), α) is one of six
abstract 1-skeleta in Figure 6.
Proof. In a similar way to Lemma 7.1, it suffices to show that the vertex-coloring
set
{α1(Ep), α1(Eq), α1(Er), α1(Es)}
of (Γ1, α1) is the fixed data of some (Z2)
3-action on a closed 5-manifold. Let
f(x1, x2, x3, x4, x5) be a symmetric polynomial function in 5 variables over Z2 and
fˆ =
f(α1(Ep))
(ρ1 + ρ2 + ρ3)2ρ1ρ2ρ3
+
f(α1(Eq))
(ρ1 + ρ2 + ρ3)2ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
f(α1(Er))
(ρ1 + ρ2 + ρ3)2ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
f(α1(Es))
(ρ1 + ρ2 + ρ3)2ρ3(ρ1 + ρ3)(ρ2 + ρ3)
.
By Theorem 3.3 it needs to show that fˆ ∈ Z2[ρ1, ρ2, ρ3] . For this, write
f(x1, x2, x3, x4, x5) =
j∑
i=0
xi1
u∑
l=0
xl2fi,l(x3, x4, x5) =
j∑
i=0
u∑
l=0
xi1x
l
2fi,l(x3, x4, x5)
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with each fi,l a symmetric function in 3 variables x3, x4, x5 and
fˆi,l =
fi,l(ρ1, ρ2, ρ3)
ρ1ρ2ρ3
+
fi,l(ρ1, ρ1 + ρ2, ρ1 + ρ3)
ρ1(ρ1 + ρ2)(ρ1 + ρ3)
+
fi,l(ρ2, ρ1 + ρ2, ρ2 + ρ3)
ρ2(ρ1 + ρ2)(ρ2 + ρ3)
+
fi,l(ρ3, ρ1 + ρ3, ρ2 + ρ3)
ρ3(ρ1 + ρ3)(ρ2 + ρ3)
.
Then by direct calculations, one has
fˆ =
fˆ0,0
(ρ1 + ρ2 + ρ3)2
+
fˆ0,1 + fˆ1,0
(ρ1 + ρ2 + ρ3)
+
∑
i+l≥2
(ρ1 + ρ2 + ρ3)
i+l−2fˆi,l.
One knows from the proof of Lemma 7.1 that for any i and l, fˆi,l belongs to
Z2[ρ1, ρ2, ρ3] and is divisible by σ = ρ1 + ρ2 + ρ3. Thus fˆ ∈ Z2[ρ1, ρ2, ρ3] if and
only if fˆ0,0 is divisible by σ
2. So it remains to prove that fˆ0,0 ≡ 0 mod σ2.
To do this, one will write the symmetric function f0,0(x3, x4, x5) of 3 variables
x3, x4, x5 in terms of elementary symmetric functions σ1(x3, x4, x5), σ2(x3, x4, x5)
and σ3(x3, x4, x5).
Now on the four fixed points, one has that σ1(ρ1, ρ2, ρ3) = σ1(ρ1, ρ1 + ρ2, ρ1 +
ρ3) = σ1(ρ2, ρ1 + ρ2, ρ2 + ρ3) = σ1(ρ3, ρ1 + ρ3, ρ2 + ρ3) = ρ1 + ρ2 + ρ3 = σ.
Thus, if f0,0(x3, x4, x5) = σ1(x3, x4, x5)f
′(x3, x4, x5) then fˆ0,0 = σfˆ ′, and since fˆ ′
is divisible by σ by Lemma 7.1, fˆ0,0 is divisible by σ
2.
So it suffices to only consider f0,0(x3, x4, x5) = σ
v
2 (x3, x4, x5)σ
w
3 (x3, x4, x5).
Write ρ3 = ρ1 + ρ2 + σ and consider everything in Z2[ρ1, ρ2, σ] ∼= Z2[ρ1, ρ2, ρ3].
By direct calculations one has that
σ2(ρ1, ρ2, ρ3) = τ + (ρ1 + ρ2)σ
σ2(ρ1, ρ1 + ρ2, ρ1 + ρ3) = τ + ρ2σ
σ2(ρ2, ρ1 + ρ2, ρ2 + ρ3) = τ + ρ1σ
σ2(ρ3, ρ1 + ρ3, ρ2 + ρ3) = τ + σ
2 ≡ τ mod σ2
where τ = ρ21 + ρ1ρ2 + ρ
2
2, and
σ3(ρ1, ρ2, ρ3) = ρ1ρ2ρ3 = ϕ+ ρ1ρ2σ
σ3(ρ1, ρ1 + ρ2, ρ1 + ρ3) = ρ1(ρ1 + ρ2)(ρ1 + ρ3) = ϕ+ (ρ
2
1 + ρ1ρ2)σ
σ3(ρ2, ρ1 + ρ2, ρ2 + ρ3) = ρ2(ρ1 + ρ2)(ρ2 + ρ3) = ϕ+ (ρ
2
2 + ρ1ρ2)σ
σ3(ρ3, ρ1 + ρ3, ρ2 + ρ3) = ρ3(ρ1 + ρ3)(ρ2 + ρ3)
≡ ϕ+ (ρ21 + ρ1ρ2 + ρ
2
2)σ mod σ
2
where ϕ = ρ1ρ2(ρ1 + ρ2). Beginning with the easiest case, take f0,0(x3, x4, x5) =
σv2(x3, x4, x5)σ
w
3 (x3, x4, x5) with w ≥ 1. This cancels the denominators in the
expression of fˆ0,0 and
fˆ0,0 ≡ [τ + (ρ1 + ρ2)σ]
v[ϕ+ ρ1ρ2σ]
w−1 + [τ + ρ2σ]
v[ϕ+ (ρ21 + ρ1ρ2)σ]
w−1
+[τ + ρ1σ]
v[ϕ+ (ρ22 + ρ1ρ2)σ]
w−1 + τv [ϕ+ (ρ21 + ρ1ρ2 + ρ
2
2]
w−1
≡ 4τvϕw−1 + vτv−1ϕw−1[(ρ1 + ρ2)σ + ρ2σ + ρ1σ + 0] + (w − 1)τ
vϕw−2
×[ρ1ρ2σ + (ρ
2
1 + ρ1ρ2)σ + (ρ
2
2 + ρ1ρ2)σ + (ρ
2
1 + ρ1ρ2 + ρ
2
2)σ]
≡ 0 mod σ2
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For the case f0,0(x3, x4, x5) = σ
v
2 (x3, x4, x5), it is convenient to take the common
denominator in fˆ0,0 to be the product of the four choices for σ3(x3, x4, x5); i.e.,
(ϕ+ ρ1ρ2σ)[ϕ+ (ρ
2
1 + ρ1ρ2)σ][ϕ+ (ρ
2
2 + ρ1ρ2)σ][ϕ + (ρ
2
1 + ρ1ρ2 + ρ
2
2)σ]
and then the numerator in fˆ0,0 becomes (modulo σ
2)
[τ + (ρ1 + ρ2)σ]
v[ϕ3 + ϕ2((ρ21 + ρ1ρ2)σ + (ρ
2
2 + ρ1ρ2)σ + (ρ
2
1 + ρ1ρ2 + ρ
2
2)σ)]
+[τ + ρ2σ]
v[ϕ3 + ϕ2(ρ1ρ2σ + (ρ
2
2 + ρ1ρ2)σ + (α
2
1 + α1α2 + α
2
2)σ)]
+[τ + ρ1σ]
v[ϕ3 + ϕ2(ρ1ρ2σ + (ρ
2
1 + ρ1ρ2)σ + (ρ
2
1 + ρ1ρ2 + ρ
2
2)σ)]
+τv[ϕ3 + ϕ2(ρ1ρ2σ + (ρ
2
1 + ρ1ρ2)σ + (ρ
2
2 + ρ1ρ2)σ)]
≡ 4τvϕ3 + vτv−1ϕ3[(ρ1 + ρ2)σ + ρ2σ + ρ1σ + 0]
+τvϕ2[12ρ1ρ2σ + 6ρ
2
1σ + 6ρ
2
2σ]
≡ 0 mod σ2.
Thus fˆ0,0 is always divisible by σ
2. 
Remark 14. We see easily that any two of (Γ1, α1), (Γ1, α2), (Γ1, α3) can be trans-
lated to each other by automorphisms of Hom((Z2)
3,Z2). Thus, if one of (Γ1, α1),
(Γ1, α2), (Γ1, α3) can become a colored graph of some (Z2)
3-action, then so are all
three abstract 1-skeleta (Γ1, α1), (Γ1, α2), (Γ1, α3). This is also true for (Γ2, α4),
(Γ2, α5), (Γ2, α6). However, we don’t know whether two kinds of abstract 1-skeleta
all can become the colored graphs of (Z2)
3-actions, and in addition, we cannot
determine which of six abstract 1-skeleta is the colored graph of (Λ,M5).
Remark 15. In the proof of Lemma 7.2, when
f0,0(x3, x4, x5) = σ2(x3, x4, x5)σ3(x3, x4, x5)
we have that
fˆ0,0 = [τ + (ρ1 + ρ2)σ] + (τ + ρ2σ) + (τ + ρ1σ) + (τ + σ
2) = σ2.
Thus, we cannot improve the divisibility of fˆ0,0. This also implies that by the above
method, we cannot further modify (φ3,RP
3) to obtain a 6-dimensional example
with four fixed points.
Finally, applying the ∆-operation and Ω-operation to (φ3,RP
3), (Υ,M4) and
(Λ,M5) gives the following result.
Corollary 7.3. When n = 3 ·2ℓ, 4 ·2ℓ, 5 ·2ℓ with ℓ ≥ k−3 ≥ 0, Akn(4) is nonempty.
8. Actions with four fixed points
Suppose that Akn(4) is nonempty. Then k ≥ 3 since any nonbounding (Z2)
2-
action cannot exactly fix four isolated points by the work of Conner and Floyd
[12, Theorem 31.2] (also see Lemma 5.2 in Section 5). Given a G-action (Φ,Mn)
in Akn(4), without the loss of generality assume that (Φ,M
n) has exactly 4 fixed
points p, q, r, s. Let (Γ(Φ,Mn), α) be a colored graph of (Φ,M
n). Then the tangent
representation set of (Φ,Mn) is N(Φ,Mn) = {α(Ep), α(Eq), α(Er), α(Es)}.
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8.1. The simple description of N(Φ,Mn). Consider a nontrivial irreducible rep-
resentation ρ in Hom(G,Z2) and a component C of fixed set of ker ρ. Then C must
contain an even number of fixed points of (Φ,Mn), so C contains either all 4 fixed
points or 2 fixed points of MG = {p, q, r, s}.
If C contains all 4 fixed points, then ρ appears the same number of times in
the tangent representation at each fixed point. Actually, ρ appears exactly dimC
times in the tangent representation at each fixed point. Obviously, dimC must
be more than 1, so generally the pair (ρ, C) doesn’t determine a unique connected
dimC-valent regular graph Γρ,C except for dimC = 2. Let ωˆ be the multiset of
representations written in Hom(G,Z2) occurring for all such components C (with
multiplicities dimC’s).
If C contains 2 fixed points, then ρ appears the same number of times in the
tangent representations at these two fixed points. Each pair (ρ, C) determines a
unique dimC-valent regular graph Γρ,C with two vertices. Denote the representa-
tions occurring for all such components C with Γρ,C containing p and q by βˆ, p
and r by γˆ, p and s by δˆ, q and r by εˆ, q and s by ηˆ, r and s by λˆ, respectively, as
shown in Figure 8. Then we can write
q
r
βˆ
γˆ
ηˆ
s
p
δˆ
λˆ
εˆ
Figure 8.
α(Ep) = ωˆ∪βˆ∪γˆ∪δˆ, α(Eq) = ωˆ∪βˆ∪εˆ∪ηˆ, α(Er) = ωˆ∪εˆ∪γˆ∪λˆ, α(Es) = ωˆ∪δˆ∪ηˆ∪λˆ.
Obviously, each of the above four expressions consists of the union of four disjoint
sets. The only possible nonempty intersections are βˆ ∩ λˆ, γˆ ∩ ηˆ, and δˆ ∩ εˆ.
Furthermore, we have that

n = |ωˆ|+ |βˆ|+ |γˆ|+ |δˆ|
n = |ωˆ|+ |βˆ|+ |εˆ|+ |ηˆ|
n = |ωˆ|+ |εˆ|+ |γˆ|+ |λˆ|
n = |ωˆ|+ |δˆ|+ |ηˆ|+ |λˆ|
and thus
|βˆ| = |λˆ|, |γˆ| = |ηˆ|, |δˆ| = |εˆ|.(4)
Now let βˆ0 = λˆ0 be the common part of βˆ and λˆ and let βˆ1 = βˆ \ βˆ0 and λˆ1 = λˆ\ λˆ0.
By (4) we then have
|βˆ1| = |βˆ| − |βˆ0| = |λˆ| − |λˆ0| = |λˆ1|.
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Similarly we form γˆ0, γˆ1, ηˆ0, ηˆ1 with γˆ0 = ηˆ0 and |γˆ1| = |ηˆ1|, and δˆ0, δˆ1, εˆ0, εˆ1 with
δˆ0 = εˆ0 and |δˆ1| = |εˆ1|. Then four tangent representations of N(Φ,Mn) become
α(Ep) = ωˆ ∪ βˆ0 ∪ γˆ0 ∪ δˆ0 ∪ βˆ1 ∪ γˆ1 ∪ δˆ1,
α(Eq) = ωˆ ∪ βˆ0 ∪ γˆ0 ∪ δˆ0 ∪ βˆ1 ∪ εˆ1 ∪ ηˆ1,
α(Er) = ωˆ ∪ βˆ0 ∪ γˆ0 ∪ δˆ0 ∪ εˆ1 ∪ γˆ1 ∪ λˆ1,
α(Es) = ωˆ ∪ βˆ0 ∪ γˆ0 ∪ δˆ0 ∪ δˆ1 ∪ ηˆ1 ∪ λˆ1
with |βˆ1| = |λˆ1|, |γˆ1| = |ηˆ1| and |δˆ1| = |εˆ1|.
Note that if ωˆ is empty, then Γ(Φ,Mn) is uniquely determined.
8.2. The essential structure of N(Φ,Mn). Following the notions of the above
subsection, now let us study the essential structure of N(Φ,Mn).
Lemma 8.1.
(a) βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 are all nonempty.
(b) The sets ωˆ, βˆ0 = λˆ0, γˆ0 = ηˆ0, δˆ0 = εˆ0, βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 are all disjoint.
Proof. Since no two of the fixed points have the same representation, one of the
sets βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 must be nonempty. Say βˆ1 6= ∅ (then also λˆ1 6= ∅). Then
by comparing α(Ep) and α(Eq) one of γˆ1, δˆ1, εˆ1, ηˆ1 must be nonempty. Say γˆ1 6= ∅
(then also ηˆ1 6= ∅).
Let β ∈ βˆ and γ ∈ γˆ1, and consider β + γ. The representation γ occurs more
times in α(Ep) than in α(Eq), but the number of times that γ and β + γ occur in
α(Ep) is the same as the number of times that γ and β + γ occur in α(Eq) by the
property (P2) in Section 2, so β+γ must occur more times in α(Eq) than in α(Ep).
Thus β + γ belongs to ηˆ1 ∪ εˆ1. If β ∈ βˆ0, then β ∈ λˆ and γ occurs more times in
α(Er) than in α(Es), so β+ γ occurs more times in α(Es) than in α(Er), and then
β+γ belongs to δˆ1∪ ηˆ1. But β+γ is in both ηˆ1∪ εˆ1 and δˆ1∪ ηˆ1, so β+γ belongs to
ηˆ1. If β ∈ βˆ1, then β occurs more times in α(Ep) than in α(Er) so β+γ must occur
more times in α(Er) than in α(Ep), and β + γ belongs to λˆ1 ∪ εˆ1. But β + γ is in
both ηˆ1∪ εˆ1 and λˆ1∪ εˆ1, so β+γ belongs to εˆ1. Since we had supposed that βˆ1 and
γˆ1 are nonempty, we have that εˆ1 is nonempty so all of the sets βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1
are nonempty.
Further, if β ∈ βˆ0 and β ∈ βˆ1, then β + γ belongs to both ηˆ1 and εˆ1, which is
impossible. Thus βˆ0 and βˆ1 must be disjoint. Similarly, γˆ0 and γˆ1 are disjoint, and
so on. Thus, the sets
ωˆ, βˆ0 = λˆ0, γˆ0 = ηˆ0, δˆ0 = εˆ0, βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1
are all disjoint. 
Now let us analyze the structures of βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1.
Lemma 8.2.
(a) βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 have the same number of elements, and all elements of
βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 occur with the same multiplicity.
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(b) All odd sums of elements of βˆ1 are again in βˆ1 and choose γ ∈ γˆ1 and
δ ∈ δˆ1, one has that
(5)


γˆ1 = {γ + β + β′|β, β′ ∈ βˆ1}
δˆ1 = {δ + β + β′|β, β′ ∈ βˆ1}
εˆ1 = {γ + β|β ∈ βˆ1}
ηˆ1 = {δ + β|β ∈ βˆ1}
λˆ1 = {γ + β + β′|β, β′ ∈ βˆ1}
and γ, δ are linearly independent of the span of βˆ1.
Proof. First, by Figure 8, Lemma 8.1 and the property (P2) in Section 2, we easily
obtain that for any β ∈ βˆ1, γ ∈ γˆ1, δ ∈ δˆ1, ε ∈ εˆ1, η ∈ ηˆ1, λ ∈ λˆ1,{
β + γ ∈ εˆ1, β + δ ∈ ηˆ1, β + η ∈ δˆ1, β + ε ∈ γˆ1, γ + δ ∈ λˆ1, γ + ε ∈ βˆ1,
γ + λ ∈ δˆ1, δ + η ∈ βˆ1, δ + λ ∈ γˆ1, ε+ η ∈ λˆ1, ε+ λ ∈ ηˆ1, η + λ ∈ εˆ1.
(6)
Now for γ ∈ γˆ1 and β ∈ βˆ1, the number of times that γ occurs in α(Ep) is the same
as the number of times that β + γ occurs in α(Eq), so the number of times that γ
occurs in γˆ1 is the same as the number of times that β + γ occurs in εˆ1. Also, by
(6) if ε ∈ εˆ1, then β+ε ∈ γˆ1. Thus if γˆ1 = {γ1, ..., γt} then εˆ1 = {γ1+β, ..., γt+β}.
Thus |βˆ1| = |εˆ1| and similarly, |βˆ1| = |ηˆ1|, so all of the sets βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 have
the same number of elements.
Moreover, the number of times that β+γ occurs in εˆ1 is not only the same as the
number of times that γ occurs in γˆ1, and but it also is the same as the number of
times that β occurs in βˆ1. Thus, the elements of βˆ1, γˆ1, εˆ1 all occur with the same
multiplicity. Similarly, this also happens for δˆ1, γˆ1, λˆ1 (resp. βˆ1, δˆ1, ηˆ1). Therefore,
the elements of βˆ1, γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1 all occur with the same multiplicity.
By (6) and the property (P2) of Section 2 one has that ηˆ1 = {δ+β|β ∈ βˆ1}, and
for any η ∈ ηˆ1 and β′ ∈ βˆ1, η + β′ ∈ δˆ1 and ηˆ1 = {η + β + β′|β ∈ βˆ1}. Thus, for
any β′′ ∈ βˆ1, choosing η = δ + β
′′ gives
βˆ1 = {β|β ∈ βˆ1} = {β + β
′ + β′′|β ∈ βˆ1}.
Replacing β by β+β′ +β′′ and repeating the above procedure, we have that every
sum of an odd number of elements in βˆ1 is again in βˆ1. Then (5) follows from this
and (6).
Finally, let us show that γ, δ are linearly independent of the span of βˆ1. This
is equivalent to proving that γ + δ cannot be a sum of elements of βˆ1. If γ + δ is
an odd sum of elements of βˆ1, then γ + δ ∈ λˆ1 ∩ βˆ1 so λˆ1 ∩ βˆ1 is nonempty. This
is impossible by Lemma 8.1(b). If γ + δ is an even sum of elements of βˆ1, then
γ ∈ δˆ1 ∩ γˆ1, but this is also impossible. 
Remark 16. Let m be the multiplicity of each element of βˆ1. In a similar way to
the proof of Lemma 6.3, it is easy to check that all elements of βˆ1 span a (k − 2)-
dimensional subspace in Hom((Z2)
k,Z2), so |βˆ1| = m · 2k−3. Thus, |γˆ1| = |δˆ1| =
|εˆ1| = |ηˆ1| = |λˆ1| = m · 2k−3.
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Definition 8.3. Let
ωˆ := ωˆ ∪ βˆ0 ∪ γˆ0 ∪ δˆ0
which is called the changeable part of N(Φ,Mn).
Indeed, (φ3,RP
3) is an example with ωˆ being empty, while Lemmas 7.1 and 7.2
in Section 7 provide examples with ωˆ nonempty.
Lemma 8.4. When |ωˆ| > 0, every element in ωˆ has the form γ + δ + β, β ∈ βˆ1,
where γ ∈ γˆ1 and δ ∈ δˆ1.
Proof. Let ξ ∈ ωˆ, γ ∈ γˆ1 and δ ∈ δˆ1. If ξ ∈ ωˆ ∪ βˆ0 ∪ δˆ0 but ξ 6∈ γˆ0, since γ ∈ α(Ep)
and γ 6∈ α(Eq), one then has that γ + ξ ∈ α(Eq) so γ + ξ ∈ εˆ1 ∪ ηˆ1 by Lemma 8.1.
On the other hand, γ ∈ α(Ep) but γ 6∈ α(Es), so γ+ ξ ∈ α(Es) and γ+ ξ ∈ λˆ1∪ ηˆ1.
Thus γ + ξ ∈ ηˆ1. Further, by Lemma 8.2, there is an element β ∈ βˆ1 such that
γ+ ξ = δ+ β, so ξ = γ+ δ+ β as desired. If ξ ∈ γˆ0, since δ ∈ α(Ep) but δ 6∈ α(Eq)
and δ 6∈ α(Er), similarly to the above argument, one has that δ + ξ ∈ ηˆ1 ∪ εˆ1 and
δ + ξ ∈ γˆ1 ∪ εˆ1, so δ + ξ ∈ εˆ1 and then by Lemma 8.2, there is an element β′ ∈ βˆ1
such that δ + ξ = γ + β′. Thus ξ = γ + δ + β′ as desired. 
Remark 17. The sum of two elements in ωˆ is an even sum of elements in βˆ1 and
cannot occur as an element in α(Ep), α(Eq), α(Er), and α(Es).
Together with Lemmas 8.2-8.4 and Remark 16 one has
Proposition 8.5. There is a basis {β1, ..., βk−2, γ, δ} of Hom(Z2)k,Z2) and an
integer m such that
(i) n = 3m · 2k−3 + |ωˆ|;
(ii) βˆ1 is a multiset consisting of all odd sums with same multiplicity m formed
by β1, ..., βk−2, and

γˆ1 = {γ + β1 + β|β ∈ βˆ1}
δˆ1 = {δ + β1 + β|β ∈ βˆ1}
εˆ1 = {γ + β|β ∈ βˆ1}
ηˆ1 = {δ + β|β ∈ βˆ1}
λˆ1 = {γ + δ + β1 + β|β ∈ βˆ1}
(iii) Every element in ωˆ has the form γ + δ + β, β ∈ βˆ1 if ωˆ is nonempty.
Definition 8.6. If ωˆ = ∅, then (Φ,Mn) is said to be ωˆ-empty; otherwise, it is said
to be ωˆ-nonempty.
Remark 18. If ωˆ = ∅, then we see from Proposition 8.5 that the tangent represen-
tation set N(Φ,Mn) = {α(Ep), α(Eq), α(Er), α(Es)} is completely determined by
the basis {β1, ..., βk−2, γ, δ} of Hom((Z2)k,Z2). Thus, for any two ωˆ-empty actions
(Φ1,M
n
1 ) and (Φ2,M
n
2 ) in A
k
n(4), there is an automorphism σ ∈ GL(k,Z2) such
that (Φ1,M
n
1 ) is equivariantly cobordant to (σΦ2,M
n
2 ).
To keep the notation manageable,
∏
βˆ1 means
∏
β∈βˆ1
β, and similarly for
∏
γˆ1,∏
δˆ1,
∏
εˆ1,
∏
ηˆ1,
∏
λˆ1,
∏
ωˆ. Let βˆ11 (resp. γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11) denote the set
of consisting of all 2k−3 different elements in βˆ1 (resp. γˆ1, δˆ1, εˆ1, ηˆ1, λˆ1). Then, by
Proposition 8.5 one has that
∏
βˆ1 = (
∏
βˆ11)
m where
∏
βˆ11 means
∏
β∈βˆ11
β, and
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similarly
∏
γˆ1 = (
∏
γˆ11)
m,
∏
δˆ1 = (
∏
δˆ11)
m,
∏
εˆ1 = (
∏
εˆ11)
m,
∏
ηˆ1 = (
∏
ηˆ11)
m,∏
λˆ1 = (
∏
λˆ11)
m.
Corollary 8.7. βˆ11 ∪ γˆ11 ∪ δˆ11, βˆ11 ∪ ηˆ11 ∪ εˆ11, εˆ11 ∪ γˆ11 ∪ λˆ11, and λˆ11 ∪ ηˆ11 ∪ δˆ11
are the fixed data of some action in Ak3·2k−3(4).
Proof. We proceed by induction on k. When k = 3, we have that βˆ11 = {β1}, γˆ11 =
{γ}, δˆ11 = {δ}, εˆ11 = {γ+ β1}, ηˆ11 = {δ+ β1}, λˆ11 = {γ+ δ}. Then it is easy to see
that βˆ11∪ γˆ11∪ δˆ11 = {β1, γ, δ}, βˆ11∪ ηˆ11∪ εˆ11 = {β1, δ+β1, γ+β1}, εˆ11∪ γˆ11∪ λˆ11 =
{γ + β1, γ, γ + δ}, and λˆ11 ∪ ηˆ11 ∪ δˆ11 = {γ + δ, δ + β1, δ} form the fixed data of
(σφ3,RP
3) for some σ ∈ GL(3,Z2). When k = l ≥ 3, suppose inductively that
βˆ11 ∪ γˆ11 ∪ δˆ11, βˆ11 ∪ ηˆ11 ∪ εˆ11, εˆ11 ∪ γˆ11 ∪ λˆ11, and λˆ11 ∪ ηˆ11 ∪ δˆ11 are the fixed data
of some action in Ak3·2k−3(4).
When k = l + 1, in a similar way to the proof of Claim in Section 6.2, let βˆ′11
denote the set of all odd sums formed by β1, ..., βl−2. Then βˆ′11 ⊂ βˆ11 contains 2
l−3
different elements. Let βˆ′′11 denote the set formed by all elements β1+βl−1+β, β ∈
βˆ′11. Then, βˆ
′′
11 ⊂ βˆ11 contains 2
l−3 different elements, too. Moreover, one has
that βˆ11 = βˆ′11 ∪ βˆ
′′
11 and βˆ
′
11 ∩ βˆ
′′
11 = ∅. Now let

γˆ′11 = {γ + β1 + β|β ∈ βˆ
′
11}
δˆ′11 = {δ + β1 + β|β ∈ βˆ′11}
εˆ′11 = {γ + β|β ∈ βˆ′11}
ηˆ′11 = {δ + β|β ∈ βˆ
′
11}
λˆ′11 = {γ + δ + β1 + β|β ∈ βˆ′11}
and


γˆ′′11 = {γ + β1 + β|β ∈ βˆ
′′
11}
δˆ′′11 = {δ + β1 + β|β ∈ βˆ′′11}
εˆ′′11 = {γ + β|β ∈ βˆ′′11}
ηˆ′′11 = {δ + β|β ∈ βˆ
′′
11}
λˆ′′11 = {γ + δ + β1 + β|β ∈ βˆ′′11}.
Then 

γˆ11 = γˆ′11 ∪ γˆ
′′
11 with γˆ
′
11 ∩ γˆ
′′
11 = ∅
δˆ11 = δˆ′11 ∪ δˆ′′11 with δˆ′11 ∩ δˆ′′11 = ∅
εˆ11 = εˆ′11 ∪ εˆ′′11 with εˆ′11 ∩ εˆ′′11 = ∅
ηˆ11 = ηˆ′11 ∪ ηˆ
′′
11 with ηˆ
′
11 ∩ ηˆ
′′
11 = ∅
λˆ11 = λˆ′11 ∪ λˆ′′11 with λˆ′11 ∩ λˆ′′11 = ∅.
We see that βˆ′11, γˆ
′
11, δˆ
′
11, εˆ′11, ηˆ′11, λˆ
′
11 are exactly formed by β1, ..., βl−2, γ, δ.
Now, regarding {β1, ..., βl−2, γ, δ} as a basis of Hom((Z2)l,Z2), one has by induction
that βˆ′11∪ γˆ
′
11∪ δˆ
′
11, βˆ′11∪ ηˆ
′
11∪ εˆ
′
11, εˆ′11∪ γˆ′11∪ λˆ
′
11, and λˆ′11∪ ηˆ′11∪ δˆ
′
11 are the
fixed data of some (Z2)
l-action, denoted by (Ψ, N). Then by applying Ω-operation
to (Ψ, N), as in the proof of Lemma 4.4, the fixed data of Ω(Ψ, N) exactly consists
of
βˆ11 ∪ γˆ11 ∪ δˆ11, βˆ11 ∪ ηˆ11 ∪ εˆ11, εˆ11 ∪ γˆ11 ∪ λˆ11, λˆ11 ∪ ηˆ11 ∪ δˆ11.
This completes the induction and the proof. 
Corollary 8.8. m is a power of 2.
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Proof. Using the formula of Theorem 3.3, we consider 1 as a symmetric polynomial
in n = 3m · 2k−3 + |ωˆ| variables. Then we have
1
(
∏
ωˆ)(
∏
βˆ11)m(
∏
γˆ11)m(
∏
δˆ11)m
+
1
(
∏
ωˆ)(
∏
βˆ11)m(
∏
ηˆ11)m(
∏
εˆ11)m
+
1
(
∏
ωˆ)(
∏
εˆ11)m(
∏
γˆ11)m(
∏
λˆ11)m
+
1
(
∏
ωˆ)(
∏
λˆ11)m(
∏
ηˆ11)m(
∏
δˆ11)m
=
1
(
∏
ωˆ)
[
(
∏
βˆ11)(
∏
γˆ11)(
∏
δˆ11)(
∏
εˆ11)(
∏
ηˆ11)(
∏
λˆ11)
]m
×
{
(
∏
εˆ11)
m(
∏
ηˆ11)
m(
∏
λˆ11)
m + (
∏
γˆ11)
m(
∏
δˆ11)
m(
∏
λˆ11)
m
+(
∏
βˆ11)
m(
∏
δˆ11)
m(
∏
ηˆ11)
m + (
∏
βˆ11)
m(
∏
γˆ11)
m(
∏
εˆ11)
m
}
must belong to the polynomial algebra Z2[ρ1, ..., ρk]. Because the degree of the
numerator is smaller than the degree of the denominator, this means the numerator
must be zero, i.e.,
(
∏
εˆ11)
m(
∏
ηˆ11)
m(
∏
λˆ11)
m + (
∏
γˆ11)
m(
∏
δˆ11)
m(
∏
λˆ11)
m
+(
∏
βˆ11)
m(
∏
δˆ11)
m(
∏
ηˆ11)
m + (
∏
βˆ11)
m(
∏
γˆ11)
m(
∏
εˆ11)
m = 0
By Corollary 8.7, the above equation still holds for m = 1, so one has
(
∏
εˆ11)(
∏
ηˆ11)(
∏
λˆ11) + (
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11)
+(
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11) + (
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11) = 0
and then
(∗)
[
(
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11) + (
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11)
+(
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11)
]m
+ (
∏
γˆ11)
m(
∏
δˆ11)
m(
∏
λˆ11)
m
+(
∏
βˆ11)
m(
∏
δˆ11)
m(
∏
ηˆ11)
m + (
∏
βˆ11)
m(
∏
γˆ11)
m(
∏
εˆ11)
m
= 0.
Next, we are going to to show that if m is not a power of 2, then (∗) does not hold.
Let m = 2pr + 2pr−1 + · · ·+ 2p1 = j + 2p1 where pr > pr−1 > · · · > p1. Using the
2-adic expansion of m and write[
(
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11) + (
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11)
+(
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11)
]m
=
[
(
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11) + (
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11)
+(
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11)
]j
×
{[
(
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11)
]2p1
+
[
(
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11)
]2p1
+
[
(
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11)
]2p1}
.
32 ZHI LU¨
In the above equation we seek the terms of largest degree in γ and δ. For this we
have 

∏
γˆ11 = γ
2k−3 + terms of lower degree∏
δˆ11 = δ
2k−3 + terms of lower degree∏
εˆ11 = γ
2k−3 + terms of lower degree∏
ηˆ11 = δ
2k−3 + terms of lower degree∏
λˆ11 = (γ + δ)
2k−3 + terms of lower degree
and
∏
βˆ11 has no γ’s and δ’s. In the j-th power, the term of largest degree in γ
and δ is
[
γδ(γ + δ)
]j·2k−3
occurring in the monomial
[
(
∏
γˆ11)(
∏
δˆ11)(
∏
λˆ11)
]j
. In
(∗) this monomial is multiplied by[
(
∏
βˆ11)(
∏
δˆ11)(
∏
ηˆ11)
]2p1
+
[
(
∏
βˆ11)(
∏
γˆ11)(
∏
εˆ11)
]2p1
= (
∏
βˆ11)
2p1
{
γ2
k−2+p1
+ δ2
k−2+p1
+ terms of lower degree
}
.
Thus, in (∗) the term with largest degree in γ and δ is
(
∏
βˆ11)
2p1γj·2
k−3
δj·2
k−3
(γ + δ)j·2
k−3+2k−2+p1
which is nonzero. But this is impossible, so m must be a power of 2. 
Throughout the following, assume that m is always a power of 2.
By Corollary 8.7, let βˆ11∪γˆ11∪δˆ11, βˆ11∪ηˆ11∪εˆ11, εˆ11∪γˆ11∪λˆ11, and λˆ11∪ηˆ11∪δˆ11
be the fixed data of some action (Ψ, N). Then, applying ∆-operation m times
to (Ψ, N) gives an action ∆m(Ψ, N). Since m is a power of 2, by Lemma 4.2
∆m(Ψ, N) is equivariantly cobordant to an action whose fixed data exactly consists
of βˆ1 ∪ γˆ1 ∪ δˆ1, βˆ1 ∪ ηˆ1 ∪ εˆ1, εˆ1 ∪ γˆ1 ∪ λˆ1, and λˆ1 ∪ ηˆ1 ∪ δˆ1. This gives
Corollary 8.9. βˆ1 ∪ γˆ1 ∪ δˆ1, βˆ1 ∪ ηˆ1 ∪ εˆ1, εˆ1 ∪ γˆ1 ∪ λˆ1, and λˆ1 ∪ ηˆ1 ∪ δˆ1 are the fixed
data of some action in Ak3m·2k−3(4).
Now let us further analyze the structure of the changeable part ωˆ.
Let f(x1, ..., x3m·2k−3) be a symmetric function in 3m · 2
k−3 variables over Z2
where m is a power of 2. Write
fˆ =
f(βˆ1, γˆ1, δˆ1)∏
βˆ1
∏
γˆ1
∏
δˆ1
+
f(βˆ1, εˆ1, ηˆ1)∏
βˆ1
∏
εˆ1
∏
ηˆ1
+
f(εˆ1, γˆ1, λˆ1)∏
εˆ1
∏
γˆ1
∏
λˆ1
+
f(λˆ1, ηˆ1, δˆ1)∏
λˆ1
∏
ηˆ1
∏
δˆ1
Then fˆ has degree deg f − 3m · 2k−3. By Corollary 8.9 and Theorem 3.3, it follows
that
Lemma 8.10. fˆ ∈ Z2[ρ1, ..., ρk] is a polynomial. In particular, if deg f < 3m·2k−3,
then fˆ = 0.
Remark 19. fˆ will play an important role in determining the structure of ωˆ.
Lemma 8.11. Let ωˆ be nonempty. Then fˆ is divisible by
∏
ωˆ.
Proof. Since ωˆ is nonempty, we have that n = 3m · 2k−3 + |ωˆ|. Take the following
polynomial function over Z2 which is symmetric in variables x1, ..., xn
g(x1, ..., xn; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)
=
∑
i1,...,in
[
h(xi1 , ..., xi|ωˆ| ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(xi|ωˆ|+1 , ..., xi|ωˆ|+3m·2k−3 )
]
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where each {i1, ..., in} is a permutation of {1, ..., n} and
h(xi1 , ..., xi|ωˆ| ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)
=
|ωˆ|∏
j=1
[∏
(xij + βˆ11)
∏
(xij + γˆ11)
∏
(xij + δˆ11)
∏
(xij + εˆ11)
∏
(xij + ηˆ11)
×
∏
(xij + λˆ11)
]
and xij + βˆ11 = {xij + β|β ∈ βˆ11} (similarly for xij + γˆ11, xij + δˆ11, xij + εˆ11, xij +
ηˆ11, xij + λˆ11). Using the formula of Theorem 3.3, we then have that
gˆ =
g(α(Ep); βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)∏
ωˆ
∏
βˆ1
∏
γˆ1
∏
δˆ1
+
g(α(Eq); βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)∏
ωˆ
∏
βˆ1
∏
ηˆ1
∏
εˆ1
+
g(α(Er); βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)∏
ωˆ
∏
εˆ1
∏
γˆ1
∏
λˆ1
+
g(α(Es); βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)∏
ωˆ
∏
λˆ1
∏
ηˆ1
∏
δˆ1
=
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(βˆ1, γˆ1, δˆ1)∏
ωˆ
∏
βˆ1
∏
γˆ1
∏
δˆ1
+
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(βˆ1, ηˆ1, εˆ1)∏
ωˆ
∏
βˆ1
∏
ηˆ1
∏
εˆ1
+
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(εˆ1, γˆ1, λˆ1)∏
ωˆ
∏
εˆ1
∏
γˆ1
∏
λˆ1
+
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(λˆ1, ηˆ1, δˆ1)∏
ωˆ
∏
λˆ1
∏
ηˆ1
∏
δˆ1
=
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)fˆ∏
ωˆ
which belongs to Z2[ρ1, ..., ρk]. We know from Proposition 8.5 that each element of
ωˆ has the form β + γ + δ, β ∈ βˆ1. An easy argument shows that for any β ∈ βˆ1
β + γ + δ + βˆ11 = λˆ11, β + γ + δ + γˆ11 = ηˆ11, β + γ + δ + δˆ11 = εˆ11,
β + γ + δ + εˆ11 = δˆ11, β + γ + δ + ηˆ11 = γˆ11, β + γ + δ + λˆ11 = βˆ11
so
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)
=
[
(
∏
λˆ11)(
∏
ηˆ11)(
∏
εˆ11)(
∏
δˆ11)(
∏
γˆ11)(
∏
βˆ11)
]|ωˆ|
.
Obviously, h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11) is not divisible by any β + γ + δ, β ∈ βˆ1,
so it is not divisible by
∏
ωˆ. Thus we must have that fˆ is divisible by
∏
ωˆ. 
Lemma 8.12. fˆ is divisible by
[∏
(γ + δ + βˆ1)
]2
=
∏
β∈βˆ11
(β + γ + δ)2m.
Proof. Applying Ω-operation k−3 times to the (Z2)3-action (Λ,M5) of Lemma 7.2
in Section 7 gives a (Z2)
k-action Ωk−3(Λ,M5). It is easy to see that Ωk−3(Λ,M5) is
a ωˆ-nonempty action in Ak5·2k−3(4), which has the property that |ωˆ| = 2
k−2 and each
element of ωˆ occurs exactly two times. In particular, by applying an automorphism
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σ ∈ GL(k,Z2) of (Z2)k to Ωk−3(Λ,M5) (if necessary), we can choose the same basis
as that in Proposition 8.5, so that ωˆ is exactly the disjoint union
{β + γ + δ |β ∈ βˆ11} ∪ {β + γ + δ |β ∈ βˆ11}.
Now by applying ∆-operation m times to σΩk−3(Λ,M5), one may obtain a ωˆ-
nonempty (Z2)
k-action ∆m[σΩk−3(Λ,M5)] in Ak5m·2k−3(4) such that its changeable
part
ωˆ = {β + γ + δ |β ∈ βˆ1} ∪ {β + γ + δ |β ∈ βˆ1},
i.e., each element of {β + γ + δ |β ∈ βˆ11} has multiplicity 2m times in ωˆ.
Similarly to the proof of Lemma 8.11, taking the following polynomial function
over Z2 which is symmetric in variables x1, ..., x5m·2k−3
g(x1, ..., x5m·2k−3 ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)
=
∑
i1,...,in
[
h(xi1 , ..., xim·2k−2 ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)f(xim·2k−2+1 , ..., xi5m·2k−3 )
]
where each {i1, ..., in} = {1, ..., n} and
h(xi1 , ..., xim·2k−2 ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)
=
m·2k−2∏
j=1
[∏
(xij + βˆ11)
∏
(xij + γˆ11)
∏
(xij + δˆ11)
∏
(xij + εˆ11)
∏
(xij + ηˆ11)
×
∏
(xij + λˆ11)
]
.
By direct calculations one has that
gˆ =
h(ωˆ; βˆ11, γˆ11, δˆ11, εˆ11, ηˆ11, λˆ11)fˆ∏
β∈βˆ11
(β + γ + δ)2m
which belongs to Z2[ρ1, ..., ρk] by Theorem 3.3, and so fˆ is divisible by
∏
β∈βˆ11
(β+
γ + δ)2m. 
Lemma 8.13. Let f(x1, ..., x3m·2k−3) be the product
σm·2k−2(x1, ..., x3m·2k−3) · σ3m·2k−3(x1, ..., x3m·2k−3)
of the (m·2k−2)-th elementary symmetric function and the (3m·2k−3)-th elementary
symmetric function in 3m · 2k−3 variables. Then
fˆ =
∏
β∈βˆ11
(β + γ + δ)2m.
Proof. Since deg f = 5m · 2k−3, one has that deg fˆ = 2m · 2k−3 = m · 2k−2. Thus,
in order to prove that fˆ =
∏
β∈βˆ11
(β+ γ+ δ)2m, by Lemma 8.12 it suffices to show
that fˆ is nonzero. Since σm·2k−2(x1, ..., x3m·2k−3) and σ3m·2k−3(x1, ..., x3m·2k−3) are
elementary symmetric functions and m is a power of 2, by direct calculations one
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has that
fˆ =
f(βˆ1, γˆ1, δˆ1)∏
βˆ1
∏
γˆ1
∏
δˆ1
+
f(βˆ1, ηˆ1, εˆ1)∏
βˆ1
∏
ηˆ1
∏
εˆ1
+
f(εˆ1, γˆ1, λˆ1)∏
εˆ1
∏
γˆ1
∏
λˆ1
+
f(λˆ1, ηˆ1, δˆ1)∏
λˆ1
∏
ηˆ1
∏
δˆ1
= σm·2k−2(βˆ1, γˆ1, δˆ1) + σm·2k−2(βˆ1, ηˆ1, εˆ1) + σm·2k−2(εˆ1, γˆ1, λˆ1)
+σm·2k−2(λˆ1, ηˆ1, δˆ1)
=
[
σ2k−2(βˆ11, γˆ11, δˆ11) + σ2k−2(βˆ11, ηˆ11, εˆ11) + σ2k−2(εˆ11, γˆ11, λˆ11)
+σ2k−2(λˆ11, ηˆ11, δˆ11)
]m
.
Write σ¯2k−2 to be
σ2k−2(βˆ11, γˆ11, δˆ11) + σ2k−2 (βˆ11, ηˆ11, εˆ11) + σ2k−2(εˆ11, γˆ11, λˆ11) + σ2k−2(λˆ11, ηˆ11, δˆ11)
so fˆ = (σ¯2k−2)
m. Thus, this may be reduced to considering the case m = 1, i.e., it
only needs to show that σ¯2k−2 6= 0 for k ≥ 3.
We proceed by induction on k. When k = 3, by Remark 15 in Section 7 we know
that σ¯2 is nonzero. When k = l, suppose inductively that σ¯2l−2 6= 0. Now consider
the case in which k = l + 1.
Let βˆ′11 denote the set of all odd sums formed by β1, ..., βl−2 (note that l− 2 =
k−3), so βˆ′11 exactly contains the half of all elements of βˆ11 (i.e., βˆ
′
11 has just 2
k−4
different elements). Write βˆ′′11 = {β
′+β1+βl−1 |β′ ∈ βˆ′11}. Then βˆ
′
11 ∩ βˆ
′′
11 = ∅
and βˆ′11 ∪ βˆ
′′
11 = βˆ11. Similarly, let


γˆ′11 = {γ + β1 + β
′ |β′ ∈ βˆ′11}
δˆ′11 = {δ + β1 + β′ |β′ ∈ βˆ′11}
εˆ′11 = {γ + β′ |β′ ∈ βˆ′11}
ηˆ′11 = {δ + β
′ |β′ ∈ βˆ′11}
λˆ′11 = {γ + δ + β1 + β′ |β′ ∈ βˆ′11}
so γˆ′11 (resp. δˆ
′
11, εˆ′11, ηˆ′11, and λˆ
′
11) also contains exactly the half of all elements
of γˆ11 (resp. δˆ11, εˆ11, ηˆ11, and λˆ11). Furthermore, one has that


γˆ′′11 = {γ + β
′ + βl−1 |β′ ∈ βˆ′11} with γˆ
′
11 ∩ γˆ
′′
11 = ∅ and γˆ
′
11 ∪ γˆ
′′
11 = γˆ11
δˆ′′11 = {δ + β′ + βl−1 |β′ ∈ βˆ′11} with δˆ
′
11 ∩ δˆ′′11 = ∅ and δˆ′11 ∪ δˆ′′11 = δˆ11
εˆ′′11 = {γ + β′ + β1 + βl−1 |β′ ∈ βˆ′11} with εˆ
′
11 ∩ εˆ′′11 = ∅ and εˆ′11 ∪ εˆ′′11 = εˆ11
ηˆ′′11 = {δ + β
′ + β1 + βl−1 |β′ ∈ βˆ′11} with ηˆ
′
11 ∩ ηˆ
′′
11 = ∅ and ηˆ
′
11 ∪ ηˆ
′′
11 = ηˆ11
λˆ′′11 = {γ + δ + β′ + βl−1 |β′ ∈ βˆ′11} with λˆ
′
11 ∩ λˆ′′11 = ∅ and λˆ′11 ∪ λˆ′′11 = λˆ11.
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Obviously, after reducing modulo β1 + βl−1, we see that βˆ′′11 (resp. γˆ
′′
11, δˆ
′′
11,
εˆ′′11, ηˆ′′11, and λˆ
′′
11) becomes βˆ′11 (resp. γˆ
′
11, δˆ
′
11, εˆ′11, ηˆ′11, and λˆ
′
11). Thus
σ¯2l−1
≡ σ2l−1(βˆ′11, βˆ
′
11, γˆ
′
11, γˆ
′
11, δˆ
′
11, δˆ′11) + σ2l−1(βˆ′11, βˆ
′
11, ηˆ
′
11, ηˆ
′
11, εˆ
′
11, εˆ′11)
+σ2l−1(εˆ′11, εˆ′11, γˆ′11, γˆ
′
11, λˆ
′
11, λˆ′11) + σ2l−1(λˆ′11, λˆ′11, ηˆ′11, ηˆ
′
11, δˆ
′
11, δˆ′11)
≡ σ22l−2(βˆ
′
11, γˆ
′
11, δˆ
′
11) + σ
2
2l−2(βˆ
′
11, ηˆ
′
11, εˆ
′
11) + σ
2
2l−2(εˆ
′
11, γˆ′11, λˆ
′
11)
+σ22l−2(λˆ
′
11, ηˆ′11, δˆ
′
11)
≡
{
σ2l−2(βˆ′11, γˆ
′
11, δˆ
′
11) + σ2l−2(βˆ′11, ηˆ
′
11, εˆ
′
11) + σ2l−2(εˆ′11, γˆ′11, λˆ
′
11)
+σ2l−2(λˆ′11, ηˆ′11, δˆ
′
11)
}2
≡ (σ¯2l−2)
2 mod (β1 + βl−1)
6= 0 by induction
so σ¯2l−1 must be nonzero. This completes the induction, and thus fˆ 6= 0. 
Combining Lemmas 8.11-8.13 and Proposition 8.5, it easily follows that
Corollary 8.14. Each element of {β+γ+ δ |β ∈ βˆ11} occurs at most 2m times in
ωˆ, and so |ωˆ| ≤ m ·2k−2. Furthermore, n is in the range 3m ·2k−3 ≤ n ≤ 5m ·2k−3.
Together with all arguments above, now we can give a description of the essential
structure of N(Φ,Mn), which is stated as follows.
Theorem 8.15. Let (Φ,Mn) ∈ Akn(4) be an action with four fixed points p, q, r, s
and let (Γ(Φ,Mn), α) be a colored graph of (Φ,M
n). Then
(i) k ≥ 3 and n is in the range 3 · 2ℓ ≤ n ≤ 5 · 2ℓ for some ℓ ≥ k − 3;
(ii) there is a basis {β1, ..., βk−2, γ, δ} of Hom((Z2)k,Z2) such that
α(Ep) = βˆ ∪ γˆ ∪ δˆ ∪ ωˆ, α(Eq) = βˆ ∪ ηˆ ∪ εˆ ∪ ωˆ,
α(Er) = γˆ ∪ εˆ ∪ λˆ ∪ ωˆ, α(Es) = δˆ ∪ ηˆ ∪ λˆ ∪ ωˆ
where βˆ is a multiset consisting of all sums with same multiplicity 2ℓ−k+3
formed by the odd number of elements of β1, ..., βk−2, and

γˆ = {γ + β1 + β|β ∈ βˆ}
δˆ = {δ + β1 + β|β ∈ βˆ}
εˆ = {γ + β|β ∈ βˆ}
ηˆ = {δ + β|β ∈ βˆ}
λˆ = {γ + δ + β1 + β|β ∈ βˆ}
|ωˆ| = n− 3 · 2ℓ
and every element in ωˆ has the form γ + δ + β and occurs at most 2ℓ−k+4
times if ωˆ is non-empty, where β ∈ βˆ.
8.3. The existence of actions in Akn(4).
Definition 8.16. Given a basis B = {β1, ..., βk−2, γ, δ} of Hom((Z2)k,Z2) and an
integer ℓ ≥ k − 3 where k ≥ 3. We say that Sk,ℓB = {βˆ, γˆ, δˆ, εˆ, ηˆ, λˆ} is a ωˆ-empty
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2ℓ−k+3-multi-structure over B if βˆ is a multiset consisting of all odd sums with
same multiplicity 2ℓ−k+3 formed by β1, ..., βk−2, and

γˆ = {γ + β1 + β|β ∈ βˆ}
δˆ = {δ + β1 + β|β ∈ βˆ}
εˆ = {γ + β|β ∈ βˆ}
ηˆ = {δ + β|β ∈ βˆ}
λˆ = {γ + δ + β1 + β|β ∈ βˆ}.
Remark 20. Clearly, B and ℓ determines a unique ωˆ-empty 2ℓ−k+3-multi-structure
over B. Thus, if ℓ is fixed, then any two ωˆ-empty 2ℓ−k+3-multi-structures Sk,ℓB1 and
Sk,ℓB2 can be translated to each other by automorphisms of Hom((Z2)
k,Z2).
By Proposition 8.5, Corollary 8.9 and Theorem 3.2, one has that
Lemma 8.17. Given an ωˆ-empty 2ℓ−k+3-multi-structure Sk,ℓB = {βˆ, γˆ, δˆ, εˆ, ηˆ, λˆ}
over B = {β1, ..., βk−2, γ, δ}, up to equivariant cobordism there is a unique ωˆ-empty
action in Ak3·2ℓ(4) such that its tangent representation set consisting of
βˆ ∪ γˆ ∪ δˆ, βˆ ∪ ηˆ ∪ εˆ, γˆ ∪ εˆ ∪ λˆ, δˆ ∪ ηˆ ∪ λˆ.
Conversely, each action in Ak3·2ℓ(4) determines a unique ωˆ-empty 2
ℓ−k+3-multi-
structure.
Remark 21. we easily see from Proposition 8.5 that each action of Ak3·2ℓ+t(4) with
t ≤ 2ℓ+1 can still determine a unique ωˆ-empty 2ℓ−k+3-multi-structure.
Proposition 8.18. In every dimension n with 3 ·2ℓ ≤ n ≤ 5 ·2ℓ for every ℓ ≥ k−3,
Akn(4) is nonempty.
Proof. Given an integer ℓ ≥ k − 3, let n = 3 · 2ℓ + t where 0 ≤ t ≤ 2ℓ+1. Take
an ωˆ-empty 2ℓ−k+3-multi-structure Sk,ℓB = {βˆ, γˆ, δˆ, εˆ, ηˆ, λˆ} over B = {β1, ..., βk−2,
γ, δ}, by Lemma 8.17 and Theorem 3.3 one has that for any symmetric function
f(x1, ..., x3·2ℓ) in 3 · 2
ℓ variables over Z2
fˆ =
f(βˆ, γˆ, δˆ)∏
βˆ
∏
γˆ
∏
δˆ
+
f(βˆ, εˆ, ηˆ)∏
βˆ
∏
εˆ
∏
ηˆ
+
f(εˆ, γˆ, λˆ)∏
εˆ
∏
γˆ
∏
λˆ
+
f(λˆ, ηˆ, δˆ)∏
λˆ
∏
ηˆ
∏
δˆ
belongs to Z2[ρ1, ..., ρk]. Further, by Lemma 8.12, fˆ is divisible by
[∏
(γ+δ+ βˆ)
]2
.
Now, for any integer t ≤ 2ℓ+1, one can always choose a multiset Θ formed by
β1, ..., βk−2, γ, δ such that |Θ| = t, and each element of Θ is chosen in the 2k−3
different elements of {β + γ + δ |β ∈ βˆ} and has multiplicity at most 2ℓ−k+4. Note
that if t is zero then Θ is empty. Since |βˆ| = 2ℓ and ℓ ≥ k − 3, one has that[∏
(γ + δ + βˆ)
]2
is divisible by
∏
Θ, so fˆ is also divisible by
∏
Θ. Consider any
symmetric function g(x1, ..., xn) in n variables. One can write g(x1, ..., xn) as a sum∑
h,f
h(x1, ..., xt)f(xt+1, ..., xn)
of products h(x1, ..., xt)f(xt+1, ..., xn) such that each h is a function in t variables
x1, ..., xt and each f is always a symmetric function in n − t variables xt+1, ..., xn
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(note that for the cases n = 4, 5, see the proofs of Lemmas 7.1-7.2). Then one has
that
gˆ =
g(Θ, βˆ, γˆ, δˆ)∏
Θ
∏
βˆ
∏
γˆ
∏
δˆ
+
g(Θ, βˆ, ηˆ, εˆ)∏
Θ
∏
βˆ
∏
ηˆ
∏
εˆ
+
g(Θ, εˆ, γˆ, λˆ)∏
Θ
∏
εˆ
∏
γˆ
∏
λˆ
+
g(Θ, λˆ, ηˆ, δˆ)∏
Θ
∏
λˆ
∏
ηˆ
∏
δˆ
=
∑ h(Θ)∏
Θ
{
f(βˆ, γˆ, δˆ)∏
βˆ
∏
γˆ
∏
δˆ
+
f(βˆ, ηˆ, εˆ)∏
βˆ
∏
ηˆ
∏
εˆ
+
f(εˆ, γˆ, λˆ)∏
εˆ
∏
γˆ
∏
λˆ
+
f(λˆ, ηˆ, δˆ)∏
λˆ
∏
ηˆ
∏
δˆ
}
=
∑ h(Θ)fˆ∏
Θ
so gˆ belongs to Z2[ρ1, ..., ρk]. Thus by Theorem 3.3 and Proposition 8.5, there is a
(Z2)
k-action such that its changeable part ωˆ is just Θ. 
Together with Corollaries 8.8-8.14 and Proposition 8.18, we have completely
determined the existence of all actions in Akn(4). The result is stated as follows.
Theorem 8.19. Akn(4) is nonempty if and only if k ≥ 3 and n is in the range⋃
ℓ≥k−3[3 · 2
ℓ, 5 · 2ℓ].
We see from the proof of Proposition 8.18 that ωˆ can always happen as long as
0 ≤ |ωˆ| ≤ 2ℓ+1. However, when we fix an integer t with 0 ≤ t ≤ 2ℓ+1, generally
there may be different choices of ωˆ with |ωˆ| = t if t > 0. This can be seen from the
following example.
Example 4. Consider the (Z2)
4-manifold Ω(φ3,RP
3). This is a ωˆ-empty (Z2)
4-
action, whose colored graph is shown in Figure 9. It is easy to see that there are two
p
s r
ρ2 + ρ3
ρ1 + ρ3
ρ1 + ρ2ρ3 + ρ4 ρ3
ρ2 + ρ4
ρ2
ρ1 + ρ3 + ρ4
ρ1 + ρ2 + ρ4
q
ρ1 + ρ4
ρ2 + ρ3 + ρ4
ρ1
Figure 9. The colored graph of Ω(φ3,RP
3)
different choices for ωˆ with |ωˆ| = 1, which are {ρ1+ρ2+ρ3} and {ρ1+ρ2+ρ3+ρ4}
respectively, and there are three different choices for ωˆ with |ωˆ| = 2, which are
{ρ1 + ρ2 + ρ3, ρ1 + ρ2 + ρ3}, {ρ1 + ρ2 + ρ3, ρ1 + ρ2 + ρ3 + ρ4} and {ρ1 + ρ2 + ρ3 +
ρ4, ρ1 + ρ2 + ρ3 + ρ4} respectively. Also, these different choices of ωˆ with |ωˆ| = 1
or 2 determine different actions up to equivariant cobordism.
Now fix an ωˆ-empty 2ℓ−k+3-multi-structure Sk,ℓB = {βˆ, γˆ, δˆ, εˆ, ηˆ, λˆ} over B =
{β1, ..., βk−2, γ, δ} and then let us look at how many there are choices of ωˆ with
|ωˆ| = t.
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First, write 2k−3 different elements in {β + γ + δ |β ∈ βˆ} as w1, ..., w2k−3 . Next,
choose an integer vector v = (v1, ..., v2k−3) in Z
2k−3
≥0 such that
|v| = v1 + · · ·+ v2k−3 = t
and each vi ≤ 2
ℓ−k+4. This vector v determines a unique choice of ωˆ with |ωˆ| = t,
denoted by ωˆvB, in such a way that each wi has multiplicity just vi in ωˆ. Thus,
it is not difficult to see that the number of different choices for ωˆ with |ωˆ| = t is
exactly the number of those lattices satisfying the equation x1 + · · · + x2k−3 = t
with 0 ≤ xi ≤ 2
ℓ−k+4 in R2
k−3
, i.e., the number of all integer vectors in the set
Ik(t) :=
{
(v1, ..., v2k−3) ∈ Z
2k−3
≥0
∣∣∣ 2k−3∑
i=1
vi = t with each 0 ≤ vi ≤ 2
ℓ−k+4
}
.
Obviously, if k = 3, then ωˆ with |ωˆ| = t has a unique choice.
We see from the proof of Proposition 8.18 that each ωˆvB determines a (Z2)
k-action
with the tangent representation set
{ωˆvB ∪ βˆ ∪ γˆ ∪ δˆ, ωˆ
v
B ∪ βˆ ∪ ηˆ ∪ εˆ, ωˆ
v
B ∪ εˆ ∪ γˆ ∪ λˆ, ωˆ
v
B ∪ λˆ ∪ ηˆ ∪ δˆ},
which is called the (Z2)
k-action of type ωˆvB in A
k
3·2ℓ+t(4).
Lemma 8.20. Let k > 3 and let v1 and v2 be two different vectors in Ik(t). Then
the (Z2)
k-action of type ωˆv1B is not equivariantly cobordant to the (Z2)
k-action of
ωˆv2B .
Proof. Obviously, both v1 and v2 with v1 6= v2 give two different ωˆ
v1
B and ωˆ
v2
B .
Then two (Z2)
k-actions of types ωˆv1B and ωˆ
v2
B determine two different tangent rep-
resentation sets. Furthermore, the lemma follows from this by Theorem 3.2. 
Remark 22. We see by Lemma 8.20 that up to equivariant cobordism, the number
of all (Z2)
k-actions of types ωˆvB with |v| = t in A
k
3·2ℓ+t(4) is the same as that of
elements in Ik(t).
8.4. The equivariant cobordism classification of all actions in Akn(4). Sup-
pose that Akn(4) is nonempty. Then by Theorem 8.19 there are integers ℓ and t
with ℓ ≥ k − 3 and t ≤ 2ℓ+1 such that n = 3 · 2ℓ + t.
Now let us consider the equivariant cobordism classification of all actions in
Ak3·2ℓ+t(4).
For t = 0, one knows from Remark 18 that for any two actions (Φ1,M1)
and (Φ2,M2) in Ak3·2ℓ(4), there is an automorphism σ ∈ GL(k,Z2) such that
(Φ1,M1) is equivariantly cobordant to (σΦ2,M2). On the other hand, applying
Ω-operation k − 3 times and ∆-operation 2ℓ−k+3 times to (φ3,RP 3) gives a (Z2)k-
action ∆2
ℓ−k+3
Ωk−3(φ3,RP
3) in Ak3·2ℓ(4). Thus one has
Proposition 8.21. Each of Ak3·2ℓ(4) with ℓ ≥ k − 3 is equivariantly cobordant to
one of
σ∆2
ℓ−k+3
Ωk−3(φ3,RP
3), σ ∈ GL(k,Z2).
For t > 0, as shown in Subsection 8.3, generally the changeable part ωˆ with
|ωˆ| = t may have many possible choices, but we can give a description for those
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possible choices. In particular, this description also works for the case t = 0. Thus,
throughout the following assume that 0 ≤ t ≤ 2ℓ+1.
Beginning with the (Z2)
k-action ∆2
ℓ−k+3
Ωk−3(φ3,RP
3) in Ak3·2ℓ(4), which is
equivariantly cobordant to an action (Φ,M) fixing exactly four isolated points.
Then, by Lemma 8.17 we can obtain a unique ωˆ-empty 2ℓ−k+3-multi-structure
Sk,ℓB = {βˆ, γˆ, δˆ, εˆ, ηˆ, λˆ} over B = {β1, ..., βk−2, γ, δ} such that the tangent represen-
tation set of (Φ,M) consists of
βˆ ∪ γˆ ∪ δˆ, βˆ ∪ ηˆ ∪ εˆ, γˆ ∪ εˆ ∪ λˆ, δˆ ∪ ηˆ ∪ λˆ.
Now, given an integer vector v ∈ Ik(t) with |v| = t, in the way as in Subsection 8.19,
one can obtain a changeable part ωˆvB. Furthermore, by Lemma 8.20, up to equi-
variant cobordism there is a unique action denoted by Λv∆2
ℓ−k+3
Ωk−3(φ3,RP
3)
such that its tangent representation set is{
ωˆvB ∪ βˆ ∪ γˆ ∪ δˆ, ωˆ
v
B ∪ βˆ ∪ ηˆ ∪ εˆ, ωˆ
v
B ∪ εˆ ∪ γˆ ∪ λˆ, ωˆ
v
B ∪ λˆ ∪ ηˆ ∪ δˆ
}
.
Let σΛv∆2
ℓ−k+3
Ωk−3(φ3,RP
3) denote the action produced by applying an auto-
morphism σ ∈ GL(k,Z2) to Λv∆2
ℓ−k+3
Ωk−3(φ3,RP
3).
Theorem 8.22. Up to equivariant cobordism,{
σΛv∆2
ℓ−k+3
Ωk−3(φ3,RP
3)
∣∣v ∈ Ik(t), σ ∈ GL(k,Z2)}
gives all possible nonbounding actions in Ak3·2ℓ+t(4) where ℓ ≥ k − 3 ≥ 0 and
0 ≤ t ≤ 2ℓ+1.
Proof. Let (Ψ, N) be an action inAk3·2ℓ+t(4). Without loss of generality assume that
(Ψ, N) has exactly four fixed points. It is not difficult to see from Proposition 8.5
that (Ψ, N) determines a unique ωˆ-empty 2ℓ−k+3-multi-structure over some basis
B′ of Hom((Z2)
k,Z2). In addition, (Ψ, N) also determines a unique changeable
part ωˆvB′ . Thus, the tangent representation set N(Ψ,N) is uniquely constructed by
B′. Since any two bases in Hom((Z2)
k,Z2) can always be translated to each other
by automorphisms of Hom((Z2)
k,Z2), there must be one σ ∈ GL(k,Z2) such that
(Ψ, N) and σΛv∆2
ℓ−k+3
Ωk−3(φ3,RP
3) have the same tangent representation set.
The theorem then follows from Theorem 3.2. 
Remark 23. It should be pointed out that Λv∆2
ℓ−k+3
Ωk−3(φ3,RP
3) is not a con-
crete action, but its tangent representation set is concrete and can be constructed.
We try to construct a concrete action, but fail.
Now, with Theorems 8.19 and 8.22 together, we complete the proof of Theo-
rem 1.5.
8.5. The characterization of the colored graphs of actions in Akn(4). Sup-
pose that Akn(4) is nonempty. Then one knows from Theorem 8.19 there are integers
ℓ and t with ℓ ≥ k − 3 and t ≤ 2ℓ+1 such that n = 3 · 2ℓ + t.
Now let (Γ, α) be an abstract 1-skeleton of type (3 ·2ℓ+ t, k) such that Γ contains
exactly four vertices p, q, r, s. Then we consider the following question.
(P) When can (Γ, α) become a colored graph of some action in Ak3·2ℓ+t(4)?
If t = 0, we can characterize the colored graphs of actions in Ak3·2ℓ+t(4), and our
result is stated as follows.
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Theorem 8.23. If t = 0, then (Γ, α) is realizable as a colored graph of some action
in Ak3·2ℓ(4) if and only if there is a basis {β1, ..., βk−2, γ, δ} of Hom(Z2)
k,Z2) such
that
α(Ep) = βˆ ∪ γˆ ∪ δˆ, α(Eq) = βˆ ∪ ηˆ ∪ εˆ,
α(Er) = εˆ ∪ γˆ ∪ λˆ, α(Es) = λˆ ∪ ηˆ ∪ δˆ
where βˆ is a multiset consisting of all odd sums with same multiplicity 2ℓ−k+3
formed by β1, ..., βk−2, and

γˆ = {γ + β1 + β|β ∈ βˆ}
δˆ = {δ + β1 + β|β ∈ βˆ}
εˆ = {γ + β|β ∈ βˆ}
ηˆ = {δ + β|β ∈ βˆ}
λˆ = {γ + δ + β1 + β|β ∈ βˆ}.
Proof. Clearly, all actions of Ak3·2ℓ(4) determine a unique connected regular graph
with four vertices. Then Theorem 8.23 immediately follows from Proposition 8.5
and Corollary 8.9. 
If t > 0, then generally Γ(Φ,M) of an action (Φ,M
n) in Ak3·2ℓ+t(4) may not be
uniquely determined, so this leads to the difficulty of determining an abstract 1-
skeleton to be a colored graph of some action. The problem seems to be quite
complicated. Actually, even if n = 5, as seen in the 5-dimensional example (Λ,M5)
of Lemma 7.2, we still cannot determine which of six possible abstract 1-skeleta
in Figure 7 is the colored graphs of (Λ,M5). However, we can characterize the
tangent representation set of each action in Ak3·2ℓ+t(4). By Theorem 8.15 and
Proposition 8.18, one has that
Theorem 8.24. If t > 0, then the vertex-coloring set {α(Ep), α(Eq), α(Er), α(Es)}
of (Γ, α) is the tangent representation set of some G-action (Φ,M) in Ak3·2ℓ+t(4) if
and only if there is a basis {β1, ..., βk−2, γ, δ} of Hom((Z2)k,Z2) such that
α(Ep) = βˆ ∪ γˆ ∪ δˆ ∪ ωˆ, α(Eq) = βˆ ∪ ηˆ ∪ εˆ ∪ ωˆ,
α(Er) = γˆ ∪ εˆ ∪ λˆ ∪ ωˆ, α(Es) = δˆ ∪ ηˆ ∪ λˆ ∪ ωˆ
where βˆ is a multiset consisting of all sums with same multiplicity 2ℓ−k+3 formed
by the odd number of elements of β1, ..., βk−2, and

γˆ = {γ + β1 + β|β ∈ βˆ}
δˆ = {δ + β1 + β|β ∈ βˆ}
εˆ = {γ + β|β ∈ βˆ}
ηˆ = {δ + β|β ∈ βˆ}
λˆ = {γ + δ + β1 + β|β ∈ βˆ}
|ωˆ| = t
and every element in ωˆ is chosen in the 2k−3 different elements of {γ+δ+β|β ∈ βˆ}
and has multiplicity at most 2ℓ−k+4.
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Finally, combining Theorems 8.15, 8.23-8.24 and Proposition 8.18, we complete
the proof of Theorem 1.7.
9. An observation on the minimum number of fixed points of actions
Define
m(n, k) := min
{
|MG|
∣∣(Φ,Mn) ∈ Akn}.
Theorem 1.2 has given an estimation of the lower bound for the number of fixed
points of each action in Akn, so one has that
m(n, k) ≥ 1 + ⌈
n
n− k + 1
⌉.
Then it easily follows that
Lemma 9.1. If there is a G-action (Φ,Mn) in Akn such that |M
G| = 1+ ⌈ n
n−k+1⌉,
then m(n, k) = 1 + ⌈ n
n−k+1⌉.
By Lemma 9.1, we know from Examples 2-3 that
m(n, k) =
{
n+ 1 if n = k ≥ 2
3 if n = 2ℓ ≥ 2k−1 ≥ 2.
On the other hand, Theorems 1.4(a) tells us that
m(n, k) = 3⇐⇒ n = 2ℓ ≥ 2k−1 ≥ 2.
This gives all possible values of n and k for m(n, k) = 3. Set
X1 =
{
(n, k) ∈ N2
∣∣∣n = 2ℓ ≥ 2k−1 ≥ 2}
and
X2 =
{
(n, k) ∈ N2
∣∣∣k ≥ 3, n ∈ ⋃
ℓ≥k−3
[3 · 2ℓ, 5 · 2ℓ]
}
.
Since 3 is the minimum possible value of m(n, k), by Theorem 1.5(a) we have that
m(n, k) = 4⇐⇒ (n, k) ∈ X2 \ X1.
Combining the above arguments, we have that
Proposition 9.2.
(a) m(n, k) = 3 if and only if (n, k) ∈ X1.
(b) m(n, k) = 4 if and only if (n, k) ∈ X2 \ X1.
(c) If n = k ≥ 2, then m(n, k) = n+ 1.
By applying the Ω-operation and the ∆-operation to (φ4,RP
4), one can obtain
the (Z2)
k-action (Φ,Mn) fixing five isolated points with
(n, k) ∈ X3 =
{
(n, k) ∈ N2
∣∣∣n = 2ℓ ≥ 2k−2 ≥ 4}.
It is easy to see that X3 \ (X1 ∪ X2) is nonempty. For example, (4, 4) ∈ X3 but
(4, 4) 6∈ X1 ∪ X2. By Proposition 9.2 one has
Corollary 9.3. If (n, k) ∈ X3 \ (X1 ∪ X2), then m(n, k) = 5.
By Lemma 5.2, it easily follows that
Corollary 9.4. Let n ≥ 2 be even and let n = 2p1+ · · ·+2pr with 0 < p1 < · · · < pr
be the 2-adic expansion of n. Then m(n, 2) = 3r.
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