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The problem of the approximation of functions by Miintz polynomials on an 
interval [a, h] with rr>O is considered. It is shown that, in contrast to the 
behaviour in approximating on an interval [0, h], for the approximation of a 
function ,/ by Miintz polynomials on [u. h]. u > 0, the minimal deviation tends to 
zero with a geometric rate for all functions 1’ holomorphic in a sufficiently large 
region around the interval [a. h]. Also a converse theorem is given. The results are 
interpreted in the context of the equivalent (linear) problem of the approximation 
of functions by exponential sums. ( 19X5 Academic Press. In< 
I. INTRODUCTION 
Let C[a, h] denote the space of real valued continuous functions on 
[u, h], a < h, endowed with the uniform norm 
ll.f’ll lu,h, := max(I.f‘(.u)l:.us [a, h]), .fE CC& hl 
We consider the approximation of functions ,f‘~ C[u, h], a > 0, by Miintz 
polynomials from Z7,,(iU,.), 
I7,,(3.,.) := f u,.x’~:a,.~R , 
i i 
nEN, (1) 
v _ 0 
on the interval [a, h], where (,I,.) denotes a fixed sequence of real numbers 
1.1 . \VENi: 
0 < i.,, < 2, < . , lim E,, = x. (2) I r, 
The classical Miintz theorem (cf. 1121) states that the system of 
polynomials from fl,,(E.,) is dense in C[O, I] iff C,TX, (l/l-,.) = x and 
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i,, = 0. The corresponding result for the approximation on an interva! 
[u. h] with o> 0 has been proved independently by Clarkson and Erdos 
(cf. 141) and L. Schwartz (cf. [ 161). Given /‘E C[u. h] we are interested in 
the asymptotic behaviour of the minimal deviation p,I(,/: (n,). [u, h]), 
~,,(f, (j.,). [~hl):= mini If -~/),,I,,,, i ,:~,,ELl,,(~b,)) (3) 
Looking at the transformation 
.\ = (’ l. tE[-logh. -logu]. F(t)=f(r ‘1. 
(4) 
t = -log .\-, .YE [u. /I], f’(s) = F( -IO& x), 
we see that the problem of the approximation of a function f‘(v) E c’[u, h], 
0 6 u < h < X. by Miintz polynomials from n,,(j,, ) on [(I h] is equivalent 
to the problem of the approximation of F(r) E C[sl. /I] with ‘X = -log h. 
/j = -log u on [r, /j] by help of exponential sums from ,A,,(;.,.), 
The corresponding minimal deviation reads 
6)!(F, (i.,.). [X./I]):= min(~lF-~tl,,/l,.,,,:(/,,Ed,,(E,,)j.. (6) 
Mostly these equivalent problems are treated as Muntz approximation 
problems although only the approximation by exponential sums seems to 
be of practical relevance. 
For the rate of convergence of the minimal deviation p,,( fi (i,,), [u, h]). 
f‘E C[u, h], as n + x Jackson-type theorems have been proved by several 
authors. (See. e.g.. M. v. Golitschek [S]. D. Leviatan [lo], D. J. Newman 
[ 131 for the approximation on [0, h]. and M. v. Golitschek [9] for the 
approximation on [tr. h], (I > 0.) In contrast to the usual approximation by 
algebraic polynomials for the Miintz approximation on the interval [0, h] 
the order of approximation need not generally increase with the 
smoothness of the function being approximated. For example, let us regard 
the approximation of f‘(s) = .Y by polynomials s“‘, ~1 E N, ci> 0. l/tl$ PV (i.e., 
i,, = r/v, r E BA ) on [O. 11. Replacing .Y by .Y’ ” it follows 
p,,(.u. (d). [O, l])=p,,l.r’~‘. (1’1, [O, I],, I7 E w 
The minimal deviation in approximating g(s) = A*’ ” by usual polynomials 
on [0, I] is of order 17 ’ ” (cf. G. Meinardus [ 1 I I). Thus we have the 
asymptotic relation 
p,J.u. (WI). [O, l])=O(rz ‘(‘) as II + x (7) 
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But for the Miintz approximation on intervals [u, h] with u > 0 the rate of 
/),,(,f; (i.,,), [a, h]) depends on the smoothness of ,f’just as in the case of 
usual approximation by polynomials (cf. M. v. Golitschek [9]). 
We are now interested in the question of what kind of functions 
f’~ C[u, h] can be approximated by Miintz polynomials from I7,,(3.,,) with a 
geometric rate of convergence i.e., 
p,,(.f; (j-,.I, [K hl 16 A y ‘I, HE PV, with y> I 
For the approximation on the interval [0, l] this problem has been regar- 
ded in [ 141. The results suggest that under the assumption 
O<dGi,.+, -i,,, VEN, on the sequence (2,) the minimal deviation 
p,,(,L (A,.), [0, 11) tends to zero geometrically if and only if the 
approximated function ,f‘is the restriction of a “Muntz series” 
absolutely convergent in a certain domain around the branch point zero of 
the Riemann surface of the logarithm. (Since the numbers E,,. are allowed to 
be irrational the complex value z in (8) must be an element freom the 
Riemann surface of the logarithm denoted by @,,,.) 
Again the situation is changed for the approximation on intervals [u, h] 
with u > 0. Let us consider the approximation of .f‘(x) = Y by polynomials 
.P , YE N, d>O, l/d+ N, on the interval [u. I]. By substituting x for X’ ” 
we get 
and consequently 
p,,(x, (vd), Cu, 11) = p,,(s’ “. (v), [d’, 11 L nEW. 
The function g(.u) = .Y ’ “ is holomorphic in any circle not containing the 
zero point. Thus by the theorem of S. N. Bernstein (cf. G. Meinarduls [ 111) 
we find by taking account of the transformation of the interval [ - I, I ] 
onto [a, I] that the geometric decrease 
/I,,(-Y, (vd), [u, 1 ]) = 0 
occurs in contrast to the approximation on [0, : 1 (cf. (7)). 
In the following we are mainly interested in the behaviour of the minimal 
deviation p,,(f; (2,) [LI, h]) in approximating a function ,f’ by Miintz 
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polynomials on intervals [a, h], u > 0, where the function ,f’ is assumed to 
be holomorphic around the approximation interval [a, h]. 
2. A SPECIAL MCJNTZ APPROXIMATION PROBLEM 
M. Hasson has regarded (cf. [S, 61) the special “Miintz problem” of the 
approximation of functions by usual polynomials p,! in which for a fixed 
k E N the coefficients of .x’ are zero, i.e., 
p,,(x) = 2 cI,..Y\‘, nE NJ. 
,‘=(I 
Vfk 
We define for k, n E N, k <n, f‘~ C[U, h] the minimal deviation 
First we look at the approximation of the function f‘(x) = xi by the other 
power functions xV, v E N, v #k. This example reflects some peculiarities of 
the general Miintz approximation problem. 
The alternating properties of the Chebyshev polynomials of the first kind 
T,,, n E N, lead to the following 
LEMMA 1. Let a, h, 0 < a < h, be given. Then relation 
holds ,for all k, n E N, k < n. 
Proof: Considering the polynomials T,,(2(x - a)/(/~ - u) - 1) on [a, h] 
the assertion follows by the same arguments as for the special case 
a = 0, h = 1 in M. Hasson [S]. 
Since (cf. A. F. Timan [ 15, p. 2261) 
we get by (10) 
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for 1 6 k 6 n. Using 
we find inequality 
h”(2k)! 
4”n 
n 3 k 3 1, for the minimal deviation pjli’(xk, (v), [0, h]) in approximating 
.Y’ by the other power functions xv, v E N, v #k, on the interval [0, b] (cf. 
also M. Hasson [5]). But moving the approximation interval away from 
the origin the minimal deviation pjrk’(,8, (v), [a, h]), u > 0, tends to zero 
geometrically. 
LEMMA 2. Let a, h, 0 < u < h, and k E N he given. Then the asymptotic 
relation 
pJ,k)(xk, (v), [u, h]) = 2k!(&)k n m/i ($~$Jn(l+o(;J) (121 
holds as n + UCI. 
Proqf: With transformation 
.z = $(v + l/u), u=z+JX-l, z=x+iy, vE@, 
equality 
T,,(z) = ;(v” + l/v”) 
is valid for the Chebyshev polynomials T,, n E N. This follows by applying 
the identity principle for holomorphic functions to relation 
;( ev + e rn0, ) = cos nq = T,(cos cp), 
,’ = p - - cos cp, Ed E R. Setting D,: = dldx we obtain with 9 - 
T,,(x) = $(v” + l/v”), 2 = x> 1, u=x+JFT, (13) 
by differentiation 
1 1 ,I 
=-4 - 1 2 7 J& 
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and further for k <II 
with functions F,, \I= I(l)& I. 
not depending on n E N. Hence:cvmbining (13) and (14) we find setting 
ti:=l+2u/(h-a)> I, r:=ti+\ K- ~ 1 for any fixed k E N the asymptotic 
relation 
With (10) it follows that 
as n + r;. In view of 
we have established relation ( 12). 
Remurk I. Since 
we see from (12) that for fixed length h-u of the interval [a, h] the 
geometric rate of the minimal deviation /I!“‘(.\-“, (10, [u, h] ) increases with 
the distance of the interval from the zero point. 
A geometric rate of the minimal deviation /,:,X1(,/. (v), [(I. h] ). u > 0, also 
occurs for all functions .f’ holomorphic around the approximation interval 
[u, h]. This is stated in 
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THEOREM 1. Let 0 <u < h und k E N he giwn. Let E((b - u)i2 + ti) 
denote tht> ellipse with ,foci u, h und greut hulf’ axis of‘ length (h - u)i2 + K, 
\i,here K is a number 0 < K <u. Suppose the fimction ,f’ is holomorphic in u 
region containing the ellipse E((h - u)/2 + K), 0 < K < u, and its interior. 
Further let j’(z) be real for reul 1. Then ineyualitjl 
ho& tixith u constant A not depending on n. 
Proof: Let 
,f’(r)= $, u,T,, 
i 
2(-Y-U) , 
~- 
/ -0 _ h-u > 
(17) 
be the Chebyshev expansion off‘on the interval [a, b]. By assumption .f’is 
holomorphic on an ellipse E( (h ~ a)/2 + ti,) (cf. ( 15)) and its interior with 
K, = ti + E, t: > 0, small enough. By applying transformation 
_ 2(x-u) , 
-y=h-o- ’ 
IE [u, b], i7.E [-I. I]. 
mapping the interval [a, h] onto [ - 1, I] and the point u -- ti, on 
- (1 + 2ri,/(h - a)) we obtain just as in the proof of the Bernstein theorem 
(cf. G. Meinardus [ 11. p. 911) the bound 
2ti, 
y,:= 1 f- 
h-U’ 
Wk-,) 
la, i 67’ v E N, where R,:= y, +\/m, 
I 
(18) 
The inequality of S. N. Bernstein (cf. [ 1 1, p. 921) yields 
for any K? > 0 with Rz = yz + ,,I~&?. yz = 1 + 2tiz/( h ~ (1). NOW we choose 
a number K~, K, > ti2 > K. Since R, > R, it follows by (18) that 
<2B(ti,) i 
for;tE(~+hl\i (19) 
<% 
I 0 
and the Chebyshev expansion (17) is uniformly convergent on the ellipse 
E( (h - a)/2 + tiz) and its interior. Hence 
lim ll.f’-P,, II C(lh cl) 2 + h2, = 0 (20) ,i- I 
with the partial sums 
of (17) and consequently 
with a constant A, > 0. 
Let us first assume a > ti7 > ti. The transformation 
_ 2(ZhU) ] 
==ha- 
maps 
lr-tizresp.Oon -(l+k)resp. -(1+&j 
and thus the ellipses 
Here E(a), 1 < 0, denotes the ellipse with foci - 1, 1 and great half axis of 
length (T. Setting 
2u 
qo:= 1 +j-&* 
2x2 
c/z:= If- 
h ~- u 
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we see that transformation 
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(23) 
maps 
jvE@:j+l) onto [-I, 11. 
- APE@: /t’( =Ro:= q,l+vjq;- 1) ontoE( 1 +&j, (24) 
CEC: ltll=R2:= q2+dG } onto E(l +z). 
Moreover by (23) we have given a conformal mapping between the region 
/oE-@: (u( > R,] and the exterior ext &I +2x?/(h-a)) of the ellipse 
2( 1 + 21c2/(6 - a)). Hence setting ii = c/R, by 
there is given a mapping between 
and ,?(I+&) 
and E(1 +&j 
and a conformal mapping between 
We remember that a > K? or R, > R?. By a generalisation of the inequality 
of S. N. Bernstein (cf. D. Gaier [7, S. 331) we obtain with (22), taking 
account of the above transformations, that 
(25) 
is valid for all I E E((h + u)/2). With aid of the inequality of W. A. Markoff 
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(cf. G. Meinardus [ II]) applied to the interval [0, h + u] comprised in the 
ellipse E((h + u)/2) it follows 
and thus 
IS. IZEN, (26) 
for the kth coefficients 2::” of p,, (cf. (21)). k 6 n, k fixed, with a constant A 1 
not depending on n. 
Now let q,]~ Z7Jspan(.vh) be the polynomials which best approximate 
the function .vh on [LI, h], i.e., 
With the partial sums p,,, n E R4 (cf. (21 )), we have 
P;,“‘( fi (4, C& hl) G Il.f’-p,, + x:“’ -2 ~ x:’ Yn II [u.h] 
6 ll.f’-p,,ll,<,.h, + Iql u!,“W. (VI, cu, hl). 
(27) 
From (18) and (21) we see that for all .YE [u, h] the bound 
<2B(K,) f R, ‘, nEN, (28) 
v -,,+I 
<C,R,” 
is correct. Now with qo= 1 +2u/(h-u) 
Lemma 1 yields for fixed k E N 
/I;;‘(.@, (v,, [u. h]) 6 C, n ’ R. ‘I, nE N. (29) 
Using (26) we get 
I%:“‘1 p),“(xh, (v), [u, h]) 6 C, nn R2 “. ne Pd. (30) 
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In view of ti, > ti, > K or R, > R, we deduce from (27), (28) and (3,O) that 
p”‘(.f; (\t), [a, h])< BnhRp” ,I 2 ) nEN. (31) 
Setting q:= I + 2~/(h - N). R:= y + ,\lllq’- I it follows by til > K that 
R2 > R and thus 
lim nh = 0. 
I2 + I 
This combined with (3 I ) yields for fixed k E F& inequality 
p’“‘(f; (v), [u, h])< AR -‘I. ,i nEN, 
where the constant A is not depending on n. Since 
the assertion of the theorem is proved for K < CI. 
Now let us take ti = u. As before we obtain with suitable 
Kl, x2, ti, > ti, > u, inequality (19) and thus 
lim ll.f’-~,,Il~,,~ nj,2+hz,=0 (32) ,I- I 
with the partial sums p,,, n E FV (cf. (21)), 
The circle I?,, = {z E C: /:I < o i with 0: = ti2 -u is contained in the interior 
of the ellipse E((h-u)/2+ tiz) and by Cauchy’s integral formula ‘we lind 
with the power series 
an d 
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Hence by (32) for fixed k E N 
lim /ci -x:‘i’I =0 
II’ I 
or1~(:“‘~6A,forallnE~,n3k,withaconstantA,>O,Nowby(27),(28), 
and (29) we get immediately for fixed kg PV the bound 
d,“‘(.f: (~~1, [u. h]) < A R,, ‘I. 
and the assertion is proved also for K = u. 
Remurk 2. For fixed u, h the geometric factor 
H(ti):= (jb-u+ti+J#)2 
h-U 
(34) 
in ( 16) is a strictly monotonically increasing function of ti, 0 6 ti 6 u, with 
H(O)= 1 and H(a)=($+&)/(c;?- ,,;‘L). For the special case K = u 
inequality (16) is given in M. Hasson [6]. 
By (16) for functions j’ holomorphic only in ellipses E((b-u)j2 + K), 
with 0 < K 6 u, that are ellipses not containing the “singular point” zero in 
the interior, the minimal deviation yj,“(j; (v), [a, h]), a > 0, tends to zero 
geometrically with the same factor (34) as the minimal deviation 
p,,(.fl (v), [u, h]) in approximating with all polynomials from III,,. 
Moreover since 
P,,(.L (v), [u, h1)6Lt’(fi (L’L CG hl) 
the converse of Theorem 1 follows directly from the converse theorem of S. 
N. Bernstein for the approximation by all algebraic polynomials (cf. G. 
Meinardus [ 11, p. 921). 
The situation is changed if the functionj’is holomorphic in a region con- 
taining an ellipse E((h - u)/2 + ti) with ti > U. The difference between our 
special Miintz problem and the usual approximation by polynomials in this 
case is elucidated by 
THEOREM 2. Let u, h, 0 -c u < h, und k E N be given. Let the function f hr 
holomorphic on the ellipse E( (b - a)/2 + ti) (cj: ( 15)) and the interior where K 
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satisfies ti > a. Suppose ,f’(z) is real,fbr real r. If’ in addition ,f’l“(O) =: 0 then 
bi’ith a constant A 
In return for a,function ,f E C[a, h] let inequality (35) hold with K, K :> a > 0. 
Then there exists afunction .T holomorphic in the interior qf E( (h - a)/2 + ti) 
whose restriction to the interval [u, h] coincides with,f: Moreover,f?‘“‘(O) = 0. 
Proqf: To prove the first part of the theorem we proceed just as in 
the proof of Theorem 1. Taking as before ti, , x2; K, > ti? > u and setting 
/ 
again y, = I +2K,/(h-a), R, =q, +Jqf- 1, yz= I +2k-,1(&u), RI = 
qz + Jp we obtain from (I 7), (18), and (21) inequality 
(36) 
for all I E E( (h - a)/2 + ti?). Since ti-,>u the circle K,= {:~a): 
/:I < a}, CJ: = IC* - a, is contained in E( (h - a)/2 + x1) and as in the proof 
of Theorem 1 we get with the Taylor expansion 
off’ by (33) and (36) using cx =,f’” ‘(0)/k! = 0 the bound 
k, n E N; k d n, k fixed, (37) 
for the coefficients cc?) of p,!. Combining (27), (28), (29), and (37) we find 
with R,, = y0 + Jm, y. = 1 + 2a/(h -a). Now we can choose a number 
k’z, ti, > K > tiz > a, ti2 small enough such that with 
R=l+ 
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is satisfied. Thus (35) follows from (3X). The first assertion of the converse 
statement is proved in the same way as the corresponding assertion for the 
usual approximation by polynomials without any gap (cf. G. Meinardus 
[Il. p. 921). With the polynomials q,, E I7,,\,span(x”) satisfying 
Pl/i’(fi (v), IO. hl)= lI.f-Y,, I,< I.,,, 3 nEN. 
we set h,,: = qo, A,,: = q,? ~ q,, , ; n = I, 2 ,.... The series 
f’(s)= c l?,,(X) 
,I =~ 0 
is uniformly convergent in [u, h]. Moreover it follows as in [ 111 that the 
function 
7x:,= c h,,(z) (39) 
,I 0 
is uniformly convergent in any ellipse E( (h ~ u)/2 + ti, ) with K, 1 0 < K, < ti, 
i.e., 1’ is the restriction of the function T holomorphic in the interior of 
E((h - c1)/‘2 + K). Remembering h!:‘(O) = 0, n E N. by applying the 
Weierstrass theorem to the series (39) we finally obtain 
3. THE APPROXIMATION OF HOLOMORPHIC FuK-~-TIONS 
BY MCJNTZ POLYNOMIALS 
We consider first the approximation of the power function ,f’(-u) = x’, 
i 3 0 fixed, by help of polynomials from I7,,(i.,,) on [u, h] with u > 0. The 
following theorem (cf. Borosh, Chui, and Smith 131) says that the minimal 
deviation p,!(.u’, (j.,.), [u, h]), a>O. is the smaller the closer the numbers 
A,,, v = 0( 1 ) n, are to the number i.. 
THEOREM 3. Let n E N, j. > 0. LI, h, 0 <a < h, he ,qicen. The minimal 
deviation 
(40) 
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wirh ld21e.s 2, ) 1' = O( I ) 17, 
0 d i., < 2, < . . . < i, < i < i,, i , < I.. < i,,, -1 <q<n, 
is u .stric.tlJ monotonically increasing ,f‘unction of’ the culues i., i , . . . . . A,, and CI 
strictl~~ monotonicall~~ dcwreusing ,function of E.,,,..., 2,. 
Proqf: The proof is just the same as the proof of Theorem 2 in Worosh. 
Chui, and Smith 133 where only the case j-,, E N, I’= 0( 1) n. has been con- 
sidered. 
Estimates for the minimal deviation (40) can be obtained by comparing 
with the values 
pj,k)(r7”. (yv), [a, h]) = yn , 7 > 0. 
Lfh 
Since 
(41) 
we find from (12) for fixed k E N, 0 CT < CC. the inequality 
t7 E N, with constants A(k), B(k) not depending on n. We notice that given 
CI, h. 0 <a < h, the factor 
is strictly monotonically decreasing in ;‘, 1’ > 0. This follows from 
More generally we get from (42) by aid of Theorem 3 the following 
THEOREM 4. Let k E N, a, h, 0 <u < h, he given. Suppose the sequence 
(j.,) ((:I: (2)) surisfics Odd<i.,.+, -i.,.<D< X, YEN. Then ,for ihe 
r77inimul deeriu tion 
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ho1d.s jbr all n E Fb \isith Y: = [juk/D] and constants A, B not depending on n. 
(Htw [.Y] jtir .Y E R denotes the largest natural numhrr k, k ,< x.) 
ProoJ Setting with k, k 6 n, 
r:= [IskiD], r:= j,,-Dr>Q 
and using 
we deduce from Theorem 3 that 
pk’(-x-‘A. (i,.), [a, h] 1 d pi:: I x(.~‘“, (i, + D(v-r)), [a, h]) 
(44) 
= ,I;,‘; , k( x”) ’ I. (vD + 4, [a, hl). 
By p!‘:, k(s’A, (j., + D( v - r)), [u. h]) we have denoted the minimal 
deviation in approximating ,f’( X) = .Y’” by the functions .yyik + N’ ‘I, 
v = 0( 1) n + r ~ k, v # r. Since 
it follows with (42) and (44) that 
Taking a constant B satisfying 
the bound 
APPROXIMATION BY MiiNTZ POLYNOMIALS 183 
is established. To prove the lower bound in (43) we assume d> 0 since for 
d= 0 the bound is trivially satisfied. Putting /I: = A, - kd we get by 
Theorem 3 
pj;)(~A, (I.,,), [a, b])3pj~‘(.u”“, (2, +d(+k)), la, hl) 
= P;;‘(“~d + P, (dv + B)> la, hl 1 
and in view of 
the bound (42) leads to the left inequality of (43), 
and the theorem is proved. 
Given a sequence (i,,), 0 d d 6 E,,. + , - i.,. 6 D < CD, v E N, and a number 
i 3 0 with 
then by Theorem 4 for the minimal deviation pn(xi., (A,,), [a, h]) in 
approximating the function ,f‘(x) = x’ by polynomials from Z7,(A,,) on 
[a, h], u > 0, inequality 
holds with Y: = [A/D] and (5 := min(d, s^). In [ 1 ] the upper bound 
has been given. 
But also more generally for the approximation on intervals [a, tl] with 
u>O (in contrast to the approximation on [0, h]) the quantity 
/j,,(,f; (I.,.), [a, h]) has a geometric decrease for all functions holomorphic in 
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a sufficiently large region around the approximation interval [a, h]. This is 
stated in 
THEOREM 5. Let a, h, 0 < a < h, he given and let the sequence (A,,) satisfj~ 
O<d<&, , - 2,. < D < x, v E N. Suppose the function ,f is holomorphic in 
the interior of’ K, and continuous on K,, K,: = {i E @: 121 < R} where R is a 
number R > h. Further let ,f(:) he real ,for real z. Then for any q, 
O<q<o:= min {(a,‘, $T$}, (46) 
there exists a constant A = A(q) nor depending on n such that 
~,,(fi (&), [a, hl 1 d Aq ‘I (47) 
holds ,for all n E N. 
Proof: For the coefficients c,., VE N, of the Taylor expansion 
of,f we get by Cauchy’s integral formula the bound 
(48) 
with M: = max,,, = R{ if’(z)1 }. For any m E N inequality 
i=O 
(49) 
+ i ICY;, h” 
ll=m+ I
is valid. We seek for upper bounds for the minimal deviations 
Y~,,,,(x’, t&J, [a, hl 1, iEN,A<rn. (50) 
If I. 3 I, then the value (50) is less or equal to the minimal deviation in 
approximating g(x) = x” by the power functions x’+ n ,..., xi. + D(rm’dl r”dl’ 
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This follows from Theorem 3 since i, < I6 L, + , , k E N, implies 3.3 kd and 
[j./d] >, k. Hence using (41) we find 
PrH,cd,(-~” (A), [4 hl) ~P::,l.<,] [,...d,W, (i + ~lD), [a3 hl) 
G fJ i P t’l,i. <I] r I <I1 (1, (VD), la> hl 1 (51) 
= fJ” P’l%l d] [/,</l (1, (VI, Iu”. m 1 
for i,,didm. Now by (10) 
for any 2, /?, 0 <‘c! < fl. Using (13) we obtain with x = 1 + ~cx(/(~-‘Y), 
1~ = x + dn the bound 
and in view of (5 1) we get 
for A, & 6 16 m. For the finitely many I. E N, i. < I.,, Theorem 3 yields by 
applying 
Pr,ddl(-yi, (3.,.h [a3 hl 1 G Prrpl dj(,x’, (4, + VD), la3 hl) 
< /IA” pprl.<,,(x’;~ ‘-c)‘.D, (v), [u”, h”‘]). 
(53) 
The function h(x) = Y” *,I”~ is the restriction of a function holomorphic in 
any ellipse around the interval [a, h] provided that the ellipse does not 
contain the zero point. Taking account of the transformation of [,a”, h”] 
onto [ - 1, l] a result of S. N. Bernstein (cf. [Z]) says that inequality 
is valid with K = (fl + ,/l;r”)/(Jp - ,,@) and a constant B not 
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depending on n. Hence by (53) there exists a constant c‘ such that for 
rr7~ N, cldm, 
for all iE N, jti<&. Combining (48) (49), (52) and (54) we obtain 
with 
and constants k,, k,, k, not depending on me N. Thus to any number 
q < c there exists a constant A = A(q) such that (47) holds as stated. 
The upper bound (47) for the minimal deviation p,,(,f, (E,,), [a, b]) 
depends on the value u (cf. (46)). For functions f holomorphic in a suf- 
ficiently large region, i.e., 
(55) 
the geometric factor (T is bounded (from above) by the right side of (55) 
which doesn’t depend onfand the rate of convergence increases with the 
distance of the interval [a, h] from the origin. 
4. A CONVERSE THEOREM 
Regarding again inequality (47) with q given in (46) the bound in 
Theorem 5 suggests that for fixed interval [cr, h], u > 0, generally even for 
entire functions f the geometric rate of p,(f; (j.,.), [u, h]) is bounded by a 
number depending only on the distance of the interval [a, h] from the zero 
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point and on the difference h-a. More precisely the following 
generalisation of the converse result of Theorem 2 holds. 
THEOREM 6. Let u, h, 0 < u < h, be given and let the sequence (i,,)~ satisfy 
0 < d 6 i., + , - i.,, < D < x, v E N. Suppose, .for a function f E C[a, h], the 
inequality 
holds with constants A and r, where 
(56) 
Then there exists u Miintz series 
absolutely convergent in I?,: = {z E clog: IzI < R}, with R = b. (r/rc)‘lD, 
whose restriction to the interval [a, b] coincides with the given functionf. 
ProqfI For convenience we apply a transformation Ito the 
approximation problem. Setting 
X: = x/b, F(.?)=,f(b.?)=f(x) (57) 
by assumption equivalently to 
inequality 
F(1) - i ,I c(( )bib j+ 
II 
6 Arm-“, nEN, 
\I = 0 rd. I 1 
holds. Putting c(: = a/b, 0 < cx < 1, this means that 
p,,(E (41, Ccc, ll)dAr ‘I, nE N. 
With polynomials q,z E n,,(i,,) satisfying IIF- q,, // [%,,, < A r -‘I, n E N, we 
define p,, : = q,, - q,, , ; n = 1, 2 ,...; po: = qo. Then the series 
Ft.?) = qo(-3 + i; (q,A-?I - q,, I(.?)) = -f P,(.f) 
II= I ,I = 0 
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is uniformly convergent in [r, I] and moreover it follows 
II P, II rT. I 1 6 IIF- Yfl II rz. I 1 + ‘IF- Y, I II FT. 1 1, 
nE N, (58 1 
6 Br ‘I, 
with a constant B. For the polynomials 
clearly 
is correct where F is an element of the Riemann surface of the logarithm 
@ ,og. Since 
we have 
(61) 
for all k, n E N, k <n. By Theorem 3 the value pjlk)(,Yk, (j.J, [cl, 11) is not 
smaller than the minimal deviation in approximating g(Z) =Z2’ by the 
functions .Yi + ” k”‘, v = 0( 1) n, v # k. Consequently 
We remember (IO), 
p),“‘(P, (v), [cc’, l])= 
k! (1 -cc“)’ 
APPROXIMATION BY MiiNTZ POLYNOMIALS 189 
for k, n E N, k 6 n. Applying the inequality of W. A. Markoff (cf. [I 111) to 
T,, on the interval [ -9, q], q > 1, we find the bound 
22kk! n 
ITkk)(q)I G(2qz 
From (13) it follows with q > 1 
II T, I/ I my.yJ = T>,(q) 6 (q + &’ - 1)” 
for all n E N. Combining 
M 
-4 > 
n+k =n::A(t~‘-v’)~ n’” <zce,, 
n+k n-k (2k)! (2k)! n! 
with (63) (64), and (65) we get 
(64) 
(65) 
for k<n 
pik’(Tk, (I)), [Ed, 11) 3 
(1 -cxd)k qk 
ZZk e”(q + &p,” 
for all k, n E N, k GM with q = 1 + 2rd/( 1 - ad). Since 
qk(1 -cP)k=(l +a”)k and 
I+& 
q+Jm=- 
1-N 
we find 
,dk’(fk (v) [d l])> 
(1 +Xd)k I+@ -‘I 
n 3 2 3 22ken ( > 1-p 
and in view of (62) using 0 < c( < 1 finally 
for all k, no N, k <n. Hence by (58) and (61) with 
2r l+fi 
“=-iT---= where CI = a CY l-J& h 
(cf. (56)) inequality 
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is valid for the coeff’cients url, k = 0( 1 ) n, of I),,, n E h (cf. (59)). Thus (60) 
implies 
nE N, (66) 
6 B(n + I )( 1 ~ t:)“, 
for all IE Clog, (21 < ( (Y~K)( I - E))‘,” where t: is any number c > 0 satisfying 
(r,‘K)( 1 - E) > 1. From 
we deduce that the series 
F(Z)= i: p,,(Z) (67) 
fi = 0 
is uniformly convergent for all ZE @,C,gr /ZI 6 ((r/ti)( 1 -r:))‘;“. Moreover 
expansion (67) of P as an absolutely convergent double sum allows a 
change of summation which leads to a representation 
(68) 
absolutely convergent for I E CICJB, I?/ 6 ((r/K)( 1 -t:))’ ‘I. Since E > 0 may be 
chosen arbitrarily small the series (68) is absolutely convergent in 
IZI < (r/x)““. Taking account of transformation (57) by setting 
we have shown that the series 
is absolutely convergent for all z E Crop, /=I <h. (r/K)‘“. Furthermore the 
restriction of the function .r to the interval [u, h] is just the given function 
f(x) = F(x/h). 
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We notice that the estimates in the proofs of the preceding Theorem 5 
and Theorem 6 have led to assertions which describe the situation 
qualitatively. They don’t give sharp results in general. 
5. LINEAR APPROXIMATION BY EXPONENTIAL SUMS 
In Section 1 by help of transformation (4) it has been shown that 
“Miintz problems” are equivalent to corresponding problems of 
approximation by exponential sums. Now we summarize the results above 
in terms of the (linear) approximation by exponential sums. 
By transformation (4) intervals [0, h] are mapped onto infinite intervals 
[x, x] with s( = -log h and intervals [a, b], a > 0, correspond to finite 
intervals [a, J], r = -log h, fi = -log a. Moreover taking the continuation 
of (4) to complex variables, 
e ‘, s = t + ir, 
s= -log=, ZEClog, 
we see that a circle I(,: = (Z E Clog: 1~1 d R), R > 0, corresponds to a right 
half plane H,:= {s E @: re s 2 -log R}. Hence the results in [ 143 suggest 
that a geometric rate of the minimal deviation S,(f; (A,), [a, CC]) (cf. (6)) 
in approximating a function F by exponential sums from A,(&) (cf. (5)) 
where the fixed sequence (A,,) satisfies 0 <d< 2, + , -A,,, YE FV, occurs 
exactly for those functions F which are restrictions of Dirichlet series 
convergent in certain right half planes H,. Whereas for the approximation 
on finite intervals [a, /I] the minima1 deviation h,,(F, (i.,,), [cc, /I]) for the 
exponential approximation where the numbers ;I,, VEN, satisfy 
j. \+I -I.,, < D < CC tends to zero geometrically for all functions F 
holomorphic in certain regions around the interval [a, j?]. We give an 
EXAMPLE. Let us consider the approximation of the function 
F(r) = l/( 1 + t) by exponential sums of the form (A,, = XV, 11 E N ) 
d,,(t) = 1 u,,e l”’ (69) 
L’ = 0 
on the interval [0, x] resp. [0, 11, where E is a fixed number 2 > 0. This 
function F is holomorphic in the half plane re .s > - 1 but not representable 
as a Dirichlet series. We choose r = 4. The computed minimal deviations 
(5,,[0, xl:= d,,(F, (v/2), [0, cc]) resp. S,,[O, l]:= 6,,(F, (v/2), [0, 11) are 
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TABLE I 
2 4.5. 10 L 3.3-10 ’ 7.3. 10~ 1 
3 3.4. IO 2 3.9. 10 J 1.3 IO 1 
4 3.1 IO 2 4.7. IO 5 2.2. IO 4 
5 2.8’ 10 2 5.4. IO h 3.7. 10 i 
6 2.6. 10~~’ 6.6. 10 ’ 6.4. 10 ’ 
listed in Table I for n = 2,..., 6. The last column of Table I gives as com- 
parison the minimal deviations p,[O, 1 ] : = p,(F, (v), [0, 1 ] ) for the 
approximation of F(x) = l/( 1 + X) by algebraic polynomials on the interval 
LO, 11. 
Table II contains the ratios of consecutive minimal deviations. 
The ratios for the exponential approximation on [0, a] (first column, 
Table 11) indicate that a geometric convergence of S,[O, “c] cannot be 
expected. For the approximation on [0, l] a geometric rate occurs in the 
exponential case as in the polynomial case. In fact the theorem of S. N. 
Bernstein (cf. [ 111) leads to the asymptotic relation 
1 
lim sup(p,,[O, l])‘;“=P 3 + &&6.16, 
n --i w. 3+\KY 
and with some transformation arguments we find 
lim sup(b;,[O, 11)‘;” =k with k= 
1 +&+i;e+2&_786, 
I, + x JY- 1 
The optimal choice of SI for the approximation of F(t) = l/( 1 + t) on [0, 1 ] 
by sums of the form (69) is the number r,, = log(( 1 + ,:‘j)/2)~0.4812 with 
an asymptotic rate 
/ 
lim sup(G,,(F, (a,,v), [0, l]))r”‘=i, K” = 
J(l+$)/2+ 1 
zz 8.35. II t I 0 \i(l +,fi)/2- 1 
TABLE II 
S”[O, II 
a,, i ,lO. ‘I 
2 1.30 8.46 5.62 
3 1.1 I 8.30 5.9 I 
4 1.10 8.28 5.95 
5 I.OX 8.18 5.96 
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