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Abstract
An L(2, 1)-labeling of a graph G is a function f from the vertex set V (G) to the set of all nonnegative integers such that
| f (x) − f (y)| ≥ 2 if d(x, y) = 1 and | f (x) − f (y)| ≥ 1 if d(x, y) = 2, where d(x, y) denotes the distance between
x and y in G. The L(2, 1)-labeling number λ(G) of G is the smallest number k such that G has an L(2, 1)-labeling with
max{ f (v) : v ∈ V (G)} = k. Griggs and Yeh conjecture that λ(G) ≤ ∆2 for any simple graph with maximum degree∆ ≥ 2. This
paper considers the graph formed by the Cartesian sum of two graphs. As corollaries, the new graph satisfies the above conjecture
(with minor exceptions).
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1. Introduction
The frequency assignment problem is to assign a frequency to each radio transmitter so that interfering transmitters
are assigned frequencies whose separation is not in a set of disallowed separations. Hale [10] formulated this into a
graph vertex coloring problem.
In a private communication with Griggs, Roberts proposed a variation of the channel assignment problem in which
“close” transmitters must receive different channels and “very close” transmitters must receive channels that are at
least two channels apart. To translate the problem into the language of graph theory, the transmitters are represented
by the vertices of a graph; two vertices are “very close” if they are adjacent and “close” if they are of distance two
in the graph. Motivated by this problem, Yeh [20] and then Griggs and Yeh [9] proposed the following labeling on a
simple graph. An L(2, 1)-labeling of a graph G is a function f from the vertex set V (G) to the set of all nonnegative
integers such that | f (x)− f (y)| ≥ 2 if d(x, y) = 1 and | f (x)− f (y)| ≥ 1 if d(x, y) = 2, where d(x, y) denotes the
distance between x and y in G. A k-L(2, 1)-labeling is an L(2, 1)-labeling such that no label is greater than k. The
L(2, 1)-labeling number of G, denoted by λ(G), is the smallest number k such that G has a k-L(2, 1)-labeling.
There are considerable articles studying the L(2, 1)-labelings. (See [1–9,11–14,16–18] and [19–21].) Most of the
papers are considering the values of λ on particular classes of graphs. Griggs and Yeh [9] provided an upper bound
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∆2+ 2∆ for a general graph with the maximum degree∆. Later, Chang and Kuo [3] improved the bound to∆2+∆.
Recently, Kra´l’ and S˘krekovski [12] reduce the bound to ∆2 +∆ − 1. If G is a diameter 2 graph, then λ(G) ≤ ∆2.
The upper bound is attainable by Moore graphs (diameter 2 graph with order ∆2 + 1). (Such graphs exist only if
∆ = 2, 3, 7, and possibly 57.) (cf. [9]) Thus Griggs and Yeh [9] conjectured that the best bound is ∆2 for any graph
G with the maximum degree ∆ ≥ 2 (cf. [9]). (It is not true for ∆ = 1. For example, ∆(K2) = 1 but λ(K2) = 2.) The
determination of the value of λ is proved to be NP-complete. (cf. [9])
Graph products play an important role in connecting many useful networks. In [18], we consider the graph formed
by the Cartesian product and the composition of graphs and prove that the L(2, 1)-labeling number of the graph
is bounded by the square of its maximum degree and hence Griggs and Yeh’s conjecture holds in both cases (with
minor exceptions). In this paper, we study the graph formed by the Cartesian sum. As corollaries, the L(2, 1)-labeling
number of the graph is bounded by the square of its maximum degree. Griggs and Yeh’s conjecture holds in this case
(with minor exceptions).
2. A labeling algorithm
A subset X of V (G) is called an i-stable set (or i-independent set), if the distance between any two vertices in X
is greater than i . A 1-stable (independent) set is a usual independent set. A maximal 2-stable subset X of a set Y is a
2-stable subset of Y such that X is not a proper subset of any 2-stable subset of Y .
Chang and Kuo [3] proposed the following algorithm to obtain an L(2, 1)-labeling and the maximum value of that
labeling on a given graph.
Algorithm 2.1. Input: A graph G = (V, E).
Output: The value k is the maximum label.
Idea: In each step, find a maximal 2-stable set from these unlabeled vertices that are of distance at least two away
from those vertices labeled in the previous step. Then label all vertices in that 2-stable set with the index i in the
current stage. The index i starts from 0 and then increases by 1 in each step. The maximum label k is the final value
of i .
Initialization: Set X−1 = ∅; V = V (G); i = 0.
Iteration:
1. Determine Yi and X i .
• Yi = {x ∈ V : x is unlabeled and d(x, y) ≥ 2 for all y ∈ X i−1}.
• X i a maximal 2-stable subset of Yi .
• If Yi = ∅, then set X i = ∅.
2. Label these vertices in X i (if there are any) by i .
3. V ← V \ X i .
4. If V 6= ∅, then i ← i + 1 and go to Step 1.
5. Record the current i as k (which is the maximum label). Stop.
Thus k is an upper bound on λ(G). We would like to find a bound in terms of the maximum degree ∆(G) of G
analogous to the bound in terms of the chromatic number χ(G).
Let f : V → {0, . . . , k} be a labeling obtained in the Algorithm 2.1 and x be a vertex with the largest label k.
Denote
I1 = {i : 0 ≤ i ≤ k − 1 and d(x, y) = 1 for some y ∈ X i };
I2 = {i : 0 ≤ i ≤ k − 1 and d(x, y) ≤ 2 for some y ∈ X i };
I3 = {i : 0 ≤ i ≤ k − 1 and d(x, y) ≥ 3 for all y ∈ X i }.
It is clear that |I2| + |I3| = k. For any i ∈ I3, x 6∈ Yi ; otherwise X i ∪ {x} is a 2-stable subset of Yi , which
contradicts the choice of X i . That is, d(x, y) = 1 for some vertices y in X i−1; i.e., i − 1 ∈ I1. So, |I3| ≤ |I1|. Hence
k = |I2| + |I3| ≤ |I2| + |I1|.
In order to find k, it suffices to estimate B = |I1| + |I2| in terms of ∆(G). We will investigate the value B with
respect to a particular graph. For the sake of convenience, the notations which have been introduced in this section
will also be used in the following section.
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Fig. 1. Cartesian sum of graphs.
Fig. 2.
3. The Cartesian sum of graphs
The Cartesian sum of two graphs G and H [15] is the graph G
⊕
H with vertex set V (G)× V (H), in which the
vertex (u, v) is adjacent to the vertex (u′, v′) if and only if either uu′ ∈ E(G) or vv′ ∈ E(H) or both. (See Fig. 1 for
an example.) This product (that is commutative and associative in a natural way) is among the most important graph
products, with potential applications.
By the definition of the Cartesian sum G
⊕
H of two graphs G and H , if ∆(G) = 0 or ∆(H) = 0, then G⊕ H
consists of disjoint copies of H or G. Thus λ(G
⊕
H) = λ(H) or λ(G⊕ H) = λ(G). Therefore we assume that
∆(G) ≥ 1 and ∆(H) ≥ 1.
In this section, we obtain an upper bound in terms of the maximum degree of G
⊕
H for any two graphs G and H .
Theorem 3.1. Let ∆,∆1,∆2 be the maximum degree of G
⊕
H,G, H and ν, ν1, ν2 be the number of vertices of
G
⊕
H,G, H respectively. Then λ(G
⊕
H) ≤ ∆2−ν1(∆1−1)∆2−ν2(∆2−1)∆1−(∆1+∆2)∆1∆2−∆1−∆2+1.
Proof. Let x = (u, v) in V (G) × V (H). Then degG⊕ H (x) = (ν(H) − 1) degG(u) + (ν(G) − 1) degH (v). Denote
d = degG⊕ H , d1 = degG(u), d2 = degH (v), ∆1 = ∆(G), ν(G) = ν1, ν(H) = ν2 and ∆2 = ∆(H). Hence
d = (ν2 − 1)d1 + (ν1 − 1)d2 and ∆ = ∆(G⊕ H) = (ν2 − 1)∆1 + (ν1 − 1)∆2.
(See Fig. 2 for this paragraph. In Fig. 2, d(u) denotes the degree of u in G, i.e., d(u) = d1.) For any vertex v′
in H with distance 2 from v, there must be a path v′v′′v of length two between v′ and v in H ; but the degree of u
in G is d1, i.e., u has d1 adjacent vertices in G, by the definition of a Cartesian sum G
⊕
H , there must be d1 + 1
internally-disjoint paths of length two between (u, v′) and (u, v). Hence for any vertex in H with distance 2 from
v, there must be corresponding d1 + 1 vertices with distance 2 from x = (u, v) which coincide in G⊕ H ; on the
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Fig. 3.
contrary whenever there is no such vertex in H with distance 2 from v in H , the corresponding d1 + 1 vertices
with distance 2 from x = (u, v) which coincide in G⊕ H will never exist. In the former case, since such d1 + 1
vertices with distance 2 from x = (u, v) coincide in G⊕ H and hence they can only be counted once, we have to
deduct d1 + 1 − 1 from the value d(∆ − 1) (The number d(∆ − 1) is the best possible.); in the latter case, since
there do not exist such d1 + 1 vertices with distance 2 from x = (u, v) which coincide in G⊕ H at all and hence
they must be counted zero, we have to deduct d1 + 1 from the value d(∆ − 1). Let the number of vertices in H
with distance 2 from v be t , then t ∈ [0, d2(∆2 − 1)]. The minimum number we have to deduct from the value
d(∆ − 1) in this sense occurs when t = d2(∆2 − 1) and we can get that in this sense the number of vertices with
distance 2 from x = (u, v) in G⊕ H will decrease at least d2(∆2 − 1)(d1 + 1 − 1) = d2(∆2 − 1)d1 from the
value d(∆ − 1) (We should notice that the bound d(∆ − 1) includes the case d2(∆2 − 1)d1 because ∆1 ≥ 1 and
∆2 ≥ 1 ⇒ ν1 ≥ 2 and ν2 ≥ 2 meanwhile d1 ≤ ∆1 ≤ ν1 − 1 and d2 ≤ ∆2 ≤ ν2 − 1.). For G, we can analyze
similarly and get that the number of vertices with distance 2 from x = (u, v) in G⊕ H and will still have to decrease
d1(∆1− 1)(d2+ 1− 1) = d1(∆1− 1)d2 from the value d(∆− 1). Hence the number of vertices with distance 2 from
x = (u, v) in G⊕ H will decrease d1(∆1 − 1)d2 + d2(∆2 − 1)d1 from the value d(∆− 1) altogether. By the above
analysis, the number d(∆ − 1) − d1(∆1 − 1)d2 − d2(∆2 − 1)d1 is now the best possible for the number of vertices
with distance 2 from x = (u, v) in G⊕ H .
Moreover, by the definition of a Cartesian sum G
⊕
H , we can again analyze as follows:
Denote ε, the number of edges of the subgraph F induced by the neighbors of x . The edges of the subgraph F
induced by the neighbors of x can be divided into the following two cases.
Case 1 (See Fig. 3 for this paragraph.). For each neighbor (u, v′) (where v′ is adjacent to v in H ) of x = (u, v) and
any vertex (u′, vt ) (where u′ is adjacent to u in G and vt is any vertex of H ), (u′, vt ) must be the common neighbor
of (u, v′) and (u, v), then there must be an edge between (u′, vt ) and (u, v′) and an edge between (u′, vt ) and (u, v)
respectively. But there are totally ν2d1 neighbors (u′, vt ) (where u′ is adjacent to u in G) of x = (u, v) and totally d2
neighbors (u, v′) (where v′ is adjacent to v in H ) of x = (u, v), hence the number of edges of the subgraph F induced
by the neighbors of x is at least ν2d1d2, i.e., ε ≥ ν2d1d2. By a symmetric analysis and excluding the coincided edge
between (u′, v) and (u, v′), the neighbors of x should again add at least ν1d1d2 − 1.
Case 2 (See Fig. 4 for this paragraph.). If u′ is adjacent to u in G, then (u, v) must be adjacent to (u′, v1) and
(u′, v2) where v1 and v2 are any two vertices of H , hence the vertices of the subgraph F induced by the neighbors of
x should be all (u′, v) where v ∈ V (H). Because ∆(H) = ∆2 and there are totally d1 neighbors u′ of u, the number
of edges of the subgraph F induced by the neighbors of x should be greater than d1∆2. Hence the number of edges of
the subgraph F induced by the neighbors of x should again add at least d1∆2. By a symmetric analysis, the neighbors
of x should again add at least d2∆1. By the analysis of the above two cases, ε ≥ ν1d1d2−1+ν2d1d2+d1∆2+d2∆1.
Whenever there is an edge in F , the number of vertices with distance 2 from x will decrease by 2, hence the number
of vertices with distance 2 from x = (u, v) in G⊕ H will still need at least a decrease ν1d1d2−1+ν2d1d2+d1∆2+
d2∆1 from the value d(∆−1)−d2(∆2−1)d1−d1(∆1−1)d2. (the number d(∆−1)−d2(∆2−1)d1−d1(∆1−1)d2
is now the best possible for the number of vertices with distance 2 from x = (u, v) in G⊕ H ).
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Hence for the vertex x , the number of vertices with distance 1 from x is no greater than∆. The number of vertices
with distance 2 from x is no greater than
d(∆− 1)− d1(∆1 − 1)d2 − d2(∆2 − 1)d1 − ν1d1d2 + 1− ν2d1d2 − d1∆2 − d2∆1.
Hence |I1| ≤ d, |I2| ≤ d + d(∆− 1)− d1(∆1 − 1)d2 − d2(∆2 − 1)d1 − ν1d1d2 + 1− ν2d1d2 − d1∆2 − d2∆1.
Then B = |I1|+|I2| ≤ d+d∆−d1(∆1−1)d2−d2(∆2−1)d1−ν1d1d2+1−ν2d1d2−d1∆2−d2∆1 = ((ν2−1)d1+
(ν1−1)d2)((ν2−1)∆1+(ν1−1)∆2+1)−d1(∆1−1)d2−d2(∆2−1)d1−ν1d1d2+1−ν2d1d2−d1∆2−d2∆1. Define
f (s, t) = ((ν2 − 1)s + (ν1 − 1)t)((ν2 − 1)∆1 + (ν1 − 1)∆2 + 1)− s(∆1 − 1)t
− t (∆2 − 1)s − ν1st + 1− ν2st − s∆2 − t∆1.
Then f (s, t) has the absolute maximum at (∆1,∆2) on [0,∆1] × [0,∆2].
f (∆1,∆2) = ((ν2 − 1)∆1 + (ν1 − 1)∆2)((ν2 − 1)∆1 + (ν1 − 1)∆2 + 1)−∆1(∆1 − 1)∆2
−∆2(∆2 − 1)∆1 − ν1∆1∆2 + 1− ν2∆1∆2 −∆1∆2 −∆2∆1
= ∆(∆+ 1)− (ν1 + ν2 +∆1 +∆2)∆1∆2 + 1 = ∆2 + (ν2 − 1)∆1 + (ν1 − 1)∆2
− (ν1 + ν2 +∆1 +∆2)∆1∆2 + 1 = ∆2 − ν1(∆1 − 1)∆2 − ν2(∆2 − 1)∆1
− (∆1 +∆2)∆1∆2 −∆1 −∆2 + 1.
Then λ(G
⊕
H) ≤ k ≤ B ≤ ∆2 − ν1(∆1 − 1)∆2 − ν2(∆2 − 1)∆1 − (∆1 +∆2)∆1∆2 −∆1 −∆2 + 1. 




H) ≤ ∆2 − 31 except for when one of ∆(G)
and ∆(H) is 1.
Proof. If one of ∆1 or ∆2 is 1 then G
⊕
H is still a general graph, hence we can suppose that ∆1 ≥ 2 and ∆2 ≥ 2
(hence ν1 ≥ 3 and ν2 ≥ 3). Then ∆2 − ν1(∆1 − 1)∆2 − ν2(∆2 − 1)∆1 − (∆1 + ∆2)∆1∆2 − ∆1 − ∆2 + 1 ≤
∆2 − 3× 2− 3× 2− 4× 4− 2− 2+ 1 = ∆2 − 31.
This implies that λ(G
⊕
H) ≤ k ≤ B ≤ ∆2−ν1(∆1−1)∆2−ν2(∆2−1)∆1−(∆1+∆2)∆1∆2−∆1−∆2+1 ≤ 31.
Therefore the results follow. 
References
[1] H.L. Bodlaender, T. Kloks, R.B. Tan, J.V. Leeuwen, λ-coloring of graphs, in: Lecture Notes in Computer Science, vol. 1770, Springer-Verlag,
Berlin, Heidelberg, 2000, pp. 395–406.
[2] G.J. Chang, W.-T. Ke, D. Kuo, D.D.-F. Liu, R.K. Yeh, On L(d, 1)-labelings of graphs, Discrete Math. 220 (2000) 57–66.
[3] G.J. Chang, D. Kuo, The L(2, 1)-labeling on graphs, SIAM J. Discrete Math. 9 (1996) 309–316.
[4] G.J. Chang, C. Lu, Distance-two labelings of graphs, Eur. J. Comb. 24 (2003) 53–58.
[5] J. Fiala, T. Kloks, J. Kratochvı´l, Fixed-parameter complex of λ-labelings, in: Lecture Notes in Computer Science, vol. 1665, Springer-Verlag,
Berlin, Heidelberg, 1999, pp. 350–363.
[6] J. Georges, D.W. Mauro, Generalized vertex labelings with a condition at distance two, Congr. Numer. 109 (1995) 141–159.
[7] J. Georges, D.W. Mauro, M. Stein, Labeling products of complete graphs with a condition at distance two, SIAM J. Discrete Math. 14 (2000)
28–35.
848 Z. Shao, D. Zhang / Applied Mathematics Letters 21 (2008) 843–848
[8] J. Georges, D.W. Mauro, M. Whittlesey, Relating path covering to vertex labelings with a condition at distance two, Discrete Math. 135 (1994)
103–111.
[9] J.R. Griggs, R.K. Yeh, Labeling graphs with a condition at distance two, SIAM J. Discrete Math. 5 (1992) 586–595.
[10] W.K. Hale, Frequency assignment: Theory and application, Proc. IEEE 68 (1980) 1497–1514.
[11] D. Korz˘e, A. Vesel, L(2, 1)-labeling of strong products of cycles, Inform. Process. Lett. 94 (4) (2005) 183–190.
[12] D. Kra´l’, R. S˘krekovski, A theorem about channel assignment problem, SIAM J. Discrete Math. 16 (3) (2003) 426–437.
[13] D. Kuo, J.-H. Yan, On L(2, 1)-labeling of Cartesian products of paths and cycles, Discrete Math. 283 (1–3) (2004) 137–144.
[14] D.D.-F. Liu, R.K. Yeh, On distance-two labelings of graphs, Ars Combin. 47 (1997) 13–22.
[15] O. Ore, Theory of Graphs, 1962.
[16] F.S. Roberts, T-colorings of graphs: Recent results and open problems, Discrete Math. 93 (1991) 229–245.
[17] D. Sakai, Labeling chordal graphs with a condition at distance two, SIAM J. Discrete Math. 7 (1994) 133–140.
[18] Z. Shao, R.K. Yeh, The L(2, 1)-labeling and operations of graphs, IEEE Trans. Circuits Syst. I: Regul. Pap. 52 (2005) 668–671.
[19] M. Whittlesey, J. Georges, D.W. Mauro, On the λ-number of Qn and related graphs, SIAM J. Discrete Math. 8 (1995) 499–506.
[20] R.K. Yeh, Labelling graphs with a condition at distance two, Ph.D. Thesis, Dept. of Math., Univ. of South Carolina, Columbia, SC, USA,
1990.
[21] R.K. Yeh, The edge span of distance two labelings of graphs, Taiwanese J. Math. 4 (2000) 675–683.
