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Output-Lifted Learning Model Predictive Control
for Flat Systems
Siddharth H. Nair, Ugo Rosolia, Francesco Borrelli
Abstract— We propose a Learning Model Predictive Control
(LMPC) for difference flat systems performing iterative tasks.
This article builds on previous work on LMPC and improves
its computational tractability for the class of systems under
consideration. We show how to construct a convex safe set
in a lifted space of specific outputs called flat outputs and its
associated convex value function approximation. The convex
safe set and convex value function are updated using historical
data and those are used to iteratively synthesize predictive
control policies. We show that the proposed strategy guarantees
recursive constraint satisfaction, asymptotic stability and non-
decreasing closed-loop performance at each policy update.
Finally, simulation results demonstrate the effectiveness of the
proposed strategy on a piecewise affine (PWA) system, bilinear
DC motor and kinematic unicycle.
I. INTRODUCTION
Infinite-horizon optimal control has a long and celebrated
history, with the cornerstones laid in the 1950s by Pontryagin
[1] and Bellman [2]. The problem involves seeking a control
signal that minimizes the cost incurred by a trajectory of a
dynamical system over an infinite interval of time. While
certain problem settings admit analytical solutions (like
unconstrained LQR [3]), the optimal solutions for general
nonlinear dynamical systems subject to constraints require
the numerical solution of an infinite-dimensional optimiza-
tion problem, which is intractable even in the discrete-time
setting (where the solution is an infinite sequence of control
inputs instead of a control input signal).
Model Predictive Control (MPC) [4], [5], [6] is an attrac-
tive methodology for tractable synthesis of feedback control
of constrained nonlinear discrete-time systems. The control
action at every instant requires the solution of a finite-
horizon optimal control problem with a suitable constraint
and cost on the terminal state of the system. These terminal
components are designed so that the system trajectory on
application of the control sequence obtained from the finite-
horizon problem is feasible for the infinite-horizon problem
and with finite cost. This is achieved by constraining the ter-
minal state to lie in a control invariant set with an associated
Control Lyapunov function (CLF) [5]. While computation of
these sets with an accompanying CLF for nonlinear systems
is challenging in general, offline methods for the same have
been proposed in [7], [8].
For iterative tasks where the system starts from the same
position for every iteration of the optimal control problem,
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data from previous iterations may be used to update the MPC
design using ideas from Iterative Learning Control (ILC) [9],
[10], [11], [12]. In these strategies the goal of the controller
is to track a given reference trajectory, and the tracking error
from the previous execution is used to update the controller.
For control problems where a reference trajectory may be
hard to compute, the authors of [13] proposed a reference-
free iterative policy synthesis strategy, called Learning Model
Predictive Control (LMPC) which iteratively constructs a
control invariant terminal set and an accompanying terminal
cost function using historical data. These quantities are
discrete, therefore the LMPC relies on the solution of a
Mixed-Integer Nonlinear Program (MINLP) at each instant
for guaranteed stability and constraint satisfaction. We build
on [13] and propose a strategy to reduce the computational
burden for a class of nonlinear systems by replacing these
discrete sets and functions with convex ones while still
maintaining safety and performance guarantees.
In this work, we present a LMPC framework for difference
flat systems [14] performing a task iteratively. In a nutshell,
difference flat systems are a class of nonlinear systems for
which the state and input can be reconstructed using a
sequence of specific outputs called flat outputs. It has been
shown that the existence of a flat output is equivalent to
the existence of a dynamic feedback linearizing input [15],
[16], [17]. The contribution of the paper is twofold. First, we
show how to construct convex terminal set and terminal cost
for difference flat systems. The key observation we make
is that with some mild assumptions, flat systems permit
a convex synthesis of the terminal cost on the space of
sequences of flat outputs which can be used in the MPC
optimization problem. As opposed to the discrete formulation
of the terminal set and cost in [13] thus requiring solutions
to MINLPs, our formulation enables us to solve continuous
Nonlinear Programs (NLPs). This can significantly decrease
the computational overheads associated with computing the
control action at each instant. Second, we show that the re-
vised LMPC strategy in closed-loop ensures i) constraint sat-
isfaction ii) convergence to equilibrium iii) non-decreasing
closed-loop system performance across iterations.
The paper is organized as follows. We begin by formally
describing the problem we want to solve in Section II along
with required definitions. Section IV shows how to construct
the terminal set and terminal cost in the flat output space and
it introduces the control design. The closed-loop properties
are analysed in Section V. Finally, Section VI presents
numerical results that illustrate our proposed approach on
three examples.
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II. PROBLEM FORMULATION
Consider a nonlinear discrete-time system given by the
dynamics
xt+1 = f(xt, ut), (1)
where xt ∈ X ⊆ Rn and ut ∈ U ⊆ Rm are the
system state and input respectively at time t. Let xF be
an unforced equilibrium of (1), xF = f(xF , 0) with f(·, 0)
being continuous at xF . In this work, we focus on the class
of nonlinear systems called flat systems, defined below.
Definition 1 (Difference Flatness [14], [16]): Let yt =
h(xt) with h : X → Rm be the output of system (1). The
system (1) is said to be flat with respect to h(·) if ∃R ∈ N and
a function F : Rm×R+1 → X×U, such that any state/input
pair (xt, ut) can be uniquely reconstructed from a sequence
of outputs yt, . . . , yt+R
(xt, ut) = F([yt, yt+1, . . . , yt+R]). (2)
Remark 1 ([18]): For linear discrete-time systems, the
above flatness property is equivalent to the system being
controllable and strongly observable with flat output yt =
Cxt.
Remark 2: The definition of difference flatness presented
in [14] allows for h(·) to depend on future inputs as well
to accommodate systems with arbitrary relative degree and
inherent delays. The approach proposed in this article can be
extended to this case as well.
Assumption 1: The nonlinear discrete-time system (1) is
flat.
Consider the following infinite-horizon constrained opti-
mal control problem for system (1) with initial state x0 = xS ,
J∗0→∞(xS) = min
u0,u1,...
∑
k≥0
c(xk, uk)
s.t. xk+1 = f(xk, uk),
xk ∈ X , uk ∈ U ,
x0 = xS ,
∀k ≥ 0.
(3)
The state constraints X and input constraints U are described
by convex sets, and c(·, ·) is a continuous, convex and
positive definite function that is 0 only at the equilibrium,
c(xF , 0) = 0. Observe that due to continuity and positive
definiteness of stage cost c(·), a trajectory corresponding to
the optimizer of (3) must necessarily have its state converge
to xF .
We aim to synthesize a state-feedback policy that ap-
proximates the solution to the infinite-horizon (and infinite-
dimensional) problem (3) such that it captures its most
desirable properties: (i) constraint satisfaction (feasibility)
and (ii) asymptotic convergence (bounded cost). To tackle
the infinite-dimensional nature of the problem, we use MPC
which solves finite-horizon versions of (3) at each time
step. To ensure that the MPC has the desired properties,
we build on the Learning Model Predictive Control (LMPC)
[13] framework which solves problem (3) iteratively using
historical data. In the next section, we proceed to briefly
describe these two techniques.
III. PRELIMINARIES
A. Model Predictive Control
Consider the following finite-horizon problem at each time
t from state xt.
Jt→t+N (xt) = min
ut
Q(xN|t) +
N−1∑
k=0
c(xk|t, uk|t)
s.t. xk+1|t = f(xk|t, uk|t),
xk|t ∈ X , uk|t ∈ U ,
xN|t ∈ Xf ,
x0|t = xt
∀k ∈ {0, . . . , N − 1}
(4)
where ut = [u0|t, . . . , uN−1|t], the initial condition x0 = xS ,
Xf ⊆ X is a control invariant set [4] for the system (1) with
associated Control Lyapunov Function (CLF) [5] Q(·) for
the equilibrium xF chosen as the terminal cost function. If
u∗t = [u
∗
0|t, . . . , u
∗
N−1|t] is the minimizer of (4), then the
MPC controller is given by
ut = piMPC(xt) = u
∗
0|t (5)
The control invariant set Xf and the CLF Q(·) are coupled
with each other and are critical to ensuring that the MPC
policy (5) in closed-loop yields a feasible and stabilizing
solution to the infinite-horizon problem (3). Observe that if
the optimal cost J∗t→∞(xt) =
∑
k≥t c(x
∗
k, u
∗
k) was known
∀t ≥ 0, setting Q(xN |t) = J∗t+N→∞(xN |t) solves (3)
without requiring a terminal constraint Xf in (4). The other
extreme case is setting Xf = {xF } in (4) which would yield
a stable and feasible solution without requiring a terminal
cost Q(·). That being said, computing J∗t→∞(·) exactly is
possible only in trivial cases and setting Xf = {xF } may
lead to an infeasible optimization problem if xF is not
reachable from xS in N steps. The goal is to design Xf and
Q(·) so that (4) is feasible for all t ≥ 0 while capturing the
convergence properties of the infinite-horizon optimal control
problem.
B. Learning Model Predictive Control
LMPC iteratively approximates the solution of (3) using
the MPC problem (4). At iteration j, it uses historical data in
the form of state-input trajectories from completed iterations
i ∈ {0, 1, . . . j − 1} to construct the terminal set Xf and
terminal cost Q(·). Let xjt , ujt and yjt be the state, input and
output of the system respectively at time t, corresponding
to the jth iteration. At iteration j, the terminal set X jf and
terminal cost Qj−1(·) are defined as follows:
X jf = SSj−1 =
j−1⋃
i=0
⋃
t≥0
{xit} (6)
Qj−1(x) =
 min(i,t)∈Ij−1(x)
∑
k≥t
c(xik, u
i
k) x∈ SSj−1
∞ x6∈ SSj−1
(7)
where Ij−1(x) = {(i, t)|x = xit ∈ SSj−1}. Simply stated,
the terminal set is chosen as the collection of states from
previous iterations (the safe set SSj−1) and the terminal cost
(Qj−1(·)) at these states is the cost of the trajectory obtained
starting from that state. The terminal set is discrete and
the terminal cost function is only defined on these discrete
states which makes (4) a mixed-integer nonlinear program
(MINLP). The computational overhead for computing such
MINLP solutions is prohibitive for online, repeated solutions
of (4).
We would like to investigate whether the property of
difference flatness in definition 1 helps alleviate the combina-
torial nature of the optimization problem for more tractable
synthesis of feedback control to solve problem (3).
IV. LMPC FOR DIFFERENCE FLAT SYSTEMS
In this section we present our LMPC design for difference
flat systems. First, we highlight some technical assumptions
that we impose on the class of difference flat systems
considered. For these systems, we show how to use the
stored flat outputs from previous iterations to construct a
convex safe set in a lifted flat output space. The constructed
set is shown to be control invariant in this lifted space and
therefore it can be used to guarantee safety in a receding
horizon scheme. Afterwards, we construct a convex terminal
cost in the lifted flat output space and prove that it is a CLF
on the constructed set. Finally, we combine these components
and present our control design.
A. Class of Flat Systems Considered
We work with difference flat systems (Definition 1) that
have flat outputs with properties described the following
assumption.
Assumption 2: The flat output h(·) and the flat map F(·)
satisfy the following:
(A) The flat map (2) requires R and R + 1 outputs for
identifying the state and the input, respectively. More
formally, we have that
xt = Fx([yt, yt+1, . . . , yt+R−1]) (8)
ut = Fu([yt, yt+1, . . . , yt+R]) (9)
(B) The flat map F = (Fx,Fu) : Rm×R+1 → X × U is
continuous at yF = [yF , . . . , yF ] ∈ Rm×R+1.
(C) Let F i : Rm×R+1 → R be the ith component of the
flat map F : Rm×R+1 → X × U ⊂ Rn+m where i =
1, . . . , n+m. Then ∀i ∈ {1, . . . , n+m}, the maps F i
are monotonic on any line restriction, i.e., F i(ty1+(1−
t)y2) is monotonic ∀y1,y2 ∈ Rm×R+1, t ∈ [0, 1].
The intuition for consideration of outputs in Assump-
tions 2(A) arises from observing the kinematics of simple
mechanical systems, where the kinematics aren’t affected
explicitly by control. As pointed out in [19], flatness occurs
more naturally in mechanical systems in their geometry.
Assumption 2(B) is technical, and is required for showing
that an optimizer of the infinite-horizon optimal control
problem stabilizes the system to xF . The following propo-
sition clarifies the need of Assumption 2(C) for constraint
satisfaction in the LMPC.
Proposition 1: Suppose that X ⊂ Rn and U ⊂ Rm are
given by box constraints, ‖Dxx − dx‖∞ ≤ 1 and ‖Duu −
du‖∞ ≤ 1 respectively for some real, constant diagonal
matrices Dx, Du and vectors dx, du. Let {y1, . . . ,yp} be
any set of flat output sequences such that F(yj) ∈ X × U
for each j = 1, . . . , p. Then if assumption 2(C) holds, we
have F(y) ∈ X × U for any y ∈ conv({y1, . . . ,yp}).
Proof: See Appendix, VIII-A.
Assumption 2(C) is equivalent to requiring that each F i(·) is
quasiconvex and quasiconcave, and there are sufficient condi-
tions for characterising these functions [20]. In Sections VI-B
and VI-C, we see that either may be relaxed depending on
the domain of dynamics f(·, ·) which could trivially lower
or upper bound the state space or input space. In view of
proposition 1, we make the following assumption.
Assumption 3: The state constraints X ⊂ Rn and input
constraints U ⊂ Rm are box constraints,
X = {‖Dxx− dx‖∞ ≤ 1} U = {‖Duu− du‖∞ ≤ 1}
for some real, constant diagonal matrices Dx, Du and vectors
dx, du.
Remark 3: While the monotonicity property is prevalent
in literature [21], [22], we impose a less restrictive condition
by requiring F(·) to be monotone instead of f(·).
Remark 4: If the map F(·) is linear-fractional (projective)
F(y) = Ay + b
c>y + d
, c>y + d > 0,
then Assumption 3 can be relaxed to requiring X and U
to be any convex set. This follows because linear-fractional
functions preserve convexity of sets [20] by mapping the line
between any two points in its domain space to a line between
the images of the two points.
B. Convex Safe Set
At each iteration j, a sequence of R outputs is used to
build the following matrix
yjt = [y
j
t , . . . , y
j
t+R−1] ∈ Rm×R (10)
Note that each yjt uniquely identifies a state x
j
t via the
map (8), Fx(yjt ) = xjt . We define a successful iteration
as one whose corresponding state trajectory converges to
xF while simultaneously meeting state constraints X and
input constraints U . This implies that a successful iteration
corresponds to a feasible trajectory of (3).
For iteration j, define the Output Safe Set as the set of
yjt s corresponding to trajectories from preceding successful
iterations (denoted by Ij ⊆ {0, 1, . . . , j − 1}), i.e.,
SSj−1y =
⋃
i∈Ij
∞⋃
k=0
{
yik
}
. (11)
Taking the convex hull of this set, we now define the Convex
Output Safe Set
CSj−1y = conv(SSj−1y ). (12)
We now show that the Convex Safe Set CSj−1y is in fact,
control invariant in the sense described in the following
proposition and in Figure 1.
Proposition 2: Under Assumptions 2 and 3, the set CSj−1y
defined in (12) is control invariant for the system dynamics
Fig. 1. Illustration of the claim in Proposition 2
(1) subject to state constraints X and input constraints U in
the following sense:
∀y ∈ CSj−1y ,∃u ∈ U ,∃y′ ∈ CSj−1y : Fx(y′) = f(x, u) ∈ X
(13)
where x = Fx(y) ∈ X .
Proof: By definition of CSj−1y we have for y ∈ CSj−1y ,
y =
∑
i∈Ij−1
∑
t≥0
λity
i
t, y
i
t ∈ SSj−1y ⊂ Rm×R (14)∑
i∈Ij−1
∑
k≥0
λik = 1, λ
i
k ≥ 0
By the definition of SSj−1y , each of the yits in (14) corre-
sponds to a feasible state, meaning Fx(yit) ∈ X . Invoking
Proposition 1 then gives us,
Fx(y) = x ∈ X (15)
Again, the definition of SSj−1y entails yit ∈ SSj−1y ⇒
yit+1 ∈ SSj−1y . We use the flat map to reconstruct the
input applied in the ith iteration at time t as uit =Fu([yit, yit+1, . . . , yit+R]) = Fu([yit,yit+1]) and note that
uit ∈ U for all i ∈ Ij−1 by the definition of the set SSj−1y .
Consider the following control input
u = Fu(
∑
i∈Ij−1
∑
t≥0
λit[y
i
t,y
i
t+1])
= Fu([
∑
i∈Ij−1
∑
t≥0
λity
i
t,
∑
i∈Ij−1
∑
t≥0
λity
i
t+1])
= Fu([y,y′]) (16)
where y =
∑
i∈Ij−1
∑
t≥0 λ
i
ty
i
t ∈ Rm and y′ =∑
i∈Ij−1
∑
t≥0 λ
i
ty
i
t+1 ∈ Rm×R. Invoking proposition 1
again proves u ∈ U . Also see that
y′ =
∑
i∈Ij−1
∑
t≥0
λity
i
t+1 ⇒ y′ ∈ CSj−1y . (17)
Let u2, . . . , uR−1 ∈ Rm be the remaining inputs that
generate [y,y′] ∈ Rm×R+1, i.e.,
[y,y′] =[h(x), h(f(x, u)), h(f (2)(x, u, u2)), . . . ,
h(f (R−1)(x, u, . . . , uR−1))] ∈ Rm×R+1 (18)
where f (k)(x, u, . . . , uk) = f(. . . (f︸ ︷︷ ︸
k times
(x, u), . . . uk).Using the
map (8) to construct state, we can write
Fx(y′) =Fx([h(f(x, u)), h(f (2)(x, u, u2)), . . . ,
h(f (R−1)(x, u, . . . , uR−1))])
=f(x, u)
where the last equality is true because of the
unique correspondence from [yt, . . . , yt+R−1] =
[h(xt), . . . , h(f
(R−1)(xt, ut, . . . , ut+R−1))]to xt (Definition 1).
Finally, invoking proposition 1 using sequences
yit+1,∀i ∈ Ij−1 gives us
f(x, u) ∈ X . (19)
The result of proposition 2 is powerful; this allows us to
consider the continuous set (12) instead of the discrete set
(11) while still retaining the property of control invariance in
the space of flat output sequences y each corresponding to
state-input pairs within constraints. We use this continuous
set for our MPC problem in Section IV-D to get a NLP
instead of a MINLP.
Remark 5: Since CSj−1y is not constructed on the state-
space X directly, it not control invariant in the usual sense
[4]. But consider the forward-time shift operator δ(·, ·) which
defines dynamics on CSj−1y as
yt+1 = [yt+1, yt+2, . . . , yt+R]
= δ([yt, yt+1, . . . , yt+R−1], yt+R)
= δ(yt, yt+R) (20)
Notice from (17) in the proof of proposition 2 that the
set CSj−1y is control invariant on the space of flat output
sequences with respect to the dynamics (20),
yt ∈ CSj−1y ⇒δ(yt, yt+R) = yt+1 ∈ CSj−1y . (21)
C. Convex Terminal Cost
Now we proceed to construct a terminal cost function
which approximates the optimal cost-to-go from a state using
flat outputs from previous iterations. For some iteration i and
some time t, we define the cost-to-go for points in SSj−1y
as
Cit =
∑
k≥t
C(yik) (22)
where the function C(·) is convex, continuous and satisfies
C(yF ) = 0, C(y)  0 ∀y ∈ Rm×R\{yF }. (23)
Observe that since each y ∈ SSj−1y corresponds to a unique
x via (8), C(·) is an implicit function of state. We address
the case of input costs in Section V-D. For iteration j, we
use (22) to construct the terminal cost on the convex safe
set CSj−1y using Barycentric interpolation ([23], [24]) with
tuples (yit, Cit),∀yit ∈ SSj−1y .
Qj−1(y) = min
λik∈[0,1]∀i∈Ij−1
∑
i∈Ij−1
∑
k≥0
λikCik
s.t.
∑
i∈Ij−1
∑
k≥0
λiky
i
k = y,∑
i∈Ij−1
∑
k≥0
λik = 1
(24)
For any y 6∈ CSj−1y , we set Qj−1(y) = +∞. The following
proposition identifies CLF-like characteristics of the function
(24) on the set CSj−1y which we will use to show stability
of the proposed controller in Section V.
Proposition 3: The cost function Qj−1(·) satisfies the
following properties:
1) Qj−1(yF ) = 0, Qj−1(y)  0 ∀y ∈ CSj−1y \{yF }
where yF = [yF , . . . , yF ] ∈ Rm×R
2) Qj−1(yt+1) − Qj−1(yt) ≤ −C(yt), ∀yt ∈ CSj−1y
where yt+1 = δ(yt, yt+R) as in (20).
Proof: 1) First note that y ∈ CSj−1y implies that
the optimization problem implicit in the definition of
Qj−1(·) is feasible. Also see that since the feasible
set is compact (closed subset of countable product of
compact sets) and the objective is continuous (linear,
in fact), a minimizer exists by Weierstrass’ theorem
for every y ∈ CSj−1y . Thus for any y ∈ CSj−1y , we
can write Qj−1(y) =
∑
i∈Ij−1
∑
k≥0
λ?ik Cik where the λ?ik s
satisfy the constraints in (24). The definition of cost-to-go
Cik in (22) and positive definiteness of C(·) imply that
Qj−1(y)  0 ∀y ∈ CSj−1y \{yF }. We finish the proof for
the first part by observing that yF ∈ SSj−1y ⊂ CSj−1y by
definition (11) and so Qj−1(yF ) = 0.
2) For any yt ∈ CSj−1y , let Qj−1(yt) =
∑
i∈Ij−1
∑
k≥0
λ?ik Cik
with λ?ik satisfying the constraints in (24). Observing the
linearity of the forward-time shift operator δ(·, ·), we have
yt+1 = δ(yt, yt+R)
= δ(
∑
i∈Ij−1
∑
k≥0
λ?ik y
i
k,
∑
i∈Ij−1
∑
k≥0
λ?ik y
i
k+R)
=
∑
i∈Ij−1
∑
k≥0
λ?ik δ(y
i
k, y
i
k+R)
=
∑
i∈Ij−1
∑
k≥0
λ?ik y
i
k+1.
Thus the same λ?ik s are also feasible for (24) at yt+1 and we
have
Qj−1(yt+1)−Qj−1(yt) ≤
∑
i∈Ij−1
∑
k≥0
λ?ik (Cik+1 − Cik)
=
∑
i∈Ij−1
∑
k≥0
λ?ik (−C(yik))
≤ −C(
∑
i∈Ij−1
∑
k≥0
λ?ik y
i
k)
= −C(yt)
The second to last inequality comes from the convexity of
C(·). This completes the proof of the second part of the
proposition.
The above proposition shows that Qj−1(·) is in fact a CLF
for the dynamics yt+1 = δ(yt, yt+R) with input yt+R on the
convex output safe set CSj−1y . This is a critical property that
we will use for our convergence analysis in section V-B.
D. LMPC Feedback Policy
In this section, we show how to use constructions (12) and
(24) to design our LMPC policy. Before doing so, as in [13]
we make the following assumption to initialise our recursive
construction (7) of SSj−1y .
Assumption 4: We are provided with a flat output trajec-
tory {y0t }t≥0 corresponding to a trajectory of system (1) that
is feasible for (3) and converges to xF .
Using Assumption 4, the Output Safe Set (11) is initialised
for j = 1 as SS0y =
∞⋃
t=0
{
y0t
}
where y0t = [y
0
t , . . . , y
0
t+R−1].
At iteration j ≥ 1, we define the terminal cost on the space
CSj−1y as Qj−1(·) and constrain the terminal state as xN |t =
Fx(y) for y ∈ CSj−1y . The stage cost is set as C(·) which
implicitly penalises only state. We address incorporating
input costs in Section V-D. Like the forward-shift operator
(20), we define the backward-time shift operator as
yt = [yt, . . . , yt+R−1]
= δ−([yt+1, yt+1, . . . , yt+R], yt)
= δ−(yt+1, yt) (25)
Employing these definitions, the LMPC optimization prob-
lem is given by
Jjt→t+N (x
j
t) = min
u
j
t
Qj−1(yN|t) +
N−1∑
k=0
C(yk|t)
s.t. xk+1|t = f(xk|t, uk|t),
yk|t = δ
−(yk+1|t, h(xk|t))
xk|t ∈ X , uk|t ∈ U ,
xN|t = Fx(yN|t), yN|t ∈ CSj−1y ,
x0|t = x
j
t ,
∀k ∈ {0, . . . , N − 1}
(26)
where the vector ujt = [u0|t, . . . , uN−1|t] are the decision
variables whose optimal solution defines the LMPC control
as
ujt = piLMPC(x
j
t ) = u
∗
0. (27)
Remark 6: The system state at time t, xjt = x0 is obtained
as follows. Using the flat map (8) and observed outputs
yt−R+1, . . . , yt, the state xt−R+1 is obtained. The applied
inputs ut−R+1, . . . , ut−1 are then used in (1) to get the
current state xjt . The LMPC controller (27) is thus implicitly
a function of flat output sequence,
ujt = piLMPC(x
j
t ) = p˜iLMPC(y
j
t−R+1)
V. PROPERTIES OF PROPOSED STRATEGY
A. Recursive Feasiblity
The next theorem and proof establishes the recursive
feasibility of optimization problem (26) for system (1) in
closed-loop with the LMPC policy (27). We show this by
leveraging the recursive definition of CSj−1y and the result
of Proposition 2.
Theorem 1: Given Assumptions 2 and 4, the optimization
problem (26) is recursively feasible for the system (1) in
closed-loop with the policy (27) for all iterations j ≥ 1 and
all time t ≥ 0 with xj0 = xS .
Proof: Since Assumption 4 holds and CSj−1y ⊆ CSjy
by construction, we have a feasible solution to (26) with
Terminal Set and Terminal Cost chosen as (14) and (24)
respectively at time t = 0 for any iteration j ≥ 1 because
the system is restarted at xj0 = xS .
Now for any iteration j, suppose that the problem (26) is
feasible at time t. Let the state-input trajectory corresponding
to the optimal solution be
{(x?0|t, u?0|t), (x?1|t, u?1|t), . . . , x?N|t} (28)
with x?0 = x
j
t . Applying the LMPC control (27) u
j
t = u
?
0|t
to system (1) yields xjt+1 = x
?
1|t. Since (28) is feasible for
(26), we have
y?N|t ∈ CSj−1y , x?N|t = Fx(y?N|t).
From (15) of proposition 2, we have x?N |t ∈ X . From
(13), we have CSj−1y 3 y′ = δ(y?N |t, y′) and U 3 u˜ =
Fu([y?N |t,y′]) such that Fx(y′) = f(x?N |t, u˜). Finally from
(19), we have f(x?N |t, u˜) = x˜ ∈ X . Now consider the
following state-input trajectory
{(x?1|t, u?1|t), . . . , (x?N|t, u˜), x˜} (29)
This is feasible for the LMPC problem (26) at time t + 1.
Induction on time t thus proves the theorem.
B. Convergence
To establish convergence of the closed-loop trajectories of
(1) to the equilibrium xF , we first present a lemma that
shows that if limt→∞ yt = yF then limt→∞ xt = xF .
We use the result of this lemma to finally we show that
limt→∞ x
j
t = xF in the proof of Theorem 2.
Lemma 1: If the trajectory of flat outputs {yt}t≥0 for
system (1) converges to yF then the state trajectory {xt}t≥0
converges to xF ,
lim
t→∞ yt = yF ⇒ limt→∞xt = xF
Proof: We sketch the proof of the statement, which
proceeds in two steps. First, one can show that
lim
t→∞
yt = yF ⇒ lim
t→∞
yt = [yF , yF , . . . , yF ] ∈ Rm×R
Then the following implication
lim
t→∞
yt = [yF , yF , . . . , yF ]⇒ lim
t→∞
xt = xF (30)
follows from continuity of the flat map at y =
[yF , yF , . . . , yF ] (Assumption 2(B)) and the fact that the
image of the flat map (8) is unique (Definition 1).
Theorem 2: For any iteration j ≥ 1, the system trajectory
of (1) in closed-loop with control (27) converges to unforced
equilibrium xF ,
lim
t→∞x
j
t = xF
with xj0 = xS .
Proof: At any iteration j ≥ 1, the LMPC problem
(26) is time-invariant. This in turn implies that system (1)
in closed-loop with the LMPC control (27) is time-invariant
and so we simply analyse the LMPC cost function Jj0→N (·)
instead of Jjt→t+N (·). We adopt the same notation as the
proof of theorem 1. Using the feasibility of (29) for the
LMPC problem at time t+ 1 and the fact that Jj0→N (x
j
t+1)
is the optimal cost of problem (26) at time t+ 1, we get
Jj0→N (x
j
t+1) ≤ Qj−1(y′) + C(y?N|t) +
N−1∑
k=1
C(y?k|t)
≤ Qj−1(y?N|t) +
N−1∑
k=1
C(y?k|t)
= Jj0→N (x
j
t)− C(yjt ) (31)
Recursive feasibilty and positive definiteness of C(·) im-
ply that the sequence {Jj0→N (xjt )}t≥0 is non-increasing.
Moreover, positive definiteness of Qj−1(·) further implies
that sequence is lower bounded by 0. Thus the sequence
converges to some limit and taking limits on both sides of
(31) gives
0 ≤ lim
t→∞
C(yjt ) ≤ 0⇒ lim
t→∞
C(yjt ) = 0
Continuity of C(·) and property (23) further imply that
limt→∞ y
j
t = yF . Finally using lemma 1 proves our claim,
lim
t→∞
yjt = yF ⇒ lim
t→∞
xjt = xF
C. Performance Improvement
We conclude our theoretical analysis of the proposed
LMPC (27) with the following theorem. We state and prove
that the closed-loop costs of system trajectories in closed-
loop with the LMPC don’t increase with iterations.
Theorem 3: The cost of the trajectories of system (1) in
closed-loop with the LMPC (27) does not increase with
iterations,
j2 > j1 ⇒ Jj20→∞(xS) ≤ Jj10→∞(xS)
where Jj0→∞(xS) = Cj0 .
Proof: The proof follows [13] closely. The cost of the
trajectory in iteration j − 1 is given by
Jj−10→∞(xS) =
∑
t≥0
C(yj−1t )
=
N−1∑
t=0
C(yj−1t ) + Cj−1N
≥
N−1∑
t=0
C(yj−1t ) +Q
j−1(yj−1N )
≥ Jj0→N (xS)
The second to last inequality comes from the definition
of Qj−1(·) in (24) while the last inequality comes from
optimality of problem (26) in the jth iteration starting from
xj0 = xS .
Noting that xS = Fx(yj0), we use inequality (31) repeatedly
to derive
Jj0→N (xS) ≥C(yj0) + Jj0→N (xj1)
≥C(yj0) + C(yj1) + Jj0→N (xj2)
≥ lim
t→∞
(
t−1∑
k=0
C(yjk) + J
j
0→N (x
j
t))
Observe that at xF , the cost in (26) J
j
0→N (xF ) = 0.
Moreover, continuity of the dynamics (1) and cost C(·) at
yF imply that J
j
0→N (·) at xF . Computing the above limit
finally gives us
Jj−10→∞(xS) ≥ Jj0→N (xS) ≥ Jj0→∞(xS)
The desired statement easily follows from above.
D. Extension for Input Costs
In this section, we show that our framework applies
for costs of the form c(x, u) as well. First, we augment
system (1) with input as a state with first-order compensator
dynamics to get the augmented system
x˜t+1 =
[
xt+1
ut+1
]
= f˜(x˜t, zt) =
[
f(xt, ut)
αut + βzt
]
(32)
with any scalars α, β ∈ R. Observe that if (1) is 0−flat with
yt = h(xt) and (xt, ut) = (Fx(yt),Fu([yt, yt+R]), then the
system (32) is also 0−flat with yt = h˜(x˜t) = h(xt) and
x˜t = F˜x([yt, yt+R]) =
[ Fx(yt)
Fu([yt, yt+R])
]
(33)
zt = F˜u([yt, yt+R, yt+R+1])
=
1
β
(Fu([δ(yt, yt+R), yt+R+1])− αFu([yt, yt+R])) . (34)
So system (32) clearly satisfies Assumptions 2(A), 2(B).
Moreover from (33), we see that F˜x(·) has the desired mono-
tonicity properties in Assumption 2(C). If Assumption 3 is in
place, then zt isn’t constrained explicitly and so F˜u(·) need
not be monotonic as in Assumption 2(C).
For the augmented system (32), we now define the Output
Safe Set as
S˜Sj−1y =
⋃
i∈Ij
∞⋃
k=0
{
[yik, y
i
k+R]
}
. (35)
Taking the convex hull of this set, we now define the Convex
Output Safe Set
C˜Sj−1y = conv(S˜Sj−1y ). (36)
The cost-to-go is defined on points in S˜Sj−1y as
C˜it =
∑
k≥t
C˜(y˜ik) (37)
where C˜(·) is a convex, continuous function which satisfies
C˜([yF , yF ]) = 0, C(y˜)  0, ∀y˜ ∈ Rm×R+1\{[yF , yF ]}. (38)
Unlike C(·), the function C˜(·) penalises both state and
input implicitly via (33). The terminal cost is defined on
y˜ ∈ C˜Sj−1y as
Q˜j−1(y˜) = min
λik∈[0,1]∀i∈Ij−1
∑
i∈Ij−1
∑
k≥0
λikC˜ik
s.t.
∑
i∈Ij−1
∑
k≥0
λik[y
i
k, y
i
k+R] = y˜,∑
i∈Ij−1
∑
k≥0
λik = 1
(39)
With these revised definitions, all our results in Sections IV
and V still apply for system (32).
VI. NUMERICAL EXAMPLES
In this section, we first present results on three numerical
experiments: (VI-A) PWA system, (VI-B) Bilinear DC Motor
and (VI-C) Kinematic unicycle. In each of these examples,
we outline the system model, the associated flat maps and
the components of the constrained optimal control problem.
Each example also contains numerical results of system
trajectories and discussion on system performance when
using the LMPC (27).
A. PWA System
We implement the proposed framework on the following
Piecewise Affine (PWA) system:
xk+1 =

[
1 0.2
0 1
]
xk +
[
0
1
]
uk if [1 0]xk ≤ −2[
1 0.2
0.5 1
]
xk +
[
0
1
]
uk +
[
0
1
]
if [1 0]xk ≥ −2
(40)
The flat output and associated flat maps are given by
yk =
[
1 0
]
xk (41)
Fx(yk, yk+1) =
[
1 0
−5 5
] [
yk
yk+1
]
(42)
Fu(yk, yk+1, yk+2) =

[5 − 10 5]
 ykyk+1
yk+2
 if yk ≤ −2
[4.5 − 10 5]
 ykyk+1
yk+2
− 1 if yk ≥ −2
(43)
The map in(42) is linear and the map in (43) is monotonic
and continuous. The state and input constraints are given
by X = [−5, 0] × [0, 6], U = [−10, 2]. In order to drive
the system from the initial condition xS = [−5, 0] to the
origin, we minimize the sum of convex stage costs C(yk) =
5(y2k + y
2
k+1) = x
>
k
[
10 1
1 15
]
xk over a prediction horizon
N = 3. The terminal set and terminal cost are constructed
as (12) and (24) respectively. The dynamics (40) are posed
as constraints in the optimization problem (26) using the
Big-M formulation [25] for a prediction horizon N = 3.
The resulting problem is a MIQP with 2N = 6 binary
variables which we solve using GUROBI. Note that for the
same problem, the formulation in [13] would have required
6 + |SSj−1| binary variables where |SSj−1| is the number
of points in the Safe Set (7) at iteration j. At iterations
j = 1, 5, 9 of this example, the Safe Set (7) had |SS0| = 32
points, |SS4| = 73, |SS8| = 113 points respectively.
We see that the proposed controller successfully steers the
PWA system (40) to the origin (Figure 2), while meeting
state constraints and input constraints. The trajectory costs
Jj0→∞ =
∑
k≥0 C(y
j
k) are non-increasing with iteration j
as is evident in Table I.
Fig. 2. Closed loop realization for system (40) with LMPC. The coloured
portion of the state space represents the mode x1 ≥ −2. The final trajectory
is indicated in blue.
Iteration 0 1 2 3 4
Cost×10−2 6.5831 5.0300 5.0209 5.0159 5.0156
Iteration 5 6 7 8 9
Cost×10−2 5.0156 5.0156 5.0156 5.0156 5.0156
TABLE I
ITERATION COSTS FOR SYSTEM (40) IN CLOSED-LOOP WITH LMPC (27).
B. Bilinear System- DC motor control
Consider the folllowing bilinear model of a DC motor
xk+1 = Axk + u1kBxk + u2k
 dtLa0
0
 (44)
where
A =
1− dtRaLa 0 00 1 dt
0 0 1− dtD
J
 , B =
 0 0 −KydtLa0 0 0
Kydt
J
0 0

The state x = [I θ ω]> comprises the armature current, motor
angle and angular velocity, with inputs being field current u1
and armature voltage u2. The sampling period dt is set to
0.01 s and the other system parameters are taken from [26].
The flat output and associated flat maps are given by
yk =
[
1 0 0
0 1 0
]
xk =
[
Ik
θk
]
(45)
Fx(yk,yk+1) =
1 0 0 00 1 0 0
0 −1
dt
0 1
dt
[ yk
yk+1
]
=
Ikθk
ωk
 (46)
Fu(yk,yk+1, yk+2) =
[
u1k
u2k
]
u1k =
[
0 1
dt
]
(yk+2 + (1− dtDJ )yk − (2− dtDJ )yk+1)
[
Kydt
J
0]yk
(47)
u2k =
[
La
dt
0
]
(yk+1 − (1− dtRa
La
)yk)
+
[
0 Kyu1k
]
(yk+2 − yk+1) (48)
The map in (46) is linear and the map in (47) is con-
tinuous and linear-fractional for Ik > 0. The state and
input constraints are given by X = [0, 5] × R × [−10, 10],
U = [−5, 5] × R. For tracking the set-point ω = 6.0 rad/s,
we minimize the sum of convex stage costs c(xk, uk) =
20(ωk − 6)2 + 20(Ik − I∗)2 + (u1k − u∗1)2where I∗, u∗1 are
the equilibrium armature and field current obtained from
SS0y. Using the augmented system formulation in Section V-
D, we use stage cost C˜(y˜k) = 20([0 0 1]Fx(yk) − 6)2 +
20([1 0 0]Fx(yk) − I∗)2 + ([1 0]Fu(y˜k) − u∗1)2in (26) with
prediction horizon N = 5. It is convex because (46) is linear
and (47) is linear-fractional (and hence, monotonic [20]). The
optimization problem (26) with the terminal set and terminal
cost constructed as in (12) and (24) respectively is a NLP,
solved using fmincon in MATLAB.
In Figure 3, we see that closed-loop system (44) success-
fully tracks the desired set-point while meeting state con-
straints and input constraints (Figure 4). The trajectory costs
Jj0→∞ =
∑
k≥0 C˜(y˜
j
k) are non-increasing with iteration j
as is evident in Table II.
5 10 15 20 25 30 35 40 45 50
Time steps
0
0.5
1
1.5
2
x
1
Sampled Safe Set
LMPC closed-loop
First feasible solution
Constraint
5 10 15 20 25 30 35 40 45 50
Time steps
-10
-5
0
5
10
x
3 Sampled Safe Set
LMPC closed-loop
First feasible solution
Constraint
Fig. 3. Armature current and angular velocity trajectories in closed-loop
with LMPC (27). The final trajectory is indicated in blue.
5 10 15 20 25 30 35 40 45 50
Time steps
-6
-4
-2
0
2
4
6
u
1
Sampled Safe Set
LMPC closed-loop
First feasible solution
Constraint
Fig. 4. Field current applied over time across iterations
C. Kinematic Unicycle
Consider the following kinematic unicycle model with
state xk = [Xk Yk θk]>, controls uk = [vk wk]> and
discretization step dt = 0.1 sXk+1Yk+1
θk+1
 =
XkYk
θk
+ dt
vk cos(θk)vk sin(θk)
wk
 (49)
Iteration 0 1 2 3 4
Cost×10−4 1.7801 0.3138 0.2653 0.2653 0.2643
Iteration 5 6 7 8 9
Cost×10−4 0.2643 0.2643 0.2643 0.2643 0.2643
TABLE II
ITERATION COSTS FOR SYSTEM (44) IN CLOSED-LOOP WITH LMPC (27).
The flat output yk and associated flat maps are given by
yk =
[
Xk
Yk
]
(50)
Fx(yk, yk+1) =
 yktan−1([0 1] (yk+1 − yk)[
1 0
]
(yk+1 − yk)
) (51)
Fu(yk, yk+1, yk+2) =
[
vk
wk
]
vk =
1
dt
‖yk+1 − yk)‖2 (52)
wk =
[
0 0 1
dt
]
(Fx(yk+1, yk+2)
−Fx(yk, yk+1)) (53)
From (51), we see that Fx(·) is linear in its first two com-
ponents and monotonic in the third component (composition
of monotonic and quasilinear map [20]). For speed input
vk, (52) is quasiconvex and doesn’t require quasiconcavity
(speed is always positive). The state and input constraints are
given by X = {(x, y) ∈ R2|(x ≥ 0) ∧ (y ≤ 10) ∧ (x− y ≤
2)} × [−pi2 , pi2 ], U = [0, 5] × R. To steer the unicycle to
the position (5, 10), we minimize the sum of convex stage
costs c(xk, uk) = 20(Xk − 5)2 + 20(Yk − 10)2 + v2k. Using
the augmented system formulation in Section V-D, we use
stage cost C˜(y˜k) = 20‖yk − [5 10]>‖22+ ‖[1 0]Fu(y˜k)‖22over a
prediction horizon N = 5 in (26). This cost is convex in y˜
because of quasiconvexity of (52). The optimization problem
(26) with the terminal set and terminal cost constructed as
in (12) and (24) respectively is a NLP, solved using fmincon
in MATLAB.
We see that the proposed controller successfully steers the
unicycle (49) to the position (5, 10) (Figure 5), while meet-
ing state constraints and input constraints (Figure 6). The
trajectory costs Jj0→∞ =
∑
k≥0 C˜(y˜
j
k) are non-increasing
with iteration j as is evident in Table III.
Iteration 0 1 2 3 4
Cost×10−4 6.4931 2.8536 2.8088 2.7301 2.6944
Iteration 5 6 7 8 9
Cost×10−4 2.6624 2.5695 2.4971 2.4515 2.4343
TABLE III
ITERATION COSTS FOR SYSTEM (49) IN CLOSED-LOOP WITH LMPC (27).
VII. CONCLUSION
We have proposed a revised formulation of Learning
Model Predictive Control for difference flat systems perform-
ing iterative tasks. We showed that for a certain class of
Fig. 5. Unicycle (49) trajectories in closed-loop with LMPC. The final
trajectory is indicated in blue.
5 10 15 20 25 30 35 40 45 50
Time steps
-1
0
1
2
3
4
5
6
v Sampled Safe Set
LMPC closed-loop
First feasible solution
Constraint
Fig. 6. Speed profile over time across iterations. The final trajectory (blue)
reaches (5, 10) the fastest.
difference flat systems, we can solve infinite-horizon con-
strained optimal control problems by planning in the space
of flat output sequences. A recursively-feasible, stabilizing
LMPC strategy was proposed via the construction of a
convex control invariant set and an accompanying CLF on
this space of flat output sequences using historical data.
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VIII. APPENDIX
A. Proof of Proposition 1
Before proving the statement, we first prove the following
auxiliary property that is granted by Assumption 2(C):
F i(y) ∈ [ min
k=1,...,p
F i(yk), max
k=1,...,p
F i(yk)]
∀i = 1, . . . , n+m
We proceed using induction on p, the number of points
in the set. For p = 2, the property follows trivially by the
definition of monotonicity of F i(·) along the line joining y1
and y2. Suppose the property is true for p− 1, i.e.,
F i(y) ∈ [ min
k=1,...,p−1
F i(yk), max
k=1,...,p−1
F i(yk)]
∀i = 1, . . . , n+m
Adding an additional point in the set, and writing
conv({y1, . . . ,yp}) 3 y = λyp + (1 − λ)y′ for some λ ∈
[0, 1] and y′ ∈ conv({y1, . . . ,yp−1}). Using the property
for p = 2, we have
F i(y) ∈ [min(F i(yp),F i(y′)),max(F i(yp),F i(y′))]
∀i = 1, . . . , n+m
Using the truth of property for p − 1 we have for all i =
1, . . . , n+m
min
k=1,...,p
F i(yk) ≤ min(F i(yp),F i(y′))
max(F i(yp),F i(y′)) ≤ max
k=1,...,p
F i(yk)
⇒ F i(y) ∈ [ min
k=1,...,p
F i(yk), max
k=1,...,p
F i(yk)]
The property thus holds true for p as well and induction
helps us conclude that this holds for any p ≥ 1. Since each
F(yk) ∈ X × U and the sets X × U are defined by box
constraints, this implies that
F(y) ∈ X × U ∀y ∈ conv({y1, . . . ,yp})

