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RAČUNALNIŠTVO IN MATEMATIKA
Mentor: izr. prof. dr. Matej Kristan
Ljubljana, 2019
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
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ReLU rectified linear unit pragovna linearna funkcija
MSE mean squared error srednja kvadratna napaka
PSNR peak signal-to-noise ratio razmerje med maksimalno vredno-
stjo signala in šumom
SSIM structural similarity strukturna podobnost

Povzetek
Naslov: Globoka nevronska mreža za ostrenje slik z glajenjem
Avtor: Maja Gornik
V diplomskem delu se ukvarjamo s problemom ostrenja zamegljenih slik. Za
reševanje tega problema predlagamo nov pristop k ostrenju slik, ki temelji
na globoki konvolucijski nevronski mreži z dodanimi filtri za glajenje slik
(UnsharpNet). Predstavimo več različic osnovnega modela, ki se med seboj
razlikujejo glede na velikost in pozicijo uporabljenih filtrov. Rezultate mode-
lov nato ocenimo kvantitativno in kvalitativno na podatkovni zbirki GOPRO
ter analiziramo vpliv velikosti filtrov in njihove pozicije v arhitekturi mreže
na dobljen rezultat. Eksperimentalni rezultati kažejo, da so dobljenimi mo-
deli praviloma bolj uspešni kot osnovni model, ki ne vsebuje dodatnih filtrov.
Rezultat osnovnega modela uspemo izbolǰsati za 1.1% glede na oceno PSNR
in 0.68% glede na SSIM. Najbolǰso različico modela UnsharpNet nato pri-
merjamo še s sorodnimi deli. Rezultati kažejo, da kljub enostavnosti naša
metoda dosega rezultate, ki so primerljivi z najnoveǰsimi metodami iz tega
področja.
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In this thesis we address the problem of image deblurring. We propose a
new approach that is based on a deep convolutional neural network with
added filters for image smoothing (UnsharpNet). We present several different
models that differ from each other in size and positioning of added filters.
We evaluate developed models both quantitatively and qualitatively on the
GOPRO dataset and also analyze the impact of filter sizes and positions in
the model architecture on achieved results. Experiments show that presented
methods generally achieve better results than our baseline method, which
does not have any additional filters. We improved the results of our baseline
method by 1.1% in terms of PSNR and 0.68% in terms of SSIM. We then
compare our best model with related work and show that despite simplicity
our method achieves results that are comparable to current state of the art
image deblurring methods.





Ostrenje slik je problem na področju računalnǐskega vida, ki skuša na podlagi
zamegljene slike rekonstruirati ostro sliko. Vzroki za nastanek megljenja so
različni, na primer premikanje kamere med zajemom posnetka ali premikanja
objekta na sliki. Zameglitev se pojavi tudi na delih slike, ki so izven fokusa
kamere. Vsi ti efekti lahko drastično poslabšajo kvaliteto slike in jo naredijo
neuporabno za praktično rabo. Ker se zamegljenosti v nekaterih primerih
težko izognemo, je ostrenje slik pomemben problem, saj omogoča izbolǰsavo
drugače neuporabnih slik. Rešitve tega problema so uporabne na veliko po-
dročjih, praktično povsod kjer imamo opravka s fotografijami. To področje je
zanimivo tudi za vodilne proizvajalce mobilnih telefonov, saj ostrenje pred-
stavlja ključen del predprocesiranja v številnih pametnih telefonih. Noveǰsi
telefoni vsebujejo razne programske in strojne rešitve za stabilizacijo slike, s
čimer preprečujejo nastanek zameglitve zaradi tresenja kamere [1].
Ostrenje slik je pomembno tudi na ostalih področjih računalnǐskega vida,
saj se zaradi megljenja lahko izgubi ključna vizualna informacija, ki je po-
membna za določeno nalogo, na primer detekcijo objektov na sliki. Problem
je še večji, če so detektorji trenirani na ostrih slikah, saj ne pričakujejo zame-
gljenih objektov in jih posledično težje razpoznajo. Edini način za izbolǰsanje
delovanja tako naučenih detektorjev je torej predprocesiranje vhodnih slik z
metodami za ostrenje. Vpliv zameglitve na detekcijo je prikazan na Sliki 1.1.
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Slika 1.1: Detekcija objektov z metodo YOLO [23] na zamegljeni in ostri
sliki. Zaradi močne zameglitve detektor ne zazna nekaterih objektov, druge
pa zazna napačno (namesto človeka zazna kolo). Vir: [19].
Ostrenje zamegljenih slik je precej zahtevno, saj je zameglitev lahko zelo
različna. Pojavlja se v različnih stopnjah, smereh in tipih. Poznamo Gaus-
sovo zameglitev, linearno zameglitev, zameglitev zaradi gibanja kamere ali
objektov in druge [7]. Zameglitev je lahko enakomerna na celi sliki, lahko
pa je zamegljen le del slike (premikanje objektov na sliki). Primeri različnih
zameglitev so prikazani na Sliki 1.2.
Problem ostrenja v poenostavljeni obliki lahko formalno zapǐsemo kot:
Y = K ∗X + N, (1.1)
kjer Y predstavlja zamegljeno sliko, X originalno sliko, K filter ki je bil
uporabljen za zameglitev, N šum, ∗ pa operacijo konvolucije. Cilj ostrenja
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Slika 1.2: Prikaz različnih zameglitev. Od leve proti desni si sledijo Gaus-
sova zameglitev, linearna zameglitev v vodoravni smeri, zameglitev zaradi
tresenja kamere in zameglitev zaradi premikanja osebe na sliki. Prvi dve
sliki prikazujeta enakomerno zameglitev, drugi dve pa neenakomerno. Vir:
GOPRO [20], [7].
je poiskati sliko X na podlagi zamegljene slike Y, brez da bi poznali filter K.
Problem ostrenja je torej slabo pogojen, saj moramo poiskati tako X kot K.
Večina prvotnih metod za ostrenje [13, 12, 28, 15] si problem poenostavi, tako
da se omeji le na določene tipe zameglitev ter glede na statistične značilnosti
slike poǐsče filter K, s katerim nato s postopkom dekonvolucije dobi ostro
sliko. Noveǰsi pristopi, ki temeljijo na konvolucijskih nevronskih mrežah [20,
27, 10], pa so zmožni odstraniti tudi bolj kompleksne zameglitve slik.
Slike lahko ostrimo tudi na bolj enostaven način in sicer z uporabo določenih
filtrov. Ti filtri na slikah poudarijo detajle in robove in tako naredijo sliko
bolj ostro. Cilj diplomske naloge je bil preveriti ali lahko ti filtri pomagajo
pri učenju nevronskih mrež.
1.1 Sorodna dela
Zaradi velikega komercialnega potenciala in uporabnosti tega področja se je v
zadnjih letih pojavilo veliko metod za ostrenje slik. Prvotne metode večinoma
predpostavljajo, da imajo slike določen tip zameglitve. Nekatere na primer
predpostavijo, da je zameglitev enakomerna na celi sliki [13, 12, 26], neka-
tere pa se omejijo zgolj na zameglitev, ki nastane zaradi premikanja kamere
4 Maja Gornik
[13, 28, 15]. Vse te metode so primerne le za reševanje določenih problemov
in niso primerne za ostrenje bolj kompleksnih zameglitev, na primer tistih,
ki nastanejo zaradi premikanja objektov na slikah. Osnovna ideja metod
opisanih v člankih [13, 12, 26] je iskanje filtra, ki je bil uporabljen za zame-
glitev, s katerim nato s postopkom dekonvolucije dobijo ostro sliko. Pravi
filter določijo na podlagi raznih značilnosti slike, tako da na primer merijo
velikosti gradientov in ojačenje robov.
Veliko modernih pristopov za ostrenje slik uporablja konvolucijske ne-
vronske mreže. Zgodneǰsi pristopi z njimi poǐsčejo filtre, s katerimi potem
izostrijo sliko. V članku [24] to naredijo v večih iteracijah. V vsaki iteraciji
najprej iz slike pridobijo značilke, nato na podlagi dobljenih značilk ocenijo
filter in na podlagi trenutnega filtra generirajo izostreno sliko. V [25] pa sliko
razdelijo na več delov in s konvolucijsko nevronsko mrežo za vsak del posebej
izračunajo kateri izmed možnih filtrov je bil uporabljen.
Večina teh metod za učenje uporablja zamegljene slike, ki jih dobijo tako,
da ostre slike filtrirajo z določenimi filtri. V [25] filtrirajo sliko z enim izmed
73 filtrov, ki posnemajo linearno gibanje (ang. linear motion kernel), v [11]
pa naredijo filtre tako, da v matriki določene velikosti (8 × 8, 16 × 16 ali
24 × 24) izberejo 6 naključnih točk, na katere potem prilegajo krivuljo. S
temi filtri nato generirajo zamegljene slike. Tako dobljene slike niso preveč
realistične, metode ki jih uporabljajo pa so zmožne odstraniti le določen tip
zameglitve.
Zaradi pomanjkljivosti prej opisanih načinov pridobivanja zamegljenih
slik so se pojavile nove podatkovne zbirke [20, 14, 21]. V teh zbirkah so
zamegljene slike dobili z združevanjem več zaporednih slik video posnetka.
Tako dobljene zamegljene slike so bolj realistične od tistih, ki jih dobimo
z uporabo raznih filtrov. Vsebujejo tudi zameglitve, ki nastanejo zaradi
premikanja objektov, kar s filtri težko dosežemo.
V zadnjem času so popularne predvsem metode, ki temeljijo na konvo-
lucijskih nevronskih mrežah in se učijo celotnega procesa ostrenja slik (ang.
end-to-end learning). Te metode ne ǐsčejo filtrov za ostrenje kot večina prej
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opisanih metod, temveč direktno napovejo vrednosti vseh slikovnih elemen-
tov izostrene slike. Na splošno se te metode obnesejo veliko bolje od ostalih,
k čimer so pripomogle tudi nove podatkovne zbirke. Pojavilo se je veliko
različnih modelov mrež. Popularne so predvsem večnivojske arhitekture, ki
uporabijo sliko v različnih resolucijah [20, 27, 10, 14]. Med sabo se razliku-
jejo glede na to kako si nivoji delijo parametre. V [20] ima vsak nivo svoje
parametre, v [27] pa imajo nivoji skupne parametre. Za ostrenje slik se upo-
rabljajo tudi generativne nasprotnǐske mreže [19] in rekurenčne nevronske
mreže [30].
Vsi zgoraj opisani pristopi za rekonstrukcijo ostre slike potrebujejo le eno
vhodno sliko. Obstajajo pa tudi metode, ki za ostrenje uporabljajo več slik.
V članku [32] za pridobivanje ostre slike uporabijo dve sliki iz stereo kamere,
v [8] pa ostro sliko dobijo z združevanjem informacij iz večih zaporednih slik
istega prizora. Ti dve metodi se sicer obneseta bolje kot večina prej opisanih
pristopov, a za dobro delovanje potrebujeta več slik, ki pa niso vedno na
voljo.
1.2 Prispevki
Glavni prispevek te diplomske naloge je razvoj novega pristopa k ostrenju
slik z nevronskimi mrežami. Naš pristop temelji na konvolucijski nevronski
mreži, ki ji na različnih mestih dodamo v naprej definirane filtre za ostrenje.
Tako smo klasičnemu pristopu učenja mreže, ki na vhodu dobi zamegljeno
sliko in na izhod vrne ostro sliko, pomagali, da se nauči ostrenja z uporabo
določenih filtrov. S tem zmanǰsamo število parametrov v mreži, kar potenci-
alno preprečuje preveliko prileganje podatkom in ima potencialno večjo moč
generalizacije.
Sekundarni prispevek je analiza na katerih nivojih arhitekture mreže se




V diplomski nalogi najprej v Poglavju 2 opǐsemo teoretično osnovo metod, ki
smo jih uporabili pri izdelavi, to so konvolucijske nevronske mreže in filtri za
ostrenje ter glajenje slik. V Poglavju 3 opǐsemo našo globoko mrežo in njene
različice z dodanimi filtri za ostrenje slik. V Poglavju 4 predstavimo način
testiranja naših metod, naredimo primerjavo med njimi ter naše rezultate
primerjamo še s sorodnimi deli. V Poglavju 5 pa sledi še sklep.
Poglavje 2
Uporabljene metode
V tem poglavju bomo opisali glavne metode, ki smo jih uporabili pri izdelavi
diplomske naloge. Najprej bomo opisali nevronske mreže in kako se učijo
ter nato konvolucijske nevronske mreže. Nato bomo podrobneje opisali arhi-
tekturo mreže SRN-DeblurNet [27], ki predstavlja osnovo naše metode. Na
koncu pa bomo predstavili še glajenje in ostrenje slik z uporabo filtrov.
2.1 Nevronske mreže
Nevronske mreže so računski model, ki skušajo na podlagi videnih podatkov
najti nelinearno preslikavo, ki bo čim bolje rešila dani problem. Osnovni
gradniki nevronske mreže so nevroni, ki so povezani med sabo in razporejeni
v več nivojev. Nevron na vhod dobi več vrednosti, ki so ponavadi izhodi
nevronov iz preǰsnjega nivoja in na izhod vrne njihovo uteženo vsoto, trans-
formirano z izbrano aktivacijsko funkcijo. Prikaz delovanja nevrona lahko




xi · wki + bk), (2.1)
kjer so x1, .., xm vhodi v nevron, wki pripadajoče uteži, bk odmik, f pa ak-
tivacijska funkcija. Aktivacijske funkcije vpeljejo v nevronsko mrežo neli-
nearnost, ki omogoča aproksimacijo kompleksneǰsih funkcij. Pogosti aktiva-
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cijski funkciji sta ReLU: f(x) = max(0, x) in sigmoidna funkcija: f(x) =
1/(1 + e−x).
Slika 2.1: Prikaz delovanja umetnega nevrona, ki na vhod dobi tri vrednosti,
jih uteži in sešteje skupaj z odmikom b. Dobljeno vrednost nato transformira
s sigmoidno funkcijo in rezultat vrne na izhod. Vir: [2].
2.1.1 Učenje
Učenje mreže je proces spreminjanja vrednosti uteži na vhodih nevronov in
ostalih prostih parametrov slojev in aktivacijskih funkcij, tako da se izhod
mreže čim bolje ujema z referenčno vrednostjo v učnih podatkih. Da ocenimo
kako dobre so izhodne vrednosti mreže potrebujemo cenilno funkcijo, ki pove
kakšna je napaka med dobljenimi in referenčnimi vrednostmi. Izbira cenilne
funkcije je odvisna od problema, ki ga rešujemo. Primer cenilne funkcije je
srednja kvadratna napaka: MSE = 1
N
∑N
i=1(yi − y′i)2, kjer je y′i vrednost, ki
jo vrne mreža, yi prava vrednost, N pa število učnih primerov. Cilj učenja
je torej poiskati take vrednosti uteži in odmikov, da bo napaka minimalna.
Za iskanje minimuma cenilne funkcije uporabimo gradientni spust [5].
Gradientni spust je iterativna optimizacijska metoda za iskanje mini-
muma funkcije. Gradient funkcije f(x) v neki točki x predstavlja smer naj-
hitreǰsega naraščanja funkcije v tisti točki. Za iskanje minimuma se moramo
torej premakniti v negativni smeri gradienta. Novo točko x′, ki potencialno
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ustreza nižji vrednosti kriterijske funkcije, dobimo z enačbo
x′ = x− η∇f(x), (2.2)
kjer η predstavlja velikost koraka. Za dovolj majhen η bo potem veljalo
f(x′) ≤ f(x) . Ta postopek ponavljamo dokler ne najdemo lokalnega mini-
muma oziroma dokler vrednosti ne dosežejo neke meje.
Za učenje nevronske mreže z gradientnim spustom moramo izračunati
gradient cenilne funkcije za vsako utež v mreži. Za učinkovito računanje gra-
dientov se uporablja metoda vzvratnega razširjanja napake (angl. backpropa-
gation), ki računa gradiente v smeri od izhoda proti vhodu mreže. Izračunani
gradienti na enem nivoju se tako uporabijo za izračun na predhodnem nivoju,
kar je veliko bolj učinkovito od računanja gradientov za vsak nivo posebej.







kjer je wki vrednost i-te uteži v k-ti iteraciji, E(w) cenilna funkcija, η hitrost
učenja, ∂E
∂wi
pa nam pove, za koliko se spremeni cenilna funkcija, če malo
spremenimo utež wi. Hitrost učenja določa za koliko se bodo uteži spremenile.
Izbira prave hitrosti učenja je zelo pomembna. Velika vrednost lahko povzroči
prevelike premike, zaradi katerih zgrešimo minimum, premajhna vrednost pa
upočasni učenje.
Razvile so se tudi bolj učinkovite metode za spust po gradientu (na primer
Adam [18]). Te metode samodejno spreminjajo hitrost učenja in pri poso-
dabljanju uteži upoštevajo tudi gradiente iz preǰsnjih iteracij. Z uporabo
teh metod zato težje obtičimo v lokalnem minimumu in hitreje dosežemo
optimalno vrednost.
Če vse skupaj povzamemo je postopek učenja sledeč: začnemo z naključno
inicializacijo parametrov (uteži in odmiki), mreža nato na vhod dobi podatke
in na podlagi trenutnih vrednosti parametrov vrne nek rezultat. Ta rezultat
potem primerjamo z dejansko vrednostjo in s cenilno funkcijo ocenimo na-
pako. Napaka se nato vzvratno propagira od izhoda proti vhodu mreže in
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posodablja uteži glede na izračunane gradiente in hitrost učenja. Ta posto-
pek se nato ponavlja dokler cenilna funkcija ne doseže minimuma oziroma
dovolj nizke vrednosti.
2.2 Konvolucijske nevronske mreže
Klasične nevronske mreže uporabljajo polno povezane sloje, pri katerih je
vsak nevron na enem nivoju povezan z vsemi nevroni iz preǰsnjega nivoja,
kar je za procesiranje slik neprimerno. Prvič bi tak model imel ogromno
parametrov (za vhodno sliko velikosti 1280 × 720 bi imel vsak nevron na
drugi plasti skoraj milijon uteži). Druga težava take arhitekture pa je, da ne
upošteva prostorske strukture podatkov, saj obravnava vsak piksel posebej.
Za rešitev teh problemov so bile razvite konvolucijske nevronske mreže, ki
namesto polno povezanih slojev uporabljajo filtre (uteži zložene v tenzor), ki
delujejo le na majhnem kosu slike naenkrat in tako bolje upoštevajo sosednost
pikslov in znatno zmanǰsajo število učljivih parametrov (za filter velikosti 5×
5 in poljubno veliko sliko potrebujemo le 25 parametrov). Dodatna pozitivna
lastnost uporabe istih uteži čez celo sliko je tudi to, da lahko detektiramo
določeno lastnost ne glede na to, kje na sliki se pojavi.
2.2.1 Nivoji v konvolucijskih nevronskih mrežah
Konvolucijske nevronske mreže so sestavljene iz večih nivojev. Najpogosteǰsi
so konvolucijski nivo, nivo združevanja in polno povezan nivo.
Konvolucijski nivo je najosnovneǰsi nivo konvolucijskih nevronskih mrež.
Učljivi parametri mreže so zloženi v filtre, ki so po vǐsini in širini manǰsi kot
vhodna slika (ponavadi velikosti 3 × 3 ali 5 × 5). Filter se nato premika po
celotni vǐsini in širine slike in na vsakem mestu izračuna vsoto produktov
istoležnih elementov filtra in slike. Ta operacija se imenuje konvolucija. V








F [i, j] · I[x− i, y − j]. (2.4)
Rezultat te operacije je matrika G, velikosti (h − 2n) × (w − 2n), kjer sta
h in w vǐsina ter širina vhodne slike. Če želimo ohraniti originalno velikost
moramo vhodno sliko na robovih obdati z ničlami. Velikost izhoda pa je
odvisna tudi od velikosti koraka (za koliko pikslov se vsakič premakne filter).
Filtri v konvolucijskih mrežah so tridimenzionalni, njihova globina je
enaka številu kanalov vhoda, kljub temu pa z vsakim filtrom dobimo zgolj
dvodimenzionalen izhod. Primer delovanja kovolucije lahko vidimo na Sliki
2.2. Na vsakem vhodu uporabimo različne filtre in njihove rezultate zložimo
skupaj. Število dobljenih kanalov je torej odvisno od števila uporabljenih
filtrov.
Konvolucijskemu nivoju ponavadi sledi aktivacijska funkcija. V konvo-
lucijskih nevronskih mrežah se najpogosteje uporablja funkcija ReLU [4], ki
postavi negativne vrednosti na nič, pozitivne pa ohrani enake.
Združevalni nivo (ang. pooling layer) združi več sosednjih vrednosti v
eno in tako zmanǰsa velikost vhoda. Ponavadi vzame območje velikosti 2× 2
in ga nadomesti z največjo ali povprečno vrednostjo tistega območja.
Slika 2.2: Prikaz delovanja konvolucije. Vir: [4].
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2.3 SRN-DeblurNet
SRN-DeblurNet (scale recurrent network) [27] je mreža, ki je bila objavljena
leta 2018 za izostritev slik. Glavna ideja tega pristopa je uporaba iste slike v
različnih resolucijah. Mreža je sestavljena iz več nivojev, za vsakega mreža
dobi svojo velikost slike. Za razliko od nekaterih drugih pristopov, pri katerih
imajo posamezni nivoji ločene parametre, ta mreža uporablja iste parametre
za vse nivoje, kar znatno zmanǰsa število parametrov in preprečuje pretirano
prilagajanje na določeno resolucijo ter stopnjo zameglitve.
Arhitektura mreže je prikazana na Sliki 2.3. Sestavljena je iz treh nivo-
jev. Prvi nivo na vhod prejme sliko, ki je zmanǰsana na četrtino originalne
velikosti, drugi nivo sliko polovične velikosti, zadnji pa originalno sliko. Vsak
nivo vrne pripadajočo izostreno sliko, ki se nato razširi na pravo velikost in
pošlje na vhod naslednjega nivoja poleg zamegljene slike. Izhod zadnjega
nivoja pa predstavlja končen rezultat.
Glavni sestavni deli mreže so kodirnik-dekodirnik, bloki ResBlock in LSTM,
bolj podrobno pa so opisani v nadaljevanju.
Kodirnik-dekodirnik: Kodirnik postopoma zmanǰsuje dimenzijo podatkov
in povečuje število kanalov, dekodirnik pa jih nato postopoma transfor-
mira do začetne velikosti. Za zmanǰsevanje velikosti podatkov se upora-
blja konvolucija z velikostjo koraka 2, za razširjanje dimenzije pa tran-
sponirana konvolucija. Med bloki iste velikosti kodirnika in dekodirnika
so preskočne povezave, ki združujejo informacije iz preǰsnjih slojev. Za
povečanje globine mreže so med sloji za razširjanje in zmanǰsevanje di-
menzije še dodatni konvolucijski sloji. Za vse konvolucije se uporabljajo
filtri velikosti 5× 5.
Blok ResBlock: Po dva konvolucijska sloja sta združena v blok, imenovan
ResBlock, ki idejno izhaja iz mreže ResNet [16] (na Sliki 2.3 so pri-
kazani z modro barvo). Med konvolucijskima slojema je aktivacijska
funkcija ReLU, vhod in izhod bloka pa povezuje preskočna povezava.
Uporaba teh blokov omogoča bolj globoko mrežo v primerjavi z upo-
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rabo navadnih konvolucijskih slojev. Preskočne povezave v teh blokih
namreč omogočajo lažje propagiranje napake pri vzvratnem prehodu
in rešujejo problem izginjajočih gradientov, ki se pojavi pri globokih
mrežah [16].
LSTM: Mreža vsebuje tudi rekurenčne povezave med nivoji, ki posredujejo
vmesne rezultate iz enega nivoja do naslednjega. Za hranjenje infor-
macij se uporablja LSTM (ang. long short-term memory) [17].
Slika 2.3: Arhitektura mreže SRN-DeblurNet. Vir: [27].
2.4 Metode za ostrenje in glajenje slik
Z uporabo konvolucije z različnimi filtri lahko na slikah dosežemo različne
učinke, kot so detekcija robov, odstranjevanje šuma, glajenje in ostrenje slike.
V nadaljevanju opǐsemo kakšne filtre se uporablja za ostrenje in glajenje.
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2.4.1 Glajenje slik
Slike gladimo tako, da vrednosti pikslov nadomestimo z uteženo vsoto vre-
dnosti njihove okolice. Tako zmanǰsamo razlike v intenziteti med sosednjimi
piksli in s tem odstranimo šum in detajle ter dobimo bolj zamegljeno sliko.
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kjer n predstavlja velikost filtra. Večji filter izračuna povprečje na večji
okolici in tako dobimo sliko, ki je bolj zamegljena.








kjer je σ standardna deviacija. Gaussova funkcija ima sicer neskončno de-
finicijsko območje, za kar bi potrebovali neskončne filtre, a so vrednosti, ki
so oddaljene za več kot 3σ skoraj enake nič in jih zato lahko zanemarimo.
Za diskretno aproksimacijo Gaussove funkcije je torej dovolj vzeti filter, ki je
velik približno 6σ × 6σ. Večji σ kot vzamemo, bolj zamegljena bo slika.
Gaussov filter piksle uteži glede na oddaljenost od trenutnega piksla, bolj
kot je piksel oddaljen od sredǐsča manǰso utež dobi. Tako bližnji piksli pri-
spevajo k povprečju več kot tisti bolj oddaljeni. Primer takega filtra lahko
vidimo na Sliki 2.4.
2.4.2 Ostrenje slik
Ostrenje slik je nasproten proces od glajenja. Ostrenje povečuje razlike med
intenzitetami sosednjih pikslov in s tem poudari detajle in robove na slikah.
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Slika 2.4: Primer Gaussovega filtra velikosti 18x18 in σ = 3.












ki računa razliko med sosednjimi piksli [3]. Ta filter poudari vrednosti, ki
so vǐsje od sosednjih, vrednosti, ki so enake okolǐskim pikslom, pa ostanejo
nespremenjene.
Slike lahko ostrimo tudi tako, da od originalne slike odštejemo zame-
gljeno različico slike in tako dobimo masko z detajli in robovi. To masko
nato prǐstejemo k originalni sliki in dobimo ostreǰso sliko [6]. Postopek je
prikazan na Sliki 2.5. Lahko ga opǐsemo z enačbo IS = I + (I − IB), kjer
je I originalna slika, IB zamegljena slika, IS pa izostrena slika. Za glajenje
slike lahko uporabimo katerikoli filter za glajenje. Za primer na Sliki 2.5 smo
uporabili filter iz samih enic velikosti 9× 9.
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Slika 2.5: Prikaz ostrenja slike z odstranjevanjem zamegljene slike.
Poglavje 3
Globoka mreža za ostrenje slik
z glajenjem
V tem poglavju predstavimo modele, ki smo jih razvili za ostrenje slik. Naj-
prej opǐsemo osnovno arhitekturo, nato pa predstavimo še različne dodatke,
ki smo jih dodali osnovnemu modelu.
3.1 Osnovna arhitektura ostrenja z glajenjem
(UnsharpNet)
Izhajali smo iz arhitekture mreže SRN-DeblurNet, opisane v Poglavju 2.3.
Da bi bil model bolj enostaven smo mrežo poenostavili, tako da smo vzeli le
en nivo mreže in odstranili rekurenčne povezave. Dobljen model, ki ga bomo
v nadaljevanju imenovali UnsharpNet, je prikazan na Sliki 3.1.
Mreža je sestavljena iz 18 blokov, imenovanih ResBlock. Te bloke sesta-
vljata dva konvolucijska sloja med katerima je aktivacijska funkcija ReLU.
Vsak blok vsebuje tudi preskočno povezavo, ki povezuje vhod in izhod iz
bloka, tako da se izhodu drugega konvolucijskega sloja prǐstejejo podatki, ki
jih blok dobi na vhodu. Skupini treh blokov nato sledi konvolucijska plast,
ki služi za zmanǰsevanje oziroma povečanje dimenzije. V prvem delu mreže
se uporablja konvolucija s korakom velikosti 2, ki prepolovi dimenzijo in
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podvoji število kanalov. V drugem delu mreže pa se za povečanje dimen-
zije uporablja transponirana konvolucija, s katero se tudi zmanǰsa število
kanalov. Število uporabljenih kanalov je prikazano na Sliki 3.1 pod vsako
skupino blokov. Skupine blokov enakih dimenzij povezujeta še dve preskočni
povezavi. Preskočno povezavo, ki povezuje bloke dimenzije 32, bomo v nada-
ljevanju imenovali zgornja povezava, povezavo, ki povezuje bloke dimenzije
64 pa spodnja povezava. Mrežo tako vse skupaj sestavlja 42 konvolucijskih
slojev, pri vseh pa se uporablja filter velikosti 5× 5.
Slika 3.1: Arhitektura mreže osnovnega modela.
3.2 Različice osnovne arhitekture UnsharpNet
Osnovni model smo nato na različnih mestih filtrirali z Gaussovim filtrom in
dobljene kanale dodali k modelu. S tem smo poskušali mreži pomagati, da se
nauči ostrenja s postopkom glajenja, kot je opisano v Poglavju 2.4. Najprej
smo glajenje dodali na vhod mreže (UnsharpNetst), nato smo filtriranje do-
dali sredi mreže, za vsako skupino blokov (UnsharpNetmd), nazadnje pa smo
to preizkusili še na preskočnih povezavah (UnsharpNetsk). Tako smo dobili
naslednje različice modelov:
UnsharpNet1st: Najprej smo vhodno sliko filtrirali z Gaussovim filtrom različnih
velikosti in tako dobili slike z različnimi stopnjami zameglitve. Te slike
smo nato zložili skupaj, tako da smo dobili več kanalov in to dali na
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vhod mreže. S tem smo hoteli pomagati mreži, da se nauči različnih
stopenj zameglitev in na nek način nadomestiti večnivojsko strukturo,
ki na vhod dobi sliko v različnih resolucijah.
UnsharpNet2st: Podobno kot pri preǰsnjem modelu smo tudi pri tem na
vhod dali sliko filtrirano z različnimi filtri. Le da smo pri tem modelu
dodatne slike dobili po principu I + (I − IB), kjer je I vhodna slika, IB
pa vhodna slika filtrirana z Gaussi različnih velikosti. Tako smo poleg
vhodne slike dobili še slike z različnimi stopnjami ostrenja. Primer
vhodne slike in slik z različnimi stopnjami glajenja in ostrenja, ki smo
jih poleg vhodne slike dali na vhod mreže, lahko vidimo na Sliki 3.2.
Slika 3.2: V zgornji vrstici je originalna slika, slika zamegljena z Gaussovim
filtrom velikosti 11x11 in 27x27. V spodnji vrstici pa originalna slika in izo-
streni sliki z enakimi filtri kot zgoraj. Originalna slika je vzeta iz podatkovne
zbirke GOPRO [20].
Preliminarna analiza je pokazala, da se model z dodatno zamegljenimi
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slikami na vhodu odreže slabše kot osnovni model, iz česar smo sklepali, da
mreža sama ne zna tako dobro uporabiti zameglitve za ostrenje. Zato smo
ostalim modelom poleg samega glajenja skušali dati še dodatno strukturo,
ki bi modelom pomagala uporabiti glajenje za ostrenje. To smo naredili
tako, da smo v mrežo dodali eksplicitne povezave, ki imajo obliko formule za
ostrenje, tj. I + (I − IB).
UnsharpNetmd: Pri tem modelu smo z Gaussom filtrirali nekatere bloke na
sredini globine mreže. Mesta na katerih smo to naredili so na Sliki 3.3
označena z rumeno barvo. Na teh mestih smo namesto vrednosti iz
preǰsnjega sloja naprej poslali vrednosti dobljene po formuli I−vi ∗ IB,
s čimer smo posnemali formulo za ostrenje. Tukaj I predstavlja izhod
iz preǰsnjega sloja, IB izhod iz preǰsnjega sloja zamegljen z Gaussom,
vi pa utež za vsak blok posebej. Uteži vi nismo fiksirali, pač pa smo
pustili mreži, da se sama nauči optimalne vrednosti in ugotovi, ali ji
filtriranje z Gaussom ustreza ali ne. Mreža lahko utež vi postavi tudi
na 0 in s tem dobi osnovni model, brez filtriranja z Gaussom.
UnsharpNet1sk: Tokrat smo filtriranje z Gaussom dodali na preskočne po-
vezave. Namesto vrednosti iz preǰsnjih slojev smo po teh povezavah
poslali vrednosti filtrirane z Gaussovim filtrom in pomnožene z neko
utežjo: −v ∗ IB. Tudi tukaj se model lahko sam nauči optimalne vre-
dnosti uteži in v primeru, da mu glajenje z Gaussom ne ustreza, postavi
to utež na 0.
UnsharpNet2sk: Ta model je enak modelu UnsharpNet
1
sk le da smo vrednosti
na preskočni povezavi filtrirali z različnimi Gaussi in ne le z enim.
Rezultate filtriranja smo nato pomnožili z neko utežjo in sešteli skupaj,
da smo ohranili dimenzijo izhoda iz preǰsnjega sloja. Tako smo dobili
linearno kombinacijo različnih zameglitev in dali modelu možnost, da
sam izbere, kakšna stopnja zameglitve mu najbolj ustreza. Vrednosti,
ki jih pošljemo po preskočni povezavi, lahko zapǐsemo kot: −v ·(u1IB1 +
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u2IB2 +...+unIBn), kjer so IBi prvotne vrednosti na povezavi filtrirane z
različnimi Gaussi, ui pa pripadajoče uteži, ki jih model lahko spreminja.
Slika 3.3: Arhitektura mreže UnsharpNet in njenih različic. S sivo je prikazan
osnovni model, z rdečo dodatki za UnsharpNetst, z rumeno UnsharpNetmd,




V tem poglavju predstavimo kako smo naše metode učili in testirali. Najprej
opǐsemo podatkovno zbirko, ki smo jo uporabili za učenje in testiranje, nato
pa predstavimo mere, s katerimi smo ocenili naše metode. V naslednjem
podpoglavju predstavimo postopek učenja in parametre, ki smo jih pri tem
uporabili. Sledi analiza dobljenih rezultatov in primerjava različnih modifi-
kacij mreže, na koncu pa naše rezultate primerjamo še z drugimi rezultati iz
tega področja.
4.1 Podatkovna zbirka
Za učenje in testiranje naših metod smo uporabili podatkovno zbirko GO-
PRO [20]. Zbirka je sestavljena iz 3214 parov slik, sestavljenih iz ostre in
zamegljene slike velikosti 1280 × 720. Od tega je 2103 parov uporabljenih
za učenje, 1111 pa za testiranje. Zamegljene slike so pridobili tako, da so
združili različno število zaporednih slik videa in s tem generirali različne sto-
pnje zamegljenosti. Za pripadajočo ostro sliko pa so vzeli sredinski posnetek
izmed posnetkov uporabljenih za zamegljeno sliko. S tem so pridobili bolj
realistično zamegljene slike, kot če bi slike le filtrirali z raznimi filtri. Zbirka
vsebuje slike iz ulice in narave ter drugih dinamičnih scen, zamegljenost pa
je posledica premikov kamere in gibanja oseb na slikah, kar dobro posnema
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zamegljene slike, ki nastajajo v vsakdanjem življenju.
4.2 Ocenjevanje kvalitete slik
Za ocenjevanje kvalitete slik obstaja veliko različnih mer [22]. V grobem jih
delimo na subjektivne in objektivne. Pri subjektivnih metodah je potrebnih
veliko testirancev in časa, saj slike ocenjujejo ljudje, zato so bile razvite
objektivne ocene, ki skušajo na analitičen način čim bolje opisati človeško
zaznavo kakovosti slike. Objektivne metode se delijo glede na to, ali imamo
poleg popačene tudi originalno sliko. V našem primeru imamo obe sliki,
tako da se bomo osredotočili zgolj na tiste metode, ki so temu primerne. Za
ocenjevanje smo uporabili mere MSE, PSNR in SSIM, saj so enostavne za
izračunavo ter se najpogosteje pojavljajo v literaturi in tako naše rezultate
lažje primerjamo z deli ostalih. Izbrane mere so opisane v nadaljevanju.
4.2.1 MSE
Srednja kvadratna napaka (ang. mean squared error, MSE) predstavlja ku-








(I(i, j)− I ′(i, j))2, (4.1)
kjer sta I in I’ originalna in predelana slika, n in m pa vǐsina in širina slike.
4.2.2 PSNR
Razmerje med maksimalno vrednostjo signala in šumom (ang. peak signal
to noise ratio, PSNR) je definirano s pomočjo srednje kvadratne napake med
originalno in rekonstruirano sliko. Večji kot je PSNR, bolǰsa je kvaliteta
rekonstruirane slike. PSNR izračunamo z enačbo





kjer MAXI predstavlja največjo možno vrednost piksla, v primeru pred-
stavitve slike z 8 biti je to 255. PSNR omogoča primerjavo rezultatov slik
predstavljenih z različnim številom bitov, v osnovi pa ni nič drugega kot
’normalizirana’ ocena MSE.
4.2.3 SSIM
MSE in PSNR sta sicer enostavna za izračunavo, a ne odražata dobro človeške
zaznave kvalitete slik. Računata le razlike med istoležnimi slikovnimi ele-
menti in ne upoštevata korelacije med sosednjimi piksli, zato lahko v določenih
primerih zelo slabo ocenita sliko, kljub temu da človeško oko napake skoraj
nebi zaznalo. Če na primer sliko zamaknemo le za en piksel v desno, bo
napaka zelo narastla, čeprav je slika na pogled skoraj nespremenjena. Zato
smo uporabili še drugo mero za ocenjevanje kakovosti rekonstruiranih slik,
to je SSIM, ki naj bi bolǰse posnemala človeško zaznavo.
Strukturna podobnost slik (ang. structural similarity, SSIM) je mera, ki
upošteva kombinacijo treh lastnosti: spremembo v svetlosti, spremembo v
kontrastu in razliko v strukturi. SSIM izračunamo na oknu določene veliko-
sti (ponavadi 11x11 uteženo z Gaussom s standardno deviacijo 1.5), ki ga
premikamo po celotni sliki in kot rezultat vzamemo povprečno vrednost vseh
izračunov. Dobljena vrednost je na intervalu [-1,1], kjer 1 predstavlja pri-
merjavo dveh enakih slik, torej najbolǰso možno vrednost. SSIM med oknom
X in pripadajočim oknom Y iz druge slike je definiran kot
SSIM(X, Y ) =









µX in µY sta povprečji okna, σX , σY varianci, σXY kovarianca, C1, C2 in C3
pa konstante za bolǰso numerično stabilnost.
Slika 4.1 prikazuje primerjavo med MSE in SSIM za slike z različnimi
popačenji. Vidimo lahko, da je vrednost MSE za vse slike skoraj enaka,
kljub temu da se kvaliteta slike precej razlikuje, medtem ko SSIM vrednosti
bolje sovpadajo z našo zaznavo.
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Slika 4.1: Primerjava MSE in SSIM za slike z različnimi popačenji. Vir: [29].
4.3 Implementacijske podrobnosti
Vse metode smo implementirali v programskem jeziku Python s pomočjo
knjižnice Tensorflow. Učenje in testiranje smo izvajali na strežniku v labo-
ratoriju Vicos FRI, na procesorju tipa INTEL Xeon E5-1650 v3 3.50GHz in
grafični kartici NVIDIA GeForce Titan X (Pascal) z 12 GB spomina.
Za učenje vseh modelov smo uporabili optimizator Adam in hitrost učenja
0.0001. Za cenilno funkcijo smo vzeli srednjo kvadratno napako, preizkusili
pa smo tudi SSIM. Zaradi omejenega spomina grafične kartice smo slike pred
vhodom v mrežo obrezali na naključen pravokotnik velikosti 256 × 256 in
jih v mrežo pošiljali v paketih velikosti 16. Za testiranje pa smo uporabili
cele slike. Teh parametrov nismo določili eksperimentalno, ampak smo se
zgledovali po vrednostih uporabljenih v članku [27].
Gaussov filter smo implementirali s pomočjo funkcije ’getGaussianKernel’
iz knjižnice OpenCV [9], za σ pa smo vzeli kar privzeto vrednost σ = 0.3 ∗
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((k − 1) ∗ 0.5− 1) + 0.8, kjer je k velikost filtra.
Za modela UnsharpNet1sk in UnsharpNetmd smo uporabili Gaussov filter
velikosti 5×5, za ostale modele pa filtre velikosti 3×3, 5×5, 7×7, ..., 27×27.
Začetno vrednost uteži pri UnsharpNetsk in UnsharpNetmd smo nastavili na
0.5. Utežem pri modelu UnsharpNet2sk, ki pripadajo različnim zameglitvam
pa smo dali začetno vrednost 1. Pri vseh modelih smo uporabili ločene uteži
za spodnjo in zgornjo preskočno povezavo.
4.4 Analiza rezultatov
Vse preizkušene metode smo trenirali enako število iteracij in vse imajo pri-
bližno enako število učljivih parametrov. Modelu UnsharpNetst smo sicer s
konkatenacijo povečali dimenzijo in s tem število parametrov, ostalim mode-
lom pa dodali nekaj uteži, a to v primerjavi s številom vseh parametrov, ki
jih je približno 7 milijonov, ni bistvenega pomena. Modeli se torej razlikujejo
predvsem po tem, na katerih mestih smo jih filtrirali z Gaussom in kakšne
velikosti filtrov smo pri tem uporabili.
Vse metode smo ocenili z merama PSNR in SSIM na podatkovni zbirki
GOPRO in rezultate prikazali v Tabeli 4.1. Najslabše se je izkazal model
z dodatno zamegljeno vhodno sliko (UnsharpNet1st), ki je bil celo slabši od
osnovnega modela. Najbolǰsi pa je bil model, pri katerem smo vhodno sliko
izostrili z različnimi Gaussi (UnsharpNet2st). Ta je bil od osnovnega modela
bolǰsi za 1.1% glede na mero PSNR in 0.68% glede na SSIM. Na podlagi
teh dveh rezultatov smo sklepali, da mreža ne zna sama uporabiti dodatno
zamegljenih slik za ostrenje, ampak ji moramo povedati kako.
V Tabeli 4.1 lahko vidimo, da so ostali modeli dosegli približno enake
rezultate, vsi so bili tudi malenkost bolǰsi od osnovnega. Kljub temu, da niso
bistveno izbolǰsali osnovnega pristopa, pa lahko na podlagi njihovih dodatnih
uteži opazimo določene stvari.
Modelu UnsharpNetmd smo dodali 5 uteži, eno k vsaki skupini blokov,









Tabela 4.1: Rezultati naših metod ocenjenih z PSNR in SSIM. V odebeljenem
tisku je prikazan najbolǰsi rezultat.
dnosti uteži po koncu učenja pa prikazuje Slika 4.2. Vidimo lahko, da so
se vse uteži povečale v primerjavi z začetno vrednostjo. Iz tega lahko skle-
pamo, da filtriranje vseeno nekaj doprinese k modelu, sicer bi lahko model
zmanǰsal njihov vpliv, tako da bi uteži zmanǰsal ali celo postavil na 0. Vidimo
lahko tudi, da ima filtriranje na sredini največji vpliv, saj je pripadajoča utež
najbolj narastla.
Slika 4.2: Vrednosti uteži po koncu učenja pri modelu UnsharpNetmd, v1 je
utež za blok na začetku mreže, v3 na sredi, v5 pa na koncu mreže. Na vseh
mestih je uporabljen Gaussov filter velikosti 5× 5 in σ = 1.1.
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Uteži pri modelu UnsharpNet1sk na preskočnih povezavah, sta iz začetne
vrednosti 0.5 narastli na 0.53 na zgornji in 1.07 na spodnji povezavi. Tudi
tukaj je torej mreži glajenje koristilo, saj je mreža celo povečala njegov vpliv.
Utež na spodnji povezavi se je povečala veliko bolj kot na zgornji, iz česar
sklepamo, da je glajenje tukaj bolj pomembno.
Pri modelu UnsharpNet2sk, pri katerem smo na preskočne povezave dodali
filtriranje z različnimi Gaussi po formuli −v · (u1IB1 +u2IB2 + ...+unIBn), je
utež v iz začetne vrednosti 0.5 padla na 0.46 na zgornji povezavi in narastla
na 0.78 na spodnji. Tudi tukaj ima torej glajenje na spodnji povezavi večji
vpliv. Stanje uteži ui po koncu učenja, ki pripadajo glajenju z različnim
Gaussovim filtrom, pa lahko vidimo na Sliki 4.3. Uteži na zgornji povezavi
so skoraj vse enake in se glede na začetno vrednost 1 niso veliko spremenile.
Na spodnji preskočni povezavi pa sta najbolj narastli uteži pri filtrih velikosti
3× 3 in 5× 5.
Slika 4.3: Vrednosti uteži za različne velikosti filtrov na koncu učenja mo-
dela 3.2. Spodnja os označuje velikost filtra, vǐsina stolpca pa vrednost pri-
padajoče uteži. Z oranžno barvo so prikazane uteži na spodnji preskočni
povezavi, z modro pa na zgornji.
Modela UnsharpNet1sk in UnsharpNet
2
sk sta dosegla praktično enake rezul-
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tate, kljub temu, da prvi uporablja le filter velikosti 5 × 5, drugi model pa
filtre različnih velikosti. Na podlagi teh rezultatov in grafa na Sliki 4.3 lahko
sklepamo, da večji filtri praktično nimajo vpliva, če jih uporabimo na pre-
skočnih povezavah in da so na teh mestih pomembni predvsem filtri manǰsih
velikosti (3× 3 in 5× 5).
4.4.1 Kvalitativna analiza
Kako se dobljeni modeli obnesejo lahko preverimo še vizualno na slikah. Na
Sliki 4.4 lahko vidimo, kakšne rezultate dobimo z našo najbolǰso metodo
(UnsharpNet2st) na testnih slikah iz podatkovne zbirke GOPRO [20]. Vidimo
lahko, da naša metoda kar dobro odstrani zameglitev in je sposobna popraviti
tudi slike, ki so zelo zamegljene (na primer slika gozda). Pojavijo pa se tudi
slike pri katerih rekonstrukcija ni najbolǰsa. Tak primer je prikazan na dnu
Slike 4.4, kjer lahko vidimo, da je črn avtomobil še vedno precej zamegljen.
Na Sliki 4.5 lahko vidimo, kakšne so razlike med rekonstruiranimi sli-
kami različnih modelov. Da so razlike med slikami bolj izrazite smo iz slik
izrezali le manǰse dele. Primerjali smo osnovni model (UnsharpNet), model
UnsharpNet2st, ki je glede na PSNR in SSIM najbolǰsi in model UnsharpNet
1
st,
ki je najslabši. Ostalih modelov nismo vključili v primerjavo, saj razlike med
njimi niso bile toliko očitne. Vidimo lahko, da so slike, ki jih dobimo z mo-
delom UnsharpNet2st malenkost bolǰse od slik ostalih dveh modelov (črke so
bolj razločne, linije avtomobila bolj jasne, žice daljnovoda manj zamegljene,
naramnica torbice bolj izrazita). Slike modela UnsharpNet1st pa so na neka-
terih mestih nekoliko bolj zamegljene kot druge slike. V večini primerov se
torej ocene modelov, ki jih dobimo s PSNR in SSIM ujemajo tudi z vizualno
kvaliteto slik. Izjema je le slika avtomobilske tablice, ki je še najbolj jasna
na sliki dobljeni z modelom UnsharpNet1st.
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Slika 4.4: Rezultat naše metode na podatkovni zbirki GOPRO [20]. Levi
stolpec prikazuje vhodne slike, srednji izhod iz mreže UnsharpNet2st, desni pa
originalno ostro sliko.
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Slika 4.5: Primerjava rezultatov naših metod. V prvem stolpcu je vhodna
slika, nato pa si od leve proti desni sledijo rezultati modela UnsharpNet1st,
modela UnsharpNet in modela UnsharpNet2st. Vhodne slike so vzete iz po-
datkovne zbirke GOPRO [20].
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4.4.2 Primerjava različnih cenilnih funkcij
Pri vseh prej opisanih modelih smo za cenilno funkcijo vzeli srednjo kvadratno
napako (MSE), ker pa ta ocena ne odraža najbolje človeške zaznave kvalitete
slik, smo za cenilno funkcijo uporabili še SSIM. Vse poskuse smo naredili na
modelu UnsharpNet2st in dobljene rezultate zbrali v Tabeli 4.2. Najprej smo
primerjali dva modela, enega smo učili s cenilno funkcijo MSE, drugega pa s
SSIM, oba pa smo trenirali enako število iteracij. Vidimo, da so rezultati, ki
jih dobimo, če za cenilno funkcijo vzamemo SSIM, precej slabši, tako glede na
PSNR kot tudi glede na SSIM. Ker s treniranjem celotnega modela s SSIM
nismo dobili željenih rezultatov, smo poskus ponovili še na že naučenem
modelu UnsharpNet2st. Že naučen model s cenilno funkcijo MSE smo dodatno
trenirali še 20 tisoč iteracij, tako s cenilno funkcijo SSIM kot tudi z MSE in
primerjali dobljena modela. Rezultati so prikazani v Tabeli 4.2. Z dodatnim
učenjem s cenilno funkcijo SSIM uspemo povečati oceno SSIM, poslabša pa
se ocena PSNR. Dodatno učenje z MSE pa še dodatno izbolǰsa oceno PSNR.
cenilna funkcija število iteracij (v tisočih) PSNR SSIM
MSE 180 29.399 0.881
SSIM 180 25.940 0.818
MSE 200 29.466 0.882
MSE + SSIM 180 + 20 28.929 0.887
Tabela 4.2: Rezultati modela UnsharpNet2st treniranega s cenilnima funk-
cijama MSE in SSIM za različno število iteracij. V odebeljenem tisku je
prikazan najbolǰsi rezultat.
Rekonstruirane slike zadnjih dveh modelov nato primerjamo še vizualno.
Nekaj primerov je prikazanih na Sliki 4.6. Vidimo, da imajo slike dobljene z
dodatnim treniranjem s SSIM veliko bolj izrazite detajle, kar se še posebej
dobro vidi na slikah s črkami. Te slike so torej vizualno bolǰse kljub precej
slabši oceni PSNR. S tem lahko še dodatno potrdimo, da PSNR ni najbolǰsi
pokazatelj kvalitete slik, tako kot smo to omenili že v Poglavju 4.2. Opazimo
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lahko tudi majhno razliko v barvi med obemi slikami (vidno predvsem na 2.
in 4. sliki), kar bi lahko bil razlog za slabšo PSNR oceno.
4.4.3 Primerjava z objavljenimi metodami
Naš najbolǰsi model (UnsharpNet2st) smo primerjali še s sorodnimi deli. Uspešnost
modelov merimo z ocenama PSNR in SSIM na podatkovni zbirki GOPRO
[20]. Tako svoje metode testirajo tudi drugi avtorji, zato jih lahko lažje
primerjamo med sabo in rezultate dobimo kar iz njihovih člankov. Za pri-
merjavo smo vzeli nekaj najbolǰsih modelov iz zadnjih dveh let. Poleg modela
SRN-DeblurNet [27], ki služi kot osnova za naš pristop, smo izbrali še modele
[20, 10, 14], ki prav tako temeljijo na večnivojski arhitekturi in generativno
nasprotnǐsko mrežo [19]. Rezultati metod so zbrani v Tabeli 4.3. Glede na
PSNR je naša metoda bolǰsa od [20] in [19] ter nekoliko slabša od ostalih
izbranih metod. Glede na oceno SSIM pa je naš model najslabši.
metoda [10] 1 [14] 2 [27] 3 [20] 4 [19] 3 UnsharpNet2st
PSNR 31.10 30.92 30.26 29.08 28.70 29.399
SSIM 0.945 0.942 0.934 0.914 0.958 0.881
Čas [s] 0.65 1.6 1.87 3.09 0.85 0.48
Št. param. 5 3 8 12 11 7
Tabela 4.3: Primerjava uspešnosti, časa izvajanja in števila učljivih para-
metrov (v milijonih) naše metode s sorodnimi deli. V odebeljenem tisku so
prikazani najbolǰsi rezultati.
Metode primerjamo tudi glede na čas, ki ga potrebujejo za obdelavo ene
slike velikosti 1280×720×3. Informacije o času izvajanja smo vzeli iz pripa-






na različni strojni opremi, tako da so bolj orientacijske narave. Vidimo lahko,
da je naša metoda med izbranimi najhitreǰsa. Razlog za dalǰsi čas izvajanja
drugih metod [27, 20, 10, 14] je predvsem večnivojska arhitektura, saj gre
ena slika čez tri nivoje mreže, pri nas pa le čez enega. Čas izvajanja naše
metode bi lahko še izbolǰsali, če bi bolj učinkovito implementirali konvolucijo
vhodnih slik z velikimi filtri. Namesto da sliko filtriramo z vsakim filtrom
posebej, bi lahko slike gladili tako, da bi večkrat zapored uporabili Gaussov
filter velikosti 3 × 3 in tako dobili različne stopnje zameglitev ter zmanǰsali
število potrebnih operacij.
Poleg časa izvajanja smo podali še število učljivih parametrov za vsako
metodo, vendar to število ne sovpada preveč dobro s časom, saj večina metod
uporabi iste parametre na večih delih mreže.
Na Sliki 4.7 lahko na nekaj primerih vidimo, kako izbrane metode re-
konstruirajo vhodno sliko. Tudi na teh slikah je opazno, da je metoda [10]
najbolǰsa, [20] pa najslabša, kar se ujema z rezultati v Tabeli 4.3. Vidimo
lahko tudi, da se naša metoda na izbranih slikah obnese nekoliko bolje kot
[20] in [19].
Posebej bi izpostavili še primerjavo med našim modelom UnsharpNet2st
in modelom SRN-DeblurNet [27] iz katerega smo izhajali. Naša metoda se
tako glede na PSNR in SSIM kot tudi glede na rekonstruirane slike obnese
nekoliko slabše. Z dodajanjem filtrov torej nismo uspeli povsem nadomestiti
večnivojske arhitekture in rekurenčnih povezav, ki jih ima izbrana metoda.
Deluje pa naša metode hitreje, vsebuje malo manj parametrov, hkrati pa
dosega 97% uspešnost glede na PSNR in 94% uspešnost glede na SSIM.
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Slika 4.6: Rezultati modela UnsharpNet2st na slikah iz podatkovne zbirke
GOPRO [20], ki ga dodatno učimo s cenilno funkcijo MSE (levi stolpec) in
SSIM (desni stolpec).
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Slika 4.7: Rezultati izbranih metod na podatkovni zbirki GOPRO [20]. V
prvi vrstici je vhodna slika, nato pa po vrsti rezultati metod [20], SRN-
DeblurNet [27],[19] in [10]. V spodnjih dveh vrsticah so rezultati metode





V diplomskem delu smo obravnavali problem ostrenja zamegljenih slik. Za
reševanje problema smo predlagali novo metodo, ki temelji na globoki kon-
volucijski nevronski mreži z dodanimi filtri za glajenje slik. Razvili smo več
različnih modelov, ki se razlikujejo glede na to, kam v arhitekturi mreže
dodamo Gaussove filtre in kakšno velikost filtrov uporabimo.
Uspešnost dobljenih modelov smo ocenili z merama PSNR in SSIM na
podatkovni zbirki GOPRO [20], ter rezultate modelov preverili še vizualno
na slikah. Najbolǰse se je odrezal model UnsharpNet2st, pri katerem smo vho-
dne slike ostrili s postopkom glajenja z Gaussovim filtrom različnih velikosti.
Ta model je dosegel oceno 29.399 glede na PSNR in 0.881 glede na SSIM,
kar predstavlja 1.1% izbolǰsanja glede na PSNR in 0.68% glede na SSIM v
primerjavi z osnovnim modelom, ki ne vsebuje dodatnih filtrov. Ta model
smo nato še dodatno trenirali z uporabo cenilne funkcije SSIM, s čimer smo
uspeli dodatno izbolǰsati vizualno kvaliteto slik.
Analizirali smo tudi vpliv različnih velikosti filtrov in njihovih pozicij v
mreži. Ugotovili smo, da ima glajenje največji vpliv bolj na sredini globine
mreže in da k izbolǰsanju rezultatov najbolj pripomorejo filtri manǰsih veli-
kosti (3× 3, 5× 5).
Našo metodo smo nato primerjali še z najnoveǰsimi metodami za ostrenje
slik in ugotovili, da so naši rezultati kljub enostavnosti modela primerljivi z
39
40 Maja Gornik
ostalimi, od nekaterih pristopov pa celo bolǰsi.
5.1 Možnosti izbolǰsav
Med delom smo razmǐsljali tudi o možnih izbolǰsavah. Bolǰse rezultate bi
lahko dobili z uporabo druge cenilne funkcije. Z dodatnim treniranjem že
naučenega modela s cenilno funkcijo SSIM smo že uspeli izbolǰsati kvaliteto
dobljenih slik, mislimo pa, da bi se dalo rezultate izbolǰsati tudi z treniranjem
celotnega modela. To so uspeli pokazati tudi v članku [31], v katerem preiz-
kusijo različne cenilne funkcije za različne naloge rekonstruiranja slik (super
resolucija, odstranjevanje artefaktov dobljenih s kompresijo JPEG in odstra-
njevanje šuma). Ugotovijo, da z uporabo SSIM in MS-SSIM (multi-scale
SSIM) dobijo bolǰse rezultate, najbolǰse pa če za cenilno funkcijo vzamejo
kombinacijo srednje absolutne napake in MS-SSIM. Te ugotovitve bi lahko
uporabili tudi za problem ostrenja slik in s tem še dodatno izbolǰsali naše
modele.
Vsi predlagani pristopi in dodatne izbolǰsave so dovolj splošne, da bi jih
lahko uporabili na katerikoli arhitekturi mreže za ostrenje slik in tako dodatno
izbolǰsali tudi druge pristope.
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