Abstract. We consider the numerical approximation of volume integrals over bounded domains D := {x ∈ R 3 : H(x) ≤ 0}, where H : R 3 → R is a suitable decidability function. The integrands may be smooth maps or singular maps such as those arising in the volume potentials for boundary element methods. An adaptive integration method is described. It utilizes an automatic simplicial subdivision of the domain. The integration step is based on ideas similar to those recently given by Georg [12] for surface integrals. Several examples illustrate the performance of the method.
Introduction
Let us motivate the following discussion by considering a well known integral equation related to Poisson's Equation: 
∂s(x, y) ∂n(y) σ(y) µ(dy),
where µ denotes the standard measure of surface area, n(y) for y ∈B is the unit normal vector pointing out ofD, and σ is an unknown density function onB to be determined by the boundary integral method. It turns out, see, e.g., [14] , that σ satisfies the following integral equation of the second kind:
∂s(x, y) ∂n(y) σ(y) µ(dy) = −2g(x) + 2v(x)
for x ∈B. In order to exploit the above equation for numerical purposes via a boundary element method, we need an efficient method for approximating the volume integrals (1.2) at least for boundary points x ∈B. Performing this task is one of the aims of our paper.
Automatic Triangulation of D
In this section we briefly describe the Coxeter-Freudenthal triangulation, see [7, 10] , which we use to approximate D. More sophisticated triangulations may be used as well, extensive discussions of triangulations of R n may be found e.g., in the books [2, 9, 21] . Important aspects of the triangulation which is used concern efficient storing, comparing and recovering of the tetrahedra of a triangulation.
Before we describe the Coxeter-Freudenthal triangulation, let us for completeness, give the definitions of the concepts and notation we will use. A tetrahedron in R 3 is the convex hull of four vertices v 0 , v 1 , v 2 , v 3 in R 3 which do not lie in a common plane. We will denote such a tetrahedron by
are the faces and edges of σ respectively. Its barycenter is given by (2.1)
or it is a common face, edge or vertex.
(3) Any compact subset of R 3 intersects only finitely many σ ∈ T .
The diameter diam σ relative to any given norm is the maximum of the edge lengths. The mesh size of the triangulation T is given by sup σ∈T diam σ. The set of nodes T 0 of a triangulation T are the vertices of the tetrahedra in T . Analogously, T 1 denotes the set of edges, T 2 denotes the set of faces, and
3) The Coxeter-Freudenthal Triangulation. We denote this triangulation for a unit mesh size by K (1) . Its nodes are all triples of integers, i.e., K 0 (1) := Z 3 , where Z denotes the set of integers. A tetrahedron σ belongs to K(1) if for some ordering of its
holds. Here e 1 , e 2 , e 3 denotes the standard unit basis of R 3 . The above ordering of the vertices of σ is unique and will always be tacitly assumed in the context of the CoxeterFreudenthal triangulation.
It can be seen from
that any tetrahedron σ ∈ K(1) can be compactly stored and recovered via the integer vector 4b σ . A Coxeter-Freudenthal triangulation K(δ) := δK(1) with mesh size δ > 0 is analogously obtained.
(2.5) Pivoting. If σ is a tetrahedron in a triangulation T and has face τ , then there exists a unique tetrahedronσ ∈ T ,σ = σ which also has τ as a face. We say thatσ is obtained from σ by pivoting across the face τ . This notion is essential for moving about in R 3 in a manner which is unambiguous. For standard triangulations the pivoting rules can be efficiently implemented. In particular, for the Coxeter-Freudenthal triangulation, this can be done via pivoting by reflection: (1) and let τ i be the face of σ which is obtained by omitting the vertex v i . Then the tetrahedronσ i obtained by pivoting σ across τ i is: 
and let T be a triangulation of R 3 .
(3.1) Definition. We call a face τ ∈ T 2 intersecting if H has a non-positive value for at least one vertex of τ . Analogously, a tetrahedron is called intersecting if it contains an intersecting face. It is easy to see that an intersecting tetrahedron has either three or four intersecting faces. The piecewise linear approximation D T of D with respect to T is obtained by
The following algorithm describes the fundamental steps of a piecewise linear algorithm for obtaining a connected component of D T .
(3.2) Generic Approximation of a Domain. comment:
input σ ∈ T intersecting; starting tetrahedron Σ := {σ}; list of intersecting tetrahedra to be checked while Σ = ∅ do since D is bounded, the algorithm begin will eventually stop via this line get σ ∈ Σ; for all intersecting faces τ of σ do begin obtainσ from σ by pivoting across τ ; ifσ / ∈ Σ then Σ := Σ ∪ {σ}; check whetherσ is new end{for}; print σ; Σ := Σ \ {σ}; output of checked intersecting tetrahedra end{while}.
The above algorithm is an adaptation of an algorithm for approximating the boundary of D, see, e.g., [2] [3] [4] and [22] . A more detailed discussion of piecewise linear algorithms for the triangulation of 3-dimensional domains can be found in [23] . In general it is trivial to obtain a starting tetrahedron: one only needs to know one point in D. The properties of standard triangulations such as the Coxeter-Freudenthal triangulation permit a compact storing, retrieval and comparing of the tetrahedra in the list Σ.
Note that the above approximation method does not make use of any smoothness assumptions on the decidability function H. Smoothness however, plays a role for the important question concerning how well D T approximates the domain D.
In general, D T covers D, and hence in order to obtain a better approximation it is reasonable to chop those tetrahedra σ which lie transverse to the boundary by a suitable approximation of a tangent plane. More precisely, we make the following 
The Integration Method
The aim of this paper is to numerically approximate volume integrals of the form
As a first step we consider a piecewise linear approximation D T of the volume D and obtain
where χ D denotes the characteristic function of D. The individual integrals on the right side are approximated by a repeated use of the trapezoidal rule
where the v i denote the vertices of σ and vol(σ) its volume. We use this rule in an adaptive refinement procedure: First we calculate a coarse approximation 'int1' via (4.2). Then we subdivide the tetrahedron σ into eight tetrahedra by cutting all edges in half, and apply the trapezoidal rule to each of these eight tetrahedra. By summing these values up, we obtain a refined approximation 'int2' of the given integral. The two approximations are compared. If they differ by less than a given tolerance TOL, then the algorithm stops. Otherwise, each of the eight tetrahedra is again treated similarly. A recursive call of this rule enables the algorithm to locally adjust the refinement according to the given tolerance. The above approximation (4.1)-(4.2) is suggested as a first simple approach. A number of possible improvements for future study are mentioned in the concluding remarks below. Let us illustrate this technique by citing a few lines of the C-program which was used to compute the examples below. A vertex is a structure consisting of the co-ordinates of the vertex and the value of the integrand.
typedef struct {coord_vector coord; double int_val; } vertex;
The main procedure 'volume integration' is called by the user who provides the desired tolerance 'tol' and the path of the data file which contains the barycenters of the piecewise linear approximation D T of the domain D. This list which may be obtained by an algorithm of type (3.2), e.g. by the algorithm published in [23] , is read by the procedure 'read center'. The actual tetrahedra are retrieved from these barycenters via the procedure 'start'. The function 'integration' operates recursively on a given tetrahedron with vertices 'v0', 'v1', 'v2', 'v3'. The variable 'int glob' sums up all the values of the approximate integrals over the list of tetrahedra, and the variable 'int loc' is used to store the value of the approximate integral over one tetrahedron of this list. The latter value is obtained by one recursive call of 'integration'. The central part of the algorithm consists of the function 'integration' which recursively calls itself to generate the desired adaptation effect. The variable 'level' indicates the current level of the subdivision. The program 'mid vertex' computes the midpoint of two nodes and the value of the integrand on this midpoint. A coarse approximation 'int1' of the integral over the current tetrahedron is calculated according to the trapezoidal rule 'trapez', and it is compared to a finer approximation 'int2' obtained by one subdivision of the current tetrahedron. The two values are compared. If the difference falls within the tolerance 'tol', then the recursive adaptation is stopped and 'int2' is added to the approximate value 'int loc' of the initial tetrahedron. Otherwise, the adaptive refinement proceeds. If the singular point y is a vertex point of the refinement, then it is easy to see that, due to the tolerance test, the method refines towards this point until approximately
where α is the volume of the tetrahedron τ of the refinement having vertex x. On the other hand, a typical singularity which we want to handle is of the form (1.2), i.e.,
It is easy to see by using polar coordinates that
in this case, where δ measures the diameter of τ . Hence the method has been designed to neglect this integral piece if δ 2 ≈ TOL.
By making the coarse approximation
it now becomes clear that it is sufficient to set
in order to achieve the desired accuracy through the adaptive refinement. This technique will be used in the numerical examples. Numerical experiments confirm the above discussion: if β is increased further, then only the number of refinements near the singularity increases without essentially improving the accuracy of the global integral. For example in table (5.2) below, increasing β to 1/TOL only splits the 64 low level tetrahedra and effects the global integral by less than TOL.
Numerical Examples
In order to show the performance on the integration method, we first compute two examples on a very simple body namely on only one tetrahedron
The meshsize of this tetrahedron is one. Usually the meshsize of an approximation will be much smaller, so that less refinement steps will be necessary.
We consider two integrals. The first is performed over a smooth function:
the second over a function with a singularity at the fourth vertex v of σ:
This function is chopped at √ TOL according to (4.3) . Below are two tables indicating the performance of the integration method for varying tolerances TOL. The calculations were performed on a PC with double precision (approximately 14 decimal digits). Note that the first integral can be calculated exactly, the value being 4  56  608  3560  1664  0  0  0  5  64  248  2160  18784  26240  1760  0  6  0  64  608  5216  50464  231872  118800  7  0  0  248  1248  13632  125056 1107072  8  0  0  64  248  3504  34880  306800  9  0  0  0  56  608  7400  82832  10  0  0  0  64  248  2160  17632  1 We see that the computational complexity in both cases is similar: The method does not take any advantage of the smoothness of the integrand in the first case. It is very suggestive to try an extrapolation method for the case that the integrand is smooth. For each integer n > 0, we consider an equidistant subdivision of σ into n 3 tetrahedra {σ i } i=1,...,n 3 by drawing n − 1 parallel planes to each face of σ, such that each edge is subdivided into n equidistant intervals. We now subdivide the integral σ g(x) dx correspondingly:
and approximate each summand via the trapezoidal rule (4.2). Thus we obtain a composite trapezoidal rule for approximating σ g(x) dx, which we call I(n). Similarly to the famous Euler-Maclaurin sum formula, it is possible to prove the following (5.4) Asymptotic Expansion Theorem. Let k > 0 be an integer. Under the assumption that the integrand g is sufficiently smooth, there exist constants {c κ } κ=1,...,k ⊂ R which are independent of the degree of subdivision n such that
Similar expansion theorems have been given in [18] , see also [20, sec. 3.17] . The above theorem justifies an extrapolation method analogous to Romberg's method. We use this method to recompute the first example. The table below gives the numerical results for increasing degree of subdivision n. It is written in the typical Romberg fashion. The corresponding errors are given in the next (5.6) Table. n I(n) 0 4.54167433e-01 2 1.07668877e-01 -7.83064223e-03 4 2.65467728e-02 -4.93928458e-04 -4.81420723e-06 8 6.61348748e-03 -3.09409725e-05 -7.51401347e-08 8.31525382e-11
Comparing tables (5.1) and (5.6) we note that the extrapolation method leads already to a higher accuracy in the third line, where only 4 3 + 2 3 + 0 3 = 73 tetrahedra are used as opposed to 2,106,392 in the adaptive method. This difference of performance is so drastic that we strongly propose to use extrapolation whenever possible: even inside a recursive adaptation the bulk of tetrahedra at the different levels will not contain singularities.
Our next example involves a body D consisting of two 3-spheres which intersect as shown in the following Figure. 
where
We approximate this body according to algorithm (3.2) and obtain a list D T of 2618 tetrahedra. The integral 2) which we have in mind, it is known a priori whether the integrand is singular over a given tetrahedron or not. Note that numerical singularity also occurs if the singular point is very near to, but not inside the tetrahedron. It is therefore advisable to make an a priori choice of the integration method: an adaptive refinement procedure as indicated in section 4 for the case that the integrand is singular; and an extrapolation method for the case that the integrand is sufficiently smooth. Since the tetrahedra in the list D T are usually small, very few refinement steps should provide for a sufficient accuracy in both cases. Because of the considerable computational complexity in 3 dimensions, it should also be investigated whether extrapolation steps are possible even inside a recursive adaptation step. It would be desirable to obtain an automatic switching between these two options which could be monitored by the performance of the method.
(6.4) Handling of the Boundary. As the numerical example in table (5.8) shows, it is inefficient to handle the boundary via the characteristic function of the body as proposed in (4.1). This creates a two-dimensional manifold of artificial singularities for the integrand, and forces the algorithm to perform a considerable amount of adaptive refinements. Convergence is slow, since a simple argument shows that the discretization error caused by the characteristic function is inversely proportional to the third root of the number of tetrahedra. A better method would be to use a more subtle approximation at the boundary as indicated in (3.3). This requires a procedure which calculates the volume of σ ∩ H −1 σ (−∞, 0] for every transverse tetrahedron σ. Furthermore, it is necessary to investigate how recursive adaptation and extrapolation techniques can be modified to include these better approximations at the boundary. Results will be reported elsewhere.
(6.5) Improved Integration Methods. We are grateful to a referee for suggesting for future study the incorporation of more efficient integration schemes given by Lyness [15] [16] [17] . An error analysis can be carried out based upon results in [18] . A comparison of efficiency with the scheme in [5] would be worthwhile. For singular integrals, the change of variables suggested in [8] may also be considered. However, we point out that the method given here does not require the a priori knowledge of the exact position or type of the singularity. Several of the improvements mentionend here have been carried out in [13] .
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