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Re´sume´ –
Dans cet article, nous approfondissons des re´sultats re´cents de Honig-Xiao ([6]) et Trichard et al. ([10]) relatifs a` l’analyse des performances
asymptotiques des filtres de Wiener a` rang re´duit dans le contexte des syste`mes CDMA de grandes dimensions. Notre contribution consiste a`
remarquer que la the´orie des polynoˆmes orthogonaux pour le proble`me des moments de puissance peut eˆtre utilise´e afin d’e´valuer analytiquement
la vitesse de convergence du rapport Signal a` Interfe´rence plus Bruit (SINR) des filtres de Wiener a` rang re´duit vers le SINR du filtre de Wiener.
Graˆce a` cette observation, nous e´tablissons que la convergence du SINR des filtres a` rang re´duit est localement exponentielle, et mettons en
e´vidence analytiquement le taux de convergence. Par ailleurs, nous nous affranchissons du caracte`re local dans le cas particulier, conside´re´ par
Honig et Xiao, d’utilisateurs de meˆmes puissances.
Abstract – In this paper, we revisit recent papers of Honig-Xiao ([6]) and Trichard et al. ([10]) devoted to the asymptotic analysis of reduced
rank Wiener filters. Appropriate connections between the asymptotic behavior of the Signal to Interference plus Noise Ratios (SINRs) at the
outputs of these filters and the theory of orthogonal polynomials for the power moment problem are established. Using some classical results of
this theory, it is established in particular that the reduced rank filter output SINR converges locally exponentially as a function of the filter rank
toward the full rank Wiener filter output SNR. Finally, the convergence is shown to be global in the Honig-Xiao’s case of equal users powers.
1 Position du proble`me
On conside`re une liaison fonctionnant suivant le principe
de l’acce`s multiple a` re´partition par les codes dont le facteur
d’e´talement et le nombre d’utilisateurs seront note´s   et 
respectivement. Dans ce contexte, le vecteur ale´atoire  de di-
mension
 
obtenu en concate´nant sur la dure´e d’un symbole
le signal rec¸u e´chantillonne´ au rythme chip peut s’e´crire sous
la forme

 
	
(1)
ou`
	
est le vecteur de dimension  des symboles transmis par
les diffe´rents utilisateurs actifs, et ou` la matrice    a
pour colonnes les codes attribue´s aux  utilisateurs.

est une
matrice diagonale 

 contenant les puissances attribue´es
aux utilisateurs, tandis que

represente un bruit additif gaus-
sien de matrice de covariance  . Nous nous interessons dans
la suite au proble`me de la restitution de la premie`re composante
 du vecteur
	
. Nous posons  ﬀﬂﬁ ﬃ! #" ou` ﬁ  est le code
alloue´ a` l’utilisateur nume´ro 1, et de´signons par $ la matrice
obtenue a` partir de

en supprimant sa premie`re colonne et sa
premie`re ligne. Afin de simplifier les notations, nous supposons
que la puissance %  alloue´e a` l’utilisateur 1 vaut 1.
En supposant que le re´cepteur a acce`s aux matrices  ﬃ

et
a` & , on peut proposer d’utiliser le tre`s classique de´tecteur de
Wiener qui consiste a` estimer   par sa projection orthogonale
sur l’espace engendre´ par les composantes de  , et qui s’e´crit
sous la forme '


(ﬁ*)
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
/

ou` + / 10*23
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)

&5 repre´sente la matrice
 6  de covariance de  . Dans la suite, nous de´signons
par +87 la matrice de covariance des ”interfe´rences + bruit”
donne´e par +87   $  
)

& . La mise en oeuvre pra-
tique de ce de´tecteur ne´cessite d’inverser la matrice + / , ce qui
est irre´aliste lorsque le facteur d’e´talement
 
est e´leve´. Divers
types de solutions ont e´te´ propose´es dans la litte´rature afin de
re´soudre ce proble`me. Nous allons nous inte´resser ici aux tech-
niques de filtrage de Wiener a` rang re´duit (voir par exemple [5])
qui consistent a` estimer  par sa projection sur l’espace de di-
mension 9;:
 
engendre´ par les composantes de =<>ﬀ?.<@
ou` ?.< est la matrice associe´e au sous-espace de Krylov de di-
mension 9 de´finie par
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L’utilisation d’un tel filtre a` rang re´duit est particulie`rement
inte´ressante lorsque les performances qu’il est susceptible d’at-
teindre sont tre`s proches de celles du filtre de Wiener optimal
pour des valeurs de 9 significativement plus petites que
 
.
2 L’e´valuation des performances des filtres
a` rang re´duit de Honig et Xiao.
La fac¸on la plus classique de mesurer les performances d’un
de´tecteur line´aire dans le contexte d’une liaison CDMA consiste
a` e´valuer le rapport signal a` interfe´rence plus bruit (SINR) en
sortie du de´tecteur. Dans le cas du filtre de Wiener optimal, le
SINR, note´  , est donne´ par
 (ﬁ*)
,+ -

7
ﬁ

tandis que le SINR  < associe´ au filtre de Wiener de rang 9:
 
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Afin de pouvoir analyser la diffe´rence entre  et  < , Honig et
Xiao ([6]) ont, comme dans des travaux fondateurs de 1999 de
Tse-Hanly ([11]) et Verdu ([12]), propose´ de mode´liser la ma-
trice de code  comme la re´alisation d’une matrice ale´atoire
centre´e a` entre´es inde´pendantes identiquement distribue´es de
variance


. Ils se sont place´s par ailleurs dans le cas ou`   et
 tendent tous les deux vers l’infini de telle fac¸on que   
converge vers un re´el strictement positif  . Dans ce cadre, les
SINR  et  < peuvent eˆtre interpre´te´s comme des re´alisations
de quantite´s ale´atoires fonction de  . Afin d’e´tudier le com-
portement de  et  < , on utilise les deux re´sultats suivants ([2]
et [4]).
Lemme 1 Soit   un vecteur ale´atoire de dimension    et

 une matrice ale´atoire      inde´pendente de   . Suppo-
sons que les composantes de   soient centre´es, inde´pendentes
et identiquement distribue´es de variance

 , et que
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( ﬀﬀ repre´sente la norme spectrale).
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Lemme 2 Supposons que la distribution des puissances alloue´es
aux utilisateurs converge vers une distribution limite a` support
compact
 
% $'&
<
ﬃ
%($*),+

. Alors, la distribution empirique des va-
leurs propres de la matrice de covariance +#7 , en d’autres termes
la distribution dont la fonction de re´partition -  est donne´e
par:
-

/.
"

nombre de valeurs propres de +>7 infe´rieures a` .
 ,
converge presque surement quand   et  convergent vers
ﬂ
et 
 
!0 vers une mesure de probabilite´ de´terministe 1
a` support compact
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l’on note /. '5 6 " 687  5:9:9:9:5  les valeurs propres de +87 , alors
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Ces deux re´sultats impliquent que
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quand   et  convergent vers
ﬂ
et 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!# . Par conse´quent,
la matrice ?
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? < tend vers la matrice de Hankel
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, et le SINR  < converge e´galement vers
une valeur de´terministe ne de´pendant que de 1 . De la meˆme
fac¸on, le SINR  du filtre de Wiener ve´rifie
Y! E J L
J N

.
F
1 /.
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Dans le re´gime asymptotique que nous conside´rons ici, les
diffe´rents SINR auxquels nous nous inte´ressons convergent donc
vers des quantite´s inde´pendantes des matrices de codes. Dans
tout ce qui suit, le proble`me de l’e´tude de la vitesse de conver-
gence de  < vers  sera donc e´tudie´ quand on remplace les
diffe´rents SINR par leurs limites. C’est dans ce contexte que
Honig et Xiao ont e´tudie´ les performances du filtrage a` rang
re´duit. En effectuant des calculs pe´nibles et peu transparents
(voir e´galement [10] pour une preuve plus rapide), ils ont e´tabli
que si

  (on alloue la meˆme puissance a` tous les utilisa-
teurs), alors  < P  s’exprime en fonction de  < sous la forme
 <
P









P[Z\
(2)
L’importance de cette relation tient au fait que les coefficients
de cette relation ne de´pendent pas de 9 . Par conse´quent, la vi-
tesse avec laquelle  < tend vers  peut eˆtre tre`s rapide et facile
a` e´valuer par simulation. Honig et Xiao ont ainsi remarque´ que

< e´tait tre`s proche de  de`s que 9 3^] . Ainsi, on peut ob-
tenir des performances proches d’un filtre de Wiener optimal
ne´cessitant l’inversion d’une matrice dont la taille tend vers
l’infini en utilisant un filtre de rang infe´rieur a` 8.
3 Les re´sultats nouveaux.
Nos resultats se situent toujours dans le cadre asymptotique
de Honig et Xiao, mais sont plus ge´ne´raux en ce sens qu’ils
sont valables si tous les utilisateurs n’ont pas la meˆme puis-
sance. Par ailleurs, nous sommes en mesure de retrouver les
resultats de Honig et Xiao de fac¸on plus simple, et d’e´valuer
analytiquement les valeurs de 9 a` partir desquelles on peut af-
firmer que  <`_a dans le cas ou`

 .
Notre contribution repose sur l’observation que l’analyse de
la convergence de  < vers  est un proble`me classique. Afin
de pre´senter les re´sultats correspondants de la fac¸on la plus
simple possible, nous supposons que la mesure 1 est absolu-
ment continue, et que sa densite´ est presque surement positive
sur
  2

ﬃ
2


. Cette hypothe`se implique en particulier que le fac-
teur  de´fini comme la limite de 
 
est supe´rieur a` 1 (dans
le cas contraire, la distribution limite 1 posse`de clairement une
masse au point  ). Notons que cette hypothe`se peut eˆtre affai-
blie, mais certains des re´sultats sont un peu plus faibles. Nous
notons b4c3ed " la fonction de la variable complexe d de´finie par
b
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La fonction b4c3ed " est classiquement appele´e transforme´e de
Stieljes de 1 , est analytique dans      2  ﬃ 2


, et se de´veloppe
au voisinage de l’infini sous la forme
bﬃc3Dd
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Il convient en particulier de noter que le SINR  du filtre de
Wiener est e´gal a` b4c3e" " . On de´finit sur l’espace des fonctions
de carre´ inte´grable par rapport a` 1 le produit scalaire
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ainsi qu’une famille  % 6 /. "!" 6
 de polynoˆmes orthonorme´s
obtenue par orthogonalisation de Gram-Schimdt des fonctions
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. Les polynoˆmes  % 6 " 6
 sont appele´s clas-
siquement polynoˆmes orthogonaux de premie`re espe`ce, et les
polynoˆmes de seconde espe`ce  6 " 6
 se de´finissent a` partir
des  % 6 " 6
 par la relation
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Il est bien connu que la suite de fonctions  
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 converge
uniforme´ment sur tout compact de
 
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2

 vers bﬃc3Dd " (voir
par exemple [1]). Le lien entre l’analyse de la convergence de
 < vers  repose sur l’obervation suivante :
Proposition 1 Le SINR  < du filtre de Wiener de rang 9 coı¨ncide
avec  
\
S
TV

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S
V
En utilisant de fac¸on pertinente des re´sultats de [9], [3] et [8],
on peut alors montrer le re´sultat suivant.
The´ore`me 1 Posons  
J
L
P
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, et soit
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la quantite´ de´finie
par
C
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Alors, l’erreur ﬁ <     < entre  < et  ve´rifie pour 9 assez
grand une ine´galite´ du type
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sont deux constantes strictement postives.
Ce re´sultat provient du fait que
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(voir par exemple [8] et [3]). Dans ces conditions, les constantes
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respectivement si 9
est choisi de telle sorte que % < e" " soit suffisamment proche de
'
C
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Remarque. Comme
2

3
&

" ,  est strictement plus
grand que 1, et le facteur
C
est lui strictement plus petit que
1. Par conse´quent,  < converge localement exponentiellement
vers  avec une vitesse qui ne de´pend que du support
  2
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de la mesure 1 . Il est par ailleurs inte´ressant de constater que le
facteur susceptible de ralentir le plus le taux de convergence est
la proximite´ a` 0 de
J N
JML
. Afin de mettre en e´vidence sous quelles
conditions ce terme se rapproche de 0, nous mentionnons le fait
que la condition  3  implique que
2
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& . De plus, si les diffe´rents uti-
lisateurs ont tous la meˆme puissance (i.e. % $ & < (%($')8+   ),
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Par conse´quent, les facteurs susceptibles de ralentir la vitesse
de convergence du filtre de Wiener a` rang re´duit sont d’une part
un bruit faible, et d’autre part une distribution de puissance des
utilisateurs tre`s disperse´e ou un facteur  proche de 1.
Le the´ore`me 1 est toutefois un re´sultat de convergence lo-
cale, en ce sens que l’ine´galite´ (7) n’a lieu que pour les valeurs
de 9 pour lesquelles % <3e" " est proche de '
C
-
<
. Toutefois, on
peut pre´ciser le re´sultat exprime´ dans le the´ore`me 1 dans le cas,
conside´re´ par Honig et Xiao, ou` les divers utilisateurs ont la
meˆme puissance. Dans ce contexte, % $ & <* % $')8+ 

, et il est
possible de calculer de fac¸on explicite la distribution limite 1
(qui coincide avec la distribution de Marchenko-Pastur), et les
polynoˆmes orthogonaux correspondants. On peut ainsi e´tablir
que (voir [7])
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Par conse´quent,  % < e" "  _ '
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De plus, il est clair que  % < e" "  est proche de '
C
-
< de`s que
C

<
est ne´gligeable devant 0. On peut donc parfaitement pre´dire
pour quelles valeurs de 9 le comportement de ﬁ< sera re´gi par
l’ine´galite´ (7).
4 Illustration nume´rique du the´ore`me.
Afin d’illustrer le the´ore`me 1, nous e´valuons
Z
\
Z en fonc-
tion de 9 dans le cas ou` les puissances des diffe´rents utilisa-
teurs sont toutes e´gales. Sur la figure 1, nous fixons  a` 1,
et conside´rons 3 valeurs de  correspondant a` des rapports
/10
32 e´gaux a` 2 dB, 5 dB et 10 dB. Les courbes repre´sentant
l’e´volution des bornes infe´rieures et supe´rieures mises en e´vidence
dans la formule (5) sont e´galement trace´es. Sur la figure 2, nous
fixons
/0
32 a` 10 dB, et faisons varier  de 1 a` 5.
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FIG. 1: SINR relatif des filtres a` rang re´duit et les bornes infe´rieures et
supe´rieures pour diffe´rentes valeurs de
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FIG. 2: Convergence du SINR des filtres a` rang re´duit en fonction de  pour
diffe´rentes valeurs de  .
