Abstract-We propose a new deep learning approach for medical imaging that copes with the problem of a small training set, the main bottleneck of deep learning, and apply it for classification of healthy and cancer cells acquired by quantitative phase imaging. The proposed method, called transferring of pretrained generative adversarial network (TOP-GAN), is a hybridization between transfer learning and generative adversarial networks (GANs). Healthy cells and cancer cells of different metastatic potential have been imaged by low-coherence off-axis holography. After the acquisition, the optical path delay maps of the cells have been extracted and directly used as an input to the deep networks. In order to cope with the small number of classified images, we have used GANs to train a large number of unclassified images from another cell type (sperm cells). After this preliminary training, and after transforming the last layer of the network with new ones, we have designed an automatic classifier for the correct cell type (healthy/primary cancer/metastatic cancer) with 90-99% accuracy, although small training sets of down to several images have been used. These results are better in comparison to other classic methods that aim at coping with the same problem of a small training set. We believe that our approach makes the combination of holographic microscopy and deep learning networks more accessible to the medical field by enabling a rapid, automatic and accurate classification in stain-free imaging flow cytometry. Furthermore, our approach is expected to be applicable to many other medical image classification tasks, suffering from a small training set.
I. INTRODUCTION
Cancer is a leading cause of death worldwide. Flow cytometry of body fluids obtained by routine medical tests can identify circulating tumor cells [1, 2] . However, isolation of these cancer cells is laborious and typically yields uniformly round cells, which are hard to grade [3] . In flow cytometry for cell sorting, one evaluates cellular features through fluorescence markers [4] . However, fluorescent markers tend to photobleach, which damages the image contrast and the prognosis decisions [5] . The morphology and texture of cancer cells changes during cancer progression [6, 7] . Without staining, however, biological cells are nearly transparent, resulting in a low image contrast.
An internal contrast mechanism that can be used when imaging cells without staining is their refractive index. The light beam passing through the imaged cells is delayed, since the cells have a slightly higher refractive index compared to their surroundings. Conventional intensity-based detectors are not fast enough to record this light delay directly. Phase imaging methods, on the other hand, use optical interference to record the delay of light passing through the sample, and thus they yield stain-free contrast in the image. Contrary to qualitative phase contrast methods, interferometric phase microscopy (IPM) yields the full sample wavefront, containing the optical thickness map or optical path delay (OPD) map of the cell, so that on each spatial point of this map, OPD is equal to the integral of the refractive index values across the cell thickness [8] . In addition to contrast obtained on all cell points without staining, IPM allows calculating quantitative parameters, such as cell volume and dry mass, which were not available to clinicians so far [9] . In the last years, we made significant efforts to make these wavefront sensors affordable for clinical use [10] [11] [12] [13] by attaching a portable interferometric module to exit port of an existing in clinical microscope, making this technology accessible and affordable to the clinicians" direct use.
In contrast to previous works presenting statistical discrimination of holographic data of cells [14] [15] [16] [17] , the advantage of machine learning classifiers is that they can work on multi-feature space, or even on unknown feature space, for classification between the groups examined.
Combining holographic microscopy with recent developments in the field of machine learning enables automatic label-free analysis of large amounts of cells which assist with the classification of different types of cells [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Furthermore, various combinations of machine learning and holographic microscopy have been proposed lately (e.g. ).
The fact that IPM can now be implemented in clinical settings and provide the clinician tens of new parameters extracted from the cell OPD map gives rise to the question of how to account for all parameters together in order to classify the cells. Simple machine learning approaches can weigh the various parameters, for example by principle component TOP-GAN: Label-free cancer cell classification using deep learning with a small training set analysis (PCA), followed by a support vector machine (SVM) classifier [21] . Instead of manually designing parameters to be extracted from the OPD maps, an alternative approach is to apply machine learning techniques directly on these maps with the goal of cell classification. This approach is more global, since it creates hidden parameterization that might be missed by the manually designed parameters, and thus, although more computationally heavy, it is expected to yield better classification results.
In the past years, the concept of deep convolutional neural networks (CNNs) has revolutionized the field of image recognition and classification [28, 33, 34] . When the number of parameters in the network is large, more samples are required for training in order to avoid overfitting situations [35] . One major challenge when building CNNs is that it is frequently hard to acquire very large number of classified training examples. This problem is common to other medical classification tasks solved with deep learning, and researchers thrive to suggest new approaches that allow applying deep learning with limited number of examples [36] [37] [38] .
A simple possible solution to the problem of a small training set is to expand the training set by using data augmentation [32, 39] . However, the new information gained from this process might be minor and completely ineffective for many types of data. An alternative solution to the problem of a small training set is transfer learning. It can be used in the case of well-known deep learning networks that were previously trained on large general training sets [40] [41] [42] . By changing the last layers of these pre-trained networks, researchers have shown the possibility of receiving high accuracy results after training with a small data set, specifically for medical images [41] . Another approach is based on generative adversarial networks (GANs). This is an unsupervised learning strategy for generating new data points for a given large unclassified dataset [43] . This model is composed of two individual networks that compete with each other and by this learn to synthetically create additional reliable images, which increase the available training set [44, 45] . Alternatively, GANs can be used as semi-supervised learning techniques that utilize a large number of unclassified images in order to achieve better classification results with a small number of classified images of the same type [46, 47] . These approaches, however, cannot help if neither a sufficient number of classified nor unclassified training images from the same type are available. Another approach is to train GAN model on a large set of unclassified images, and then fine-tune one of its networks on a smaller set of classified images [48, 49] . To the best of our knowledge, this approach has not been adapted so far for medical imaging.
In the current paper, we perform classification of quantitative phase images of healthy and cancer cells and of primary cancer and metastatic cancer cells. For these tasks, we successfully apply various machine learning methods, one of which copes with the problem of a small training set by using another set of unclassified images, and is used here in the first time for medical imaging. This method, called transferring of pre-trained generative adversarial network (TOP-GAN), exploits the large amount of unclassified data from another set of examples in order to compensate for the lack in classified data. In order to do so, we combine between transfer learning and GAN. TOP-GAN uses GAN in order to train a discriminator network on a large number of unclassified images from one type. Then, by changing the last layer of the discriminator with new un-trained layers, we transform the discriminator network into a new classifier network that can be retrained on a small number of classified images from another type. The transformation of the network is done using transfer learning; hence, we train the GAN model on one type of data set, e.g. unclassified sperm cell OPD images, and then implement this information for classification of a smaller classified data set of another type of data set, e.g. classified cancer and non-cancer cell OPD images. To the best of our knowledge, this is the first time that the discriminator network is being used as a transfer learning network for medical imaging in general and for stain-free cell classification in particular.
In this paper, we examine the classic CNN abilities on classification two datasets of the cell OPD profiles and the abilities of different machine learning methods, including TOP-GAN, to improve the classification accuracy of the classic CNN in the case of a small and complex dataset.
By comparing our hybridized approach to other common approaches for medical image classification, we show that TOP-GAN yields a more efficient classifier, which can achieve better classification results with a smaller classified training set. Furthermore, this method shown to be much more robust to the selection of the training set than other deep learning approaches.
II. MATERIALS AND METHODS
We imaged four cell lines. Each pair of cells is taken from the same individual and the same organ, and the cells are imaged without staining while being unattached and thus mostly round, as is the case in imaging flow cytometry, which makes it hard to classify. The first set represents a less complex task, discriminating between healthy skin and cancer cells, while the second set represents a more complex task, classification between primary cancer and metastatic cancer cells.
A. Preparation of Human Cancer Cells
We performed measurements for two pairs of isogenic cell lines: 1) Hs 895.Sk (healthy skin) and Hs 895.T (melanoma), 2) SW 480 (colorectal adenocarcinoma colon cells) and SW 620 (metastatic from lymph node of colorectal adenocarcinoma cells). The cells were purchased from the ATCC, and each of the cell line comparisons originated from the same individual. The first pair of the cells was used for the classification between healthy skin cells and cancer cells, and the second pair of cells was used for classification between primary cancer cells and metastatic cancer cells.
The complete growth medium used for the Hs cells was Dulbecco's Modified Eagle's Medium (DMEM), supplemented with 10% Fetal Bovine Serum (FBS) (BI) and 2 mM Lglutamine (all purchased from biological industries, Beit Haemek, Israel). The complete growth medium used for the SW cells was BI Roswell Park Memorial Institute (RPMI) 1640 Medium without L-glutamine supplemented with 10% FBS and 2 mM L-glutamine (all purchased from biological industries, Beit Haemek, Israel).
All cell lines were incubated under standard cell culture conditions at C and 5% in a humidified incubator until 80% confluence was achieved. Prior to the imaging experiment, the cells were trypsinized for suspension, supplemented adhesive chamber, volume 18 , 13 mm diameter × 0.15 mm thickness, 1.5 mm ports diameter, Sigma Aldrich SN. GBL611101) attached to a cover slip. This chamber induced a contrast thickness value on the entire imaged sample, which is important for the flatness of the final phase map. Then, all cell lines were imaged by IPM.
B. Preparation of Human Sperm Cells
We obtained sperm cells from six human donors at their 20s. The study was approved by the institutional ethics committee of Tel Aviv University. All sperm donors signed a written informed consent form. After ejaculation, the semen was liquefied at room temperature for 30 minutes and then the sperm cells were isolated using the PureCeption Bi-layer kit (Origio, Målov, Denmark) in accordance with manufacturer"s instructions. The semen and non-spermatozoa cells were discarded, and the pellet that include sperm cells was resuspended in 5 mL of modified human tubal fluid (HTF) medium (Irvine Scientific, California) and centrifuged at 500 g for 5 minutes. For fixation the HTF medium was discarded, the pellet was resuspended with 0.1 ml HTF medium and then 10 ml fixative solution (3:1 methanol to acetic acid) was added drop by drop. After 5 minutes at room temperature, the cells were centrifuged at 800 g for 5 minutes, the supernatant was discarded, and the pellet was resuspended in 0.2 mL of fixative solution. 10 µl of the fixed cells were smeared on a 60 × 20 mm #1 cover slips and put to dry overnight to ensure the evaporation of the fixative solution. Cells were then imaged by IPM.
C. Interferometric Phase Microscopy (IPM)
In order to obtain the OPD topographic maps of the cells, we acquired off-axis image holograms. For imaging Hs cells, we used the system mentioned in [92] . For the SW cells, we used flipping interferometry module [12] , connected to an inverted microscope. Flipping interferometry is a compact and portable module, so it can be attached into existing clinical microscopes, signifying its advantage for clinical imaging flow cytometry. The microscope was illuminated by a coherent laser (Helium-Neon, 632.8 nm), and a microscope objective (Mitutoyo, 50X, 0.55 NA) was used for imaging. The off-axis image holograms were created on the digital camera (Thorlabs, DCC1545M) positioned right after the interferometric module. In this module, a beam splitter splits the beam into a reference beam, which is flipped by a retroreflector, and a sample beam, which is back-reflected by a mirror. This configuration requires half of the optical field of view to be empty from sample details. This flipping interferometric geometry is specifically useful for microfluidic channels, since it is easier to make sure that the sample beam half is positioned on the area of flowing cells and the other half of the beam, dedicated for the reference, is positioned on the bare glass of the channel. Therefore, the flipping interferometry module can deal with non-sparse samples without creating ghost images, in contrast to modules based on shearing interferometry (e.g., [05] ). The OPD maps were extracted digitally from the acquired off-axis holograms as explained at the beginning of the Quantitative Phase Reconstruction section.
D. Quantitative Phase Reconstruction
All image analysis procedures were carried out using Matlab (R2017b). We extracted the OPD maps from the offaxis holograms of the cells by using digital spatial filtering [51] . The algorithm included a 2D Fourier transform, filtering one of the cross-correlation terms containing the complex wavefront of the sample, and an inverse 2D Fourier transform. The resulting matrix argument was the wrapped phase of the sample. We subtracted from the wrapped phase map of the sample a phase map, which was extracted from a reference hologram (without the sample present), in order to overcome stationary aberrations and field curvatures. We have then created the unwrapped phase map, by using the unweighted least squares phase unwrapping algorithm, and multiplied it by the wavelength of the source divided by 2 in order to create the quantitative OPD map of the sample, which is defined as follows:
where is the refractive index of the medium, is the thickness profile of the cell, and ̅̅̅ is the cell integral refractive index, which is defined as follows:
The reconstructed OPD maps, containing multiple cells, were segmented by thresholding, in order to separate the cells from the background, and then cropped into images of single cells. The isolated cells were computationally aligned at the center of square backgrounds for further analysis. Using the method described above, we created a data set of RGB images with size 128x128x3 [52] that described the OPD information of the individual cell area only. This data set was the input to the deep learning networks.
E. K-nearest neighbor (KNN)
KNN is a naïve algorithm that does not make any assumptions on the data distribution. In the case of image classification, the algorithm creates an n-dimensional space that is based only on the features extracted. In our case, however, we have chosen to implement KNN in the image space by calculating the Euclidean difference (L1) between the test image and any training images in order to find the K nearest neighbors. This can define the complexity of each class and the similarity between different images in the same class. This classifier provides good classification when the number of classified training images is high relative to the class complexity [53] . In our case, K = 9 yielded the best accuracy. There is a direct relation between the performance of a CNN and the performance of a simple KNN [54] . For the implementation of the KNN, we use the TensorFlow framework [55] .
F. Convolutional Neural Network (CNN)
We use the convolutional CNN illustrated in Fig. 1 . The architecture of this network is composed of four convolution layers followed by three fully connected layers with sizes of 100, 100, and 2, respectively. In order to reduce the chances of overfitting, each one of the first two fully-connected layers is followed by a dropout layer with a probability of 0.5 during training [56] . The input of the network is an RGB image with a size of 128x128x3 pixels, which describes an OPD map of a cell, and the output is a binary decision value that signifies if the image contains a healthy skin or a cancer cell for the first experiment, and a primary cancer or a metastatic cancer cell for the second experiment. The architecture of the conventional CNN is based on the discriminator network from the DCGAN model, thus a sigmoid function is used in the last layer. For the implementation of the CNN architecture, we use the TensorFlow framework [55] . For training, we use an Adam optimizer with a learning rate of 0.00001 and adaptive momentum with the parameters:
. The network is trained for 900 epochs or until convergence, whichever comes first.
G. MOBILE-NET for Transfer Learning
MOBILE-NET is trained on the ImageNet of natural images [42] . It is lightweight in its architecture, and therefore is useful for transfer learning with a small training set. We then use this network of non-medical images for medical image analysis by fine-tuning the previously trained network with classified OPD images of biological cells, we are using the information and general features collected from previous training in order to improve the relevant classification task. We implement the MOBILE-NET model using the TensorFlow framework [55] .
Note that we have also implemented transfer learning by using a larger network, VGG16, which has also been previously trained on ImageNet database, and have compared it to the other methods. However, it has yielded worse results than MOBILE-NET presented above
H. Data Augmentation
The standard solution to reduce overfitting is data augmentation that enlarges size of the data sets. However, the success of data augmentation process is mainly dependent on the data itself. As described in [39] , classic data augmentation techniques include rotation, flipping and scaling of the input images. In order to avoid changes in the characteristics and morphology of the cells, we perform OPD image augmentation by combining between flipping and rotation (without scaling). The transformation of the OPD maps is done by using Matlab (R2017b). By doing so, we manage to increase our data set by eight times.
I. Generative Adversarial Network (GAN)
GAN is an unsupervised learning strategy that utilizes a given large unclassified samples to generate new data points (e.g. images) based on the same distribution [43] . This model is based on training two individual convolutional neural networks, generator and discriminator. The generator network attempts to synthetically create a realistic images with a similar distribution to the real images, in order to 'fool' the discriminator network, whereas the discriminator have to identify correctly which input image is real and which one is fake. In our research, we have based our model on the architecture of deep convolutional GAN (DCGAN), as illustrated in Fig. 2(a) and on the suggested guidelines for stable GAN training proposed in [44] . The architecture of both networks of the GAN model, generator and discriminator, is illustrated in Fig. 2(b) and Fig. 2(c) , respectively.
The generator network takes as an input a vector with a size of 100 elements that are sampled from a random normal distribution. After propagating through the network, it outputs an RGB image that describes an OPD map of a sperm cell with a size of 128x128x3 pixels. The network architecture consists of a fully connected (FC) layer reshaped to a size of 8x8x512 and four deconvolution layers with a stride of 2 and a kernel size of 5x5. Batch-normalization layers and a ReLU activation functions are applied to all layers except the output layer which uses a tanh activation function [44] .
The discriminator network has a classic CNN architecture. The input of the network is an RGB image with a size of 128x128x3 pixels that describes an OPD map of a cell. The output of the network is a binary decision value that signifies if the image is a real OPD map or a fake one. The network architecture consists of four convolution layers with a stride of 2 and a kernel size 5x5, and a fully connected layer. A batch normalization layer is applied to each convolution layer except the input and the output layers. Leaky ReLU activation functions, with a slope set to 0.1, are applied to all convolution layers except the output layer, which uses the sigmoid function [44] . The Sigmoid function gives the probability (0,1) of the image to be 'fake' or 'real' (respectively). The adversarial networks are trained by optimizing the follow loss functions: Discriminator:
where ( ) and ( ( )) describe the output of the discriminator in case the input is a real image or a generated one respectively, and where and describe the distribution of the input image in the case of real image or a generated one, respectively. The discriminator is trained to maximize ( ) for images with a distribution of that is similar to the distribution of the input samples, . Furthermore, it is also trained to minimize ( ) for images with a different distribution. The aim of the generator is to create generated images ( ) with a distribution that is similar as much as possible to the distribution of the input samples in order to "fool" the discriminator during training. Therefore, based on [43] , the generator is trained to maximize ( ( )).
In order to train both the generator and the discriminator networks, we use 2762 different OPD images of human sperm cells captured in our lab by IPM. In order to increase the data set size, we use a data augmentation method, which increases the data set by eight, as will be describe next. During the training process, we use mini-batches of OPD images of human sperm cells, and samples of random noise, Weights are initialized to a zero-centered normal distribution with standard deviation of 0.02. We apply an Adam optimizer [xx] with adaptive momentum with the parameters:
and a learning rate of 0.0002 for 75 epochs. We implement the GAN model using the TensorFlow framework [55] .
J. TOP-GAN
The TOP-GAN is implemented by performing transfer learning with the previously trained discriminator from the GAN model described in the previous section. After the GAN is trained on thousands of unlabeled OPD images of human sperm cells, both the generator and discriminator networks have already learned most of the important features that characterize OPD images of biological cells. We thus use the discriminator network from the first section, which has been already trained on sperm cells, and switched its last layer with three un-trained fully connected layers. In fact, we have created a classifier that is based on the architecture and knowledge of the discriminator described from the previous section. The classifier architecture is the same architecture as the convolutional CNN, illustrated in Fig. 1 , and describes four pre-trained convolution layers followed by three untrained fully connected layers with sizes of 100, 100, and 2, respectively. Also here, each one of the first two un-trained fully-connected layers added to the network was followed by a dropout layer with a probability of 0.5 during training [56] . Like the original discriminator network, the input of the TOP-GAN is an RGB image with a size of 128x128x3 pixels, which describes an OPD map of a cell. However, the output is a binary decision value that signifies if the image is an image of a healthy skin and cancer cell for the first experiment, and preliminary cancer and metastatic cancer cell for the second experiment. Similarly to the discriminator, also the TOP-GAN uses a sigmoid function in the last layer. For the implementation of the TOP-GAN architecture, we use the TensorFlow framework [55] . For training, we use an Adam optimizer with a learning rate of 0.00001 and adaptive momentum with the parameters:
III. RESULTS
We used IPM to acquire off-axis digital holograms of individual unstained cells for the reconstruction of their OPD maps. To this end, we used an external module that can be implemented in a clinical setting (see Materials and Methods). Figure 3 presents the OPD maps of unattached cells of type: Hs 895.Sk (skin), Hs 895.T (melanoma), SW 480 (colorectal adenocarcinoma colon) and SW 620 (metastatic colorectal adenocarcinoma colon), respectively. These figures demonstrate the difficulty of visually finding significant differences between these groups of cells with a naked eye, even with quantitative phase imaging. This is due to the fact that typically isolated, unattached cells are mostly roundshaped, and thus are fairly similar to one another [3] . This is Our goal is to build a robust, automatic network that can accurately classify between two stages of the cancer cells, even when the number of available classified samples is low. In order to do so, we examine two different tasks with different levels of complexity. In the first experiment, we classify melanoma cells (Hs 895.T) and healthy skin cells (Hs 895.Sk), and in the second experiment we classify metastatic cells (SW 620) and primary cells (SW 480) of colorectal adenocarcinoma colon imaged during flow.
For both experiments we first use the classic CNN for classification, and then try to improve its results by different machine learning classification methods, including TOP-GAN.
To evaluate the classification performance of each method, we use a total classification accuracy measure. Additionally, we calculated the sensitivity, and specificity measures for each experiment. All measures are presented in the following equations:
where true ( ) and false ( ) represent images classified correctly or misclassified, respectively, while positive ( ) and negative ( ) represent the different categories (e.g. healthy/cancer, primary/metastatic). In order to maximize the sizes of the training and testing sets, and in order to test the effect of the chosen training images on the success of the experiment, we perform five-fold cross-validation. This process includes five iterations, where during each of them we choose different images for training and images for testing. Each training procedure is performed separately, and does not influence the results of the other four training steps. The final accuracy, specificity and sensitivity obtained from this training process are the mean value from all five iterations for each task. The comparison between the different methods (except for the KNN) is illustrated in Fig. 4(a) and Fig. 4(b) , for the first and second experiments, respectively. We also checked the robustness of each method to the selected training set by inspecting the range of resulting accuracies, as shown in Fig. 4(c) and Fig. 4(d) . Tables 1 and 2 demonstrate the best performance of the TOP-GAN in terms of sensitivity, specificity and area under curve (AUC), for the smallest training set as possible and compare it to other methods (CNN, CNN-WITH-AUG, and MOBILE-NET). Table 1 summarizes the mean results from 5 different folds for specificity, sensitivity and AUC for the first experiment (healthy vs. cancer) by using 10 images for training and 192 images for testing. Table 2 summarizes the same for the second experiment (primary cancer vs. metastatic) by using 236 images for training and 40 images for testing. All results for all methods are calculated on the same training and testing sets. All training processes have been performed using the Google Cloud Platform on the NVIDIA"s Tesla P100 GPU.
All acquired and synthetic OPD images used for training have the same noise characteristic of OPD images acquired under coherent illumination, rather than incoherent illumination, presenting the worst case scenario for spatial noise. We therefore did not choose to repeat the experiment for cases of higher synthetic noise. The following classification methods have been applied:
A. K-nearest neighbor (KNN)
We first use a naïve KNN classifier in order to predict the complexity of each experiment. The following results are obtained:
Healthy vs. cancer cells: By using a training set of 162 images of melanoma cells and healthy skin cells, the KNN algorithm is able to reach 88% accuracy. This high accuracy describes the low complexity of this dataset, where the images associated with the same class are very similar to each other [53] . However, when decreasing the training set, the value of the mean accuracy decreased as well. For example, by training with 10 images, the KNN algorithm reaches only 69.36% mean accuracy.
Primary vs. metastatic cancer cells:
By using a training set of 236 images of primary and metastatic adenocarcinoma cells, the KNN algorithm is able to reach only 82.02% accuracy, lower than the results in the experiment of the melanoma cells even when the training set now is larger. We thus conclude that images that are associated with the same class are less similar each other than in the first experiment, making it harder to classify them based on a small training set. When decreasing size of the training set, the value of the mean accuracy decreases even further, reaching a mean value of less than 70% with 60 images for training. Furthermore, the KNN results in this experiment have been very sensitive to the training set selection. This fact proves the major influence of the images selection to the performance of the KNN algorithm.
B. CNN
The following results have been obtained by applying a conventional CNN with the same architecture as the TOP-GAN (illustrated in Fig. 1) .
Healthy vs. cancer cells: Our CNN is trained as a binary classifier on a training set of 162 classified OPD images of individual melanoma cells and healthy skin cells. The performance of the trained CNN is tested on 40 new OPD maps (20 images of melanoma cells and 20 images of healthy skin cells ( . As usual, the test images have never been seen previously by the network. The diagnostic accuracy is surprisingly high, resulting in a mean accuracy of 98.9%. The accuracy calculated is defined in (5) , where Hs 895.T is defined as 'positive' and Hs 895.Sk as 'negative'. The high accuracy results for a relatively small training set, with only 162 classified images, can be explained by Ref. [54] that demonstrates the connection between the high accuracy results of the naive KNN algorithm and the results of a deep neural network. While reducing the size of the training set, the performance of the conventional CNN drops as well. For (a) (b)
example, by training the CNN with 10 images and testing it on 192 images, the network barely reaches to 65% accuracy. Primary vs. metastatic cancer cells: Our CNN is trained as a binary classifier on a training set of 236 classified OPD images of both individual primary adenocarcinoma and metastatic cells. The performance of the trained CNN is tested on 40 new OPD maps of both primary (20 images) and metastatic (20 images). The test images have never been seen previously by the network. The accuracy calculated is defined in (5) , where SW 620 is defined as 'positive' and SW 480 as 'negative'. Also in this experiment, we have created five different training sets in order to evaluate the influence of the training images on the performance of the network, and the accuracy presented is the mean accuracy from all five iterations. In this experiment, the mean accuracy reaches 81.8%, much lower than the first experiment, even when using a larger number of classified images for training. Again, by looking at the result of the KNN algorithm for the same number of cells, we find a positive correlation between the success of the KNN and the success of the CNN, which coincides with previous results [54] . Like in the first experiment, as the size of the training set decreases, the accuracy of the classic CNN decreases as well, reaching 72% accuracy with 40 images for training. Furthermore, the selection of training set has significant effect on the results, as can be seen in Fig. 4(d) .
C. MOBILE-NET
In these experiments, we take a MOBILE-NET [42] that has been trained on non-medical data, and fine-tune it on our classified training sets that include OPD images of biological cancer cells from different stages.
Healthy vs. cancer cells:
The performance of MOBILE-NET was examined on the same data sets as for the conventional CNN, while reaching higher accuracy for smaller training size. As shown in Fig. 4(a) , MOBILE-NET was able to maintained accuracy of 90% for only 20 images for training and was able to increase the accuracy performance of the conventional CNN by 23% for training of 10 classified images, reaching for 88% accuracy. However, this method was sensitive to the selection of training images, as can be seen in Fig. 4(c) .
Primary vs. metastatic cancer cells: As shown in Fig. 4(b) , MOBILE-NET was less effective in the second experiment (primary vs. metastatic), and was able to increase the accuracy of the conventional CNN with only 1% of mean accuracy for the same training set of 236 classified images. As the training set size decreases, the performance of the MOBILE-NET was decreased as well, and reached similar results as the conventional CNN. Also here, we can see that this method was highly influenced from the selected training set, as illustrated in Fig. 4(d) . The resulting accuracy changed in the range of almost 20%, in the case of 30 training images, based only on the selection of the training set.
D. CNN-WITH-AUG
By combining between rotation and flipping, our training sets artificially increased by eight times. Following this process, the accuracy of the classification process has increased as well, even while using a smaller training set, as shown in Fig. 4(a) and Fig. 4(b) .
Healthy vs. cancer cells: In the first experiment, while training on only 10 images and testing the result on the other 192 available images, the augmentation process increased the accuracy from 65% to 94%. Indeed, for a less complex task, data augmentation can improve the results.
Primary vs. metastatic cancer cells: In the second experiment, which is more complex (as can be concluded from the KNN results), the improvement in the results when using the data augmentation method is lower, improving from 81.8% to 86.5%. As shown in Fig. 4(d) , this method was also very sensitive to the selection of training image, with accuracy range of 80%-93% for the same training set size.
E. TOP-GAN
TOP-GAN is meant to cope with a situation where only limited data sets of classified (known-class) images are available (classified OPD maps of cancer cells in our case) by creating a transfer learning network that fits another types of unclassified (unknown-class) images (unclassified OPD maps of sperm cells in our case). Our classification model is constructed by first building a GAN, based on the architecture of the deep convolutional GAN (DCGAN) model described in [44] and illustrated in Fig. 2(a) . In our case, since thousands of unclassified OPD of sperm cells are available to us, and only a few tens or hundreds of classified OPD maps of cancer cells, the GAN training is performed by using a large number of OPD maps of unclassified sperm cells, and not the cancer cells.
The discriminator network that is pre-trained on OPD images of sperm cells becomes a transfer learning network for the classification of other biological cells, such as cancer cells. This technique is based on the idea that most OPD images of biological cells, especially in flow cytometry, appear highly morphologically similar. Therefore, the general features that characterize OPD maps of cancer cells are similar to those that characterize OPD maps of other biological cells, like sperm cells. Thus, by using GANs to pre-train the discriminator network on a large number of unclassified OPD maps of sperm cells, we allow the network to learn most of the generic features that characterize OPD maps of biological cells before using the small classified dataset. Note that in standard transfer learning, where the weights of a pre-trained network on another class with many examples are used, there is a need to have the data of the other class also classified. In TOP-GAN, on the other hand, we just need unclassified examples from the other class.
During the GAN training, the generator learns the features that characterize the OPD maps of sperm cells and is able to generate new OPD images with the same data distribution as the real OPD images. In Fig. 5(a) , the images generated by the generator are illustrated for different stages of the GAN training process (from left to right). As the training process advances, the generated images become more and more similar to the real OPD images human sperm cells (see Fig.  5(b) ). It is important to note that the GAN model is based on an adversarial process. Therefore, we can say that while the generator abilities in creating new images improve as the training progresses, the abilities of the discriminator network in classifying between these generated images and the real images improves as well. In fact, at the end of the training process, we can say that both networks, the generator and the discriminator, become familiar with the different features that characterize the OPD images of the sperm cells. After this preliminary training of the discriminator, we perform transfer learning, replacing the last layer of the discriminator with three new untrained fully connected layers, and change the classification labels from 'fake' and 'real' images to 'positive' and 'negative' images, according to our classification task.
Thus, by using a pre-trained network, we manage to create a new classifier that is more efficient in classifying a small amount of unseen biological cells, because most of its layers have already been trained on other data sets.
Healthy vs. cancer cells: In this case of low complexity data set, there is no need to use TOP-GAN (conventional CNN reached accuracy of 98.9%). However, if a smaller training set is available TOP-GAN should be used. For example, by training on just 10 classified images (5 melanoma cells and 5 healthy skin cells) TOP-GAN is able to still maintain a mean accuracy of more than 98%, higher than any of the classification method presented before. Additionally, in Table  1 , we can see that also for sensitivity, specificity and area under curve (AUC), TOP-GAN yields the best results from all the classification methods.
Primary vs. metastatic cancer cells: In the second experiment, where cells were imaged during flow, the accuracy results of the conventional CNN were low. In this case, TOP-GAN reaches accuracy of 89.12% by training on the same 236 images as the CNN, presenting a significant improvement. Even after reducing the training sets massively, down to only 60 images for training, the TOP-GAN is still able to yield more than 83% accuracy. Additionally, in Table  2 , we see that TOP-GAN yields the best sensitivity, specificity and AUC results. Furthermore, it was noticeable that while other methods yield a wide range of possible accuracy values for the same training size, based only on the selection of the training set, as can be seen in Fig. 4 (d) , TOP-GAN yields a much more stable accuracy value for each training size. This signifies another advantage of TOP-GAN, namely being more robust to the selection of the training set.
Note that though our model is over-parameterized and reaches almost zero error on the training set, we believe that it does not suffer from overfitting the small data used due to the following reasons: (i) All state-of-the-art networks achieve almost zero error on the same train data. Yet, this memorization does not contradict their ability to generalize well; (ii) All the methods we compare to attain zero training error. Still, our performance on the test set is better; (iii) We use the same architecture for both the Hs 895.T vs. Hs 895.Sk databases, and the SW 620 vs. SW 480 datasets. For the second, the test error is far from 100%, so it is clear that our model is not overfitting of the test data. We thus conclude that the very high accuracy in the first case is just due to the structure of the data. Indeed, the KNN performance reported in the paper for each of the two cases explains the gap between the two experiments [53, 54] .
F. TOP-GAN-AUG
Finally, by combining data augmentation with TOP-GAN method, we are able to improve the results even further.
Healthy vs. cancer cells: For the first experiment, by training only 10 classified images and test them on all other 192 images, we reach 99.054% accuracy.
Furthermore, for this best performance method, Furthermore, for this best performance method, Table 2 presents sensitivity of 93.01%, specificity of 93.31%, and AUC of 94.73% are obtained.
IV. DISCUSSION
We have suggested a method for an automatic classification of label-free individual cells based on the combination of deep learning and holographic microscopy that can be used even with a small classified training set, given that a large unclassified set of other biological cells is available. In our case, a large amount of data from one type (sperm cells) and small amount of data from other type (cancer cells) are available. Note that for this case, we have provided a comparison between many machine learning approaches. However, we have not provided comparison to methods that require a large amount of unlabeled data, and a small amount of labeled data from the same type, since this was not the case in our paper. We demonstrate that by using a sufficient number of classified images in the training set, the accuracy of the conventional CNN can reach 98.9% when classifying between melanoma cells and healthy skin cells, based only on their OPD maps. In contrast to classic computer vision algorithms, like support vector machine (SVM) or KNN, deep learning applied directly on the OPD maps automatically recognizes the important features that characterize cancer cells and healthy skin cells and uses them in order to distinguish between the different disease stages of the cell effectively. Hence, we eliminate the need in subjective and manual selection of features for optimization and enable rapid and efficient identification of individual cells without the need in staining. As a result, we obtain much better results, as shown in Tables 1 and 2 . Indeed, SVM applied on a similar data have obtained 81% sensitivity and 83% specificity for discriminating between melanoma (Hs 895.T) and healthy skin (Hs 895.Sk) cells, and 82% sensitivity and 81% specificity for discriminating between primary (SW 480) and metastatic (SW 620) colorectal adenocarcinoma cells [21] .
We also demonstrate the weakness of conventional CNN when the complexity of the data set classes increases or the available training set size decreases. We have shown that TOP-GAN, which is based on an integration of two learning approaches, transfer learning and GAN, is more robust for these cases. TOP-GAN is thus applied in the first time for the medical imaging field. By combining TOP-GAN with a familiar data augmentation method, we are able to increase the classification results more than other classification methods. Specifically, in the case of normal human skin cells (Hs 895.Sk) and a melanoma tumor cell from the skin (Hs 895.T) taken from the same individual, based on only 10 images for training, the classification results reach 98.96% sensitivity, 99.61% specificity and 99.054% accuracy. In the case of comparing between primary colorectal adenocarcinoma colon cells (SW 480) and metastatic from lymph node of colorectal adenocarcinoma cells (SW 620) taken from the same individual, based on 236 images for training, the classification results reach 93.01% sensitivity, 93.31% specificity and 90.6% accuracy. Thus, we eliminate the need to collect a large amount of classified data, which might be a great challenge in various medical and non-medical classification tasks. The GAN pre-training can last up to several hours, and requires a large number of unclassified images, in contrast to simpler methods like data augmentation. However, after pre-training the GAN on a general unclassified biological cell images (typically more accessible), the TOP-GAN training only depends on the size of the classified training set, which is relatively small, make the training process very quick. For example, for 160 images, the training process lasts 3.38 sec for TOP-GAN and 13 sec for MOBILE-NET, and for testing 40 images, it lasts 0.0226 sec for TOP-GAN and 0.62 sec for MOBILE-NET.
We believe that our new method will provide a valuable tool for an automatic classification process of individual cells for medical diagnosis in flow cytometry, as well as a new classification approach for medical images. In contrast to flow cytometry that obtains one accumulative measurement per cell, imaging flow cytometry allows measuring the cell morphology. Current imaging flow cytometers use cell staining, and allow imaging of up to several thousands of cells per second. In this paper, we presented proof-of-concept stainfree quantitative imaging for flow cytometry with much lower throughput of several cells per second. However, in principle, the techniques presented here can reach, with the suitable flow setups and fast cameras, to throughputs similar to the current imaging flow cytometers, but without cell staining and with the possibility of extracting more quantitative data from the cells measured, which create a better basis for machine learning classifiers.
