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An n-tournament is a complete labelled digraph on 12 vertices without loops or 
multiple arcs. A tournament’s score sequence is the sequence of the out-degrees of 
its vertices arranged in nondecreasing order. The number S, of distinct score 
sequences arising from all possible n-tournaments, as well as certain generalizations 
are investigated. A lower bound of the form 
(C, a constant) and an upper bound of the form S, < CZ4”/n* are proved. A q- 
extension of the Catalan numbers 
c,(q) = 1 and 
“-1 
c,(q) = \’ 
,z, 
ci(q) c,-](q) q”“-“’ 
is defined. It is conjectured that all coefficients in the polynomial c,(q) are at most 
0(4”/n’). It is shown that if this conjecture is true, then 
1. INTRODUCTION 
An n-tournament is a complete labeled digraph (without loops or multiple 
arcs) whose vertex set is [n] = { 1, 2,..., n}. An n-tournament’s score vector is 
the n-vector in which the ith entry is the out-degree of vertex i. 
The number V, of n-tournament score vectors was investigated by the 
authors in [ 151. A bijection between such vectors and forests of labeled trees 
was described, thus proving that V, z exp(l) nnP2. 
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A tournament’s score sequence is its score vector arranged in 
nondecreasing order. In this paper we consider the number S, of distinct 
score sequences arising from n-tournaments, as well as certain 
generalizations. 
This problem was apparently first treated extensively by Erdos and L. 
Moser (see Moon [ 171); they proved that there exist constants c, and c2 such 
that 
c14n c24* 
,,,a<- n3/2 
for all positive n. 
Kleitman produced an outline of a proof [ 141 leading to th,e conjecture 
4” s,=o - 
t 1 n5/2 . 
We use (for the most part) Kleitman’s outline below, proving most of this 
implicit and explicit conjectures. We prove a lower bound (8.10) of the form 
and an upper bound (6.10) of the form 
We then make a conjecture (in Section 9) which leads to an upper bound 
(Theorem 11) on S, implying that (1.1) holds. 
2. DEFINITIONS AND CONVENTIONS 
When P(X) is a polynomial, we will use (x”) P(x) to mean the coefficient 
of x” in P(x). 
All graphs considered here are finite, labeled, and without loops, but 
possibly with a finite number of unlabeled multiple arcs. If i and j are two 
vertices of a digraph D, we write (i,j)” E D if there are at least k arcs from i 
to j in D. 
A vector V= (ui ,..., v,,) is the score vector of D if the out-degree of i in D 
is z/j for i from 1 to n. Conversely, any digraph whose score vector is Y is 
called a realization of V. If V= (pi,..., u,J is a score vector and u, < v2 < . .. 
< v, hold, we say V is a score sequence. We will write V= (u, ,..., vn) when 
V is a score sequence. 
582aj35/2-7 
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A p-fold n-tournament is a labeled digraph (without loops) on n vertices in 
which there are exactly p unlabeled arcs between every pair of vertices. A l- 
fold tournament is simply called a tournament. Let Sntp be the number of 
distinct p-fold n-tournament score sequences. 
3. CONDITIONS FOR A SCORE SEQUENCE 
It is not hard to find some simple conditions that a sequence of numbers 
must satisfy in order that it be the score sequence of a p-fold n-tournament: 
Let si, s*,..., s, be integers. By the definition of a score sequence, and 
since the out-degree of a vertex is at least 0 and at most p(n - 1) in a p-fold 
n-tournament, certainly the conditions 
o<s,<s,< ... <s,<p(n- 1) (3.1) 
must hold if the sequence is to the a score sequence of ap-fold n-tournament. 
Furthermore, since there are p arcs between all (;) possible pairs of vertices, 
the condition 
n 
x si=p 
n 
i=l ( 1 2 
(3.2) 
must be satisfied as well. In fact, every m vertices (where m < n) forms a p- 
fold tournament among themselves, so the conditions 
m 
c si >p 2 
iY1 ( 1 
(m = 2,..., n - 1) (3.3) 
must hold. 
Remarkably, these three simple necessary conditions are also sufficient. 
Proof of this was apparently first given by H. G. Landau (see, Moon [ 171) 
for l-fold tournaments and extended by others. We give a simple proof for 
the p-fold case: 
THEOREM 3. Let s,, sz,..., s, be integers, Then there is a p-fold tour- 
nament T having (sl, s2 ,..., s,,) as its score sequence if and only if conditions 
(3.lt(3.3) hold. 
Proof: We have shown the necessity of these conditions. To show 
sufficiency, we introduce the following simple fact. 
LEMMA. Let S = (s, ,..., s,) be a sequence of integers satisfying (3.1), and 
suppose there exists an i such that the sequence S’ = (sl,.., si-,, si - 1, 
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Si+ * ,..‘, s,- 12 s, + 1) is the score sequence of a p-fold tournament. Then S is 
the score sequence of a p-fold tournament. 
Prooj Let T be a p-fold tournament with score sequence S’. Suppose 
first that (n, i) E T. Then the p-fold tournament identical to 7’ except for the 
reversal of an arc between n and i has S as a score sequence. 
Thus, we can suppose that (i, n)” E T. The number of arcs emanating 
from n in T is s, + 1, while the number of arcs emanating from i in T is 
strictly smaller. There must then exist a player j with (~t,j) E T and 
(j, i) E T. Reversing these two arcs produces a p-fold tournament with score 
sequence S. This completes the proof of the lemma. 
We now prove the theorem by a double induction. The first induction is 
on the size IZ of the sequence; the theorem is trivially true for n = 2. Thus we 
assume that it is true for sequences with up to n - 1 elements. 
The second induction is on the largest score s,. We induct backwards; 
when s, =p(n - l), the truncated sequence (s,,..., s,-,) is by the first 
induction a score sequence. We add player n to any realization of the trun- 
cated sequence by directing all arcs out from it. This proves the theorem in 
this case. 
We have established a base for the second induction, so we can assume 
that if s, > m, S = (sl ,..., s,) is a p-fold tournament score sequence. Suppose 
s, = m. Then we have two cases: 
Case 1. There is no u < n with Cy=, si =p( ; ). There must be a j with 
sj > sj-i (we can use s0 = 0 if necessary). The sequence (s, ,..., sj - l,..., 
s, + 1) must then satisfy (3.1). By (the second) induction, this sequence is a 
p-fold tournament score sequence; applying the lemma to it then proves the 
theorem. 
Case 2. There is a u < n with Cy=, si = (y ). In this case (3.3) implies 
S U+l >pu, so the sequences S, = (sl ,..., sU) and T,, = (s,,+~ -pu ,..., s,, -pu) 
satisfy the conditions of the theorem; thus by (the first) induction they are p- 
fold tournament score sequences. Take a realization of T, and a realization 
of S, and direct all pu(n - u) arcs between the two out from the realization 
of T,. This produces a realization of S. 
This completes the proof of the theorem. 
4. RANDOM WALKS AND GAUSSIAN POLYNOMIALS 
Theorem 3 allows us to consider the tournament score sequence problem 
in a different way: 
For our purposes, a random walk is a sequence ((a,,, b,,),..., (a,, b,)) of 
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distinct ordered pairs of integers such that for each 0 < i < m - 1, 
(ai+l,bi+l)F(ai,bi) is either (0, 1) or (1,O). 
Following Feller [9], we define a sojourn to be a random walk ((a,, b,,),..., 
(a,, b,)) in which ui = bi if and only if i = 0 or i = s. Any random walk from 
(0,O) to (n, n) will therefore be composed of some number between 1 and n 
of consecutive sojourns. 
Most of the random walks we will consider will have a, = 6, = 0. (We will 
assume as a default that this is true from now on.) Another way to think of 
random walks starting at the origin is as a sequence (ci ,..., cm) of zeroes and 
ones, where ci = bi - bi_i = 1 - (ui - aiPl). 
A one-to-one correspondence between the n-sequences of integers 
satisfying (3.1) and the random walks (ci,..., c,,~~~,~+,,) in which PZ of the ci 
are zero exists, as follows: Let S = (s, ,..., s,) be such a sequence. For 
i= 1 ,..., ~(n - 1) + n, set ci = 0 when i =j + sj (j = l,..., n) and ci = 1, 
otherwise. Then (c, ,..., cPcn- i)+,J is such a random walk. The reverse map is 
similar. More intuitively, si is the height of the ith column in a graph of the 
random walk in the plane. 
It follows immediately from this correspondence that there are ( p(n-n’)-n) 
sequences of integers satisfying (3.1). When p = 1, there are 
2n - 1 i 1 4” n yz (4.1) 
sequences of integers satisfying (3.1), where we use Stirling’s formula for the 
asymptotic approximation. 
To account for condition (3.2), we must look at the area under the graph 
of a random walk: this area will be the sum of the si if the correspondence 
above applies. To this end, we define C(u f b, a, i) to be the number of 
random walks with a zeroes and b ones (i.e., terminating at the lattice point 
(a, b)) under which the area is i. 
These numbers C(u + b, a, i) form q-analogs of the binomial coefficients. 
That is, we define a polynomial 
E T’ C(u + 6, a, i) qi 
,ro 
(4.2) 
(the argument q is implicit on the left). Note that all walks terminating at the 
lattice point (a, b) must pass through either the penultimate point (a - 1, b) 
or the penultimate point (a, b - 1); this leads to the recursion 
[‘Lb]= [U+f-l]+qb i”;“;‘]. (4.3) 
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Recursion (4.3) (together with obvious initial conditions) proves that these 
polynomials are the q-binomial coefficients or Gaussian polynomials found in 
the literature (e.g., Andrews [ 1, Chap. 31) We can use the known properties 
of these polynomials to find a lower bound on the quantity C(p(n - 1) + n, 
II, p( ;)), which is the number of sequences satisfying (3.1) and (3.2). 
5. ANALYSIS OF THE GAUSSIAN POLYNOMIALS 
We will use Gauss’ product formula for the Gaussian polynomials 
a+b 
L l- 
(1 - q”+b)(l _ qa+b-‘) . . . (1 -q) 
a (1 -q”)(l --a-‘) . . . (1 -q)(l -qb) . . . (1 -9) (5.1) 
(Andrews [ 1, p. 331). This formula can be proved by noticing that the right- 
hand side of (5.1) obeys recursion (4.3) and suitable initial conditions. 
It follows from reversal of the order of the steps in a random walk that the 
Gaussian polynomials are symmetric; that is, that 
C(a + b, a, i) = C(a + b, a, ab - i) (5.2) 
holds. Fai di Bruno [8, p. 1941 was apparently the first to show that the 
coefficients of the Gaussian polynomials are unimodal, that is, that 
C(a+b,a,i)<C(a+b,a,i+ 1) (i= I,..., [(ab - 1)/2J) (5.3) 
holds (Stanley (19, 201 has proved this using more modern methods. To date 
no purely combinatorial method for this proof is known.) 
We now analyze the coefficients C(2n - 1, n, i); the p-fold generalization 
of this analysis is routine. Clearly, when the Gaussian polynomial [ “‘;I ] is 
evaluated at q = 1, it is (*‘;i). Thus C(2n - 1, n, i)/( *‘;‘) can be thought 
of as the value of a probability density function at the point i. 
Symmetry (5.2) indicates that the mean of the distribution thus defined is 
,uu,( ‘j). We verify this by taking the derivative with respect to q 
L 1 2n-1 ‘= 
ncn-1) Y 
n {G 
iC(212 - 1, n, i) q’-’ 
(1 -q*n-‘) . . . (1 -q”+‘) ’ = 
i (1 -q”-‘) *.* (l-q) 1 
2n- 1 =I 1 n A@; 41, 
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where a calculation shows that 
n-1 k+2kq+ 
A(n;q)= 2 
... + nkq”-’ + n(k- 1)q” + ... + nqn+k-’ 
q 
k-l 
’ 
k=l (1 +q+ e.3 + qk-‘)(l + q + . . . + q”+k-‘) 
When q = 1, each summand of (5.5) becomes n/2. This verifies that the 
mean ,D, of the distribution is ( !j ). 
It is not hard to see that the variance 0: of this distribution satisfies 0: = 
(qA(n; q));=, . When evaluated at q = 1, the derivative of the numerator of 
the fraction in the summand in (5.5) is kn(n + k)(2n + k - 3)/6; the 
derivative of the denominator is k(n + k)(n + 2k - 2)/2. Calculating with 
these expressions yields 
k=l \L 
We can now find a lower 
Chebyshev’s inequality implies 
n’(n - 1) 
= (j ’ (5.6) 
bound for the quantity C(2n - 1, n, P,,). 
Ii- 
C(2n-1,&i)> il-fj (‘“,I’) (5.7) 
for a positive constant c. Unimodality (5.3) implies that the largest summand 
on the left-hand side of (5.7) is C(2n - 1, n,pI,). Thus 
(5.8) 
Using c = fi (the value which yields the most information) with (5.8) gives 
us a lower bound 
C(2n - 1, 4 &> > Jz i 2n-1 
3nJn-1 n 
1 4” ~ 
3nd2?cn(n-1)’ 
(5.9) 
We will show that this lower bound is in fact close to the actual number 
C(2n - 1, n, p,J of l-fold tournament score sequences satisfying (3.1) and 
(3.2). 
The p-fold generalization of this fact follows easily; in the distribution 
defined by the coefficients of [ p(n-i)fn 1, the mean and variance are 
and oitP = 
pn(n-l)(2n+(P--)(n--)) 
12 > 
(5.10) 
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respectively. Thus, we have 
a0 - 1) + n3 n3 &:,> 213 
a &vz(n - 1)(2n + (P - l)(n - 1)) c p(n- l)+n n 1. (5.11) 
6. A LOCAL LIMIT THEOREM 
In Section 4 we established the correspondence between sequences 
satisfying (3.1) and random walks. Now note that if (s, ,..I, s,) is such a 
sequence and if we define ti = i + si, (3.1) ensures that the sequence (tl ,..., t,) 
is nondecreasing and that the ti are distinct. Thus, the correspondence 
between sequences and random walks extends to one between random walks 
and sets of distinct integers. Translating this to a generating function context 
(and generalizing), we see that the identity 
(1 +xq)(l +xq2) ..’ (1 +xq”‘)=]zO 7 sV-d [ 1 (6.1) 
holds (cf. Hardy and Wright [ 12, Theorem 3481). Thus, C(m, k, A) is the 
number of partitions of A + (“z ’ ) into k distinct integers taken from the set 
[ml. Statisticians (Hajek [II] and Erdos and Renyi [7]) have studied the 
tendencies to a central limit of various random sums of such subsets. 
The remainder of this section is devoted to proving (6.10). The 
calculations are quite detailed, so the reader may wish to skip to Section 7. 
We will use the Cauchy integral theorem to derive more specific local 
information about the coefficients of the Gaussian polynomials [ 2”,’ 1. 
Surpisingly, it is more profitable to consider the left-hand side of (6.1) than 
the right-hand side. That is, we compute 
Zn-I 
C(2n - 1, n, A) = (x”)(qA’) n (1 + xqk) 
k=l 
1 2 
= 27ri i-1 fi 
rEx1 + xqk) dx dq 
n+1 A’+1 1 3 x 4 (6.2) 
where A’ =A + (“i’). 
We integrate both variables around the unit circle, letting x = eLe and 
q = e’*. It is convenient to use positive limits of integration, as follows: 
C(2n - 1, n, A) 
8+kw 
____ 
2 
dy de. 6.3) 
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Clearly there is no imaginary part to this integral. A change of variables and 
symmetry of the integrand indicates that we can write 
C(2n- 1,&A) 
4” 7t 27z 
=-I i 
Zn-1 
x2 0 
cos(8 + ny + 2(A - p,,) y) fl cos(B + ky) dli/dB. (6.4) 
0 k=l 
The product term appearing in the integrand is difficult to integrate directly. 
When we consider the domain @ of integration in (6.4) (in which (8, u/) E 
IO, nl x [O, 42lh t i is intuitively clear that unless all 2n - 1 values of 
B + kt+v are near a whole integer multiple of 71, the product term will be small. 
We make this more precise as follows: 
Let H, be the closed interval [mn + 7c/4, (m + 1) zz - 7r/4], and let W, be 
the open interval (mn - z/4, rnx + 7c/4). Note H, is near the half-integer 
multiple of TI just above the whole-integer multiple of rr around which W,, 
lies. For given (implicit) 0 and I+V in the domain G!, define the index sets 
i(H,)={kl@fk~,~EH,} andi(W,,J=(k~B+k~E W,}. 
PROPOSITION. Let (0, y) E @. Suppose there is an m such that i(H,) s 
[2n - 11. Then 
;LTi lcos(8 t kly)l< 2pn’6+1. (6.5) 
Proof: Let H = U,,, H, and W = U, W,. We will show that under the 
hypotheses of the proposition, (0 t kty 1 k E [ 2n - 1 ] } has a large inter- 
section with H. When an argument of a cosine is in H, the magnitude of the 
cosine is no more than 2 -‘12, so a large enough intersection with H will 
produce the desired inequality (6.5). 
Since v is no more than 7~12 in Q’, i(H,) # 0 for any m. First suppose 
that B and I+V are such that the implication: i( W,) c [2n - 1 ] * i(H,) z 
[2n - I] holds. Then since 1 i(WJ - li(H,)I < 1, at least (212 - 1)/3 of the 
values 0 + ky appearing as arguments in (6.5) are in H. This is the desired 
large intersection with H, so in this case the product on the left-hand side of 
(6.5) is less than 2-(2n-‘)‘6. If the implication i( W,) G [ 2n - 1 ] 3 L,. , G 
[ 2n - 1) holds, a similar analysis applies. 
Thus we can suppose that neither of the above implications holds, so that 
both 6’ + I+V and 0 + (2n - 1) I+Y are in W. Clearly, there is at most one s such 
that i( W,) G [2n - 1 ] but i(H,) & [2n - 11. Since there is at least one 
i(H,) G [2n - 11, we must have / i( W,)l < H. Of the remaining n - 1 values 
of k & i( W,), k E [2n - 11, at least one third are in H by the argument in the 
previous paragraph. Thus, (6.5) holds and the proposition is proved. 
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The hypotheses of the proposition can be considered as indicating that 
(6.5) holds for (8, I,V) E B if 
E ([O, 7r/4] x [371/4, m])U ([O, 57r/4] x [771/4, ml). 
Simple extensions of the argument of the proposition indicate that (6.5) 
holds for (8, I+Y) E 5? when 
(0; 0 + (2n - 1) w) E ([0, z/2] x [n/2, co])u ([n/2, z] x [3+, co]). 
Thus, (6.5) has been shown to apply for (0, w) E D except when 
(0, Q + (2~ - 1) w) E ([O, 421 x [O, n/2]) u ([n/2, ~1 x [71/L 3421). 
Note that the integrand of (6.4) is unchanged under the transformation 
ei-tebn. 
Collecting these observations, we can use (6.4) to obtain 
where K is less than 2 in magnitude. 
We can now make use of the inequality 
cos y < exp(--y*/2) when y* ( 71’14. (6.7) 
Note that (6.7) applies to all the cosines in the integrand in (6.6); that is, 
*n-1 
COS(~ + fly) n c0s(e + k~) 
k=l 
< exp 
i 
-nB* - 2dev - 
il(8n2 -3n+ 1) 
6 
We make the changes of variables 
ff= 4 
‘2n(n - 1)(2n - 1) B 
8n2 - 3n + 1 
(6.8) 
and 
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Together with an extension of the domain of integration, this allows us to 
change the integral to yield an upper bound 
C(2n 1, n, P,) < fi4” m - 
.*n \/2(n - 1)(2n - 1) 
1 exp(-cr*/2) 
--m 
X 1 
cc 
exp(+*/2) @ du + 2 + 4iin”*. (6.9) 
0 
Evaluation of the probability integrals in (6.9) yields the inequality 
wn - 1, n, ‘4) < 
fi4” 
7m J2(n - 1)(2n - 1) 
+ 2 . 41’n/‘*. (6.10) 
Note that this quantity is asymptotic to the value this coefficient would have 
if the distribution of coefficients were normal, i.e., 
lim 
i 
C(2n - 1, II, pu,) 
ni-tm 
(6.11) 
This upper bound on C(2n - 1, n, ,u,) will make it possible for us to obtain a 
lower bound on S,. 
7. SOJOURN POLYNOMIALS AND q-CATam NUMBERS 
Recall that a random walk from (0,O) to (n, n) is composed of some 
number between 1 and n of consecutive sojourns, Let FV(n, k, A) be the 
number of walks counted by C(2n, n, A) which are composed of exactly k 
sojourns. Define 
(n-l)(n-2)/2 
c,(q) = \‘ 
A=0 
W(n, l,A)q‘“; (7.1) 
the sojourns counted by c,(q) can be thought of as walks from (0,O) to 
(n, n) in the (a, 6) plane which are allowed to go through points (Op, Y), 
where p > r unless p and r are both 0 or n. (In other words, the path must 
stay below a “staircase.“) For example, c,(q) = c,(q) = 1, cj(q) = 1 + q, 
c‘$(q) = 1 + q + 2q2 + q3. 
We will prove that cI1( 1) = ( 2n”_-f)/ n, a Catalan number (see remarks after 
formula (10.6)). We therefore call the c,(q)q-Catalan numbers, cf. Carlitz 
[6]. (This is not the only q-extension of the Catalan numbers found in the 
literature. Andrews [2] defines another q-extension). 
Now consider walks from (0,O) to (n, n) which are allowed to go through 
points (p, r), where p > r. Each such walk can be mapped into a sojourn by 
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the addition of an initial step from (0,O) to (1,0) and the addition of a final 
step from (n + 1, n) to (n + 1, n f 1). Thus, ~~+~(q) counts such walks by 
area. 
Thus implies that the following recursion holds: 
cfi(q) = 2 ci(q) C,-;(q) qicnei-‘)> 
i=l 
(7.2) 
together with the initial condition c,(q) = 1. The left-hand side of this 
equation counts walks from (0, 0) to (n - 1, y1 - 1) which are allowed to 
intersect or be below the line a = b. The index on the right-hand side is the 
first nonzero coordinate at which a walk intersects the line a = b. 
Define 
s,(q) = c,(q) + q”*c,(l/q) = 5 WL LA) q4; 
A=0 
(7.3) 
s,(q) counts sojourns staying above the line a = b as well as sojourns staying 
below the line a = b. Define 
G(x, q) = c 
?I=0 
9 
-n'/2XII 
and 
qx, q) = f s,(q) qp’12’2x”. (7.4) 
n=1 
We can group k-sojourn walks by the size of the initial sojourn. This leads 
to the recursion 
n-k+1 
r W(n,k,A)q” = s s,(q) E W(n - i, k- l,B)qB (7.5) 
A i=l B 
Repeated application of this shows that 
Sk(x, q) = f 
n=k 
holds. Thus, the generating function identity 
(7.6) 
G(x, 4) = 
1 
1 - qx, 4) 
holds. 
(7.7) 
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8. A LOWER BOUND ON S, 
We now gather together some of our observations to produce a lower 
bound on S,. We will omit asymptotically negligible terms from some of the 
equations in this section. 
Suppose that W is a k-sojourn 2n-step walk under which the area is A, 
and let W, ,..., W, be the sojourns of W. Each of the Wi is of some length 
(number of steps) 21,) where Cf=, Zi = n. Let A, be the area under a copy of 
Wi translated rigidly so that it starts at the origin. Define xi = Ai - (2 ). A 
calculation then shows Cr= I xi = A - pu,. 
Thus, when A =p,,, the xi sum to zero. We can now introduce condition 
(3.3) as follows: Let P be the set of all k! permutations of l,..., k. Separate P 
into (k - l)! cyclic equivalence classes; that is, (x =/I if and only if there is a 
j such that o(i) =/3(i +j) (i = l,..., k), where ,Qm + k) = P(m) when m > 1. 
We claim that for at least one permutation c[ in each equivalence class, the 
condition 
4 x 
a(j) > O, I= l,..., k 
JZl 
(8.1) 
is satisfied. For let p be any permutation, and let m be such that x~( 1I + . . . + 
x~(~) is the minimum partial sum over all k choices of rn. Then if we set 
u(i) = ,!3(m + i) (cycling around k as above), CY satisfies (8.1). In addition, 
our construction guarantees X,(k) < 0. 
With the xi as defined above, it is clear that (8.1) is equivalent to (3.3). 
Since x,(~) < 0, the last sojourn goes through the point (n, II - 1) and 
condition (3.1) is preserved. Thus, we have 
We now use the inequality 
(8.2) 
The rightmost sum in (8.3) is C(2n, n, pu,) = C(2n - 1, n, pu,) + 
C(2n - 1, n, ,u, - n) (from (4.3)). Evaluating (6.4) at A = flu, - n rather than 
at A =p, has the effect of changing the factor of cos(0 + nw) in (6.6) to a 
factor of cos(8 - nw). This in turn makes a difference of 2 sin 0 sin(nci/) 
ni:;’ cos(8 + kty) in the integral in (6.6). Calculations similar to those at 
the end of Section 6 show that the difference that this part makes to the 
integral is asymptotically negligible: the sin 0 term is out of phase with the 
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cosines. Thus C(2n - 1, n,,uJ z C(2n - 1, n,~,, - n). Doubling (5.9) and 
using the above now indicates 
2 . 42” 
s, z 
97m3(n - 1) 
+ kW(n, k iu,>. 
k:, 
(8.4 ) 
Thus an upper bound on the denominator of (8.4) will give a lower bound 
for S,. 
From (7.7) we have 
G(x, q)(G(x, q) - 1) = S(x, q) + 2s2(x, q) + 3s3(x, q) + ... . (8.5) 
We equate coefficients of .P on both sides of (8.5) and muitiply by q”“‘, 
obtaining 
Considering the C(2a, a, A) as a probability distribution (as above), we 
see that multiplying Gaussian polynomials in (8.6) corresponds to 
convoluting the probability distributions. The highest point of a convolution 
can be no higher than the highest point of either of the factors. More 
precisely, 
Equation (4.3) and unimodality imply twice the upper bound (6.10) is an 
upper bound on maxA C(2n, ~1, A). Hence we see that if a < n/2, 
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Thus, we integrate (8.8) from a = 1 to n/2 and bound the sum 
$ kW(n, k/d < 2 fi . 4” 
k=l 
n3/2 i 
n/2 dx 
1 (n-1-x)2fi 
< 2fi.4” 
’ (?L(n - 1))3’2 (\/z + Wl + fi>>. (8.9) 
Together with (8.4), this gives the lower bound 
s, > 6 n 
9 fi<fi t log(l t 4,) 4 ’ n512 $ 0(4”/n3). (8.10) 
The constant in front of 4n/n5’2 in (8.10) is about &. 
9. ANALYSIS OF THE q-CATALAN NUMBERS 
Define 
C(x, q) = c ,1 c,(q) 9 -n”2Xn. 
Then S(x, q) = C(x, q) + C(x, I/q). Equation (7.2) implies 
l/2 
C(x, q) = xq 
1 - C(xlq, 4). 
(9.1) 
We take the derivative with respect to q of (9.1) and obtain 
C,(x, 9) = 2 w, 4) t 4 c%, 9) (c,w. 4) - 5 c,wh 4)) . (9.2) 
xq 
Evaluating at q = 1, we obtain C,(x, 1) = -x/(2 - 8x). Thus the mean of the 
distribution defined by the coefficients of c,(q) is 
4"-1 
rn,=n2/2---- 
2clsl) 
z n2/2 - fi/2n3j2. 
Taking the derivative with respect to q of (9.2) and calculating as in 
Section 5, we obtain the variance var, of the distribution 
var = (5n - 2)(2n - l)n 42”p3 
n 12 
-~2(1) z (5/6 - r/4) n3. (9.4) 
n 
Note that the standard deviation is about one fourth of the distance from the 
mean to the “cutoff’ (n - l)(n - 2)/2. 
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As in Section 5, we can use Chebyshev’s inequality to find a lower bound 
on the largest coefficient near the mean 
In order to proceed with our bound on S,, we need a local limit theorem 
for the largest coefficient occurring in c,(q). We conjecture that the 
maximum coefficient of the c,(q) is the order of c,(l) times the maximum 
value of a normal density function having the same variance as the coef- 
ficients of the c,(q). 
Table I (computed by the MACSYMA program) shows the largest coef- 
ficients occurring in the c,(q). 
Note that if we define K to be the sup of the ratios between maximum 
coefficients and maximums of the normal density functions, that is, 
K= sup 
W(n, 1,A) &G& 
(9.6) 
Il..4 c,(l) ' 
TABLE 1 
max,(q.“) c,(q) A at max Ratio in (9.6) 
1 
2 
3 
4 
5 
6 
1 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
1 
3 
7 
17 
44 
118 
338 
1003 
3039 
9466 
30009 
96757 
316429 
1047683 
3511473 
11876457 
40537388 
139490014 
48339365 1 
L 
3,4. 5 
6, 7 
11 
14 
19.20 
25.26 
32 
40 
48 
57 
67 
78 
89 
102 
115 
130 
145 
161 
0 
0 
0.62665706 
1.0225077 
0.87573724 
0.97011967 
0.996582 
1.00755584 
0.99557196 
1.0046943 
1.01379956 
1.0148986 
1.0198895 
1.022403 18 
1.0247093 1 
1.02640603 
1.02752691 
1.0295322 
1.03050187 
1.03162427 
1.03276289 
1.03365955 
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then our conjecture is that K is finite. Inequality (9.5) indicates that K must 
be at least d&7??r, and the table indicates empirically that K is a little 
greater than one. 
More formally (but equivalently), we make the following: 
Conjecture 1. 
where the polynomials c,(q) are the q-Catalan numbers defined by (7.2). 
We will prove an upper bound on S, assuming Conjecture 1 holds. 
Further remarks on the conjecture are in the remarks section at the end of 
the paper. 
10. PERMUTATIONS OF NUMBERS SUMMING TO ZERO 
The direction of the inequality in (8.2) allowed us to introduce condition 
(3.3) for use with a lower bound. We now introduce the condition in terms of 
an upper bound. 
Define 
S,(x, q) = S(x, q) - xq 1’2. (10.1) 
Deriving the xi from random walks as at the beginning of Section 8, we see 
that in walks counted by St(x, q), no derived xi is equal to zero. 
Substituting for S(x, q) in (7.7) using (lO.l), we can use z as an index of 
summation, where z of the associated xi ,..., xk are zero. Thus. 
G(x, q) = (xq-1/y s;-yx, q). (10.2) 
Knuth [ 161, in -work motivated by this (tournament score sequence) problem, 
proved the following result which we can now apply 
THEOREM (Knuth). Let x1 ,..., xk be real numbers with x, + ... + xk = 0. 
Let N(x, ,..., xk) be the number of permutations a such that (8.1) holds. Then 
ifp is the number of xi > 0 and m is the number of xi < 0, we have 
N(x, ‘..., XJO < 
k! 
max(p, m) + 1’ 
(10.3) 
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Note that if none of the xi = 0, then max(p, m) > k/2 in Knuth’s theorem. 
Using this with (10.2), we obtain 
(10.4) 
where JVo(n, k, A) = (x”)(qA-““*) S$x, q). We will show that most of the 
contribution to the sum in (10.4) comes from summands in which z is not 
too close to k. This will allow us to show 
THEOREM 10. Conjecture 1 implies 
s < 6 + Wn, k,d 
n.. 
k=l k 
+ 0(4”/n”“). (10.5) 
Proof. Let W(n, k) be the number of k-sojourn 2n-step walks, that is, 
W(n, k) = CA W(n, k, A). An application of the binomial theorem indicates 
G(x, 1) = l/d- x so (7.7) implies S(x, 1) = 1 - I/F-- 4x. Clearly 
y=4x/(2-y) h w en y = S(x, l), so Lagrange’s inversion forrnula and (7.6) 
yield 
W(n,k)=(x”)Sk(x, 1)+x”-“) (--f-&=(‘“;“] 
2n - k 
(10.6) 
(cf. Riordan [ 18, pp. 153-1543). (Note W(n, 1) = s,(l) = 2( 2n”_f)/n, proving 
that cn( 1) = sn( 1)/2 is indeed a Catalan number as claimed at the beginning 
of Section 7.) 
Define Wo(n, k) = (x”) Si(x, 1). Then we have 
Wo(n - z, k - z). 
A known inequality on binomial coefficients (Johnson et al. [13, p. 1561) 
implies that 
(10.8) 
holds. Since W(n - z, k - z) > W,(n - z, k - z) > W,(n -- z -- 1, k - z - l), 
we can write 
W(n, k) < ‘2 ( 2 ) W,(y- z, k - z) + (2kkl3 1 W(n - 2k/3, k/3). (10.9) 
z=O 
582a/35/2-8 
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Stirling’s formula and (10.6) imply that 
W(n - 2kf3, k/3) < 
k Jz7@34” -k2 
(n - 2k/3)“/’ exp 36(n - 2k/3) 
(10.10) 
holds. Thus, if k > C log n (C an appropriate constant), the (3)” term makes 
the quantity in (10.10) small (that is, o(4”/n”‘“)). This allows us to conclude 
that the contribution of terms with k > C log n and z > 2k/3 to the sum in 
(10.4) is negligible. 
As before, we can think of the coefficients W(n, k, A) as defining a 
probability distribution. This distribution arises from a k-fold convolution of 
the distribution derived from the q-Catalan numbers. It follows easily from 
Conjecture l-and the observation that the highest point of a convolution 
can be no higher than the highest point of any of the factors-that 
W(n, k,A) < O(k4”/n3). Thus the contribution to (10.4) of terms with 
k < C log n is 0(4”/n”‘). 
The observations of the previous two paragraphs imply that we can 
overestimate the 2/(k - z + 2) term in (10.4) by 6/k; any error in this 
overestimation is 0(4”/n’~“). We can therefore bring the 6/k term out of the 
sum over index z; the sum then collapses to W(n, k, ,u,,). This proves the 
theorem. 
11. AN UPPER BOUND ON s, 
The main part of the right-hand side of (10.5) is reminiscent of the 
familiar Taylor expansion for the natural logarithm. In fact, since the coef- 
ficient of x” in G(x, q) is a sum of a finite number of terms, we can write as 
a convergent expression 
S, < 6(x”)(q -“‘) log G(x, q) + 0(4”/d’~), 
using Theorem 10. 
We can take the derivative of the main expression in (I 1.1) with respect to 
x, obtaining 
GSx, 4) (x”)(q-““) log G(x, q) = (x”-‘)(qp”“) ___ 
nG(x, s> 
1 
= (x”- ’ )(q +“> - G(x, 4) S,(x, 4) n 
= (9’“) f k$o ks,(q) [ “;I,“)] qk(n-k). (11.2) 
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An amusing divisibility property is implied by this expression: Since the 
coefficients in the final sum of (11.2) are integers, the whole expression is a 
fraction with denominator rz. This implies that the IV@, k, A) somehow 
“conspire” to make n(x”) log G(x, q) a polynomial in integer coefficients in 
half-integer powers of q. 
The final sum in (11.2) can be interpreted as a sum over all walks from 
(0,O) to (n, n) in which the initial sojourn is weighted by its length. Note 
that G(x, s) - 1 = G(x, s) S(x, s), so if we remove the factor of k in the 
summands, the expression is at most 0(4”/n3). If the summands in (11.2) 
behave similarly to the W(n, k) and “bunch up” around k = fi (as can be 
shown from (10.6)), we would have the expression in (11.2) being 
o(4n/n5’z). 
THEOREM 11. Assume Conjecture 1 holds, and let K be as defined in 
(9.6). Then 
srl< 4yP + 0(4yP), 
where 
K, = dm(JK, + l/K,) + log (dc + d=m(lf VW 
K, 
> 
and where 
Proof. Omitting the l/n factor from the last expression in (11.2) we can 
again use our observation about the largest coefficient in a convolution to 
obtain 
where we have used (6.10) and Conjecture 1. We have left out the o(4”/n5”) 
terms. We have chosen the constant K, in the statement of the theorem so 
that when k < K, n, the min function in (11.3) chooses the second argument 
(the one with (n - k)-‘I’); otherwise it chooses the first argurnent. We break 
the sum into two parts and overestimate by integrals as in (8.9) to obtain the 
theorem. 
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When the constant K of (9.6) equals one, the term in front of the 4”/n’/’ 
in Theorem 11 evaluates to about 4.83. From Section 9 we know 
dm < K; in this range the right-hand side of the bound in Theorem 11 is 
increasing in K. 
12. REMARKS 
We were unable to successfully apply any of the standard techniques for 
proving local limits to prove Conjecture I. For example, the coefficients of 
the c,(q) are not log concave, so Canfield’s [4] results do not apply. The 
c,(q) are not of binomial type, so Canfield’s [5] extensive results are not of 
direct use. Equation (9.1) leads to a continued fraction expansion for C(x, q) 
(cf. Gessel [lo]) which may yield local limit information, but which we have 
not been able to use. 
Recursion (7.2) which (along with the initial condition c,(q) = 1) uniquely 
defines the c,(q) is reasonably simple; there does not seem to be any reason 
to expect pathological behavior of these coefficients. Empirical observation 
of the c,(q) (by computer) up to n = 22 indicates that they are unimodal, 
with coefficients I+‘(n, 1 9 A) increasing from A = 0 to (roughly) A = m, , and 
decreasing thereafter. We can define a partial order on walks counted by [i”] 
by letting W, > W, if W, is above W2 at each step. This poset is a ranked 
lattice; the number of elements of rank A (the Whitney number) is 
C(2n, n, A). Stanley [20] uses a structure which is essentially this lattice in 
one of his proofs of the unimodality of the Gaussian polynomials. Note that 
in this lattice the order ideal generated by the sojourn with area 
(n - l)(n - 2)/2 consists exactly of the walks enumerated by c,(q). Thus, 
considering this order ideal independently as a lattice, it may be possible to 
ntimic techniques used in the larger lattice to prove unimodality. However, 
the asymmetry of the Whitney numbers makes application of known 
techniques difftcuh; for example, it is not clear whether or not the smaller 
lattice has the Sperner property. We therefore make a second conjecture 
concerning the c,(q): 
Conjecture 2. The c,(q) are unimodal polynomials. 
Note that both our upper and lower bounds on S, involve certain “loose” 
intermediate bounds; we therefore feel that neither is asymptotic to the true 
value of S,. It is, of course, possible that S, is not asymptotic to any 
particular value, and that it oscillates within the bounds. We believe, 
however, that S, is asymptotic to a particular value, as follows: 
The q-polynomials defined by the sum in the left-hand side of (11.3) are 
not unimodal. konetheless, we conjecture that they too obey a local limit 
theorem at the largest coefficient. A computation similar to the ones above 
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TABLE II 
n n 
1 0.7006239020 19 1.1871290659 
2 0.99083 18244 20 1.1829752170 
3 1.3652057197 21 1.1791912578 
4 1.4012478040 22 1.1757326949 
5 1.3769320356 23 1.1725602727 
6 1.3273510554 24 1.1696397731 
7 1.3083445000 25 1.1669425613 
8 1.2927258958 26 1.1644443721 
9 1.2729383547 27 1.1621241909 
10 1.2559253799 28 1.1599637741 
11 1.2439161932 29 1.1579472938 
12 1.233634685 1 30 1.1560609439 
13 1.2241417468 31 1.1542926090 
14 1.2158990738 32 1.1526316180 
15 1.2087908281 33 1.1510685424 
16 1.2024727925 34 1.1495950205 
17 1.1967993416 35 1.1482036105 
18 1.1917108322 36 1.1468876683 
shows the standard deviation of these polynomials is n2(5n - 1)/16. Thus we 
would expect the expression in (11.2) to be asymptotic to dm 4”n P5’2. 
The ratio of the left-hand side of (8.2) to the right-hand side of (8.2) is 
1.6309 when y1= 9 and 1.6107 when n = 10. We therefore conjecture that S, 
is asymptotic to the quantity in (11.2) times a constant slightly greater than 
one. 
Table II was computed by MACSYMA using, in part, values for S, from 
Bent and Narayana [3]. We have corrected their incorrect values for S,, and 
S 21’ 
REFERENCES 
1. G. F. ANDREWS, “The Theory of Partitions,” Encyclopedia of Mathematics, Vol. 2, 
Addison-Wesley, (1976). 
2. G. F. ANDREWS, A q-analog of the Lagrange inversion theorem, Proc. .4mer. Math. Sot. 
53 (1975) 240-245. 
3. D. BENT AND T. NARAYANA, Computation of the number of score sequences in round- 
robin tournaments.” Canad. Math. Bull. I (1964), 133-135. 
4. R. CANFIELD, Application of the Berry-Es&en inequality to combinatorial estimates, J. 
Combin. Theory Ser. A 28 (1980), 17-25. 
5. R. CANFIELD, Central and local limit theorems for the coefficients of polynomials of 
binomial type, J. Combin. Theory Ser. A 23 (1977), 275-290. 
6. L. CARLITZ. Sequences, paths, ballot numbers, Fibonacci Quart. 10 (1972), 53 I-549. 
582a/35/2-9 
230 WINSTON AND KLEITMAN 
7. P. ERDI% AND A. R~NYI, On the central limit theorem for samples from a finite 
population, Matematikai Kutatd Inttzettnek KGzleminyei (Publ. of Math. Inst. Hung.) 4 
(1959), 49-61. 
8. F~bi DI BRUNO, “Einleitung in die Theori der Bin&n Formen” (T. Walter, Ed,), Teubner. 
Leipzig, 1881. 
9. W. FELLER, “An Introduction to Probability Theory and Its Applications,” 2nd ed.: 
Wiley, New York, 1959. 
10. I. GESSEL, A noncommutative generalization and q-analog of the Lagrange inversion 
formula, Trans. Amer. Math. Sot. 257 (1980), 455-482. 
1 I. J. H~JEK, Some extensions of the Wald-Wolfwitz-Noether theorem, Ann. of Math. 
Statist. 32 (1961). 506-523. 
12. 6. HARDY AND L. WRIGHT, “An Introduction to the Theory of Numbers,” 4th ed., 
Oxford Univ. Press, London, 1960. 
13. E. JOHNSON, D. NEWMAN, AND K. WINSTON, An inequality on binomial coefficients, in 
“Algorithmic Aspects of Combinatorics” (Annals of Discrete Math.), Vol. 2, pp. 155- 
160, 1978. 
14. D. J. KLEITMAN. The number of tournament score sequences for a large number of 
players, in “Combinatorial Structures and Their Applications,” Univ. of Calgary, 
Alberta, pp. 209-213, 1969. 
15. D. J. KLEITMAN AND K. J. WINSTON, Forests and score vectors, Combinatorics I (1981), 
49-54. 
16. D. KNUTH, Permutations with nonnegative partial sums, Discrete Math. 5 (1973). 
367-371. 
17. J. W. MOON, “Topics on Tournaments,” Holt, Rinehart & Winston, New York, 1968. 
18. J. RIORDAN, “Combinatorial Identities,” Wiley, New York, 1968. 
19. R. STANLEY, Unimodal sequences arising from Lie algebras. in “Young Day Proceedings” 
(T. V. Narayana, Ed.), Dekker, New York, pp. 168-184. 1980. 
20. R. STANLEY. Unimodaiity, the Sperner property, and the hard Lefschetz theorem.” SIAM 
J. Alg. Discrete Meth. 1 (1980). 127-135. 
