On the R-Order of some Recurrences with Applications to Inclusion-Methods. In this paper we are considering some classes of recurrences. Estimates for their R-order are derived. For this purpose we bound the real roots of certain sequences of polynomials. The results are then applied to the determination of efficient inclusion-methods by means of interval analysis. 
We first consider the polynomial equation n--1
p,,p,q(S)=S"-(p+l) ~ qis"-i-1, p>O,q>O.
(1) i=O This equation is connected with certain families of difference equations which will be encountered later. By Descartes' rule, p,,p,q (s) has exactly one positive root. This unique root will be labeled a~ 89 For n = 1, the only root of(l) is s = (p + 1). Therefore we shall assume n>2. The case p>0, q= 1 has been treated by Traub in [6] Section 3.3 and the case p= 1, q=2 was considered by Scharlach in [4].
We will now prove that a~ 89 is a strictly increasing function of n. 
We further assume the inequalities
to hold. As we shall show later, those sequences occur in the convergence analysis of classes of iteration methods. For this general classes of sequences we get the following results with respect to its convergence behavior.
Let {x (k)} and {y(k)} be sequences for which the assumptions (3)-(4) hold.
Theorem:
k~co k~oo the R-order of the sequences can be estimated by
Proof: From (4 a) and (4 b) we immediately get the recurrence
which proves lim y(k) = 0 and O R (0, {y(k)}) _> p + q + 1.
k-*oo
With (3) and (4 a) we get now
k~co Now we still have to prove the first part of (6). Again, we get from (4 a) and (4 b) the recurrences
<~(n) ~ (x(~-~)) q'(~+~) (y(~-'+~))~"(~+~)
, n<=k, n> 1.
i=0
Since y(k)-*0 it follows from (4b) that
where the quantity 7 (n) does not depend on k. According to Schmidt in [5] this recurrence has a R-order of at least'a~ 1) where _p,qa (~+ 1) is the unique positive root of the polynomial
This kind of polynomial was already treated im Lemma 2 and we therefore get n+l q 0a(0, {x(k)})> ~-1)> -.
(p+q+ 1), n>--. n+2 p+ 1
For n--,~ this proves the first part of (6) .
[] By similar arguments we can also prove the following Corollary: Let {x (k)} and {y(k)} be sequences for which the assumption (3) is true and for which
y(k+l)~fi(x(k))p+l, k >O, pE~, (4'b) are valid. Then for x (~ <--1 we get the properties (5) and (6).
We are now trying to apply our results to some iteration methods. First we consider the following class of iteration methods for the successive improvement of the including interval matrix f(o) for the inverse of a nonsingular matrix .d. These methods are modifications of methods described in [1] Chapter 18.
The parameter r e N is to be greater than 1. For r = 2 the method was investigated in [2] . By the same consideration as in [2] it can easily be shown that ~-1 e f(o) implies for the sequences As to the R-order of the methods (7) we try to use our Theorem. For this we apply a multiplicative matrix-norm to the width-function d of the expressions in (7) and get the two recurrences (see [1] )
These recurrences are exactly of the type of (4a) and (4 b). So we get from our Theorem 0R(4 1,(7))_>--2r--1.
If we measure the amout of computational effort in terms of matrix multiplications, then we get for one iteration (7) (except for the first step) the number
where (p (k) is the number of matrix multiplications necessary for computing the k-th power of a matrix. The expression for an estimate for the computational efficiency is then given by e (r) >(2 r-1) a/(r+ 1 +,p(r-a)).
The right hand side expression has a maximum for r = 2 which is ]/-3 as one can prove by direct computation. This parameter, however, gives just the method presented in [2] . We see that this is in some sense an optimal method.
In [3] there was a family of interval Newton-methods for the inclusion of a zero ~ of an equation f(x) proposed. We are now able to determine an optimal method in this family. The methods in question are This expression has a maximum for p = 0 with the value ~. But this is exactly the method (V) in [3] , which is now shown to be an optimal choice out of (8).
