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a b s t r a c t
Let Un be a U-statistic based on a symmetric kernel h(x, y) and ϕ∗-mixing samples
{X, Xn; n ≥ 1}. Under some suitable conditions, the weak convergence of the self-
normalizedU-statistics is obtained,which extends a previous result for independent cases.
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1. Introduction and the main results
Let h(x, y) be a real-valued Borel measurable function, symmetric in its arguments. Define a U-statistic based on an
independent and identically distributed sequence {X, Xn; n ≥ 1} and kernel function h as follows:
Un :=
∑
1≤i<j≤n
h(Xi, Xj) n
2
 , n ≥ 2. (1.1)
This class of U-statistics was introduced by Hoeffding [1] and Halmos [2] in the 1940s, and we have witnessed a rapid
development in the asymptotic theory of real-valued U-statistics since then (see [3] for more details).
Recently, Nasari [4] investigated the weak approximations of U-statistics based on independent and identically
distributed (i.i.d.) random variables, extending the result of Miller and Sen [5]. Inspired by them, in this work, we aim to
studyU-statistics based on dependent (ϕ∗-mixing) samples,which have previously been studied by Babbel [6] andWang [7],
and establish a weak invariance principle for the self-normalized U-statistics.
First, we introduce some notation used throughout this work. Note that a sequence {Xi, i ≥ 1} of random variables is
called ϕ-mixing if ϕ(n)→ 0 as n →∞, where
ϕ(n) := sup
k≥1
ϕ(F k1 ,F
∞
k+n),
ϕ(F k1 ,F
∞
k+n) := sup{|P(A|B)− P(A)|; A ∈ F k1 , B ∈ F ∞k+n}
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and F ts denotes the σ -field generated by Xs, Xs+1, . . . , Xt . A sequence {Xi, i ≥ 1} of random variables is called uniformly
mixing in both directions of time (ϕ∗-mixing) if ϕ∗(n)→ 0 as n →∞, where
ϕ∗(n) := sup
k≥1
ϕ∗(F k1 ,F
∞
k+n),
ϕ∗(F k1 ,F
∞
k+n) := sup{max(|P(B|A)− P(B)|, |P(A|B)− P(A)|); A ∈ F k1 , B ∈ F ∞k+n}.
It is readily seen that aϕ∗-mixing sequence is of course aϕ-mixing sequence. Inwhat follows, we assume that theϕ∗-mixing
sequence is identically distributed and satisfies
∑∞
n=1(ϕ∗(n))1/2 <∞.
Define µ = Eh(X1, X2), h1(x) = E

h(X1, X2)|X1 = x

and h˜1(x) = h1(x)− µ. Set
L(x) = Eh˜21(X)I(|h˜1(X)| ≤ x),
b = inf{x ≥ 1 : L(x) > 0},
A2n = Var

n−
i=1
h˜1(Xi)I(|h˜1(Xi)| ≤ ηn)

and
B2n =
n−
i=1
Eh˜21(Xi)I(|h˜1(Xi)| ≤ ηn),
where ηi = inf

s : s ≥ b+ 1, L(s)
s2
≤ 1i

, i = 1, 2, 3, . . . . It is easily seen that
ηn ≤ ηn+1 and B2n = nL(ηn) ∼ η2n (1.2)
as n →∞. We now define the self-normalized U-process as follows:
U∗[nt] =
0, 0 ≤ t < 2/n;
U[nt] − µ
Vn
, 2/n ≤ t ≤ 1,
where [x] means the largest integer part of x, and V 2n =
∑n
i=1(h˜1(Xi))2. In what follows, let N denote a normal random
variable;
d→ ( p→)means convergence in distribution (probability).
Now we are in a position to state our main results.
Theorem 1.1. Let Un be a U-statistic given by (1.1) based on ϕ∗-mixing samples with E|h(X1, X2)| < ∞. Suppose that there
exists some 0 < β <∞ such that
A2n ∼ β2B2n, (1.3)
and
L(x) is slowly varying at ∞. (1.4)
Then we have:
(a) [nt0]2β U
∗
nt0
d→ N (0, t0), for t0 ∈ (0, 1];
(b) [nt]2β U
∗
[nt]
d→ W (t) on (D[0, 1], ρ), where ρ is the sup-norm for functions in D[0, 1] and {W (t); 0 ≤ t ≤ 1} is a standard
Wiener process;
(c) we can redefine the sequence {Xi; i ≥ 1}, without changing its distribution, on a richer probability space with a standard
Wiener process {W (t); t ≥ 0} such that for some suitable constants s2k
sup
0≤t≤1
 [nt]2β U∗[nt] − W (s
2
[nt])
sn
 = op(1).
Remark 1.1. It is easily seen that ourmain result is a direct generalization of Theorem 1 in [4] to the dependent case, andwe
can readily get β = 1 as {Xi; i ≥ 1} is i.i.d. Also we show that the theorem holds under a less stringent moment condition,
relaxing the condition E|h(X1, X2)|4/3 log |h(X1, X2)| of Nasari [4] to some degree.
As an application, we have readily the following result concerning the weak convergence of products of U-statistics.
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Theorem 1.2. Let Un be a U-statistic given by (1.1). Assume that P(h(X1, X2) > 0) = 1 and for some 0 < δ ≤
1, E|h(X1, X2)|(log |h(X1, X2)|)1+δ <∞. Then under the conditions of Theorem 1.1, we have [nt]∏
k=2
Uk
µ
 µ
2βVn
d→ exp
∫ t
0
W (x)
x
dx

in D[0, 1] as n →∞. (1.5)
In particular,
n∏
k=2
Uk
µ
 µ
2βVn
d→ e
√
2N (0,1), as n →∞. (1.6)
Remark 1.2. Notice that
 1
0
W (x)
x dx is a normal random variable with E
 1
0
W (x)
x dx

= 0 and E
 1
0
W (x)
x dx
2 = 2, and thus
taking t = 1 in (1.5) provides (1.6) immediately.
Remark 1.3. The condition E|h(X1, X2)|(log |h(X1, X2)|)1+δ < ∞ for some 0 < δ ≤ 1 is used only for the validity of the
law of large numbers, and one can refer to Arcones [8] for β-mixing samples, since there is a gap in the proof of Wang [7]
with ϕ∗-mixing samples. It is well known that ϕ∗-mixing is one of the stronger mixing conditions, and that the ϕ∗-mixing
coefficient is bigger than the β-mixing one.
2. Proofs
In this section, we will show the proofs of Theorems 1.1 and 1.2, respectively. In what follows, let C denote a positive
constant whose value possibly varies from place to place.
Now we first show the proof of Theorem 1.1
Proof of Theorem 1.1. As for Theorem 1.1, we only show the proof of item (c) since the others are similar. Recall the famous
Hoeffding decomposition
Un − µ = 2n
n−
i=1
h˜1(Xi)+ Rn,
where Rn means the remainder of Un. Note that {h˜1(Xi); i ≥ 1} is also a sequence of ϕ∗ random variables with mixing
coefficient less than that generated by {Xi; i ≥ 1}, and E|h˜1(X1)| < ∞ deduced from E|h(X1, X2)| < ∞ with Jensen’s
inequality. Thus under the assumptions of (1.3) and (1.4) with
∑∞
n=1(ϕ∗(n))1/2 < ∞, it follows from Balan and Kulik [9]
that for some suitable constants s2k ,
sup
0≤t≤1

[nt]∑
i=1
h˜1(Xi)
βVn
− W (s
2
[nt])
sn
 = op(1). (2.1)
Then we only need to present that
sup
0≤t≤1

[nt]
2
U∗[nt] −
[nt]∑
i=1
h˜1(Xi)
Vn
 = op(1). (2.2)
Also by the definition of U∗[nt], it is enough to state that
I1 + I2 := sup
0≤t<2/n

[nt]∑
i=1
h˜1(Xi)
Vn
+ sup2/n≤t≤1

[nt]
2
U∗[nt] −
[nt]∑
i=1
h˜1(Xi)
Vn
 = op(1).
Since 2n → 0, as n →∞, from (2.1) this provides I1 = op(1).
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Observe that
n∑
i=1

h˜1(Xi)
2
B2n
− 1 =
n∑
i=1

(h˜1(Xi))2I(|h˜1(Xi)| ≤ ηn)− E(h˜1(Xi))2I(|h˜1(Xi)| ≤ ηn)

B2n
+
n∑
i=1
(h˜1(Xi))2I(|h˜1(Xi)| > ηn)
B2n
=: II1 + II2.
Thus by Lemma 1 of Csörgő et al. [10] with (1.2), we have
II2 = B−2n
n−
i=1

h˜1(Xi)
2
I
|h˜1(Xi)| > ηn ≤ CB−1n n−
i=1
|h˜1(Xi)|I(|h˜1(Xi)| > ηn)
2
= op(1),
and for any η > 0,
P(|II1| ≥ η) ≤ C nE(h˜1(X1))
4I(|h˜1(X1)| ≤ ηn)
B4n
= o(1).
Hence, we have
V 2n
B2n
p→ 1, (2.3)
and then for proving (2.2), we only need to show that
sup
2/n≤t≤1

[nt]
2
U[nt] − µ
Bn
−
[nt]∑
i=1
h˜1(Xi)
Bn
 = op(1),
which leads to I2 = op(1). Notice that (1.2) and (1.4) imply that 1/Bn ≤ 1/√n for n large enough, and thus it is sufficient to
exhibit that, as n →∞,
max
2≤k≤n
1√
n
 k2 (Uk − µ)−
k−
i=1
h˜1(Xi)
 = max2≤k≤n |kRk|2√n = op(1). (2.4)
Set Rn = Rn1 + Rn2, where Rn1 and Rn2 are remainders of Un1 and Un2 with kernel function h in Un being replaced by
h1 = hI(|h| ≤ n2) and h2 = hI(|h| ≥ n2), respectively. For Rn1, by virtue of Lemma 13.1.4 in [11], we have that for any η > 0
and ε > 0 small enough,
P

max
1≤k≤n
k|Rk1| ≥ 2
√
nη

≤ Cnε− 12 . (2.5)
As to Rn2, we have max2≤k≤n |kRk2|2√n ≤ max2≤k≤n
√
n|Rk2|
2 , and then for any η > 0,
∞−
n=2
1
n
P

max
2≤k≤n
√
n|Rk2|
2
> η

≤
∞−
n=2
1
n
P
 
1≤i<j≤n

|h(Xi, Xj)| ≥ n2

≤
∞−
n=2
nP

|h(X1, X2)| ≥ n2

=
∞−
n=2
n
∞−
k=n
P

k2 ≤ |h(X1, X2)| < (k+ 1)2

≤
∞−
k=2
k2P

k2 ≤ |h(X1, X2)| < (k+ 1)2

≤ CE|h(X1, X2)| <∞,
which implies P

max2≤k≤n
√
n|Rk2|
2 > η

→ 0. This, coupled with (2.5), guarantees that (2.4) holds. Thus the proof of
Theorem 1.1 is complete. 
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Now we turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. Note that Fu and Huang [12] have established a weak invariance principle for self-normalized
products of partial sums of ϕ-mixing sequences. Since a ϕ∗-mixing sequence is of course a ϕ-mixing sequence, in a similar
way, we only need to show that
µ
2βVn
 [nt]−
k=2
Uk
µ
− 1

d→
∫ t
0
W (x)
x
dx in D[0, 1] as n →∞, (2.6)
since Un/µ→ 1 a.s. under the conditions of Theorem 1.2 (cf. Arcones [8]). From the decomposition of Un, the left hand side
of (2.6) is equivalent to
1
2βVn
[nt]−
k=2
Uˆk + 12βVn
[nt]−
k=2
Rk =: IV1 + IV2,
where Uˆn = 2n
∑n
i=1 h˜1(Xi). Observe that
IV1 = 1
βVn
[nt]−
k=1

k−
i=1
h˜1(Xi)

− 1
βVn
h˜1(X1) =: IV11 + IV12.
Then applying (15) of Fu and Huang [12] with Sn being replaced by
∑n
i=1 h˜1(Xi) (notice that the β here is different from that
of Fu and Huang [12], but they have the same meanings) and (b) of Theorem 1.1 above, we have
IV11
d→
∫ t
0
W (x)
x
dx in D[0, 1] as n →∞.
Recall that for large n, 1/Bn ≤ 1/√n, and this implies that |IV12| = op(1). Also in light of the fact that n|Rn| = op(√n)which
is deduced from (2.4), we obtain that as n →∞,
1√
n
max
k≤n
 k−
ℓ=2
Rℓ
 ≤ 1√n
n−
ℓ=2
Rℓ = op(1),
which means that |IV2| = op(1). Therefore, (2.6) follows, as desired, and the proof of (1.5) is complete. 
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