Suppose that Ω is a three dimensional solid with boundary surface S = S 1 ∪ · · · ∪ S q , where each S r is a smooth surface with boundary curve Γ r . Multiscale directional representation systems (e.g., shearlets) are able to capture the essential geometry of Ω by precisely identifying the boundary set
Introduction
Objects with discontinuities along curvilinear edges and surface boundaries appear in a variety of imaging applications. For example, in biomedical imaging, the objects of interest are cells, tissues and other organs; in this case, changes in molecular structures identifying each object are represented as edges and surfaces. In seismic imaging, the objects of interest are the material properties of the Earth's subsurface as a function of depth and these properties change discontinuously across a system of layer boundaries. In astronomical images, the objects of interest include intricate patterns with filaments, clusters, and sheet-like arrangements of galaxies encompassing large nearly empty regions. Notice that, in all such applications, the discontinuities occurring along edges and surfaces are the most informative features and, in many cases, the only structures one is really interested in recovering from data.
Over the past decade, a number of "directional multiscale systems" were introduced to provide improved framework for the representation of multivariate functions containing edge-type discontinuities. The ridgelets [2] and beamlets [6] , for example, were introduced to represent more efficiently lines crossing an image. Other prominent constructions are the curvelets [3] and shearlets [24, 14] that provide (near) optimally sparse approximations for images with curvilinear edges by combining multiscale analysis and high directional sensitivity. Due to their ability to sparsely represent curvilinear edges, methods based on these representations are particularly useful for the study of edge-dominated phenomena and often outperform more traditional multiscale methods in many image processing applications (cf. [8, 9] ).
Perhaps the true potential of such directional multiscale systems is best illustrated when the associated continuous transforms are applied to the analysis of singularities. The continuous curvelet transform, in particular, resolves the wavefront set of a distribution in two dimensions [4] . The continuous shearlet transform, in addition to satisfying the latter property [22] , has the ability to precisely identify the set of discontinuities of a large class of multivariate functions. More precisely, let f = χ Ω , where Ω is a bounded region in R 2 or R 3 with a piece-wise smooth boundary S = ∂Ω. Then the continuous shearlet transform of f identifies both the location and orientation of the boundary set S by its asymptotic decay at fine scales [15, 16, 17, 19] . These theoretical results have lead to a number of successful applications in problems of edge detection and feature extraction [5, 23, 26, 30] . Note however that the ability to detect the set of singularities of functions and distributions is useful beyond these applications. Consider, for example, the problem of "geometric separation" which aims to break up complex data into geometrically distinct components. It was recently shown that the solution to this problem relies on the ability to detect and separate different types of singularities, e.g., pointwise singularities vs. curvilinear ones [7, 21] . These observations are the foundation for several remarkable applications to image inpainting and morphological component analysis [13, 20, 28, 27] .
Motivated by the same types of applied problems, in this paper, we ex-amine the more challenging problem of extracting curvilinear singularities in 3-dimensional objects, which is not covered by existing results. To be more precise about our setting, suppose that Ω is a three dimensional solid with boundary surface S = S 1 ∪ · · · ∪ S q , where each S r is a smooth surface with boundary curve Γ r . Let n r (p) denote the normal vector to S r at p and t r (p) denote the tangent vector to Γ r at p and write N = {(p, n r (p)) : p ∈ S} and T = {(p, t r (p)) : p ∈ Γ r , r = 1, . . . , q}.
The goal of this paper is to extract the collection T from the solid region Ω. On the surface, our setting is similar to reference [29] that deals with the application of directional multiscale transforms to astronomical data restoration. In this reference, the authors heuristically introduce a variant of the curvelet transform for handling singularities forming one-dimensional structures in R 3 and apply this system to problems of denoising and inpainting of astronomical data. Note that, while several numerical illustrations are presented in [29] , their approach is purely heuristic. By contrast, in this paper we develop a rigorous theoretical framework for the detection of singularities forming one-dimensional structures in R 3 which are subsets of singularities forming 2-dimensional structures in R 3 . It turns out that, while existing directional multiscale methods do an excellent job of detecting the boundary set N from Ω, they cannot detect T since they are designed to deal with different types of geometric structures (cf. §1.1). It was therefore necessary that we develop a new construction intrinsic to the problem at hand. Similar to the classical shearlet approach, our new system is generated by applying anisotropic dilations, shear operations, and translations to a finite set of generating functions, but with some important changes in the choice of shear matrices. Using this approach, we obtain a variant of the continuous shearlet transform which, by its decay at fine scales, can precisely identify the set T . We remark that, while our overall setup bears a superficial resemblance to that of [17] , most of our technical results and individual arguments are significantly different. This paper is organized as follows: For the remainder of the introduction, we motivate our choice of shear and dilation matrices and set down some notation ( §1.1 and §1.2); next we state our main theorem about the detection of curvilinear singularities in 3D ( §1.3); we also give an example of a "nice" generating function satisfying a reproducing property and examine the properties of the corresponding system ( §1.4 and §1.5). In §2, we develop several technical results to prove our main theorem. In §3, we consider generalizations of our main results to other dilation matrices ( §3.1) and extensions to higher dimensions ( §3.2).
Motivation for our choice of dilation and shear matrices
As mentioned in the previous section, our new analyzing system is generated by applying anisotropic dilations, shear operations, and translations to a finite set of generating functions. In this section, we give some further motivation for the dilation and shear matrices we adopt.
We recall that the analyzing functions associated with the curvelet and shearlet systems are highly anisotropic. In dimension n = 3, in particular, dilation matrices are used that make the generating functions "plate-like" at fine scales (essentially supported on parallelepipeds of size a 2 × a × a, for 0 < a < 1) and shear and translation operators are then used to move these plates to all locations and "plate" orientations (cf. [1, 17, 18] ). This is a natural choice as they are designed to capture surface boundaries. On the other hand, if we now focus on singularities along curve-like structures, a natural approach (and the approach the authors first attempted) is to choose dilation matrices which make our generating functions "stick-like" at fine scales (essentially supported on parallelepipeds of size a 2 × a 2 × a, for 0 < a < 1) and then make use of appropriate shear and translation operators to move these sticks to all locations and "stick" orientations. One such dilation/shear matrices combination is
where β 1 = β 2 > β 3 . However, to make much headway into our arguments, we quickly need to assume either β 1 > β 2 or β 1 < β 2 . The resulting two new sets of dilation matrices make our generating functions "plank-like" at fine scales.
Coupling each of them with sets of shear matrices that orient the respective planks in all "plank" directions, (1.1) is replaced with
where β 1 > β 2 . The above two dilation/shear matrices combinations (along with, of course, translations) form the basis for the approach we adopted. Note that this approach has the added benefit of significantly reducing redundancy of the shear parameter over that of the "stick-like" shearlets approach.
Definitions and notation
Ω will always denote a bounded and Lebesgue measurable subset of R 3 and S Ω (note the minor change in notation from the introduction) will denote its measure theoretic boundary (see §2.1). For notational convenience, we represent elements of R n by both n × 1 column vectors and 1 × n row vectors. If pertinent, the convention adopted in any particular instance is clear from context. For y ∈ R n and c ∈ GL n (R), we define the operators
We use the Fourier transform F :
For α > 0 and s ∈ R, we define the following matrices:
, and, for p ∈ R 3 , define
Suppose, for the remainder of this paper, unless otherwise specified, that n (the ambient dimension) is 3. The collection {ψ ij αsp } induces the 6 continuous transforms {S ij }, where
and χ Ω denotes the characteristic function of Ω.
We are now in a position to define the main transform of this paper, S (3,1) , which we call the (3, 1)-continuous shearlet transform. The "(3, 1)" indicates that the transform is designed to capture singularities along 1-dimensional structures in the 3-dimensional ambient space (following this terminology, the continuous transform from [17] would be the (3, 2)-continuous shearlet transform).
and, for (i, j) ∈ K, define
If v ∈ V, there exists a unique j = j(v) ∈ {1, 2, 3} such that v j = 0 and v i /v j ∈ P ij , for all i, with the quantities j and v i /v j well-defined with respect to ∼. If α > 0, v ∈ V, and p ∈ R 3 , we define
Main results
To formulate and prove our main results, we need the following two definitions to state precisely the notions of piecewise regular surface: 
is well-defined (up to nonzero scalar multiplication).
(in the a.e. sense), where the symbol 2 can be either ∩ or ∪. In this case, we call
(where × is the vector cross product) the orientation of S Ω at p. Note that O Ω (p) is well-defined (up to nonzero scalar multiplication) and equals the tangent vector at p to the curve defined by {x :
Throughout §2, the assumptions we require the generating function ψ to satisfy vary significantly-from very mild assumptions in Theorem 2.2 to relatively strong assumptions in Theorem 2.9. To handle this, we define three different "admissibility conditions" on ψ in §2. The third such admissibility condition is defined below.
We say that ψ is (K 1 , K 2 , 3)-admissible (the "3" indicates that this is the third admissibility condition) if there exists ψ q ∈ L 2 (R) (q = 1, 2, 3) and r ∈ {0, 1} witĥ
for a.e. ξ, such that (i)ψ 1 belongs to C K1 (R) and vanishes on an open set containing the origin,
(ii)ψ 2 belongs to C K1 (R) and is compactly supported,ψ
2 (0) = 0 (q = 0, 1, 2), and
If r = 1, we also require that
and (∞, ∞, 3) admissibility are defined similarly.
We can now state our main result, which shows that S (3,1) precisely identifies both p and O Ω (p) when S Ω is piecewise C ∞ at p.
Suppose that β 1 < 2β 2 and that ψ is (∞, ∞, 3)-admissible. We have the following:
for all K > 0 and all v ∈ V.
• Let v ∈ V and assume S Ω is piecewise
otherwise, lim
The arguments and technical tools needed to derive these results are discussed in §2. We make the following remarks regarding the above theorem:
• For simplicity, we state Theorem 1.4 for (∞, ∞, 3)-admissible functions and (piecewise) C ∞ surfaces. However, a version of Theorem 1.4 also holds for (K 1 , K 2 , 3)-admissible functions and (piecewise) C K2 surfaces (see §2).
• Theorem 1.4 does not, in particular, apply to the case p ∈ S Ω \ S Ω . If S Ω were the topological boundary of Ω, then this case would be vacuous, since then S Ω would be closed. However, we make use of a measure theoretic version of the Divergence Theorem in which S Ω is the measure theoretic boundary of Ω (see §1.2). In this more general setup, S Ω need not be closed. For example, if Ω is a solid hyperbolic 3D cone, S Ω does not contain the tip of the cone.
The statement of Theorem 1.4 is rather compact and some of its notation rather involved. Additionally, earlier in this section, we remarked that existing (e.g., plate-like) 3D systems, while performing excellently at detecting the piecewise smooth boundary of a 3D solid, are insufficient to characterize its boundary curves. For both of these reasons, we now examine the result of Theorem 1.4 in the context of a simple example and compare this result to what is achievable with existing state-of-the-art 3D plate-like systems. Suppose, then, that β 1 < 2β 2 , that ψ is (∞, ∞, 3)-admissible (we construct an example in the next section), and that
where U = (−1, 1)
3 . Write Γ = {x ∈ U : x 1 = x 2 = 0},
Then, it follows that
Thus, Theorem 1.4 implies that
• Assume p ∈ Γ. If v ∼ (0, 0, 1),
In other words, the (3,1)-continuous shearlet transform characterizes both the location and orientation of the singularity curve Γ through its asymptotic decay at fine scales. This is illustrated in Figure 1 showing that the slow asymptotic decay of the transform characterizes the location and orientation of Γ. We now apply Theorem 3.1 of [17] to the example of the previous paragraph.
Theorem 3.1 of [17] , which regards the detection of the piecewise smooth boundary of a 3D solid by plate-like shearlet systems, is one of the most precise results of its kind available. The shearlet transform of of [17] applied to Ω will be denoted by S (3, 2) (Ω)(α, v, p), where α > 0 indexes scale, v ∈ V orientation, and p ∈ R 3 location. We have the following results:
for all v ∈ V and all K > 0.
• Assume p ∈ S 1 . If v = (1, 0, 0) (i.e., the normal vector of S 1 ), then
• Assume p ∈ S 2 . If v = (0, 1, 0) (i.e., the normal vector of S 2 ), then
otherwise, lim sup
We thus see that S (3,2) is able to detect the location of Γ as all p such that the condition lim
fails for two at least two v. In this case, S (3, 2) can then detect the orientation, (0, 0, 1), of Γ as the vector cross product of the two unique v, (1, 0, 0) and (0, 1, 0), for which (1.7) fails. Comparing these results to the those in the previous paragraph (particularly, (1.5) to (1.7)), we see that while S (3, 2) can detect the location of Γ just as precisely as S (3, 1) , the latter is much better able to precisely identify the orientation of Γ.
Example of an admissible function satisfying a reproducing property
Let 0 < α 0 , s 0 ≤ ∞. In this section, we formulate a reproducing condition on the collection
and construct a (∞, ∞, 3)-admissible function for which (1.8) satisfies this reproducing property.
It is often desirable that the collection (1.8) forms a so-called continuous reproducing system; i.e., that one can recover the function f ∈ L 2 (R 3 ) from the inner products
For our particular setup, it is convenient to formulate the continuous reproducing property as follows: Let µ be a measure on
and let E be a Lebesgue measurable subset of R 3 . We say (1.8) forms a continuous reproducing system for
in the sense of weak convergence in
A computation shows that G ij has left Haar measure λ, where dλ(p, s, α) = dp ds dα/α 2β1+β2+1 (in particular, λ does not depend on i and j). Often, one chooses µ = λ in (1.9).
We first note that if ψ is (
then, using (1.16), it follows that
, where {i, j, k} = {1, 2, 3}. Write
for all i, k ∈ {1, 2, 3} .
Then, N is open and unbounded (since β 1 > β 2 ). Moreover, by the above containment and equality, we have N ∩ supp(ψ ij αsp ) = ∅, for all i, j, α, s, p. The above assertion now follows.
Despite the negative result of the previous paragraph, it is possible for (1.8) to form a continuous reproducing system for a certain subspace of
θ 2 is compactly supported in (0, ∞), and
such thatψ 3 is even, belongs to C ∞ (R, R), and satisfiesψ 3 (0) = 0,
. Then, it follows that ψ is (∞, ∞, 3)-admissible and real-valued and thatψ belongs to C ∞ (R 3 ) and is compactly supported. Fix α 0 < ∞ and 14) and define E ij as the set 15) for all (i, j) ∈ K, where {i, j, k} = {1, 2, 3}. Write E = ∪ (i,j)∈K E ij . We claim that (1.8) forms a continuous reproducing system for L 2 (E) ∨ with respect to λ (where λ is as defined above). To verify this, it suffices to show that
for a.e. ξ ∈ E 13 (see, for instance, [22] ). If ξ ∈ E 13 , we have
where the second equality follows from the change of variable t = α β3−β1 (ξ 3 /ξ 1 + s), the third equality from (1.14) and (1.13), the fourth equality from the change of variable γ = α β1 |ξ 1 |, and the fifth from (1.10), (1.11), and (1.12). This verifies the above assertion.
Frequency support
Fix β 1 = 3, β 2 = 2, β 3 = 5/2. Following the notation and approach in §1.4, one can construct a (∞, ∞, 3)-admissible function ψ with
such that (1.8) forms a continuous reproducing system for L 2 (E) ∨ with respect to λ. Note that β 1 , β 2 , β 3 and ψ satisfy the hypotheses of Theorem 1.4. In this section, we examine the support of the functionsψ ij αsp and the structure of the sets E ij .
Note that
for a.e. ξ, where {i, j, k} = {1, 2, 3} (unless indicated otherwise, whenever ξ, ξ 1 , ξ 2 , . . . appear in the same context, it is assumed that ξ = (ξ 1 , ξ 2 , . . . )). It follows that supp(ψ ij αsp ) equals
Informally, supp(ψ ij αsp ) consists of a plank centered at each of the four points
). Each plank has long axis in direction (ξ i , ξ k , ξ j ) = (1, 0, −s) and short axis in direction (ξ i , ξ k , ξ j ) = (0, 1, 0). These planks become more elongated as α → 0 + (see Figure 2 ). Plugging our particular parameter values into (1.15), we have Figure 3 ).
The transforms S ij
In this section, we examine the asymptotic decay of the transforms S ij . We will prove all our results for the case (i, j) = (1, 3) only. The general case follows from Lemma 2.12. To ease notation, write b = b 13 , a = a 13 , and S = S 13 . Our analysis of the asymptotic decay of S ij (Ω)(α, s, p) will be split into several cases:
3), and S Ω piecewise C K at p ( §2.4). In section §2.1, we make use of a clever application (from [17] ) of the divergence theorem that allows us to rewriteχ Ω as an integral over S Ω . The set E 13 ∩ {ξ ∈ R 3 : |ξ 1 | ≤ 1500}. The colors only serve to distinguish between the various branches and faces. For visualization purposes, the axes are not to scale.
The Divergence Theorem
Let h denote 2-dimensional Hausdorff measure on R 3 ( §2.1 of [10] ).
where |Ω| denotes the Lebesgue measure of Ω and B r (x) = {y ∈ R 3 : y − x < r} (norms without subscripts are assumed to be L 2 -norms). Then, S Ω is a Borel measurable subset of R 3 ( §5.11 of [10] ) and hence h-measurable. Assume h(S Ω ) < ∞. Using Theorem 1 of §5.11 of [10] , the divergence theorem (the Gauss-Green Theorem of [10] ), and that Ω is bounded, it follows that
is the measure theoretic unit outward normal to Ω. That is, for h-a.e. x ∈ S Ω , n Ω (x) is uniquely determined by:
Using (1.16) and (2.2), it follows that (recall that S = S 13 )
Fast decay away from S
In this section, we prove that S ij (Ω)(α, s, p) decays "fast" when p / ∈ S Ω (Theorem 2.2). Theorem 2.2 follows from Lemma 2.3, which is our version of the so-called localization lemma from [17] . Lemma 2.3 also enables us, in the main results of §2.3 and §2.4, to localize the inner intergral of (2.4) near p. Below is our first admissibility condition.
, for all 0 ≤ |ω| ≤ K −1 (we are using multi-index notation as in §8.1 of [12] ), and that
Below is the main result of this subsection.
for all i, j, and s.
Theorem 2.2 follows directly from Lemma 2.12, allowing us to reduce the proof to the case of S 13 , equality (2.4) and the estimate of Lemma 2.3 below.
, and let U ⊂ R 3 be open with 0 ∈ U . Suppose that ψ is (K, 1)-admissible. For α > 0, define
Then lim sup
We need the following "repeated integration by parts" lemma (whose proof follows easily from induction and the standard integration by parts result) in the proof of Lemma 2.3.
We now prove Lemma 2.3.
Proof of Lemma 2.3. Fix 0 < α ≤ 1. Using the change of variable η q = α βq ξ q (q = 1, 2, 3), it follows that
Note also that
where, in the last inequality, we have used properties (ii) and (iii) in Definition 2.1. Choose > 0 and pairwise disjoint Borel measurable subsets S q ⊂ R 3 , for q = 1, 2, 3, satisfying
for all q, where S Ω \ U = S 1 ∪ S 2 ∪ S 3 . Then, using (2.5), (2.6), and the Fubini-Tonelli theorem it follows that
for a.e. (x, η). We require the following claim, whose proof is a straightforward application of induction and the quotient rule.
Claim. For each q ∈ {1, 2, 3} and k ∈ {0, . . . , K}, there exists L q k ∈ Z + and, for
for a.e. (x, η). We are using monomial in the strict sense (i.e., η 1 η 3 is a monomial but −η 1 η 3 and 2η 1 η 3 are not).
If q ∈ {1, 2, 3}, choose r and s such that {q, r, s} = {1, 2, 3}. If m : R 3 → R is a monomial and γ ∈ R, then, by switching to spherical coordinates, it is clear that |m(η)|/ η γ ≤ 1/ η γ−deg(m) , for all η = 0. Using this and the claim, if k ∈ {0, . . . , K}, we have 
and h-a.e. x. Using these observations, the Fubini-Tonelli theorem, Lemma 2.4, (2.7), (2.9), the claim, and property (i) of Definition 2.1, we obtain
The lemma follows from the above inequality and (2.8).
Fast Decay at Smooth Boundary Points
In this section, we prove that S ij (Ω)(α, s, p) decays "fast" when S Ω is C K at p, for most values of s (Theorem 2.6). Below is our second admissibility condition.
Below is the main result of this section.
where
where k is such that {i, j, k} = {1, 2, 3}.
We require the following lemma in the proof of Theorem 2.6.
Lemma 2.7. Let U be an open subset of R 3 , let f ∈ C 2 (R 2 , R), let ∈ {<, >}, and write
10)
(in the a.e. sense), then
and, for h-a.e. p ∈ S Ω ∩ U , we have
Proof of Lemma 2.7. We assume = < and only prove part (i); the other cases follow from this special case and Lemma 2.12. Suppose (2.10) holds in the a.e. sense. We first verify (2.11). To show the first containment, assume that p / ∈ {x ∈ U : x 3 = f (x 1 , x 2 )}. We want to show that p / ∈ S Ω ∩ U . We may assume that p ∈ U . Then, p ∈ U − ∪ U + , where
Since f ∈ C(R 2 , R) and U is open, U − and U + are both open. Also, it follows from (2.10) that |U − \ Ω| = |U + ∩ Ω| = 0. By examining (2.1), it follows that p / ∈ S Ω . This shows S Ω ∩ U ⊂ {x ∈ U : x 3 = f (x 1 , x 2 )}. To verify the second containment, assume p ∈ {x ∈ U :
We want to show that p ∈ S Ω ∩ U , for which it suffices to verify (2.1). We show that lim sup
The other inequality of (2.1) is verified in a similar fashion. Let r > 0 be small enough such that B r (p) ⊂ U . Using that f ∈ C 1 (R 2 , R), Taylor's theorem, (2.13), and the equivalence of norms on R 2 , it follows that there exists
Using (2.10), the above inequality, and the translation invariance of Lebesgue measure, we have
where the last equality is obtained by integrating in cylindrical coordinates. Note that 1 − A/ √ 1 + A 2 > 0 for all A ≥ 0; (2.14) follows. To verify (2.12), let p ∈ S Ω ∩ U and write
We clearly have ν = 1. We show that
the other equality of (2.3) is verified similarly. Let r > 0 be small enough such that B r (p) ⊂ U . Using that f ∈ C 2 (R 2 , R), Taylor's theorem, and (2.11), it follows that there exists A ≥ 0 such that
Using (2.10) and the translation invariance of Lebesgue measure, we have
where C 3 r (0) = {x ∈ R 3 : x 2 1 + x 2 2 < r 2 } and the last inequality follows by integrating in cylindrical coordinates and using (2.16). This verifies (2.15); (2.12) follows.
We now prove Theorem 2.6.
Proof of Theorem 2.6. Choose F and U as in Definition 1.1. It follows from Lemma 2.12 that we may assume i = 1, j = 3, s = 0, and p = 0. Moreover, the proofs of (i) and (ii) are similar enough that we only prove (i). Suppose, then, that ∂ 3 F (0) = 0. We require the following claims:
Claim A. There exists g ∈ C K2 (R 2 , R) with g(0) = 0 and compactly supported functions φ q ∈ C K2−1 (R 2 , R) (q = 1, 2, 3) such that the following holds:
for all α > 0, where S j : (0, ∞) → C (j = 0, 1) satisfy lim sup
19) where
with f compactly supported, and let λ ∈ R. Then, there exist compactly supported h 0 , . . . , h J ∈ C(R 2 ) depending on f and g but not on λ such that
The proof of Claim B is straightforward; we only prove Claim A.
Proof of Claim A. Since S Ω is C K2 at 0, it follows from ideas in the beginning of the proof of Lemma 2.7 that F (0) = 0. By the Implicit Function Theorem (see, for instance, [11] ), there exists open sets V ⊂ U and W ⊂ R 2 with 0 ∈ V and 0 ∈ W and f ∈ C K2 (W, R) such that
for all x ∈ V , and 
Using that V 0 is open, that F is continuous, and (2.24), we have that
is invertible, for all x ∈ V 0 . The inverse function theorem (see, for instance, [11] ) implies that G is an open mapping. Using also that 0 ∈ V 0 and F (0) = 0, it follows that
If x, y ∈ B − , using (2.23) and that W 0 is convex, it follows that x and y can be joined by the continuous piecewise linear path contained in B − represented by
Thus, B − is path connected and hence connected. A similar argument shows that B + is connected. These two observations, together with (2.25) and (2.26),
imply that either
Finally, using that f ∈ C K2 (W, R), that W 0 is a closed subset of W , and standard smooth extension techniques (see, for instance, Lemma 2.27 of [25] ), it follows that there exists compactly supported g ∈ C K2 (R 2 , R) such that g| W0 = f | W0 . Using also Definition 1.1 and that V 0 ⊂ U , we have that
in the a.e. sense. Note also that g(0) = 0 and that (2. 
and note that each φ q is compactly supported. For j = 0, 1 and α > 0, define 
and, for h-a.e. x ∈ S Ω ∩ V 0 , we have
Using that g ∈ C K2 (R 2 , R) is compactly supported, (2.28), the above two equalities, and the Hausdorff change of variables formula (see §3.2 and §3.3 of [10] ), it follows that
Using (2.29), (2.30), the above equality, the change of variable η 1 = α β1 ξ 1 , η 2 = α β2 ξ 2 , η 3 = α β3 ξ 3 , and arguments similar to those used to derive (2.9), it follows that
where m q : R 3 → R is defined by m q (η) = η q (q = 1, 2, 3). This verifies (2.19) and proves the claim.
Let g and φ q (q = 1, 2, 3) be as in Claim A. If q ∈ {1, 2, 3}, using Lemma 2.4, that g ∈ C K2 (R 2 , R), that φ q ∈ C K2−1 (R 2 , R) is compactly supported, and Claim B, it follows that there exist compactly supported h q 0 , . . . , h
If 0 < α ≤ 1, using (2.19), the Fubini-Tonelli Theorem, and the above inequality, we obtain
Part (i) now follows from (2.17), (2.18), and the above two inequalities.
Decay at piecewise smooth boundary points
In this section, we prove that S ij (Ω)(α, s, p) decays "fast" when S Ω is piecewise C K at p, unless the orientation O Ω (p) coincides with the "orientation" of i, j, and s, Below are the two main results of this section. 3, 3) -admissible, and that S Ω is piecewise C K2 at p, with K 1 satisfying
We require the following lemmas in the proofs of Theorems 2.8 and 2.9. We forewarn the reader that the statment of Lemma 2.10 is rather long as it must cover a wide range of circumstances.
Suppose that ψ is (K 1 , 1)-admissible and that S Ω is piecewise C K2 at 0, with F , G, U , and 2 as in Definition 1.2. Suppose i, j, k are such that i < j, {i, j, k} = {1, 2, 3}, and
we have
32)
34)
and r, s, t, and λ are defined by r(f ) = l, r(g) = m, {λ(φ)} = {1, 2, 3} \ {k, r(φ)}, {s(φ), t(φ)} = {k, λ(φ)}, and s(φ) < t(φ). Moreover,
39)
40)
and
. Then, for each k ∈ {0, . . . , K}, there exists a collection {θ
for all x ∈ R 2 .
Lemmas 2.11 is straightforward; we only prove Lemma 2.10.
Proof of Lemma 2.10. The proofs of all cases are completely similar to one of (i, j, k, l, m) = (2, 3, 1, 3, 3) or (i, j, k, l, m) = (2, 3, 1, 3, 2). Moreover, the cases (i, j, k, l, m) = (2, 3, 1, 3, 3) and (i, j, k, l, m) = (2, 3, 1, 3, 2) are similar enough that we only consider (i, j, k, l, m) = (2, 3, 1, 3, 3) . Finally, the proofs of (i, j, k, l, m, 2) = (2, 3, 1, 3, 3, ∩) and (i, j, k, l, m, 2) = (2, 3, 1, 3, 3, ∪) are similar enough that we only consider (i, j, k, l, m, 2) = (2, 3, 1, 3, 3, ∩). Suppose, then, that (i, j, k, l, m, 2) = (2, 3, 1, 3, 3, ∩). Note that, in this case,
Under the assumptions of the previous paragraph, the assumptions in the first sentence of the statement of this lemma become det
and ∂ 3 F (0), ∂ 3 G(0) = 0. Using also Definition 1.2 and an argument similar to the first paragraph of the proof of Claim A of Theorem 2.6, it follows that there exists compactly supported f, g ∈ C K2 (R 2 , R) and γ ∈ C K2 (R, R 3 ), bounded open intervals I 1 , I 2 , I 3 ⊂ R, and f , g ∈ {<, >} such that (i) -(v) and (2.38) -(2.41) hold. Moreover, with
(1.4), (2.43), (i), (vii), and (ix) imply that
(in the a.e. sense). Using that V f and V g are open, that K 2 ≥ 2, the above two equalities, and Lemma 2.7, it follows that there exists µ(f ), µ(g) ∈ {−1, 1} such that
and, for h-a.e. x ∈ S Ω ∩ V f , we have
and, for h-a.e. x ∈ S Ω ∩ V g , we have 
} is open with x ∈ W and, by (1.4), (i), and (vii), |W ∩Ω| = 0, implying, by (2.1) , that x / ∈ S Ω , a contradiction. It follows that x 3 = f (x 1 , x 2 ). A similar argument shows that x 3 = g(x 1 , x 2 ). Using these two equalities, that x ∈ V , (i), (vi), (viii), and (x), it follows that x = γ(x 1 ) ∈ γ(I 1 ). This shows that
(2.49)
Since γ ∈ C 1 (R, R 3 ) is compactly supported, it follows from Theorem 1 of §2.4.1 of [10] that h(γ(I 1 )) = 0 (note that γ(I 1 ) is compact and hence h-measurable). Combining this observation with (2.49), we have
(2.50)
Using (i), (ii), (iv), (vi), (viii), and (x), it follows that {x ∈ V :
Using also (2.43), (2.44), (2.46), (2.39), (2.40), Definition 1.2, (iii), (v), and an argument similar to that of the second paragraph of the proof of Claim A of Theorem 2.6, it follows that there exist 3 g , 3 f ∈ {<, >} such that
and 
where v φ , u φ , and w φ are defined by (2.35) -(2.37) and (2.42). (2.34) follows from (2.55), the above equality, the change of variable
, and some algebraic manipulation. This proves the lemma.
We can now prove Theorem 2.8 and 2.9.
Proof of Theorem 2.8. Choose F and G as in Definition 1.2. It follows from Lemma 2.12 that we may assume i = 1, j = 3, s = 0, and p = 0. Suppose, then, that
We are in the context of Lemma 2.10 with (i, j, k) = (2, 3, 1). Choose l, m ∈ {2, 3} such that ∂ l F (0), ∂ m G(0) = 0, and ∂ l G(0) = 0, if l = m. All notation used below is as in Lemma 2.10. Assume that θ 0 ∈ C ∞ (R 3 ). We have the cases (l, m) = (2, 2), (2, 3), (3, 2) , (3, 3) to consider. By switching F and G, we need only consider the cases (l, m) = (2, 2), (2, 3) . We assume (l, m) = (2, 2). The case (l, m) = (2, 3) is handled similarly. In this case, (2.34) takes the form
Applying the change of variable x 1 = y 1 and x 3 = y 3 + γ 3 (y 1 ) to the inner integral of the above equality, it follows that
The remainder of the proof uses Lemma 2.11 and proceeds in a similar fashion to the last paragraph of the proof of Theorem 2.6.
Proof of Theorem 2.9. Choose F and G as in Definition 1.2. It follows from Lemma 2.12 that we may assume i = 1, j = 3, s = 0, and p = 0. Also, we only prove the case r = 0 from Definition 1.3 (the case r = 1 is similar). Suppose, then, that
and that
It follows that ψ is (K 1 , 1)-admissible. We are thus in the context of Lemma 2.10 with (i, j, k) = (1, 2, 3). Unless specified otherwise, all notation below is as in Lemma 2.10. We divide the proof into three parts: ∂ 2 F (0) = 0 = ∂ 2 G(0), ∂ 2 G(0) = 0, and ∂ 2 F (0) = 0. We only consider the first two cases, as the third is completely similar to the second.
Part I. Suppose that ∂ 2 F (0) = 0 = ∂ 2 G(0). We thus may choose l = m = 2. Examining the proof of Lemma 2.10, it follows, in this case, that
Letf andg be the first order Taylor approximations to f and g at 0 and defineγ 1 : R → R byγ 1 = 0. Note that (ii) supp(θ 3 ) ⊂ J 3 and θ 3 (x) = 1, for all x in some open set containing the origin;
) and note that θ 0 is Borel measurable and satisfies (a)-(c) in the statement of Lemma 2.10.
If h ∈ {f, g}, denote the summand of (2.34) corresponding to h by
Write J 1 = (a, b). Using (2.31), choose 0 < δ q < β q (q = 1, 3) satisfying δ 3 < δ 1 < 2δ 3 and
We require several claims in the proof of part I, the first two of which are below. The proofs of many of these claims are straightforward and therefore omitted.
for all α ≤ K.
Claim B. There exists 0 < K < ∞ such that
for all α.
Let ∂ q h be the zero order Taylor approximation to ∂ q h at 0 (q = 1, 2). Eq. (2.59), (iii), (iv), and Claim A imply that
for all small enough α.
Claim C. There exists 0 < K, M < ∞ such that
For the remainder of part I, we assume that α ≤ 1 and, if A = 0, that
and note that |D(α, ξ 1 , ξ 2 )| ≥ /2 and sgn(D(α, ξ 1 , ξ 2 )) = sgn(ξ 1 ), for all (ξ 1 , ξ 2 ) with |ξ 1 | ≥ and |ξ 2 | ≤ M , for all α.
Claim D. We have
Proof of Claim D. Integration and the change of variable η q = ξ q (q = 1, 2),
, and
It follows that
for a.e. η, for all α and
for a.e. η. Moreover, arguments similar to those used in the proof of Lemma 2.3 imply that 
which is non-zero. This completes the proof of part I.
Part II. Suppose that ∂ 2 G(0) = 0. Then, by (2.56), ∂ 2 F (0) = 0 = ∂ 1 G(0). We thus may choose l = 2 and m = 1. Letf be the first order Taylor approximation to f at 0 and defineg : R 2 → R andγ 1 ,γ 2 : R → R byg = 0 andγ 1 =γ 2 = 0. Note, by (2.40), (2. This completes the proof of part II.
This also completes the proof of the theorem.
Changes of variables, etc.
In this subsection, we collect several results, that, in particular, allow us reduce to the case i = 1, j = 3, s = 0, and p = 0 in the main results of the previous subsections. Parts (i) -(iii) of the below lemma follow from results in §2.6 and §11.2 of [12] . The other results are straightforward.
Lemma 2.12. Let c ∈ GL 3 (R) and y ∈ R 3 and define T : R 3 → R 3 by T x = cx + y. We have the following:
• T Ω is a bounded Lebesgue measurable subset of R 3 .
• S T Ω = T S Ω and h(S T Ω ) < ∞.
• n T Ω (x) = (c * )
for a.e. x ∈ S T Ω , where c * denotes the transpose of c.
• If E ⊂ R 3 and p / ∈ E, then T p / ∈ T E.
• If S Ω is C K at p, with F and U as in Definition 1.1, then S T Ω is C K at T p, with F • T −1 and T U as in Definition 1.1.
• If S Ω is piecewise C K at p, with F , G, and U as in Definition 1.2, then S T Ω is C K at T p, with F • T −1 , G • T −1 , and T U as in Definition 1.2.
• If z, w ∈ R 3 , then (zc) × (wc) = (det c)(z × w)(c * ) −1 .
• We have for all i, j, α, s, and p.
Extensions and Generalizations
In this section, we briefly discuss some extensions and generalizations of the results presented above.
Other dilation matrices
In Theorem 2.9 (and hence in Theorem 1.4, which depends on Theorem 2.9), we make the assumption β 1 < 2β 2 . Defintion 1.2 necessitates fairly technical geometric arguments in the proof of Theorem 2.9, and we partly made this assumption on β 1 and β 2 to avoid additional technical arguments in the evaluation of the integral in (2.34). Note, however, that this assuption excludes several cases of interest, for example, the cases (β 1 , β 2 , β 3 ) = (2, 1, √ 2) and (β 1 , β 2 , β 3 ) = (3, 1, 2). It is therefore natural to ask whether Theorem 2.9 (and thus Theorem 1.4) can be extended to include these cases. Preliminary investigations indicate that this should be possible.
Higher dimensions
It is interesting to ask whether the framework and results of this paper can be extented to dimensions n ≥ 4. We highlight some aspects of the case n = 4; similar observations can be made about the cases n ≥ 5. Definition 1.2 has the following interesting and nontrivial generalization to n = 4: Definition 3.1. Assume that n = 4. Let K ∈ Z + ∪ {∞} and p ∈ S Ω .
(i) We say that S Ω is piecewise C K at p with one-dimensional intersection if there exists an open set U ⊂ R 4 with p ∈ U and F, G, H ∈ C K (U, R) with F (p) = G(p) = H(p) = 0 and {∇F (p), ∇G(p), ∇H(p)} linearly independent such that Ω ∩ U = {x ∈ U : F (x) < 0}2 1 {x ∈ U : G(x) < 0}2 2 {x ∈ U : H(x) < 0} (in the a.e. sense), where each of the symbols 2 1 and 2 2 can be either ∩ or ∪. In this case, we call the one-dimensional linear subspace O Ω (p) = (span{∇F (p), ∇G(p), ∇H(p)}) ⊥ the orientation of S Ω at p. Note that O Ω (p) is well-defined and spanned by the tangent vector at p to the curve defined by {x : F (x) = G(x) = H(x) = 0} near p.
(ii) We say that S Ω is piecewise C K at p with two-dimensional intersection if there exists an open set U ⊂ R 4 with p ∈ U and F, G ∈ C K (U, R) with F (p) = G(p) = 0 and {∇F (p), ∇G(p)} linearly independent such that Ω ∩ U = {x ∈ U : F (x) < 0}2{x ∈ U : G(x) < 0} (in the a.e. sense), where the symbol 2 can be either ∩ or ∪. In this case, we call the two-dimensional linear subspace
O Ω (p) = (span{∇F (p), ∇G(p)}) ⊥ the orientation of S Ω at p. Note that O Ω (p) is well-defined and equals the tangent space at p to the two-dimensional surface defined by {x : F (x) = G(x) = 0} near p.
(We omit the case "piecewise C K at p with three-dimensional intersection" as this case, while interesting, is the generalization to four dimensions of the results in [17] .)
Note that the dilation and shear matrices used in this paper generalize readily to two collections of four-dimensional dilation and shear matrices, one of which is naturally suited to case (i) of the above definition, the other naturally suited to case (ii).
