We consider the long-time behavior of a population of mean-field oscillators modeling the activity of interacting excitable neurons in large population. Each neuron is represented by its voltage and recovery variables, which are solution to a FitzHugh-Nagumo system, and interacts with the rest of the population through a mean-field linear coupling, in the presence of noise. The aim of the paper is to study the emergence of collective oscillatory behaviors induced by noise and interaction on such a system. The main difficulty of the present analysis is that we consider the kinetic case, where interaction and noise are only imposed on the voltage variable. We prove the existence of a stable cycle for the infinite population system, in a regime where the local dynamics is small.
Introduction

1.1.
A mean-field model of interacting FitzHugh-Nagumo neurons. We are interested in this paper in the behavior as t → ∞ of the following McKean-Vlasov process
where (X t , Y t ) ∈ R 2 , B t is a standard Brownian motion on R, a ∈ R and b, c, δ, K, σ are positive parameters. The evolution (1.1) is a prototype of a nonlinear stochastic differential equation (the nonlinearity coming from the fact that X t interacts with its own law through its expectation E [X t ]). It is named kinetic by analogy to the classical kinetic interacting particle systems, noise and interactions are only applied on the "momentum" X t , and not on the "position" Y t . The system (1.1) is a natural candidate for the macroscopic limit (as n → ∞) of the following system of coupled mean-field diffusions (X i,t , Y i,t ), i = 1, . . . , n, n ≥ 1
(1.2) where (B 1 , . . . , B n ) are i.i.d. standard Brownian motions. A standard way to couple i.i.d. copies (X (i) t , Y (i) t ) (i = 1, . . . , n) of (1.1) with the particles (X i,t , Y i,t ) in (1.2) is to choose identical initial condition and noise B i so that the following usual propagation of chaos estimates [26, 20, 18, 19] holds:
Ce CT n .
(1.3)
Hence, (1.1) gives a correct approximation of (1.2) at least up to times T of order c ln n, for c > 0 small enough. A vast literature exists (see e.g. [4, 9] and references therein) on the difficult issue of the (ir-)relevance of this mean-field approximation for times T ln n.
The dynamics (1.2) represents the evolution of n neurons (each represented by its voltage X i and recovery variable Y i ) that are coupled through a linear mean-field coupling. From a neuroscience perspective, this corresponds to a coupling through electrical synapses (see [5] ). In (1.2), the intrinsic dynamics of each neuron is of FitzHugh-Nagumo type (see [12, 22, 1] ): an isolated neuron (i.e. when K = σ = 0, δ = 1) is driven by the functionnal Remark 1.1. It is easy to see that the law µ t = L(X t , Y t ) of the McKean-Vlasov process (1.1) is a weak solution to the following nonlinear kinetic Fokker-Planck PDE
whose solution t → µ t (dx, dy) takes its values in the set of probability measures on R 2 . Equivalently the unique solution µ to (1.5) such that µ | t=0 = µ 0 is the law of the process (1.1) with µ 0 = L(X 0 ). Well-posedness results concerning both (1.5) and (1.1) (in appropriate L 2 -spaces with exponential weights) are addressed in [20, 19] .
In this context, the propagation of chaos result (1.3) may be equivalently expressed in terms of the convergence of the empirical measure µ n,t := 1 n n j=1 δ (X j,t ,Y j,t ) of the particle system (1.2) to the solution of (1.5), on any time interval [0, T ].
In [19] , a similar work is made on the elliptic case (see § 1.3 below). Contrary to [19] where the analysis strongly relies on the geometric properties of the PDE (1.5) (in a suitable L 2 -space with exponential weights), we focus mostly in this work on the properties of the system (1.1), based on estimates of Wasserstein type.
Remark 1.2. Observe here that we have in (1.1), (1.2) and (1.5), an interplay between three parameters: the strength of interaction K > 0, the intensity of noise σ > 0 and the scaling parameter δ > 0 of the local dynamics. In fact, a simple time change in (1. 2) shows that only two of these parameters are really relevant for the analysis: we analyse below the long-time dynamics of (1.1) in terms of δ and σ 2 K . 1.2. The isolated dynamical system. When K = σ = 0, δ = 1, the dynamics (1.1) reduces to the isolated system
(1. 6) where F is given by (1.4). The system (1.6) is known to be a prototype of an excitable dynamics [17] . Although the transitions in the FitzHugh-Nagumo model are complex in general (see [22] ), two main dynamical patterns emerge for (1.6): a resting state (corresponding to a unique stable point for (1.6)) and a spiking state (corresponding to a limit cycle for (1.6), see [22] and Figure 1 below). In this framework, it is possible to choose appropriately the parameters a, b, c so that the unperturbed system (1.6) is in a resting state but such that the addition of a small perturbation make the system fall into a spiking activity. In this context, the effect of noise on the dynamical properties of isolated systems like (1.6) has been the subject of a vast literature (we refer to [17, 3] and references therein). Figure 1 . Phase diagrams for the system (1.6) for two choices of parameters a, b and c (the voltage X is represented along the x-axis and the recovery variable Y on the y-axis). Stable (resp. unstable) points and limit cycles are represented in blue (resp. red). The nullclines of the FitzHugh-Nagumo system (1.6) are represented in dashed lines.
1.3. Slow-fast dynamics approach: an extension of the elliptic case. Our aim is to analyse the joint influence of noise and interaction on the emergence of collective periodic behaviors for the mean-field system (1.1) (or equivalently (1.5)). We consider here the regime where the interaction and noise are large w.r.t. to the intrinsic dynamics (see Theorem 1.5 below for more details):
(1.7)
We refer to Section 1.6 below for references to previous works where different asymptotics are considered for the same model. This paper is a natural continuation of [19] where a similar analysis is made in the elliptic case:
The point of view adopted in [19] is a slow-fast dynamics approach: rewriting (1.8) in terms of the dynamics of the expectation
and the centered process ( X t , Y t ) = (X t − x t , Y t − y t ), we see from (1.8) that the dynamics of m t is of order δ 1 (slow dynamics):
whereas the dynamics of ( X t , Y t ) remains of order 1 (fast dynamics, see [19] , (1.6)). We now proceed by perturbation: when δ = 0, (1.8) reduces to
which is nothing else than an Ornstein-Uhlenbeck process (of constant expectation m = (m x , m y )). Such a process relaxes exponentially fast to its Gaussian invariant measure
. Thus, going back to the case δ > 0, from the point of view of the slow component m t = (x t , y t ), it seems reasonable (at least at first order in δ) to replace the measure µ t in (1.10) by its invariant measure q (xt,yt) (see [19] , (1.9)):
The point of [19] is precisely to make this approximation rigorous (see [19] , Theorems 2.3 and 2.5). In the FitzHugh-Nagumo case, making explicit the convolution w.r.t. the Gaussian kernel in (1.12) gives
and for any u ∈ R
so that we conserve a FitzHugh-Nagumo system under this Gaussian convolution.
Remark 1.3. Several comments are in order here: first, the proof in [19] (which is valid in a more general context than the FitzHugh-Nagumo case) strongly relies on the nondegeneracy of the interaction and noise on the Y component in (1.8) (ellipticity), so that one cannot directly make K 2 0 and σ 2 0 in [19] . Nonetheless, in the FitzHugh-Nagumo case, we see from (1.13) that the dynamics of the mean-value m t only depends on the interaction K 1 and noise σ 1 on the X-coordinate (and not on K 2 and σ 2 ). This suggests that a similar result still holds for the kinetic model (1.1) and that the dynamics of m t := R 2 zµ t (dz) in (1.5) should be still given by (1.13). The aim of the present work is to prove that it is indeed the case.
1.4. Emergence of structured dynamics under noise and interaction. Supposing that the analysis made above remains true in the kinetic case (Remark 1.3), then (at least at first order in δ → 0) the analysis of the coupled mean-field system (1.1) can be reduced to the analysis of its expectation, solution to the averaged system (1.13). Since (1.13) is nothing else than another FitzHugh-Nagumo system (slowed-down by a factor δ), everything reads now in terms of the bifurcations of the system (recall (1.15))
as u increases from u = 0 (isolated system (1.6)) to u = σ 2 K > 0 (coupled system with noise and interaction (1.13)).
In particular, it is easy to choose carefully the parameters a, b, c so that (1.16) has a unique stable state for u = 0, whereas the same system exhibits oscillations for values of u chosen in a bounded interval (see Figure 2 below): this is the signature of the emergence of periodic dynamics due to noise and interaction in (1.1). For the sake of completeness, we describe below (see Figure 2 ) the analysis made in [19] , Section 3.4 in the excitable case. Supposing for simplicity that K = 1, it is possible to read from Figure 2 the behavior of the system (1.1) as the noise intensity u = σ 2 increases: in absence of noise (u = 0), each neuron has a fixed-point dynamics. As u increases, we observe the emergence (through a saddle-node bifurcation of cycles) of a stable cycle coexisting with an unstable cycle and stable fixed-point (see the case u = 0.086) for (1.16). As u increases further, the unstable cycle collides with the stable fixed-point, resulting in only one stable limit cycle coexisting with an unstable fixed-point (see the case u = 0.2). For large noise, oscillations disappear (see u = 0.8).
We refer to [19] , Section 3.4 for more details on these transitions, in terms of Hopf bifurcations, and also for a study of the bistable case. As an illustration of the accuracy of this analysis for the particle system (1.2), we reproduce in Figure 3 the dynamics of the empirical measure of (1.2), for δ = 0.2, a = 1 3 , b = 1, c = 10, K = 1, σ 2 = 0.2 (which corresponds to u = 0.2 in Figure 2 ) and n = 10 5 : the mean-value of the empirical density follows precisely the limit cycle given by (1. 16) in the case u = 0.2. One notable difference between the present simulation in the kinetic case and the simulations in [19] in the elliptic case (see [19] , Figure 7 ) is the shape of the empirical density in both cases: due to the absence of noise on the y-coordinate, the variance along the y-direction is here significantly smaller than in the elliptic case. 1.5. Going back to the kinetic case: hypotheses and main results. We concentrate now on the kinetic model (1.1) (or equivalently (1.5)). The idea is again to tackle the problem of proving the existence of periodic solutions to (1.1) by slow-fast dynamics arguments, taking δ going to 0. Following the heuristics developed in paragraph 1.3, it is reasonable to conjecture that X t should be, at first order in δ, approximated by a Gaussian with variance σ 2 K and mean x t that satisfies (recall the approximation (1.13) and the definition (1.15)):
1 δ
which corresponds to an approximation of (X t , Y t ) by the process (
(1.18)
Remark that if the distribution of (X G 0 , Y G 0 ) is a Gaussian, then the distribution of (X G t , Y G t ) remains Gaussian, and straightforward calculations lead to
(1.20)
The equilibrium solution of this system of equations is given by
Kc+bδ . For m ∈ R 2 we denote q m the distribution given by
.
(1.22)
From the estimates made above, we deduce that if (
In the remaining of the paper, we fix the parameters (a, b, c, σ, K) such that the system (1.17) admits a limit cycle (recall that this is possible even if it is not the case for the system (1.6), see Section 1.4 and [19] , Section 3.4).
Remark 1.4. Note that the existence of such limit cycle does not depend on δ: if, in the case δ = 1, we denote this stable periodic solution by (γ t ) t∈[0,Tγ ) (T γ being the period of the limit cycle for δ = 1), the behavior of (1.17) for general δ > 0 may be deduced by a simple time change: the corresponding periodic orbit becomes γ δ t := (γ δt ) t∈[0,Tγ /δ) , with period Tγ δ . When no confusion is possible, we will drop the superscript δ in γ δ in the following. We adopt also the definition
endowed with the quotient topology induced by the euclidean distance on R. Such topology can be generated by the following metric: for allφ ≡ ϕ 
We denote
Below, W 2 is a distance of Wasserstein-type that is precisely defined in Definition 2.2. The main result of the paper is the following: Theorem 1.5. Choose parameters a, b, c, K and σ 2 such that (1.17) admits an stable limit cycle. Then there exists a δ c > 0 such that for all δ ≤ δ 0 there exists a periodic solution
. Moreover there exist positive constants C 1 and C 2 that do not depend on δ, a positive constant C(δ) and a positive rate λ(δ) such that if µ 0 ∈ P 2 satisfies
then for t → µ t the solution to (1.5) with initial condition µ 0 we have:
Remark 1.6. The constants λ(δ) and C(δ) obtained in the proof of Theorem 1.5 satisfy
where λ is the exponential rate of attraction of the limit cycle of (1.17), in the case δ = 1.
Remark 1.7. We focus in this work on the proof of the existence of a stable cycle for (1.5) when (1.17) admits one, but it is clear that one can prove the existence of a stable fixed point for (1.5) when (1.17) admits one by following the same arguments (in fact simpler arguments, no need of Floquet theory in that case).
1.6. Comments and existing literature. Several recent other works have analyzed the long-time behavior of the FitzHugh-Nagumo Fokker-Planck PDE (1.5). The paper [20] analyzes the situation of small interaction (i.e. δ > 0 and σ > 0 fixed with K → 0). Along with some well-posedness estimates concerning (1.5), the main result of [20] concerns the existence of stationary states for (1.5) in the limit of small interaction. The case where K → ∞ with δ and σ fixed is analyzed in [21] . The authors prove concentration in large time around singular solutions (clamping) in such a case.
As already said, this paper addresses the case of an interaction modeling electrical synapses. A common framework in neuronal models concerns interactions through chemical synapses [5] , which is not covered by this work. The question of the possibility of extension of the present results to this case is open. In this direction, a recent work [6] addresses synchronization issues of interacting neurons with Hodgkin-Huxley dynamics with chemical synapses.
Obtaining a rigorous proof of the existence of periodic behaviors in infinite population limit of mean-field interacting particle models is a problem that has been studied in different situations, as chemical reaction models, rotors models, spin models, Hawkes processes... see for example [23, 24, 14, 13, 15, 7, 8] , each proof relying, as in the present work, on a drastic phase reduction of the model. The structure of the proof we provide in this paper, relying on a fixed-point theorem, is inspired from the classical proofs of the theory of persistence of normally hyperbolic invariant manifold [10, 11, 16, 2, 25, 28] , which we could not apply directly here due to the singularity of our problem (when δ = 0 the dynamics of Y t is trivial and thus there can not be any stable compact invariant manifold for (1.5)). 1.7. Organization of the paper. In Section 2, we prove some controls on the moments of (1.1) as well as some estimates of proximity of solutions of (1.5) to the Gaussian manifold (1.25). Section 3 gathers the main estimates (relying in particular on Floquet theory) concerning (1.1). The main result (Theorem 1.5) is proven in Section 4. A technical lemma is postponed to the appendix.
Moment estimates and proximity to Gaussian distributions
Take R 0 > 0 such that the periodic solution γ δ of (1.17) is strictly included in the open euclidean ball B(0, R 0 ). Note that, by Remark 1.4, R 0 does not depend on δ. For any initial condition to (1.1) such that (
Here, we note that T e (R 0 ) depends on the law of the couple (X 0 , Y 0 ) only through its marginals. In particular, T e (R 0 ) is independent of the particular coupling of (X 0 , Y 0 ), provided its marginal are fixed.
Lemma 2.1. There exist positive constants δ 0 , κ x 0 and κ y 0 such that if δ ≤ δ 0 the following is true: for any initial condition
Proof. For n > 0 denote the stopping time τ n = inf{t ≥ 0 :
Using the following inequalities, for positive constant c 1 , . . . , c 4 that we do not give explicitly to keep notations simple,
we obtain,
On the other hand,
and using the inequalities, for positive constants c 6 , c 7 ,
Using (2.6) and (2.9) and the Grönwall inequality we deduce that in fact E[
t ] < ∞ and the estimates made above are in fact valid for n = ∞. In particular, for t ∈ [0, T e (R 0 )] we have
and these maxima are equal to κ x 0 and κ y 0 respectively as soon as
t ] < 0, and the same applies for Y t . So t 0 ∧ T e (R 0 ) = T e (R 0 ), which concludes the proof.
For a probability distribution ν on R 2 , we denote ν its centered version:
. For two distributions ν 1 and ν 2 on R 2 , denote by C(ν 1 , ν 2 ) the set of all couplings π of ν 1 and ν 2 , that is the set of all probability measures π(d(x 1 , y 1 ), d(x 2 , y 2 )) on R 2 × R 2 with marginals ν 1 (d(x 1 , y 1 )) and ν 2 (d(x 2 , y 2 )). If π ∈ C(ν 1 , ν 2 ), we denote by π ∈ C( ν 1 , ν 2 ) the corresponding coupling of the centered measures:
We consider the following distance W = W (δ, b, β) on P(R 2 ), for some β ∈ (0, 1), defined as
where for a fixed π ∈ C(ν 1 , ν 2 ),
The factor δ β in the definition of the distance W (and later the definition of the distances W θ , see section 4) will be useful to obtain the contraction property, at the end of the proof of Lemma 4.2.
Remark 2.3.
(1) The definition (2.16) is of course equivalent to
(2) Note that the first term in (2.16) is independent of the coupling π ∈ C(ν 1 , ν 2 ), so that we can also write
(2.21)
Lemma 2.4. There exists positive constants δ 1 and κ 1 such that, for all initial condition µ 0 such that m 0 = (x 0 , y 0 ) = xµ 0 (dx, dy), yµ 0 (dx, dy) ∈ B (0, R 0 ) and x 6 µ 0 (dx, dy) ≤ κ x 0 and y 6 µ 0 (dx, dy) ≤ κ y 0 (recall Lemma 2.1), the following is true:
Proof. We suppose that δ ≤ δ 0 where δ 0 is given by Lemma 2.1. For an arbitrary ε > 0, consider a coupling π 0 ∈ C( µ 0 , q 0 ) such that
In the following, we consider X 0 , Y 0 , (Z x 0 , Z y 0 ) with law π 0 . For this initial condition, we equivalently consider (X t , Y t ) solution to (1.1) with initial condition (X 0 , Y 0 ) = ( X 0 + x 0 , Y 0 + y 0 ) and ( X t , Y t ), solution to (2.20) with initial condition ( X 0 , Y 0 ). Consider also the process (Z x t , Z y t ) with initial condition (Z x 0 , Z y 0 ) solution to the system
Straightforward calculations show that (Z x t , Z y t ) has also distribution q 0 , so that, by construction, the law π t of X t , Y t , (Z x t , Z y t ) belongs to C( µ t , q 0 ). We have
By Lemma 2.1 and (2.21), there exists a positive constant C 0 such that for all t
Note that the constant C 0 only depends on the parameters (a, b, c) of the model and on R 0 through the constants κ x 0 and κ y 0 defined in Lemma 2.1. In particular, C 0 does not depend on ε. We then have, for all t ∈ [0, T e (R 0 )], 1 2
If now we choose the constant κ 1 to be κ 1 := C 0 K and assume that W ( µ 0 , q 0 ) ≤ κ 1 δ, then by (2.23), we have
In a same way,
and from the estimate (2.28) we have just obtained above, we get for t
Estimates (2.28) and (2.31) are a fortiori true for the infimum over all couplings W ( µ t , q 0 ). Letting ε 0, this concludes the proof, taking δ 1 = δ 0 .
Floquet Theory and contraction close to γ
We introduce in this paragraph the minimal notions from Floquet theory that are necessary for our purpose. For the simplicity of exposition, this is first done in the case δ = 1 from which the general case δ > 0 may be deduced up to minor modifications (see section 3.2 below).
3.1. The case δ = 1. Recall the definition of F u in (1.15). Denote by Π(s, t) the principal matrix solution associated to the periodic solution γ = γ 1 of (1.17), when δ = 1, that is the solution to
and satisfies (recall that t → γ t has period T γ ): It is easy to see that p ⊥ t (N (t, s)·) = p ⊥ s (·) and that, for all t > s,
We consider also a constant C Π such that |Π(t, s)u| ≤ C Π |u| for all t > s.
For α > 0 and all s ∈ [0, T γ ), we define E s (α) as
3.2. The general case δ > 0. All that have been exposed in the previous paragraph for the limit cycle γ 1 in the case δ = 1 can be easily transposed for γ δ when δ > 0: it is easy to see that all that has been introduced in the last paragraph remains valid when δ > 0 for the choice of We now give a classical result of projection γ. For a similar result in a more general situation, see for example [25] . Lemma 3.1. There exist α 0 > 0 such that for all z in the α 0 -neighborhood of γ δ , there exists a unique θ =: proj δ (z) ∈ S δ such that z ∈ E δ θ (1). Moreover, for all z, h such that z and z + h are in the α 0 -neighborhood of γ δ , if θ δ = proj δ (z),
where the rest O(h 2 ) is uniform in δ ≤ 1. In particular, under the previous hypotheses, there exists a constant C proj > 0, independent of δ, such that
Proof. Assume first that the result holds in the case δ = 1. Then it is easy to see that the unique candidate for the projection in the case δ > 0 is given by proj δ (z) := proj 1 (z) δ ∈ S δ . In particular, one deduces (3.12) and (3.13) from the case δ = 1 and the change of variables formulas in § 3.2. We now prove the result for δ = 1. The idea is to use the Implicit functions Theorem. Let
Relying on the identities p θ (z − γ θ ) = p 0 (N (0, θ)(z − γ θ )) and
we obtain
Taking z 0 = γ θ + αe θ with α small enough, we have f (z 0 , γ θ ) = 0 and ∂ θ f (z 0 , γ θ ) = 0, so that the existence, local uniqueness and smoothness of the projection proj(z) in a tubular neighborhood of γ follows from the Implicit functions Theorem and the compactness of γ. Moreover, denoting θ = proj(z) and θ h = proj(z + h) − proj(z), we have θ h = O(h) by smoothness of the projection, and
which implies (3.12).
In the following γ = γ δ stands for the limit cycle for δ > 0. We will denote
Now a variation of constants (see [27] , page 84) allows to show that the solution tȯ
for a smooth mapping g(t), satisfies
we have
with
For an initial condition µ 0 of (1.5) with m 0 = R 2 z dµ 0 (z) ∈ E δ θ (1), we define T r,θ (µ 0 ) the return time
Lemma 3.2. There exist positive constants κ 2 and δ 2 such that for any µ 0 satisfying the hypotheses of Lemma 2.1 and Lemma 2.4, the following is true: if δ ≤ δ 2 and
In particular T e (R 0 ) = ∞.
Proof. First remark that, by regularity of F and compactness of the limit cycle γ, there exists positive constants C 1 and α F such that for all s ∈ [0, T γ /δ] and m such that |m − γ s | ≤ α F , we have
Consider a κ 2 > 0 and suppose that δ is small enough such that (1 + C Π )κ 2 δ < α F . Suppose then that m 0 ∈ E δ θ 0 (κ 2 δ) for θ 0 = proj(m 0 ) ∈ S δ and consider the time
Since γ is strictly included in B(0, R 0 ), for δ taken small enough we have t 1 ≤ T e (R 0 ). For t ≤ t 1 we obtain
and
Now, recalling the notations used in the proof of Lemma 2.4, we have 
for some constant C 2 > 0, independent of ε. This altogether implies that, for some constant C 3 > 0,
Taking ε 0 (g(s) does not depend on ε), one obtains
and thus, choosing
Note that choosing also δ ≤ α 0 (1+C Π )κ 2 , (recall the definition of α 0 in Lemma 3.1) ensures that m t stays in the α 0 -neighborhood of the limit cycle γ. In particular, the projection 
where we have used the fact that t ≤ t 1 and F σ 2 K is smooth, and similar arguments as above to tackle the difference of integral terms. Moreover, by (3.13) and the definition of It remains now to prove that |m t − γ proj(mt) | ≤ κ 2 δ for all t ≤ T r,θ (µ 0 ), taking a larger value for κ 2 if needed. But we have on one hand, recalling (3.11), (3.22) and the estimates made above,
Now, remarking that, for ε = 1−e −2λTγ 2Tγ , e −λu + εu ≤ 1 for u ∈ [0, 2T γ ], we have
On the other hand, using the fact that p ⊥ θt (γ θt ) = 0, that for all w
The term within the brackets is controlled by C |m t − γ θt |, for some universal constant C > 0. By the regularity of t → γ δ t = γ 1 tδ and the Lipchitz-continuity of proj(·) (recall (3.13)), there is a constant C γ,proj > 0
Putting things together with |m t − γ θ 0 +t | ≤ (1 + C Π )κ 2 δ (recall (3.34)), we obtain finally that |δv t − p θt (ṁ t ) + δ| ≤ C proj,γ κ 2 δ|p θt (ṁ t )|. 
Finally, we obtain, combining (3.39) and (3.43) ,
This completes the proof, since µ T r,θ (µ 0 ) satisfies then the same hypotheses as µ 0 (recall Lemma 2.1, Lemma 2.4 and the fact that T r,θ (µ 0 ) ≤ T e (R 0 )), the result for all t is obtained by recursion.
For two solutions (X 1,t , Y 1,t ), (X 2,t , Y 2,t ) of (1.1) with initial conditions (X 1,0 , Y 1,0 ) and (X 2,0 , Y 2,0 ), with respective distributions µ 1,t and µ 2,t and expectations m 1,t = (x 1,t , y 1,t ) and m 2,t = (x 2,t , y 2,t ), we will use the notations
∆m t = m 1,t − m 2,t , ∆θ t = θ 1,t − θ 2,t = proj(m 1,t ) − proj(m 2,t ). (3.45)
We choose T such that
(3.46) Lemma 3.3. There exist δ 3 > 0 and κ 3 ≥ 1 such that for all δ ≤ δ 3 , the following is true: if for i = 1, 2, x 6 dµ i,0 ≤ κ x 0 , y 6 dµ i,0 ≤ κ y 0 (recall Lemma 2.1), W ( µ i,0 , q 0 ) ≤ κ 1 δ and dist Π (m i,0 , γ) ≤ κ 2 δ, then for all t ∈ 0, 2T δ we have
Moreover, under the same assumptions, there exist positive constants κ 4 , κ 5 , κ 6 such that for any coupling {(X 1,0 , Y 1,0 ), (X 2,0 , Y 2,0 )} ∼ π 0 ∈ C(µ 1,0 , µ 2,0 ) of the initial condition, the solutions (X 1,t , Y 1,t ), (X 2,t , Y 2,t ) of (1.1) driven by the same Brownian motion satisfy
Proof. Fix an arbitrary coupling {(X 1,0 , Y 1,0 ), (X 2,0 , Y 2,0 )} with law π 0 ∈ C(µ 1,0 , µ 2,0 ) and consider the solutions (X i,t , Y i,t ), i = 1, 2 to (1.1) with initial condition (X i,0 , Y i,0 ), i = 1, 2 driven by the same Brownian motion. The law π t of {(X 1,t , Y 1,t ), (X 2,t , Y 2,t )} belongs to C(µ 1,t , µ 2,t ).
Step 1: control on ∆m t . This part is based on the a priori control obtained in Lemmas 2.1, 2.4 and 3.2. We have Since m 2,0 ∈ E δ 0 (κ 2 δ) by assumption, adapting the proof of Lemma 3.2, we can find a constant C(T ) such that m 2,t − γ θ 2,0 +t ≤ C(T )δ, and m 2,t + γ θ 2,0 +t ≤ 2R 0 for all t ≤ 2T δ . Hence, we deduce that
Moreover, using the notations of Lemma 2.4,
Concerning h 3 , a Taylor expansion shows that there a numerical constant C such that |h 3 (t)| ≤ C (|x 1,t | + |x 2,t |) |∆m t | 2 ≤ c 3 δ |∆m t |, for some constant c 3 . It remains to treat the last term h 4 :
and relying on Lemma 2.1, Lemma 2.4 and the identity
we obtain that
for some constant c 4 > 0. Putting everything together, we obtain, for t ≤ 2T δ ,
With these notations at hand, for the rest of the proof, we define
The reason for this particular choice of κ 3 will become clear at Step 4 below. For this choice of κ 3 , define (recall the definition of d (·, ·) in (2.16))
Note that t 2 depends on κ 3 and δ but also on the choice of the particular coupling π 0 of the initial condition. For the rest of the proof, we use the shortcut :
Step 2: control on ∆ X t . We have
Now, remarking that, for x 1 , x 2 , n 1 , n 2 ∈ R and ∆x := x 1 − x 2 , ∆n := n 1 − n 2 , −∆x ((x 1 + n 1 ) 3 − (x 2 + n 2 ) 3 )
= −∆x (x 3 1 − x 3 2 + 3(x 2 1 n 1 − x 2 2 n 2 ) + 3(x 1 n 2 1 − x 2 n 2 2 ) + n 3 1 − n 3 2 ) = − (∆x) 2 (x 2 1 + x 1 x 2 + x 2 2 + 3n 1 (x 1 + x 2 ) + 3n 2 1 ) − ∆x ∆n (3x 2 2 + 3x 2 + n 2 1 + n 1 n 2 + n 2 2 ) ≤ 12n 2 1 (∆x) 2 − ∆x ∆n (3x 2 2 + 3x 2 + n 2 1 + n 1 n 2 + n 2 2 ), (3.62) we get, recalling Lemma 2.1, for a positive constant C 1 ,
Proceeding similarly, we obtain, for some constant C 2 ,
Gathering all these estimates, we get, for positive constants κ 4 and C 3 , for t ≤ t 2 , 1 2
where we recall the definition of Λ t in (3.59) and the definition of t 2 in (3.58). By Lemma A.1, this implies that for all t ≤ t 2 ,
So taking δ small enough (depending on κ 3 ), we deduce in particular that, since β ∈ (0, 1) by hypothesis, for
Step
so that, for t ≤ t 2 , using (3.67),
which implies in particular, by Lemma A.1, that for all t ≤ t 2 ,
Step 4: proof of (3.47). Let us first prove that, for the choice of κ 3 in (3.57), we have, for δ ≤ δ 3 for some δ 3 sufficiently small 
where we have used δ 3 ≤ 1. Collecting (3.67), (3.70) and (3.72), we obtain that for all t ≤ t 2 , Λ t < κ 3 Λ 0 . By continuity, there exists some > 0 such that Λ t < κ 3 Λ 0 for t ∈ [t 2 , t 2 + ), which contradicts the definition of t 2 . Hence, (3.71) follows. In particular, since W is an infimum over all possible coupling, for t ≤ 2T δ , W (µ 1,t , µ 2,t ) ≤ κ 3 Λ 0 = κ 3 Λ(π 0 ). Since this is true for all possible coupling of the initial condition, (3.47) follows.
Step 5: Let us now prove (3.48): from (3.65) and applying Lemma A.1, we deduce that, for all t ≤ 2T δ , 
for δ small enough (depending on κ 8 ). By definition of κ 7 , this means in particular that
83)
and relying on similar arguments as in Lemma 3.2, we have |θ i,t − (θ i,0 + t)| ≤ C 4 δt, for t ∈ 0, 2T δ , i = 1, 2, and some positive constant
From Lemma 3.1 and Lemma 3.2 we deduce that
(3.84) The first point is to be able to replace the term p θ 2,0 +t (∆m t ) by p θ 2,0 (∆m 0 ), namely to prove that there exists some constant C 5 , independent of ε such that for all t ∈ 0, 2T δ p θ 2,0 +t (∆m t )−p θ 2,0 (∆m 0 ) ≤ C 5 δ 2 |∆θ 0 | + ε .
(3.85)
Indeed, noting first that p θ 2,0 +t (Π δ (θ 2,0 +t, θ 2,0 )∆m 0 ) = p θ 2,0 (∆m 0 ), we obtain from (3.56) and (3.47) that for t ∈ 0, 2T δ p θ 2,0 +t (∆m t ) − p θ 2,0 (∆m 0 ) = p θ 2,0 +t (∆m t ) − p θ 2,0 +t (Π δ (θ 2,0 + t, θ 2,0 )∆m 0 )
ds . for some constant C 5 > 0, independent of ε. Thus, (3.85) is a direct consequence of (3.82). Secondly, remark that
and that (3.72) implies that |∆m t | ≤ C 6 |∆m 0 | for some constant C 6 . Gathering these estimates, (3.84) and (3.85), we obtain (recall that |∆m 0 | ≤ 2δ|γ||∆θ 0 | and |∆θ 0 | ≤ δ − 1 2 ):
Since obviously neither ∆θ t nor ∆θ 0 depend on ε, one can make ε 0 in the previous estimate and obtain (3.76 ) with a κ 9 that does not depend on κ 8 , for δ small enough (depending on κ 8 ).
It remains to prove (3.77) and (3.78). Using (3.79), (3.82) and the assumption on the initial condition X 0 into (3.48), we obtain
Using (3.76), we have
(3.91) Recalling that κ 7 = 16κ 5 |γ| and choosing δ ≤ K 2κ 4 and δ ≤ KT 6 ln 2 (so that e − K 2
Concerning (3.49), by similar arguments, we have
which gives, by definition of κ 7 and T (recall (3.46)) and choosing δ ≤ 1 . Relying again on Lemma 3.2, and using the fact that p ⊥ θ 2,t (γ θ 2,t ) = 0, we have for t ∈ 0, 2T δ , (3.96) and since |θ 2,t − (θ 2,0 + t)| ≤ C 4 δt and
99)
and using the decomposition (3.52) and relying on similar estimates as made above,
So, using again (3.76), there exists a constant C 7 that does not depend on κ 8 such that 
Fixed point
Recall the definitions of the constants κ i , i = 0, . . . , 8 appearing in Section 2 and Section 3. For δ ≤ δ 4 (recall Lemma 3.4), consider the space F = F(δ) composed of the functions f : S δ → P 2 that satisfy (1)
(3)
for all θ 1 , θ 2 ∈ S δ . (4.5)
We define, for θ ∈ S δ , the distance W θ = W θ (δ, b, β) on probability measures ν that satisfy R 2 zν(dz) ∈ E θ (κ 2 δ) as follows:
where W is defined in (2.15) . We consider the distance dist F on F defined as dist F (f 1 , f 2 ) = sup θ∈S δ W θ (f 1 (θ), f 2 (θ)). (4.7)
Remark that, on F, 1 C Π W ≤ W θ ≤ C Π W and this distance is thus equivalent to the distance sup θ∈S δ W 2 (f 1 (θ), f 2 (θ)). F is then a closed subspace of C(S δ , P 2 ) (where P 2 is endowed with the standard Wasserstein-2 distance), and is thus complete when endowed with dist F .
For t ∈ 0, 2T δ we consider the map g t,f : S δ → S δ as
where µ t is the solution of (1.5) with µ 0 = f (θ). Lemma 3.4 shows that, for δ small enough, g t,f is a bijection for any f ∈ F. We consider the map Φ t : F → C(S δ , P 2 ) defined as Φ t (θ) = µ t δ , (4.9)
where µ is the solution of (1.5) with µ 0 = f g −1 t,f (θ) . To do this we consider also the solution µ 3,s starting from f 1 (θ 2,0 ). Remark first that (4.11)
On one hand, ≤ C Π C proj κ 3 κ 7 δ 1−β W θ (f 2 (θ 2,0 ), f 1 (θ 2,0 )) , (4.12)
while on the other hand, Lemma 3.3 implies that W µ 3, t δ , µ 2, t from(4.2) and (4.3) we deduce that for all θ ∈ S δ we have W ( f 0 (θ), q 0 ) ≤ κ 1 δ, and R 2 zf 0 ( dz) − γ θ = O(δ), which means that W 2 (f (θ), q γ θ ) = O(δ).
To prove the contraction property, first remark that, by equivalence of distances, if dist W 2 (µ, C σ ) ≤ cδ with c small enough, then for θ 0 = proj(m 0 ) we have m 0 ∈ E θ 0 (κ 2 δ) and W ( µ 0 , q 0 ) ≤ κ 1 δ, and for f defined as f (θ) = µ 0 , and
we have f ∈ F. Now, on one hand, for t ∈ [0, T ], Lemma 3.3 implies that if y δ t is the periodic solution defining C δ , with y δ 0 = f 0 (θ 0 ), then W (µ t , y δ t ) ≤ κ 3 W (µ 0 , y δ 0 ), and thus for ∈ [0, T ]:
On the other hand, since µ t = Φ t (f )(θ t ) and relying on the proof on Lemma 4.2 and on a basic recursion, we get that for t ≥ T : It remains thus to bound W θ 0 (µ 0 , f 0 (θ 0 )) by dist W 2 (µ 0 , C δ ). To do this we show that for a constant c we have W θ 0 (µ 0 , f (θ 0 ) ≤ cW (µ 0 , f 0 (θ)) for all θ ∈ S δ . But we have on one hand, since m 0 ∈ E θ 0 (κ 2 δ), 25) and an application of Lemma 3.2 leads to
So, for a constant C that does not depend on δ, |γ θ − γ θ 0 | = γ 1 δθ − γ 1 δθ 0 ≤ C |m 0 − γ θ |, and thus
for some constant C that does not depend on δ. On the other hand,
and W f 0 (θ), f 0 (θ 0 ) ≤ κ 7 δ 2 |θ − θ 0 | ≤ C |m 0 − γ θ |. Gathering all these estimates, we obtain W θ 0 (µ 0 , f (θ 0 ) ≤ cW (µ 0 , f 0 (θ)), with c = max(C , 1 + C ). Finally, for all t ≥ 0 and θ ∈ S δ we get: dist W 2 (µ t , C δ ) ≤ C(δ)e −λ(δ)t W 2 (µ 0 , f 0 (θ)), (4.29)
with C(δ) = 3c C 2
