Poland launched in 1994 a special economic zones experiment to maintain employment structures outside the major cities. Using difference-indifference estimations it is evaluated whether the policy has been successful in its primary objective which is to sustain employment in gminas (municipalities) more likely to be negatively affected by the economic transition. A significant and positive effect of the policy on employment is documented. But with some negative spillovers at the policy level as zones start to spread rapidly. Accounting for covariates, timing, policy spillovers and reducing imbalance through matching the average treatment effect for employment is estimated to be 60%.
Introduction
Poland introduced early on in its transition process a policy experiment aiming to give incentive to regional employment. Following the act (of October 20th, 1994 ) that introduces the zones, this experiment is entitled the Special Economic Zones policy or referred to also in brief as the 'zones policy' in this paper. In hindsight the Polish zones policy proves to be one of the largest social experiments in the cross between economic geography and economic transition in recent time. The only other parallel experiment to this is the Chinese. However, that experiment lends very little resemblance with the Polish because its focus has been the opposite. While China's economic zones have reinforced the process of economic agglomeration (as the zones are located in or adjacent to some of China's major cities and from the beginning only targeting the most developed and coastal regions), Poland's aim to do the opposite by keeping employment with a less urban, partly rural or semi-urban population thereby giving incentive to a pattern of employment outside the traditional and major urban centers on the L running from Gdansk to Poznan to Warsaw.
Towards a theory of economic zones
The theory of economic zones has since Grubel's seminal contribution (Grubel, 1982) on the political-economy of free trade zones remained relatively undeveloped. This owes in large part to the great heterogeneity in the phenomenon of economic zones, whether designed for suiting purposes of balanced or unbalanced growth (Litwack and Qian, 1998) or to facilitate international trade as part of their mandate. Economic zones theory belongs to the area of international economics called 'selective interventionism' (Westphal, 1990 , Rodrik, 2008 . Over time and as these type of policies have developed, they have started to take more importance to regional economics as often they involve a spatial dimension or place-based orientation (Barca et al, 2012) . For example, Levien (2012) suggests that zones serve a purpose of cementing institutional claims in feuds over land between farmers and manufacturers. Since Grubel's paper hence selective intervention has been increasingly steered towards that of the regional political-economy and away from the international political-economy, even though arguably the policy could still be tailored to incorporate aspects of discrimination. Part of the challenge of economic transition also concerns the political-economy of building free market economic institutions towards regulating land usage and establishing a new balance between major cities, other urban and rural areas. It is also here that the theorizing of economic zones has found its renaissance in the context of transition economies. Litwack and Qian (1998) in the context of China and Russia suggest that zones serve the dual purpose of social control and institution building. Park (2005) argues that traditional uses of space and the purpose of new institutions are thought together using zones as combined tools of reconstructivism. 1
Previous findings on employment effects of zones type policies
In a study of the Polish zones policy by Cizkowicz et al (2016) ; where the authors use aggregate firm-level data at the combined zones and poviat level (based on a dataset collated by the Ministry of Economy in Poland); it is possible to estimate quite accurately the spillover effects (in those areas where the policy has been successful in creating in-zone development) due to the availability of data on the direct employment effect of the zones policy. The authors find a positive spillover effect of the policy on employment and a neutral spillover effect on investment in Poland. Another study by Ambroziak (2015) suggests that there was no impact of the zones policy on the unemployment rate at the level of poviats. A study by Jensen and Winiarczyk (2014) using a simple difference-in-difference estimator showed that there was a small but positive effect of the zones policy on employment at the gmina (LAU2 -see footnote 1 further below) level. While the study by Cizkowicz et al is biased as a de facto policy evaluation in view to its emphasis on spillovers from only those zones that exhibit a positive development in terms of direct employment effects, the other available more traditional policy evaluation studies have in common that the policy variable lacks variability in the time dimension of its application. Furthermore, none of the available studies controlled for a potential selection bias, nor were robust methods deployed towards combating imbalances in the dataset due to area heterogeneity when comparing the treated and non-treated areas.
Outside the Polish context there is a number of papers evaluating policies of a similar content to the Polish zones policy aiming to give incentive to employment in lesser developed regions. The longitudinal and historical study of the Tennessee Valley Authority (TVA) by Kline and Moretti (2014) reports a high and sustained impact of the place-based policy on manufacturing employment. The same authors also documented a positive net present value of the TVA (which is considered the largest place-based policy experiment in US history). For another similar US program Busso et al (2010) reported a positive employment effect without any significant social loss such as increases in rents and prices. A somewhat earlier study of the Indiana Enterprise Zone by Papke (1994) reported a reduction in unemployment claims. Biagi et al (2015) in a study of structural funds paid out as investment subsidies to firms in Italy found that there was an average effect of 2 jobs created per firm subsidized. Fertig et al (2006) review the literature and evaluate some aspects of the Active Labour Market Policy (ALMP) in Germany which also aims at boosting regional employment. The regional or macro-oriented literature suggests that the ALMP in particular when combined with monetary incentives targeted at firms had a positive impact on regional employment levels. Parallel studies of the same policy implemented in East Germany after the transition found no impact of the policy on employment (Lechner and Wunsch, 2009). Martin et al (2011) studied the impact of the French cluster policy and found no robust impact of the policy on productivity, employment and exports. A later study of the same or a similar policy in France (Zones Franches Urbaine) by Givord, Rathelot and Sillard (2013) documents a short-run positive employment effect but which tends to dilute over time and with strong negative spillovers on adjacent areas.
Outside the western context a number of studies into the export processing zones take a similar character. Yet the labour market context may be dissimilar and sometimes referred to as the promotion of enclave economies at the expense of long-term development goals (for a discussion see for example Rasiah and Shari (2001) ). Aggarwal (2007) reports large employment gains for India but questioning the long-term value of the Indian zones policy on other human development indicators. Another study of using tax incentives for two underindustrialised provinces in India by Chaurey (2014) documents an employment effect of 37% using counter factual methods. Particular studies and review studies of the Chinese policy also document that in this aspect of policy China lends more on the experiences of developing countries using SEZs mainly as a temporary tool to join migrant labour with foreign capital (see e.g. Cheng and Kwan, 2000) . As privileges of zones here diluted over time it was mainly the zones such as Shenzhen, capable of learning and adapting to the new and changing circumstances over time that benefited most from China's rather particularistic place-based policy (Yeung et al, 2009 ). Due to its heavy migrant labour aspect it is nearly impossible to conduct policy evaluations of the Chinese policy on longer term labour market outcomes such as employment (see e.g. Wang, 2013 , Zheng et al 2015 .
Research objectives
The main objective in this paper is to make policy evaluation using standard tools in policy analysis and economic geography of the employment aspect of the zones policy. The approach is traditional by pooling and panelling economic areas down to the most detailed level possible (LAU2 in the EU nomenclature see also Footnote 1) with and without the policy intervention. By allowing for a time varying dimension in the policy intervention itself (which is necessary as many of the areas affected are added over time as explained in Section 2) it is possible to use standard techniques such as difference-in-difference estimators to evaluate the effectiveness of the policy intervention for employment outcomes.
Many policies are evaluated as one-time events or decisions. However, the background to this policy shows that this may in practise be a mistake and that policy evaluation needs to be sensitive to timing. The extended length of the Polish policy including the fact that it contains an ex-ante and ex-post aspect in its cross with EU regional policy makes it a unique study of its kind. The political-economy surrounding this particular policy intervention or social experiment shows that it had repercussions on the policy process in other neighbouring and adjacent economic areas, even to the extent that the policy spread to occupy quite a large number of territories across Polish economic space. Initially only 14 areas (out of a total of more around 4,000 areas at the LAU2 level) were affected by the policy. However, by 2015 13% of gminas (municipalities) or 15 % of land in Poland is under the influence of the policy according to the database collated (see Section 2 for a description of the database used in the study). Hence the research questions are:
• General treatment effect: Are the Special Economic Zones successful in their overall objective of sustaining regional employment during economic transition to capitalism? Is this result sensitive to counter factual checks?
• Policy and project-level level variation over time: Is the policy enduring or does the effect fade out at the policy or project level over the period of investigation?
Policy background
Following the Act of October 20th 1994 on Special Economic Zones (OJ, 2007) Poland decided relatively early into the transition period (that was initiated back in 1989) to introduce a set of special region by-laws allowing initially a few number (14) of designated areas to use tax incentives. This was seen as a special way to circumvent the employment losses anticipated to result from the restructuring and closing down of some of Poland's major state-owned enterprises (SOEs) (OJ, 2007, Article 4) . Initially these designated areas were so privileged that no income tax at all was to be paid (OJ, 2007, Article 12) . Also, they were to be confined in terms of the actual economic and geographical space occupied and also viewed initially as a short-termed policy easing the Polish transition up until EU accession. But chance and political circumstance paved a quite different path for the policy. Initially the reach was confined to a maximum of only 12,000 ha of land (OJ, 2007, Article 5a) later extended e.g. to 20,000 ha in OJ (2008) .
INSERT FIGURE 1 HERE But gradually the zones have accumulated their own administrative powers and it may be this factor including the inter-zone competition surfacing among the zones administrations and what then suddenly became a demand-led development (Gwosdz et al 2008) that ignited the rapid growth in areas included under the zones policy over time (see Figure 1) . New rules and regulations also developed which tended to expand the potential areas eligible to participate in the zones policy (see e.g. CoM, 2008a CoM, , 2008b . Therefore it is open to interpretation why the policy made the transition from the initial pilot phase to the roll-out phase that started in the late 1990s and early 2000s. Possibly it was related with the opportunity the policy offered in terms of combining the managerial capabilities of the zones administrations with the administrative capacity that future integration of Poland with the European Union's structural fund policy would require. Undoubtedly the initial expectations that the zones policy would be dismantled once Poland was to become a member of the European Union put an initial dampener on its reach. Hence when the main privilege of tax exemptions was renegotiated to fit with European Union law (OJ, 2003) , it opened the possibility for a longer survival of the policy than perhaps initially envisioned (negotiated with the EU in 2002 and taking effect 4 from 2003 onwards where the policy timeframe was extended until 2017). Then chance would that the financial crisis changed the relative negotiation power of national governments vis-a-vis the European Union. This in the case of Poland paved the way for further exemption (taking effect from 2014 onwards, where now the policy is expected to last at least until 2026, see KPMG, 2013) from a policy that is fundamentally considered to be in violation of EU Competition Law. Hence the Polish government has been able recurrently (effective in 2003 and again in 2014) to extend the phasing out of the policy, however, by also agreeing to a gradual phasing out of the tax incentives (KPMG, 2013 ). This will eventually ease the termination of the policy; as it is currently being phased out; but instead through a gradual erosion in tax privileges. As the reach and success of the policy has grown over time now combined with EU regional policy it may possibly have changed the long run regional development trend in Poland.
This paper attempts to evaluate such judgments on more scientific grounds, foremost by asserting whether the policy did achieve to affect the long run trend in regional employment of the areas affected by the zones policy.
Data and methodology
The data was downloaded from the Polish Local Databank over several periods. The final dataset is consolidated to cover the period 1995-2014. However, initial analysis also shows that the period 1995-1999 must be considered interim or a pilot phase (see also Section 3.2 below). Hence without major omissions and due to limitations in the data download dimensionality of the Local Databank most of the research presented here focuses on what is termed the roll-out and consolidation periods (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) ) (see also further below for a definition and discussion hereof). All variables except for the policy variable stems from the Polish Local Databank. The policy variable has been collected over several rounds. Initially the policy variable is based on published information about the areas affected by the zones policy in various consultant oriented publications from KPMG (e.g. KPMG, 2009, 20011) . Finally, in 2015 primary data was collected directly from each zones administration (of which there are now 14 as named in Figure 1 above), the objective now being to specifically document the time dimension of when each area came into each of the 14 special economic zones managed by these individual zones administrations. The result of this data collection effort is also shown with Map 1.
INSERT MAP 1 HERE
Main variables
The main variables of interest is the outcome variable: employment; and the policy or treatment variable which consist in a time invariant dummy SEZ i (demarcating treated vs. non-treated areas without any specific time reference) and a matrix of time variant treatment dummies at the level of gminas (or LAU2 in Eurostat terminology 1 ) W it (demarcting whether an area is currently in treatment or not). Compared to previous working papers and attempts to study the treatment effect, this paper solely focuses on the level of gminas (municipalities). This is important as treatment, while dispersed across Polish economic space (see Map 1), is very specifically confined to only affect certain economic areas (hence place-based) and by 2014 approximately 13% of all gminas are involved in the zones policy. The rest of the economic areas (or some of them) are used as counter factuals in order to estimate the average treatment effect. Given the cross-regional dispersion of the zones policy renders it near impossible to conduct evaluation of the employment effect of the policy at any other level of detail than the chosen. Already at the Poviat (LAU1) level more than 50% of the areas are affected by the policy. At the provincial (NUTS3) level there are only 3 provinces without any impact from the zones policy.
Employment in Table 1 is considered both as an absolute and relative variable, where the employment rate is defined in this study as employment over working age population 2 . The descriptive statistics confirm that the zones policy has targeted areas with higher employment and above average employment rates. The data in Table 1 also confirms that the policy has targeted urbanised areas with a relatively higher number of SOEs, but outside the major metropolitan areas which are not eligible to use incentives under the policy. While there is strong indication of selection on the SOE variable it does not lead to a complete separation between the treatment and control group and the difference is reduced over time as privatisation progresses (see also Table 5b ).
In addition to the dependent variable (employment), several control variables are used in the study to control for area heterogeneity. These control variables are also listed in Table 1 . The equality of means test (t-test) shows that on these various control variables, special economic zones do stand out as being special on almost every single aspect, notably a much higher population of firms and higher public spending on both education, infrastructure and public investment property. They are also much more likely to be located in gminas that are classified as urban (note that this variable is time invariant and therefore disappears into the fixed effects in the subsequent regressions). The only variable for which there was found to be no significant difference across areas with and without the zones policy, was on the investment outlays with firms.
The reported trend variables (pooled and panelled) in the last two columns of Table 1 demonstrate the persistence of these series generally for the pool and 1 In the Eurostat NUTS (Nomenclature of Territorial Units for Statistics) classification there are three levels regulated by the European Union. For example, at the NUTS3 level the population size of an economic area is between 150,000 and 800,000. However, the LAU1 and LAU2 (formerly NUTS4 and NUTS5) is regulated individually by each country. In Poland the LAU2 level includes municipalities (gminas) varying in size from 300 to 43,000 permanent residents 2 Note that the employment rate reported here greatly differs from official employment statistics that are based on participation rates measured using labour force surveys. The official employment rate is typically much higher as a large part of the working age population does not register as active in terms of participating in the labour force. This difference is not captured with the regional statistics available from the Polish Local Databank.
specifically within the structured panel of gminas over time. For example, while employment is persistent over time in the pool, the panelled trend demonstrates that there is significant labour mobility across gminas taking place over the period of study. Employment and employment rate are; along with the share of land devoted to agriculture and EU subsidies per capita; among the least persistent variables in the panelled trend. Other variables such as government grants (subsidies) per capita and the population of private firms are highly persistent in their panelled trends.
INSERT TABLE 1 HERE
Econometric strategy
The econometric approach is a difference-in-difference estimator adjusted for the panel character of the data. The standard difference-in-difference framework requires two sets of observation over two periods (before and during policy treatment where the second period is represented with dummy d2), for example, one set of economic areas (areas B represented with dummy BdB) subject to policy treatment in the second period and another set of areas that are never subject to treatment (areas A represented with the intercept):
1) The panel setting is quite similar. The only difference being that there are more than two time periods and that policy treatment is something that happens continuously and gradually over time rather than in the discrete manner described in the two-by-two framework introduced above. Hence the equation to be estimated in a panel data setup translates into the following, the main difference being that covariates X are introduced to control for heterogeneity and W it is now a matrix of policy treatment dummies (replacing the ordinary treatment interaction effect in Equation 1 δ 1 d2 * dB) over time and take the value of one when the area is undergoing treatment (e.g. subject to the zones policy):
The main caveats of this approach in a panel data setting is that there may be fundamental differences (or heterogeneity) among the economic areas that are not controlled for. Developments of each area over time may be due to third factors that are not controlled for but could be ascribed to the policy experiment. According to Wooldridge (2010, Page 904) this problem can be circumvented if many controls are used whereby the treatment becomes exogenous. Here a major advantage of panel data is that fixed effects together with a reasonable number of controls alleviates this problem. The procedure described in Wooldrige is followed whereby heterogeneity across treated and untreated areas is appropriately accounted for, e.g. introducing a separate effect for each control variable X across treated and untreated areas using the mean difference deviation approach as suggested in Wooldridge (2010, Page 968) :
3) A related problem concerns the selection bias which unlike heterogeneity takes an ex-ante character to the policy treatment and hence creates an endogeneity problem with respect to the interpretation of the parameter estimate for the policy variable. It is shown below with descriptive statistics that while the problem does exist that special economic zones are different from other areas in almost every respect (except for capital investment), this is true in particular for the selection variables of state owned enterprises and high employment areas (prone for future unemployment). The legal aspects of the zones policy also suggests that the main selection variable concerns the prior distribution of state owned enterprises and that special economic zones are more likely to be located in areas with a high concentration of SOEs prior to the speeding up of the privatisation process in 1998. Hence areas added later to the zones policy will be less prone for this selection bias compared to areas added relatively early in the history of the policy.
Two matching procedures are used to adjust for the selection bias. Due to King and Nielsen (2016) Mahalanobis distance matching on selected variables (in 1999) is chosen as the best procedure to reduce imbalance and model dependence. However, since the paper deals with population rather than sample data this standard matching procedure is complemented by a manual sample selection procedure that slices the data up similarly to the Mahalanobis matching procedure but without excluding outlier areas from the analysis. Besides the ordinary matrix of treatment dummies this can be expanded in different ways towards accounting for spatial and timing effects of the policy treatment. Initially the estimations include a spatial lag by constructing a spatial weighting matrix for the policy variable. This is done following the instructions in Drukker et al. (2013) through the creation of a contiguity matrix (or inverse distance matrix) using the shape file for the NTS5 level (obtained from the Central Statistical Office in Poland) and by connecting the output of the contiguity matrix with the information contained in the W it variable. Hereby the spatial lag becomes a normalized representation (between 0 and 1) of whether an area is located in proximity to areas having implemented the zones policy and over time. This spatial lag is included in the original Equation 3. However, these results suggest that the spatial lag process could be driven by spillovers not at the outcome level of the policy (employment) but the policy level, e.g. areas adjacent to areas with the zones policy (as measured with the spatial lags) are much more likely to adopt the policy than other areas 3 . This indirect lag process present in the data therefore emphasises the importance of controlling for the timing aspect of the policy. For example, Wooldridge (2010, page 969) suggests to expand the matrix of treatment dummies into a T xT matrix of treatment dum-mies. In view to the high number of T in the present study a somewhat simpler approach is adopted to account for timing aspects of the policy treatment. A simple trend ( ) is used where at the policy level the treatment dummies (W it 's) are simply interacted with a trend variable t = 1..T in the year of observations. Hereby is accounted for the year in the policy horizon that each area is treated: it = W it * t (Eq. 4) Accounting for project level timing can also be subjected to a relatively simple trend, instead adopting a trend variable that varies at the level of each individual economic area treated with the number of years that the particular area has been in treatment:
ϑ it = T t=1 W it (Eq. 5) These timing effects of the policy are added to Equation 3 individually and in combination.
4 Regression results 4.1 Difference-in-difference base estimates Table 2 shows the results from applying the simple difference-in-difference estimator to the data without any covariates besides time dummies. Any heterogeneity existing across treated and untreated areas is captured with the area level dummy (SEZ i ) which takes the value of 1 for all treated ares and is time invariant. These results confirm the descriptive statistics, that the areas with zones are generally quite special.
INSERT TABLE 2 HERE Initial results for the main research question; being whether areas undergoing policy treatment do experience an improvement in employment levels over time; is answered with Table 2 showing that the average treatment effect is positive and significant although quite small (of around 3.9% on average 4 ). Differences over the time horizon of the policy also confirm that the period 1995-1999 is a pilot phase, whereas the main effect of the policy is centred around the run-up to the EU accession in 2004 after which the effect of the policy starts to fade out or go into a different phase. The consolidation phase is also marked by a period where the EU structural funds start to take effect on regional development patterns in Poland. Here the focus is solely on the robustness of the results obtained with Table 2 as to there being a positive employment effect of the zones policy also taking into account dynamic aspects of the policy. The research now focuses on the period of the policy after it is rolled out in 1999 onwards.
Introducing covariates into the difference-in-difference estimator
In Table 3 the results are listed for the extended version of the basic differencein-difference estimator in Table 2 for panel data. Control is here made for general area heterogeneity adopting the approach suggested in Wooldridge as introduced earlier. Spatial lags are also included to test whether the zones policy has a positive or negative spillover effect on gminas bordering on the gminas that have adopted the zones policy.
INSERT TABLE 3 HERE Table 3 shows that once area heterogeneity is addressed and only when it is accounted for across areas in and out of treatment, it increases the effect of being in treatment with a factor of around 6 (to around 24% on average in Column 4, Table 3 ). But the large differences across columns in Table 3 also suggest that results suffer from model dependence due to sample imbalances (King and Nielsen, 2016) . The spatial lags based on the contiguity matrix are negative but insignificant (whereas those based on an inverse distance matrix are positive and relatively large but insignificant). This suggests that there may be a negative spillover effect from the policy on areas adjacent to the zones but that it does not run directly through the dependent variable (employment). A Granger causality test between the zones policy dummy and its spatial lag (based on the contiguity matrix) shows that causality runs from the lag to the zones policy rather than vice-versa. This confirms that if the policy has a spillover effect on neighbouring areas it takes place at the policy level. This can also explain why the spatial lags are insignificant. As new areas learn about the policy from neighboring areas they are more likely to adopt it. Hence any negative spillover effects on employment levels in gminas adjacent to gminas that have adopted the policy is likely to be preceded by the policy adoption effect. Table 4 expands on these results with respect to the more dynamic aspects of the treatment effect while maintaining the most salient covariates from Table  3 and also taking into account that some variables reduce the length of the panel especially in the beginning of the policy horizon. Therefore the two covariates 'infrastructure spending' and 'public investment property expenditure' are dropped from the analysis. Hereby the whole panel is maintained over the period 1999-2014 for further analysis.
Introducing dynamic policy effects
INSERT TABLE 4 HERE Two dynamic aspects of the policy are accounted for with the trended policy variables introduced in Table 4 . As explained earlier the first variable accounts for the trend at the policy level by interacting the SEZ time variant dummies (the W it s) with the general time trend over the policy horizon starting from the roll-out period (e.g. 1999-2014 where 1999 is trend=1, 2000 is trend=2 etc.).
Another similar variable is adopted at the project level, here accounting more specifically for the time that the policy has been active in each individual gmina. With these variables it is tested how the treatment effect changes with the the policy horizon at the policy or aggregate level of the zones policy and at the project level. The alternative would require to insert a matrix of T xT or 256 dummy variables which has its limitations even cogently to report and summarize.
With the results in Table 4 it is observed that the employment effect of the policy does tend to wear out over time. The results demonstrate that timing is important to account for. Now the average treatment effect goes up to 116% but leveling out over time meaning that late adopters of the policy benefit on average less which is similar to a negative spillover effect at the policy level. While at the project level there is a positive learning effect on employment.
Robustness check using sample matching
Adding to the above results, Table 5A and 5B mainly serve as a robustness check yet moves to a rather crucial question in the research. Namely whether the results are robust to prior screening or the pre-selection criteria used for choosing areas eligible to participate in the policy. Owing to King and Nielsen (2016) the best approach to matching in this situation is Mahalanobis distance matching. This procedure is used in Table 5A whereby imbalance in the sample is reduced (e.g. some outlier areas disappear from the analysis and especially those that due to the slicing procedure are in the very high end of the distribution in terms of number of SOEs in 1999). The specific variables that were chosen to select the balanced sample are shown in the notes to Table 5A . These are chosen in a compromise between salience (e.g. more likely to be input rather than outcome related variables due to the policy) and not including too many or overlapping variables as the routine is also sensitive to the number of variables specified for the match. Exact matching is only possible on categorical variables such as the urban gmina dummies or close to categorical variables with a limited number of outcome possibilities such as number of SOEs. Both variables (employment and SOEs) are the most important inputs in the Mahalanobis matching procedure. Hereby we can see that the former discussed model dependence almost disappears and due to the matching procedure the results stabilise at an average treatment effect between 40-60%.
INSERT TABLE 5A HERE Alternatively and in view to that the present research concerns the population level and not a sample, one may argue that outliers are still relevant to account for in a broader understanding of treatment effects. To include outliers in the matching procedure a more manual approach is also taken but again slicing on the SOE variable. Here we have access to information about the prior distribution of SOEs in 1995 whereby it is also ensured that selection is on an ex-ante variable. Moving from the results for the full sample replicated from Table 4 with the first column in Table 5B ; as we move towards the right, the sample compared becomes narrower and narrower as we increase the number of SOEs that were present in each area prior to selection or here documented with data from 1995. For example, the 2nd column shows results for all areas that had any SOEs and this process is continued until the two samples are almost identical in the third last column (or column 5). Here we compare outlier areas in Poland that had more than 25 SOEs in 1995 (of which there were 455 in the full sample out of which approximately half or 218 were in treatment).
INSERT TABLE 5B HERE After column 5, areas in treatment (with W it = 1) start to take precedence in the sample and become almost the entire sample when the number of SOEs in 1995 goes to 100 and above. Therefore the policy effect waters out as there is nothing left to compare with at this level of outlier areas. Notice that the samples are reported in the last row of Table 5 . For this uppper part of the population in terms of prior SOE distribution, the average treatment effect (captured with W it) jumps now to 131% (see Footnote 3) while the levelling off effect in between the policy level and project level also increases now to around 3-4% per year. Hence very narrowly comparing areas with a similar distribution of SOEs in 1995 with and without the policy, shows that the policy does have a quite large effect in terms of maintaining regional employment and especially in the areas that are the most vulnerable to transition and privatisation. Notice also here the wording of 'maintaining' rather than increasing since this is considered in fact more the result of the policy in a relatively stable national employment environment over the course of transition (see Table 2 ).
Discussion and conclusion
The objective of the paper is to evaluate the Polish special economic zones policy on its main objective which has been to sustain employment in areas that are more likely to suffer employment losses in economic transition. During the pilot phase the policy was largely unsuccessful and was under threat of becoming extinct. Turnaround started to happen in the roll-out phase (when there was a shift from a supply-led to a demand-led model of land development) and the desired results for employment took place in the consolidation phase now also aided by support from EU regional policy. A review of the legal foundations underlying the policy combined with practical outcomes and renegotiations with the EU about the zones policy demonstrate significant policy learning over time. Chance and opportunity in combination paved the way for a much more far reaching and gradual employment policy than anyone had envisioned at the beginning of the process back in 1994. While areas have been added to the policy over time, the main privilege, originally a full tax exemption, has been subject to a gradual and layered phasing out over time. As areas converge on the national income average, tax privileges will be phased out. Currently it is expected that the policy will loose its mandate in 2026 up from 2017 due to a recent renegotiation with the European Commission in 2013.
Given the main objective of the research the choice of methodology falls on a difference-in-difference estimator adjusted to a panel data setting. This methodology is extended to address area heterogeneity by inclusion of fixed effects and relevant covariates including spatial lags towards explaining the developments in regional employment over time. The spatial lags are insignificant but their inclusion leads to the finding that the spatial lags Granger cause the policy variable, meaning that the policy over time spreads more likely to gminas bordering on existing zones than any other areas. Inclusion is also made of policy trended variables seeking to address the dynamic aspects of policy outcomes over time thereby also shifting the interpretation of an average treatment effect and time invariant spatial lags in the study, to one that may show considerable variation both over the horizon of the policy itself and at the level of individual treatment of each area or policy 'project'. These results confirm the previous findings and show that as the policy spreads to adjacent areas there is some tendency for the effect on employment to level out across all treated areas. This would be similar to a negative spillover effect over time but captured in a somewhat different way.
Robustness checks using sample matching based on Mahalanobis mathcing and a more simple pre-selection criteria procedure similar to a pure match on the main screening variable (SOEs) are adopted. Reducing model dependence through sample balancing confirms an average treatment effect on the gminas (but excluding outliers from the population) at around 60%. While a simpler manual matching approach also suggests that this effect may be as high as 130% at the high end of the distribution in terms of socialist production legacy of individual gminas.
These results are not out of line with some of the prior research that has been able to quite precisely document employment effects of place-based policies such as the study of the Tennessee Valley Authority by Moretti and Kline (2014) . Outside the highly developed country context few studies are available that can offer as detailed a policy evaluation as this and other studies of the Polish context have been able to do. The main reason in the case of China is the problematic issue of accounting for employment effects when a policy relies so significantly on migrant labour. In other developing and transition country cases it has more to do with the barriers to getting as high quality and accurate data as we find it published in the Polish Local Databank. However, the literature review also shows how difficult it is to draw general lessons from comparing the headline results of many studies as there are a large number of underlying differences in methodologies, datasets, level of geographical detailedness and not least the theories that inform the studies and therefore also the hypothesis forming process. To draw more general lessons from the present study in relation to the greater literature on Special Economic Zones, it would be necessary to conduct a meta study where such differences are better accounted for. The comparison between this paper and the findings of Cizkowicz et al (2016) is a good case in point, as both the focus (direct vs. indirect or spillover effects), the theory perspectives (mainstream vs. political economy), the datasets (based on information that is collected at the centralised vs. decentralised levels) and the level of geographical detailedness (e.g. 379 counties vs. 3,829 municipalities) differ. Here it is proposed that the conclusions of the study by Cizkowicz et al (2016) could perhaps be too overtly positive as to the market-driven aspects of spillover processes associated with the policy due to the fact that it is difficult with that particular dataset and the specific perspective to account for the political-economy process which is taking place a the level of the zones administrations (now the focal points of public policy administration in Poland related with the SEZs and not the traditional local administrative authorities). The exact role of the zones administrations in creating the policy outocme is an important topic to be addressed in future research. * p < 0.05, ** p < 0.01, *** p < 0.001 a/ The reported means refers to the grand means over the full period of study (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) 1995-2014 1999-2014 2006-2014 2009-2014 Table 6 -Preferred specification from Table 3 estimated with GMM and policy variables as endogenous
