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A Finite Memory Model for Haptic Teleoperation 
Morris Driels and Philip Beierl 
Absb.ncf-This paper is  concerned with modeling the haptic exploration 
and recognition of objects using a teleoperator mechanism. Three factors 
are identified which determine the success with which objects may be 
recognized: a) correct feature identification, b) interpretation of spatial 
data between features, and e) the ability to retain in memory the sequence 
of features identified. A haptic cognitive model is proposed which incor- 
porates these factors, with emphasis on part e). The performance of the 
cognitive model is Bssessed with respect to previously obtained data, and 
further experiments are conducted to determine the number of features 
an operator can correctly recall when probing a remote object. 
I. INTRODUCTION 
At the present time, considerable effort is being used to de- 
velop vehicles which may work in remote, hazardous environments 
controlled by telepresence. In these situations, the human operator 
is supplied with sensory feedback from the remote environment 
in a natural manner, and with such high fidelity that they feel 
as though they are in the environment themselves, performing the 
tasks actually being accomplished by the remote, or robotic work 
vehicle. These vehicles have obvious application in environments 
such as space, under the sea, or in highly contaminated buildings. 
In this paper we are interested primarily in undersea applications, 
for reasons that will be explained later. An example of a proposed 
telepresent system meant to replace divers for various deep-sea repair, 
inspection, and rescue missions is shown in Fig. 1. In this application, 
bilateral force feedback between the operator on a surface ship, 
and the remote robotic workhead, together with visual, auditory and 
tactile information will allow the operator to perform diver-like tasks 
through telepresence. 
In particular, we are interested in the haptic, or touch sensory 
channel, since divers tell us that much of what they can accomplish 
is done in poor visibility conditions, and touch sensing is apparently 
substituted for visual sensing with little loss in mission performance 
[ 13. This issue is of importance in the short term for remotely operated 
vehicles since a better quantitative understanding of the mechanics 
of touch sensing will lead to design improvements in teleoperators 
so as to maximize the relevant data flow from the remote vehicle. In 
the long term autonomous underwater vehicles may be required to 
automatically identify remote object based solely on touch sensing. 
It is important to know therefore what information is gathered during 
touching, and how this information is compiled into an object which 
may be recognized. 
II. PRIOR WORK 
At this point, the haptic system is defined to be comprised of two 
major sensory systems. The first is the tactile system comprising 
receptors located in the fingers and the palm, while the other is 
the kinesthetic (sometimes called the proprioceptive) system which 
uses information from the spatial position of the major limbs (wrist, 
forearm, upper arm) to determine the location of an object in space, 
when these objects are in contact with the hand or arm. In this work 
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Fig. 1. Undersea telerubotic manipulator system. 
we use the definition of proprioception (or kinesthesis) given by 
Gibson [2], who regards it as a sense of location, and movement. 
Attention is focussed on the kinesthetic system since the original 
thrust of the work was to understand the mechanics of haptic probing 
strategies and the identification of objects in hazardous environments, 
where much of the tactile (and possibly visual) sensory modes were 
absent. 
Previous work in haptic search through direct contact has con- 
cluded that although the human haptic system may be used to rec- 
ognize small three-dimensional objects both accurately and quickly, 
two-dimensional object recognition is accomplished less successfully. 
In the tests reported by Lederman, Klatzky, and Barber [3], raised 
two-dimensional profiles were traced and recognition was attempted, 
resulting in poor performance. In other work on three-dimensional 
object recognition reported by Klatzky, Lederman, and Metzger 
[4] blindfolded subjects were allowed to pick up one of a set of 
100 common objects and attempt recognition. In these tests, good 
results were obtained, with only 4% of the tests resulting in mis-  
classification. Lederman, Klatzky, and Bajcsy [3] report other work 
which supports their conclusions that the haptic system is poorer 
at recognizing two-dimensional shapes compared to its abilities 
regarding three-dimensional objects. 
It has to be recognized that in the previously referenced work, the 
objects were directly handled by the subjects and were of such size 
that the fingers could totally enclose the test object, thereby giving 
the subject a global perception of size and boundaries. In addition, the 
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Fig. 2. Telemanipulator probing object. 
two-dimensional objects belonged to a rather obscure and unnatural 
set, such as a raised profile of South America. This combination of 
object sets may explain the somewhat counter-intuitive conclusion 
that three-dimensional objects are more easily recognized than two- 
dimensional objects. In the present study we are more interested in 
larger objects, such as aircraft parts, and the probing or exploration 
is performed with a telemanipulator placed between the object and 
the human operator. Clearly, the fidelity with which the teleoperator 
mechanism passes sensory data (force, position, etc.) from the remote 
to the master unit, affects the ability of the operator to identify the 
object being probed. The author has also performed some work into 
haptic search, using a similar force reflecting telemanipulator and 
object set to the ones used in the work reported here [5 ] .  The purpose 
of the previous work focussed on the effects of the mechanical 
properties of the telemanipulator on the recognition of haptically 
probed objects. 
111. THEORY 
A. Sequential Haptic Probing 
Recent work by the author and Acosta [6] used a force reflecting 
telemanipulator fitted with a single probe, which effectively elim- 
inates the tactile sense from the haptic system, leaving only the 
proprioceptive component available to the operator. Fig. 2 illustrates 
the experimental setup. Operators with their vision and hearing 
masked were requested to identify a raised two-dimensional letter 
of the alphabet mounted on a flat board using a force reflecting tele- 
manipulator. Subjects invariably followed the contour of the object, 
identifying features of the object in sequence until the complete object 
is recognized. Significantly, though not surprisingly, there were no 
saccadic movements across the letter as would be expected in visual 
scanning [7]. For further details of the comparison of haptic and visual 
probing, readers are referred to reference [6]. Without the benefit of 
peripheral vision to guide the movement of the probe, subjects would 
try to maintain contact with the object being investigated and thus 
had no choice but to examine each feature in the order encountered. 
B. Haptic Recognition Model 
It is proposed that for the type of explorative procedure just 
described, in which only the proprioceptive sense is available, identi- 
fication or recognition is made by matching the sequence of features 
encountered with a set of internal representations, or models, of 
possible objects. This is frequently referred to as a top-down, or 
model-based, cognition process. Such models are not necessarily 
restricted to haptic exploration, but to recognition using other senses 
also. Although the question of how the internal representation is 
stored in memory is beyond the scope of this study, certain variables 
are believed to directly affect the matching process. These variables 
measure 
1) the ability to correctly identify individual features, 
2) the ability to correctly interpret spatial relationships between 
3) the ability to retain a short term memory of the features, their 
It is further proposed that this model is comparable to a search of the 
memory library for the best match, perhaps accommodating a limited 
number of incorrectly identified features if no confusion with other 
possible objects occurs. Each of the model’s characteristics listed 
above will play a role in the recognition process, and their combined 
effects may be represented in Fig. 3, which is our model of the haptic 
cognition mechanism. In this study, emphasis will be placed on the 
role of finite memory in the cognition model, for reasons described 
in the discussion of the other two aspects of the model which follow. 
Feature IdentiJcation: In the type of proprioceptive probing de- 
scribed, the ability to correctly identify a single feature correctly 
depends on both physiological and mechanical effects. The first of 
these is concerned with the ability to exercise sufficiently fine motor 
and sensory control over the actuation and response of the telema- 
nipulator. Being able to distinguish between a straight edge and a 
gradually curving one is an example of how physiological limitations 
prevent accurate discrimination of sensory data. Mechanical effects 
associated with the telemanipulator also prohibit accurate sensing. 
Such effects include internal and external friction, stiffness, inertia, 
the size of the end effector in relation to the size of the object probed, 
and kinematic redundancy of the telemanipulator. Further discussion 
of these effects may be found in [5].  Such effects will certainly 
degrade haptic recognition capability, but we are not concerned so 
much with how the inability to recognize individual features appears, 
rather on what effect it has on the cognition process. In some of the 
work that follows, a recognition error rate of x% is assumed. Data 
to define x would be obtained from the mechanical properties of the 
telemanipulator and the environment in which it works, and is of no 
real concern to us. What is important, is how 2 affects the ability 
to recognize objects. 
Spatial Information: If knowledge of spatial relationships between 
features rather than the features, or sequence of features, were more 
important to arrive at successful identification, one would expect 
subjects to make haptic movements of a saccadic nature to establish 
such spatial relationships. This is not observed to be the case, since 
the subject is mentally constrained to follow the edge of the object. 
If the subject moves the probe away from the object, he cannot, with 
confidence, return in close proximity to the point of departure and 
continue the search. Apparently emphasis is placed on the acquisition 
of features rather than the relative positions between them. The only 
time this rule appears to be broken is when the subject is confident he 
knows what the object is and its orientation on the task board. Then 
probing of selected features perhaps unique to the object (such as the 
tail on the letter Q) is used in a confirmatory phase. This process 
however has nothing to do with the exploratory phase leading to 
recognition. It is further argued that spatial information is indirectly 
coded into features themselves. For example, an outside acute angle 
subtended by two straight lines points to the two features either side 
of the angle as surely as a vector. Such features contain spatial data 
regarding sequential features without directly probing the object. In 
the work reported in this paper, no account of spatial data was 
measured or included in the study. This is not to argue that it is 
negligible, but to suggest that its role is not as significant as finite 
these features, and 
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Fig. 4. Memory models. 
memory limitations. Spatial data will be the focus of further study 
to be reported later. 
Finite Memory: Human memory is commonly divided into three 
categories: immediate (sensory) memory, primary memory, and sec- 
ondary memory, although there is no consensus on what these terms 
mean precisely [8]. Immediate memory is measured in milliseconds, 
and is the time during which raw sensory stimuli can be retained 
for processing into semantic form. The primary memory, or work 
memory [9],  has been estimated by various researchers to be limited 
to about seven items, and has been described as a buffer storage 
device in which a limited number of slots are available. Fig. 4 
indicates two theoretical models of memory [lo]. The longer an 
- i tem remains in the buffer, the more opportunity for rehearsal and 
the more information about the item is transferred into secondary 
memory. When a new item enters the buffer, an existing item is 
replaced. Secondary memory is more permanent storage. Items may 
be retrieved from either primary or secondary memory. The two main 
effects thought to hamper extraction of data in memory are decay of 
unwanted data (particularly in primary memory), and interference 
between similar stored items. As applied to the finite memory model, 
each feature will be considered an item that occupies one slot of 
primary memory. 
IV. EXPERIMENTAL METHOD 
The experimental method consists of two parts. In the first, the 
effect of finite, though unknown, memory size is used to determine 
the effect of recognition of objects. This part of the work is done 
using a computer model of the human cognitive model. The second 
part of the work attempts to determine a figure for the number of 
objects capable of being retained in the working memory, without 
consideration of ambiguity of features, or their spatial relationship. 
A. Cognitive Model 
A computer simulation of the finite, short term memory model 
has been developed. Although several programming environments 
are available to implement the model, a simple FORTRAN code was 
written to perform the task. The essential elements of the program 
include a library of known objects, a mechanism to simulate errors 
in feature identification, a mechanism to impose limits on primary 
memory and a cognitive process which matches pseudo experimental 
data to the objects in the library. The intent of the simulation is not 
to duplicate the human cognitive process, but to provide a model of 
it and allow the key variables to be adjusted so as to exhibit their 
influence on the cognitive process. Comparison of the model and real 
human behavior will give a measure of how close this model comes 
to reality. 
Object Set and Descriptors: Any set of two-dimensional objects 
could be used as the test set, as long as they can be described in 
a quantitative manner. The English alphabet in block capitals was 
chosen in this instance because it is familiar, large enough to be 
challenging, and has been used in previous work to provide actual 
data on human exploration [ 111. Each object will be described by 
a string of alphanumeric characters, each corresponding to a feature 
from which all objects in the set are made up. The list of standard 





Character String (Clockwise from Bottom Left): Character String (Clockwise from Bottom Left): 
3L5S5L3S5M6M6M5S3L5S5L3S5M6M6M5S 71 s191s171 s191s 
Fig. 5. Letter A and associated feature string. 
features is as follows: 
1 = outside right angle 
2 = inside right angle 
3 = outside acute angle 
4 = inside acute angle 
5 = outside obtuse angle 
6 = inside obtuse angle 
7 = large outside curve 
8 = small outside curve 
9 = large inside curve 
0 = small inside curve 
L = long straight edge 
M = medium straight edge 
S = small straight edge 
The encoded representation of the letters in the library consists of 
a circular character string of the features that make up the letter 
in the sequential order in which they occur, as the letter is traced. 
The circular aspect is accomplished by repeating the string and 
connecting it end to end ensuring that the entire contour of the letter is 
represented regardless of the starting point. Examples of some letters 
and their character strings are shown in Figs. 5 and 6. Depending 
on the direction the letter is traced, a different sequence of features 
will be encountered, unless the letter is symmetrical about some 
axis. To accommodate this fact, asymmetric letters are listed twice 
for clockwise and counter clockwise probing. Many letters contain 
internal pockets which cannot be reached without leaving the external 
contour, however all such letters may be uniquely determined from 
the outside contour alone. This enables the internal contour to be 
ignored for this work. 
Fig. 6.  Letter C and associated feature string. 
Feature IdentiJcation: The mechanical and physiological effects 
that lead to errors in feature identification are introduced artificially 
into the input string representing experimental data. This input string 
is obtained from a library string encompassing one circuit around 
a sample letter starting from a random point. In order to simulate a 
given amount of human error, the input string is corrupted by injecting 
a specific percentage of incorrect features, where the location of the 
altered features are chosen randomly within the string. Each altered 
feature is replaced with a substitute feature which might reasonably 
be expected to be confused with the correct feature; e.g., an outside 
right angle might be replaced with an outside obtuse angle, but not 
with a long straight edge. 
No modeling of spatial data is attempted, but the effect of finite 
memory is accomplished by limiting the length of the pseudo- 
experimental data to the number of items assumed for the memory 
length. The cognitive process is modeled by attempting to match the 
input data string, element by element, to one of the stored library 
strings representing the object set, until a match is found. For example, 
if memory is assumed to be limited to eight characters, no data errors 
occur, and the letter C is the test object, a random, eight character 
data string extracted from the letter might comprise 
Input string : 191S171S 
Library string for “C” : 71S191S171S191 





71S(191S171S)191S : Match! 
If there are no feature identification errors in the data string, a 
match will always be found, although if the string is short, it may 
also be present in other letters too. 
If the input string has been corrupted by feature identification 
errors, it will no longer be possible to find a perfect match. In this case 
the simulation conducts a similar matching process, but remembers 
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those library strings for which a close match is found. Close matches 
are measured by the number of features which do not match, thus 
the nearest thing to a perfect match is a result with one error. The 
simulation tests for “reasonable” closeness to the error between the 
feature obtained and the feature expected for an exact match. 
Feature Identification With Errors and Finite Memory: If the mem- 
ory is limited, the comparative process described above is modified 
so that string matching will now take place between segments of the 
input string of length equal to the memory length, and segments of 
the library strings for all objects, also of the same length. Consider 
for example another input data string for the letter C, this time with 
a 10% feature identification error corresponding to one error in the 
eight character string. In addition, the length of the memory is set to 
5 characters. This produces four possible data sub-strings, as shown 
in the following: 
Input data string for letter “C” : S171S191  
Corrupted data string (10% error) : S 1 7 1 S l L 1  
( S 1 7 1 S ) l L l  : 1st segment of memory length = 5 
S ( 1 7 1 S l ) L l  : 2nd segment 
S l ( 7 1 S l L ) l  : 3rd segment 
S 1 7 ( 1 S l L l )  : 4th segment 
These four segments will be compared to every five-character string 
in each letter of the library. Note that in comparing the segments to the 
library string for the letter C, segments 3 and 4 will only give a close 
match because of the feature identification errors, while segments 1 
and 2 will provide exact matches, because the errors did not occur 
in this part of the data string. Further, feature identification errors 
combined with finite memory length may lead to incorrect matches, 
as is the case here when testing against the library string for the 
letter I. 
Library string for the letter “I” : 1 L l S l L l S l L l S l L  
l L ( 1 S l L l ) S l L l S l L  : 4th segment match! 
Pegormance Assessment: Two categories of match are defined: a) 
those that lead to correct identification I, and b) those those that lead 
to incorrect identification I w .  A score S is computed by 
s = L  (1) 
I C  + I, 
If no exact matches are made, the same score is computed based on 
nearest matches of the same number of errors. Thus if no perfect 
matches and no matches for one error were found, S would be 
computed from close matches with two errors which would lead to 
correct identification, and close matches with two errors which would 
lead to incorrect identification. Averaging the score for a set of input 
strings for each letter in the library will result in the recognition rate 
R,. For The example just described, there were two correct matches 
and a single incorrect match, assuming there are no other matches 




2 + 1  
S = -= 0.667 
The recognition rate may then be plotted as a function of feature iden- 
tification error and finite memory length. Presentation and discussion 
of the results will be presented shortly. 
B. Finite Memory Experiment 
In order to test the computer simulation of the haptic cognition 
model, it is desirable to have reasonable values of the input variables, 
namely the memory length and the feature identification error. Feature 
identification error is a function of the various mechanical factors 
inherent in the teleoperator linkage, and is difficult to vary in a 
controlled manner, however previous work [5] has indicated how 
such a measure may be obtained in the laboratory. The focus of 
Square 45 degree Quarter Blank Inverse 
Right Circle Space Quarter 
Triangle Circle 
Fig. 7. Features used in memory experiment. 
the work reported here therefore is to determine values for memory 
length for haptically probed objects. 
There was no intent to distinguish between primary and secondary 
memory in the ability to recall a sequence of features. Rather, the 
purpose of the experiment was to find an overall result of the complete 
memorization process as it might work during the actual probing 
of an object in a time frame that was typical of haptic probing 
tasks. During this time, there may be repetitive exploration of certain 
features, but this is expected and is representative of haptic probing 
of complex objects. A primary concern in designing the experiment 
is the elimination of effects which might aid recognition which are 
not dependent on memory alone. Based on previous discussion, the 
two main effects that need to be eliminated are feature identification 
errors and spatial information relating individual features. 
Feature identification error results from mechanical properties of 
the telemanipulator and from the physiological resolution of the 
proprioceptive system. The most influential mechanical effects were 
eliminated from the tests by reducing friction between the probe and 
the environment in which it operates to a very low level by suitable 
selection of materials. In addition, considerable training of subjects 
permitted an identification rate of 100% for the wooden letter object 
set. This object set however was not used in the memory tests because 
a test letter contains spatial data and features which are very similar, 
and therefore allowing the possibility of confusion (e.g., a straight 
edge with two curves at each end, and a long continuous curve). In 
order to study memory length in isolation, no possibility of feature 
misidentification may be permitted. In order to eliminate spatial 
relationships between features, individual features were arranged in 
a one-dimensional sequence. 
The set of objects used in the test is shown in Fig. 7. They were 
manufactured from wood and arranged in a straight line on the task 
board in front of the slave end of the telemanipulator. Each shape 
has a side of about 3 inches and are clearly of distinct form so 
that misidentification would not occur. An empty space was also 
permitted as a feature. The key assumption in treating these shapes 
as basic features is that they would be immediately recognizable and 
memorable not as a group, or components of a compound object but 
as a sequence of individual objects. Because the square and space are 
symmetrical objects, they require one memory slot, whereas the other 
objects require two slots, one for the object and one for its orientation. 
Apparatus: The experimental apparatus is shown in Fig. 8. The 
telemanipulator is a bilateral force reflecting type with terminus type 
(non-anthropomorphic) controller. The task board is located at the 
remote end of the telemanipulator. and is constructed of plexiglass 
so that haptic exploratory procedures may be video recorded from 
below. A sheet of clear Mylar covers the surface of the taskboard so 
as to reduce friction forces acting on the probe tip. The probe is a 
circular steel rod about 1/4 inch diameter and 6 inches long. Fig. 9 
shows the remote probe exploring a sequence of objects. 
Procedure: ’ h o  operators (not the authors) wereiused for the 
test. Although the number of subjects is not considered statistically 
adequate, the results were expected to produce a reasonable value 
for memory length to be used in the cognitive model. The subject 
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Fig. 8. Telemanipulator and taskboard. 
length. The value of memory length was then determined from a plot 
of percentage recall versus sequence length. 
V. RESULTS 
Fig. 9. Feature sequence on taskboard. 
was separated from the task board by a curtain, and hearing and 
vision were masked. A sequence of features were mounted on the 
board and the probe positioned at the starting point. The subject then 
probed the sequence. When the subject felt that he could remember 
the sequence, probing stopped and the sequence was drawn on paper. 
No time limit was imposed, but the time taken was recorded. If the 
subject correctly recalled the sequence, it was so noted, otherwise 
the incorrect drawing was saved. The sequences ranged from 6 to 16 
features in random order, with several sequences of each length being 
presented. Incorrect recall of the sequence was counted as a failure, 
regardless of how close it was to the correct answer, and a score 
computed from the percentage of correct recalls for each sequence 
A. Finite Memory Experiment 
The two subjects operating the telemanipulator investigated a 
total of 81 sequences, not including several sequences rejected for 
obvious patters which aid recall. Of the total, 23 were incorrectly 
remembered by the subjects. The result, plotted as rate of correct 
recall versus sequence length is shown in Fig. 10. One subject could 
reliably recall up to 11 features in sequence, after which recall 
degraded rapidly. At 14 features he had no successes. The second 
subject demonstrated similar performance, but his threshold was 
somewhat higher, successfully recalling up to 13 features without 
error. Sequences with 16 or more features were always beyond 
his recall capacity. Averaging the two cut-off values produces an 
experimentally derived value for memory length of 12 features. 
Another interesting result was that when errors were made, they 
were not randomly distributed within the incorrectly recalled se- 
quences. Examination of these incorrect sequences shows that errors 
were located predominantly at the left or right hand ends of the 
sequence, and few in between. Fig. 11 shows this distribution of the 
number of errors in the first two and last two features, as opposed 
to all other error locations. 
B. Cognitive Model 
The cognitive model test were run concurrently with the finite 
memory experiment, which meant that the experimentally measured 
value of memory length was not available to specify in the input 
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Fig. 10. Memory experiment results. 
LEFT-END 
Fig. 11. Location of errors in feature sequence. 
data. Instead, various values of memory length were used with the 
cognitive model to determine a family of recognition rate curves from 
which a more realistic response could be interpolated later. Fig. 12 
shows the results of the model indicating both the raw data and the 
best straight line fit for four memory lengths. 
Although these curves show the expected downward trend in 
recognition rate as more feature identification error occurs, significant 
departures from that trend at 15 and 30 percent identification error for 
all values of memory length caused concern. Further testing showed 
that because each input string starts at a random point on the letter and 
has randomly distributed errors within that string, radically different 
input strings may be generated. Fig. 13 shows the results of further 
OTHW RIGHT-END 
simulation where 10 input strings for the same identification error 
and the same memory length were used and the results averaged for 
each point on the curve. This shows a much closer conformance to 
the linear regression line. 
VI. DISCUSSION OF RESULTS 
A. Finite Memory 
Primary memory capacity has been experimentally measured pre- 
viously at about seven items, from experiments which generally deal 
with recall of items with little or no rehearsal time and maximum 
delays of the order of 30 seconds. This experiment found a memory 
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Fig. 12. Cognitive model results. 
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Fig. 13. Averaged results for 10 input data strings. 
capacity to recall 12 items after a span of one to four minutes, but 
involving obvious repetition and rehearsal of feature sequences. The 
longer time frame implies participation of secondary memory in the 
process, although long term memory was not involved A memory 
capacity of 12 features seems both reasonable and consistent with 
the more rigorous experimental work of psychologists [12]. 
The data points that reflect error for sequences shorter than the 
cut-off value can be attributed in part to the fact that these sequences 
were amongst the earliest presented, and where performance may 
be impaired by less than complete familiarity with the equipment. 
It may be expected to encounter mistakes in sequences of any 
length, and given the limited number of subjects and trials, the errors 
encountered become significant. It is clear, however, that beyond the 
cut-off or threshold values, performance dropped dramatically and 
consistently. 
The importance of the location of errors supports the cognitive 
model that the memory acts like a buffer, capable of storing a limited 
amount of data, and that attempts to store an amount of data greater 
than the capacity results in previous data being rejected. This would 
result in errors at the beginning or end of the sequence, as shown 
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by these experiments, depending on which end of the sequence has REFERENCES 
received the most recent or concentrated attention. 
B. Cognitive Model 
The results of running the cognitive model indicate an approximate 
linear relationship between recognition rate and feature identification 
for a given finite memory length. This linear relationship was not 
a foregone conclusion since previous work in haptic recognition 
[5] indicated a sudden and dramatic drop in recognition of objects 
when the mechanical friction between the probe and the task board 
became too high. Given the results of the present experiment, 
the rapid deterioration of object recognition must be attributable 
to the contribution of the mechanics of the telemanipulator rather 
than the cognitive process. Comparative work by Acosta [ l l ]  in 
a low friction environment showed very few feature identification 
errors leading to near perfect recognition. This correlates well with 
the results shown in Fig. 10 for low feature identification error 
rates. 
One might expect that the performance of the cognitive model 
presented here would provide an upper bound of what might be 
expected of human performance. This may be because a computer 
[ 11 R. Pepper, “Diver task description and analysis for TOPS project,” Naval 
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can methodically check each string of fixed length against all options 
available in a library to find one or or even one or 
more best matches. It is not suggested that in humans an identical 
process takes place. Even if it did, human memory limitations would 
Press, 1976. 
[111 J. Acosta, ‘‘Modeling of explorative procedures for remote object 
identification,” Master’s thesis, Naval Postgraduate School, Sept. 1991. 
[12] F. Clark and K. Horch, Hadbook of Perception and Human Perfor- 
mance, Vol. 1. X .  Boff. L. Kaufmann. and J. Thomas. eds. New York 
preclude retention of all the exact or close matches. In favor of 
the human cognitive process however are mechanisms which are 
not incorporated into the computer model. An example of such a 
mechanism is the human ability to group features into “macros” 
thereby defining a higher level object. As an example, the upper left 
John Wiley Ad Sons,’ 1986. 
element of the letter H may be defined as straight limb represented 
by two pieces of information replacing the five sub-features used 
to define LIMB. This mechanism became apparent during the finite 
memory tests where quite complex patterns of features were extracted 
from a sequence, the only rationale for doing so being that the pattern 
could be represented by fewer data than by the individual features 
themselves. 
vu. CONCLUSION 
The capacity of the human telemanipulator operator to remember 
a sequence of features which define a raised two-dimensional ob- 
ject, identified through the proprioceptive component of the haptic 
sense, varies between individuals. A reasonable value for modeling 
purposes is about 12 features. This value accounts for the entire 
memory process as it functions in actual haptic investigation of an 
object. 
The cognitive model presented in the paper defines a haptic 
perception process in which the matching of haptic sensory input 
to internal representations of known object is limited by two factors: 
the capacity to correctly identify the features and the capacity to 
remember the features and the sequence in which they occur. The 
performance of the cognitive model is consistent with previously 
reported work in haptic probing. 
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Ahtmcf-  This paper presents simple and convenient generalized 
Minkowski metries on the multidimensional feature space in which 
coordinate axe are associated with not only quantitative features but 
also qualitative and structural features. The metries are defined on 
a new mathematical model (U(d), H, B) which is called simply the 
Cartesian space mdel, where U ( d )  is the feature space which permits 
mixed feature types, H is the Cartesian join operator which yields 
a generalized description for given descriptions on U(d), and H is 
the Cartesian meet operator which extracts a “ m o n  description 
from given descriptions on U(d). To illustrate the effectiveness of 
our generalized Minkowski metrics, we present an approach to the 
hierarchical conceptual clustering, and a generalization of the principal 
component analysis for mixed feature data. 
I. INTRODUCTION 
Distance functions play a major role in pattern recognition and 
data analysis [1]-[4]. When each object is described with respect 
to quantitative feature variables, Minkowski metrics are often used 
as convenient dissimilarity measures in classification methods and 
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