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BENEDICKS-AMREIN-BERTHIER THEOREM FOR THE
HEISENBERG MOTION GROUP AND QUATERNION
HEISENBERG GROUP
SOMNATH GHOSH AND R.K. SRIVASTAVA
Abstract. In this article, we prove that if the group Fourier transform of a
certain finitely supported function on the Heisenberg motion group is of arbi-
trary finite rank, then the function must be zero. We also prove an analogous
result on the quaternion Heisenberg group. In the end, we discuss the concept
of strong annihilating pair for the Weyl transform.
1. Introduction
In an interesting article [2] Benedicks’ proved that if f ∈ L1(Rn), then both the
sets {x ∈ Rn : f(x) 6= 0} and {ξ ∈ Rn : fˆ(ξ) 6= 0} cannot have finite Lebesgue
measure, unless f = 0. Concurrently, in the article [1], Amrein-Berthier reached
the same conclusion via the Hilbert space theory. The aforesaid fundamental
result got further attention in general Lie groups.
Let G be a locally compact group and mˆ denotes the Plancherel measure on the
unitary dual group Gˆ. Then G is said to satisfy qualitative uncertainty principle
(QUP) if for each f ∈ L2(G) with m{x ∈ G : f(x) 6= 0} < m(G) and
(1.1)
∫
Gˆ
rankfˆ(λ) dmˆ(λ) <∞
implies f = 0. In [11], QUP was proved for the unimodular groups of type I. A
brief survey of QUP is presented in [7]. In the case of the Heisenberg group, the
condition (1.1) of QUP implies fˆ should be supported on a set of finite Plancherel
measure together with rankfˆ(λ) is finite for almost all λ.
In [12], Narayanan and Ratnakumar proved that if f ∈ L1(Hn) is supported on
B × R, where B is a compact subset of Cn, and fˆ(λ) has finite rank for each λ,
then f = 0. Thereafter, Vemuri [15] replaced the compact support condition on
the set B by finite measure. In [5] authors consider B as a rectangle in R2n while
proving an analogous result on step two nilpotent Lie groups and a version of
this result, with a strong assumption on rank, derived therein for the Heisenberg
motion group. Later in the article [9], this result is extended to arbitrary set B
of finite measure for general step two nilpotent Lie groups. We prove the result
on the Heisenberg motion group and quaternion Heisenberg group when B is an
arbitrary set of finite measure using the Hilbert space theory. However, specifying
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the appropriate set of projections in the setups of Heisenberg motion group and
quaternion Heisenberg group was a major bottleneck. This result, as of now,
is the most general analogue of Benedicks-Amrein-Berthier theorem in these set
ups. Finally, we define a strong annihilating pair for the Weyl transform and
present some comparison with the above result.
2. Heisenberg motion group
The Heisenberg group Hn = Cn × R is a step two nilpotent Lie group having
center R that equipped with the group law
(z, t) · (w, s) =
(
z + w, t+ s+
1
2
Im(z · w¯)
)
.
By Stone-von Neumann theorem, the infinite dimensional irreducible unitary
representations of Hn can be parameterized by R∗ = Rr{0}. That is, each λ ∈ R∗
defines a Schro¨dinger representation πλ of H
n via
πλ(z, t)ϕ(ξ) = e
iλteiλ(x·ξ+
1
2
x·y)ϕ(ξ + y),
where z = x+ iy and ϕ ∈ L2(Rn).
Having chosen sublaplacian L of the Heisenberg group Hn and its geometry,
there is a larger group of isometries that commute with L, known as Heisenberg
motion group. The Heisenberg motion group G is the semidirect product of Hn
with the unitary group K = U(n). Since K defines a group of automorphisms on
Hn, via k · (z, t) = (kz, t), the group law on G can be expressed as
(z, t, k1) · (w, s, k2) =
(
z + k1w, t+ s− 1
2
Im(k1w · z¯), k1k2
)
.
Since a right K-invariant function on G can be thought as a function on Hn,
the Haar measure on G is given by dg = dzdtdk, where dzdt and dk are the
normalized Haar measure on Hn and K respectively.
For k ∈ K define another set of representations of the Heisenberg group Hn
by πλ,k(z, t) = πλ(kz, t). Since πλ,k agrees with πλ on the center of H
n, it follows
by Stone-Von Neumann theorem for the Schro¨dinger representation that πλ,k is
equivalent to πλ. Hence there exists an intertwining operator µλ(k) satisfying
πλ(kz, t) = µλ(k)πλ(z, t)µλ(k)
∗.
Then µλ can be thought of as a unitary representation of K on L
2(Rn), called
metaplectic representation. For details, we refer to [3]. Let (σ,Hσ) be an irre-
ducible unitary representation of K and Hσ = span{eσj : 1 ≤ j ≤ dσ}. For k ∈ K,
the matrix coefficients of the representation σ ∈ Kˆ are given by
ϕσij(k) = 〈σ(k)eσj , eσi 〉,
where i, j = 1, . . . , dσ.
Let φλα(x) = |λ|
n
4 φα(
√
|λ|x); α ∈ Zn+, where φα’s are the Hermite functions on
Rn. Since for each λ ∈ R∗, the set {φλα : α ∈ Nn} forms an orthonormal basis for
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L2(Rn), letting P λm = span{φλα : |α| = m}, µλ becomes an irreducible unitary
representation of K on P λm. Hence, the action of µλ can be realized on P
λ
m by
(2.1) µλ(k)φ
λ
γ =
∑
|α|=|γ|
ηλαγ(k)φ
λ
α,
where ηλαγ ’s are the matrix coefficients of µλ(k). Define a bilinear form φ
λ
α ⊗ eσj
on L2(Rn)×Hσ by φλα ⊗ eσj = φλαeσj . Then {φλα ⊗ eσj : α ∈ Nn, 1 ≤ j ≤ dσ} forms
an orthonormal basis for L2(Rn)⊗Hσ. Denote H2σ = L2(Rn)⊗Hσ.
Define a representation ρλσ of G on the space H2σ by
ρλσ(z, t, k) = πλ(z, t)µλ(k)⊗ σ(k).
In the article [13], it is shown that ρλσ are all possible irreducible unitary repre-
sentations of G those participate in the Plancherel formula. Thus, in view of the
above discussion, we shall denote the partial dual of the group G by G′ ∼= R∗×Kˆ.
The Fourier transform of f ∈ L1(G) defined by
fˆ(λ, σ) =
∫
K
∫
R
∫
Cn
f(z, t, k)ρλσ(z, t, k)dzdtdk,
is a bounded linear operator on H2σ. As the Plancherel formula [13]∫
K
∫
Hn
|f(z, t, k)|2dzdtdk = (2π)−n
∑
σ∈Kˆ
dσ
∫
R\{0}
‖fˆ(λ, σ)‖2HS|λ|ndλ
holds for f ∈ L2(G), it follows that fˆ(λ, σ) is a Hilbert-Schmidt operator on H2σ.
In order to prove our main result on the Heisenberg motion group G, it is
enough to consider a similar proposition for the Weyl transform on G× = Cn×K.
For that, we require to set some preliminaries about the Weyl transform on G×.
Let fλ be the inverse Fourier transform of the function f in the t variable
defined by
fλ(z, k) =
∫
R
f(z, t, k)eiλtdt.(2.2)
Then
fˆ(λ, σ) =
∫
K
∫
Cn
fλ(z, k)ρλσ(z, k)dzdk,
where ρλσ(z, k) = ρ
λ
σ(z, 0, k).
For (λ, σ) ∈ G′, define the Weyl transform W λσ on L1(G×) by
W λσ (g) =
∫
K
∫
Cn
g(z, k)ρλσ(z, k)dzdk.
Then fˆ(λ, σ) = W λσ (f
λ), and hence W λσ (g) is a bounded operator if g ∈ L1(G×).
On the other hand, if g ∈ L2(G×) then W λσ (g) becomes a Hilbert-Schmidt oper-
ator satisfying the Plancherel formula∫
K
∫
Cn
|g(z, k)|2dzdk = (2π)−n|λ|n
∑
σ∈Kˆ
dσ
∣∣∣∣W λσ (g)∣∣∣∣2HS .(2.3)
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Next, we prove the inversion formula for the Weyl transform W λσ which is a
key ingredient while proving our main result. For this, we need the fact that
(2.4) ρλσ(z, k1)ρ
λ
σ(w, k2) = e
− iλ
2
Im(k1w.z¯)ρλσ(z + k1w, k1k2),
where (z, k), (w, s) ∈ G×.
Theorem 2.1. (Inversion formula) Let g ∈ L1 ∩ L2(G×). Then
(2.5) g(z, k) = (2π)−n
∑
σ∈Kˆ
dσtr(W
λ
σ (g)(ρ
λ
σ)
∗(z, k)),
where the series converges in L2- sense.
Proof. For (z, k1) ∈ G×, we have
W λσ (g)(ρ
λ
σ)
∗(z, k1) =
∫
G×
g(w, k2)ρ
λ
σ(w, k2)ρ
λ
σ(−k−11 z, k−11 )dwdk2
=
∫
G×
g(w, k2)e
iλ
2
Im(k2k
−1
1
z.w¯)ρλσ(w − k2k−11 z, k2k−11 )dwdk2.
Hence tr
(
W λσ (g)(ρ
λ
σ)
∗(z, k1)
)
is equal to∑
γ∈Nn
1≤j≤dσ
∫
G×
g(w, k2)e
iλ
2
Im(k2k
−1
1
z.w¯)
〈
ρλσ(w − k2k−11 z, k2k−11 )(φλγ ⊗ eσj ), φλγ ⊗ eσj
〉
dwds.
By (2.1), the above expression takes the form∑
γ∈Nn
1≤j≤dσ
∑
|α|=|γ|
∫
K
ηλγα(k2k
−1
1 )
∫
Cn
g(w, k2)e
iλ
2
Im(k2k
−1
1
z.w¯)φλαγ(w − k2k−11 z)ϕσjj(k2k−11 )dwdk2,
where φλαγ(x) = 〈πλ(x)φλα, φλγ〉. Then by the Peter-Weyl theorem for the compact
groups, we derive that∑
σ∈Kˆ
dσtr(W
λ
σ (g)(ρ
λ
σ)
∗(z, k1)) =
∑
γ∈Nn
∑
|α|=|γ|
ηλγα(I)
∫
Cn
g(w, k1)e
iλ
2
Im(z.w¯)φλαγ(w − z)dw
=
∑
γ∈Nn
∫
Cn
g(w, k1)e
iλ
2
Im(z.w¯)φλγγ(w − z)dw,
where I is the identity element in K. Thus in view of the inversion formula for
the Weyl transform on the Heisenberg group, we infer that∑
σ∈Kˆ
dσtr(W
λ
σ (g)(ρ
λ
σ)
∗(z, k1)) = (2π)
ng(z, k1).(2.6)

For simplicity, we assume λ = 1 and denote Wσ = W
1
σ . Define the Fourier-
Wigner transform V ηζ of the functions ζ, η ∈ H2σ on G× by
V
η
ζ (z, k) = 〈ρσ(z, k)ζ, η〉 .
The following orthogonality relation is derived in [5]. A version of this result
also appeared in [13].
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Lemma 2.2. For ζl, ηl ∈ H2σ, l = 1, 2, the following orthogonality relation holds
true. ∫
K
∫
Cn
V
η1
ζ1
(z, k)V η2ζ2 (z, k)dzdk = (2π)
n 〈ζ1, ζ2〉 〈η1, η2〉.
In particular, V ηζ ∈ L2(G×). Let Vσ = span{V ηζ : ζ, η ∈ H2σ} and set Ψσα,j =
φα ⊗ eσj . Since Bσ = {Ψσα,j : α ∈ Nn, 1 ≤ j ≤ dσ} forms an orthonormal basis for
H2σ, by Lemma 2.2, we infer that
VBσ =
{
V
Ψσα2,j2
Ψσα1,j1
: Ψσα1,j1,Ψ
σ
α2,j2
∈ Bσ
}
is an orthonormal basis for Vσ. Next, we recall the Peter-Weyl theorem, which as
a corollary, gives Proposition 2.4.
Theorem 2.3. [14] (Peter-Weyl). Let Kˆ be the unitary dual of the compact
group K. Then {√dσφσij : 1 ≤ i, j ≤ dσ, σ ∈ Kˆ} is an orthonormal basis for
L2(K).
Proposition 2.4. The set
⋃
σ∈Kˆ
VBσ is an orthonormal basis for L
2(G×).
Moreover, VBσ is an orthonormal basis for Vσ, and hence by Proposition 2.4,
we infer that L2(G×) =
⊕
σ∈Kˆ
Vσ.
For convenience, throughout this section, we shall assume A is a Lebesgue
measurable subset of Cn with finite measure. Next, we define a set of orthogonal
projection operators which is core in formulating a problem analogous to the
Benedicks-Amrein-Berthier theorem.
Let BNσ be an N dimensional subspace ofH2σ. Then there exists an orthonormal
basis {ψσl : l ∈ N} of H2σ such that BNσ = {ψσl : 1 ≤ l ≤ N} . For σo ∈ Kˆ, define
an orthogonal projection PN of H2σo onto R(PN) = BNσo . Further, we define a pair
of orthogonal projections EA and FN of L
2(G×) by
EAg = χA×K g and Wσ(FNg) =
{
PNWσo(g) if σ = σo,
0 otherwise,
where χA×K denotes the characteristic function of A×K. Then it is easy to see
that R(EA) = {g ∈ L2(G×) : g = g χA×K} and
R(FN ) = {g ∈ L2(G×) : R(Wσo(g)) ⊆ BNσo and R(Wσ(g)) = 0, σ( 6= σo) ∈ Kˆ}.
Now, we derive a key lemma that enables us to recognize EAFN as an integral
operator.
Lemma 2.5. EAFN is an integral operator on L
2(G×).
Proof. Let g ∈ L2(G×). By inversion formula (2.5) we get
(FNg)(z, k1) = aσotr(ρ
∗
σo
(z, k1)Wσo(FNg))
= aσotr(PNWσo(g)ρ
∗
σo
(z, k1))
= aσo
∫
K
∫
Cn
g(w, k2)tr
(
PNρσo(w, k2)ρ
∗
σo
(z, k1)
)
dwdk2,
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where aσo = (2π)
−ndσo . Hence
(EAFNg)(z, k1) = aσoχA×K(z, k1)(FNg)(z, k1)
= aσoχA×K(z, k1)
∫
K
∫
Cn
g(w, k2)tr
(
PNρσo(w, k2)ρ
∗
σo
(z, k1)
)
dwdk2
= aσo
∫
K
∫
Cn
g(w, k2)K((z, k1), (w, k2))dwdk2,
where K ((z, k1), (w, k2)) = aσoχA×K(z, k1)tr
(
PNρσo(w, k2)ρ
∗
σo
(z, k1)
)
. 
Further, the integral operator EAFN is a Hilbert-Schmidt operator and satisfies
the following dimension condition.
Lemma 2.6. EAFN is a Hilbert-Schmidt operator with ‖EAFN‖2HS = cσom(A)N ,
where cσo = (2π)
nm(K)a2σo .
Proof. From Lemma 2.5 it follows that
‖EAFN‖2HS =
∫
G×
∫
G×
|K((z, k1), (w, k2))|2dwdk2dzdk1
= a2σo
∫
G×
|χA×K(z, k1)|2
∫
G×
|tr (PNρσo(w, k2)ρ∗σo(z, k1)) |2dwdk2dzdk1.
Now, ∫
G×
|tr (PNρσo(w, k2)ρ∗σo(z, k1)) |2dwdk2
=
∫
G×
∣∣∣ ∑
1≤l≤N
〈ρσo(w, k2)ρ∗σo(z, k1)ψσol , ψσol 〉
∣∣∣2dwdk2
=
∫
G×
∣∣∣ ∑
1≤l≤N
〈ρσo(w, k2)ησol , ψσol 〉
∣∣∣2dwdk2,
where ησol = ρ
∗
σo
(z, k1)ψ
σo
l ∈ H2σo . Since,
〈ησol1 , ησol2 〉 = 〈ρ∗σo(z, k1)ψσol1 , ρ∗σo(z, k1)ψσol2 〉 = 〈ψσol1 , ψσol2 〉 = δl1l2,
the above integral becomes∫
G×
∣∣∣ ∑
1≤l≤N
〈ρσo(w, k2)ησol , ψσol 〉
∣∣∣2dwdk2 =
∫
G×
∣∣∣ ∑
1≤l≤N
V
ψ
σo
l
η
σo
l
(w, k2)
∣∣∣2dwdk2
=
∑
1≤l1,l2≤N
∫
G×
V
ψ
σo
l1
η
σo
l1
(w, k2)V
ψ
σo
l2
η
σo
l2
(w, k2)dwdk2
=(2π)n
∑
1≤l1,l2≤N
〈ησol1 , ησol2 〉〈ψσol1 , ψσol2 〉 = (2π)nN.
Thus, ‖EAFN‖2HS = a2σom(A)m(K)(2π)nN. 
We need the following result that describes an interesting property of Lebesgue
measurable sets [1]. Denote wA = {z ∈ Cn : z − w ∈ A}.
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Lemma 2.7. [1] Let B be a measurable set in Cn with 0 < m(B) <∞. If B0 is a
measurable subset of B with m(B0) > 0, then for each ǫ > 0 there exists w ∈ Cn
such that
m(B) < m(B ∪ wB0) < m(B) + ǫ.
We also need the following basic fact about the orthogonal projection, which
help in deciding the disjointness of the projections EA and FN while m(A) <∞.
For given orthogonal projections E and F of a Hilbert space H, let E ∩ F
denote the orthogonal projection of H onto R(E) ∩ R(F ). Then
‖E ∩ F‖2HS = dimR(E ∩ F ) ≤ ‖EF‖2HS.(2.7)
Let F⊥N = I − FN , and A′ be the complement of A.
Proposition 2.8. Let A be a measurable subset of Cn of finite Lebesgue measure.
Then the projection EA ∩ FN = 0.
Proof. Assume towards a contradiction that there exists a non-zero function g0
in R(EA ∩ FN ). Then R(Wσo(g)) ⊆ BNσo and R(Wσ(g)) = 0 for σ( 6= σo) ∈ Kˆ.
Consider A0 = {z ∈ A : g0(z, k) 6= 0 for some k ∈ K}. Then 0 < m(A0) < ∞.
Choose s ∈ N such that s > 2cσom(A0)N. Now, we construct an increasing
sequence of sets {Al : l = 1, . . . , s}. Using Lemma 2.7 with ǫ = 12cσoN , B0 = A0
and B = Al−1, there exists wl ∈ Cn such that
m(Al−1) < m(Al−1 ∪ wlA0) < m(Al−1) + 1
2cσoN
.
Denote Al = Al−1 ∪ wlA0. Then from (2.7), we get
dimR(EAs ∩ FN) ≤ cσom(As)N <
{
m(A0) +
s
2cσoN
}
cσoN < s.(2.8)
On the other hand, we construct s+1 linearly independent functions in the space
R(EAs ∩ FN ), after verifying R(FN ) is a twisted translation invariant space.
Let gl(z, k) = e
i
2
Im(z.w¯l)g0(z − wl, k). Then for ησo ∈ H2σo and p > N, we have
〈Wσo(gl)ησo, ψσop 〉 =
∫
G×
gl(z, k)〈ρσo(z, k)ησo , ψσop 〉dzdk
=
∫
G×
e
i
2
Im(z.w¯l)g0(z − wl, k)〈ρσo(z, k)ησo , ψσop 〉dzdk
=
∫
G×
e
i
2
Im(z.w¯l)g0(z, k)〈ρσo(z + wl, k)ησo , ψσop 〉dzdk.
Since ρσo(z, k)ρσo(k
−1w, I) = e
i
2
Im(z.w¯)ρσo(z + w, k), we get
〈Wσo(gl)ησo , ψσop 〉 =
∫
G×
g0(z, k)〈ρσo(z, k)ρσo(k−1wl, I)ησo, ψσop 〉dzdk
=
∫
G×
g0(z, k)〈ρσo(z, k)ζσo , ψσop 〉dzdk
= 〈W (g0)ζσo , ψσop 〉 = 0.
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Thus R(Wσo(gl)) ⊆ BNσo . Similarly, it can be shown that R(Wσ(gl)) = 0 for
σ( 6= σo) ∈ Kˆ. Since Am = A0∪w1A0∪· · ·∪wmA0 and gl = 0 on (wlA0)′, we have
EAmgl = gl for l = 0, 1, . . . , m. Furthermore, EAm\Am−1gl = 0 for l = 0, . . . , m− 1
and EAm\Am−1gm 6= 0. Therefore, it shows that gm is not a linear combination
of g0, . . . , gm−1. Hence, g0, . . . , gs are s + 1 linearly independent functions in
R(EAs ∩ FN ) that contradicts (2.8). This completes the proof. 
Now, we prove Benedicks-Amrein-Berthier theorem for the Weyl transformWσ.
For this, we recall the following fact. Let g ∈ L2(G×). By Proposition 2.4 we get
g =
⊕
σ∈Kˆ
gσ.
Proposition 2.9. Let g ∈ L2(G×) and {(z, k) ∈ G× : gσ(z, k) 6= 0} ⊆ Aσ ×K,
where m(Aσ) < ∞, whenever σ ∈ Kˆ. If Wσ(g) is a finite rank operator for each
σ, then g = 0.
Proof. For ϕ, ψ ∈ H2σ we have
〈Wσ(g)ϕ, ψ〉 =
∫
K
∫
Cn
g(z, k) 〈ρσ(z, k)ϕ, ψ〉 dzdk
=
∫
K
∫
Cn
gσ(z, k) 〈ρσ(z, k)ϕ, ψ〉 dzdk
= 〈Wσ(gσ)ϕ, ψ〉 .
Hence, R(Wσo(gσo)) = R(Wσo(g)) be a finite dimensional subspace of H2σo and
R(Wσ(gσo)) = 0 for σ( 6= σo) ∈ Kˆ. Thus by Proposition 2.8 we get gσo = 0. Since
σo ∈ Kˆ is arbitrary, we infer that g = 0. 
As a consequence of Proposition 2.9, we obtained the following Benedicks-
Amrein-Berthier theorem for the Heisenberg motion group. If f ∈ L2(G), then
from Proposition 2.4 we get fλ =
⊕
σ∈Kˆ
fλσ .
Theorem 2.10. Let f ∈ L2(G) be such that {(z, k) ∈ G× : fλσ (z, k) 6= 0} ⊆
Aσ ×K, where m(Aσ) < ∞ for each σ ∈ Kˆ. If fˆ(λ, σ) is a finite rank operator
for each (λ, σ) ∈ R∗ × Kˆ, then f = 0.
3. Quaternion Heisenberg group
In this section, we prove an analogue of Benedicks-Amrein-Berthier theorem for
the quaternion Heisenberg group. For this, we describe notations and preliminary
facts about the quaternion Heisenberg group. For more details, see [4, 6].
The quaternion Heisenberg group is step two nilpotent Lie group with centre
R3. Let Q be the set of all quaternions. For q = q0 + iq1 + jq2 + kq3 ∈ Q, the
conjugate of q is defined by q¯ = q0 − iq1 − jq2 − kq3. The inner product in Q is
defined by 〈q, q˜〉 = Re(q¯q˜). This leads to |q|2 = 〈q, q〉 =
3∑
l=0
q2l , and we get the
relations qq˜ = ¯˜qq¯ and |qq˜| = |q‖q˜|. The set Q = Q×R3 = {(q, t) : q ∈ Q, t ∈ R3}
becomes a non-commutative group when equipped with the group law
(q, t)(q˜, t˜) = (q + q˜, t+ t˜− 2 Im(¯˜qq)).
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It is easy to see that the Lebesgue measure dqdt on Q× R3 is the Haar measure
on Q. For 1 ≤ p ≤ ∞, Lp(Q) denotes the usual Lp space of all complex-valued
functions on Q× R3.
Let a ∈ Im Q r {0}. Then Ja : q 7→ q · a|a| defines a complex structure on Q.
Let Fa be the Fock space of all holomorphic functions F with quaternion values
on (Q, Ja) such that
‖F‖22 =
∫
Q
|F (q)|2e−2|a‖q|2dq <∞.
An irreducible unitary representation πa of Q realized on Fa is given by
πa(q, t)F (q˜) = e
i〈a,t〉−|a|(|q|2+2〈q˜,q〉−2i〈q˜. a|a| ,q〉)F (q˜ + q),
where F ∈ Fa. Up to unitary equivalence, πa’s are all the infinite dimensional irre-
ducible unitary representations of Q. For f ∈ L1(Q) the group Fourier transform
can be expressed as
fˆ(a) =
∫
Q
f(q, t)πa(q, t)dqdt.
For f ∈ L2(Q), the following Plancheral formula holds.
(3.1) ‖f‖22 =
1
2π5
∫
Im Q\{0}
‖fˆ(a)‖2HS|a|2da.
Let
fa(q) =
∫
R3
f(q, t)πa(q, t)dt,
the inverse Fourier transform of f in the t variable. If we denote πa(q) = πa(q, 0),
then the Weyl transform of g ∈ L1(Q) can be define by
Wa(g) =
∫
Q
g(q)πa(q)dq.
Hence it follows that fˆ(a) = Wa(f
a). Further, Wa(g) is a bounded operator if
g ∈ L1(Q) and a Hilbert-Schmidt operator when g ∈ L2(Q). In addition, when
g ∈ L2(Q), the Plancheral formula for the Weyl transform Wa is given by
‖Wa(g)‖2HS =
π2
4|a|2‖g‖
2.(3.2)
Finally, inversion formula for the Weyl transform is given by
g(q) =
4|a|2
π2
tr (π∗a(q)Wa(g)) .(3.3)
In order to prove an orthogonality relation for πa, we need to recall the following
Schur’s orthogonality relation for the unimodular groups, see [8].
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Proposition 3.1. [8] Let G be a unimodular group and π be an irreducible unitary
representation of G on a Hilbert space H. Then 〈π(g)h, h〉 ∈ L2(G) for some non-
zero h ∈ H if and only if∫
G
〈π(g)h1, k1〉〈π(g)h2, k2〉dg = c〈h1, h2〉〈k1, k2〉
for all hl, kl ∈ H, l = 1, 2, where c is a constant depending on π.
Lemma 3.2. Let ϕl, ψl ∈ Fa for l = 1, 2. Then,∫
Q
〈πa(q)ϕ1, ψ1〉〈πa(q)ϕ2, ψ2〉dq = ca〈ϕ1, ϕ2〉〈ψ1, ψ2〉,(3.4)
where ca is some constant.
Proof. For q = q0 + iq1 + jq2 + kq3 ∈ Q, write z1 = q0 + iq1 and z2 = q3 + iq4.
Then ϕ(q) = 4|a|
2
π
z1z2 ∈ Fa and ‖ϕ‖2 = 1. Further,∫
Q
|〈πa(q)ϕ, ϕ〉|2dq =
∫
Q
∣∣∣ ∫
Q
πa(q)ϕ(q˜)ϕ(q˜)e
−2|a||q˜|2dq˜
∣∣∣2dq
=
∫
Q
∣∣∣ ∫
Q
e
−|a|(|q|2+2〈q˜,q〉−2i〈q˜ a
|a|
,q〉
ϕ(q˜ + q)ϕ(q˜)e−2|a||q˜|
2
dq˜
∣∣∣2dq.
By Minkowski’s integral inequality, it follows that(∫
Q
|〈πa(q)ϕ, ϕ〉|2dq
) 1
2
≤
∫
Q
(∫
Q
|ϕ(q˜ + q)|2e−2|a||q˜+q|2|ϕ(q˜)|2e−2|a||q˜|2dq
) 1
2
dq˜
= ‖ϕ‖2
∫
Q
|ϕ(q˜)|e−|a||q˜|2dq˜
=
4|a|2
π
∫
C2
|z1‖z2|e−|a|(|z1|2+|z2|2)dz1dz2 <∞.
Hence by Proposition 3.1, we get∫
Q
〈πa(q)ϕ1, ψ1〉〈πa(q)ϕ2, ψ2〉dq = ca〈ϕ1, ϕ2〉〈ψ1, ψ2〉.

Let g ∈ L2(Q) and Wa(g) be a finite rank operator. Then there exists an
orthonormal basis, say, {e1, e2, . . .} of Fa such that R(Wa(g)) = BN , where BN =
span{e1, . . . , eN}. Define an orthogonal projection PN of Fa onto BN . Let A be
a measurable subset of Q. Define a pair of orthogonal projections EA and FN of
L2(Q) by
EAg = χAg and Wa(FNg) = PNWa(g),(3.5)
where χA denotes the characteristic function of A. Then R(EA) = {g ∈ L2(Q) :
g = χAg} and R(FN ) = {g ∈ L2(Q) : R(Wa(g)) ⊆ BN}.
Next, we prove that EAFN is a Hilbert-Schmidt operator satisfying the condi-
tion ‖EAFN‖2HS = c′m(A)N. Throughout this section, we shall assume that A is
a measurable subset of Q with finite measure.
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Lemma 3.3. EAFN is an integral operator on L
2(Q).
Proof. For g ∈ L2(Q), we have Wa(FNg) = PNWa(g). By inversion formula for
the Weyl transform
(FNg)(q) = c˜atr(πa(q)
∗Wa(FNg)) = c˜atr(πa(−q)PNWa(g))
= c˜atr(PNWa(g)πa(−q))
= c˜a
∫
Q
g(q˜)tr (PNπa(q˜)πa(−q)) dq˜.
Hence, it follows that
(EAFNg)(q) = χA(q)(FNg)(q) = c˜aχA(q)
∫
Q
g(q˜)tr (PNπa(q˜)πa(−q)) dq˜
= c˜a
∫
Q
g(w)K(q, q˜)dq˜,
where K(q, q˜) = c˜a χA(q)tr (PNπa(q˜)πa(−q)) and π2c˜a = 4|a|2. Thus, we infer
that EAFN is an integral operator with kernel K. 
Lemma 3.4. EAFN is a Hilbert-Schmidt operator and ‖EAFN‖2HS = c′m(A)N ,
for some constant c′, independent of the choice of A and N .
Proof. From Lemma 3.3, it follows that
‖EAFN‖2HS = c˜2a
∫
Q
∫
Q
|K(q, q˜)|2dq˜dq
= c˜2a
∫
Q
|χA(q)|2
(∫
Q
|tr (PNπa(q˜)πa(−q)) |2dq˜
)
dq
= c˜2a
∫
Q
χA(q)
(∫
Q
∣∣∣ N∑
l=1
〈πa(q˜)π(−q)el, el〉
∣∣∣2dq˜
)
dq
= c˜2a
∫
Q
χA(q)
(∫
Q
∣∣∣ N∑
l=1
e−2i〈q˜a,q〉〈πa(q˜ − q)el, el〉
∣∣∣2dq˜
)
dq.
Since πa(q˜)πa(q) = e
2i〈q˜a,q〉πa(q˜ + q)), we get
‖EAFN‖2HS = c˜2a
∫
Q
χA(q)
(∫
Q
∣∣∣ N∑
l=1
〈πa(q˜)el, el〉
∣∣∣2dq˜
)
dq.
Hence, from orthogonality relation (3.4) it follows that
‖EAFN‖2HS = c˜2am(A)caN = c′m(A)N <∞.

Let S be a closed subspace of Fa. Define FS by Wa(FSg) = PSWa(g), where
PS is the orthogonal projection of Fa onto S and g ∈ L2(Q). In particular, if
S = BN , then FS = FN .
12 SOMNATH GHOSH AND R.K. SRIVASTAVA
Proposition 3.5. Let A ⊆ Q with finite measure, and S be a closed subspace
of Fa. Then, either EA ∩ FS = 0 or for each ǫ′ > 0 there exists A˜ ⊃ A with
m(A˜r A) < ǫ′ such that dimR(EA˜ ∩ FS) =∞.
Proof. If EA ∩ FS 6= 0, then there exists a non-zero function g0 ∈ R(EA ∩ FS).
Let A0 = {x ∈ A : g0(x) 6= 0} and A˜1 = A. By Lemma 2.7, for ǫ = ǫ′2l , B0 = A0
and B = A˜l, there exists q˜l ∈ Q such that
(3.6) m(A˜l) < m(A˜l ∪ q˜lA0) < m(A˜l) + ǫ
′
2l
where l ∈ N. Put A˜l+1 = A˜l ∪ q˜lA0 and A˜ =
∞⋃
l=1
A˜l. Then A˜l is a non-decreasing
sequence, and hence from (3.6) it follows that m(A˜ r A) < ǫ′. For l ∈ N, define
gl(q) = e
2i〈qa,q˜l〉g0(q − q˜l). We show that gl ∈ R(EA˜ ∩ FS) for each l and they are
linearly independent. Let BS be an orthonormal basis of S. Then we can extend
BS to an orthonormal basis B of Fa. For ϕ ∈ Fa and eβ ∈ B r BS, we have
〈Wa(gl)ϕ, eβ〉 =
∫
Q
gl(q)〈πa(q)ϕ, eβ〉dq
=
∫
Q
e2i〈qa,q˜l〉g0(q − q˜l)〈πa(q)ϕ, eβ〉dq.
Since 〈(q + q˜l)a, q˜l〉 = 〈qa, q˜l〉, by the change of variables
〈Wa(gl)ϕ, eβ〉 =
∫
Q
e2i〈qa,q˜l〉g0(q)〈πa(q + q˜l)ϕ, eβ〉dq.
We know that πa(q)πa(q˜l) = e
2i〈qa,q˜l)〉πa(q + q˜l). Therefore,
〈Wa(gl)ϕ, ej〉 =
∫
Q
g0(q)〈πa(q)πa(q˜l)ϕ, eβ〉dq
=
∫
Q
g0(q)〈πa(q)ψ, eβ〉dq
= 〈Wa(g0)ψ, eβ〉 = 0.(3.7)
Hence R(Wa(gl)) ⊆ S. Let Al = Al−1∪ q˜lA0. Then A˜l+1 = A˜l∪Al. Thus, we have
m(Al rAl−1) ≥ m(A˜l+1r A˜l) > 0. Let s ∈ N. Since, As = A0 ∪ q˜1A0 ∪ · · · ∪ q˜sA0
and gl = 0 on (q˜lA0)
′, we have EAsgl = gl for l = 0, 1, . . . , s. Furthermore,
EAsrAs−1gl = 0 for l = 0, . . . , s− 1 and EAsrAs−1gs 6= 0. Therefore, it shows that
gs is not a linear combination of g0, . . . , gs−1. Since s is arbitrary, {gl : l ∈ N} is
a linearly independent set in R(EA˜ ∩ FS). 
Proposition 3.6. Let A be a measurable subset of Q having finite measure. Then
the projection EA ∩ FN = 0.
Proof. In view of (2.7) and Lemma 3.4, we obtain the relations
dimR(EA˜ ∩ FN) ≤ c′m(A˜)N <∞.
Therefore, as a corollary of Proposition 3.5, we get EA ∩ FN = 0. 
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The following theorem is our main result of this section, which is an analogue
of Benedicks-Amrein-Berthier theorem on the quaternion Heisenberg group.
Theorem 3.7. Let A ⊆ Q be a set of finite measure. Suppose f ∈ L1(Q) and
{(q, t) ∈ Q : f(q, t) 6= 0} ⊆ A × R3. If fˆ(a) is a finite rank operator for each
a ∈ Im Q \ {0}, then f = 0.
Proof of Theorem 3.7 follows from the following result for the Weyl transform
on Q.
Proposition 3.8. Let g ∈ L1(Q) and {q ∈ Q : g(q) 6= 0} ⊆ A, where m(A) is
finite. If there exists a ∈ Im Q \ {0} such that Wa(g) has finite rank, then g = 0.
Since Wa(g) is a finite rank operator, by the Plancherel theorem for the Weyl
transform on Q, it follows that g ∈ L2(Q). Hence, it is enough to prove Propo-
sition 3.8 for g ∈ L2(Q). The prove of Proposition 3.8 follows from Proposition
3.6.
Remark 3.9. If 0 < m(A) < ∞, then dimR(EA) = ∞. In view of Proposition
3.6 and the fact that EA = (EA ∩ FN) + (EA ∩ F⊥N ) = (EA ∩ F⊥N ), it follows that
dimR(EA ∩ F⊥N ) = ∞. Since m(A′) = ∞, there exists a measurable set B ⊆ A′
satisfying 0 < m(B) < ∞. Hence R(EA′ ∩ F⊥N ) ⊇ R(EB ∩ F⊥N ). This implies
dimR(EA′ ∩ F⊥N ) =∞. Similarly it can be shown that dimR(EA′ ∩ FN) =∞.
The following result can be thought of as a dual problem of Proposition 3.8
and a similar result also holds for the Heisenberg motion group.
Proposition 3.10. Let Ag = {q ∈ Q : g(q) 6= 0}. Then S = {g ∈ L2(Q) :
m(Ag) =∞, and rank Wa(g) =∞} is dense in L2(Q).
Proof. By the Hahn-Banach theorem, it is enough to show that S⊥ = {0}. On
the contrary, suppose there exists h ∈ L2(Q) such that 〈g, h〉 = 0 for all g ∈ S.
For q˜ ∈ Q define gq˜(q) = g(q − q˜)e−2i〈q˜a,q〉. In view of (3.7), Wa(gq˜) is not a finite
rank operator unless Wa(g) is a finite rank operator. Thus g ∈ S, implies gq˜ ∈ S.
Define h˜(q) = h¯(−q) and (h˜×a g)(q˜) =
∫
g(q˜− q)h˜(q)e−2i〈q˜a,q〉dq. Then it follows
that
(h˜×a g)(−q˜) =
∫
g(q − q˜)e−2i〈q˜a,q〉h˜(−q)dq =
∫
gq˜(q)h¯(q)dq = 0
for all g ∈ S. From the definition of Weyl transform Wa, it is straightforward to
see that Wa(h˜)Wa(g) =Wa(h˜×a g) = 0. This implies that RWa(g) ⊆ kerWa(h˜),
for each g ∈ S. Hence we infer that Wa(h˜) = 0. Thus, h = 0. 
Strong annihilating pair: Let A ⊆ R and Σ ⊆ Rˆ be measurable sets. Then
the pair (A,Σ) is called weak annihilating pair if supp f ⊆ A and supp fˆ ⊆ Σ,
implies f = 0. The pair (A,Σ) is called strong annihilating pair if there exists a
positive number C = C(A,Σ) such that
‖f‖22 ≤ C
(∫
A′
|f |2 +
∫
Σ′
|fˆ |2
)
(3.8)
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for every f ∈ L2(R). It is obvious that every strong annihilating pair is a weak
annihilating pair. In [2], Benedicks had proved that (A,Σ) is a weak annihilating
pair when A and Σ both have finite measure. In [1], Amrein-Berthier had proved
that (A,Σ) is a strong annihilating under the identical assumption as in [2].
Since Fourier transform on the quaternion Heisenberg group is an operator
valued function, we could not expect a similar conclusion as (3.8), though we can
define strong annihilating pair in an analogous way.
Definition 3.11. Let A be a measurable subset of Q, and S be a closed subspace
of Fa. We say that the pair (A, S) is a strong annihilating pair for the Weyl
transform Wa if there exists a positive number C = C(A, S) such that for every
g ∈ L2(Q),
‖g‖22 ≤ C
(∫
A′
|g|2 + ‖P⊥S Wa(g)‖2HS
)
,
where PS is the projection of Fa onto S.
We prove that if A has finite measure and dimension of S is finite, then (A, S)
is a strong annihilating pair. For this, we need the following basic result.
Lemma 3.12. [10] Let P and Q be two orthogonal projections on a complex
Hilbert space H. Then ‖PQ‖ < 1 if and only if there exists a positive number C
such that for each x ∈ H
‖x‖2 ≤ C (‖P⊥x‖2 + ‖Q⊥x‖2) .
Consider the projections EA and FN as defined by (3.5). By Lemma 3.4 and
Proposition 3.6, EAFN is a compact operator and EA ∩ FN = 0. Therefore,
we must have ‖EAFN‖ < 1. Since R(FN)⊥ = {g ∈ L2(Q) : R(Wa(g)) ⊆ B⊥N}, it
follows thatWaF
⊥
N = P
⊥
NWa. Thus, by Lemma 3.12, (A, S) is a strong annihilating
pair, whenever m(A) and dimS are finite.
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