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Abstract
With the advent of NASAs lunar reconnaissance orbiter (LRO), a large amount
of high-resolution digital elevation maps (DEMs) have been constructed by us-
ing narrow-angle cameras (NACs) to characterize the Moons surface. However,
NAC DEMs commonly contain no-data gaps (voids), which makes the map less
reliable. To resolve the issue, this paper provides a deep-learning-based frame-
work for the probabilistic reconstruction of no-data gaps in NAC DEMs. The
framework is built upon a state-of-the-art stochastic process model, attentive
neural processes (ANP), and predicts the conditional distribution of elevation
on the target coordinates (latitude and longitude) conditioned on the observed
elevation data in nearby regions. Furthermore, this paper proposes sparse atten-
tive neural processes (SANPs) that not only reduces the linear computational
complexity of the ANP O(N) to the constant complexity O(K) but enhance
the reconstruction performance by preventing over-fitting and over-smoothing
problems. The proposed method is evaluated on the Apollo 17 landing site
(20.0◦N and 30.4◦E), demonstrating that the suggested approach successfully
reconstructs no-data gaps with uncertainty analysis while preserving the high-
resolution of original NAC DEMs.
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1. Introduction
Lunar digital elevation models (DEMs) have been constructed with sensory
data collected from the Lunar Reconnaissance Orbiter (LRO) [1, 2] and provided
useful topographic information of the Moon since 2009. One of the most primary
roles of LRO is to identify high-resolution elevations of the lunar surface by
using data obtained from the Lunar Orbiter Laser Altimeter (LOLA) and the
Lunar Reconnaissance Orbiter Camera (LROC) [3, 4]. LOLA provides a global
topographic model of a resolution of 1024 pixel per degree (∼30m at the equator)
with high accuracy. On the other hand, LROC collects stereo observations
with two narrow-angle cameras (NACs), which enables the generation of higher
resolution (∼5m at the equator) DEMs, called NAC DEMs [5].
Unfortunately, raw NAC DEMs contain regions of no-data gaps (voids) since
stereo image matching processes often fail to match pixels near shadowed re-
gions, breaking the continuity of the terrain map. Despite the problem, studies
on no-data gap-filling algorithms for lunar NAC DEMs have not been sufficiently
reported. Furthermore, a reconstruction for no-data gaps in lunar DEMs is not
straightforward due to the following challenging issues: 1) NAC DEM requires
high-resolution reconstruction methodology, 2) reconstruction algorithm must
be reliable since it can affect related lunar studies or exploration missions, and
3) NAC DEM is a large and high-resolution area map, thus a scalable approach
should be applied. Accordingly, the main aim of this paper is to develop a
scheme to robustly and efficiently inference no-data regions while maintaining
the high-resolution of NAC DEMs. In particular, this paper adopts the deep-
learning approach that has been gaining popularity in aerospace fields as well
as artificial intelligence studies [6, 7, 8, 9, 10].
One of the most conventional approaches for gap filling algorithms is to use
an interpolation algorithm [11, 12]. Interpolation based method primarily as-
sumes spatial continuity of the map; the elevation value for a given point is more
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likely to be similar to the value of the nearby region than to that of the distant
region. As such interpolation algorithms predict the unseen value as a weighted
average of neighboring values where the weight is inversely proportional to the
distance. Consequentially, interpolation approaches are difficult to account for
regional characteristics and tend to focus too much on local information near
the gap. Besides, they often provide blurred results and fail to resolve the first
challenge. For more accurate and precise reconstruction, however, algorithms
that adaptively reflect local characteristics and effectively aggregate information
even away from the target region is needed.
Alternatively, one can apply image inpainting algorithms by replacing the
void filling task as image completion task; elevation maps can be viewed as
single-channel images. Traditional inpainting algorithms [13, 14, 15, 16, 17],
however, often fail to preserve details of surface information, thus are unsuit-
able for high-resolution reconstruction on large holes. On the other hand, data-
driven approaches based on deep-learning methods such as a convolutional neu-
ral network (CNN) [18] and generative adversarial network (GAN) [19, 20] have
been recently studied [21, 22, 23, 24]. Although such approaches are known
to generate unseen region with a very high-resolution, it is doubtful whether
the predicted output from deep neural networks is reliable because they do not
provide any uncertainty analysis.
To resolve the presented challenges, this paper proposes a data-driven prob-
abilistic inference scheme as illustrated in Figure 1. In particular, this paper
primarily replaces the no-data gap reconstruction task as conditional inference
problem. Then, we adopt the attention mechanism [25] based neural processes
(NPs) [26, 27] as a stochastic inference process to predict the elevation value
on the shadowed region for given nearby observation data. The neural process
model is trained in a self-supervised manner by using randomly masked NAC
DEM data. We evaluated the effectiveness of our approach on the Apollo 17
landing site and showed that it fills no-data gaps of large-scale NAC DEMs in
high precision and reliability.
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Figure 1: Flow diagram of the proposed neural process based no-data gap reconstruction
method in Lunar NAC DEM.
2. Preliminaries
Our method builds upon the attentive neural processes model [28] which
is a state of the art stochastic process model that incorporates attention ap-
proach into NPs. Here we briefly describe preliminary concepts about NPs and
attention models.
2.1. Nomenclature
In the following sections, subscript i and j denotes ith and jth data set,
respectively. Scalar, vector and matrix values are, represented using lowercase
italic, lowercase bold italic, and capital bold italic, respectively. N (x;µ,Σ)
represents the probability density of vector x under the normal distribution with
mean vector µ and covariance matrix Σ. p(X|Y; Z) denotes the probability of
random variable X conditioning on random variable Y and parameter Z.
2.2. Neural Processes
The neural processes (NP) model is a flexible and powerful multi-dimensional
regression model that approximates conditional distributions over functions
given a set of observations [27]. Consider a set of observation data consist-
ing of N input xi ∈ RP and output yi = f(xi) ∈ RQ pairs O = {(xi,yi)}Ni=1,
and another set of M unlabeled points X∗ = {x∗i }Mi=1. The main aim of NP is to
approximate a conditional distributions of Y∗ = {y∗i = f(x∗i )}Mi=1 for unknown
function f : RP → RQ. Since it is analytically intractable to infer conditional
probability for the nonlinear function f , NP introduces encoding process (gθ)
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that compresses each observation data into a finite-dimensional latent vector
ri ∈ RD and decoding process (Qφ) that reconstructs unseen data for a given
data point and computed latent vectors:
p (Y∗|O,X∗) ≈ Qφ (Y∗|X∗;R ∼ gθ(O)) . (1)
where R = {ri}Ni=1 is a set of latent vectors while θ and φ are sets of learnable
parameters for the encoding and decoding process respectively.
For the decoding process, the mean-field approximation is used to achieve
the scalable inference 1:
Qφ (Y
∗|X∗;R) =
∏
x∗∈X∗
Qφ (y
∗|x∗;R) . (2)
In more detail, Qφ(·) consists of mean and covariance functions µφ(·) and σφ(·)
parameterized by neural networks:
Qφ (y
∗|x∗;R) = N (y∗;µφ(x∗, r∗), σφ(x∗, r∗)) (3)
r∗ = aggregate (R) (4)
where the aggregate function is an arbitrary permutation-invariant function
(e.g. sum, mean, max operation, etc.). The element-wise sum operation has
been used for aggregate function in previous works [26, 27]:
r ≡ aggregate(R) = r1 ⊕ · · · ⊕ rN (5)
Similarly, encoding process gθ(·) is also parameterized by neural network 2:
ri = gθ (xi,yi) ∀(xi,yi) ∈ O (6)
Usage of the neural process has several big advantages as following. Pri-
marily, NP is robust. Since NP is a probabilistic model, uncertainty analysis is
available thus the predicted values are highly reliable. Secondly, NP is scalable.
1The parallel inferences of Qφ is enabled via GPU by mean-field factorization.
2The encoding process also can be considered as stochastic without loss of generality; but
this paper focuses on deterministic process for the simplicity in implementation and operation.
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Note that Gaussian processes (GPs) [29], one of the most widely-used tradi-
tional stochastic processes, imposes an extensive computational cost of O(N3),
while NP can predict the data with a cost of O(N+M). Finally, NP can possess
strong representation power by using the latest deep learning algorithms.
2.3. Attentive Neural Processes
In the early model of NPs, aggregate function in (4) only take R as inputs
and does not consider the inference point x∗. Moreover, the encoding process in
(6) does not take other data points into account. As such the conventional NPs
infer latent variables R by merely using local information on each pixel, and
therefore fail to compress the global information regarding whole observed data.
As a result, overall processes could not have strong representation power and NP
often suffers an under-fitting problem. To resolve the challenge, Kim et al.[28]
suggests attention based NP model, called attentive neural processes (ANPs),
that incorporates the attention model into encoding and decoding processes.
2.3.1. Attention Models
Attention-based neural network architecture, the Transformer, is first intro-
duced by Vaswani et al.[25]. After the invention of the Transformer, attention
models have been applied to state of the art deep learning algorithms in the wide
range of field (e.g. natural language processing [30], image processing [31], rec-
ommendation [32], etc.), achieving superior performances. The key idea int the
attention mechanism is to learn to adaptively determine the associations among
data: it automatically figures out the more and less important data points (re-
gions) to pay attention. Consider a lunar crater classification task, for instance,
while vanilla neural process places equal importance on every pixel data, atten-
tion models try to focus on pixels in crater regions automatically. One of the
biggest advantages of using attention model is that the representation power of
the model drastically increases.
Consider a set of key-value (input-output) pairs {ki,vi}Ni=1 and queries (tar-
get) {qi}Mi=1. We can build a key matrix K ∈ RM×P , a value matrix V ∈ RN×Q,
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and a query matrix Q ∈ RN×P by stacking data along the column:
K =
[
k1, · · · ,kN
]
, V =
[
v1, · · · ,vN
]
, Q =
[
q1, · · · ,qM
]
. (7)
Scaled dot-product (SDP) attention function is given by:
SDP (Q,K,V) ≡ softmax
(QKT√
P
)
V. (8)
To be specific, SDP function predicts jth output for a given query qj as a
weighted average on the set of observation values {vi}Ni=1 by giving higher weight
on the value vi that has a larger dot product of key ki and qj .
Vanilla SDP function does not have any trainable parameters. To enhance
the representation power of attention network, linear transformation layers are
often preceded before SDP function:
Attention
(
Q,K,V
) ≡ SDP (QWQ,KWK ,VWV ) (9)
where WQ,WK ∈ RP×Dq and WV ∈ RP×Q are query, key, and value embed-
ding matrices respectively. Note that using additional linear layers also allows
the attention function to take into account the heterogeneity of query, key and
value matrices.
Furthermore, we can extend the attention model to a multi-headed model
to consider K number of relational processes:
MAK
(
Q,K,V
) ≡ w0 + K∑
k=1
Attentionk
(
Q,K,V
)
Wk (10)
where Attentionk is k-th attention function, Wk are corresponding embedding
matrix, and w0 is bias vector. K is user defined hyperparameter.
2.3.2. Attentive Neural Processes
The primary difference between NP and ANP is that ANP adopts multi-
headed self-attention (attention where keys and queries are identical) on the
encoding processes:
Rattn = SA (R) = MA
Ke (R,R,R) (11)
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Figure 2: The architecture of attentive neural process
where R = [r1, · · · , rN ] is a matrix of latent vectors. ANP additionally adopts
multi-headed cross-attention instead of aggregate function in equation (4):
r∗i = MA
Kd (x∗i ,X,Rattn) (12)
where X = [x1, · · · ,xN ] is a matrix of input vectors. The graphical representa-
tion of ANP architecture is illustrated in Figure 2.
3. Probabilistic Reconstruction Framework for No-Data Gap in NAC
DEMs
3.1. Problem Formulation
Primarily, we formulate the no-data gap reconstruction problem as a prob-
abilistic inference problem. Denote the L latitude-longitude pairs on the non-
shadowed regions of NAC DEM, D = {xi = (λi, ϕi)}Li=1 and the elevation for
each point {yi}Li=1. Similarly, we denote the location and elevation for shadowed
region {x∗i }Ti=1 and{y∗i }Ti=1, respectively. The goal of no-data gap reconstruc-
tion is to compute the probability distribution: q
(
y∗
)
= p
(
y∗|x∗, {xi,yi}Li=1
)
.
However, it is computationally extensive to consider every elevation data of
high-resolution NAC DEM. Instead, we approximate the distribution as:
q
(
y∗
) ≈ p(y∗|x∗, {xi,yi}i∈W(x∗)) (13)
W(x = (λ, ϕ))
= {i | |λi − λ| ≤ 1
2
wλ, |ϕi − ϕ| ≤ 1
2
wϕ}
8
where wλ and wϕ are user-defined window sizes. As an inference model, atten-
tive neural process model, Qφ(·), is used to estimate the posterior distribution
of elevation value for given target points. In order to normalize the range of
input values for effective computation, we used a relative location to the target
point rather as NP inputs. Note that since the encoding and decoding processes
are both parameterized by the neural network in an amortized manner [33, 34]
as illustrated in equation (3) and (6), we utilized only a single neural process
model that can be applied to an arbitrary target region.
3.2. Model Architecture
3.2.1. Encoder
We built the encoder network with three neural-networks: location encoder,
elevation encoder, and latent encoder. Location encoder (gl) and elevation (ge)
encoder linear transforms the location (xi) and elevation (yi) information into
the latent space with dimension D:
gl(xi) ≡ x′i = Wlxi (14)
ge(yi) ≡ y′i = Weyi
where Wl ∈ RD×2 and We ∈ RD×1 are learnable parameters. Then latent
encoder (glatent), the neural network (mlpe) that consists of two fully connected
layers with 1024 hidden units and ReLU activation, aggregates the transformed
location and elevation information into the latent vector ri with the same di-
mension D:
glatent(x
′
i, y
′
i) ≡ ri = mlpe(x′i + y′i) (15)
. Finally, as presented in Section 2.3.2, we aggregate latent vectors by using the
2-headed self-attention layer to compute Rattn ≡ {r′i}Ni=1.
3.2.2. Decoder
Decoder network consists of a 2-headed cross-attention layer and one neural
network. Cross-attention layer estimates the latent vector for the target location
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r∗ with {x′i}Ni=1 as key, {r′i}Ni=1 as value, and the transformed target location
gl(x
∗) as query. Finally, the neural network (mlpd) that consists of two fully
connected layers with 1024 hidden units and ReLU activation, decodes the latent
vector into the elevation y∗:
y∗ = mlpd(r
∗) (16)
3.3. Sparse Neural Processes
Although the computational cost of ANP, O(ND2), is much lighter than
the one of Gaussian processes, the dot-product operation in (8) is still a com-
putationally and memory extensive. As a result, the vanilla ANP algorithm
cannot be applied to large window sizes. Furthermore, using large amounts of
information does not always lead to better results since the model can be easily
over-fitted and leads the slow convergence. As such, we propose sparse atten-
tive neural processes (SANPs), a self-supervised learning scheme that not only is
applicable to the large scale window size but enhances the model performance.
3.
For each training iteration, we randomly select B < L numbers of data
points D′ among D. For each data point xi in D′, we collect the DEM data of
window size Si = {(xj ,yj)}j∈W(xi). After this, we randomly sample K  |Si|
context points Oi for each Si under the probability distribution:
psample(x; xi) =
exp(−
1
α ||x− xi||2), if x 6= xi.
0, otherwise.
(17)
where α is a user-defined sampling temperature. Note that the context points
are uniformly sampled for α = ∞ while the top-K closest points are selected
for α = 0. Finally, the model is trained to maximize the probability of elevation
values for given sampled context points:
J =
1
B
B∑
i=1
[
Qφ(yi | xi, gθ(Oi))
]
(18)
3In the same way, neural processes are extended to sparse neural processes (SNPs)
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Algorithm 1: Sparse Attentive Neural Processes
Initialize dataset D
Initialize ANP paraemters θ, φ
Initialize learning rate η
while Converged do
J = 0
Sample B data points D′ from D
for {xi,yi} in D′ do
Gather DEM data Si near xi
Sample context points Oi
Apply data augmentation to Oi
Collate training triplet {Oi,x∗i ,yi}
Compute the log-likelihood of the elevation at target regions:
p = Qφ(yi|xi, gθ(Oi))
J = J + 1B p
end
Train θ and φ with gradient-descent algorithm
end
We used Adam [35] algorithm for the gradient descent optimizer. The overall
algorithm flow is described in Algorithm 1.
3.4. Data Augmentation
Data augmentation technique has been widely applied in various machine
learning models, especially in computer vision fields, which effectively enhance
the model performance. Data augmentation reduces generalization errors, par-
ticularly when the number of data is not sufficiently secured, such as the DEM
problem. Therefore, this paper applied two data augmentation techniques, ro-
tation and scaling, as described in Algorithm 2.
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Algorithm 2: Data Augmentation
Input: context points Oi
Sample rotation angle θi in [0, 2pi]
Sample scaling factor si in [0.5, 1.5]
for {xj = (λj , ϕj),yj} in Oi do
λj ← λj cos(θi)− ϕj sin(θi)
ϕj ← λj sin(θi) + ϕj cos(θi)
yj ← yj × si
end
4. Experiments
To demonstrate the efficiency of the proposed method, we compared the
reconstruction performance with baseline methods on NAC DEM data at the
Apollo 17 landing site (20.0◦N and 30.4◦E) 4. Data consists of 4.5M points
(pixels) of size 0.005 km * 0.005 km. We used 10k points for valid and test
data each, before training models. As expected, valid and test data is not used
for training procedures. Our model is implemented in PyTorch [36] on a single
Nvidia V100 GPU, while the baseline algorithms are implemented in SciPy [37]
and OpenCV-Python [38]. The code will be available after publication.
4.1. Model Specification
For sparse neural process models, window sizes wφ and wϕ are set to 0.5
km (∼ 100 pixels) so that they can adequately cover the size of the no-data
gap. Hyperparameters, sampling size (K), sampling temperature (α), and latent
dimensions (D), are set to 100, 0.4 km, and 512 respectively through ablation
studies in section 4.3. For the vanilla neural process models, the window sizes
are adjusted to 0.05 km (∼ 10 pixels) to match the number of context points,
and the latent dimension was equally set to 512. Furthermore, we compare our
model with the following baselines as well as neural process models:
4The data is collected from http://wms.lroc.asu.edu/lroc
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NLL MAE (m) RMSE (m)
SANP -0.5538 0.3096 0.4439
SNP -0.2147 0.41708 0.5793
ANP -0.3775 0.3418 0.4865
NP 0.8475 1.039 1.485
Linear - 0.3586 0.5082
Cubic - 0.4034 0.6026
Nearest - 1.693 2.186
Navier Stokes - 2.306 33.26
Telea - 9.131 44.06
Table 1: Reconstruction Results
• Linear is an extension of linear interpolation for 2 - dimensional data,
using the closest 2× 2 pixels.
• Cubic is an extension of cubic interpolation for 2 - dimensional data,
using the closest 4× 4 pixels.
• Nearest fills with the value of the nearest point.
• Navier Stokes [39] is one of the most well-known image inpainting algo-
rithms based on fluid dynamics utilizing partial differential equations.
• Telea [40] is another image inpainting algorithm based on fast marching
method.
4.2. Reconstruction Results
Reconstruction errors of the SANP are compared against baseline models, in
terms of three evaluation metrics: negative log-likelihood (NLL), mean absolute
error (MAE), and root mean square error (RMSE). While MAE and RMSE only
evaluate the accuracy of the reconstruction results, NLL further indicates how
close the approximated probability distribution is to the ground truth. Thus
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even if the evaluated MAE or RMSE is small, it can be inferred that if the
NLL is large, the model is overconfident when predicting uncertain locations.
As such, NLL represents the robustness of the model. Note that NLL is only
reported for neural process models since others are not probabilistic models.
The results are shown in in Table 1, SANP outperforms baseline algorithms
for every metrics. From this result, we found that sparsification method helps
the model to be more robust; this is consistent with previous studies that
Dropout [41] reduces the generalization error of the model in many machine
learning algorithms. Moreover, the sparsification considerably improves the
performance of NP; the sum aggregation in (5) generally does not perform well
in large window sizes because the latent information becomes vague as the num-
ber of data increased, but the sampling technique resolves such over-smoothing
problem and enhances the accuracy of the information.
To illustrate more detailed results for our model, we primarily show several
sample reconstruction results on artificially generated images with no-data gaps
as shown in figure 3. As shown in the results, our model can predict the no-
data gap successfully regardless of the size or shape of the voids. Furthermore,
we provided the reconstruction result on NAC DEM at the Apollo 17 landing
site which contains no-data gaps, and the uncertainty map estimated by SANP
model. We fount that the SANP model predicts relatively high uncertainty
where the reconstruction is suspected to the naked eye indicating that the model
is aware of its own prediction accuracy, and it demonstrates the robustness of
the model. Results are illustrated in figure 4.
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(a)
(b)
(c)
(d)
(e)
Figure 3: Sample reconstruction results of the SANP for various shapes and sizes of no-data
gap. Color represents the elevation value (unit: m). (Left) input context, (middle) ground-
truth, (right) reconstruction.
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(a) Reconstructed map (b) Uncertainty map
Figure 4: Reconstruction results of the SANP on no-data gaps in NAC DEM data at the
Apollo 17 landing site (20.0◦N and 30.4◦E). (a) Left image is NAC DEM, and right image
is reconstructed map. Color represents the elevation value (unit: m). (b) Uncertainty map
derived based on the standard deviation estimated by SANP. Color represents the standard
deviation value (unit: m).
4.3. Ablation Studies
To find the effect of hyperparameters to the model performance, ablation
studies for SANP model are conducted in terms of the three most important
factors: sampling size, sampling temperature, and latent dimension. In the case
of sampling size and latent dimension, relative inference time is also compared
as it is a factor directly related to the scalability of the method.
Primarily, the best sampling size is found to be 100 as shown in Table 2. A
small number of context points can not provide enough information for recon-
struction while too large number raises an over-smoothing problem and dramat-
ically reduces the reconstruction quality. Empirically, it is found that over 1000
sample size leads to the out of memory (OOM) error for a single GPU with the
batch size 1024. Figure 5a shows that the inference time linearly increases to
the number of sample size, as expected.
Secondly, experiments on the effect of varying sampling temperature are
conducted. Intuitively, it can be easily expected that the elevation values at
points closer from the target point are more important. As such, the model
16
K NLL MAE RMSE
50 -0.3697 0.3613 0.5131
100 -0.5538 0.3096 0.4439
200 -0.1664 0.3534 0.5018
500 0.5761 0.8871 1.301
1000 Out of Memory
Table 2: Reconstruction Performance by Sampling Size
α NLL MAE RMSE
∞ 668.8 60.90 69.11
8 0.7698 0.9701 1.329
0.8 -0.4188 0.3379 0.4859
0.4 -0.5538 0.3096 0.4434
0.16 -0.4081 0.3391 0.4867
0.08 -0.3961 0.3362 0.4804
0 -0.3134 0.3702 0.5252
Table 3: Reconstruction Performance by Sampling Temperature
with too high temperature would fail to make accurate reconstruction results.
When the temperature is too low, meanwhile, the model becomes too myopic.
As a result, the best sampling temperature is found at 0.4, as shown in Table 3.
Finally, the performance and inference time with different latent dimension is
analyzed as well. As the latent dimension gets larger, the number of learnable
parameters in neural networks gets bigger; therefore, the model with larger
dimension generally has more representation power. However, the model with
too large dimension may suffer from over-fitting problems, and the inference time
quadratically increases with the latent dimension as well. In our experiments,
512 is found to be the most suitable dimension size as shown in Table 4 and
Figure 5b.
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D NLL MAE RMSE
128 -0.4328 0.3371 0.4810
256 -0.4388 0.3295 0.4720
512 0.5538 0.3096 0.4439
768 -0.5033 0.3170 0.4550
1024 -0.3334 0.3512 0.4973
Table 4: Reconstruction Performance by Latent Dimension
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Figure 5: The relative inference time by (a) sampling size and (b) latent dimension.
5. Conclusion
In this paper, we have proposed a probabilistic reconstruction framework
for no-data gaps in lunar digital elevation maps. Our framework is built upon
attentive neural processes, a state of the art stochastic process model, which en-
ables the model not only to perform uncertainty analysis but to be robust. To
take account for scalability issue, we have extended neural process to sparse at-
tentive neural process (SANP). SANP reduces the computational complexity of
NP models and enhances reconstruction performance by solving over-fitting and
over-smoothing problems. We have evaluated our model on lunar NAC DEMs at
the Apollo 17 landing site and showed our model outperforms competitive void-
filling methods in terms of negative likelihood, mean absolute error, and root
mean square error. Furthermore, we have conducted extensive ablation studies
18
to provide the effect of critical hyperparameters on the model performance. In
future, the proposed method can be extended by using CNN, a powerful deep
learning model used in various computer vision tasks, with NPs.
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