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ABSTRACT
NON-INVASIVE DETECTION AND ASSESSMENT OF CORONARY STENOSIS
FROM BLOOD MEAN RESIDENCE TIMES
Javad Hashemi
December 2, 2019
Coronary artery stenosis is an abnormal narrowing of a coronary artery caused by an
atherosclerotic lesion that reduces lumen space. Fractional flow reserve (FFR) is the gold
standard method to determine the severity of coronary stenosis based on the determination of
rest and hyperemic pressure fields, but requires an invasive medical procedure. Normal FFR
is 1.0 and FFR  0.80 is considered hemodynamically significant. Computational fluid
dynamics (CFD) enables computation of noninvasive FFR in conjunction with patient specific
imaging such as angiography or computerized tomography coronary angiography, but has
typically resulted in 8-12% false readings. An alternate CFD method is presented here that
computes blood residence time through a given coronary artery segment, which provides a
more direct assessment of physiological changes as a result of the stenosis. Small regions of
recirculatory flow form distal to a stenosis causing an increase in the mean residence time of
the blood relative to the nominal mean residence time, defined as volume divided by flow rate.
Blood mean residence time was expressed as a dimensionless parameter, BloodRT, to account
for varying volume and flow rate of individual segments. BloodRT was computed in 100
patients who had undergone the pressure-wire FFR procedure, and a threshold for BloodRT was
v

determined to assess the physiological significance of a stenosis, analogous to the diagnostic
threshold for FFR. The threshold exhibited excellent discrimination in detecting significant
from non-significant stenosis compared to the gold standard pressure-wire FFR, with
sensitivity of 98% and specificity of 96%. When applied to clinical practice, this could
potentially allow practicing cardiologists to accurately assess and quantify the severity of
coronary stenosis without resorting to invasive catheter-based techniques.
The first 100 patient study required a clinically determined blood flow rate as a key
model input. To create a more non-invasive process, a multiple linear regression approach was
employed to determine blood flow rate entering a given artery segment. To validate this
method, BloodRT was computed for a new set of 100 patients using the regression derived
blood flow rate. The sensitivity and specificity were 95% and 97%, respectively, indicating
similar discrimination compared to the clinically derived flow rate.
The method was also applied to a succession of stenosis in series. When BloodRT of
each individual stenosis was well above the threshold for significance, the cumulative effect
of all stenoses led to an overall BloodRT below the threshold of hemodynamic significance.
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CHAPTER ONE
INTRODUCTION
One million invasive coronary angiographies (ICAs) are performed on a yearly basis
in the US and approximately half of these patients undergo percutaneous coronary intervention
(PCI) and stent placement [1]. In patients for whom the indication for ICA is stable coronary
artery disease (CAD) or chest pain, frequently, the interventional cardiologist encounters
coronary stenosis of 40 to 90% and a decision has to be made with regards to revascularization
(stent placement). The prevailing clinical practice is to visually estimate the degree of coronary
blockages; patients with a stenosis ≥ 60 to 70% would then undergo PCI while others would
receive medical therapy despite the fact that the totality of randomized trial data to date has
not shown an improvement in patients’ outcomes when revascularization is guided by degree
of stenosis alone [2, 3]. Although, there is a fairly consistent relationship between the degree
of coronary stenosis and coronary blood flow, the relation between the two is complex and
there remains a disconnect between them in a significant number of cases [4] .
Accurate quantification of coronary stenosis is crucial in order to provide optimal
medical care for patients. FFR, measured by placing a pressure wire across a stenotic lesion,
is the gold standard method to determine the severity of coronary stenosis but requires an
invasive medical procedure [5]. FFR is the ratio of maximal blood flow distal to a stenotic
lesion to maximal flow in the same artery if hypothetically normal [6]. Normal FFR is 1 and
an FFR ≤ 0.80 is considered hemodynamically significant [7]. The challenge is that
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measurement of FFR is an invasive extra step that is expensive, time consuming and associated
with higher risk of complications, hence the slow acceptance rate of the technology by
interventional cardiologists.
FFR has also been used for patients with serial stenoses in the same coronary artery
[8]. A sensor pressure wire is pulled-back through all present stenoses to estimate which of the
stenoses has a significant effect on the overall hemodynamics and the largest pressure gradient
[8]. The pull-back method is repeated so as to accurately find the functionally significant
stenosis among the other remaining stenoses. Assessing significant stenosis or stenoses under
maximal hyperemia is important for deciding the proper location for stent placement, as
stenting the primary stenosis can improve blood flow even with other stenoses present in the
coronary artery [9]. Previous studies proved that the ratio of distal to proximal pressure would
not accurately assess the FFR of each individual lesion if the other lesions were ignored [9].
The individual effect of each stenosis would be unpredictable using the simple ratio of the
distal and proximal pressures [8]. CT-FFR was attempted for serial stenosis, but was not
accurate to assess significant stenosis in distal coronary artery segments [10].
Recent advances in CFD enable calculation of coronary flow and pressure fields from
anatomic image data [11]. Noninvasive calculation of FFR, or virtual FFR (vFFR), has been
performed on images obtained from ICA or CTCA [12, 13]. This method applies CFD to
determine the physiologic significance of CAD without additional imaging, administration of
medications, or use of pressure-wire and hyperemia.
The volume flow rate of blood proximal to a coronary stenosis would be an extremely
helpful inlet boundary condition, if known, to enable computation of vFFR without the need
to model blood flow throughout the entire coronary tree. One solution to this problem is the
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use of a fixed volume flow rate in all patients [14]. However, there is a significant variation in
volume flow rate from patient to patient and it is mostly dependent on the location of stenosis.
Other attempts to determine individualized flow rates proved to be quite time consuming and
requires invasive techniques.
Residence time is an indicator of flow trajectory and mixing. Deceleration of blood
flow during the cardiac cycle yields large recirculation zones distal to stenosis leading to
protracted path lengths and greater residence times. CFD is ideal for computing residence time
in flow systems. Rather than measuring or computing pressure loss to quantify physiological
significance, a new approach is presented here which directly quantifies the altered flow
trajectories through a dimensionless form of residence time, BloodRT, a metric that quantifies
variations in time spent in a given stenotic artery segment due to variations in paths through
the segment.
Specific Objectives:
1. Determine a threshold for BloodRT that demonstrates discrimination in the
diagnosis

of

significant

from

non-significant

stenosis,

analogous to

the

diagnostic threshold for FFR. Maximize the sensitivity and specificity of this
metric compared with the gold standard pressure wire FFR threshold for 100
patients.
2. Determine the individual physiological significance of each stenosis in a
system of serial stenoses.
3. Determine the flow rate of blood using multiple linear regression. This first
requires

determining

the

statistically

significant

readily

available

patient

factors that affect the value. The coronary volume flow rate is an essential
3

model inlet boundary condition for determining BloodRT (or vFFR), and is
not available through non-invasive means.
4.

Validate the model for calculation of BloodRT using the regression derived
flow rates in a second cohort of 100 patients against FFR.
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CHAPTER TWO
LITERATURE REVIEW
2.1 CFD Method
CFD is a method to study fluid dynamics by applying numerical methods and data
processing techniques for solving fluid flow problems. CFD is based on transport phenomena
that includes the conservations of mass, momentum, and energy. CFD programs improve the
ability to solve these otherwise impractical conservation equations effectively and
simultaneously. Conservation equations could be solved using a discretized version of a
geometric domain. ANSYS programs such as Fluent and CFX can simulate fluid flow and
calculate relevant fluid user-defined metrics. In general, these programs permit the simulation
of flow, heat transfer, and reactions for industrial applications and, as relevant here ,biomedical
applications. Bioengineers have extended CFD to investigate complex physiological flows
especially in cardiovascular medicine, and can enhance diagnostic assessment, device design,
and clinical trials.
CFD solves governing conservation equations that depend on the individual system.
The equation for energy conservation can be included in addition to the conservation equations
of mass and momentum. Continuity is described for the conservation equation of mass by:
𝜕𝜌
𝜕𝑡

+ (∇. 𝜌𝑣⃗) = 𝑆𝑚

(2.1)

where ρ is density, v is velocity, and Sm is a source term. The momentum conservation equation
is:
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𝜕
𝜕𝑡

(𝜌𝑣⃗) + 𝛻. 𝜌𝑣⃗𝑣⃗ = −𝛻𝑝 − [𝛻 ⋅ 𝜏] + 𝜌𝑔⃗⃗

(2.2)

The viscous momentum flux tensor 𝝉 represents shear stress and is given by:
2

𝜏 = −𝜇[𝛻𝑣⃗ + (𝛻𝑣⃗)𝑇 ] + 3 𝜇(𝛻 ⋅ 𝑣⃗)𝛿

(2.3)

Assuming constant viscosity and fluid density, substitution of 𝝉 in the conservation
equation of momentum and adjustment gives the Navier-Stokes equation:
⃗⃗
𝜕𝑣

𝜌 ( 𝜕𝑡 + 𝑣⃗ ⋅ 𝛻𝑣⃗) = −𝛻𝑝 + 𝜇𝛻2𝑣⃗ + 𝜌𝑔⃗⃗

(2.4)

CFD solves the mass conservation and Navier-Stokes equations by approximating the
continuous variables in the partial differentials using discrete analogs and utilizing a geometric
mesh or grid discretized domain. For CFD, flow variables are defined at every point on the
domain for continuous domains. An accurate solution may be obtained when each node
interacts with adjacent nodes predictably. Discretized results approach analytical results when
the grid resolution (i.e., mesh count) is sufficient. The fundamental ideas of CFD are illustrated
by employing them in the following simple 1D equation [15]:
𝑑𝑢
𝑑𝑥

+ 𝑢 = 0; 0 ≤ 𝑥 ≤ 1; 𝑢(0) = 1

(2.5)

The domain could be discretized into equally-spaced (Δx) points on a grid, with general grid
points labeled 𝑥𝑖. Since the governing equation is valid at any grid point, this gives:
𝑑𝑢

(𝑑𝑥 )𝑖 + 𝑢𝑖 = 0

(2.6)

where the subscript i represents the value at grid point xi. For getting an expression for
differential term in terms of u at the grid points, ui−1 is expanded in a Taylor’s series:
𝑑𝑢

𝑢𝑖−1 = 𝑢𝑖 − ∆𝑥 (𝑑𝑥 ) + 𝑂(∆𝑥)
𝑖

and then:
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(2.7)

𝑑𝑢

(𝑑𝑥 )𝑖 =

𝑢𝑖 −𝑢𝑖−1
∆𝑥

+ 𝑂(∆𝑥)

(2.8)

where O(Δx) is the truncation error, without higher-order terms in the Taylor series, this
equation is reached:
𝑢𝑖 −𝑢𝑖−1
∆𝑥

+ 𝑢𝑖 = 0

(2.9)

Fluent programing uses the finite-volume method. Integral forms of the conservation
equations are applied to the finite-volume method. A cell of control volume is assigned discrete
equations for each cell. In the finite-volume method, a control volume is usually referred to as
a “cell” and a grid point as a “node”. In 2D, mesh could have three or four sided cells. In 3D,
cells are usually hexahedrals, tetrahedrals, or prisms. The integral form of the conservation
equation of mass in this method is:
∫𝑠 (𝑣⃗ ⋅ 𝑛̂)𝑑𝑆 = 0

(2.10)

For a rectangular cell with length Δ𝑥, height Δ𝑦, and applying a velocity vector
⃗⃗𝑖 = 𝑢𝑖 𝑖 + 𝑣𝑖 𝑗, the integral equation in discretized form is:
of 𝑉
−𝑢1 𝛥𝑦 − 𝑣2 𝛥𝑥 + 𝑢3 𝛥𝑦 + 𝑣4 𝛥𝑥 = 0

(2.11)

The above equation is the continuity equation in discrete form calculated in each cell. Other
conservation equations can be discretized for each cell in the same way. In addition, the finite
volume method could be extendable to different cell shapes in two or three dimensions.
After discretization, equations are solved simultaneously and iteratively. Fluent has two
options for iterating. These are pressure-based and density-based solvers (Figure 2.1). The
iteration number is important to reach a convergence with good resolution results. The results
of each iteration are compared with the previous iteration, and when residual values of the two
iterations are sufficiently small, then the results have converged sufficiently.
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Fig. 2.1 Iteration algorithms for the (a) Pressure-based and (b) Density-based Solvers [16].
2.2 CFD for Hemodynamics
Hemodynamic analysis plays an important role for studying and diagnosing
cardiovascular disease. Steinman et al. [17] showed that studying different biomechanical
factors in the cardiovascular system could be helpful in understanding arterial disease,
including atherogenesis, and in the diagnosis and treatment of patients with cardiovascular
disease. Qiu and Tarbell [18] predicted low wall shear stress (WSS) on the inside curvature of
an idealized model of a left coronary artery using their single-phase computational fluid
dynamics (CFD) model. Zeng et al. [19] attempted but could not find a good correlation
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between their single-phase WSS using CFD simulations and curvature in a patient specific
reconstruction of a right coronary artery. Steinman [20] demonstrated that the last three
decades of studies had a lack of progress because most studies have been retrospective using
idealized or averaged hemodynamic models rather than being prospective using local measured
hemodynamic indices and correlated in a noninvasive manner using CFD. Migliavacca et al.
[21] computed three-dimensional pulsatile coronary flow and pressure in a single coronary
artery with an idealized model and low mesh resolution.
Steinman [20] presented the governing equations and constitutive relations of singlephase cardiovascular modeling. Gidaspow [22] reviewed and presented 30 years of study on
multiphase theory and CFD modeling. The rheological model for blood viscosity is a factor in
the simulation of hemodynamic flows [23]. However, non-Newtonian models have been
developed for modeling [23], but developing the appropriate non-Newtonian models for
complex flow is still a challenge. Some investigators modeled blood as multiphase fluid, and
they used a non-Newtonian hemodynamic model for the secondary-phase of blood, and the
continuous plasma phase was assumed a Newtonian fluid [24]. Bird et al., [25] extended the
Carreau–Yasuda viscosity model or using mixture viscosity, and they found a good correlation
between the model with experimental data. Recently, some researchers showed that Newtonian
viscosity can be sufficient for single phase model and is better than available non-Newtonian
models [26, 27]. The non-Newtonian properties are considered as a secondary effect while
reconstructing accurate anatomic data and boundary conditions are more important factors
[28].
Generally, arterial flow is laminar even in curves and branches [29]. Furthermore, most
investigators have assumed laminar flow in stenosed arteries [30, 31]. Ku et al. [32] showed
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that 80% of the pressure loss (FFR = 0.2) is required before, severe turbulence is observed
although such degree of stenosis is universally treated with coronary intervention in clinical
practice.
2.3 Invasive FFR
The degree of stenosis is usually estimated visually, which is notoriously inaccurate
[33]. The gold standard of care for quantification of coronary lesions is invasive measurement
of FFR [5]. During coronary angiography, FFR can be measured using a pressure wire, which
calculates the ratio of the distal coronary artery pressure to the proximal pressure when
adenosine is used to induce maximal hyperemia. FFR is the ratio of maximal blood flow distal
to a stenotic lesion to maximal flow in the same artery if hypothetically normal [6]. Normal
FFR is 1 and an FFR ≤ 0.80 is considered hemodynamically significant [7]. The challenge is
that measurement of FFR is an invasive extra step that is time consuming, expensive, and
associated with additional risk.
In hearts with epicardial stenosis, Uren et al. [34] demonstrated that increasing
coronary stenosis above 40% would potentially influence blood flow in hyperemic condition
and limit maximal blood flow, therefore, physiologically significant. Gould et al. [35]
developed a physiologic measure of coronary stenosis firstly, and later developed the relative
coronary flow reserve concept [36], defined as maximal flow with a stenosis divided by normal
maximal flow without the stenosis. Gould’s method was needed on direct flow measurement.
Pijls et al. [37] developed and presented invasive FFR encompassing its different aspects from
the effect of angiographic ambiguity in assessment of coronary stenosis, clinical hyperemic
drugs and their use in determination of invasive FFR, miniature pressure sensors, and a
theoretic framework for interpreting the ratio of distal coronary to driving aortic pressure. This
10

method overcomes some of the technical difficulties encountered with direct flow
measurement pioneered by Gould [36]. Fractional flow reserve is defined as the maximal
myocardial blood flow in the presence of a stenosis, divided by the theoretical maximal flow
in the absence of the stenosis in the same artery [37, 38]. The fraction of normal maximal blood
flow that could be reached to myocardium area due to a given stenosis is represented by FFR.
FFR is developed based on a Poiseuille’s Law modification [38] which states that in a fluid
system, the flow (Q) equals the pressure difference across the system (DP) divided by the
resistance (R). To measure FFR, intravenous adenosine is used to minimize the resistance of
the collateral circulation and myocardial vascular bed [39]. The assumption is that the coronary
lesion of interest is maximally flow limiting, and the effect of the collateral circulation and
myocardial vascular bed on pressure drop across the lesion is minimal and constant.
Additionally, if the collateral circulation were to make a physiologically important contribution
at maximal dilatation, then the pressure drop across the coronary lesion of interest would be
smaller as a result of that contribution. Therefore, the FFR will reflect the physiologic
significance of a lesion both in presence and absence of significant collateral blood flow. Pijls
et al [37] described derivation of fractional flow reserve with some assumptions. The important
principle, as described above, is that the flow through a specific portion of the myocardium
equals the pressure difference across that region divided by the resistance of the of regional
myocardium. For a stenotic artery, then DP is the pressure distal to the stenosis (Pd) minus the
venous pressure (Pv). For an artery without a stenosis, the P would be the arterial pressure
(Pa) minus the venous pressure (Pv). Therefore:
𝐹𝐹𝑅 =

𝑃𝑑 −𝑃𝑣 ⁄𝑅
𝑃𝑎 −𝑃𝑣 ⁄𝑅
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=

𝑃𝑑 −𝑃𝑣
𝑃𝑎 −𝑃𝑣

(2.12)

If Pv will be constant, it can be ignored, and FFR can be estimated as (Pd)/(Pa) (9). In any
normal artery the FFR is 1. In 1995 Pijls et al. [38] demonstrated that there is a correlation
between inducible ischemia and FFR of lower than 0.74. Later studies demonstrated that a
threshold of 0.8 has a better balance of sensitivity and specificity for treatment of ischemic
myocardium in patients with obstructive coronary artery disease.
2.4 Noninvasive FFR
Advances in CFD allow calculation virtual FFR (vFFR) using high quality coronary
CT angiography (CCTA) images (FFRCT). CFD quantification of coronary stenosis is based
on the Navier-Stokes equations [11, 40]. To calculate vFFR using CFD, the first step is to
reconstruct the coronary artery from CCTA, as well as defining the “boundary conditions” of
the coronary artery [41]. FFRCT screens for important coronary artery disease (CAD) before
the patient comes to the cath lab, and then once in the lab, the operators can confirm lesion
significance with invasive FFR. Because of the complex fluid and flow characteristics and
nonlinear computational model, however, extensive computational power and time are needed.
FFRCT has been correlated with FFR in several studies [42, 43]. The DISCOVER-FLOW
(Diagnosis of Ischemia-Causing Stenoses Obtained Via Noninvasive Fractional Flow Reserve)
Study was performed to compare FFRCT and invasive FFR in 103 patients with coronary
stenosis of more than 50% [44]. On a per-vessel basis, the accuracy, sensitivity, specificity,
were 84.3%, 87.9%, and 82.2% respectively, for FFRCT and 58.5%, 91.4%, and 39.6%,
respectively, for CCTA alone. The DeFACTO trial investigated the accuracy of FFRCT against
invasive FFR [43]. FFRCT accuracy was 73%, with sensitivity and specificity of 90%, and 54%
respectively. The NXT (Analysis of Coronary Blood Flow Using CT Angiography: Next
Steps) [45] trial studied 254 patients and 484 vessels with both CCTA plus FFRCT, and invasive
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coronary angiography and invasive FFR. Area under curve (AUC) for FFRCT (0.90)
significantly improved versus standard coronary CTA (0.81). In addition, sensitivity and
specificity per-vessel were 86% and 79% for FFRCT, vs. 94% and 34% for CCTA respectively
[45].
Invasive FFR and FFRCT have both been studied in patients with serial coronary
stenoses [10]. De Bruyne et al. [9] demonstrated for the first time, that in a large animal
experimental model, the interaction between two serial stenoses was such that invasive FFR of
each lesion separately could not be accurately measured by the equation for isolated stenoses
(Pd/Pa during hyperemia) applied to each separately. However, they successfully predicted the
FFR of individual lesions by complete equations taking into account coronary pressures before
and after every lesion and coronary wedge pressure[8]. In a later study this concept was
validated in patients with coronary stenosis. FFRCT has been compared to FFR pullback curves
along the stenoses and pressure recovery rate correlates between FFRCT and FFR for each
stenosis [10]. However, for the same reasons detailed above for invasive FFR, FFRCT is unable
to separate the effect of serial stenoses on one another [10]. To resolve this problem, a modified
equation has been proposed and validated in FFRCT [46]. Thus, both invasive FFR and FFRCT
quantification for individual stenosis in coronary arteries with serial stenoses is complicated
due to interdependence of such stenoses [46].
vFFR has also been quantified from coronary angiography using computational flow
dynamics (CFD). Determining vFFR accurately depends on accuracy of the geometric
renderings and model inputs. Empirical resistance boundary conditions at every coronary
outlet is typically used [11, 12] but determining accurate values remains a dilemma [47].
Published data reports 6-12% combined false positive and false negatives for vFFR as
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compared to FFR [48, 49]. Both FFR and vFFR are a function of pressure loss, a form of energy
loss due to friction between fluid and the walls and between layers of the fluid itself. There are
additional significant frictional losses around bends and through constrictions. In blood flow
through stenotic arteries, recirculation regions are known to form distal to the stenosis [50-52],
which also present a major source of frictional and hence pressure loss. Blood is typically
modeled as laminar, although localized regions of turbulence can exist in a recirculation region,
and not accounting for the turbulent energy dissipation may reduce the accuracy of the
predicted pressure loss. Even if modeled as turbulent, the velocity terms are still generally
empirical.
Morris et al. were first to compute vFFR from coronary angiography [53]. Thirty-five
patients were investigated using vFFR with invasive coronary angiography as the gold
standard. They reported accuracy, sensitivity, and specificity of 97%, 86%, and 100%,
respectively. Papafaklis et al. [14] introduced virtual functional assessment index (vFAI) that
was calculated using the lesion-specific pressure gradient (ΔP) and constructed the ΔP–flow
curve. The model provided high accuracy, sensitivity and specificity of 88%, 90% and 86%,
respectively with the optimal cut-point of 0.82 [14]. Another metric introduced, QFR
(Quantitative Flow Ratio, Medis Medical Imaging Systems), was examined against invasive
FFR and reported an accuracy of 92.4% on patient-level analysis [54]. In addition, QFR had
sensitivity and specificity of 78% and 89%, respectively [54]. The overall QFR accuracy was
85%. Pellicano et al. [55] introduced another vFFR model named angiography-derived FFR
measurement (FFRangio). A total of 203 lesions in 184 patients were studied. FFRangio had a
good correlation (P=0.90) with the FFR. Optimal cutoff value was 0.80, with sensitivity,
specificity, and accuracy of 88%, 95%, and 93%, respectively [55].
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An important challenge in angiographically calculated vFFR of coronary lesions is that
coronary inlet volume flow rate, defined as the volume flow rate of blood proximal to coronary
stenosis, is required as an inlet boundary condition to enable computation of vFFR without the
need to model blood flow throughout the entire coronary tree. One solution to this problem is
the use of a fixed volume flow rate in all patients [14]. However, there is a significant variation
in inlet volume flow rate that is mostly dependent on the location of stenosis. Other attempts
to determine individualized flow rates proved to be quite time consuming and requires
administration of adenosine to acquire hyperemic angiographic images. Another group of
investigators measured contrast medium transport time in the reconstructed vessel on
hyperemic projections. The mean volume flow rate at hyperemia was then derived using the
lumen volume of the reconstructed coronary tree divided by the mean transport time [49]. This
approach enables individualized quantification of inlet volume flow rate for patients compared
to a “one-size-fits-all” strategy.
2.5 Residence Time
A plug flow reactor (PFR) is considered an unmixed system, whereas a continuous
stirred-tank reactor (CSTR) delivers ideal mixing [56]. But in reality, reactors have stagnant
regions (dead zones) which are regions with suboptimal mixing of materials.
Residence Time Distribution (RTD) analysis is a diagnosis metric that can be used for
inspecting chemical reactors. It is useful in modeling reactors as well as estimation of effluent
properties. This technique is particularly advantageous when mixing of materials in such
reactors is non-ideal [56]. MacMullin and Weber [57] for the first time proposed the idea of
using RTD for analyzing chemical reactor efficiency. However, it was Dankwerts who
suggested the concept of mean residence time [58]. For example, deficient agitation in CSTRs
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could be studied using RTD. For experiment design, transparent reactors are used with both
colored tracers and a colored reaction, so that investigators can easily observe the evolution of
tracer and reactant concentrations in the reactor during reaction time; additionally, the reaction
can be recorded if desired. RTD calculation could be applied for the experimental
characterization of the flow pattern in different systems such as packed bed and tubular reactor.
The RTD function, E(t), measures the time for different functions of fluid element residing in
the reactor (macromixing). E(t) function can be calculated experimentally for a real reactor
using methods of tracer injection. If a tracer impulse is injected at the inlet, and tracer
concentration CT(t) at outlet is measured as a function of time, the experimental RTD function
could be expressed as follows [56]:
𝐸(𝑡) =

𝐶𝑇 (𝑡)
∞
∫0 𝐶𝑇 (𝑡)𝑑𝑡

(2.13)

Also, the effective mean residence time is 𝑡̅:
∞

𝑡̅ = ∫0 𝑡𝐸(𝑡)𝑑𝑡

(2.14)

Effective mean residence time is compared to nominal mean residence time which is calculated
by the ratio of volume to volume flow rate. RTD can detect by-pass and/or dead volume
formation within the real reactor. In order to diagnose a defective function in real reactors, a
comparison between RTD for ideal reactor and non-ideal reactor is needed. Residence time
distributions functions for the ideal flow patterns of plug flow and perfect mixing in CSTR are
[56]:
Ideal plug flow (Figure 2.2 a):
0 𝑖𝑓 𝑡 ≠ 𝑡𝑟̅
𝐸(𝑡) = {
∞ 𝑖𝑓 𝑡 = 𝑡𝑟̅
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(2-15)

Perfect mixing reactor (Figure 2.2 b):
𝐸(𝑡) =

𝑒 −𝑡⁄𝑡̅𝑟
𝑡̅𝑟

(2-16)

Where 𝑡𝑟̅ is the average residence time.

Figure 2.2 (a) RTD for near plug flow reactor and (b) RTD for near perfectly mixed reactor
[89].
In summary, the RTD can be used to examine and diagnose the type of mixing,
bypassing and dead zones in a non-ideal reactor that is currently on stream however is unable
to predict the efficiency of conversion using ideal reactor models.
2.6 Mean Age Theory
Mean age theory provides a computationally efficient method for computing residence
time or “age” of fluid, where “age” refers to the amount of time a parcel of fluid resides
between two boundaries. In 1953, Danckwerts [58] mathematically presented the residence
time distribution function and used the function for measuring the amount of time spent in the
vessel. He tested this concept for different systems including packed bed flow, pipeline flow
and flow through a stirred tank.
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Later on, Danckwerts [59] proposed the concept of residence time distributions for
different locations in a vessel. He called this new value ‘age’; the age at the outlet equals
residence time. Then, Sandberg [60] derived the steady scalar transport equation for mean age
based on the work of Spalding [61] which, provided much of the groundwork required for
deriving a transport equation for mean age (the first moment of age). Nonetheless, limitations
in computing power at the time made practical use of mean age impossible for decades.
Spalding defined mean age as:
∞

𝑎(𝑥) =

∫0 𝑡𝐶(𝑥,𝑡)𝑑𝑡
∞

∫0 𝐶(𝑥,𝑡)𝑑𝑡

(2-17)

Where C is the concentration of a hypothetical scalar at location (x) and time (t). Sandberg
[60] brought it to its conclusion a transport equation for mean age which is based on the
advective-diffusive equation:
𝜕𝐶
𝜕𝑡

+ 𝛻. (𝑢𝐶) = 𝛻. (𝐷𝛻𝐶)

(2-18)

Developing this equation with mean age definition and the recognition that age and
time are related leads to the conclusion:
𝑢𝛻𝑎 = 𝛻. 𝐷𝛻𝑎 + 1

(2-19)

This final equation provides the transport for mean age, rather than concentration of a
scalar. Essentially, a scalar constant source term replaced the unsteady term. This is
discriminating, in that one unit of mean age should equal for every unit of time passed.
The boundary conditions were shown to be for the same concentration:
a=0

Inlet
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(2-20)

𝜕𝑎
𝜕𝑋𝑛

𝜕𝑎
𝜕𝑋𝑛

=0

Outlet

(2-21)

=0

Wall

(2-22)

Baleo and le Cloirec [62] attempted to experimentally validate the mean age transport
equation in CFD. They used a turbulent flow model in a pipeline. They validated the mean age
equation by determining mean age spatial distribution using numerical computation. In 2010,
Liu and Tilton [63] presented the higher moments of age concept for the first time. Their study
demonstrated the advantage of mean age calculation using the spatial distributions which can
be exported from CFD simulations. Liu [64] used mean age theory for determining mixing
degree in an open system with continuous flow. Although Danckwerts [59] had proposed
mixing degree calculation and Zwietering [65] had further developed this concept without
using CFD, Liu quantified mixing using CFD for the first time. Russ and Berson [66] extended
mean age theory to multiple phases and validated it with a water-oil flow system using CFD.
2.7 Residence Time Applications in Cardiovascular Research
Conventional residence time theory is a measure of flow distribution at the exit of a
continuous system whereas mean age theory provides spatial resolution throughout the interior
of the flow domain. Mean age has been demonstrated in a variety of applications for both single
phase [62, 63] and multiphase flow [66, 67]. Multiphase would be beneficial if, for example,
one sought to determine the age of blood components such as cells, platelets, and plasma, etc.
independent of each other. Residence time determination has extensively been used in
cardiovascular applications. Kunov et al. [68] showed experimentally, using tracer particles,
that volumetric residence times were elevated in the separation zone distal to arterial stenosis.
Cao et al. [51] measured increasing residence time of tracers downstream of stenosis using a
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laser light sheet flow visualization method with pseudo-color display. CFD has been
extensively used in cardiovascular hemodynamics research to determine residence time, wall
shear stress, etc. Below, a brief overview of cardiovascular applications of residence time
computation based on principles of CFD is presented.
König et al. [69] developed a tool for experimental validation of numerical simulations
of blood flow mixing and fluid residence time in a ventricular assist device (VAD). The tool
allowed determination of flow penetration, recirculation regions and extent of mixing and
residence times in successive cycles of fluid entering in a given cycle. They demonstrated that
the simulations are capable of qualitative characterization of flow mixing; fluid residence times
quantification was less accurate.
Ford et al. [70] simulated aneurysmal blood flow dynamics by coupling threedimensional (3-D) cine X-ray angiography and CFD in order to calculate residence time. There
are no techniques for adequately measuring complex blood velocity fields in vivo. They
describe how cine X-ray angiograms may be simulated for the purpose of indirectly validating
patient-specific CFD models. Virtual angiographic images and residence time contours were
derived from an image-based CFD model of aneurysm artery. There was an excellent
correlation between clinical images and residence time contours.
Bernsdorf et al. [71] developed a Lattice Boltzmann method to simulate blood clot
formation using residence time modeling. They used an adaptation of the Lattice Boltzmann
method for simulating blood coagulation within a stenosed artery. They estimated the residence
time of fluid by a passive age scalar; the inlet flow age was defined zero. The majority of fluid
passed through the artery without increased age for clotting. However, a part of the fluid
trapped within recirculation zones produced increased age of the whole fluid. This stagnant
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blood that remains in such regions of recirculation have the potential for thrombus formation.
Therefore, determination of fluid residence time could be an important factor for predicting
clotting.
Gay and Zhang [72] performed numerical analysis of pulsatile blood flow for
unobstructed, stenosed, and stented carotid arteries in order to identify hemodynamic factors
in the initiation and growth of stenosis leading to severe occlusion of a diseased artery. They
performed modeling and analysis of two-dimensional unsteady pulsatile flows that are most
relevant in the context of thrombus formation. Their results provide detailed quantitative
analysis on blood flow pattern, wall shear stress, particle residence time, and oscillatory shear
index. The analysis of particle residence time culminates in a better understanding of blood
clot formation and why blood clot forms in a stenosed and a stented carotid artery.
Rayz et al. [73] investigated the effect of increased flow residence time by modeling
passive scalar advection in the same aneurysmal geometries. They used a new postprocessing
technique, referred to as ‘‘virtual ink’’ based on the passive scalar distribution maps for
visualizing the flow and estimating the flow residence time. The virtual ink technique clearly
depicted regions of flow separation. They calculated flow residence time at different locations
adjacent to aneurysmal walls and correlated them with areas of clot formation observed on
MRI. They demonstrated a significant relationship between regions where CFD predicted
either an increased residence time or low wall shear stress and the regions where thrombus
deposition was observed to occur in vivo.
Suh et al. [74] presented qualitative and quantitative results of particle residence time
computation, using magnetic resonance imaging (MRI) and CFD, to explain the complex
hemodynamics in eight different abdominal aortic aneurysms. They used phase-contrast MRI
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to measure blood flow to estimate physiologic boundary conditions. Next, they quantified flow
stagnation and recirculation in aneurysms by computing particle residence time. This study
reported significant regional differences in particle residence time in abdominal aortic
aneurysms including a long-duration particle residence time region localized in the aneurysm
that could represent flow stagnation and recirculation zone with elevated probability of
thrombus formation.
Long et al. [75] proposed a continuum-based model of particle residence time for
moving structure fluid mechanics and fluid structure interaction (FSI) computations. They
showed that residence time is a quantity of clinical interest for blood pumps because it
correlates with thrombotic risk. Particle residence time quantification was used in the VAD
design with the goal of reducing thrombotic risk.
Arzani [76] used blood cell residence time for better understanding of blood rheology
in aneurysmal flows. Experimental data suggest that red blood cell aggregation and rouleaux
formation require notable red blood cell residence-time in a low shear rate regime. He proposed
a novel hybrid Newtonian and non-Newtonian rheology model where the shear-thinning
behavior is activated in high residence time regions based on experimental data. He used
Lagrangian particle tracking to define a backward particle residence-time measure and detect
stagnant regions with increased rouleaux formation possibility. This work demonstrated that
non-Newtonian models could be used in simulation of blood flow in large arteries with similar
results to Newtonian models provided that there are no regions of high backward residence
time and low shear rate.
Reza and Arzani [77] showed that flow stagnation and residence time were important
variables of diseased arterial flows that are effective on thrombosis. Residence time was
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calculated using Eulerian and Lagrangian models. Each of these methods has a different
definition of residence time, and it is not clear how they are related. They considered imagebased computational models of blood flow in an abdominal aortic aneurysm and a cerebral
aneurysm and residence time was calculated using different methods. In the Lagrangian
methods, they used discrete particle tracking of massless tracers to calculate particle residence
time and mean exposure time. In the Eulerian methods, transient transport models were used
to quantify residence time using Eulerian residence time and virtual ink approaches. Their
results highlighted that most residence time methods have a conceptually distinct definition of
residence time and therefore should be utilized depending on the specific application of
interest.
CFD is also used to quantify other hemodynamic parameters used in cardiovascular
sciences such as relative residence time, wall shear stress, oscillatory shear index, wall shear
stress exposure time, etc. Himburg et al. [78] introduced relative residence time (RRT) to
investigate the effect of the residence time of solutes and formed elements of the blood on
atherosclerotic process. Notably, RRT is indirectly computed from time-averaged wall shear
stress (WSS) and oscillatory shear index (OSI) rather than directly from tracer measurements.
Dong et al. [79] presented a method to detect diseased carotid bifurcation using flow analysis
and virtual intervention. They calculated time-averaged WSS, OSI, and RRT, and assessed
atherosclerosis burden from a hemodynamic standpoint. They demonstrated that oscillatory
shear index, and relative residence time can be used for computational modelling of
downstream vascular impedance when the outlets boundary conditions are not available.
Arzani et al. [80] compared wall shear stress exposure time (WSSET) against the more
common RRT measure and WSS divergence measure, in six patient-specific abdominal aortic
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aneurysm, two carotid arteries, a cerebral aneurysm, and a coronary aneurysm. Variables such
as WSSET that quantify near-wall transport are important in several cardiovascular pathologies
whose progression are influenced by hemodynamics. Their work suggests that WSSET,
compared to RRT, better approximates the locations of near-wall stagnation and concentration
buildup of chemical species, particularly in complex flows that are ubiquitous in blood
hemodynamics.
Malota at al. [81] hypothesized that selected hemodynamic indices such as the OSI,
residence time index, pressure drop coefficient that are induced by change of blood flow rate,
heart rate and vessel geometry may be beneficial in evaluating hemodynamic significance of
coronary stenosis and the risk of stenosis progression. The variable flow was calculated for
vessels both with stenosis of 10 to 95% and without stenosis. They demonstrated that the
degree of stenosis has a significant impact on OSI and RRT; the maximum OSI and RRT
appeared in an area downstream of stenosis where there also were the minimum values of
WSS. Therefore, RRT and OSI may be useful to assess hemodynamic significance of coronary
stenosis.

24

CHAPTER THREE
EXPERIMENTAL METHODS
3.1 Purpose
The purpose of this research was to develop a novel non-invasive method to assess
coronary artery stenosis. The method utilizes coronary angiography imaging without the
invasive FFR measurement in conjunction with an accurate, highly sensitive computational
model that allows the cardiologist to make an informed decision regarding stent placement.
Coronary blood flow across stenotic coronary lesions is modeled with CFD to assess stenosis
severity according to the newly developed and proprietary metric, BloodRT, which was then
correlated with the gold standard FFR metric. A proprietary key model input, blood flow rate
specific to the site of each lesion, was developed using multiple linear regression. Notably, this
method delivers the benefits of FFR measurement in terms of improvement in patient outcomes
and cost savings, while simultaneously avoiding the disadvantages such as discomfort to the
patients and cost and time burden for the doctors and hospitals.
3.2 Plan
Firstly, a new non-invasively determined metric, dimensionless BloodRT, to assess the
physiological significance of coronary artery stenosis analogous to the coronary stenosis
assessment based on FFR is presented. The method to determine the metric is based on CFD
in conjunction with patient specific imaging to compute mean residence time of blood passing
through stenotic coronary artery segments. A threshold for BloodRT was determined based on
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the sensitivity and specificity of this metric to establish diagnostic accuracy compared with the
gold standard pressure wire FFR threshold. The metric was then tested in one hundred coronary
arteries with known pressure-wire FFR for clinical validation.
Secondly, the method was applied to determine the contribution of each stenosis to the
overall BloodRT when multiple stenoses was present in series. BloodRT was calculated for each
stenosis and then for the overall series in three patients with serial stenoses. The BloodRT is
uniquely better suited to do this compared to invasive FFR. BloodRT depends on time, which
can be defined without influence of upstream residence time, whereas pressure depends on the
history of flow, making it difficult to calculate FFR for each individual stenosis.
Thirdly, an individualized, patient-specific value for blood volume flow rate at the
segment inlet would presumably increase the accuracy of assessment for BloodRT as well as
virtual FFR compared to current estimated or empirical boundary conditions. Therefore, the
inlet blood volume flow rate was determined in 100 coronary arteries with stenosis using
multiple linear regression. The reference standard, against which the results were tested, is a
patient specific inlet volume flow rate computed from invasively measured FFR values. The
method was then validated using a separate cohort of 100 patients.
3.3 First Aim. Blood Residence Time to Assess Significance of Coronary Artery Stenosis
3.3.1 Patient Population
One hundred arteries from ninety patients who had undergone coronary angiography
and FFR measurements for clinical indications in two hospitals affiliated with the University
of Louisville were retrospectively included in this study. Patients’ characteristics are detailed
in Table 3.1. Patients with stenosis in a major epicardial artery (left anterior descending artery
[LAD], left circumflex [LCx]/obtuse marginal [OM] and right coronary artery [RCA]) were
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eligible for inclusion in the study. Exclusion criteria were: significant ostial left main or ostial
RCA disease, coronary arteries with bifurcational lesions, and coronary arteries distally
protected by bypass grafts. All lesions included in the study had documented adenosine
administration and pressure-wire FFR recording, as well as suitable angiographic projections
for three-dimensional (3D) reconstruction. The institutional review board approved the study
protocol used for patient cases.
Table 3.1 Clinical characteristics of patients
Total Patients

90

Total vessels

100

Age

63.3±27.6

Male gender

57 (63.3%)

Hypertension

87 (96.6%)

Diabetes mellitus

40 (44.4%)

Current smoker (last 1 year)

34 (37.7%)

History of prior myocardial infarction

35 (38.9%)

History of prior PCI

42 (46.6%)

History of prior CAD

57 (63.3%)

Hyperlipidemia

74 (82.2%)

family history

29 (32.2%)

Vessel disease
Single-vessel

83 (83%)

Two-vessel

4 (4%)
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Three-vessel

3 (3%)

total vessels

100

3.3.2 3D Rendering
Three-dimensional reconstruction of coronary arteries was performed with the CAAS
7.5 QCA-3D system (Pie Medical Imaging, Maastricht, The Netherlands) [14]. In brief, two
two-dimensional (2D) angiographic images encompassing the stenosis of interest, in images
30° apart, were used to generate a 3D rendering of the segment of interest, in the end-diastolic
frames (Figure 3.1).

Figure 3.1 3D rendering steps and diameter and area results.
3.3.3 CFD Modeling
Blood flow in coronary arteries was simulated using ANSYS Fluent 17.0. Reynolds
numbers were between 128-1501 in the region of stenosis, so flow was modeled as Laminar
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[29]. Blood density was 1045 kg.m-3 [82]. Previous studies show shear rate in coronary arteries
is in the 400 s-1 range [83] and the corresponding viscosity is Newtonian for that shear rate
[84], so blood viscosity was modeled according to Newtonian viscosity using each patient’s
measured viscosity. Unstructured computational meshes were built as tetrahedral shaped cells
using ANSYS Mesher 17.0 (Figure 3.2). An optimal node count of 542,000 was determined
by mesh sensitivity analysis of mean residence time for an artery with volume of 4.04 ×10-8
m3, and then scaled accordingly for the size of each case. Once the flow field was established,
mean residence time and then dimensionless BloodRT was computed using mean residence
time-based computations for each time increment and averaged over the duration of one
complete pulse.

Figure 3.2. Mesh generation for a coronary artery, inlet, and outlet.
The inlet boundary condition was a transient velocity waveform (Figure 3.3a)
representing the coronary blood cycle as previously published [85]. The outlet boundary
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condition was a pressure waveform (Figure 3.3b). Both were scaled to match the mean flow in
hyperemic conditions and pressure measured for each patient, and then programmed using user
defined functions. Similar to node count, a sensitivity analysis determined an optimal time step
size of 0.01s.
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Figure 3.3 Hyperemic boundary conditions: (a) inlet velocity (b) outlet pressure.
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Below is a step by step procedure for setting up the model and mean age calculation in
Fluent:
Modeling Flow Procedure:
1. Import Mesh in Fluent
2. General:
•

select transient

3. Models:
•

Single Phase

•

Viscous-Laminar

4. Materials:
•

Add blood properties; Density:1045 kg/m3 and Viscosity: 0.0035 kg/(m.s)

5. Boundary Conditions:
•

Inlet=>Velocity Inlet (User-Defined Function (UDF)), Outlet=>Pressure Outlet (UDF)

6. Solution Methods:
•

Pressure-Velocity Coupling => Phase Coupled SIMPLE

•

Gradient => Least Squares Cell Based

•

Spatial Discretization => first order

•

Momentum=> first order upwind

•

Volume Fraction=> First order upwind

•

User Scalar 0 => First order upwind

•

User Scalar 1 => First order upwind

7. Solution Controls:
•

Explicit Relaxation Factors:
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•

Pressure: 0.1

•

Density:0.3

•

Body Forces:0.3

•

Momentum: 0.3

•

Volume Fraction:0.5

•

Granular Temperature: 0.2

•

User Scalar 0: 0.1

8. Run Calculation:
•

Time Step Sizes (s): 0.01

•

Number of Time Steps: 720

•

Max Iterations/Time Step: 50

To measure mean time according to mean age theory:
Mean age is computed as a User Defined Scalar [66].
1. Select Define→User-defined→Scalars
2. Change the Number of User Defined Scalars to ‘1’
3. Uncheck ‘Inlet Diffusion’
4. Flux function is ‘mass flow rate’ (for any boundary condition).
5. Ensure that ‘default’ is selected next to Unsteady Function
6. Click ‘OK’
7. Select your material under ‘Materials’ on the left
8. Next to UDS Diffusivity, ensure that ‘defined-per-uds’ is selected in the drop-down
and click ‘edit’
9. Enter a very low value (~6e-9) and click ‘OK’
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10. Click ‘Change/Create’
11. Click ‘Close’
12. Select ‘Cell Zone Conditions’ on the left
13. Select the zone in which you do NOT want to calculate mean age
14. Check ‘Fixed Values’
15. Next to ‘User Scalar 0’ select ‘constant’ in the drop down
16. Enter ‘0’ for the value
17. Click ‘OK’
18. Select the zone in which you DO want to calculate mean age
19. Check ‘Source Term’
20. Click ‘edit’ next to ‘user scalar 0’
21. Choose ‘constant’ from the drop-down
22. Enter ‘density’ for the value
23. Click ‘OK’
24. Select ‘Boundary Conditions’ on the left
25. Select your inlet boundary
26. Choose the ‘UDS’ tab
27. Select ‘fixed value’ from the boundary condition pane
28. Input ‘0’ for the boundary value
29. Click ‘OK’
30. Run your simulation
UDF functions were employed for defining the inlet velocity and outlet pressure pulses:
#include "udf.h"
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DEFINE_PROFILE(inlet_velocity,th,i)
{

face_t f;

double t = (CURRENT_TIME*1.111-floor(CURRENT_TIME*1.111))/1.111;

begin_f_loop(f, th)
{
if(t <= 0.15)F_PROFILE(f, th, i) =0.722*((0.349+9.395*t191.515*(pow(t,2))+871.933*(pow(t,3)))); else F_PROFILE(f,th,i) =0.722*((-8.878+158.853*t1009.813*(pow(t,2))+3083.596*(pow(t,3))-4840.042*(pow(t,4))+3765.537*(pow(t,5))1142.956*(pow(t,6))-8.955*(pow(t,7))));
}
end_f_loop(f, th)

}

DEFINE_PROFILE(outlet_pressure,th,i)
{

face_t f;

double t = (CURRENT_TIME*1.111-floor(CURRENT_TIME*1.111))/1.111;
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begin_f_loop(f, th)
{
if(t <= 0.43)F_PROFILE(f, th, i) =0.934*(10399.144-3764.987*t254360.525*(pow(t,2))+4183596.482*(pow(t,3))-17369778.449*(pow(t,4))+
36438635.199*(pow(t,5))-51158383.794*(pow(t,6))+ 38367418.107*(pow(t,7))); else
F_PROFILE(f,th,i) =0.934*(-816482.858+6223080.349*t-18143061.684*(pow(t,2))+
25911461.930*(pow(t,3))-18214149.394*(pow(t,4))+ 5051869.089*(pow(t,5)));
}
end_f_loop(f, th)

}

The UDF was altered for each patient based on each patient’s flow rate by scaling each
coefficient according to each patient’s inlet velocity or outlet pressure. The UDF is
implemented in Fluent:
User-Defined: Functions=>Interpret
Mean residence time must be calculated with good stability. For a stabilized result,
under the relaxation factor of scalar 0 was reduced from 1 to 0.1. The computation was run
until two or three stable pulses were obtained. Figure 3.4 shows an example where it took nine
0.9 second pulses to achieve a stable pulse of residence times. The vertical orange line shows
the beginning of stability. There would not be a significant change from that point forward.
The mean residence time was defined as the average over one complete pulse.
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Figure 3.4 Stability of residence time pulses.
3.3.4 Statistical Analysis to Determine BloodRT Threshold
Observations were grouped into two groups, abnormal pressure-wire FFR (<=0.80) and
normal pressure-wire FFR (>0.80). SPSS 20.0 software was used for statistical analysis.
Receiver operator characteristic (ROC) curve analysis was performed. Sensitivity and
specificity of BloodRT were calculated along with their 95% confidence intervals using logistic
regression analysis to determine the optimal threshold for BloodRT. Except for the patient
characteristics, analyses were performed on a per-vessel basis. A two-sided p-value <0.05 was
considered significant. The correlation between BloodRT and FFR was studied using the
Pearson (r) correlation coefficient.
3.4 Second Aim. Assessment of Significant Stenosis for Coronary Artery with Serial Stenoses
3.4.1 3D Rendering and Patients’ Arteries
In this study, three left anterior descending (LAD) coronary arteries were selected.
Patient A has two serial stenoses and patient B and C each have three serial stenoses that blue
lines separate each stenosis for calculation individual BloodRT and yellow arrows show place
36

of each stenosis (Figure 3.5). The volume of the coronary arteries are 1.77E-07, 3.18E-07 and
1.55E-07 m3, respectively. Patient characteristics are detailed in Table 3.2.

Figure 3.5 3D-rendering patient’s coronary arteries from angiography.
Table 3.2 Characteristics of patients enrolled in the study.
Patient A

Patient B

Patient C

Age

59

66

45

Gender

Male

Male

Male

No

Yes

History of prior myocardial No
infarction
History of prior CAD

No

No

Yes

History of prior PCI

No

No

Yes
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Diabetes mellitus

Yes

No

No

Hypertension

Yes

Yes

Yes

Current smoker (last 1 year) Active

Former

Former

Segment

Mid LAD

LAD

Mid LAD

Volume flow rate

1.72E-06

2.48E-06

1.62E-06

Volume

2.45E-07

3.18E-07

1.54E-07

3.4.2 CFD Modeling
CFD model inputs were the same as in 3.3.3. The optimal node count was 1,518,868,
1,499,578 and 808,170 nodes based on using the sensitivity analysis of mean residence time.
The nominal mean residence time equals volume artery divided by volume flow rate. The
BloodRT was computed through mean age theory in coronary systems as described in 3.3.3.
FFR was calculated for each stenosis by dividing distal pressure to proximal pressure of the
stenosis. BloodRT is defined as a dimensionless number to account for varying length and
volume of each arterial segment plus varying blood flow rates as follow:

𝐵𝑙𝑜𝑜𝑑𝑅𝑇 = (

𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑀𝑒𝑎𝑛 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒 𝑇𝑖𝑚𝑒 (𝑠)
𝑀𝑒𝑎𝑛 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑐 𝑇𝑖𝑚𝑒(𝑠)

)

(3.1)

Thus, BloodRT indicates the prolongation of BloodRT in stenotic coronary arteries compared to
a normal artery.
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3.5 Third Aim. Volume Flow Rate Determination Using Machine Learning
3.5.1 Regression Model to Determine Blood Flow Rate
The actual blood volume flow entering a stenotic segment was determined by backcalculating from invasively determined FFR for each patient. The back-calculation was
performed with trial and error of flow rates as the inlet boundary condition in CFD until the
virtual FFR equaled the invasive FFR. With the known actual flow rate, multiple linear
regression using SPSS 20.0 software determined blood flow rate from six factors. One hundred
coronary arteries from patients with coronary stenosis were used to develop the regression.
The factors included in the regression model include coronary segment type (A), inlet diameter
of coronary segment (B), stenosis diameter (C), stenosis percentage (D), inlet area of coronary
segment (E), and stenosis area (F). The reference standard, against which the results were
tested, is the patient specific back-calculated inlet volume flow rate.
Building a robust regression model that takes into account the intrinsic property of the
training data as well as the impacts of the different perturbations it can undergo requires
aggregating multiple regression models. This approach, known as ensemble learning, has been
investigated in many studies and promising results have been reported [86, 87]. The advantage
of ensembles compared to single models has been reported in terms of increased accuracy and
robustness [88]. Even though most of the previous work has focused on classification tasks,
they still can be applicable to regression problems by using appropriate adjustments [89]. An
ensemble learning approach, usually known as the overproduce-and-choose [90], includes
three main steps. First, an ensemble of single models is generated using homogeneous or
heterogeneous algorithms (e.g. using some of the regression algorithms mentioned above).
Second, some of the learned models are pruned in order to improve the prediction accuracy
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and to reduce the computational costs. This step is similar to feature selection where feature
values are replaced with values predicted by the different models. Thus, any of the techniques
outlined above could be used for this task. The last step of ensemble learning consists of
integrating the selected base models to obtain the prediction of the ensemble for new cases.
For regression ensembles, the integration step is often performed using a weighted linear
combination of the predictions. The weighting function can be a constant or a non-constant,
depending on the integration approach. The model for determining inlet blood volume flow
rate was assessed in a separate validation cohort of 100 patients. Statistical analysis was same
3.3.4 section.
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CHAPTER FOUR
BLOOD RESIDENCE TIME TO ASSESS SIGNIFICANCE OF CORONARY ARTERY
STENOSIS
4.1 Pathlines
Blood flow pathlines are shown in two left anterior descending (LAD) artery segments
as representative examples of one case above and one below the FFR threshold (Figure 4.1a,
1b). Patient A had a non-significant stenosis with FFR equal to 0.94 and patient B had a
significant stenosis with FFR equal to 0.63. Pathlines remain relatively ordered for Patient A
during both systole (at 0.15s of the pulse) and diastole (at 0.70s of the pulse), while pathlines
reveal a small but noticeable region of low velocity recirculation and holdup distal to the
stenosis, especially during diastole (Figure 4.1b). In Patient A, the maximum velocity during
diastole was only about ~40% greater than the inlet velocity (~1.0 m/s compared to ~0.72 m/s)
at this point in the pulse input (Figure 1a shows the velocity input pulse for Patient A), while
for Patient B the maximum velocity was about 650% greater than the inlet velocity at this point
(~3 m/s compared to ~0.4 m/s) in the pulse (pulse not shown).
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Figure 4.1 Blood flow pathlines (m/s) (a) for patient A and (b) for patient B during both
systole (0.15s of pulse) and diastole (0.7s of pulse).
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4.2 Wall Shear Stress
Patient B has an elongated stenosis with high WSS throughout the stenosed region, but
with a noticeable region of low WSS corresponding to the area of recirculation (Figure 4.2).
WSS is generally more ordered with little variability for Patient A. Both images are during
systole, at 0.7s of the pulse.

Figure 4.2 Wall shear stress (Pa) in two sample patients. A low WSS region is noticeable
where recirculation occurs exiting the elongated stenosis of Patient B.
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4.3 Mean Residence Time
Figure 4.3 shows pathlines colored by mean residence time for Patients A and B. The
color indicates a methodical increase in mean residence time from inlet to outlet for Patient A
since there is no real holdup in this patient’s LAD. The overall mean residence time was
0.0817s, just 22% above its nominal mean residence time of 0.0670 s, where nominal mean
residence time is defined as volume divided by flow rate and represents the mean residence
time that would be expected if flow was completely uninhibited. However, for Patient B, mean
residence time in the recirculation region distal to stenosis is clearly high relative to the fluid
passing in the main jet stream. The bulk of the mean time here is on the order of 50% higher
than the main jet stream, with certain points are as much as three to four times higher. The
overall mean time for this patient is 0.0796 s, while its nominal mean time was 0.0535 s, an
increase of 49%.
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Figure 4.3 Mean residence time (s) pathlines (a) for patient A and (b) for patient B in systolic
and diastolic phase.
Under normal conditions, mean residence time should increase during the systolic
phase, when the velocity is generally lower, and decrease in the diastolic phase, when the
velocity is generally higher. Mean residence time for patient A over the course of an entire
pulse (Figure 4.4a) reflects this, where the amplitudes are low when velocity amplitudes are
high and vice-versa. Also, as the slope of the velocity increases, the slope of mean time
decreases and vice-versa. Mean time adheres to this during systole for Patient B, but more or
less levels off during diastole when it should be decreasing (Figure 4.4b), which is reflective
of the recirculation and holdup during the diastolic phase. The time in Figures 4.4a and 4.4b
represents the mean exit residence time of blood that entered the arterial segment at a given
time during the cardiac cycle, and the overall mean value is reported as the average of mean
residence times over one complete cycle.
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The pressure outlet boundary condition did not affect mean residence time for patient
A (Figure 4.4a) or Patient B (Figure 4.4b). Figure 5a shows mean residence time throughout
one pulse for the original pressure, half the original pressure, and zero (gauge) pressure for
patient A. Mean residence time for these three examples were 0.0818±0.00001s. Figure 4.4b
shows the same for patient B with a mean residence time of 0.0796±0.00009 s.
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Figure 4.4 Mean residence time throughout one cardiac pulse for original outlet pressure, half
the original outlet pressure, and 0 outlet pressure. (a) Patient A, (b) Patient B.
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4.4 BloodRT and Threshold
BloodRT is defined as a dimensionless parameter to account for varying length and
volume of each arterial segment plus varying blood flow rates.

𝐵𝑙𝑜𝑜𝑑𝑅𝑇 = (

𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑀𝑒𝑎𝑛 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒 𝑇𝑖𝑚𝑒 (𝑠)
𝑀𝑒𝑎𝑛 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒 𝑇𝑖𝑚𝑒(𝑠)

)

(4.1)

Mean residence time was first determined in 100 coronary arteries for which the gold standard
pressure-wire FFR was known. Abnormal (FFR≤0.80) and normal (FFR>0.80) groups based
on the pressure-wire FFR threshold are highly associated with a BloodRT threshold of 0.80.
There were 46 true negatives (46%), 51 true positives (51%), 1 false negative (1%) and, 2 false
positives (2%) (Figure 4.5a). The sensitivity and specificity (along their 95% confidence
intervals) are 98% (88-100) and 96% (86-100) respectively, indicating strong ability for
BloodRT to predict whether FFR is above or below 0.80. These AUC, sensitivity, and
specificity values compared favorably to various forms of virtual FFR (Table 4.1). The ROC
curve is presented in Figure 4.5b. While the main objective was to determine the BloodRT
threshold for diagnostic accuracy, there was also a strong correlation between pressure-wire
FFR and BloodRT values (r=0.75, P< 0.001).
Table 4.1 Statistical analysis comparison between BloodRT and various forms of virtual FFR.
Metrics

Case Numbers

AUC

Sensitivity

Specificity

BloodRT (this work)

100

0.996

96

98

FFRangio [55]

184

0.97

88

95

QFR [54]

87

0.91

78

89

FFRQCA [49]

77

0.93

78

93
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vFAI [14]

139

Virtual FFR-

0.92

90.4

86.2

35

71

100

110

93

85

VIRTU-1 [53]
Stenosis flow
reserve (SFR) [91]
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Figure 4.5 (a) BloodRT and invasive FFR for 100 patient coronary arteries and (b) Receiver
operator characteristic (ROC) curve analysis for BloodRT against the fractional flow reserve
(area under curve=0.9959).
4.5 Discussion
Pressure-wire FFR, the gold standard for diagnosing the physiological significance of
coronary stenosis, is a function of pressure loss across the stenotic segment. Pressure loss is a
characterization of the energy loss in the blood flow resulting from stenosis. The altered,
disordered flow due to stenosis leads to frictional loss between layers of fluid, fluid and the
wall, and especially around bends, through constrictions, and in observed recirculation regions,
resulting in loss of pressure [92]. Rather than measuring or computing pressure loss to quantify
physiological significance, we have presented a new approach which quantifies altered flow
trajectories through the residence time metric, arguably a more direct measure of altered blood
flow due to stenosis.
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While mean age theory has primarily been demonstrated in industrial systems [60, 63,
67, 93], it can also be useful for characterizing flow within vessels and human organs or their
model counterparts. In this study, we employed mean age theory to characterize blood flow
characteristics in coronary segments. Parameters such as relative velocity and WSS are
indicative of changes in flow characteristics, but by themselves do not necessarily correlate to
physiologic significance in stenotic coronary arteries [29]. On the other hand, mean residence
time, especially relative to unobstructed flow, is a widely used established indicator of variance
in flow. Two objects with equal volume and flow may have vastly different flow characteristics
and, hence, mean residence time if their geometries or, in this case, anatomies differ.
Stenotic flows, which have been well characterized in several studies, exhibit flow
separation downstream of the stenosis characterized by a central jet stream and secondary flow
near the wall, with a strong shear layer in between [93, 94]. The deceleration of flow during
diastole is responsible for the conditions that create the secondary flow reversal downstream
of the stenosis. The flow separation depends on the upstream flow velocity and diameter of the
stenosis [95]. The velocity gradient and shear layer at the interface provide the potential for
reversed flow due to the tangential force [96]. This effect occurred here just past the region of
stenosis (Figure 4.1b).
Mean residence time increased relative to nominal mean time due to flow
characteristics distal to the stenosis zone, with practically no effect on residence time proximal
to the stenosis. Even a small fraction of blood held up while recirculating in the secondary flow
region will cause the overall residence time to increase above the nominal value. Higher mean
time in the recirculation region associated with Patient B was on the order of 1.5-4X the
surrounding fluid that passes uninhibited, contributing to the overall increase in mean time at
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the exit or, by definition, decrease in the dimensionless BloodRT. BloodRT for patient B’s LAD
with FFR=0.63, was 0.67. Both values indicate an extreme departure from their respective
thresholds and are representative of severely disturbed flow due to an elongated stenosis.
While the recirculation pattern generally remains over time, fluid that enters this region
eventually crosses back into the primary flow stream at the boundary between the primary and
secondary streams. Else, if even a small amount of fluid were held up there indefinitely, mean
residence time would approach infinity. The hold-up time and variance from nominal residence
time depends on the combination and interactions of factors such as velocity through the
stenosed area, the size of the stenosis, and shape of the artery segment such as if it is straight
or bends.
The threshold between a hemodynamically significant or non-significant stenosis was
also determined for our new BloodRT metric. BloodRT agreed with pressure-wire FFR in all
but three cases on the hemodynamic significance of the stenosis. It is noteworthy that the noncompliant cases were within ~0.5% of the statistically determined threshold; the BloodRT of
the two false positives were 0.796 and 0.797, and the BloodRT of the false negative was 0.802.
Both the BloodRT and pressure-wire FFR thresholds equal to a dimensionless value of ~0.80.
BloodRT is a measure of relative time while pressure-wire FFR is a measure of relative pressure.
The two are indirectly related through fluid flow phenomena, but there is no reason other than
coincidence that the two should be equal. It is possible that the BloodRT threshold shifts if more
cases are added to the study, but given the strong statistical correlation, any shift would likely
be minimal. The similarity in thresholds does not imply that values should correlate for
individual cases as BloodRT is a measure of time while FFR one of pressure, however there
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was a close correlation between BloodRT and pressure-wire FFR (r=0.753, p<0.0001). Patient
B provides a sound example with FFR=0.63 and BloodRT = 0.67.
There was a region of decreased WSS (Figure 4.2) coinciding with the region of
recirculation, which also coincided with increased mean residence time (Figure 4.3).
Previously, Himburg et al. [78] introduced the concept of RRT, which is calculated from WSS
and OSI rather than tracer measurements. Guerciotti et al. [97] also reported an inverse relation
between WSS and RRT due to disturbed flow. However, they also stated that RRT provides
no direct information on the actual residence time of blood in a given region. While use of the
“relative residence time” is in some way an indicator of disturbed flow, it is actually a
misnomer as it is reported with units of inverse pressure. The dimensionless parameter
BloodRT, on the other hand, is a true direct measure of residence time.
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CHAPTER FIVE
ASSESSMENT OF SIGNIFICANT STENOSIS FOR CORONARY ARTERY WITH
SERIAL STENOSES
5.1 Pathlines
Figure 5.1 shows velocity pathlines in systolic (0.15 s) and diastolic (0.7 s) phase for
patient A and B and C, which all have serial stenoses and significant overall FFR values of
0.75, 0.68 and 0.78, respectively. Overall FFR is measured between a point near the beginning
of the aorta and distal to the last stenosis. In general, the pathlines remained orderly and did
not exhibit holdup or recirculation distal to stenosis during the systolic phase because blood
passed through the arteries with low flow rate. Some holdup and recirculation were seen during
the diastolic phase when blood flow rate was increased. For patient A in diastolic phase, the
velocity was uninterrupted proximal to the first stenosis and increased in magnitude in the
throat of the first stenosis by 50-100% (Figure 5.1a). After the first stenosis, flow separated
into a high velocity stream and a low velocity region with recirculation. This low velocity
holdup region stretched about half way to the second stenosis. A similar but smaller holdup
region is visible after the second stenosis. These regions are quantified in Table 5.1 with
BloodRT values of 0.75 and 0.86, where the lower BloodRT corresponding to the 1st stenosis is
indicative of more pronounced holdup.
Velocity pathlines for patient B (Figure 5.1b) showed minimal regions of flow
disturbance after each stenosis, and were correspondingly quantified with relatively high
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BloodRT values of 0.88, 0.90, and 0.87. For patient C (Figure 5.1c), flow separation and
disturbance were not significant after the 1st or 3rd stenoses, but was more significant after the
2nd stenosis. The corresponding BloodRT values were 0.97, 0.84, 0.93.
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Figure 5.1 Blood velocity (m/s) pathlines for (a) Patient A, (b) Patient B and (c) Patient C.
5.2 FFR
Figure 5.2 shows vFFR contours traversed along the length of the coronary arteries.
vFFR for each patient was 1.0 prior to any stenosis since there would not be any significant
pressuere loss. Patient A’s vFFR was reduced after each stenosis to 0.896 and 0.75,
respectively. vFFR remains virtually constant throughout unobstructed stretches and drops
immediately at the point of stenosis. For patient B, vFFR was 0.891 after the first stenosis,
0.792 by the second stenosis, and 0.68 after third stenosis. For Patient C, vFFR after each
stenosis was 0.924, 0.873, and 0.78, respectively. The aforementioned values were overall
FFR, meaning relative to the inlet of the artery. “Local” vFFR’s are shown in Figure 5.2,
which define an “inlet” as a point midway between the prior and upcoming stenoses. Local
vFFR demonstrates that while one stenosis by itself, with a value well above 0.80, may be
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insignificant, the combined contribution of serial stenoses can lead to overall FFR below the
hemodynamically significant threshold. For example, FFR for Patient A dropped to 0.75 after
the 2nd stenosis even though the local FFR of the 2nd stenosis was 0.934.

Figure 5.2 Localized FFR wall contours for Patient A, B and C.
5.3 BloodRT
Similar to the concept of local FFR, local BloodRT’s were determined for
each stenosis in a patient with serial stenosis. Figure 5.3 shows blood residence time
along the length of an arterial segment for the three patients in both systolic and
diastolic phase. Nominal and mean residence times were computed for segments
indicated by the blue dashed lines. Planar slices are drawn at given intervals in
addition to the longitudinal images. Local and overall BloodRT’s are quantified
along with local and overall FFR in Table 5.1. Patient C exhibits the best example
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of how each individual stenosis may be well above the threshold for significance,
but the cumulative effect of all three stenosis leads to an overall hemodynamic
significance; BloodRT for the three stenosis are all above 0.9, but the overall
BloodRT is 0.77, which is below the threshold for significance.
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Figure 5.3 Slices of blood residence time (s) contours and pathlines along the arterial segment
for (a) Patient A, (b) Patient B and (c) Patient C.
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Table 5.1 Local and Total BloodRT and vFFR for each patient and stenosis.
Stenosis 1st

Stenosis 2nd

Stenosis 3rd

Total

BloodRT

BloodRT

vFFR

FFR

0.671

0.75

0.75

BloodRT

vFFR

BloodRT

vFFR

vFFR

Patient A

0.751

0.896

0.863

0.851

Patient B

0.877

0.891

0.929

0.896

0.874

0.865

0.736

0.68

0.68

Patient C

0.969

0.924

0.844

0.919

0.927

0.922

0.772

0.78

0.78

The concept of local BloodRT is visualized in Figure 5.4, which shows one
coronary artery circuit with serial stenosis and one with a single stenosis. T is
BloodRT of each stenosis, t is the nominal residence time of a segment, C is blood
flow capacity, Q is flow rate, and P is pressure.

Figure 5.4 Stenosed coronary artery circuit with (a) serial stenoses and (b) individual
stenosis.
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5.4 Wall Shear Stresses
Figure 5.5 shows blood WSS contours in systolic and diastolic phase for all three
patients. For all three patients, WSS was generally higher in the diastolic phase than in the
systolic phase because of higher velocity. WSS is high (red regions) in the throats of stenoses
due to the high velocity jets streams and lower in the low velocity holdup regions.
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Figure 5.5 Blood WSS (Pa) contours on the wall for (a) Patient A, (b) Patient B and (c)
Patient C.
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5.6 Discussion
Atherosclerotic plaque development depends on different factors like blood flow, blood
cells, cholesterol concentration, and arterial geometry. Some patients with coronary artery
disease have some serial stenosis along an artery. Decision making for treatment and
determining FFR is complex [8]. FFR depends on pressure drop, which depends on factors
such as stenosis severity, volume flow rate, and proximal pressure for each stenosis [8, 9].
Determining FFR for each individual stenosis within serial stenoses is difficult to do clinically
[8]. vFFR could identify significant stenosis better than invasive FFR, but it is not perfect
because pressure proximal for each stenosis is affected by each previous stenosis [10].
CFD was employed here to study the flow characteristics in coronary arteries with
serial stenosis for three patients. Flow disturbance following a stenosis could recover prior to
the next stenosis in the series, meaning flow becomes ordered again. However, pressure did
not necessarily recover. For patient A, inlet pressure measured at the coronary artery was
12000 Pa, which then reduced to 10750 Pa after the first stenosis, which then became the
proximal pressure for the second stenosis. Individual FFR depended on distal pressure of the
previous stenosis. Understanding the contribution of each individual stenosis is important for
making decisions about stent size and location. CFD is well suited for determining overall FFR
as well as individual contributions of each stenosis in series to the overall FFR, where this is
difficult to do clinically. Local and overall BloodRT were also computed for each stenosis.
Based on the three patients studied, a series of hemodynamically insignificant stenoses
may lead to overall hemodynamic significance. BloodRT’s for the three stenoses in Patient B
were all between 0.87-0.89 (each were insignificant based on the previously determined
threshold), but the overall BloodRT was 0.736, which is considered hemodynamically
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significant. Similarly for Patient C, all three stenosis had individual BloodRT values between
0.844 and 0.969, but the overall BloodRT was 0.772, which is much smaller than any individual
value. Overall BloodRT for Patient A, which had a first stenosis BloodRT equal to 0.751,
dropped to 0.671 following a second stenosis BloodRT equal to 0.863.
Serial BloodRT characteristics mirrored vFFR in the same patients. Patient B had local
vFFR values between 0.865 to 0.896, but the overall invasive and vFFR were both 0.68. Local
vFFR’s for Patient C were between 0.919 and 0.924, all extremely close to the 1.0 value
indicative of a healthy artery, but the overall FFR was 0.78. Patient A, with a first stenosis FFR
equal to 0.896, dropped to an overall FFR equal to 0.75 despite a second stenosis with a high
FFR equal to 0.851.
Based on the three patients studied here, BloodRT is at least equally sensitive to vFFR
in assessing the overall significance of stenosis in series. While BloodRT gave fewer false
readings than vFFR for single stenosis, this study on serial stenosis would need to be expanded
significantly to determine if one is superior to the other.
WSS contours (Figure 5.5) supported velocity and residence time characteristics. WSS
decreased in regions where velocity decreased and residence time increased due to holdup and
recirculation. Also, WSS increased in the throat of stenoses where velocity is high and
residence time is low. WSS, by definition, is more closely related to velocity and hence
residence time than to pressure. WSS may be able to provide another means for assessing
significance of a stenosis. Previous studies showed a correlation between WSS and a parameter
they called relative residence time [78], which was not a direct measure of residence time, but
a relative measure computed from WSS and a previously defined oscillatory shear index.
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CHAPTER SIX
VOLUME FLOW RATE DETERMINATION USING MULTIPLE LINEAR
REGRESSION
6.1 Blood Flow Rate Determination
A multiple linear regression approach was employed to determine coronary volume
flow rate for patients undergoing coronary angiography. The focus was on two main
components of the process: (i) feature extraction and selection; and (ii) ensemble learning
algorithms. The training data collection consists of a matrix X and a vector y. Here, X is an n
x p matrix that represents the p descriptors (i.e., factors) of the n patients, and y is an n
dimensional vector that represents the measurement (blood volume flow) to be predicted. The
main goal was to use multiple linear regression and statistical data analysis to learn a mapping
from X to y. This mapping can then be used to predict the blood volume flow rate of a new
patient that was not included in the training data X.
The actual inlet blood volume flow rate proximal to stenotic coronary segments was
determined from clinical data as described in Chapter 3. The available factors affecting inlet
blood volume flow rate are: Coronary segment type (A), inlet diameter of the segment (B),
stenosis diameter (C), stenosis percentage (D), inlet area of the segment (E), and stenosis area
(F). CFD modeling suggests that the most crucial factor in determination of inlet blood volume
flow rate is segment type (factor A). The clustering method was used to divide coronary arteries
into proximal, mid, and distal segments. Then, multiple linear regression was used with other
64

factors for each subgroup. Table 6.1 shows the model expression for flow rate and accuracy
for each segment. Figure 6.1 demonstrates the accuracy of this method in predicting coronary
inlet volume flow rate for each segment, with clinical based inlet blood volume flow rate as
the reference.
Table 6.1 Regression model for blood flow rate clustered by segment type.
Segmen Patient

Inlet

Validation

Regression

Volume Flow Rate

t Type

Diameter

R2

Model R2

Regression Model

0.989

1

=1.474E-005 -

Number

Range
(mm)
Prox

4

3.5-5

RCA

1.890E007*C*D+1.247E009*D*E+ 2.590E007*F^2

Mid

6

2.8-3.7

0.974

0.997

RCA

=-5.465E-005
+9.855E007*D+5.808E006*C^2-3.009E007*E^2 +2.960E006*F^2
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4
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1
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=3.529E-006 3.576E006*C+1.217E-
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008*D +5.318E007*F^2
Prox

21
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0.954
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=-4.975E-005
+1.495E-006*D3.680E-006*E
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42
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007*C*E-4.781E008*D*F+6.764E008*E*F +2.100E006*B^2-1.450E005*C^2-7.612E008*E^2+1.048E007*F^2
Dist

3

2.8-3.8

0.933
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=2.226E006+2.303E008*C*D+1.533E009*D*E-1.322E008*D*F-6.302E010*D^2 -4.095E008*F^2
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7

2.8-4

0.992

1
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=1.156E-0058.360E008*D+4.890E007*E+6.593E008*B*D-2.534E007*C*D-1.002E
008*D*F+1.637E007*F^2
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MID

13

3.1-4

0.981

1

=3.079E-005-

LCX

4.427E005*B+1.874E007*B*D+1.059E006*C*D-1.511E007*D*F+2.673E006F^2

Total

100

Patients

Predicted Volume Flow Rate (m3/s)

1.20E-05

9.00E-06
Prox RCA
Mid RCA
Dist RCA

6.00E-06

Prox LAD
Mid LAD
Dist LAD
Prox LCX

3.00E-06

Mid LCX

0.00E+00
0.00E+00

3.00E-06

6.00E-06

9.00E-06

1.20E-05

Clinical-based Volume Flow Rate (m3/s)

Figure 6.1 Predicted and clinical-based volume flow rate.
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6.2 BloodRT Computed with Predicted Coronary Blood Flow Rate
In order to further validate this method, BloodRT was computed for a new set of 100
patients using the predicted blood volume flow rate as the inlet boundary condition. The
BloodRT threshold for hemodynamic significance was compared with that of the pressure wire
measured FFR (Figure 6.2a). There were 34 true negatives (34%), 62 true positives (62%), 1
false positive (2%) and 2 false negatives (2%). Additionally, there were three instances of FFR
= 0.8, where BloodRT were within ~3-4% over the threshold, meaning they could potentially
be considered as slight false negatives, although could also be considered as accurate given a
reasonable assumption of measurement error. The sensitivity and specificity (along with their
95% confidence intervals) are 94.6% (88-100) and 96.8% (86-100) respectively, indicating
strong ability for BloodRT to predict whether FFR is above or below 0.80. The ROC curve is
presented in Figure 6.2b. While the main objective was to determine the BloodRT threshold for
diagnostic accuracy, there was also a strong correlation between pressure-wire FFR and
BloodRT values (r=0.74, P< 0.001).
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Figure 6.2 (a) BloodRT and invasive FFR for 100 patient coronary arteries and (b) ROC curve
analysis for BloodRT against the fractional flow reserve (area under curve=0.957).
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6.3 Discussion
One important challenge in angiographically calculated vFFR of coronary lesions is
that the coronary inlet volume flow rate, which is the volume flow rate of blood proximal to
coronary stenosis, is required as an inlet boundary condition to enable computation of vFFR
without the need to model blood flow throughout the entire coronary tree. However,
determining this inlet flow rate is problematic because it requires knowing the left ventricle
volume, which is not obtainable from coronary angiography. Alternate approaches have been
used for defining volume flow rate as a boundary condition. Papafaklis et al. [14] and Pellicano
et al. [55] used a fix number of 1ml/min or 3 ml/min for all patients depending on whether they
modeled baseline or hyperemic conditions. This is not a realistic approach since every patient
and each coronary artery segment type have different volume flow rates. Tu et al. [49]
measured contrast medium transport time in the reconstructed vessel on hyperemic projections
using TIMI frame count. The mean volume flow rate at hyperemia was then derived using the
lumen volume of the reconstructed coronary tree divided by the mean transport time. This
approach enables individualized quantification of inlet volume flow rate for patients compared
to a “one-size-fits-all” strategy, but results showed that the method was not accurate for volume
flow rate estimation (r2=0.38) [49].
Results here show there is significant variation in inlet volume flow rate, mostly
dependent on the segment type containing the stenosis. Multiple linear regression analysis was
used here for the first time to determine volume flow rate in coronary arteries. First, factors
that are readily available from coronary angiography rendering software were identified. The
patients were divided into subgroups based on specific segment types (Table 6.1), and a
regression was performed for each segment type.

71

The same viscosity value was used for each patient in this 100 patient validation study.
The strong statistics between BloodRT and FFR (Figure 6.2 and 4.5) does not warrant the extra
clinical measurement that would be required to obtain a personalized viscosity for each patient.
The R2 for seven of the eight segment types was between 0.9 and 1.0. The Mid LAD regression
model had the lowest accuracy (0.82), likely due to the widest variation of a key factor, the
inlet diameter. The mid LAD diameters ranged from 2-4.5 mm. The largest was 2.25X wider
than the smallest. The inlet diameters of all other segments had a smaller range of variation;
Prox RCA (3.5-5 mm), Mid RCA (2.8-3.7 mm), Dist RCA (3.8-4 mm), Prox LAD (3.5-5 mm),
Dist LAD (2.8-3.8), Prox LCX (2.8-4) and MID LCX (3.1-4). The largest difference was 1.4X,
with one as low as 1.05X.
The statistical significance between BloodRT and FFR (Figure 6.2) confirmed the
accuracy of the regression derived volume flow rate. Further, the results obtained with the
regression derived flow rate were statistically similar to the results obtained with the clinically
derived flow rate (Figure 4.5). Specificity and sensitivity from the regression flow rate were
with 1% of the clinical flow rate. The correlation of values was also very close, 0.74 for the
regression flow and 0.75 for the clinical flow. The regression derived flow rate sometimes
deviated as much as 30-40% from the clinical standard. However, one advantage of a
dimensionless BloodRT metric is that, while the flow rate does not directly cancel out, it is
factored into both the nominal and CFD computed mean times, allowing room for error. In
conclusion, based on sensitivity, specificity, and AUC statistical parameters, the regression
model provided a valid method for determining volume flow rate, a key inlet boundary
condition for non-invasively computing BloodRT.
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CHAPTER SEVEN
CONCLUSION
A new computational based metric was developed to assess the physiological
significance of coronary stenosis without the use of invasive pressure-wire measurement. The
dimensionless metric, BloodRT, is representative of the average time it takes blood to pass
through a given arterial segment, and is indicative of the increase in time as compared to the
nominal time, defined as volume divided by flow rate, for blood transit through that segment.
Increase in mean residence time above the nominal time is due to a small region of recirculatory
flow distal to stenosis as elucidated by model derived pathlines. The method incorporated
established mean age theory for computational efficiency, although other methods for
computing the mean time may be suitable. The method was then applied to 100 coronary
arteries from patients who had already undergone the pressure-wire FFR measurement for
clinical indications. A threshold for BloodRT was determined that demonstrates excellent
discrimination in detecting significant from non-significant stenosis compared to the gold
standard pressure-wire FFR.
Accurate and readily available boundary conditions for blood flow modeling in small
artery segments are a common concern. Multiple linear regression was applied to estimate
blood flow into each artery segment, providing a complete noninvasive method to replace the
clinically determined blood flow that was used as a boundary condition to develop the model
used in the first 100 patient study. A separate regression model was developed for each of eight
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artery segment types. Accuracy defined by R2 was between 0.9 and 1.0 for seven of the eight
segment types, and 0.82 for the other one. A second 100 artery patient study was performed
using the new blood flow boundary condition, and BloodRT again correlated very strongly
statistically with the pressure-wire FFR. Specificity and sensitivity were 95% and 97%,
comparable to the 96% and 98% from the first patient study.
BloodRT was then applied to artery segments containing multiple stenoses in series.
The cumulative effect of all stenoses led to an overall BloodRT below the threshold of
hemodynamic significance even when each individual stenosis was above the threshold. The
overall BloodRT determined the same outcome as pressure wire FFR for each of the three serial
stenosis cases.
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CHAPTER EIGHT
RECOMMENDATIONS
The first recommendation is to re-run the 100 patient study to confirm the BloodRT
threshold using the Lattice Boltzmann CFD method rather than the finite volume method
employed in this work with Ansys Fluent. Lattice Boltzmann is known to scale better with the
number of processors, and can therefore, significantly reduce time processing. A single proof
of concept case was run using Lattice Boltzmann based CFD software from MStar. Run time
was on the order of minutes using a GPU processor, compared to several hours when run in
parallel on 18 processors. A run time of less than five minutes is needed for this method to be
suitable for use in a cardiac catheterization lab. The same blood properties and boundary
conditions should be used in this confirmation study.
OSI is a widely used index to characterize flow, which can be used for studying artery
disease. Further study may determine if a relationship exists between BloodRT and OSI.
Blood flow in coronary arteries was predicted here using regression algorithms. The
regression model may be improved by increasing the number of training cases, or possibly
considering additional anatomical factors. Other factors such as age, sex, and body type could
be explored as well.
The models were developed here from retrospective studies using patient data obtained
from two local hospitals, the University of Louisville Hospital and Jewish Hospital. Larger
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scale prospective studies should be performed with patients from several more hospitals. An
advantage of performing a prospective study is that cardiologists can be more attentive to the
camera angles in order to improve the quality of the 3D renderings.
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