We study equations of the form σ(p q−1 ) = Az, where p is a prime, q is a fixed odd prime, A is a fixed integer and z is an integer composed of primes in a fixed finite set. We shall improve upper bounds for the size and the number of solutions of such equations.
Introduction
We denote by σ(N ) the sum of divisors of N a positive integer. Then σ(N ) is multiplicative and σ(p a−1 ) = (p a − 1)/(p − 1) for any positive prime p and positive integer a. Thus we are led to study numbers of the form (p a −1)/(p−1). In this paper, we first study the equation
where x, m 1 , · · · , m s are positive rational (not necessarily prime) integers, q is a positive prime. We note that if x is prime, then the left of (1) is equal to σ(x q ). A considerable result in this direction is [3, Theorem 5] , which states that if (1) with A = s = 1 and e 1 prime holds, then e 1 ≤ 9000q 2 log 4 q. We use a similar argument to [3] to obtain our main theorem, which improves the upper bound in [2] . Before stating this result, we introduce some notations. For real x, we denote by x the quantity max{x, 2}. Moreover, let c 2 (m) = 1500 · 38 m+1 (m + 1) 3m+9 .
Theorem 1.1. Let A be a positive integer, q be a positive prime, and m 1 < m 2 < · · · < m s be positive integers which are composed by primes congruent to 1 mod q. Denote by h the class number of the quadratic field Q( (−1) (q−1)/2 q).
Moreover, in the case q ≡ 1 (mod 4), denote by R the regulator of this field. If a positive integer x satisfies the equation (1) , then e i < U , where we denote by U the constant max{ qh 2 log(4m 1/2 s ) log m 1 , q log 2q
1/2 log m 1 , C 0 log A ′ + 2R (log 2s(s + 2)C 0 h )} (2) in the case q ≡ 1 (mod 4), and max{ q log 2q
1/2 log m 1 , C 1 log A ′ (log (s + 1)C 1 h )} + h − 1 (3) in the case q ≡ 3 (mod 4), where
(log m i + 2R),
and
We derive this theorem from the following theorem concerning values of binary quadratic forms. Denote by h the class number of the quadratic field Q((−1)
. Moreover, in the case q ≡ 1 (mod 4), denote by R the regulator of this field. If X, Y are two integers satisfying
and any prime ideal dividing (
in the case D < 0, where
We next consider the largest prime divisor of the left of (1). Denote by P [n] the largest prime divisor of an integer n. Kotov [7] shows that P [(x q − 1)/(x − 1)] > c log log x for some effectively computable constant c > 0 depending only on q. An explicit estimate can be found in [5, Theorem 3] . See also a general result of [2] .
Using Theorem 1.1, we can improve known results on the largest prime divisor of the left of (1). Theorem 1.3. Let x be a positive integers and q be a positive prime. Then, for any real ǫ > 0, there exists an effectively computable constant x 0 depending only on q and ǫ such that
for any integer x > x 0 .
Finally, we consider the number of solutions of the equation
where p, q, m 1 , · · · , m s are positive rational integers with p and q prime. We note that the left of this equation is equal to σ(p q−1 ). 
lower bounds for linear forms in logarithms
Our main tool is lower bounds for linear forms in logarithms of some special form. We denote by H(α) the absolute height of α(See Section 5 in [1] ) and set h(α) = log H(α). Let K be an algebraic field of degree k over Q and α 1 , · · · , α m (m ≥ 2) be nonzero algebraic numbers in K. Let h 1 , · · · , h m be real numbers such that
where log denotes the principal value of the logarithm. Let b 1 , · · · , b m−1 be rational integers and put
The following estimate is due to [1] and [8] .
where c 2 (m) is the function defined in Theorem 1.2.
Proof of Theorem 1.2
In this section, we shall prove Theorem 1.2. The proof is a standard application of lower bounds for linear forms in logarithms of some special form.
and O be the ring of integers. We use the overline symbol to express the conjugate in K. We denote by ǫ the fundamental unit in K if D > 0.
By the assumption that if p is a prime ideal dividing both 
i . Now there exists an integer u 0 such that
We assume that u 0 < 0 and put b 0 = −u 0 . Clearly we have
Since X and Y are positive, we have
This clearly yields that
Thus we obtain
where
By (22) and the choices of α ′ and µ i , we have h(
Hence
Since D ≥ 5, we have m i ≥ 11 and therefore log m i ≥ 2. From these estimates, we can apply Proposition 2.1 with
Comparing (23) and (26), we obtain ( hc 1 2s log m j )B + log(c
(27) Hence we have either
In the former case, the inequality (8) clearly holds. Hence we limit to the latter case. Multiplying both sides by 4s(s + 2)(c 1 hh s+2 log m j ) −1 , we have
The assumption (16) gives
Hence we obtain
Noting that max e i ≤ hu i + h − 1, this yields the inequality (8).
The case u 0 ≥ 0 remains to consider. Let
Then we easily see that by the hypothesis
We easily see that µ i ≥ µ i and
h/2 i . Hence we obtain
From (36) and (38) we have
This implies either
If (40) holds, then the estimate m i ≥ 11 ≥ e 2 gives the inequality (8)
which immidiately yields the inequality (8) . This completes the proof in the case D > 0. Case 2. D < 0. In this case, we have
and |α
Now there exists an integer u 0 such that
where ω is a primitive sixth root of unity when q = 3 and is −1 otherwise. Note that ωω = 1.
It is clear that
h log m i and From these estimates, we can apply Proposition 2.1 with m = s + 1,
to obtain
Comparing (47) and (49), we obtain (hc 1 log m j )B + log(c
(50) Thus we have either
In the former case, the inequality (9) clearly holds. Hence we limit to the latter case. Multiplying both sides by 4s(s + 1)(c 1 hh s+1 log m j ) −1 , we have
Since h 1 / log m j ≤ h 1 / log m 1 ≤ 2/ log 7 and log m i ≥ log 13 > 2 for i > 1, we obtain B ≤ c 6 (log A ′ ) log{(s + 1)c 6 },
Noting that max e i ≤ hB + h − 1, this yields the inequality (9). This completes the proof.
Proof of the Theorem 1.1
We put D = (−1) (q−1)/2 q. It is clear that D ≡ 1 (mod 4). As in the previous section, we denote by K and O, respectively, Q( √ D) and its ring of integers. We use the overline symbol to express the conjugate in K. Assume x ≥ q 3/2 . Let
where ζ is a primitive q-th root of unity. Then it is well-known that P + (x) = P − (x) has its coefficients in O. We have
Then it is clear that the coefficients of f (x) and g(x) belong in Z and g(x) has degree (q − 3)/2. So we can write
By a well-known result on Gaussian sums, we observe b 0 = ±1. Moreover, we have
Moreover, we observe that if a prime ideal p divides [P
for some i, j with i = j and therefore p must divide [ζ i − ζ j ]. Based on these facts and the identity
we can apply Theorem 1.2 with (c 0 , c 1 ) = (2, 1/q) and we immediately obtain the inequalities (2) and (3).
A simple estimate for U
In this section, we give a simple estimate for U since the definition of U in Theorem 1.1 is too complicated for application. We begin by noting that h, R ≤ q 1/2 log 4q( [4] ). Case 1. q ≡ 1 (mod 4). We have
Firstly, if
then we have U < q 5 log m s if s > 1 and U < q 5 if s = 1. Secondly, if U < q log 2q
then we have U < q 5 . Finally we consider the case
We have
Thus
≤ 12 log 2 + 2 log 1500 + 2(s + 2) log 38 + (6s + 4) log(s + 2)
log log m i + log log(m 1 · · · m s ) + 3 log q + 2 log log(4q)
≤ log c 7 + 2s log 38 + (6s + 4) log(s + 2) + 3
log log m i + 5 log q(75)
≤ log c 7 + (13s + 4) log(s + 2) + 3 s i=2 log log m i + 5 log q.
Case 2. q ≡ 3 (mod 4). We have
If U < q log 2q
then it follows that U < q 3 . We next consider the case
≤ 12 log 2 + 2 log 1500 + 2(s + 2) log 38 + (6s + 4) log(s + 2) (86)
log log m i + 5 log q(88)
In both cases, we obtain log U ≤ log c 7 + 2s log 38 + (6s + 4) log(s + 2) + 3
log log m i + 5 log q. (90)
6 Proof of Theorem 1.3
s , where we denote the prime divisors of (
Since p i = q or p i ≡ 1 (mod q), we have
for some effectively computable constant c depending on q([6, Theorem 9.6]). Moreover, we have an trivial estimate (x q − 1)/(x − 1) ≤ P sU and therefore x ≤ P sU/(q−1) . Now the inequality (90) immidiately gives
for P > P 0 , where P 0 denotes an effectively computable constant depending only on q and ǫ. We see that this fact implies that (92) also holds for x > x 0 , since P tends to infinity together with x. This proves the theorem.
Proof of Theorem 1.4
In order to prove Theorem 1.4, we prove a combinatorial lemma concerning the distribution of the solutions of (13).
Lemma 7.1. Let p 0 , p 1 , p 2 be distinct primes, e and q be a positive integers. Put H i = e log p 0 / log p i for i = 1, 2. If the equation
holds for i = 1, 2, then 3 4
Proof. Consider the congruence
with 0 ≤ a i ≤ H i . We assume that (95) has no solution. 
The remaining case is when (95) has a solution (a 1 , a 2 ). Consider the congruence p 
In both case we have
We shall show that |c i − b i | ≥ a i for both i = 1, 2. Otherwise we have a 1 > |c 1 − b 1 | > 0 and a 2 > |c 2 − b 2 | > 0 by virtue of (97). Hence a 1 log p 1 + a 2 log p 2 > 2p e 0 , which is imcompatible with the ranges of a 1 and a 2 . Thus we conclude that p 
This proves the lemma.
If q is sufficiently large compared to s, then we obtain a more simple inequality. 
If the equation (13) 
Applying the upper bound for U given in (90), we obtain s ( 2 log s + log q/(q − 1) + log U log q + 1)
≤ s ( log c 7 + (13s + 6) log(s + 2) + 3 s i=2 log log m i + 6 log q log q + 1) (105)
≤ s ( log c 7 + 19s log(s + 2) + 3 s i=2 log log m i log q + 7).
This completes the proof.
