The wireless sensor networks (WSNs) have a great application prospect, which is composed of much simple hardware and small-size sensor nodes to realize the perception of the surrounding environment. It is often widely used that nodes work in a duty cycle mechanism of periodic sleep and awakening in WSNs. However, this mechanism also increases latency and the routing table length whereas saving energy. In this paper, the Self-adjustable Active Sequence (SAC) scheme is proposed to solve the above problems. It enables optimization of energy, latency and routing tables. The main innovations are as follows. Firstly, the SAC scheme divides the continuous active slots into multiple shorter slots to reduce the latency. Second, SAC scheme adds more active slots by using the remaining energy. Third, decreasing the number of the forwarding nodes to reduce the routing table length. In this case, the optimization of delay only brings small gains, so we should focus on the improvement of routing. It has a better performance in reducing the delay and reducing the length of the routing table through both theoretical analysis and experimental results. If and only if the continuous active slots are divided into several segments, the delay is reduced by 33%. And the number of active slots by using the far sink region energy further reduce the delay by 29% in general. What's more, when reducing the size of the forwarding nodes set, the routing table length is further reduced by 29%.
I. INTRODUCTION
With the development of microprocessor technology, more and more intelligent sensing devices have been applied to various applications, which greatly expanding their application field [1] - [4] . Wireless sensor network (WSNs) are essential elements for realizing the Internet of Things (IoTs) [5] - [8] , which can be widely used in industrial production sites [9] , [10] traffic information [11] , [12] , crop monitoring [13] - [15] , medical monitoring [16] , [17] , personal health monitoring of personal wearable devices and other applications [18] , [19] . Wireless sensor nodes have been extensively developed due to their small size, low cost, and flexible deployment. Besides, as a result of the development of electronic technology in recent years, the computing, storage and communication capabilities of the sensing devices have been significantly improved. It is not inferior to the The associate editor coordinating the review of this manuscript and approving it for publication was Alessandro Pozzebon. processing power of personal computers more than a decade ago. These sensing devices are numerous, making universal sensing possible [20] - [24] .
There are two critical issues in wireless sensor networks: (1) one is low-latency data routing [25] - [27] , (2) the other one is energy efficiency [7] , [9] , [14] , [19] , [25] , [28] - [32] . The most crucial task of wireless sensor networks is to perceive the surrounding environment and get the state data of the monitored object [4] , [5] , [9] , [11] , [12] , [14] , [20] , [28] , [33] - [36] . Then, sensing data is routed to the sink or control center via multi-hop routing. The control center reacts and processes the monitored objects after analyzing and extracting the sensing data [33] - [36] . Therefore, in order to process the detected events promptly, it is an extremely significant research issue to route sensing data to sink quickly [25] - [27] . On the other hand, the sensor network is battery-powered [7] , [9] , [14] . Considering the economic and the convenience of use, the structure of the sensor node VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is relatively simple, and its volume is small, which determines that both its battery and capacitance are low. As a result, the energy of sensor nodes is minimal [25] , [28] . How to use energy effectively and extend the lifetime of the network is another vital research issue [9] , [26] , [36] . Sensor nodes adopt the duty cycle working mode to save energy, which is a practical way to save energy [25] , [26] , [37] , [38] . In the duty cycle mode, the nodes awake and sleep periodically [25] , [26] , [37] , [38] . Since the energy consumption of nodes in the sleep state is 1/100 or even 1/1000 of that in the active state, it is superior for nodes to be sleepy to save energy as far as possible. However, when the node is sleepy, it cannot sense, receive and send data [25] , [26] , [37] , [38] . Therefore, when the sender node has data to send, but the receiver node is in sleep state, the sender node must wait for the receiver node to wake up before data routing. Thus, the duty cycle mechanism will cause higher latency in data routing and consume a lot of energy by cause of the sender node idle waiting [25] , [26] , [37] . In order to avoid wasting energy in vain when the sender needs to send packet, then an effective routing scheduling strategy has been proposed, which is to find its own route according to the active slots of the forwarding nodes. That is to say, each node stores a routing table, which stores the minimum delay to reach the next hop and the relay node selected at each slot [38] . In this way, each node can know its relay node and slot to send packets by looking up the routing table when it has data transmission [38] . Just like that, if it needs to wait for more than one slot to send data, it is not necessary to wait for its relay node to wake up. Instead, it goes to sleep, waits for a slot that can forward data to arrive and then wakes up to transmit data, which can save energy [38] .
In such a forwarding method by routing table, there are also two critical issues to be studied. One is how to reduce latency, and the other is how to reduce the routing table length. As mentioned above, in duty cycle based WSNs, when the sender node has data to send, its forwarding nodes may all be in the sleep state. In this case, the sender node needs to wait for one of the forwarding nodes to wake up before sending data, so the time of the packet stays in sender node is called the latency, or the single-hop latency [25] , [26] , [37] , [38] . In addition, the sum of all latency, which has passed through multiple hops from the source node to the sink node is called the end to end latency. The routing table stores the next hop node selected by the node, the slot in which the data is sent, as well as the latency to the next hop [38] . The longer the routing table is, the more storage space is required, and the more time it takes to look up the routing table.
However, the issue for designing a routing strategy to implement small latency and shorter routing table length whereas making energy efficient in duty cycled WSNs [38] . Although some studies have attempted to reduce latency and routing table length, there is still room to improve routing performance further. Therefore, in this paper, the self-adjustable Active Sequence (SAC) scheme is proposed to reduce latency in duty cycled wireless sensor networks. Compared with the previous work, the main innovation points of this paper are as follows:
(1) Firstly, SAC scheme divides only one-segment continuous active slots into multiple continuous active slots with smaller length, which can effectively reduce the latency. In the previous strategy, since the active slots is continuous, if the sender node happens to have data transmission at the range of the continuous active slots, there is no need to wait. On the contrary, if it is not within the range of the continuous active slots, it needs to wait for the node's active slot to arrive before sending, which generates a high latency. After dividing the continuous active slots into multiple active slots, the latency can be effectively reduced without increasing energy consumption of nodes. (2) Secondly, SAC scheme makes full use of the remaining energy of nodes in the far sink region to increase active slots. And through these added active slots, some segments of active slots are connected into continuous active slots, thereby reducing the number of active slots segments, thus achieving the purpose of reducing both latency and routing table length. (3) Thirdly, it is found that when there are enough active slots or forwarding nodes, the latency is already minimal. At this moment, if some forwarding nodes do not participate in the routing, there will be no increase in latency. Instead, the routing table length can be commendably reduced because of the reduced relay nodes. Therefore, this paper proposes a method to reduce the routing table length by reducing the size of forwarding nodes. (4) The SAC scheme proposed in this paper has better performance than previous strategies through sufficient theoretical analysis and simulation results. Under the condition of Experiment two in this paper, when only the continuous active slots are segmented, the latency can be reduced by 33%. And when using the far sink region energy to add the active slots, the delay can be further reduced by 29%. What's more, when the size of the forwarding node set is reduced, the routing table length can be further reduced by 29%.
The rest of this paper is organized as follows: Section ''Related work'' mainly introduces the research associated with this paper. Section ''The system model and problem statements'' mainly shows the related model used in this paper. Section ''The design of Self-Adjustable Active Sequence (SAC) scheme'' gives the SAC scheme and related specifications. In section ''Parameter optimization and performance analysis'' we investigate the performance analysis of SAC scheme from the angle of delay and routing. Section ''analysis of experimental results'' presents the theoretical analysis and simulation results of two experiments. Section ''Conclusion'' provides a summary of the paper and the future research direction. 
II. RELATED WORK
Fast data collection in wireless sensor networks has been the essential issue in its research [4] , [5] , [9] , [11] , [12] , [14] , [20] , [28] , [33] - [36] , [39] , [40] . In fact, the time required for data collection varies owing to different data collection strategies. According to the different MAC protocol used in data collection, it can be divided into contentionbased data collection mechanisms [1] , [9] , [13] , [26] , [32] , [36] and non-contention based data collection mechanisms [4] , [7] . The non-contention MAC protocol is represented by the Time Division Multiple Access (TDMA) protocol [4] , [7] . Most of the data collection protocols adopt are contentionbased protocols [1] , [9] , [13] , [26] , [32] , [36] . The main feature of the non-contention data collection protocol represented by the TDMA protocol is that the time is divided into units called slots. A slot time can send or receive a packet [4] , [7] . Moreover, in most studies, a time slot also includes the time required to establish a communication link. In the non-contention MAC protocol, slots are only scheduled when it needs to transmit data, that is, the node is active only when the node receives and sends the data. And when there is no data transmitted, the node goes to sleep to save energy. Since the energy consumption in the sleep state is several orders of magnitude lower than that in the active state, the TDMA protocol has excellent performance in terms of energy consumption [4] , [7] . Meanwhile, since the scheduling algorithm for data collection can be optimized in advance, each node can schedule the active slots accurately to minimize the time required for network data collection, and thus the delay is relatively small. However, the most significant limitation of non-contention strategies such as TDMA is that the time of the whole network needs to be synchronized, so it is essential to pay the cost of time synchronization [4] , [7] . What is more, the node's data operation must be strictly carried out in accordance with the slot planned.
Therefore, when the node generates more packets than expected, the newly added packets cannot be transferred to sink because there are no active slots available [4] , [7] . All in all, this method is not suitable for networks that generate data dynamically [4] , [7] .
Conversely, in the contention that based collection mechanism, the node needs to contend for a channel once it has data to send. After the channel competition is successful, data transmission is performed. As a result, there are fewer network requirements in this protocol, which can be applied to various networks. However, the main disadvantage of such method is that it requires competing channels between multiple nodes, whereby the performance in terms of energy consumption and delay is not as good as the TDMA protocol [1] , [9] , [13] , [26] , [32] , [36] . Some research work related to this paper is discussed in detail below.
The related papers discussed in this paper are as Table 1 , so that readers feel no trouble during reading.
A. RESEARCH ON DELAY OPTIMIZATION
Delay is an important and widely studied performance indicator in wireless sensor networks [25] - [27] . There is no doubt that delay has different performance in different data routing strategies.
(1) Optimization of data routing delay in the contention MAC mechanism. It is well known that many routing strategies have been proposed based on contention MAC mechanisms [1] , [9] , [13] , [26] , [32] , [36] . The main factors considered in the routing strategy include energy consumption, delay, reliability, and so on. The earliest routing strategy proposed is the shortest routing algorithm. In the shortest routing algorithm, when a node has a packet to send, it searches for the node nearest to the sink within its own transmission radius and forwards the packet as relay node. This method always selects the node nearest to sink for routing, so the routing formed is the shortest way to sink. The shortest routing algorithm generally assumes that the node is always active, so the delay of this method is relatively small.
However, this method only considers the distance from the sink without considering the quality of the communication link, energy consumption, congestion, and so on. Therefore, in the case of the shortest route, the delay and lifetime are not necessarily can achieve the minimum. In the network with poor link communication quality, the probability of successful transmission of packets is not 100%, but a probability of less than 100%, only 80%-90%. Therefore, it is necessary to adopt some reliability routing mechanisms to guarantee data transmission, which will also have a great impact on delay [41] . The simplest method to ensure the reliability of data transmission is the Send and Wait Automatic Repeat-Qequest (SW-ARQ) protocol. In SW-ARQ protocol, after the sender sends the packet, it begins to wait for the receiver to return the ACK message to confirm that the packet has been received [41] . If the sender receives the ACK message at the specified time, it continues to send the next packet.
Otherwise, the packet is resent until the wait time reaches the timeout threshold. The above process continues until the packet is sent successfully, or the packet is aborted due to the number of retransmissions reaches the preset threshold. In such a process, the delay of data transmission is higher than that of single data transmission [41] .
Although the shortest routing algorithm forms the shortest route, the design of the routing algorithm also needs to consider the node's energy consumption and network lifetime in practice. In many networks, adopting the shortest routing algorithm will cause excessive energy consumption of some bottleneck nodes and the surplus energy of some nodes [9] . Therefore, an energy consumption balanced routing strategy is proposed. In such a routing method based on energy consumption balance, the criterion for the node to select relay node is not only the distance to the sink, but also for the residual energy, so as the two factors of energy consumption and distance are considered together [9] . Such a routing strategy can obtain a more extended network lifetime by balancing the energy consumption between nodes [9] , even if it may have a longer routing length than the shortest routing algorithm and increases the delay.
Based on the above ideas, some routing choices include the degree of network congestion into the next hop of routing, to select those nodes with high residual energy, close to the sink, and uncongested links [42] . Obviously, choosing a path without congestion can reduce the delay of the route [42] .
Besides, there are also some studies on the strategy of multipath routing for security [43] - [46] . The starting point of this routing strategy is that, when a single route is adopted, only if there is a malicious node on the routing path, the data packet will be cut off, which will cause harm to the network. Therefore, if several different routing paths are issued at the same time, the data transmission is successful if anyone of them is successful. In such a route, a packet will have many routes at the same time, result in its energy consumption is approximately many times of the original in theory, but the performance of delay is better [46] .
(2) Delay Optimization in data aggregation networks. In the previous discussion, the node's packets do not change during the routing process. However, in many applications, data aggregation can be carried out when multiple data packets meet due to the correlation [4] , [5] , [7] , [27] , [34] , [47] , which integrates data packets into smaller ones than the original two. This method achieves the goal of reducing the amount of data transmitted and saving energy. As a result, a variety of data aggregation collection strategies are proposed. In these approaches, the emphasis is on how to make the data packets meet as much as possible so that make the data packets merge and reduce the network data volume the most [4] , [5] , [7] , [27] , [34] , [47] . In the data aggregation routing strategy that mainly considers reducing the data volume, packets tend to change the routing direction of the shortest route and route to the area as much as possible to make the data aggregation, such as ring [48] . After data aggregation on the ring, it will be routed to sink. Data aggregation will reach the maximum value, whereas the delay is often an irrelevant consideration indicator [48] .
In some studies, data aggregation and delay need to be considered simultaneously [47] . In order to aggregate the data as much as possible, if the node waits longer after receiving data packets, it can wait for more data packets to arrive, thus making more data packets aggregate into smaller packets. Therefore, from the perspective of data aggregation, it is desirable to make packets stay on the node for as long as possible, which enables data aggregation to play a larger role. However, if each packet stays in the node for a long time, the delay of data routing can be enormous. Li et al. proposed a comprehensive optimization method to optimize data aggregation and reduce delay [47] . The main points of the method are as follows: each node sets two thresholds: the aggregation deadline (T t ) and the aggregation threshold (N t ) [47] . T t represents the maximum time that the packet stays in the queue, whereas N t represents the maximum queue length of the node. Data is sent when the waiting time of the node in the queue reaches T t or the queue length reaches N t [47] . When selecting parent nodes for packet transmission, the node with the longest packet queue in the parent nodes should be selected as the relay node. After selecting such parent nodes, the packet will stay on it for a short time, thus reducing the delay of data routing [47] .
The clustering network is also an effective method of data fusion [7] , [33] . In a clustering network, the network is divided into a basic unit cluster [7] , [33] . There is a special node called cluster head in a cluster, and other nodes are called cluster member nodes. Cluster member nodes send their own data to the cluster head. Then the cluster head makes data aggregation and sends it directly to the sink or sends it to sink through multi-hop routing between cluster heads [7] , [33] .
(3) Delay optimization of TDMA based data aggregation under the non-contention mechanism. The advantage of the TDMA scheduling strategy is that each node schedules slot for data operations in advance [7] . When the network runs, the node only needs to perform the corresponding data operations by the slots arranged in the scheduling algorithm. In this way, energy consumption operations such as channel conflict, channel detection, and idle waiting can be saved, and its data collection delay is also relatively small.
The data aggregation discussed above is a method of data aggregation rate between [0, 1]. Furthermore, there is a unique data aggregation method that can aggregate n data packets into one when they meet, which dramatically reduces the data number of nodes and save energy. It is for this reason that makes TDMA scheduling possible. Li et al. [7] proposed a novel data collection strategy for unequal clustering networks. The unequal clustering proposed by them is different from the unequal clustering in the previous strategies. In the previous unequal clustering, the clusters in the far sink region are large, whereas the clusters in the near sink region are small. On the contrary, the unequal clustering structure proposed by them is that the clusters in the near sink region are large, whereas that in the far sink region is small. The reason why they proposed such a structure is that: in the first stage of cluster data collection, the operation of sending the cluster data to cluster head is completed simultaneously in the previous equal cluster radius data collection. The reason indicates that the data aggregation within the cluster is performed in parallel. In the second stage, inter-cluster data routing needs to be routed from the farthest cluster head to the sink layer by layer. Such operation is performed serially and therefore takes longer. However, after changing to the unequal cluster structure with a small radius in the far sink region and a large radius in the near sink region, the intracluster data aggregation in the far sink region is completed first, thereby initiating data routing to the sink. The clusters in the near sink region are large, and the data aggregation in the clusters takes a long time. When the distant data is routed to the clusters near the sink, the data in the clusters is just completed. In this way, whether it is intra-cluster data aggregation or inter-cluster data routing is performed in parallel, which can effectively reduce the time required for data collection.
(4) Duty cycle-based routing. The closest approach to this paper is the routing strategy in the duty cycle based WSNs [25] , [26] , [37] , [38] . The duty cycle working mode of a wireless sensor network is adopted from the perspective of saving energy [25] , [26] , [37] , [38] . Most of the strategies discussed above are based on networks where nodes are always active. However, in most sensor networks applications, the time unit for monitoring events and physical phenomena is sometimes measured in days, hours, and minutes, so there is no need to keep the nodes active perpetually. The energy consumption of the node in the active state is more than a hundred times that of the sleep state. Therefore, the node should be in the sleep state as much as possible to save energy. That is how the duty cycle works. In such a working mode, the time is divided into cycles. The cycle is divided into two states: active and sleep. The periodic active/sleep of the node can greatly save energy in the network without affecting the monitoring [25] , [26] , [37] , [38] .
However, this duty cycle mode increases the delay of data routing. In the previous non-duty cycle WSNs, the node is always in the active state, the delay is mainly caused by the queued delay of the packets when establishing communication connections and data transmission. Nevertheless, in the duty cycle based WSNs, a delay called latency is added. The main reason for the occurrence of latency is that the nodes adopt the working mode of the duty cycle. When the sender has data transmission, if all forwarding nodes are in sleep state, it has to wait for one of them to wake up and generates the wait delay [25] . The latency is related to the duty cycle adopted by the network. The general rule is: the longer the node is active, the smaller the latency is and vice versa. What is more, latency is also related to the node density of the network. The higher the node density is, the greater the number of forwarding nodes of the sender will be. Therefore, when the sender needs to send data, the probability of more than one forwarding node being active is high, and the latency is small [25] .
There are also some studies proposed to reduce latency for duty cycle based WSNs. In some of them, one cycle is divided into n slots, only one slot is in the active state, whereas the other n-1 slots are in the sleep state. At this moment, the duty cycle of the node is 1 n . The FFSC strategy proposed by Liu et al. [49] can effectively reduce latency. In the duty cycle based WSNs, when the sender wants to send data, it also chooses the node closest to the sink to make the distance from one hop to sink furthest. Thus, the hops needed to route to the sink are minimized, which saves energy and reduces delay [49] . However, in this case, the node closest to the sink among its forwarding nodes is not necessarily in the active state. The sender has two choices, and one is to wait for the node closest to the sink to wake up, the other is to choose the node closest to the sink from among forwarding nodes in the active state as the relay node for data routing. The waiting time in the first selection is uncertain, and it also consumes energy while increasing latency. In the second choice, the node selected may be very far away from the sender, so the distance of the 1-hop route to sink is small. Therefore, more hops are required to route to sink, which leads to more massive delay and higher energy consumption. In the FFSC strategy, there is a circumstance that the nodes in the near sink region consume more energy, whereas these in the far sink region have surplus energy in WSNs. In the case, in the near sink region, the sender sends data once there are active forwarding nodes, and in the far sink region, the sender waits for the node closest to the sink among the forwarding nodes to wake up and sends data, which can effectively reduce the delay.
In the above research, the duty cycle of the node is random and does not require synchronization. That eliminates the need for the system to maintain synchronization, so its cost is relatively small. However, this asynchronous method may cause the node closest to the sink among forwarding nodes to be in the sleep state when the sender has data transmission. This problem will not exist. This problem does not exist if the synchronization mechanism is adopted.
Other researchers proposed an adaptive duty cycle to reduce delay. In some studies, the size of the duty cycle is determined according to the amount of data undertaken by the node. When the node undertakes a large amount of data, a larger duty cycle is adopted, whereas when the node undertakes a small amount of data, a lower duty cycle is adopted to save energy. Chen et al. [50] believe that this method looks well enough, but it may make the network performance worse in applications. This is because the nodes in the far sink region assume a small amount of data, whereas the nodes in the near sink region assume a large amount of data in WSNs. Previous research results show that the duty cycle of nodes in far sink region should be small, whereas that of nodes in near sink region should be large. This setting makes the nodes in the far sink region consume less energy and have a surplus. Despite the fact, the small duty cycle VOLUME 7, 2019 can save energy consumption while increasing the latency. However, since the energy of these remote sink nodes is redundant, there is no sense of saving energy, which increases the latency by reducing the duty cycle. Therefore, the selfadaptive duty-cycled strategy proposed by Chen et al. [50] . In their proposed strategy, the duty cycle of the node in the far sink region is larger than that of the node in the near sink region. This allows the network to take full advantage of the residual energy of these nodes while reducing latency without reducing network lifetime. But the nodes near the sink region adopt an appropriate duty cycle can save energy and improve network lifetime. In this way, the purpose of reducing the latency and maintaining the high network lifetime is achieved [26] , [50] .
In the previous studies, the duty cycle of nodes is usually divided into two segments, one is the active time slots of nodes, and the other is the sleep time slots. That is to say, the active time and sleep time are continuous within one cycle [25] . Shahzad et al. [38] used routing tables to data routing. It is recorded that the next-hop node which can minimize the latency and the latency which reaches the sink when a node has data transmission in any slot. The critical point is that each node updates its routing table by receiving the slot information and routing table information from the neighbor nodes, so that the node can clearly know the slots and latency of routes. The main target of their research is how to reduce the routing table length effectively. Because reducing the length of the routing table can reduce the time required by the node to find the route and help reduce the delay [38] .
In [51] , a method is proposed to spread the continuous active slots in the duty cycle to the entire cycle to improve the monitoring performance. It is noticed that if the node's active time slots are consecutive, then the subsequent long time is a period of sleep slots. Consequently, the nodes fail to monitor the environment for a long time, which will cause a large monitoring delay. In brief, dispersing continuous active slots into the whole cycle can productively reduce the monitoring delay [51] .
B. RESEARCH ON LIFETIME
Improving network lifetime is one of the most critical factors in the design of routing strategies [9] , [26] , [36] . By the node energy is highly limited, how to save the energy to improve the network lifetime is a significant issue in WSNs. Up to now, there have been quite a lot of researches on saving node energy. However, there is an unusual phenomenon called ''energy hole'' in the wireless sensor networks, which makes the research on improving network lifetime have a challenge. ''Energy hole'' refers to a phenomenon that the premature death of a network due to the energy exhaustion of nodes within one hop of the sink. This is because all data in the wireless sensor networks must be routed to the sink, and the nodes within one hop of the sink handle all data in the whole network, so its energy consumption is the highest [9] . When the nodes within one hop of the sink run out of its energy and die, all data in the network cannot be sent to the sink, leading to network death [9] . According to relevant studies, due to the influence of the energy hole, there is still up to 80% energy remains in the network when the network dies [9] .
For the duty cycle based WSNs, the more active slots of a node, the higher energy consumption and the smaller lifetime. Therefore, from the point of view of improving the lifetime of the network, there should be fewer active slots in a cycle. On the other hand, the smaller active slots, the higher the latency of data routing. Shahzad et al. proposed an optimized routing strategy based on the routing table [38] . Since the number of active slots is not changed, the reduction of latency is also limited. This paper proposes a method to add active slots through residual energy, which can commendably reduce the latency.
Wireless sensor networks are a vital component of the Internet of Things [52] , [53] and the most primary source of data collection. The combination of data and artificial intelligence makes the current network to reach a new horizon [54] , [55] . With the development of sensor devices, its quantity reaches a huge scale, which makes the current network develop towards marginalization. Edge networks and Fog computing are the manifestations of this development trend [53] , [56] . Therefore, it is of considerable significance to study the data routing strategy with effective energy and low latency.
III. THE SYSTEM MODEL AND PROBLEM STATEMENT A. THE NETWORK MODEL
The network model adopted in this paper is composed of many static, identical, and randomly deployed nodes. Node random deployment means that nodes are deployed based on the location of the data to be monitored and the communication link conditions in the actual situation, without specifying the location of each node. Because the specific location of the nodes is not involved in this problem, the node density has no significant effect on the experimental results, and no special discussion is needed. When the network is initialized, the deployed nodes form a multi-hop network through selforganization, which is dynamic and self-adjusting. Nodes consist of a sink node and some ordinary nodes. All ordinary nodes transmit data to sink node, and sink node receives data from all other nodes through multiple hops.
The sink node has unlimited power, whereas batteries drive ordinary nodes with limited power. The ordinary nodes adopt awake/sleep periodic rotation mode to save energy. Divide a period into multiple time slots and use N to represent the number of time slots in a period. Number all time slots starting from 1 in ascending order, so the slots are represented by {1, 2, . . . , N − 1, N }. Each node selects a part of continuous slots as active slots, and M represents the number of active slots. In the routing initialization phase, each node randomly chooses its own starting active slot, all sensor nodes are awake, and the routing table is empty. Sink node starts to broadcast the routing broadcast packets, and when other nodes receive the routing broadcast packets, processing and forwarding them. The routing table is constructed on each node in a distributed manner. When a node is unavailable, then the routing table is updated, so the network topology is dynamic.
B. THE ENERGY CONSUMPTION MODEL
In this network model, there are three types of energy consumption. Firstly, the energy consumed when sending the packet. Secondly, the energy consumed when receiving the packet. Thirdly, the energy consumed by the sender waiting for sending data or the receiver waiting for data reception. Assume that the transmitted packets are the same size, so the energy used to send and receive packets remains the same. For the energy generated by waiting, this paper adopts a scheme to reduce the number of active slots, that is, the node adopts the mode of awake/sleep periodic rotation to reduce the energy consumed.
In addition, there is an imbalance in energy consumption in the wireless sensor network. The nodes near the sink are responsible for the forwarding of the remote nodes' data, so the energy consumption is much higher than that in the remote sink area. In this way, the energy hole phenomenon will lead to the death of nodes within one hop of the sink and the death of the whole network in advance. Therefore, a large amount of residual energy in the remote sink region can be fully utilized to reduce latency without reducing lifetime effectively.
C. PROBLEM STATEMENT
Node adopts the duty cycle mechanism, but it also brings high delay to data routing and increases the routing table length, which will bring node with greater storage space requirements and longer searching time for routing table. Therefore, the goal of this paper is to minimize the delay and ensure the minimum routing information on the premise of not damaging network lifetime.
The delay consists of two parts: the transmission delay and the wait delay. The wait delay can be expressed by the latency, and it indicates the time it takes for the packet in the sender be ready to be sent out. The transmission delay represents the time it takes for the data to be transmitted from the beginning to the receiver. It is assumed that the transmission delay to the next hop is one time slot, and it can complete the transmission or reception of a packet in one slot., so the delay is the latency plus 1. Thus, the main factor affecting delay is latency, lowering the delay is to reduce the latency. In this paper, except when calculating the value, delay is always 1 greater than latency. In other parts of the paper, the two mean the same meaning and can be replaced with each other.
Definition 1: Active slots coverage. The active slots coverage of single node j is T c j , and its distribution satisfies Eq. (6). So, the calculation formula of the active slots coverage of multiple forwarding nodes {1..j} is shown as Eq. (1):
Definition 2: Non-increasing Delivery-latency Interval (NDI). A series of delay non-incremental slots is called an NDI. The NDI-based routing scheme is adopted in this paper. The delay in an NDI satisfies Eq. (2):
where d t i represents the delay of node i at slot t, t represents the time slot, and i represents the node id. This above equation gives an algorithm for calculating the delay of the next slot based on the delay of the previous slot in a series of delay non-incremental slots.
Definition 3: Routing table storage format. Figure 1 shows the storage structure of the node routing table. Each route record is an NDI. The routing table consists of four items: starting slot, starting delay, ending delay, and next hop, where starting slot represents the first slot of this NDI, the starting delay represents the delay calculated by the starting slot, the ending delay is the last slot of a NDI and is always 1, and the last item next hop represent the node selected as the next hop relay node. Its advantage is that we only need to know a starting time slot and the delay of starting time slot to know the delay of any time slot in this NDI. 
Definition 4:
Routing table storage principle. The delay non-incremental. That is to say, the delay at slot t +1 is always one less than or equal to the delay at slot t in a route record. That is to satisfy d t i ≥ d t+1 i . Only when the delay at slot t is 1, the delay at slot t + 1 is equal to that of slot t. It also satisfies the following property: the starting slot of the first routing record is always 1, and the ending delay of all routing records is 1 except the last routing record.
For the convenience of readers, notations used in the paper are listed in Table 2 , where the column named ''Notation'' contains the names of variables, and their definitions are presented in the column ''Definition''.
IV. THE DESIGN OF SELF-ADJUSTABLE ACTIVE SEQUENCE (SAC) SCHEME A. RESEARCH MOTIVATION
In this section, we through a concrete example to illustrate the motivation of the Self-adjustable Active Sequence (SAC) scheme. The network topology model adopted is shown in Figure 2 . Figure 2 represents the topology diagram through self-organization. In order to facilitate the calculation, each node is numbered sequentially from the outside to the inside. In such a network, there are 25 nodes, and K is used to represent the number of nodes in the network, that is, K = 25. The nodes are represented as {A, B, C, . . ., W, X, Y}, S node is the sink node. The nodes use the awake/sleep periodic rotation mode. N represents the number of time slots in a cycle, and number each slot with {1, 2, . . . , N − 1, N }. Each node selects part of the slot as the work slot, that is, the node is awake at these slots and sleep at other slots. M represents the number of work slots of nodes in one period (M ≤ N ). Figure 3 shows the slot state of each node in the network shown in Figure 2 . In Figure 3 , N = 20 and M = 5. In the typical sensor network, the node selects a starting time slot, and the active slots consist of its subsequent M consecutive active slots. As shown in Figure 3 , the starting active slot of node A is slot 5, so the active slots are slots 5-9, and the sleep slots are 1-4 and 10-20.
The one-hop delay consists of the transmission delay and the wait delay. The wait delay can be expressed by the latency, and the transmission delay is always 1. Since the nodes are not always awake, the delay for each slot may be different. Although node i is ready to send the packet at slot t, it does not mean that it can be sent immediately. Only there is a forwarding node is active, the data can be transmitted. Otherwise, data cannot be transmitted until the earliest node wakes up in forwarding nodes. Therefore, the calculation formula of delay is as shown in Eq. (3).
where d t i indicates that the delay of node i at slot t, j represents one of the forwarding node of node i, s t i,j indicates the time slot when the node j is awakened after slot t. and min(s t i,j ) indicates the time slot when the earliest wake-up node is awakened in all forwarding nodes after slot t. The awakened slot of the earliest wake-up node minus the slot t is value of the latency.
For example, when node i wants to send packets at slot t, and there is a forwarding node is active at slot t, then the delay is 1 and the latency is 0. But if all forwarding nodes are sleep at slot t, and a node wakes up until slot t + 3, another node wakes up at slot t + 4. We can subtract slot t from the slot t + 3 where the earliest node is awakened, so the delay is 4. What's more, if all forwarding nodes are sleep from slot t to slot N ,and a node wakes up at slot 1(1 ≤ t). Then add slot 1 to N to so that the result is greater than t, and use this result to minus t is the latency. Thus, the latency is 1 + N − t.
The following Eq. (4) gives the calculation formula of d i ,which the value is the weighted average delay of all slots of this node.d
The end to end delay D I refers to the average value of each one-hop delay on the route path when the packet routing of node i reaches the sink, as shown in Eq. (5) .
According to the calculation method of the delay, Figure 4 gives the one-hop average delay of all nodes. There is a big gap in the average delay among nodes. The average one-hop average delay D i is 3.75. In this case, the delay is large. The following three research motivations for improving network performance are given below. 
1) REDUCING LATENCY BY DIVIDING THE CONTINUOUS ACTIVE SLOTS INTO MULTIPLE SEGMENTS
The first research motivation is to divide continuous active slots into multi-segment small discontinuous active slots. Then there is no need to wait too long to have an active slot, thereby reducing latency. Figure 5 shows the slot state of each node that randomly divides continuous active slots into the discontinuous active slots. In such a slot division, the total number of active slots remains unchanged, so the energy consumption of the node remains the same. After dividing the continuous active slots into multiple active slots with smaller length, Figure 6 shows the comparison of the average delay between the continuous and discontinuous active slots. After the adjustment of the active slots, the delay of most nodes decreases significantly (only the delay of node G, H and I does not decrease). Overall, the average delay of the entire network is 2.324, and the average latency is 1.324. By comparing the situation of the continuous active time slots, latency is reduced 1.426 slots, which reduces the latency by 51.9%. We can see that the scheme proposed to divide the continuous active time slot into multiple segments with smaller length can significantly reduce the latency.
2) REDUCING LATENCY BY UTILIZING THE RESIDUAL ENERGY IN THE FAR SINK REGION TO INCREASE ACTIVE TIME SLOTS
The main reason for the emergence of latency is that only M slots out of N slots in a cycle are in the active state. Therefore, when the sender has data to send, its forwarding nodes are sleep, which leads to latency. Obviously, adding active slots can reduce the latency. However, it will increase the energy consumption and reduce the lifetime meantime. Therefore, this method of reducing latency by consuming energy is hard to be used in wireless sensor networks. Besides, there is an imbalance in energy consumption in the wireless sensor networks. The nodes near the sink area are responsible for the forwarding of the data of the remote node, so the energy consumption is much higher than that in the remote sink area. In this way, the energy hole phenomenon will lead to the death of nodes within one hop of the sink and the death of the whole network in advance. According to the research results [38] , when the network dies early due to the influence of the energy hole, there is still up to 90% more energy left in the network. Therefore, the second research motivation is to make full use of the residual energy of the nodes in the remote sink area and add active slots in these nodes.
The following experiment shows that increasing the value of M can effectively reduce the latency. In Figure 4 , M is equal to 5. We increase M to 8 and 10 respectively, and then the slot state of the nodes is shown in Figure 7 . Figure 8 shows the comparison diagram of the average delay with different M . The black line means M is equal to 5, the blue line means M is equal to 8, and the red line means M is equal to 10. We can see from Figure 8 that, when M is 5, the average delay is the maximum. When M is 8, the average delay of each node is significantly reduced, and the improvement effect is significant. Although the average delay is already small, increasing M to 10 and the average delay can be further reduced. These experimental data indicating that the latency can be reduced by increasing M . From the perspective of the entire network, when M is 5, the average delay is 3.75. And when M is 8, the average delay is 2.468, which is 1.282 slots lower than that when M is 5, reducing 34%. What's more, when M is 10, the average delay is 1.916, which is 1.834 lower than that when M is 5 and reduced by 49%. Meanwhile compared with the average delay when M is 8, the average delay decreased by 0.552 slots and reduced by 22%. This shows that increasing the number of active slots M can effectively reduce the latency. However, increasing the value of M will increase the energy consumption, which makes the previous research dare not adopt this method. It is found that there is a large amount of residual energy in the remote sink region. Thus, it can be fully utilized to increase M , effectively reducing latency without shorten lifetime.
In the network as Figure 2 , the original strategy is setting M is equal to 5 for all nodes. In accordance with the residual energy, adding the active slots of the nodes in the third and fourth layer to make M is equal to 10, so the slot arrangement of each node is as Figure 9 . The comparison between the average delay and the original strategy of each node in the network is shown in Figure 10 .
At this moment, the average delay is 3.092 after increased M to 10 of the nodes in the far sink region. Compared with the original strategy that the value of M is equal to 5, the average delay is reduced by 0.658 slots, which reduces by 18%. The scheme of adding active slots can significantly reduce the latency by utilizing residual energy. 
3) REDUCING THE NUMBER OF CANDIDATE RELAY NODES TO REDUCE THE ROUTING TABLE LENGTH
In the previous study, the main concern is on how to reduce the latency, rather than the routing table length. After the continuous active slots are divided into multiple segments, the routing table becomes longer. Reducing the routing table  length can increase the speed of routing lookup and save  the storage space of the routing table. Due to the small size, simple structure, limited energy and battery-driven characteristics of sensor nodes, it is a challenging problem to save the storage space of routing table as much as possible. Previous studies rarely achieved the problem of optimizing the delay and routing table simultaneously in duty cycle wireless sensor network. After increased M , it is possible to merge some segmented active slots into one segment, thereby reducing the routing table length as well as latency.
The third improvement strategy is to reduce the number of candidate relay nodes. It is found that when M is large enough, there are multiple forwarding nodes that may be selected as the relay node. At this time, if some forwarding nodes are designed to do not participate in the routing, the length of the routing table can be reduced effectively. These randomly selected nodes need to be far away from sink node, because the closer to sink, the more data it tends to undertake. In this case, removing the node close to sink may have a significant impact on the delay. How many nodes are selected, and which ones are selected are uncertain, balancing the delay and the routing table length.
Similarly, we use specific examples to illustrate the problem. When M is equal to 8, four nodes are randomly selected from the outermost and sub outermost layer of the network topology in Figure 2 . Here nodes A, I, J, and P are excluded from the candidate relay nodes when routing. In this case, we let the four nodes that are subtracted look different from the other nodes, and the network topology diagram excluding the four nodes is shown in Figure 11 . Here, the routing table design and storage mechanism refers to the concept of Non-increasing Delivery-latency Interval (NDI) of According [38] . The NDI-based routing scheme is to find the shortest delay in each NDI instead of each slot. While ensuring the minimum delay, it minimizes the storage of routing table (i.e. the size of the routing table). Figure 1 shows the storage structure of the routing table. It consists of four items: starting slot, starting delay, ending delay, next hop. Figure 1 presents the storage structure of the Routing table (RT ), The storage structure of routing broadcast packet (RBP) consists of three items: j, s j [ ], e j [ ]. The symbol representation and meaning are as follows:
B. THE DESIGN OF SAC SCHEME
1. RT : routing table 2. RBP : routing broadcast packet, it is used to inform its neighbor nodes of its active slots state. 3. startT : starting slot 4. startD : starting delay 5. endD : ending delay 6. nextH : next hop 7. j : the node id 8. s j [ ]: the starting slot array of node j 9. e j [ ]: the ending slot array of node j The routing broadcast packet of the node is used to inform its neighbor nodes of its active slots state. Since the active slots may be continuous or discontinuous, the slot state can be represented by an array of the beginning slot and the ending slot of each segment. That is to say, the route broadcast packet includes the node v j , the start slot array s j [ ] and the end slot array e j [ ] of each segment of the active slots.
During the route initialization phase, all sensor nodes are awake. The routing table is empty and is built on each node in a distributed manner. First, the sink node broadcasts the routing broadcast packet. Then processing the routing broadcast packet. When there is no routing broadcast packet transmission in the network, the algorithm stops.
The processing procedure of the routing broadcast packet at node i can be described by Algorithm 1. The symbol representation and meaning in the algorithm are as follows:
1. RBP j : the routing broadcast packet from node j 2. RT i : the routing table of node i 3. RT i,j : the route from node i to j 4. T i : the starting slots set in RT i 5. T i,j : the starting slots set in RT i,j 6. T k i : the k-th element in T i In Algorithm 1, node i first construct the route RT i,j based on RBP j (line 1). If the RT i is empty, then use RT i,j as RT i (lines 2-3). Otherwise, to get the start slot of each NDI and join it to T i,j based on RT i,j (line 5). Then build T i based on RT i and merge RT i,j into RT i (lines 6-7). Sort the starting slot in T i in ascending order (line 8). Then an empty RT is built to store temporary routes during route updates (line 9). For each slot in T i , update the current RT at slot T k i based on RT i,j and RT i (lines [10] [11] [12] . After that the updated RT is assigned to RT i (line 13). Finally, node i broadcasts RBP i to its neighbor nodes (line 15).
The process of constructing RT i,j can be described by Algorithm 2.
The symbol representation and meaning in the algorithm are as follows:
1. e k j : the k-th element in e j [ ] Since the first NDI always starts with slot 1, slot 1 is first added to T j (line 1). Then traverse the ending slot of node j. Add e k j +1 to T j as long as e k j is not the last time slot (lines 2-8). For each starting slot in T j , the routing is calculated as follows: the starting delay is the delay of the starting slot. The ending delay is always 1, except that the ending delay of the last NDI is calculated as the delay of the last time slot (lines 9-18). The process of obtaining T i based on RT i can be described by Algorithm 3. Simply traverse each routing record in RT i and add the starting slot of NDI to the set T i (lines 1-3).
Algorithm 3 Getting T i From
The process of updating RT at T k i based on RT i,j and RT i can be described by Algorithm 4. In Algorithm 4, the delay at slot T k i with relay node is j and in the path of RT i are firstly compared. If the delay is smaller in the case of relay node being j, RT will be updated with routing record of the slot T k i in RT i,j (lines 1-2). Only when the following two conditions are satisfied simultaneously, the value of k is increased by 1. It not only needs to satisfy the requirement of relay node for j with a smaller delay at slot T k+1 i , but also need to satisfy the condition that the delay at slot T k+1 i is less than or equal to the delay at the previous slot T k+1 i − 1. Where the second condition is to guarantee that the delay is monotonically continuous and non-increasing within the range of slot T k i to slot T k+1 i . Only in this way the two NDIs of slot T k i and slot T k+1 i can be merged. Next to traverse the next slot T k i until these two conditions are not met (lines 3-5). Conversely, if the delay of relay node for j is greater (line 6), update RT with the route record of slot T k i in RT i (line 7). Then the delay at the next starting slot T k+1 i calculated by RT i,j and RT i is also compared. Similarly, only when at slot T k+1 i the delay of relay node for j is still greater and the delay at slot T k+1 i is not greater than the delay at slot T k+1 i − 1 satisfies both conditions, increase the value of k by 1. Traverse the next slot T k i until one of the two conditions is not satisfied (lines [8] [9] [10] . There is a third case where both delays are equal (line 11). In this case, it needs to compare the delay calculated at the next starting slot T k+1 i by RT i,j and RT i . Update RT with the route record at slot T k i ,which in the routing table with smaller delay, and increase the k value by 1. It represents the combination of two starting slots of slot T k i and slot T k+1 i , after which loop traversal is performed (lines 12-23). If both delays at slot T k+1 i are equal again, the strategy of updating RT with the route record at slot T k i in RT i is taken (lines 24-26).
Algorithm 4
Updating RT at an Interval The process of looking up the routing table can be described by Algorithm 6. First traverses each record in the routing table of node i (line 1). Compare slot t to the starting slot until t is smaller than it (line 2). When t is smaller than the starting slot, select the next hop item in the previous route record as the next hop. Meanwhile, the delay corresponding to slot t and the slot to send data are calculated (lines 3-5), then the loop traversal of the routing table is completed (line 6). Another case is that after traversing all the records, there is no starting slot larger than t. This indicates that slot t is between the last starting slot and the slot N . In this case, the next hop of the last route record is selected as the relay node, and the delay of slot t and the slot for sending the packet are calculated (lines 8-12). 
V. PARAMETER OPTIMIZATION AND PERFORMANCE ANALYSIS A. CALCULATIONS OF AVERAGE DELAY
Proof: The active slot range is the M slots after the starting active slot. When the M slots are all distributed in the same period, that is, s j + M − 1 ≤ N , the distribution of Algorithm 6 Search for Routing at Slot t Input: node i receive data at slot t Output: the next hop at slot t 1: For each RT k i in RT i do 2: while t < RT k i .startT do 3:
Select RT k−1 i .nextH as next hop at slot t 4:
Break the for loop 7: End while 8: If RT k i is the last one in RT i then 9:
Select RT k i .nextH as next hop at slot t 10:
Forward data at slot (t + d t i − 1 + N )mod N 12: End if 13: End for active slots is shown as
Conversely, when the M slots are not distributed in the same period, that is, s j + M − 1 > N , the distribution of the active slots is shown as
Theorem 2: The active slots distribution of node j is T c j and satisfies Eq. (6). If node i wants to send data to node j at slot t, the delay calculation formula is shown as Eq. (7):
Proof: If node j happens to be awake at slot t, namely t ∈ T c j , then data can be sent immediately, and the delay is 1. If the slot t is beyond the scope of the active slots distribution, namely t / ∈ T c j , it needs to wait for the arrival of the earliest active slot after slot t. The earliest active slot is s j , and it can be divided into two cases. The first case is when
The second case is when s j + M − 1 > N , then t ∈ s j + M − N , s j − 1 , so the delay is s j − t + 1. For example, Figure 12 shows an example of theorem 1 and theorem 2. As shown in Figure 12 , N = 8, M = 3, there are one parent node and two child nodes. The first child node meets s 1 = 7, T 1 = [7, 8] ∪ [1]; and the second child node meets s 2 = 1, T 2 = [1, 3]. According to Eq. (7), calculate the delay at each slot when there is only the first child node. Then calculate the delay of sending data at each slot when there are the first and second child nodes. The above two results are shown in Table 4 . According to Eq. (3), when there are the first and second child nodes, the delay at each slot is shown in Table 5 . According to Eq. (4), the weighted average delay of this node in all slots is 1.75. To further elucidate the role of theorem one and theorem two, there is an example from network perspective. When the sender must send data at slot t, if there is at least one forwarding node is awake, so the one-hop delay is equal to 1. But if there is one awakening forwarding node until slot t + j, the one-hop delay is j.
Theorem 3: There are N time slots and M consecutive active slots in a period. Node i has γ child nodes, the active slots coverage of γ child-nodes has t a i,γ time slots, whereas the rest of the N − t a i,γ slots are divided into β segments by the active slots. Where the length of the k-th segment is ξ k , thend i is shown as Eq. (8):
Proof: According to Eq. (4) and Eq. (7), the calculation process of delay is as
From the network perspective, first set an array with a length of a period. The initial value is all 0, indicating that they are all dormant. We use the array to record whether the slot in the number has a forwarding node in the awake state, and the value is set to 1. The array corresponds to the awaken sequence of the forwarding nodes. The number of values with one corresponds to the total number of active slots t a i,γ , and several consecutive zeros correspond to the sleep slots, and then Eq. (8) is used to calculate the delay.
For example, Figure 13 (a) shows the slot state of one parent node and four candidate relay nodes. Figure 13 (b) shows the process of calculating the delay. As shown in Figure 13 , when there is only node 1 as the candidate relay node, the active slots coverage is as shown in Figure 13 (b) Slot 1. Only three slots numbered 3, 10, and 13 are in the active slot's coverage, namely 3, 10, 13 ∈ T c 1 and t a 0,1 = 3. The rest of the N − t a 0,1 = 13 slots are divided into β = 3 segments. The first segment is [14, 16] ∪ [1, 2] and the length is ξ 1 = 5. The second segment is [4, 9] and the length is ξ 2 = 6. The third segment is [11, 12] and the length is
j=2 j+ 7 j=2 j+ 3 j=2 j 16 = 3.4375. As shown in Figure 13 , when there is node 1 and node 2 as the candidate relay nodes, the active slots coverage is shown in Figure 13 (b) Slot 2. We can see only 5 slots numbered 3, 5, 9,10, 13 are in the active slots coverage, namely 3, 5, 9, 10, 13 ∈ T c {1,2} and t a 0,2 = 5. The rest of the N − t a 0,2 = 11 slots are divided into β = 4 segments. The first segment is [14, 16] ∪ [1, 2] and the length is ξ 1 = 5. The second segment is [4] and the length is ξ 2 = 1. The third segment is [6, 8] and the length is ξ 3 = 3. The last segment is [11, 12] and the length is ξ 4 = 2. This change occurs due to child node 2 is added, and the original segment [4, 9] is divided into two segments with an active slot numberd 5. The coverage range of active slots is widened,d i = added again, its active slots coverage is as shown in Slot 4,
j=2 j+ 4 j=2 j+ 3 j=2 j+ 2 j=2 j 16 = 1.6875. Theorem 4: There are N time slots and M consecutive active slots in a period, the average delayd i decreases with the increase of M . Under the premise that the number of j is equal to 2, the number of slots in which the active slots coverage of two forwarding nodes coincide is set as p, p ∈ [0, M ]. The calculation formula of the average delay is shown as Eq. (9):
, p ∈ (0, M )
Proof: If the number of the candidate relay nodes is 1, the delay of node i within the active slots coverage of forwarding node j is 1, where the latency is 0. There are M slots with a delay of 1, and the rest N − M slots are outside the active slots coverage of j. The delay is one of 
Taking N in Eq. (10) as a constant, the relationship between d i and M is analogous to the unary quadratic equation . Figure 14 shows the rough image of this relationship. The axis of symmetry of the curve is x = N + 1 2 , and the minimum value y = 1 2 − 1 8N . The y value gradually increases from the axis of symmetry to both sides. M ≤ N , sod i decreases as M increases. In order to maked i as small as possible, the value of M needs to be as close as possible to N . However, increasing the value of M will increase the energy consumption of the node, which makes the previous research dare not adopt this method. If the number of candidate relay nodes does not exceed 2, the number is 1 can be regarded as a case of the number of being 2, which with the same range of the active slots. When the active slots of two candidate relay nodes overlaps, set the number of slots as p, p ∈ [0, M ]. According to the value of p, it can be divided into three cases. In the first case, when p = M , it is equivalent to the case of one candidate relay node. The calculation formula of the average delay is as shown in Eq. (10). In the second case, when p = 0, it means that the active slots range of the two child nodes does not coincide. There are 2M slots with a delay of 1. Set the starting active slot of two child nodes as s 1 , s 2 (s 1 < s 2 ). Then, two segments of active slots are separated by 
It is known from Eq. (11) thatd i is determined by three physical quantities: the number of slots in the period N , the number of active slots M , and the interval slots between the active slots q. In general, N is a constant in the network; q and M are variables. Therefore, we can divide it into two cases: when M is regarded as a constant, q is a variable, and when both q and M are variables to discuss separately. In the case where N and M are regarded as constants and q is a variable, the relationship betweend i and q is analogous to a unary quadratic equation. Figure 15 shows the rough image of this relationship. The axis of symmetry of the curve is x = N 2 − M , and the minimum value is y = (N−2M) 2 2 +3 (N − 2M)+4M at the axis of symmetry. The y value gradually increases from the axis of symmetry to both sides. q ∈ [0, N − 2M ], thus, when s 2 − s 1 = N 2 , that is to say, when two intervals of the two active slots range are equal, d i is the minimum. In the case of generalization to multiple child nodes, the analogy can be obtained thatd i reaches the minimum value when the active slots range of multiple child nodes is evenly distributed.
In the other case where N is regarded as a constant, q and M are variables, Figure 16 shows four curves ofd i varies with M when q takes different values. As shown in Figure 16 , when q is a constant,d i decreases along with the increase of M on the same curve and gradually approaches 1. The decreasing rate is lower and lower, and the curve is flatter and flatter. When M is a constant, the points on the four curves are compared vertically in parallel with the y-axis direction. When M < 7,d i decreases as q increases, but when M > 7, this trend is not satisfied. Combined with the above discussion that M is a constant, it can be concluded thatd i decreases as q approaches N 2 − M , and increases as q moves away from N 2 − M . In the third case, when p ∈ (0, M), that is to say, there is an overlap of p slots in the active slots range of two child nodes. At this time, there are 2M − p slots with a delay of 1, and the delay outside the active slots range is the value in {2, 3, . . . , N − 2M + p + 1}. According to Eq. (8), the average delay can be calculated as shown in Eq. (12) : In the case where N as a constant, p and M are variables in Eq. (12), Figure 17 shows ten curvesd i varies with M when p takes different values. As shown in Figure 17 , when p is constant,d i decreases along with the increase of M on the same curve and gradually decreases to close to 1. The decreasing rate is lower and lower, and the curve becomes more and more gradual. When M is constant, the points on the ten curves are compared vertically in parallel with the y-axis direction. It's not hard to find thatd i decreases as p increases, and the increase rate also will decrease.
Theorem 5: The average delay of node i is calculated as Eq. (8) . At this time, M is increased to M +r, obviously r > 0 and M + r < N . According to the values of p and r, the formula for calculating d i is as shown in Eq. (13) .
In Eq. (13), the corresponding conditions are as follows: condition 1 is p = M , condition 2 is p = 0 and r ≤ min q 2 q , condition 3 is p = 0 and min q 2 q < r < max q 2 q , condition 4 is p = 0 and r ≥ max q 2 q , and the last condition 5 is p ∈ (0, M ). And d i is the symbol of reduced average delay, p is the number of slots in which the active slots ranges of the two forwarding nodes overlap, q and q 2 are the number of sleep slots respectively separated by active slots, min q 2 q and max q 2 q represent the smaller value and the lagrger value of q and q 2 .
Proof: Here, according to the value of p, it can be divided into the following five cases. In the first case, when p = M , M is increased to M + r, and the calculation formula of reduced average delay can be shown as Eq. (14) :
In the case where N as a constant, r and M are variables in Eq. (14), Figure 18 shows five curves of d i varies with r when M takes different values. When M is constant, d i increases with the increase of r on the same curve, but the rate of decrease is smaller and smaller. When r is equal, the points on the curves are compared vertically in parallel with the yaxis direction. d i decreases as M increases, indicating that the smaller the value of M , the more the average delay is reduced when the same r is increased.
In the second case, when p = 0, increase M to M + r, then the value of r will appear in three cases. The first case is when r ≤ min q 2 q . The second case is when min
The third case is when max q 2 q ≤ r. The following are based on these three cases to calculate d i .
a. When r ≤ min q 2 q , there is still no overlap in the active slots range of the two forwarding nodes. That is to say, T c 1 1 ∩ T c 2 = ∅. There are 2 (M + r) slots with a delay of 1, and the two segments active slots are separated by (q − r) and (q 2 − r) time slots respectively. The calculation formula of reduced average delay as shown in Eq. (15). 
In this case, d i is exactly twice as much as when p = M . Thus the relationship between d i , M and r is similar to Figure 18 , except that the ordinate d i is doubled.
b. When min
q , there is an overlap in the active slots range of two forwarding nodes, that is, As shown in Figure 19 , when q is a constant, d i increases with the increase of r on the same curve and the increase rate gradually decreases. When r is equal, the points on the curves are compared vertically in parallel with the y-axis direction. The comparison shows that when the same r value is increased, d i decreases as q increases.
In another case, when r and M as variables, let N = 20, q = 1. Figure 20 shows four curves of reduced average delay d i varies with r when M takes different values. As shown in Figure 20 , when M is constant, d i increases with the increase of r on the same curve and the rate of increase gradually decreases. When r is equal, the points on the curves are compared vertically in parallel with the y-axis direction. It also shows that d i decreases as M increases, indicating that the smaller the M value, the more the average delay is reduced when the same r value is increased. c. When max q 2 q ≤ r, active time slot range has fully covered the entire period, that is, T c 1 ∪ T c 2 = {1 . . . 20}. There are N time slots with a delay of 1, so the average delay is 1. The calculation formula of reduced average delay is as shown in Eq. (17): 
In the case where N as a constant, q and M as variables in Eq. (17), Figure 21 gives four curves of d i varies with q when M takes different values. As shown in Figure 21 , when M is constant, the curve of d i changing with q on the same curve is a parabola with an upward opening. Its axis of symmetry is x = N 2 − M , which means that d i gets the minimum value when the interval of dormancy slot q is equal to q 2 .
In the third case, when p ∈ (0, M ), M is increased to M +r. There is an overlap of p + r slots in the active slots range of two forwarding nodes. At this time, there are 2M −p+r slots with a delay of 1, and the delay outside the active slots range
, q > r When N and M are regarded as variables, r and p are variables, Figure 22 shows four curves of d i varies with r when p takes different values. As shown in Figure 22 , when p is constant, d i increases with the increase of r on the same curve and the increase rate gradually decreases. When r is the same, the points on the curves are compared vertically in parallel with the y-axis direction. It shows that d i increases as p increases, indicating that the average delay decreases with the increase of the number of active slots, but the effect of reduction is less and less obvious. Theorem 6: There are N time slots and M consecutive active slots in a period. If M is increased to M + r, under the premise of theorem 5, the calculation formula of D i at best, worst and general conditions is as shown in Eq. (19) , as shown at the bottom of the next page.
Proof: Although the starting active slot of nodes is random, when the starting active slot s 1 of the first child node is determined, and the distribution of the active slots is shown as T c
The selection of the second child node s 2 will directly affect the probability of p in different ranges. p ∈ [0, M ] is divided into three pieces. When p = M , it also satisfies: T 1 = T 2 and s 2 = s 1 , the probability of this happening is 1
When p = 0, that is, T c 1 ∩ T c 2 = ∅. It is equivalent to selecting a slot from N −2M time slots as s 2 . The probability of this happening is
The probability of r and q.
In the case of p = 0, set q as the number of sleep slots at the interval between the active slots range of two nodes. Obviously, q ∈ [0, N − 2M ], where each value of q in the range is an equal probability. Since r ∈ [0, N − 2M ], the value of r in this range is also an equal probability. Figure 23 represents the relationship between q and r. As shown in Figure 23 respectively. In the general case, the probability of p = M , p = 0 and p ∈ (0, M) is 1 N , N −2M N and 2M −1 N respectively. When p = 0, d i depends on q. For the convenience of calculation, use q = N 2 −M for estimation. The weighted average is calculated according to the value of p. At this time, the calculation formula of D i is shown as bottom of the next page.
In the best case, when the d i of each node is larger, the overall D I is larger. All nodes satisfy the condition of p = 0, q = 0 or q = N − 2M . The calculation formula of D i is shown as
In the worst case, the smaller d i of each node, the smaller D i of the whole. All nodes satisfy the condition of p = M . The calculation formula of D i is just half of the best case, and is shown as
. Table 6 gives the value of D i after increasing M to M + r with different values of r when N = 20 and M = 5. The three columns from left to right are the value of D i in the general case, best case and worst case respectively. Theorem 7: There are N time slots and M consecutive active slots in a period, node i has γ forwarding node. Here the continuous active slot is divided into discontinuous active slots. There is only based on the case of γ > 1 to calculate d i . The calculation formula of d i in the best, worst and general case as shown in Eq. (20) , as shown at the bottom of the next page. where t a i,γ is the number of time slots within the active slots coverage of the γ forwarding nodes before the partition, β is the number of segments in which N − t a i,γ sleep slots are divided by the active slots. The length of the j-th segment is t s i,γ ,j |j 1..β and it satisfies β j=1 t s i,γ ,j = N − t a i,γ . Where t a i,γ ,λ is the number of time slots within the active slots' coverage of the γ forwarding nodes after partition, λ is the number of segments in which the slot is not continuous after the division. The length of the j-th sleep slot is t s i,γ ,λ,j |j 1..λ and it satisfies λ j=1 t s i,γ ,λ,j = N − t a i,γ ,λ . And µ k represents the length of the k-th active slots after partition.
Proof: When γ > 1, the M consecutive active slots are randomly divided into λ segments. There are t a i,γ slots with a delay of 1 before partition, and the delay of the sleep slot in the jth segment is
k. After the division, there are t a i,γ ,λ slots with a delay of 1 and the delay of the sleep slot in the jth segment is t s i,γ ,λ,j +1 k=2 k. At this time, the calculation formula of d i is shown as
In the best case after partition, the number of the active slots of the γ child nodes is t a i,γ ,λ = N , which is distributed throughout the whole period. The delay at any slot is 1 and latency is 0. So the average delay to the next hop is 1. This situation requires γ × M ≥ N . At this time, the calculation formula of d i is shown as
In the worst case, there is a significant change in active slots coverage for a single forwarding node, but the total T c {1..j} remains unchanged. Due to t a i,γ = t a i,γ ,λ , the average delay of node i doesn't decrease. At this point d i is shown as However, when it is divided into M segments active slots that are evenly distributed in the period, the reduction of latency is the largest, but the routing table length will increase by more. Therefore, in order to achieve the optimal latency and routing table, it is usually divided into two segments or three segments of active slots, and the distribution of active slots is as average as possible. The following is the calculation process of the reduced average delay when it is divided into two segments and three segments, respectively. First, select a slot in the active slots as 
When s d i − s i + N mod N = M − 2, it indicates that it is divided into two or three segments active slots. Next, select two slots from N − M + 2 sleep slots and set the state as active. There are C 2 N −M +2 possible situations. At this time, the calculation formula of D i is shown as Eq. (23), as shown at the bottom of the next page. Based on Eq. (22) and Eq. (23), the two add the average to get D i in general case can be inferred as shown in Eq. (21) . Figure 24 shows the awaken sequence diagram of one parent node and three forwarding nodes. Figure 24 , the number of active slots is four. The starting active slot of node 1 is slot 3, the starting active slot of node 2 is slot 6, and the initial active slot of node 3 is slot 9. The start slot of the first segment of NDI is slot 1. At slot 1-5, the delay of sending packets from the parent node to the child node 1 is the shortest, so the forwarding node is the child node 1 when the data packet is sent in these slots. At slot 6, both child node 1 and child node 2 are in the active state, but slot 6 still belongs to the first segment of NDI, so the forwarding node is still child node 1. At slot 7-8, node 2 is always in the active state, so packets can be sent immediately without waiting, where latency is 0. Therefore, the forwarding node is child node 2. At slot 9, although both node 2 and node 3 are in the active state, the previous slot 8 belongs to the second segment NDI, so the forwarding node is the child node 2. Similarly, there is node 3 in the active state during slot 10-12, so the forwarding node is child node 3. At slot 13-16, the closest active slot is slot 3. At slot 3, node 1 is in the active state, so the forwarding node is the child node 1. Table 7 shows the routing table of the parent node. As can be seen from Table 7 , the parent node has four NDIs, so there are four routing records, the corresponding start delay and end delay are calculated. According to the routing table, the delay diagram at each time slot can be drawn as follows: the horizontal axis(X) represents the slot, the vertical axis(Y) shows delay. First, coordinates of several points are determined according to [startT , startD] in the table. Then, according to the delay non-incremental principle, the delay in each segment of NDI is always equal to one or one less than the delay of the previous slot, and both are continuous. This is the same thing as making a straight line with a slope of -1 from each of four points until the vertical delay of the point is equal to 1. A line parallel to the X-axis is made from this point after the delay is equal to one. According to Table 7 , Figure 25 shows the delay diagram of the parent node in each time slot. Proof: The first route starts with slot 1, the start delay is s a 1 , the end slot is slot e a 1 , the end delay is 1, and the next hop is the child node whose active slot is s a 1 . The start slot of the next route is the next slot at the end slot of the previous route, so the start slot of the second route is e a 1 + 1. If e a 1 ≤ s a 2 , the start delay of the second route is s a 2 − e a 1 , the end slot is e a 2 , the end delay is 1, and the next hop is the child node whose active slot is s a 2 . Otherwise if s a 2 < e a 1 < e a 2 , the start delay of the second route is 1. Next, it is judged whether the start slot s a 3 after s a 2 satisfies the condition of s a 3 < e a 1 . If not, the end slot is e a 2 and the end delay is 1. If the condition is satisfied, continue to judge the next s a k until the condition is not satisfied. At this point, the end slot is e a k−1 and the end delay is 1. The start slot of the third route is the slot e a k−1 + 1, and the start delay is max s a k − e a k−1 , 1 . By this method, the end slot is the last slot corresponds to the nearest active slot after slot e a k−1 + 1, and the end delay is 1. If and only if the last end slot e a s a < N , there might be the s a + 1 route. The start slot of the s a + 1 route is slot e a s a + 1, and the start delay is max s a 1 − e a s a + N + 1, 1 , the end slot is slot N , and the end delay is s a 1 . In summary, the number of routing tables r satisfies Eq. (24).
B. ROUTING TABLE STORAGE

As shown in
Theorem 10: Under the premise of theorem 9, the number of valid nodes in the network is adjusted from v ori to v ori −v re , and these v re nodes are removed from the forwarding node set. The k-th node in these v re nodes have v ch k child nodes (k ∈ [1, v re ]). If the first active slots of the child nodes are distributed in different s ch k slots, 1 ≤ s ch k ≤ v ch k , then the reduction of the routing table length satisfies Eq. (25):
Proof: The minimum reduction of the routing table length is when the reduced v re nodes are all parent nodes. At this point, only the routing tables of these v re nodes are involved, but the routing tables of its neighbor nodes are not involved. If the initial active slots of the v ch k child nodes are distributed in the same time slot, that is, s ch k = 1, it can be seen from Theorem 9 that the k-th node has at least one route. So, reducing v re nodes can at least reduce v re routes. It is considering that the maximum reduction of the routing table length is when the reduced v re nodes are not only the
parent nodes but also the relay nodes of the neighbor nodes. In this case, in addition to the reduction of the routing table of these v re nodes, it also reduces the number of routes for the parent nodes of the relay nodes. If the initial active slots of v ch k child nodes do not coincide, it is distributed in v ch k slots, that is, s ch k = v ch k . According to Theorem 9, there is no more than n k +1 routes in the kth node, so reducing v re nodes can reduce v re k=1 v ch k + 1 routes at most. For the parent nodes of the v re nodes, the maximum number of v re routes can be reduced, so the number of v re k=1 v ch k + 1 + v re ≤ v ch k + 2 × v re routes can be reduced by reducing v re nodes at most.
VI. ANALYSIS OF EXPERIMENTAL RESULTS
A. EXPERIMENT SETUP
In this section, we through two specific examples to illustrate the motivation of the Self-adjustable Active Sequence (SAC) scheme proposed in this paper.
B. EXPERIMENT ONE
This experiment is just the same as that in research motivation, so there are a lot of things that have appeared before, so we will not repeat them here, just add something that it did not cover in detail. The Figure 2 represents the network topology model, and Figure 3 shows the slot state of each node. Next is a demonstration of the delay calculation method. node K and J are the forwarding relay nodes of node A. Node K is active when node A is ready for data at slot 1, then node A can send data at slot 1. Currently, the delay is 1 and the next hop is node K. If the data is ready at slot 2, but both node K and J are sleep. Node J is active until slot 4, and it means node A can only send data until slot 4. At this moment, the delay is 3 and the next hop is node J. Figure 26 shows the delay of node A in each time slot. Where the different color symbols represent different relay node: red represents node J, and blue means node K. There is a large delay gap among different slots, with the maximum reaches 9 and the minimum reaches 1. Calculate the average delay is 2.95, which means that it takes an average of 2.95 slots for the next hop to successfully receive the data, and an average of 1.95 slots to waiting before sending.
Not only the delay of different slots in the same node varies greatly, but also the average delay of different nodes. The maximum average delay is 7 and the minimum is 1. The average delay of all nodes is 3.75, which means that each node sends packets at any slot and requires an average of 3.75 slots before the next hop to receive them successfully, with an average latency of 2.75 slots.
The first scheme is to divide continuous active slots into multi-segment discontinuous active slots. Based on Figure 3 , Figure 5 shows the slot state of each node after partition. Overall, the average delay is 2.324, and average latency is 1.324. Compared with the situation of the continuous active slots, 1.426 slots are reduced, which reduced the latency by 51.9%. Figure 27 shows the histogram of continuous and discontinuous average delay. The gray shaded bar represents the average delay in the case of discontinuous active slots, and the red diagonal bar means the continuous active slots. We can draw the conclusion that the improvement effect of division is noticeably since the delay reduction effect of most nodes is obvious. Figure 28 shows the comparison diagram of average delay under different M values. With the increase of M , the average delay becomes smaller and smaller. We can notice that the three nodes W, X and Y can send data directly without waiting, which means latency is 0 and delay is 1. The delay has been minimized and cannot be reduced any more. Except the three nodes, the average delay of other nodes has been reduced to different degrees. When M is increased from 5 to 8, the delay can be reduced by nearly 60% at most, 12% at least, and 37% on average. Then increase M from 5 to 10 can reduce the delay by 70% at most, 24% at least, and 52% on average. By comparison, when increasing M from 8 to 10, the delay can be reduced by 37% at most, 1% at least, and 23% on average. Moreover, when M increases from 5 to 8, the decreases at least twice as much as when M increases from 8 to 10. We can reflect that when the value of M is large enough, adding active slots has a less significant effect on delay reduction. The next experiment is further reducing the number of candidate nodes in the remote sink area. As shown in Figure 11 , in the outermost layer and the second outer layer respectively reduced two candidate nodes, and the reduced four nodes are A, I, J, and P. Table 8 shows the comparison of routing tables of node B and E before and after reducing candidate nodes. After removing node J from the candidate nodes set, node B can only send data to node K, resulting in only one record in the routing table. The next step is to consider the energy residual in the network. The strategy is to make M = 10 of the outermost and the second outer nodes, Figure 9 represents the active slot state after increasement. The average delay of the outermost nodes has been significantly reduced, with the largest decrease by nearly 70% and the smallest by 24%, and with an average reduction of 56%. Figure 29 shows the average delay comparison before and after reduction, where the red shaded portion represents the reduction. The average delay for all nodes is 3.092, which decreased by 0.658 slots, or 18%, compared to before it was added. 
C. EXPERIMENT TWO
In this experiment, the relevant parameters are set as K = 53, M = 5, N = 20, M N = 25%. Node S is the sink node too. The network topology model is shown in Figure 30 . Figure 31 shows the time slot state, where the first slot is selected randomly. We will take node 2 as an example, which has the forwarding nodes as node 11 and 12. When there are packets to be sent at slots 11-14, next hop is node 12, which has the delay of 1. At other slots, next hop is node 11. The delay at slot 6-14 is 1, and the average delay is 4.3. Figure 32 represents the polyline graph of the average delay of each node. The maximum average delay is 7, and there are 12 nodes with only one forwarding node. The aver-age delay of the three nodes closest to the sink node is the minimum. The average delay of all nodes is 4.34. Next, the continuous active time slots are divided into discontinuous active time slots. Figure 33 shows the active time slots after the division. The average delay of all nodes is 2.89, which is 1.45 slots less than the continuous active slots and reduced by 33%. Figure 34 shows the histogram comparison of the two. The gray shaded bar represents the average delay after improvement, and the red diagonal bar represents the reduced delay compared with the original delay. If delay increases after improvement, slash bars are not displayed. The delay of most nodes is significantly reduced, and the average delay is generally reduced. Figure 36 shows the histogram of the average delay between M = 8 and M = 5. Where the gray shaded bar represents the average delay of M = 8, the red slash bar represents the reduced delay, and the red slash bar plus the gray shaded bar is the delay of M = 5. When M = 8, the average delay after adding active slots is 2.87, which is 1.47 slots less than the average delay of M = 5, and which is also reduced by 33.87%. Furthermore, the average delay is 2.19 when = 10. Compared with the delay at = 5, it is reduced by 2.15 slots, which is reduced by 50%. Compared with the delay of = 8, it is reduced by 0.68 slots, which is reduced by 24%. Figure 38 , when the M value increases from 5 to 8 and then to 10, there are two large drops in the delay. The more active slots are added, the more delay is reduced. In a word, the average delay is 2.19 when M = 10. Compared with the delay at M = 5, it is reduced by 2.15 slots, which is reduced by 50%. Compared with the delay of M = 8, it is reduced by 0.68 slots, which is reduced by 24%. (b). Figure 39 shows the network topology after reduction. The dotted line between the node and the neighbor nodes indicating the node subtracted randomly. As can be seen from the figure, at this time K = 45 and these removed eight nodes are numbered 2, 9, 12, 18, 21, 26, 29 and 33, respectively. Table 9 presents the changes in the routing table before and after the reduction. As can be seen from Table 9 , node 2 originally has three routing records. After node 12 is made unavailable in the network, the neighbor nodes 2, 3, 20, and 21 are notified. The neighbor nodes adjust the routing table. After the adjustment, there is only one routing table record for node 3, which is reduced by two. The routing tables of both node 2 and 12 are all emptied. After reducing the eight nodes in the remote sink area, there are 14 nodes that affect the routing table. There are 40 routing table changes in these nodes, among which there are only six routing records after improvement, and 34 records are reduced.
In order to solve the energy hole problem, since the duty cycle diagram given in Figure 31 , adding active nodes in the outermost layer and the second outer layer nodes. The outermost layer and the second outer layer nodes are numbered VOLUME 7, 2019 from 1 to 19. Here, the number of active slots is increased to M = 8 and M = 10 respectively, and the other nodes remain unchanged M = 5. Figure 40 shows the time slot state diagram of the node after the active slots are added. In Figure 40 (a), increase M to 8, and in Figure 40(b) , increase M to 10, whereas the working slots of other nodes remain the same. Figure 41 and Figure 42 respectively show the polyline comparison and the histogram comparison of average delay in three cases. It is evident that the average delay of ten nodes numbered from 1 to 10 is reduced. As can be seen from the chart, when M = 8, the average delay of all nodes is 4.04, which is 0.3 slots less than before the improvement, which is reduced by 6.9%. And when M = 10, the average delay of all nodes is 3.91, which is 0.43 slots less than before the improvement, which is reduced by 9.9%. By using the energy hole problem to increase the awake time slot of the remote sink area nodes can reduce the delay.
VII. CONCLUSION
The above formula derivation and experiments prove that Self-adjustable Active Sequence (SAC) scheme has certain effects in lower latency, increasing network lifetime and reducing routing table length. The optimization algorithms proposed by SAC scheme are tailored for several cases with different delays. When the delay in the network is large, the main goal currently is to reduce the delay. At this point, the SAC scheme divides the continuous active slots into multi-segments slots with smaller length. It sacrifices a small portion of network lifetime performance and route lookup time in exchange for greater delay reduction. In general, if and only if the continuous active slot is divided into several segments, the delay can be reduced by 33%. In another case, when the main goal is not to reduce the delay but to improve the network energy utilization, the method of using the residual energy to increase the number of active slots can be adopted. We notice that there is a surplus of energy in the far sink region, consequently making full use of the residual energy does not reduce the network lifetime. Some segments of active slots can be connected into continuous active slots so that achieve the purpose of reducing latency as well as reducing the routing table length. Under the condition of experiment two, it can further reduce the delay by 29%. Moreover, when the delay is already small enough, the main goal is how to improve the routing speed. Available data suggest the potential to reduce the size of the forwarding nodes set can effectively increase the routing speed. In experiment one and experiment two, a scheme of reducing several nodes randomly was adopted to reduce the length of routing table. The latter's routing table length is reduced by 29%.
Although the SAC scheme proposed in this paper had done a lot of work to get the above conclusions, the SAC scheme still has a lot of work to do in the future. In the author's opinion, the comprehensive expression that represent the relationship between latency, routing table length and network lifetime remains to be elucidated in more detail. Then, it is a big challenge that how to adjust active slots more automatically. Imagine a scenario, input parameters in the network, such as node distribution location, network topology, initial active sequence and so on, then can automatically adjust delay, routing efficiency and network life to optimal state by SAC scheme. This will be the focus of follow-up work. What's more, there are other more directions to research. The performance metric used to measure delay in the paper is the average delay, which is the average of the delays that all nodes have reached the sink node after multiple hops. There is a high probability to minimum the maximize delay as a new metric for delay. To calculate the theoretical minimum of the delay of the node with the maximize delay among all nodes, which can guarantee fairness. Another development prospect is the introduction of differentiated network services. First, prioritize the different data and set a priority threshold. The higher the priority, the more urgent the data. If the priority of the forwarded data is higher than this threshold, it can actively wake up the forwarding node instead of waiting for the arrival of the active slots of the forwarding node. This method can guarantee the transmission time of vital data. In conclusion, we should build on existing experiments and data to refine the proposed SAC scheme. 
