Epilepsy is one of the common neurological disorders characterized by a sudden and recurrent malfunction of the brain that is termed "seizure", affecting around 65 million individuals worldwide. Epileptic seizure may lead to many injuries such as fractures, submersion, burns, motor vehicle accidents and even death. It is highly possible to prevent these unwanted situations if we can predict/detect electrical changes in brain that occur prior to onset of actual seizure. When building a prediction model, the goal should be to make a model that accurately classifies preictal period (prior to a seizure onset) from interictal (period between seizures when non-seizure syndrome is observed) period. On the hand, for the detection we need to make a model that can classify ictal (actual seizure period) from non-ictal/interictal period. This chapter describes the seizure detection and prediction techniques with its background, features, recent developments, and future trends.
INTRODUCTION
Seizure is a neurological disorder due to sudden surge of electrical activity in the brain caused by structural abnormalities of the brain, encephalitis, lack of oxygen in the brain, brain injury, tumor, and some sort of dysfunctionalities of the brain (Sanei et al. 2007) . Epilepsy is characterized by spontaneously recurrent seizures (Parvez et al., 2012) . More than 50 million (i.e., 1% of world population) individuals are diagnosed with epilepsy (Santaniello et al., 2011) . Approximately 5% of whole populations are experienced a seizure in their life time (Netoff, et al., 2009) . Epileptic patients have intractable seizures which are likely to increase damage to neural tissue. Epilepsy can be controlled by medication in the most cases. Epilepsy causes many injuries such as fractures, submersion, burns, accidents and even death. It is highly possible to prevent this unwanted situation if we correctly and timely predict epilepsy before the actual seizure onset.
In the brain, neurons exploit chemical reaction to generate electricity to control different bodily actions and this ongoing electrical activity can be recorded graphically which is popularly known as Electroencephalogram (EEG). EEG is well accepted tool for epileptic seizure prediction/detection that can measure the voltage fluctuations of the brain (Dorr, et al., 2007; Rosso et al., 2003; Esteller et al., 2004; Guttinger et al., 2005; and Tang et al., 2012) . Feature extraction, analysis, and classification of EEG signals are still challenging issues for researchers due to the variations of the brain signals.
Variations of EEG signals depend on different brain locations, number of channels, and different patterns of signals from different people. Another challenge for epileptic seizure detection/prediction from EEG signals is to get reasonable accuracy for real time applications.
BACKGROUND
Human brain processes sensory information received by external and internal stimuli. It controls movement and regulates cognitive functions such as thinking, learning, remembering, speaking, and decision making. The brain consists of perhaps 100 billion or more nerve cells called neurons (Craig et al., 2013) . Every neuron has thousands of interconnections among them. Interconnected neurons are responsible for higher order thinking, complex behaviour, and it provides us with the ability to perceive, understand, and react to environmental events. The human brain is an organic electrochemical computer as neurons exploit chemical reactions to generate electricity. The electrochemical nature of neurons gives rise to our actions, our modes, and our behaviour. When a neuron becomes excited it passes electrochemical impulses incoming from the dendrites along the axon to communicate with other neurons in the brain (Neurology Applied, 2013 ) (see in Fig. 1 ). EEG is a non-invasive/invasive graphical record of ongoing electrical activity, which measures the changes of the electrical activity in terms of voltage fluctuations of the brain through multiple electrodes place on the scalp. In clinical contexts, the main diagnosis of EEG is to discover abnormalities of brain activities such as the epileptic seizure. Other clinical uses of EEG are in diagnosis of coma, brain death, encephalopathies, sleep disorder, etc. Moreover, the analysis of EEG signal has many other applications such as video quality assessment (Scholler et al., 2012) , emotion recognition (Soleymani et al., 2012) , and alcohol consumption measurement (Di et al., 2010) , etc. Seizure is simply the medical condition or neurological disorder in which too many neurons are excited in the same time caused by brain injury or by an imbalance of chemical in the brain that is characterized predominantly by unpredictable interruptions of normal brain function. Epilepsy is another medical condition characterized by spontaneously recurrent seizures. During the seizure period the brain cannot perform normal task as a result people may experience abnormal activities in movement, sensation, awareness, or behaviour. There are 1% of total population ( around 50 million, WHO, 2013) in the worldwide affected by epileptic seizure (Netoff et al., 2009) . 5% of individuals are experience a seizure in their life time (Netoff et al., 2009) . Approximate 30% of seizure patients have intractable seizure which will increase the damange of the neural tissues . It is possbile to stop seziure by medication in 70% cases (Epilepsy Australia, 2014) . Therefore, the detection of epileptic seizure plays important role for medical diagnosis of epilepsy. EEG recordings are very reliable in the diagnosis of epilepsy. EEG signals from an epileptic patient can be divided into five periods or stages (i) non-seizure period-no epileptic syndrome is visible, (ii) ictal period-actual seizure period, normally duration is 1 to 3 minutes or it could be more (iii) preictal period-30 to 60 minutes before ictal period, (iv) post-ictal period-30 to 60 minutes after ictal period, and (v) interictal period-period between postictal period to pre-ictal period of the immediate next ictal. Some portion of the interictal period, which does not have any epileptic syndrome, can be defined as a non-seizure period. Prediction and detection of seizures by analysing ictal, pre-ictal, and interictal could alert a patient of the next seizure and also could lead to better treatment and safety.
Two well-known epilepsy dataset are publicly available for the experiments; one is Bonn University Epilepsy dataset and another is Epilepsy Centre of the University Hospital of Freiburg Epilepsy dataset. Bonn University dataset consists of five subsets, each containing 100 single-channel EEG signals with 23.6 seconds duration where two subsets are scalp EEG and three subsets are intracranial EEG. Among them two subsets are taken from healthy volunteers (i.e., non-seizure dataset), two subsets are taken from seizure free intervals (i.e., interictal) and one subset is taken during seizure period (i.e., ictal) from five patients captured by 32 electrodes. Epilepsy Centre of the University Hospital of Freiburg dataset contains intracranial EEG recordings of 21 patients suffering from medically intractable focal epilepsy. The data was obtained by the Neurofile NT digital video EEG system with 128 channels, 256 Hz sampling rate, and 16 bit analogue-to-digital converter. Each patient has ictal and interictal file. The EEG signals containing epileptic seizures file with 50 min pre-ictal data. Later on, it is containing approximate 24 hours of EEG recoding without seizure activity. The ictal periods were determined based on identification of typical seizure patterns of experienced epileptologists.
Epileptic seizure detection technique can be done using different steps such as pre-processing (cleaning the dataset by removing various artifacts, line noise, etc.), features extraction, features selection and classification (see detailed explanation in section main focus of the article and corresponding figure at Fig. 4) . A number of seizure detection techniques are already available to classify seizure and non-seizure EEG signals. Panda et al., 2010 computed various features like energy, entropy, and standard deviation by discrete wavelet transform and used support vector machine (SVM) as a classifier. Dastidar et al.,2007 applied wavelet transformation to decompose the EEG signals into different range of frequencies and three features, such as standard deviation, correlation dimension, and the largest Lyapunov exponent (quantifying the non-linear chaotic dynamics of the signals), are employed and different methods applied for classification. Ocak, 2008 proposed fourth level wavelet packet decomposition method to decompose the normal and epileptic EEG epochs to various frequency bands and then used genetic algorithm to find optimal feature subsets which maximize the classification performance. Polat et al., 2007 proposed two stage processes: first was feature extraction using first Fourier transform (FFT) and second was decision making using decision making classifier. The techniques have used Epilepsy Bonn University dataset which is small with 23.6 seconds duration and the classification accuracies were 91.2% (Panda et al., 2010) , 96.7% (Dastidar et al., 2007) , 98.72% (Polat et al., 2007) , and 98% (Ocak, 2008) .
Recently empirical mode decomposition (EMD) is proved to be an efficient transformation technique for EEG signal classification. Pachori, 2008 decomposed EEG signals into intrinsic mode function (IMF) using EMD and then computed mean frequency for each IMF to differentiate seizure and non-seizure EEG signals. Bajaj et al., 2012 extracted amplitude and frequency modulation bandwidth of IMFs as features using EMD. Among the existing contemporary techniques, Bajaj et al.' s technique is the latest and the best in terms of performance. They used least square SVM (LS-SVM) technique for the classification of seizure and non-seizure EEG signals using the Bonn University dataset with 23.6 second duration and obtained 98.0 to 99.5% accuracy using radial basis function (RBF) kernel and also obtained 99.5 to 100% accuracy using Morlet kernel. The Bonn University dataset with duration 23.6 second has seizure (i.e., ictal) and non-seizure signals which can be distinguished by their visual phenomena such as amplitude and changing rate of frequency (see in Fig. 2) where the non-seizure signal the amplitude is low and the frequency is high while the nature of seizure signal is totally reverse. Figure 2 . Seizure and non-seizure Bonn University dataset with 23.6 second duration, first four rows and fifth row indicated that the non-seizure and seizure data, respectively. Parvez et al., 2013 proposed different feature extraction techniques, based on discrete cosine transformation (DCT), DCT -discrete wavelet transformation (DCT-DWT), and singular value decomposition (SVD), for ictal (seizure period) and interictal (period between seizures) EEG signals classification using Epilepsy Centre of the University Hospital of Freiburg dataset which contains 24 hour signals from each patient. Parvez et al., 2013 applied their techniques on two dataset (Bonn University and Epilepsy Centre of the University Hospital of Freiburg) and they got good classification accuracy for their techniques. They also demonstrated the non-abrupt phenomena (i.e., not easily distinguishable between ictal and interictal based on amplitude and frequency) of the ictal and interictal signal for the both cases of Frontal and Temporal lobe compared to the Epilepsy Centre of the University Hospital of Freiburg dataset shown in Fig. 3 . Parvez et al., 2013 also shown that EEG signals from different locations exhibit different phenomenal activities for an ictal and interictal period. Thus, classification of ictal and interictal intracranial EEG signals are challenging compared to that of seizure (i.e., ictal) and non-seizure scalp EEG signals. Recetnly Parvez et al., 2014 and Parvez et al., 2015 show that exploiting temporal correlation and different transformations for feature extraction provides better seizure detection in ictal and interictal signal classification. Since the Bonn University dataset is small and perfectly cleaned, well defined seizure and nonseizure EEG signals, the accuracy of the above mentioned detection techniques perform very well that close to 100%. However, in real scenario, we do not get cleaned signals; the signals might have different stages such as interictal, preictal, postictal, and ictal (i.e., seizure). Thus, when the above mentioned detection techniques are applied on the EEG signals with different stages, their performance is well below from the perfection e.g., 85% or less. Thus, detection of seizure with great accuracy is still a challenging issue.
Prediction of seizure is a difficult problem to provide a good trade-off between a high (close to 100%) predictive capability of seizures (i.e., ictal) and a low (close to zero) false-positive rate (fpr) by analysing interictal and preictal signals assuming that ictal period will start immediate after preictal period. To predict an ictal signal we need to go through all steps of detection techniques (between interictal and preictal signals) and then we need to regularise the classification output using various techniques such as Kalman filter (Lefebvre et al., 2001) , particle filter (Driessen et al., 2005) , windowbased filtering (Netoff et al., 2009 ) and finally we need to apply a decision function for ultimate predicted output. Many methods have been proposed to predict epileptic seizure by classifying preictal and interictal EEG signals. They have employed univariate techniques (Rasekhi et al., 2013) , eigenspectra of space delay correlation and covariance matrices (Williamsona et al., 2012) , Hilbert-Huang transform (Duman et al., 2012) , autoregressive modelling and least-squares parameter estimator (Chisci et al., 2010) , bivariate features (Mirowski et al., 2009) , spectral power from raw and bipolar time-differential signals (Park et al.,2011) , and spike rate .
A seizure prediction technique based on linear univariate features proposed by Rasekhi et al. provides 73.9% prediction accuracy with 11.1 false alarms per patient. Rasekhi et al. used their own dataset. Williamson et al. used spatiotemporal features and the experimental results show that the method provides 85% prediction accuracy with 0.8 false alarm per patient. They use 19 patients out of 21 patients from the benchmark dataset from Epilepsy Centre of the University Hospital of Freiburg. Chisci et al.'s used autoregressive model and support vector machines to predict seizure where they used 9 patients out of 21 patients from the same dataset. The prediction accuracy of the method is 100% with 10 false alarms per patient. Mirowski et al. proposed a seizure prediction technique based on bivariate features of EEG synchronization such as cross-correlation, nonlinear interdependence, dynamic entrainment, etc. They conducted experiments using 15 patients out of 21 patients. The method provides prediction accuracy 71% with no false alarm. Park et al. proposed a seizure prediction technique using linear features of spectral-power and non-linear classifier. They used 18 patients out of 21 patients. The method provides prediction accuracy 94.4% with 6.44 false alarms per patient on average. Li et al. applied spike rate using morphological filter to predict seizure. They obtained 75.8% prediction accuracy with 2.2 false alarms per patient using 21 patients. They used large of number of channels for seizure prediction. Therefore, they need more computational time and also need more sophisticated filtering technique to remove artifacts from all channels.
The prediction accuracies of the above mentioned seizure prediction techniques (Williamson et al., Mirowski et al., Li et al., Rasekhi et al.) are relatively low. On the other hand, the prediction accuracies of the seizure prediction techniques Chisci et al. and Park et al. are very good; however, the false alarm per patient is very high. Moreover, the above mentioned techniques (Williamson et al., Mirowski et al., Chisci et al. and Park et al. ) did not consider all patients of the Epilepsy Centre of the University Hospital of Freiburg dataset and they also used high number of channels for their approaches. Obviously using more channels requires more computational time and sometimes makes the systems more sensitive for artifacts which require sophisticated filtering. Comparison results of above mentioned methods are shown in Table 1 . Prediction of epileptic seizure by analyzing EEG signals is a challenging task due to non-abruptness phenomena and inconsistency of the signals in different brain locations, patient-age, patient-sex, seizure-type, etc. Therefore, more research should be conducted for seizure prediction with better accuracy, low false alarm, and few numbers of channels and without sophisticated filtering technique to remove artifacts. 
MAIN FOCUS OF THE ARTICLE
The mechanism of producing epileptic seizure is still mysterious. The mechanism can be identified by combining features including firing rate, power spectral density and complexity analysis of the electrical signals of the human brain. Seizures (i.e. ictal) are characterized by large fluctuations of firing rate which is referring to dysfunctional regulation of neuronal activity.
Lots of research work has already made to the prediction of epileptic seizure based on real time analysis of EEG signals. Despite of remarkable advantage, results thus obtained are not sufficient for the realization of the real time signal analysis for the patient and cannot timely and reliably predict an oncoming epileptic seizure (Schelter et al., 2008) . A major limitation of many proposed prediction techniques is their wide resort to demonstration of EEG signals that need offline processing. It is difficult for online processing to provide good prediction capability of seizure and low false positive rates due to increase number of EEG channels, and to introduce different aftifacts.
The term "Seizure Detection" and "Seizure Prediction" are significantly difference on the basis of characteristics of signals. In the case of detection, the seizure detection technique is not expected to identify the presence of a seizure until the characteristics of the seizure have appeared in the biologic signals being monitored. In the case of seizure prediction, the technique is expected to estimate seizures onset before they start. The difference can become confused when there is uncertainty about when the seizure starts and if the prediction technique is based on detecting a signal pattern that is consistently followed by a seizure. In this case the "prediction" method may be actually just "detecting" the seizure before its seizure onset.
EEG signal processing technique plays a significant role in prediction and detection of epileptic seizures. Recently, lots of research work has been devoted to the prediction and detection of epileptic seizures based on analysis of EEG signals. Properly prediction and detection of Epilepsy puts away the patients from fractures, submersion injuries, burns, vehicle accidents, etc. Therefore, it is significant to prevent epilepsy through correctly predict/detect preictal, ictal, and interictal stage to get accurate prediction/detection results. Feature extraction and classification of seizure detection can be processed offline but seizure prediction should be processed in real time. Basic block diagram of seizure detection and prediction are presented in Fig. 4 and Fig. 5 respectively. Before start the descripbtion of detection and prediction, we need to know about the human brain, EEG systems, and EEG waves. Later on, in the sub-sections will explain the basic steps of the detection and prediction techniques such as pre-processing, features extraction, features selection, classification, regularization and decision function. 
Human Brain
Usually EEG signals are captured from the cerebral cortex of the human brain. Cerebral cortex can be subdivided into four lobes depending in its functions. The four lobes and their functionalities are explained below:
Frontal lobe: It is responsible for execute functions, thinking, planning, organising, problem solving, emotions, behavior control, personality, etc.
Temporal lobe: It is responsible for the primary organization of the sensory input and work as a memory.
Parietal lobe: It can perceive the touch, pain, taste, pressure, and temparature and can understand the spelling, etc.
Occipital lobe: It has abitlity to recognize the objects. It is responsible for the vision system.
For the experiment, we need EEG singles from different lobes.
EEG Systems
The first International EEG congress was recognized, in 1947, that standard eletrodes placement method is needed for the EEG system (Oostenvelda et al., 2001) . As a result 10-20 electrode system was introducted by H.H. Jasper in 1958. The 10-20 system, 21 electrodes are located, utilizes the scalp measurement according to the external landmarks relative to the cranial position on the head and their placement at distance of 10% and 20% of measured coronal, sagittal and circumference arcs between the nasion and inion. Electrodes are identified relative to their location on the scalp, for example, F, T, C, P and O stand for frontal, temporal, central, parietal, and occipital lobes. Odd numbers refer to the left side electrodes and even numbers refer to the right side electrodes. The ground electrode is placed at the neutral site on the head (midline forehead). The reference electrodes (A1 and A2) for the left and right respectively, are placed in active zone (ear lobes). The 10-10 system or International 10-20 system is an internationally recognized method to describe and apply the location of scalp electrodes in the context of an EEG test or experiment. This method was developed to ensure standardized reproducibility so that a subject's studies could be compared over time and subjects could be compared to each other. This system is based on the relationship between the location of an electrode and the underlying area of cerebral cortex. The "10" and "20" refer to the fact that the actual distances between adjacent electrodes are either 10% or 20% of the total front-back or right-left distance of the skull. The 10-10 system, known as the 10% system, is also introduced and endorsed by the standard of the American Electroencephalographic Society and the International Federation of Societies for Electroencephalography and Clinical Neurophysiology (Oostenvelda et al., 2001) where eletrodes' placement at distance of 10% and 10% of measured coronal, sagittal and circumference arcs between the nasion and inion. Another extended version that 10-5 system is allowing more than 300 electrode positions (Jurcak et al., 2007) . Intracranial source of EEG signals is to facilite for the high density EEG applications.
EEG Waves
Typically the amplitude of the clinical EEG signal is around 10 to 100 μv and the frequency range is 1 to 100 Hz. EEG signal can be classified into five rhythms according to their frequency bands as explained below:
Delta waves (δ): The frequency range is less than 4 Hz with amplitude ranges from 20-200 μv. It occurs during deep sleep, in infancy and in serious organic brain diseases (He, 2013) . It can be recorded posteriorly in children and frontally in adults.
Theta waves (θ): The frequency range for theta wave is 4 to 7 Hz. It is prominently during sleep, emotional stress, and arousal in children and adults. It is recorded from the temporal and parietal region of the scalp with an amplitude range of 5-10 μv (He, 2013) .
Alpha waves (α): It is rhythmic wave in healthy adults during wakefulness, relax and eye closed, occurs at frequency range of (8 to 13) Hz and normal voltage range is approximately 20-200 μv, and disappeared in pathological case like coma or sleep.
Beta waves (β):
The frequency range of Beta waves is 13-30 Hz, while their amplitudes are lower, in the range of 5-10 μv. It appears in case of extra excitation of the central nervous system, increase in attention and vigilance, it replaces the alpha rhythm during cognitive impairment. It can be recorded from the parietal and frontal region of the scalp.
Gamma waves (γ): Frequency ranges from 30 to 100 Hz. It is recorded from the somatosensory cortex in the case of cross model sensory processing, during short term memory to recognize objects, sounds, tactile sensation and in the pathological case due to cognitive decline particularly when it related to θ band.
The main objective to seizure prediction/detection is able to timely identify the arrival of epileptic seizure in a fully automated way. The system architecture adopted such prediction/detection purposes are schematized in Fig. 4 and Fig. 5 . Note that the detection technique follows the stages that are preprocessing, feature extraction, feature selection, and classification where as prediction has more two stages that are regularization and decision function. The concise description of the process diagram of detection and prediction are as follows:
Pre-processing
A pre-processing step is exploited in order to eliminate the influence of disturbance (i.e. artifact) of EEG signals. The artifact can be divided into two parts; one is physiological artifact that raised from the body and another is non-physiological artifact that comes from environment and instruments. There is several type of physiological artifact such as muscle artifact, pulse artifact and eye blinking artifact. The non-physiological artifact is power line artifact and sweat artifact (i.e. water, minerals, and lactate so on).
The details physiological artifacts are described below: Muscle activity: It is characterized by surges in high frequency activity generated by neck and facial muscles in case of seizure, muscle contraction or movement due to increase muscle tone (Núñez, 2010) .
Eye blinking artifact: It is generated by vertical movement of the eyes, its frequency concentrate in theta band and it produced around the eye electrodes FP1, FP2, F3 and F4 with high amplitude that corrupted EEG data on these electrodes. An eye blink is from 200 to 400 ms and it has an electrical magnitude more than 10 times that of cortical signals (Núñez, 2010) .
Pulse: The pulse artifact is intorduced from a heartbeat of a patient (Oh, 2014) . It can be detected in the occipital channels due to expansion and contraction of the blood vessels which is caused voltage change in to the recording.
The details non-physiological artifacts are describe below:
Power line artifact: The source of noise is acquired from the A/C power supplies 50 Hz (60 Hz). It contributes all the channels due to its high amplitude value and noise is much higher than interested signals (Núñez, 2010) .
Sweat artifact: This artifact occurs due to the sweat contents such as water, minerals, lactate and urea that cause the change in the electrode impedance and produces unstable baseline (Núñez, 2010) .
Notch filter can be used to remove line noise interference. Wavelet transform is an efficient denoising technique that is introduced the non-linear and non-stationary EEG signals (Krishnaveni et al., 2006) . Blind signal separation techniques based on principle component analysis (PCA) and independent component analysis (ICA) approach can separate unknown mixture of the signals (Nait-Ali, 2009). EMD has powerful nature to analysis non-stationary and non-liner EEG signals that achieve an effective approach to remove power line interference noise and other high frequency noise (Molla et al., 2010) .
Another popular artifact removing technique, adaptive noise canceller (ANC) used to remove noise and artifact from the EEG signal (Olguın et al., 2005 ). An ANC system where d(n) is the primary measurement containing signal s(n) plus noise v 0 (n) . The reference input x(n) contains noise v 1 (n) , which is correlated with v 0 (n) but not with s(n) . Hence, will the error signal e(n) approximate the desired signal s(n) , ( e(n)=s(n)). Adaptive filter is used to adapt and remove ocular artifacts.
Other statistical approaches that used to separate noise in EEG signal are the canonical correlation analysis (CCA), and matching pursuit (MP) method.
CCA is a statistical method used to use the remove muscle artifact from the EEG signals (Wim De et al., 2006) . It is applied to seperate the muscle sources from brain activity sources due to relative muscle activity source is comparable with brain activity.
Feature Extraction
For the sake of classification, relevant features needed to be extracted from EEG signals. It is important to use real time classification techniques for prediction and detection purposes for actual applications. Moreover, computational burden should be reduced and false positive rate should be lowered for sensitivity while preserving high prediction ability. EMD, SVD, and DWT may be good techniques for the feature extraction of EEG signals as EEG signals has non-linear nature. The fundamental part of the Hilbert-Huang transformation (HHT) (Huang et al., 2006) is EMD method in which any linear/non-linear dataset is represented as a finite and small number of components called IMFs. This decomposition technique depends on local characteristics of dataset instead of pre-defined basis functions. Therefore, it is highly efficient and adaptive. In general, SVD is a powerful tool in linear algebra and has been extensively applied to signal processing, statistical analysis and mathematical modelling. Nonlinear SVD is an extension of SVD for both the qualitative detection and quantitative determination of nonlinearity in a time series. SVD can be considered as a generalization of the spectral decomposition of square matrices, to analyze rectangular matrices. SVD decomposes a rectangular matrix into three simple matrices: two orthogonal matrices and one diagonal matrix (non-zero singular value). The non-zero-singular values of SVD are the square roots of the non-zero eigenvalues. Non-zero-singular values can be used for distinguish features for EEG classification as they have distributed frequencies in higher order to lower order. In DWT, it is a wavelet transform for which the wavelets are discretely sampled. A key advantage is that it captures both frequency and location information (location in time). DWT works based on multi-level where each signal is decomposed into several scales and each scale provides a particular coarseness of signal. Each phase of decomposition of a signal is composed of two down samplers by 2 and two digital filters. In each phase, high pass filter which serves as the discrete mother wavelet, and low pass filter which acts as the mirror version of the corresponding. The downsampled outputs of the first low-pass and high-pass filters supply the approximation and detail information respectively. The first approximation is further decomposed and the procedure is continued. H. Adeli et al.,2013 mentioned that the Daubechies order 4-wavelet (db4) is the most suitable for EEG signal analysis. A EEG signal can be decomposed into different frequency bands such as gamma, beta, alpha, theta, and delta through DWT. Among the frequency bands, the gamma band is related to seizure as it carries more information than the other bands see in Fig. 6 .
Feature selection
Feature selection is a technique that removes the irrelevant feature from the feature set and selects the most relevant one. PCA and ICA can be used for dimensionality reduction of the features (Naeem et al., 2009) . PCA is based on an eigenvalue decompostion of the covarience matrix. It is a statistical procudure that usally uses an orthogonal transformation tehcnique to convert a set of observations of correlated variables into values of linearly uncorrelated variables that is called principle components.The priciple components is less or equal of original values. ICA is a computational method to reduce the additive subcomponents of the signals and retrive the original EEG signals. Figure 6 . Different frequency band after applying DWT decomposed technique in preictal signal of Frontal lobe signal (patient one, 7th data block, and channel one).
Classification
The goal of a classifier is to find patients states such as preictal/ictal (Class 1) and interictal (Class 2) using machine learning approaches with cross-validation. The challenge is to find the mapping that generalized from training sets and unseen test sets. For the cross-validation, data are partitioned into training set and test set. SVM (Vapnik, 1995 where the decision function is:
(1) where w is the weight vector and g(x) is the mapping function of x and b is a bias.
The optimization problem of LS-SVM can be solved in the following way: For non-linear problem the kernel function is introduced in the above problem. Therefore, the decision function can be defined:
is a kernel function. Artificial Neural Network (ANN): It is non-linear classifier that has highly interconneting processing elements in the computing system (Subasi et al., 2005) . It mimics the human brain activity in solving certain problems. The architecture of ANN is based on a set of nodes that are in input layer, output layer and hidden layer. The input layer that contained the input variables, and the output layer that achieves the solution to the problem in case of linear problems, an the hidden layer was employerd to handle the problem during the training process for nonlinear and complex behavior. The features of the are fed into ANN input for output observation. If in case the output is incorrect, then the training algorithm will modify the internal weight to minimize the difference between the desired and the actual output that is increase the accuracy. This training is continued until the network reaches a steady state.
Linear Discriminant Analysis (LDA): It is an optimal classifier that can be used to classify preictal/ictal and interictal EEG signals with low computational requirement. LDA evaluates the input by calculating the distance between a new sample and the mean of the training data sample in each class weighted by their covariance matrices. It tries to identify a hyperplane to separate features in the feature space in order to separate them into several classes (Lotte et al., 2007) .
K-Nearest Neighbor (KNN): K-Nearest Neighbor classifier (KNN) is the simple and robust
classifier with high performance results for non-linear data like EEG signals. The KNN is to determine the distace function to cluster the features into different group. This algorithm will identify the best features among the training set and weight it as a category candidate. The distance is calculated from the features vectors among the K-nearest neighbors by one of these approaches: Euclidean distance, Mahalanobis distance, Minkowiski distance, and Manhattan distance etc. Parvez et al., 2013 has classified ictal and interictal EEG signals. The classification performance is evaluated using the receiver operating curve (ROC) shown in Fig. 7 and it visual classification result shown in Fig. 8 . Figure 7 . The receiver operating characteristics (ROC) curve of third subset of training and testing EEG signals using LS-SVM with RBF kernel from Frontal lobe (Parvez et al., 2013) .
Regularization of Classification Outcome for Prediction
Pre-processing, features extraction, features selection, and classification are the steps for detection. For prediction we need more steps such as regularization and decision function. Regularization is dealing with real classification data that is noisy. The noisy classification data is negatively affecting the seizure prediction techniques. Therefore, we need some regularization approach to overcome this problem. According to the non-linear nature of EEG signals, extended kalman filter (Lefebvre et al., 2001) or particle filter (Driessen et al., 2005) could be good practise to properly use of regularization approach as both filters are widely used for solving non-linear state estimation problems. In seizure prediction, we can apply kalman and particle filter for regularization of the over-fitting classification models for better classification results and eventually they reduce the false positive rate. 
Decision Function
More accurate classification output can be obtained after regularization of classification results. However, a stand alone classification output of an EEG signal (or a part of an EEG signal) might not provide accurate predicted results; thus, sometimes a decision function can be formulated based on the combined classification output of different time-window of an EEG signal or a number of EEG signals in different channels. For the seizure prediction a number of criteria (such as accuracy, sensitivity, and specificity) are used to verify the classification outcome. Accuracy is determined as an overall performance measurement; however, sensitivity is determined from preictal signals and specificity from interictal signals. The accuracy, sensitivity and specificity are defined as follows where TP is true positive, TN is true negative, FP is false positive, and FN is false negative:
The perfomance of epileptic seizure prediction can be measured by the prediction accuracy (PA), false prediction rate (FPR), and mean prediction time (MPT). The three indicators are defined as:
where Ns is the number of correctly predicted seizures, Na is the total number of seizures, Nf is the number of inaccurately predicted seizures, Nt is the total time of EEG signals, Ta is the total amount of time that is predicted successfully.
In the window system decision function formulation, sensitivity and specificity are computed based on seizure prediction threshold with a seizure prediction window. Whenever, summation of all classification output in a given window is greater than seizure prediction threshold then the seizure prediction is triggered. If a seizure takes place during the specific time interval as indicated by the decision function then the seizure is correctly predicted. Moreover, kalman filter can be used to regularize the features to correctly seizure predition ( Chisci et al., 2010) .
A detail performance analysis is given in the Table 2 by two state-of-the-art methods using a benchmark dataset where EEG signals are captured for 21 patients in 24 hours duration. The table shows that none of the algorithms provide 100% prediction accuracy for all patients with low false alarm rate. Thus, still there is a scope to perform research to improve the prediction accuracy as well as to reduce the false alarm rate.
FUTURE RESEARCH DIRECTIONS
We need an automated system to predict and detect EEG signals for different reasons:  Detecting sophisticated changes in EEG signals correctly through manual process is a difficult task.  Continuous monitoring of EEG signals for day to day is impossible by a person or a number of people.  Having a qualified person who can diagnose the signals about a probable seizure is very costly. Therefore, we have to analyse sophisticated changes of EEG signals for different dataset for more accuracy through automated or semi-automated system.
In the near future the following issues need to be addressed for correctly seizure detection and prediction:
 EEG capture machines may have more channels in future: we may need modern techniques which can exploit inter-channel correlation for better detection and prediction. 
CONCLUSION
A reliable seizure prediction and detection system could lead to better treatment and safety for epileptic patients. Therefore, it is very important to detect seizure onset not only for treatment but also for preventing the seizure. Prediction and detection of seizures, by analysing preictal/ictal, and interictal EEG signals with good sensitivity and specificity, could put away a patient from the next seizure. Automatic prediction is necessary due to three reasons; correctly detection, continuous monitoring and reduce operational cost. In this chapter we have explained the current state of the arts on the different steps of the seizure detection and predictions with their limitations and advantages. We have also indicated futures 
