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Abstract—Iterative Closest Point (ICP) is one of the mostly
used algorithms for 3D point clouds registration. This classical
approach can be impacted by the large number of points
contained in a point cloud. Planar structures, which are less
numerous than points, can be used in well-structured man-made
environment. In this paper we propose a registration method
inspired by the ICP algorithm in a plane-based registration
approach for indoor environments. This method is based solely
on data acquired with a LiDAR sensor.
A new metric based on plane characteristics is introduced
to find the best plane correspondences. The optimal transfor-
mation is estimated through a two-step minimization approach,
successively performing robust plane-to-plane minimization and
non-linear robust point-to-plane registration.
Experiments on the Autonomous Systems Lab (ASL) dataset
show that the proposed method enables to successfully register
100% of the scans from the three indoor sequences. Experiments
also show that the proposed method is more robust in large
motion scenarios than other state-of-the-art algorithms.
I. INTRODUCTION
In robotics, registration of 3D point sets is a key issue in
localization applications. The trend for autonomous vehicles
makes it a widely searched field. Nowadays, 3D LiDARs
are becoming cheaper and more frequently used. They have
proven their efficiency in localization applications. The raw
data generated by a 3D LiDAR are 3D point clouds, meaning
a set of 3D points representing the coordinates of the physical
point hit by the laser in the sensor reference frame.
One of the most popular approaches in robotics to register
3D point clouds is the well-known Iterative Closest Point (ICP)
algorithm [1]. It allows to compute the rigid transformation
(rotation and translation) that links a source and a target 3D
point cloud. To do so, each point from the source point cloud is
paired with its closest point in the target one. Then the 3D rigid
transformation that minimizes the distance between paired
points is estimated. This is achieved within an iterative scheme
until the residual error has reached the desired threshold. A
survey presenting ICP variants are given in [2] and [3].
This introduction provides a short synthesis of the ICP
variants focused on the different distances that can be used
in order to estimate the 3D rigid transformation that registers
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two point clouds. The point-to-point distance is first introduced
in [1]. Then, the point-to-plane distance is presented in [4],
proven to be more robust and faster to converge than the
point-to-point one. A linear resolution of this minimization
can be found in [5] using the small angle approximation to
solve the optimization problem. In [6], the problem is kept
non-linear and solved using a Levenberg-Marquardt approach
integrating robust estimators. In [7], Normal Distribution
Transform (NDT) takes into account local surface structures
around each point and does not match individual points unlike
common ICP variants. In Generalized-ICP (G-ICP) [8], the
local neighborhood of points is used in order to assimilate
this structure to small planar patches. As in point-to-plane
approaches, the local normals of the target point cloud are
taken into account but also the ones of the source point cloud.
It can be assimilated to plane-to-plane registration.
In [9] and [10], the approaches exploit the planar surfaces of
man-made environments with a plane-to-plane distance. Those
approaches are interesting to use in indoor environments when
enough planes are available. However, segmenting planes can
be time consuming. In [11] and [12], the 3D data of the
sensor are used as range images. The neighborhood relation
of the pixels is then used to segment the planes in a region
growing scheme. It also includes a polygonalization of the
planes in surface models. A region growing process based
on smoothness is introduced in [13]. In [14], [15] and [9],
RANSAC approaches are used in order to fit points to planar
patches.
Matching planes after the segmentation is another chal-
lenging task. In [10], the data rate acquisition is supposed
very high, which leads to low relative translation between
scans. Thus, planes with the projections of the origin of the
sensor close to each other and almost parallel are matched. In
[16], a plane/line descriptor is proposed to establish structure
correspondences. Attributes of the planes and the constraints
between them are used in [17].
Algorithms such as G-ICP [8], point-to-plane ICP [5] and
NDT [7] while being efficient for fine registration are sensitive
to large motion and usually need a good initialization of the
rigid transformation in order to converge. Moreover G-ICP
can be slow to perform registration as is shown further in this
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Fig. 1. Point-to-plane distance d⊥i as described in [5]. In red the surface on
which the target point cloud lies and the surface normals related to its points.
In blue the surface where lies the source point cloud to register.
plane-to-plane registration in indoor environment. This method
is denoted New Accurate Plane-based ICP (NAP-ICP). The
proposed algorithm is robust to large motion, thus it is less
sensitive to initialization than other evaluated state-of-the-art
algorithms. The main contributions of this article are:
• an efficient score metric for finding best plane correspon-
dences;
• a two-step minimization method from coarse to fine
registration based on plane features;
• an algorithm performing fast and accurate registration in
challenging datasets;
• a method robust to large motion or inaccurate initializa-
tion.
First the variants of the distance to minimize are presented.
After the methodology of the proposed method is described
with a section related to each step of the algorithm. Then
the experiments and their results are presented. Finally a
conclusion and perspectives are given.
II. ICP VARIANTS
In the following sections, source and target points will be
respectively denoted sP = {spi}Ni=1 and tP = {tpj}
M
j=1.
The target point cloud is fixed. The goal is to find the rigid
transformation tTs that best fits the source to the target. This








with tRs and tts respectively a 3×3 rotation matrix and a
3×1 translation vector.
Each point spi of the source is matched with its closest
point tpi in the target. Then the rigid transformation min-
imizing a distance metric is estimated and these two steps
are iterated until a threshold is reached. In the original ICP
algorithm [1] the distance metric to be minimized is the
Euclidean point-to-point distance.
As corresponding points from one scan to another may not
be exactly identical but may lie on the same surface, it is better
to choose, as in [4], to minimize the point-to-plane distance
(Fig. 1), defined by:
d⊥i = ‖tn>i · (tTsspi − tpi)‖2 (2)
with tni the surface normal computed from tpi neighborhood.
In order to reduce the number of input data in the optimiza-
tion step, the plane-to-plane distance is used. A plane Π(ρ,n)
is given by the equation n>p = ρ, where ρ is the distance
from the origin of the sensor in the direction of the unit plane
normal n. The distance between two corresponding planes ([9],
[10]), with sΠi(sρi, sni) the source plane and tΠi(tρi, tni) the
target one, is given as follows:
dΠi =







where sni and tni are the normal to sΠi and tΠi respectively
and sρi and tρi their respective distance to the origin of the
sensor in the target frame.
III. METHODOLOGY
This section describes each step of the proposed NAP-ICP
algorithm. The framework is given in Fig. 2. Similarly to
the classical ICP algorithm the method iteratively performs
the matching step and the minimization step. However in
the proposed method the first features to be matched are
planes. Once matched, the rigid transformation minimizing
the plane-to-plane distance is estimated. After the plane-to-
plane registration is performed, an additional point-to-plane
registration is done. An example of registration using the
proposed method is given in Fig. 3.





















Fig. 2. The proposed NAP-ICP overview.
Each step of the framework is described further in this
article:
• preprocessing of the 3D point clouds is briefly discussed
in section III-A;
• plane extraction is described in section III-B;
Fig. 3. Example of the registration between two point clouds (scans 3 and
4 from Apartment sequence from ASL dataset [18]). The overlap between
scans is small, yet the proposed method succeeds in registering the two point
clouds accurately. In white the target point cloud - In green the source point
cloud. Left: before registration - Right: after registration.
• the score metric for finding best plane correspondences
is detailed in section III-C;
• robust plane-to-plane registration is described in sec-
tion III-D;
• the additional point-to-plane minimization leading to finer
registration is detailed in section III-E.
A. Preprocessing
In order to perform plane-to-plane registration as fast and
accurately as possible preprocessing is sometimes needed.
To speed up computation time, target and source scans are
subsampled using a voxel grid of a given resolution. Also,
to avoid points from the acquisition system or operators to
be part of the point cloud, all points closer than 50cm to the
sensor are discarded.
B. Plane extraction
The first step in a plane-based registration (besides prepro-
cessing) is to extract planar structures. In the presented results,
planes are extracted using a region growing segmentation
based on [13], using the Point Cloud Library (PCL) [19].
In this approach, the points in a neighborhood with a small
angle difference between normals are considered to be on the
same smooth surface and are gathered in a cluster. Each cluster
represents a plane. The normals are estimated by performing a
Principal Component Analysis (PCA) on the neighborhood of
the concerned points [19]. An example of the obtained plane
segmentation is given in Fig. 4.
Fig. 4. Plane segmentation with region growing approach. Left: input point
cloud (from ASL dataset [18]) - Right: plane extraction result using region
growing [13]. Each extracted plane is in a different color. Red points are
outliers.
C. Plane matching
Once the planes are segmented, the next step is matching
each source plane to the closest one in the target point cloud.
For each extracted plane sΠi in the source, a list of planes
in the target that are potential matches for the source plane is
made, called target candidates. Each target candidate tΠj is
given a score within the range [0; 1]. It is computed from the
following features:
• the distance between the projections of the origin on
source plane and target plane do, expected to be close
to 0:
do = ‖sρisni − tρjtnj‖2 (4)
• the distance between the centroids of source and target
planes dc, expected to be close to 0:
dc = ‖sp̄i − tp̄j‖2 (5)
with sp̄ and tp̄ the centroids of sΠi and tΠj respectively;
• the area ratio between the planes Sr, expected to be close






with sSi and tSj the area of source and target planes
respectively;
• the dot product of the normals of the planes φn, expected
to be close to 1 as planes are expected to be almost
parallel:
φn =
sni · tnj (7)
Each feature is normalized between [0; 1] and weighted,
which leads to a score defined as follows:
score = α · d̂o + β · d̂c + γ · (1− Ŝr) + δ · (1− φ̂n) (8)
with .̂ denoting the normalized value, and the weights α, β, γ
and δ subject to:
α+ β + γ + δ = 1 (9)
Parameters α, β, γ, δ were chosen empirically to fixed values
for all experiments such as: α = 0.35, β = 0.4, γ = 0.1 and
δ = 0.15.
A target plane is considered as a valid matching candidate
if it respects the following condition:
score < tscore (10)
Some matched planes following the previous condition
happen to be too far from each other, hence their centroids
are distant. They are discarded with the following condition:
dc > tcentroid (11)
If the distance dc between the centroids is bigger than a
threshold tcentroid, the planes are too far from each other to
be a valid correspondence.
Also, matched planes are supposed to have similar areas.
To avoid matched planes with a notable difference in area,
another condition is added:
Sr > tS (12)
If the area ratio Sr is smaller than a threshold tS , the
correspondence is discarded.
The valid pairs of matched planes form the list of corre-
spondences between source and target planes. The resulting
list is used for the transformation estimation. As not only
the correspondence with the smallest score are kept but all
correspondences respecting the previous conditions, the list
may contain several occurrences of the same source plane,
with different target planes and vice-versa.
D. Plane-to-plane registration
Now that the set of plane correspondences is built, the plane-
to-plane distance minimization that estimates the rigid trans-
formation linking source to target planes can be computed.
Closed-form plane-to-plane optimization method: In this
section a closed-form minimization of the plane-to-plane
distance is presented. The derivation is similar to the one
presented in [9] without the point-to-point correspondences.
Corresponding planes are denoted sΠi(sρi, sni) and
tΠi(
tρi,
tni). Similarly to the point-to-point problem in [20]
and [21] the rotation and translation are decoupled.
The rotation estimation is obtained by minimizing:
N∑
i=1
= ‖tRssni − tni‖2 (13)






Its Singular Value Decomposition (SVD), H = UDV, is
computed. The optimal rotation matrix ˆtRs is given by:
ˆtRs = VU
> (15)




‖tn>i tts + sρi − tρi‖2 (16)












The least-squares solution of this problem is given by
ˆtts = A
+b where A+ is the pseudo-inverse of A.
RANSAC process: As the previously created correspon-
dence list may contain outliers, it is important to discard them
as they can lead to divergence in the minimization step. To do
so, a RANSAC process is applied to make the minimization
more robust.
Only three non-parallel planes are needed in the source and
target respectively. Each sample of the RANSAC algorithm is
selected respecting this condition.
Gauss-Newton plane-to-plane minimization: The plane
correspondences identified as inliers by the RANSAC process
are given as input of the Gauss-Newton approach.
This method requires a minimal representation of the trans-
formation to be estimated tTs. Such a representation is defined
by a 6 dimensional vector denoted q = (tts, θu)> where θ
and u are the angle and the axis of the rotation tRs.






Equation (17) can be solved using the Gauss-Newton al-












sρi, ...) and ρ = tρi the error vector of the
distance between the target point cloud and the source point
cloud transformed with the previous estimated transformation.
The first order Taylor approximation gives:
e(q + δq) ≈ e(q) + J(q)δq (19)
where J(q) is the Jacobian of e(q) in q.
With the Gauss-Newton method, the solution consists in
minimizing E(q + δq) with:
E(q + δq) = ‖e(q + δq)‖ ≈ e(q) + J(q)δq (20)
The minimization problem can be solved by an iterative
least-squares approach which gives:
δq = −λJ(q)+e(q) (21)
where λ is a coefficient in ]0, 1] and J+ is the pseudo-inverse
of the Jacobian J.
The pose is then updated at each iteration:
qk+1 = qk ⊕ δq = expδq q (22)
where ⊕ denotes the composition over se(3) obtained via the
exponential map.










with [x]× the skew matrix of a vector x.
E. Point-to-plane Registration
To ensure an accurate registration, a finer step is added to
find the best expected rigid transformation. To do so a point-
to-plane registration is added at the end of the process. A
robust non-linear minimization of the point-to-plane distance
is presented. Each point spi from sP is matched to its closest
point tpi in tP according to the Euclidean distance. Then the
rigid transformation that registers source to target point cloud
is computed by minimizing the point-to-plane distance (Eq. 2).












If outliers are present in the dataset the minimization
problem becomes unstable. Using the Gauss-Newton method
for the minimization allows to introduce M-estimators, a class
of robust functions, in the algorithm to discard outliers [22].






The introduction of M-estimators can be implemented as an
Iteratively Re-weighted Least Squares (IRLS) where the error
to minimize is defined by:
eρ(q) = D(e(q)) (27)
and
δq = −λ(DJ(q))+De(q) (28)
where D is a N ×N diagonal matrix containing the weights
that reflect the confidence in the data.
IV. EXPERIMENTS
To evaluate the efficiency, accuracy and robustness of the
proposed method, experiments in different scenarios are held.
The indoor sequences of the ASL Dataset [18] are used.
One of the main advantages of this dataset is that each
sequence comes with the ground truth poses measured for each
scan with millimeter precision. As the proposed NAP-ICP is
designed to register point clouds in man-made environments,
the outdoor sequences containing various types of surfaces
(thus not planar) were discarded. All sequences were recorded
using a Hokuyo UTM-30LX.
• Apartment: This sequence is designed to evaluate algo-
rithm robustness to outliers coming from dynamic ele-
ments (e.g. moved furniture). The sequence was captured
moving the sensor on a 2D plane in an apartment. It is a
very structured scene (walls, ceiling, floor). The sequence
is composed of 44 scans of about 365,000 points.
• ETH: This sequence aims to evaluate robustness of regis-
tration to repetitive elements. This scene was captured in
a long hallway, following a straight path. It is composed
of a wall, a curved ceiling and numerous pillars and
arches which are repetitive elements. The sequence is
composed of 35 scans of about 191,000 points.
• Stairs: This sequence aims to evaluate robustness to rapid
variations in scanned volumes. It starts in a long corridor,
then a small staircase is crossed and finally the last scan is
captured outside of the building. The path in the staircase
shows that considering only 2D paths is not valid. The
sequence is composed of 30 scans of about 191,000
points.
Metrics: As in [23], the accuracy of the tested metrics
is evaluated with the Euclidean distance ∆t between the
estimated transformation and the ground truth for translation
and the geodesic distance ∆r for rotation:








with tt̂s and tR̂s the estimated translation and rotation, tt∗s
and tR∗s the ground truth translation and rotation respectively.
The thresholds to estimate a successful registration are 0.1m
for translation and 2.5◦ for rotation as suggested in [7]. Note
that rotation and translation errors are presented separately but
a result is valid only if both rotation and translation errors are
smaller than their respective threshold.
A. Impact of several minimization steps
This experiment aims to show the need for the point-to-
plane registration step in NAP-ICP algorithm. As can be
seen in Fig. 2 the estimation of the rigid transformation
is performed in two successive steps. First a plane-to-plane
minimization is performed (section III-D) followed by a point-
to-plane registration (section III-E).
In Fig. 5, the impact of the steps can be observed with
curves representing the cumulative probabilities errors on
translation and rotation. The more top-left the curve the better
the algorithm performs. The expected behavior is to attain 1
(meaning all scans of the sequence are registered) before the
error threshold is reached. If so, it means that 100% of the
scans of the sequence are successfully registered (according
to the threshold previously). If 1 is not reached before the
threshold, it means that the registration error is too large
to be considered successful. On the plots, one can observe
that for each sequence, the plane-to-plane registration gives a
good initialization of the rigid transformation but is still far
from ground truth. For instance, considering the Apartment
sequence, only 41% scans are well registered regarding trans-
lation error (81% success rate in rotation). On ETH and Stairs,
regarding rotation, even if the plane-to-plane registration gives
results sufficient to reach the expected threshold, the addition
of the point-to-plane proves to give a more accurate estimation.
For each tested sequence, the point-to-plane ICP step addi-




Fig. 5. Cumulative probabilities of translation and rotation errors for each step
addition of the algorithm. Left: translation error (in meters) on the horizontal
axis. The vertical bar represents a threshold (0.1m) for successful registration.
Right: rotation error (in degrees) on the horizontal axis. The vertical bar
represents a threshold (2.5◦) for successful registration.
This proves the ability of the plane-to-plane minimization to
give a result close enough to what is expected in order to
obtain an accurate registration with a robust point-to-plane
registration.
In Figure 6 all scans of Apartment sequence are registered
in a mapping intention with the full algorithm. Each scan is
registered with the previous one using the previously found
transformation as initialization1.
B. Comparison with state-of-the-art Algorithms
In the following experiment, NAP-ICP is compared to three
state-of-the-art registration algorithms in terms of accuracy and
computation time.
• G-ICP [8] has three major parameters. Maximum itera-
tions is set to 10, Euclidean fitness epsilon is set to 10−6
and maximum correspondence distance is set to 0.8m.
• NDT, with the steps recommended in [7]. Transformation
epsilon is set to 10−3, step size 0.1, maximum iteration
5, first step resolution 1.0m, second step resolution 2.0m,
third step resolution 1.0m and last step 0.5m.
1A short video presenting the mapping process can be found at:
https://youtu.be/CL9gulE68rU
Fig. 6. 3D mapping of the Apartment sequence using the proposed method.
The points of the map are colored regarding their height (blue being the
lowest value, green in between and yellow the highest). In white the ground
truth trajectory. In purple dots the trajectory computed with the plane-to-plane
registration only. In red dots the trajectory computed with the full proposed
NAP-ICP (combination of plane-to-plane and point-to-plane registration).
Ceiling has been removed to ease visualization.
• Point-to-plane ICP [4], with the PCL implementation
(denoted ICP-PCL), similarly to G-ICP has three major
parameters. Maximum iterations is set to 100, Euclidean
fitness epsilon is set to 10−6 and maximum correspon-
dence distance is set to 0.8m.
Accuracy: To evaluate accuracy, equations (29) and (30) are
used with all tested algorithms. The results of this experiment
are summarized in Table I.
Globally, the proposed NAP-ICP algorithm gives more ac-
curate results than G-ICP, NDT and ICP-PCL. On Apartment,
ETH and Stairs sequences NAP-ICP achieves a 100% rate
of successful registration. G-ICP, NDT and ICP-PCL give a
100% success rate on ETH sequence. However, their results on
Stairs are not as good, even if still satisfying. On Apartment
NAP-ICP outperforms the state-of-the-art algorithms. G-ICP
achieves 75% of successful registrations, 77% for NDT and
only 43% for ICP-PCL. This sequence includes large rotations
(38% of the sequence is composed of motion with more than
±35◦ rotation on yaw axis) and G-ICP, NDT and ICP-PCL
TABLE I
PERCENTAGE OF SUCCESSFUL REGISTRATION (TRANSLATION AND
ROTATION COMBINED) FOR THE EVALUATED ALGORITHMS ON EACH
SEQUENCE
Sequence NAP-ICP G-ICP NDT ICP-PCL
Apartment 100 75 77 43
ETH 100 100 100 100
Stairs 100 97 97 90
sometimes struggle to find the right solution when our method
succeeds. More detailed results with rotation and translation
errors are presented in Fig. 7 for all sequences with curves
representing the cumulative probabilities errors on translation




Fig. 7. Cumulative probabilities of translation and rotation errors for each
sequence on each evaluated algorithm. Left: translation error (in meters) on the
horizontal axis. The vertical bar represents a threshold (0.1m) for successful
registration. Right: rotation error (in degrees) on the horizontal axis. The
vertical bar represents a threshold (2.5◦) for successful registration.
feature of the proposed method in this experiment is its
robustness to large motion scenarios (especially rotations) in
comparison with other algorithms.
Computation time: No speed optimization are performed
in NAP-ICP, however it is important to estimate the perfor-
mances of the proposed method at this point. The experiments
were held on a desktop computer with an Intel Xeon W-2133,
3.6GHz CPU and 32GB RAM. Processing time for the tested
algorithms on each sequence is detailed in Table II. For each
method, it includes all steps from point clouds preprocessing
to transformation estimation.
On all sequences NDT is the fastest algorithm, followed by
ICP-PCL. NAP-ICP method is slower than the aforementioned
algorithms but compensate with its accuracy. G-ICP is the
slowest method to handle this dataset.
TABLE II
AVERAGE PROCESSING TIME FOR EACH SEQUENCE IN MILLISECONDS
Sequence NAP-ICP G-ICP NDT ICP-PCL
Apartment 500 1790 233 339
ETH 1000 1800 484 808
Stairs 360 1300 211 375
V. CONCLUSION AND PERSPECTIVES
In this paper, NAP-ICP, an efficient plane-based registration
algorithm for indoor 3D point clouds, is presented. This
proposed method is based solely on LiDAR data.
A new metric based on planes characteristics is proposed
to efficiently find the best plane correspondences. The robust
plane-to-plane minimization followed by a point-to-plane min-
imization reaches 100% of successful registration on the tested
sequences. Experiments show that NAP-ICP performs better
than other state-of-the-art algorithms in well-structured envi-
ronments (more specifically with large motion initialization
between scans). They also showed that NAP-ICP algorithm is
not only accurate but also fast. As it was not the main goal
of this study, there is still room for optimization.
A more thorough study about weighting parameters for
plane matching will be proposed in future works. This method
also needs to be improved to handle outdoor urban environ-
ments.
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