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Cells have developed mechanisms to cope with shortlived environmental fluctuations and inherent noise in cellular processes. While basic biochemical reactions give rise to noisy behavior within the cell, the manner by which these basic elements are assembled into regulatory networks also affects intercellular variations in gene activity. Studies suggest that single gene negative feedback, i.e., feedback with short delay, attenuates gene expression noise, while multigene negative feedback, i.e., feedback with longer delay, produces oscillations under the right conditions. In this study, we develop stochastic models to analyze how the strength and delay of negative feedback affects intrinsic noise propagation and synchrony within a cell population. Surprisingly, our analysis indicates that incorporating negative autoregulation to single-stage or multistage transcriptional cascades does not attenuate noise when compared to the original unregulated networks. On the other hand, delayed negative feedback can give rise to oscillatory behavior, a desirable trait for certain biological processes, but unfortunately these oscillations quickly become asynchronous among cells in a population. Here we show that an increase in network depth and tight repression at the last stage improves synchrony in these oscillations. These findings reinforce the notion that noise propagation within transcriptional networks is strongly dependent on network topology and should therefore always be studied within the context of the overall network architecture.
I. INTRODUCTION
A genetically identical population of cells can exhibit a high degree of nongenetic individuality as a result of random perturbations in regulatory processes and the multicellular interactions between cells.
1,2 Molecular fluctuations associated with gene expression are believed to be the main source of variation in such isogenic populations. Some of the factors contributing to these nonhomogeneities include the presence of a small number of molecules, 3, 4 the inherent stochastic nature of biochemical reactions, 5 and the noise associated with processes such as transcription efficiency, translation rate and protein degradation. 3 Gene expression noise has been shown to affect decisions by bacteriophage lambda to enter either a lytic or lysogenic life cycle 6 and by the HIV-1 virus regarding whether to establish a latent state in infected cells. 7 Gene expression noise has also been implicated in the determination of cell fate in development processes 8 and transition between two stable states of a synthetic gene network. 9 A recent approach to study noise and how it propagates through biological systems is to build artificial gene networks that to a large extent are isolated from other regulatory pathways within the cell although they are still affected by general fluctuations in the cellular environment. [10] [11] [12] [13] [14] In this approach, researchers assemble complex networks from basic components with known characteristics and modulate kinetic parameters of these elements to study different aspects of noise propagation. One motif that has been built and studied in this fashion recently is the transcriptional cascade. [12] [13] [14] The cascade motif is a particularly good starting point for studying noise propagation in networks because it is simple; it provides the basic structure for many other motifs, and it is commonly found in naturally occurring biological pathways. An interesting observation from the analysis of variable length cascades is that these networks can both attenuate or amplify noise depending on the input conditions. 12 In this study, we use cascades as a basic motif and analyze the effect on intrinsic noise propagation resulting from simple modifications to this network topology. Specifically, we examine how feedback strength and network depth affect the response and noise propagation in the following networks: single gene negative autoregulation, transcriptional cascades with negative autoregulation, cascades with multigene negative feedback, and cascades with multigene positive feedback. In this study, we examine network motifs comprising repression proteins that regulate transcription. Note that other forms of feedback regulation have also been studied ͑e.g., posttranscriptional control 15 ͒. Each protein binds a specific recognition site on a promoter, resulting in partial or complete inactivation of gene expression from that promoter, a process known as repression. Negative autoregulation, or autorepression, is defined as a process by which a protein regulates its own promoter and results in a negative feedback loop. Our findings suggest that addition of negative autoregulation and multigene feedback does not attenuate intrinsic gene expression noise when considering the network in isolation from the rest of the cellular context. Previous experimental work has suggested that noise is attenuated in a plasmid-borne negatively autoregulated single gene network 16 ͑plasmid-borne indicates a genetic system encoded on a circular piece of DNA known as plasmid͒. A subsequent theoretical model argued that autorepression results in a net decrease in extrinsic noise and that plasmid copy number fluctuations is the most probable explanation for this decrease. 17 Here we demonstrate that any possible noise attenuation observed experimentally in either chromosomal or plasmidborne systems cannot be attributed directly to the activity of the negative feedback elements within the context of the networks under study. Hence the common recurrence of autorepression in regulatory motifs 18 should be attributed to factors such as decrease in overall extrinsic noise or the ability of negative autoregulation to speed up transcription responses. 19 Multigene negative feedback within transcriptional cascades introduces a longer delay in autoregulation, and under the appropriate conditions results in sustained oscillations. 20 However, these oscillations quickly become unsynchronized within a cell population. Our analysis suggests that more synchronized oscillations may be achieved with longer negative feedback cascades that have particularly strong repression at one of the stages. Intuitively, this stage serves as a synchronization checkpoint for the oscillation. In a follow-up experimental study, we intend to verify the two main observations listed above by constructing the corresponding synthetic gene networks and correlating their experimental behaviors with our models. Our long term goal is to understand how the properties of simple modules that are used to construct complex networks can help predict the noise characteristics of those complex networks.
This paper is organized as follow: Section II highlights some of the previous theoretical and experimental work done in analyzing noise behavior in gene networks. In Sec. III, we explain the details of the model developed for this study. Sections IV-VI examine intrinsic noise propagation in autoregulatory negative feedback, multigene negative feedback, and multigene positive feedback with the help of the model presented in Sec. III.
II. NOISE IN TRANSCRIPTIONAL CASCADES: AN OVERVIEW

A. Single gene networks
Gene expression noise has been studied extensively through stochastic modelling 2, 6, 23 and the construction of single-stage synthetic gene networks. 3, 10 In general, for in vivo study of gene expression in synthetic networks, fluorescence reporters are placed in the system to identify expression levels of particular genes in an isogenic population of cells. A commonly used definition of noise in such networks and other biological systems is the coefficient of variation ͑CV͒, defined as the ratio of the standard deviation over the mean output for a population. Phenotypical noise can be partitioned into two categories: intrinsic and extrinsic noise. 10, 23 Two identical but independent reporters for the same gene were placed in E. coli cells and the variation in the reporter's expression in one cell ͑intrinsic noise͒ and between any two cells ͑extrinsic noise͒ were measured. 10 Intrinsic noise arises from the inherent stochastic nature of the biochemical reactions involved in gene expression such as promoter binding, protein degradation, transcriptional, and translational rates. Extrinsic noise results from fluctuations in basic cellular reactions that affect all genes within a cell and also from localized variations in the environmental conditions surrounding the cell.
In another study, Ozbudak et al. 3 investigated and measured the different components of intrinsic noise in the prokaryote Bacillus subtilis. Their analysis showed that between transcription rate and translation efficiency ͑which are the two main processes in gene expression͒ translational efficiency has a stronger positive correlation with noise strength and is believed to be the dominant contributor to cell-cell variability in isogenic prokaryotic populations. This finding confirms theoretical models which predict that gene expression occurs in random, sharp bursts 2, 24 and that finite number effects amplify gene expression noise. 25 In order to extend the above observation to eukaryotes, Raser et al. 26 measured intrinsic and extrinsic noise in S. cerevisiae using a two reporter system similar to the one employed by Elowitz et al. 10 Their findings suggest that intrinsic noise in eukaryotes is promoter specific and mainly stems from the slow changes of the promoter from its active to inactive states. They also show that extrinsic noise, the dominant form of noise in these systems, is caused by fluctuations which affect all genes. These single gene network studies suggest that although intrinsic noise affects gene expression noise at a single gene level, regulatory elements that influence other genes in the network also contribute to cell-cell variations in a population. Hence it is important to study noise in the context of the architecture of a network as discussed below.
B. Multigene cascades
Biological systems are organized into a large array of networks that control the precise regulation of biochemical reactions within the cell and its interaction with the outside world. But the complexity of these networks and nonlinear intracellular and intercellular dynamics make it difficult to examine the effect of noise on the overall performance of the system. This has motivated researchers to engineer synthetic gene networks and study noise in isolation. [10] [11] [12] [13] [14] 16 Several studies have examined the propagation of noise in transcriptional cascades of different lengths both theoretically 24 and through experiments.
12-14 Pedraza et al. 13 studied noise in a two-stage transcriptional cascade using microscopy. They showed that noise can be decomposed into three components: intrinsic fluctuations at the single gene level, transmitted intrinsic noise from upstream genes, and global noise that affects the entire network. These observations suggest that noise in gene networks is heavily influenced by the network architecture and transmitted noise can modify how information flows in a genetic network. In another study Rosenfeld et al.
14 used a two-stage cascade to estimate biochemical parameters in vivo and showed that protein production rates that fluctuate over a cell cycle are a more dominant source of noise than the rapidly decaying intrinsic noise of a single gene.
In a previous study in our laboratory, 12 we examined the propagation of noise in a synthetic cascade comprising three transcriptional repressors. Figure 1͑a͒ shows the design of the network where g's represent repressor genes and p's represent promoters. Each circuit contains a fluorescent protein as its output. The repressor in each stage inhibits transcription of the next stage and the input molecule aTc ͑anhy-drotetracycline͒ binds and inactivates the first repressor. We examined experimentally how the depth of the cascade affects ultrasensitivity, temporal response, and phenotypic variations among cell populations. Figure 1͑b͒ shows the steady-state response of the three circuits to different levels of aTc. As more elements are added to a cascade, the system becomes more sensitive, i.e., it switches between low and high output on a smaller range of input values. Figure 1͑c͒ shows cell-cell variation ͑CV͒ as a function of protein concentration for the three circuits. Although phenotypic variations remain approximately the same for the low and high output states regardless of the length of the cascade, noise in the transition region is amplified significantly in longer cascades. We also observed that longer cascades have more variability during the transition between the two states and hence there is a decrease in synchrony among a cell population. 12 Our experimental findings correlated well with Figures 1͑d͒ and 1͑e͒ show the steady-state response and noise propagation for the simulated cascade.
In this section we observe a tradeoff between ultrasensitivity and noise amplification in the transition regions of transcriptional cascades, although the length of the cascade has little effect on propagation for the low and high output states. After construction and analysis of the experimental systems, an important question that remained was whether additional regulatory motifs such as negative feedback could reduce overall noise propagation, while still maintaining high sensitivity and rapid responses. In the following sections, we modify the transcriptional cascade and analyze the effect of simple changes to network topology on intrinsic noise propagation.
III. STOCHASTIC MODEL
We simulate the biochemical reactions of our networks using the BioNetS 21 software package. The BioNetS stochastic module uses an optimized implementation of the Gillespie 22 algorithm to efficiently and accurately simulate stochastic models of biochemical networks. We model the following different network motifs: transcriptional cascade with several repression stages, single gene negative feedback, cascades where the second repressor autoregulates itself, multigene negative feedback, and multigene positive feedback. The different network motifs are assembled from repressor genes, their corresponding upstream promoters, and inducers that bind and inactivate the repressors. Transcription is modelled as a single chemical reaction initiated by RNA polymerase binding the promoter and synthesizing mRNA. Translation of mRNA into repressor proteins is also a single step. Two protein monomers join together to form a dimer and each dimer binds one operator site at the promoter site. Many proteins in biological networks form dimers in order to increase the cooperativity and gain of the network. Inducer molecules ͑input I͒ bind and inactivate repressor dimers in the first repression stage of the cascades. In an experimental setup the input is a membrane diffusible molecule which enters the cell and interacts with protein dimers. A second input can bind the second repressor in the positive feedback motif. Autoregulation is modelled by the binding of a repressor to its upstream promoter. For simplicity the case where two repressor proteins simultaneously bind the same promoter is omitted. Negative and positive feedback are modelled by binding of the last repressor of a cascade to the first promoter. We assume a stable promoter copy number of 20 in the system. Table I summarizes the reaction equations for the ith repression stage of the network where G's represent the repressor proteins, p's the promoters, and I is the input. Transcription, translation, dimerization, binding of a repressor to its downstream promoter, and decays are listed in ͑a͒, input interaction with a repressor is shown in ͑b͒, and binding of a repressor to its upstream promoter is described in ͑c͒. The following rate constants are used: transcription from unoccupied promoter 2 min 6, 20 and our previous models. 12 The dosage response curves correlating input I to output protein RPT ͑i.e., steady-state transfer curves͒ of the unregulated cascades and negative feedback networks were computed by inducing the network with 45 different input levels ranging from 0 to 10 000 molecules per cell. For the positive feedback network, the system was first induced with an input that inactivates the first repressor to bring the system to the low state. The network was then induced by a second input ͑acting on the second repressor͒ to switch to the high state. For all networks, steady-state statistics were calculated from 100 runs for each rate constant. Analysis of the data is performed using custom software written in MATLAB and the best fit curves are obtained using PRISM software.
IV. AUTOREGULATORY NEGATIVE FEEDBACK
In this section we examine the simplest form of negative feedback, autoregulation of a single gene, a motif which has been suggested to reduce overall noise in biological systems. 16, 27 Later we expand our analysis to longer cascades that incorporate autoregulation on their first stage of repression. Our analysis is carried out using a stochastic model as described in the Model section. The results demonstrate that There is also a small amount of mRNA production from the bound promoter G2 i p i+1 ͑leaky expression͒. Degradation is denoted by . ͑b͒ Binding of input I to the ith repressor dimer. ͑c͒ Negative autoregulation through binding of G2 i to promoter p i and leaky expression of the bound promoter.
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negative autoregulation does not reduce intrinsic noise levels when compared with an unregulated system that has similar output levels.
A. Single gene autoregulation
A simple form of autoregulation occurs when a repressor protein down-regulates its own protein production. Figure  2͑a͒ depicts an autoregulated network where G is a repressor protein acting on the upstream promoter p. A bicistronic reporter protein, RPT, is used to monitor promoter activity and indicate gene expression activity. For comparison we also study an unregulated network ͓Fig. 2͑b͔͒ where gene expression rates are adjusted to correspond to the regulated network.
We modify the autoregulation rate constant and compute mean reporter levels ͓Fig. 2͑c͔͒. As expected, reporter levels decrease monotonically with the increase in autoregulation. For comparison we also modify the transcription rate of an unregulated circuit over a range of values that yield similar reporter expression levels ͓Fig. 2͑d͔͒. The change in the reporter level in both systems is as expected, since the higher degree of repression ͑higher autoregulation rate͒ results in a lower level of mRNA production and decrease in transcription rate also leads to lower of mRNA production and consequently lower output levels.
To compare noise behavior between the two motifs, we compute standard deviation and coefficient of variation ͑CV͒ as a function of mean reporter levels ͓Figs. 2͑e͒ and 2͑f͔͒. This behavior may be the result of high stochasticity in biochemical reactions when very small number of molecules are present. 3, 4 As mentioned before, previous theoretical and experimental work 3, 24 have shown that gene expression and protein production often occurs in random, sharp bursts ͑this results from relatively low transcription rates coupled with relatively higher translation rates͒. For simplicity, in this paper transcription and translation are modeled with equal rate constants. Our simulations indicate that higher translation/ transcription ratios result in higher noise in the system but the overall trend remains the same such that CV values are higher for lower expression levels ͑data not shown͒.
B. Cascades with single gene autoregulation
In the previous section we demonstrate that single gene autoregulation does not reduce intrinsic noise. In order to 
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investigate the effect of autoregulation on longer cascades, we model transcriptional cascades with a single autoregulatory element at the second stage. Autoregulation at the second stage allows us to modulate the system both by changing the autoregulation efficiency of the second repressor and by introducing an external input that binds the first repressor. The autoregulated cascade comprises six repressor genes where the second repressor ͑G2͒ regulates both the downstream promoter p3 and its own promoter p2 ͓Fig. 3͑a͔͒. We varied the binding rate of repressor G2 to promoter p2 ͑as described in the Model͒ and computed the steady-state response of the cascade and noise propagation through the network. Reporter proteins RPT1, RPT2, and RPT3 indicate expression levels of the even numbered genes. High input activates even numbered genes, resulting in a direct correlation between input and output. Figures 3͑b͒ and 3͑c͒ summarize the steady-state response of the system as a function of autoregulation rate. Here gain is defined as the ratio of maximum to minimum levels of expression for each reporter and Hill coefficient is defined as the exponential factor in the Hill equation used to fit the steady-state response of the stochastic model. The Hill equation is of the following form:
where RPT i represents the ith reporter, RPT i min and RPT i max are the minimum and maximum reporter levels, k is the input required for half repression of RPT i and is the Hill coefficient. For all three reporters, both gain and Hill coefficient decline with an increase in the autoregulation rate. As the autoregulation rate increases, expression of G2 decreases until G2 levels are below the threshold to repress the downstream promoter. The gradual decrease in the levels of G2 results in a slow monotonic decrease in the response and gain of RPT1 ͑the same trend was observed for the single gene autoregulatory motif͒. However the gain and response of RPT2 and RPT3, which represent longer cascades, are initially unaffected and then transition rapidly and over a short range of autoregulation rates ͓Figs. 3͑b͒ and 3͑c͔͒. Figures 4͑a͒-4͑d͒ depict the steady-state response of representative rates ͑ranging from low to high͒ among the 15 rates used in this study. As autorepression rate increases, RPT1 levels decrease monotonically but RPT2 and RPT3 levels are initially unchanged and later for higher regulation rates they rapidly decrease and the system becomes nonfunctional.
Previous results indicate that noise is amplified in the transition region of longer cascades ͑see Sec. II͒ and above we show that autoregulation does not improve intrinsic noise for a single gene network. Here we study the combined effects of single gene negative feedback and the length of a cascade on noise propagation. Figures 4͑e͒-4͑h͒ depict CV's as a function of the three reporters for the corresponding steady-state responses shown in Figs. 4͑a͒-4͑d͒ . A similar trend to the one observed for the single gene autoregulator occurs here: low autoregulation rates where the longer cascades still respond to the input amplify noise for intermediate reporter levels ͓Figs. 4͑a͒ and 4͑b͔͒. As expected, when the network becomes nonfunctional due to higher autoregulation rates ͓Fig. 4͑d͔͒, noise is reduced to fluctuations typical for basal gene expression. This observation is in accordance with our previous results for the single gene network. Autoregulation does not attenuate intrinsic noise and for any given cascade length noise propagation depends largely on output levels.
V. MULTIGENE NEGATIVE FEEDBACK
One possible factor for the modest noise amplification in the single-gene negative autoregulatory motif is the delay between promoter regulation, protein synthesis, and dimerization. To gain a better understanding of how delay affects the steady state and dynamic behavior of negative feedback, in this section we analyze networks with varying feedback delays. This is accomplished via modelling transcriptional cascades comprising an odd number of repressors where the last protein represses the first promoter. The number of stages in the cascade determines the cumulative delay in the system. Previous studies have focused on finding particular conditions that allow such networks to exhibit sustained os- cillation in gene expression. 20 However, in natural systems, delayed negative feedback also serves other roles besides inducing oscillation, such as delayed attenuation of a response to a permanent input change ͑e.g., adaptation in chemotaxis 28 ͒. Our goal here is to understand the specific effect of negative feedback as a function of its strength and delay. We model negative feedback networks with three, five, and seven regulatory elements and vary the binding affinity of the last repressor to the first promoter. Figure 5͑a͒ depicts the simplest motif used in this study, a three stage network where the repression strength of G3 to p1 is modulated while other rate constants remain unchanged. In all three motifs, reporter gene RPT1 is fused downstream of the first repressor gene g1. We simulate 16 different rates for each network length for 400 min. Figures 5͑b͒ and 5͑c͒ depict mean reporter levels and average CV's during the last 100 min as a function of feedback strength. We observe that for very low feedback rates, these networks respond similarly to an unregulated cascade and exhibit high reporter levels. As the feedback rate increases slightly, mean reporter level decreases. Once repression rate reaches a threshold, mean reporter levels rise and stabilize at an intermediate level. We also observe that longer networks stabilize with higher reporter levels and their corresponding CV's are higher as well. While mean reporter levels and average CV's provide a rough summary of system behavior, they do not capture properties such as period of oscillation and delay.
In order to investigate the oscillatory behavior of these networks, we first plot reporter levels as a function of time. The subplots in Fig. 6͑a͒ show the combined time dependent behavior of 100 runs for various feedback rates for the three 
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Noise propagation in gene networks Chaos 16, 026108 ͑2006͒ different networks. At low feedback rates the last repressor binds the first promoter with low efficiency resulting in high reporter levels. As the repression rate increases, the last repressor binds the first promoter more tightly and low reporter levels are observed. An oscillatory pattern emerges when the negative feedback is strong enough to transmit the repression entirely around the network loop. A careful examination of the amplitude of oscillations for the various network lengths ͑at any given feedback rate͒ reveals that longer networks oscillate with higher peak reporter levels and lower reporter values at their troughs. This is attributed to the inherent delay in longer cascades that provides sufficient time for protein decay and allows the transcription factors to be fully expressed or repressed in each oscillation period. In the three-stage network, p1 is repressed by G3 before G1 is fully expressed and later p1 is again activated before it has been completely repressed. As a result, the three-stage system operates in a quasi steady-state regime where neither high or low states are fully achieved. This may explain why oscillations ensue at lower feedback rates for longer networks.
To examine the time dependent evolution of noise propagation in these networks, we compute CV's as a function of time ͓Fig. 6͑b͔͒ and observe similar oscillatory patterns to those observed in reporter levels ͓Fig. 6͑a͔͒. Longer networks with higher peaks and troughs also have higher oscillatory fluctuations in their CV's. The pattern mirrors reporter fluctuations, where peaks in reporter levels correspond to the troughs in CV and vice versa. Note that for five and seven stage networks, the oscillatory CV behavior does not stabilize yet at the end of the simulation. This may explain why average CV's in five and seven stages shown in Fig. 5͑c͒ are higher than the three stage case.
Longer cascades are able to remain better synchronized among the population for longer periods of time. To help visualize these observations, we compute the normalized cross-correlation of ten random runs for the first 100 min in each of our sample cases ͓Fig. 6͑c͔͒. These cross-correlation plots indicate that oscillations among different cells are initially better synchronized for longer motifs at higher feedback rates.
The improved synchrony is attributed to an averaging effect as follows: One oscillation for a network of length n consists of 2n individual transitions in protein levels. In each transition, a change in the level of G i repressor protein results in a corresponding change in the level of G i+1 . For each cascade, we computed the distribution of the time spans between the rise in every G i to the corresponding rise in the FIG. 6 . ͑a͒ Time dependent response of 100 simulation runs for feedback rates of 0.000 01, 0.005, 0.1, and 10 nM −1 min −1 for three, five, and seven stages. The y axis represents reporter levels on the linear scale ranging from 0 to 1500 molecules. The x axis represents the time between 0 -400 min. ͑b͒ CV's for the distribution of protein levels at individual time points for the 100 different simulation runs. ͑c͒ Normalized cross-correlation of ten random runs for the first 100 min.
level of G i+2 ͑modulo cascade depth͒. Specifically, the rise is defined as the point in time where the protein level crosses the halfway mark between the low and high levels based on a logarithmic scale. The distribution of these time spans for the different cascades are fairly similar with means of 408, 442, and 443 and CV's of 0.19, 0.18, and 0.26 for the three, five, and seven stage cascades, respectively. For a network of n stages, an oscillation period consists of n such time spans. Importantly, the distribution of the oscillation periods are quite different among the cascades, with means of 1223, 2209, and 3086 and CV's of 0.18, 0.056, and 0.046 for the three, five, and seven stage cascades, respectively. Longer cascades have tighter distributions for the oscillations periods due to the averaging effect of taking more random samples from similar transition time distributions.
In this section we examine the effect of delayed negative feedback on the response and noise propagation in cascades. We observe that longer networks initially have a more synchronized oscillatory behavior but eventually these oscillations become unsynchronized as well. Noise variations in such motifs are not attenuated as a result of regulation through negative feedback and it appears that the dominant factor in determining the degree of cell-cell variability is reporter expression level. We observed a higher degree of variability and noise for lower reporter level similar to the pattern previously seen in the autoregulated motif ͑Sec. IV͒.
VI. MULTIGENE POSITIVE FEEDBACK
Finally, to analyze whether positive feedback attenuates intrinsic noise we modelled transcriptional cascades with an even number of repressor genes where the last gene in the network represses the first promoter. Figure 7͑a͒ depicts a two stage motif where G1 represses p2 and G2 represses p1 analogous to an experimental implementation of this network. 29 This system is induced with two inputs ͑input1 and input2͒ that inactivate G1 and G2, respectively, providing the system with the ability to toggle between low and high expression states of RPT1. We examine positive feedback in cascades of length two, four, and six.
Each network is initially set to the low state by pulsing the system with input1 for a short time period and then allowing the system to reach steady state in the absence of inducer. The output is then toggled to the high state by pulsing the system with input2 for a short time. Figure 7͑c͒ depicts mean reporter level for the three different networks as they switch from the low to high state. We measured cell-cell variation for low and high states and also for the transition period between the two states for the three toggle networks. CV values are computed from the average CV in the windows where the system is at low, transition, and high states. We compare the result with the unregulated single gene network from before. Figure 7͑b͒ indicates that on average, CV's are fairly similar for all three networks but are higher than what is observed in an unregulated single gene motif with comparable output levels. This observation again agrees with our previous stated hypothesis that additional regulatory elements do not reduce intrinsic noise in a regulatory network of transcriptional repressors.
VII. CONCLUSION
Gene expression fluctuations are known to influence the flow of information in biological systems. The origin of this noise and its properties have been extensively examined for single genes but only a few recent studies have investigated the effect of more complex network topology on cell-cell variations. In this study, we extend the connectivity of a transcriptional cascade in search of network topologies that may attenuate intrinsic noise. We model several transcriptional motifs which incorporate autoregulation, positive, and negative feedback in their network architecture but our analysis reveals that none of these additional regulatory elements attenuate noise when compared to an unregulated system. In FIG. 7 . ͑a͒ Network design of a twostage toggle. ͑b͒ CV's for toggle networks of various lengths as compared with an unregulated system at the same output levels. ͑c͒ Mean reporter levels for the system which is initially induced with input 1 for a duration of 100 min, then stabilizes for 100 min and then pulsed for 100 min with input 2.
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Noise propagation in gene networks Chaos 16, 026108 ͑2006͒ accordance with our findings, we postulate that the prevalence of feedback motifs in a natural system must attribute to other favorable behaviors in the cell or provide robustness to extrinsic noise. Through a related analysis of feedback delay, we show that longer cascades with tight negative feedback for one of the repression stages improves oscillation synchrony among a cell population. Such synchrony would be useful for a variety of multicellular processes, such as bacterial biofilm formation, development in higher level organisms, and circadian rhythms. Experimental work is now required to verify the simulation results and to gain a better understanding of the role of negative feedback in biological networks and its effect on noise.
