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Extension of the Nakajima-Zwanzig approach to multitime correlation functions of
open systems
Anton Ivanov∗ and Heinz-Peter Breuer
Physikalisches Institut, Universita¨t Freiburg, Herrmann-Herder-Straße 3, D-79104 Freiburg, Germany
(Dated: July 16, 2018)
We extend the Nakajima-Zwanzig projection operator technique to the determination of multitime
correlation functions of open quantum systems. The correlation functions are expressed in terms of
certain multitime homogeneous and inhomogeneous memory kernels for which suitable equations of
motion are derived. We show that under the condition of finite memory times these equations can be
used to determine the memory kernels by employing an exact stochastic unraveling of the full system-
environment dynamics. The approach thus allows to combine exact stochastic methods, feasible
for short times, with long-time master equation simulations. The applicability of the method is
demonstrated by numerical simulations of 2D-spectra for a donor-acceptor model, and by comparison
of the results with those obtained from the reduced hierarchy equations of motion. We further show
that the formalism is also applicable to the time evolution of a periodically driven two-level system
initially in equilibrium with its environment.
PACS numbers: 03.65.Yz,05.60.Gg,02.70.Ss
I. INTRODUCTION
The simulation of the dynamics of an open quantum
system coupled to an infinitely large environment [1] is
still a problem that attracts a lot of attention since there
is a need for the development of reliable and fast numeri-
cal methods. Approaches based on Redfield- or Lindblad-
like equations (see, e.g., [2–10]), (self-consistent) pertur-
bation expansions in some small parameter within the
Keldysh formulation [11, 12] or projection operator tech-
niques [13–15] do not cover the whole system parameter
range of interest. These gaps can be filled by the use
of numerically expensive approaches like time dependent
density matrix numerical renormalization groups [16–18],
multilayer multi-configuration time-dependent Hartree
method in second quantisation representation [19, 20],
real time quantum Monte Carlo methods [21, 22] and
iterative path summation schemes [23, 24].
Although being exact, their computational cost in-
creases exponentially in time, which often requires their
combination with other methods in order to obtain the
stationary state of the system. In [25, 26] the Nakajima-
Zwanzig generalised quantum master equation is used to
extract the specific memory kernels from the early time
evolution of the system, which was initially obtained by
the use of one of the exact approaches mentioned above.
The memory kernels are then used for the calculation of
the system dynamics for arbitrary long times.
The advances in nonlinear optical spectroscopy in-
creased the need to develop efficient methods for calcu-
lating system multitime correlation functions.
One of the important examples is the two-dimensional
(2D) spectroscopy of a photosynthetic pigment-protein
complex known as Fenna-Mathew-Olsen (FMO) com-
∗ anton.ivanov@physik.uni-freiburg.de
plex, which is obtained from the knowledge of two three-
time correlation functions [27].
In this work we extend the Nakajima-Zwanzig projec-
tion operator approach to the calculation of multitime
correlation functions (MTCF), which requires the intro-
duction of multitime homogeneous and inhomogeneous
kernels. By having the information about the kernels
in some finite time range we are able to calculate the
MTCFs for an arbitrary set of times. We will see that
the formalism can also be applied to problems which,
at first glance, do not require the calculation of MTCFs,
namely the time evolution of a periodically driven system
being initially in equilibrium with its environment.
In order to calculate the required multitime kernels
we construct a set of equations. If the problem can be
solved efficiently by the hierarchy equations of motion
(HEOM) method [28, 29], then the input information for
the equations can be obtained by slight modification of
the method. Otherwise one can use a stochastic unrav-
elling approach which is well suited for this task as long
as the kernels decay to zero sufficiently fast.
The main advantage of this two-step approach is that
it gives us the possibility to calculate MTCFs for prob-
lems that can not be described by HEOM. Even if the
HEOM method is applicable it can be still more efficient
to calculate the multitime kernels via the HEOM method
and then the multitime propagators, than the direct cal-
culation of the MTCFs.
The paper is structured as follows. In Sec. II A we de-
rive briefly the solution of the Nakajima-Zwanzig equa-
tion. The generalisation of the problem to multitime
correlation functions is presented in Sec. II B, and in
Sec. II C we derive the rules for constructing equations
for the multitime kernels. In Sec. II D we apply the for-
malism to a periodically driven system being initially in
equilibrium with its environment. The input information
needed for the solution of the equations for the multitime
kernels is calculated by use of a stochastic unravelling ap-
2proach, which is presented in Sec. II E. The reliability of
the method is tested in Sec. III. In Sec. III A the nu-
merical results for the problem proposed in Sec. II D are
presented, and in Sec. III B the 2D-spectra of a donor-
acceptor model is calculated. In both cases the results
are compared with those obtained from the HEOM ap-
proach. Finally, conclusions about the advantages and
drawbacks of the method are given in Sec. IV.
II. THEORY
A. Nakajima-Zwanzig equation
We consider an open system S coupled to some bath B.
The total Hilbert space is H = HS⊗HB. The Liouvillian
operators, that describe the system, the bath and the
system-bath coupling, are denoted by LS , LB and LSB,
respectively. The Liouvillian for the total system is thus
given by
L = LS + LB + LSB. (1)
For simplicity we assume that all operators do not de-
pend on time, but the results can be extended for time
dependent Liouvillians as well. We also define the pro-
jection operators P = trB[. . .]⊗R and Q = 1−P , where
trB[. . .] denotes the trace over the bath degrees of free-
dom and R is an arbitrary density operator for the bath
with the properties trB[R] = 1 and LBR = 0.
In the following we will often use the identity
Tˆ
[
e
∫
t
t
0
ds(B(s)+C(s))
]
=
= Tˆ
[
e
∫
t
t
0
dsB(s)
+
∫ t
t
0
dτe
∫
t
τ
dsB(s)
C(τ)e
∫
τ
t
0
ds˜(B(s˜)+C(s˜))
]
(2a)
= Tˆ
[
e
∫
t
t
0
dsB(s)
+
∫ t
t
0
dτe
∫
t
τ
ds(B(s)+C(s))
C(τ)e
∫
τ
t
0
ds˜B(s˜)
]
,
(2b)
where B(t) and C(t) are any time dependent superopera-
tors and Tˆ is the time ordering operator. The pair (B,C)
will be replaced by (PL,QL), (LP ,LQ) or (QL,PL),
(LQ,LP). The last set of identities that we will need is
BeLBt = eBLtB, B ∈ {P ,Q},
BeCLt = eLCtB = B, (B,C) ∈ {(P ,Q), (Q,P)}.
(3)
The density matrix of the open system ρS(t) is given by
ρS(t) = trB
[
eLtρ0
]
= U(t)ρS(0) + V (t), (4)
where the initial state of the total system is denoted by
ρ0 and U , V represent the homogeneous and the inho-
mogeneous propagators, respectively:
U(t) = trB
[
eLtR
]
, (5a)
V (t) = trB
[
eLtQρ0
]
. (5b)
By applying Eq. (2a) for (B,C) = (LP ,LQ) to U(t) =
trB
[
eLtPR
]
, substituting PRX = RX for every operator
X acting on HS and then using Eq. (16b) we obtain
U(t) = trB
[
eLPtR
]
+
∫ t
0 dτ
∫ τ
0 dτ
′trB
[
eLP(t−τ)LQeLQ(τ−τ
′)LPeLτ
′
R
]
.
(6)
Since for every operator X acting on H we have
trB[LPX ] = LS¯trB[X ], (7)
where L
S¯
≡ LS + 〈LSB〉 with 〈LSB〉 ≡ trB[LSBR], it
follows that
trB
[
eLPtX
]
= uS¯(t)trB
[
X
]
, (8a)
uS¯(t) = e
L
S¯
t. (8b)
Equation (6) can then be rewritten as
U(t) = uS¯(t)+
∫ t
0
dτ
∫ τ
0
dτ ′uS¯(t−τ)K(τ−τ
′)U(τ ′), (9)
where the memory kernel is given by
K(t) = trB
[
LeQLtQLR
]
= trB
[
LSBe
QLtQLSBR
]
. (10)
The last expression of the previous equation is obtained
by use of LBR = 0 and of the relation trB[QX ] = 0 which
holds for all operators X acting on H.
By the use of Eq. (2b) for (B,C) = (QL,PL) and
trB[e
QLtQX ] = 0 the equation for the inhomogeneous
propagator [Eq. (5b)] becomes
V (t) =
∫ t
0
dτU(t− τ)I(τ), (11a)
I(t) = trB
[
LeQLtQρ0
]
= trB
[
LSBe
QLtQρ0
]
. (11b)
The kernel I(t) is also known as inhomogeneity. Combin-
ing Eqs. (4) and (11a) and then using Eq. (9) we obtain
the solution of the Nakajima-Zwanzig equation:
ρS(t) = uS¯(t)ρS(0) +
∫ t
0
dτuS¯(t− τ)I(τ) (12)
+
∫ t
0
dτ
∫ τ
0
dτ ′uS¯(t− τ)K(τ − τ
′)ρS(τ
′).
At first glance it seems unnecessary to express ρS in
terms of U and V as it is done in Eq. (4), because for
the time evolution of the system density matrix it is suf-
ficient to solve only Eq. (12). The alternative form in
Eq. (4) is preferred if we are interested in the calculation
of multitime correlation functions.
B. Multitime correlation functions
The multitime correlation function of an arbitrary set
of system operators {Aj}j∈N applied at times tj...1 ≡
tj + . . .+ t1 is given by
〈AN (tN...1) . . . A1(t1)〉
= trS
[
ANU
AN−1...A1
(t
N
,...,t
1
) ρS(0) +ANV
AN−1...A1
(t
N
,...,t
1
)
]
, (13)
3where we have introduced the N -time homogeneous and
inhomogeneous propagators:
U
AN−1...A1
(t
N
,...,t
1
) = trB
[
eLtNAN−1 . . . e
Lt
2A1e
Lt
1R
]
, (14a)
V
AN−1...A1
(t
N
,...,t
1
) = trB
[
eLtNAN−1 . . . e
Lt
2A1e
Lt
1Qρ0
]
. (14b)
Every N -time propagator can be expressed as a function
of n-time kernels with n ≤ N and of the propagators
U and V . The multitime homogeneous KAN−1...A1 and
inhomogeneous IAN−1...A1 kernels are defined as
K
AN−1...A1
(t
N
,...,t
1
) = (15a)
trB
[
LSBe
QLtNQAN−1 . . . e
QLt
2QA1e
QLt
1QLSBR
]
,
I
AN−1...A1
(t
N
,...,t
1
) = (15b)
trB
[
LSBe
QLtNQAN−1 . . . e
QLt
2QA1e
QLt
1Qρ0
]
.
The procedure to obtain the desired expressions can be
entirely summarised in applying the following reduction
rules:
BeLtQ =
∫ t
0
dτBeL(t−τ)PLeQLτQ, (16a)
QeLtP =
∫ t
0
dτQeLQ(t−τ)LPeLτP , (16b)
QeLtQ = QeLQtQ (16c)
+
∫ t
0
dτ
∫ τ
0
dτ˜QeLQ(t−τ)LPeL(τ−τ˜)PLeQLτ˜Q,
QeLtQρ0 = Qe
LQtQρ0 (16d)
+
∫ t
0
dτQeLQ(t−τ)LPeLτQρ0,
where B ∈ {P , trB}. In addition, one always has to de-
compose the system operators as A = PAP +QAQ.
We will apply these rules for the two- and three-time
propagators. Starting from
trB
[
eLt2A1e
Lt
1B
]
, B ∈ {PR,Qρ0}, (17a)
trB
[
eLt3A2e
Lt
2A1e
Lt
1B
]
, B ∈ {PR,Qρ0}, (17b)
and applying the reduction rules for B = PR we obtain
the following equations:
U
A
1
(t
2
,t
1
) = U (t2)A1U (t1) (18a)
+ U (t
2
−τ
2
)K
A
1
(τ
2
,τ
1
)U (t1−τ1),
U
A
2
A
1
(t
3
,t
2
,t
1
) = U (t3)A2U (t2)A1U (t1)
+ U (t
3
)A2U (t2−τ2)K
A
1
(τ
2
,τ
1
)U (t1−τ1)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U (t2−τ2)A1U (t1)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U (t2−τ2−τ
′
2
)K
A
1
(τ ′
2
,τ
1
)U (t1−τ1)
+ U (t
3
−τ
3
)K
A
2
A
1
(τ
3
,t
2
,τ
1
)U (t1−τ1)
= U (t
3
)A2U
A
1
(t
2
,t
1
) (18b)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U
A
1
(t
2
−τ
2
,t
1
)
+ U (t
3
−τ
3
)K
A
2
A
1
(τ
3
,t
2
,τ
1
)U (t1−τ1).
Here and in all other equations we integrate over all τj
variables from 0 to tj and over all τ
′
j variables from 0 to
tj − τj if the integration range is not shown explicitly.
The desired equations for the two- and three-time in-
homogeneous propagators are obtained by applying the
reduction rules to Eq. (17) for B = Qρ0:
V
A
1
(t
2
,t
1
) = U (t2)A1V (t1) (19a)
+ U (t
2
−τ
2
)K
A
1
(τ
2
,τ
1
)V (t1−τ1)
+ U (t
2
−τ
2
)I
A
1
(τ
2
,t
1
),
V
A
2
A
1
(t
3
,t
2
,t
1
) = U (t3)A2U (t2)A1V (t1)
+ U (t
3
)A2U (t2−τ2)K
A
1
(τ
2
,τ
1
)V (t1−τ1)
+ U (t
3
)A2U (t2−τ2)I
A
1
(τ
2
,t
1
)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U (t2−τ2)A1V (t1)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U (t2−τ2−τ
′
2
)K
A
1
(τ ′
2
,τ
1
)V (t1−τ1)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)U (t2−τ2−τ
′
2
)I
A
1
(τ ′
2
,t
1
)
+ U (t
3
−τ
3
)K
A
2
A
1
(τ
3
,t
2
,τ
1
)V (t1−τ1)
+ U (t
3
−τ
3
)I
A
2
A
1
(τ
3
,t
2
,t
1
)
= U (t
3
)A2V
A
1
(t
2
,t
1
) (19b)
+ U (t
3
−τ
3
)K
A
2
(τ
3
,τ
2
)V
A
1
(t
2
−τ
2
,t
1
)
+ U (t
3
−τ
3
)K
A
2
A
1
(τ
3
,t
2
,τ
1
)V (t1−τ1)+ U(t3−τ3)I
A
2
A
1
(τ
3
,t
2
,t
1
).
A diagrammatic representation of the terms contributing
to Eqs. (18) and (19) is shown in Figs. 1 and 2. From
Fig. 1 we can see that UA1 (UA2A1) are obtained by con-
structing all possible combinations between U , A1, K
A
1
(and A2, K
A
2 , KA2A1), such that A1 (and A2) appear
only once in every combination. In addition, the sum of
the first two diagrams and the next two diagrams in Fig.
1b give the first and the second term of Eq. (18b). Also
the diagrams contributing to V A1 , V A2A1 can be obtained
by taking all diagrams from Fig. 1a, 1b respectively and
replacing the last homogeneous propagator by an inho-
mogeneous one or by replacing the homogeneous kernels
containing A1-superscript and the homogeneous propa-
gator on their right side with the corresponding inhomo-
geneous kernels. The sum of the first three diagrams and
the next three diagrams in Fig. 2b give the first and the
second term of Eq. (19b).
4KA2A1
a) b)A1
A1
A2 A1
A2 A1
A2 A1
A2 A1
A2 A1
KA1
FIG. 1. Diagramatic representation of the terms contributing
to Eq. (18a) (a) and to Eq. (18b) (b). The thick double line
refers to the U-propagator.
A2
A2
A2
A2
A2
A2
A2 A1
A1
A1
A1
A1
A1
A1
A2 A1
A1
A1
IA2A1
a) b)A1
IA1
FIG. 2. Terms contributing to Eq. (19a) (a) and to Eq. (19b)
(b). The dashed double line refers to the V -propagator.
C. Equations for the multitime kernels
We will consider the case of having time-independent
Liouvillians but the results can be easily generalised
to the time-dependent case. Looking at the rules for
constructing diagrams we can conclude that every N -
time homogeneous propagator (N > 1) contains an N -
time homogeneous kernel, the first and last arguments
of which are convoluted with U . We can always derive
an equation for KAN−1...A1 by applying a time derivative
operator to the first and the last argument of UAN−1...A1 .
For the N = 1 case we just have to take the second time
derivative of U . A closer look at the time derivatives of a
multitime propagators will allow us to cancel a significant
amount of terms, which will make the resulting equation
numerically more stable. First, we define the following
system operators:
U
AN−1...A1
i(t
N
,...,t
1
) = trB
[
eLtNAN−1 . . . e
Lt
2A1e
Lt
1LS¯B¯R
]
,
(20a)
U
AN−1...A1
f (t
N
,...,t
1
) = trB
[
LS¯B¯e
LtNAN−1 . . . e
Lt
2A1e
Lt
1R
]
,
(20b)
U
AN−1...A1
fi(t
N
,...,t
1
) = trB
[
LS¯B¯e
LtNAN−1 . . . e
Lt
2A1e
Lt
1LS¯B¯R
]
,
(20c)
where L
S¯B¯
≡ LSB − 〈LSB〉 and LS¯ ≡ LS + 〈LSB〉. The
i, f subscript shows that we have applied L
S¯B¯
at the
beginning/end of the expression before taking the trace.
By use of the fact that
∂t
N
U
AN−1...A1
(t
N
,...,t
1
) = LS¯U
AN−1...A1
(t
N
,...,t
1
) + U
AN−1...A1
f (t
N
,...,t
1
)
(21)
we can see that after applying the time derivative w.r.t.
tN at both sides of the equation for U
AN−1...A1 , all terms
proportional to L
S¯
cancel out, such that only U
AN−1...A1
f
remains on the left-hand-side of the equation. The same
argument is valid also for the case of applying ∂t
1
on both
sides of the new equation. For the two-time homogeneous
propagator UA1 we obtain for example the following set
of equations:
U
A
1
f (t
2
,t
1
) = Uf (t2)A1U (t1) (22a)
+ Uf (t2−τ2)K
A
1
(τ
2
,τ
1
)U (t1−τ1)
+KA1(t
2
,τ
1
)U (t
1
−τ
1
),
U
A
1
fi(t
2
,t
1
) = Uf (t2)A1Ui(t1) (22b)
+ Uf (t2−τ2)K
A
1
(τ
2
,τ
1
)Ui(t1−τ1)
+ Uf (t2−τ2)K
A
1
(τ
2
,t
1
)
+K
A
1
(t
2
,τ
1
)Ui(t1−τ1)
+K
A
1
(t
2
,t
1
).
For the N = 1 case we derive an equation similar to
the Volterra equation of the second kind for K, that was
defined in [30]. The derivation of an equation for the mu-
titime inhomogeneous kernels IAN−1...A1 can be carried
out similarly, the only difference being that only ∂t
N
has
to be applied on both sides of the equation for V AN−1...A1
since it contains always an N -time inhomogeneous kernel
convoluted on the left side with U .
D. Periodically driven systems
Consider a system which initially is in a unique steady
state with its environment. At t = 0 a periodic force with
5period tP is turned on, that is applied at the system. We
can simulate numerically this problem by starting from
an arbitrary product state ρ˜S ⊗ R, letting it evolve in
time until it relaxes to its unique steady state and then
turning on the periodic force. We denote the Liouvillians
describing the total system before and after turning on
the periodic force by L′ and L(t), respectively. The state
of the system is then given by:
ρS(t) = trB
[
Tˆ
(
e
∫
t
0
dτL(τ)
)
1eL
′tRP ρ˜
]
. (23)
The time the system, initially prepared in the state ρ˜ =
ρ˜S ⊗R, needs to relax to equilibrium will be denoted by
tR. If we express the unit operator 1 as a sum of P and
Q, and apply to the last equation the reduction rules
given in Eq. (16), then we obtain the following result:
ρS(t) =W (t, 0,−tR)ρ˜S , (24)
W (t3, t2, t1) = U˜(t3, t2)U(t2 − t1) (25)
+
t
3
−t
2∫
0
dτ3
t
2
−t
1∫
0
dτ1U˜(t3, t2 + τ3)K(τ3, t2, τ1)U(t2 − τ1 − t1),
where we have defined
U˜(t2, t1) = trB
[
Tˆ e
∫ t
2
t
1
dτL(τ)
R
]
, (26)
U(t1) = trB
[
eL
′t
1R
]
, (27)
K(t3, t2, t1) = trB
[
LSB(t32)Tˆ
(
e
∫ t
32
t
2
dτQL(τ)
)
× (28)
×QeQL
′t
1L′SBR
]
,
with t32 ≡ t3 + t2. Equation (26) is just the extension
of Eq. (5a) to time dependent Liouvillians. In order to
calculate U˜ we also have to use a similar extension of Eq.
(10):
K˜(t2, t1) = trB
[
LSB(t2)Tˆ
(
e
∫ t
2
t
1
dτQL(τ))
QLSB(t1)R
]
.
(29)
The propagators U , U˜ describe the time evolution of
a system described by L′,L(t), which is initially in the
product state ρS ⊗R with arbitrary ρS . The second ar-
gument of U˜(t2, t1) gives the initial phase of the function
of the periodic force, while the difference t2 − t1 is the
actual evolution time. It follows that we need to know
U˜(t2, t1) only in the range t1 ∈ [0, tP ). This property,
also valid for K˜(t2, t1), can be seen directly from Eqs.
(26) and (29) and formally reads
B(t2 +m · tP , t1 +m · tP ) = B(t2, t1), (30)
where m ∈ Z and B ∈ {U˜ , K˜}. This fact is impor-
tant since it allows us to calculate U˜(t2, t1) by knowing
K˜(t2, t1) only in the range t1 ∈ [0, tP ), t2 ∈ [t1, f(t1)],
where f(t1) is chosen such that K˜(t2, t1) = 0 for t2 >
f(t1).
In order to better understand how we have to choose
the relaxation time tR, and to explain why this is not
the time the system density matrix needs to reach its
steady state, we split ρS(t) in terms of homogeneous and
inhomogeneous propagators as it is done in Eq. (4), and
solve Eq. (24) for the inhomogeneous kernel I˜, which is
defined as
I˜(t, 0) = trB
[
LSB(t)Tˆ
(
e
∫
t
0
dτQL(τ)
)
Qρ(0)
]
. (31)
This definition is just the extension of Eq.(11b) to time
dependent Liouvillians. The result is
I˜(t, 0) =
∫ tR
0 dτ1K(t, 0, τ1)U(tR − τ1)ρ˜S . (32)
The constraint that the system was initially in its steady
state means that I˜(t, 0) is independent of tR for all t ≥
0. If we define by t′ the time that the propagator U
needs to reach its steady state and by t′′ the time, where
K(t, 0, τ1) = 0 ∀τ1 > t
′′, then any tR > t
′ + t′′ gives the
same result in Eq. (32). We are free to set tR →∞ and
replace U(tR − τ1)ρ˜S by the steady state of the system
ρS(0), which is not driven by a periodic force. Thus, we
obtain the following result:
I˜(t, 0) =
∫∞
0 dτ1K(t, 0, τ1)ρS(0). (33)
Finally, we mention that the argumentation of the pre-
vious subsection can also be applied to Eq. (25) in order
to obtain an equation for K(t3, 0, t1).
E. Stochastic unravelling method
In the following we always assume that the system is
coupled to Gaussian environments such that the coupling
is linear in the environmental fields. This allows us to in-
tegrate out analytically the reservoir degrees of freedom.
All (multitime) propagators will then contain the same
time nonlocal contribution uNL of the form:
uNL(t2, t1) = exp
[∑
j
∫ t
2
t
1
dτ iΥ×j (τ)
∫ t
2
t
1
dτ˜ θ(τ − τ˜ )
×
(
gN,j(τ − τ˜ )iΥ
×
j (τ˜ ) + gD,j(τ − τ˜ )Υ
o
j(τ˜ )
)]
,
(34)
where Υ refers to the system part of the system-bath
coupling operators and the index j denotes the different
environments to which the system is coupled. We have
introduced the superoperator notation f×A ≡ [f,A] and
foA ≡ {f,A}. The dissipation and noise kernels gD,j
and gN,j contributing to uNL are defined as:
gD,j(t) =
∫
dωJj(ω) sin(ωt), (35)
gN,j(t) =
∫
dωJj(ω) coth
(
ω/2T
)
cos(ωt), (36)
where for the spectral densities Jj(ω) we have to use the
definition given in Eq. (47) or Eq. (57) depending on
the problem we are interested in. In the following we
will apply the stochastic unravelling method to the case
6of having a single element in the sum over j and the index
j will be omitted.
Our goal is to make the action local in time. The
first step to achieve this is to eliminate the θ-function
in Eq. (34). Since gN(t) is symmetric in t, we can re-
place (θgN )(t) with
1
2gN (t). The elimination of θ from gD
requires the introduction of the following Fourier trans-
formation:
(
iθgD
)
(t− t′) =
∫
dω
2pi
f(ω)e−iω(t−t
′), (37)
f(ω) =
pi
2
(
− J(ω) + J(−ω)
)
(38)
+
i
2
∫
dεJ(ε)
(
1
ε+ ω
+
1
ε− ω
)
,
where the improper integral over ε is calculated by the
Cauchy principal value method. If J(ω) and f(ω) go to
zero for large values of ω we can discretize the integrals
over ω in Eqs. (36) and (37) by a finite sum of terms.
Then we can make the uNL local in time at the cost of
introducing a finite number of Gaussian integrals and Eq.
(34) transforms to:
∏
ν
∫
dxνdx˜ν
2pi
exp
[−x2ν − x˜2ν
2
]
×
∏
ν˜
∫
dyν˜dy˜ν˜
2pi
exp
[−y2ν˜ − y˜2ν˜
2
]
× exp
[ ∫ t
2
t
1
dτ
(
χ(τ ; y, y˜)Υ×(τ) + χ˜(τ ; y, y˜)Υo(τ)
)]
× exp
[ ∫ t
2
t
1
dτξ(τ ;x, x˜)iΥ×(τ)
]
. (39)
The functions ξ, χ, χ˜ are given by:
ξ(t;x, x˜) =
νc∑
ν=0
[
aνJ(ων) coth
(ων
2T
)]1/2
×
[
cos(ωνt)xν + sin(ωνt)x˜ν
]
, (40)
χ(t; y, y˜) =
ν˜c∑
ν=−ν˜c
[∆ν
2
f(ων)
]1/2
e−iωνt
[
yν + iy˜ν
]
, (41)
χ˜(t; y, y˜) =
ν˜c∑
ν=−ν˜c
[∆ν
2
f(ων)
]1/2
e+iωνt
[
yν − iy˜ν
]
(42)
with ων = 2piν∆ν, aν = 2pi∆ν for ν > 0, a0 = pi∆ν
and νc, ν˜c are properly chosen cutoffs of J(ω) and f(ω),
respectively. By the use of Monte-Carlo integration tech-
niques for the calculation of the Gaussian integrals we
can interpret xν , x˜ν , yν , y˜ν as normally distributed ran-
dom variables and ξ(t), χ(t), χ˜(t) as Gaussian random
variables with zero mean and the following correlation
functions:
〈ξ(t)ξ(t′)〉 = gN (t− t
′), (43)
〈χ(t)χ˜(t′)〉 = iθ(t− t′)gD(t− t
′). (44)
All other correlations are equal to zero. This stochastic
unravelling of uNL is just a specific realisation of the
general idea explained in [31].
The calculation of an arbitrary multitime propagator
UAN−1...A1 is carried out by replacing uNL by the last
two lines of Eq. (39) in the definition of UAN−1...A1 and
averaging the result over a large enough number of re-
alisations of the normally distributed random variables
{xν , x˜ν , yν , y˜ν}. U
AN−1...A1
m (m ∈ {f, i, f i}) is calculated
by multiplying every realisation of UAN−1...A1 on the left
or/and on the right by F (tN...1) and F (0), respectively,
where F is given by
F (t) = (iξ(t) + χ(t))Υ× + χ˜(t)Υo. (45)
III. RESULTS
A. Periodically driven system initially in
equilibrium with its environment
We apply the formalism derived in Sec. II to the prob-
lem of a classically driven two-level system coupled to a
bosonic environment [32]. The system is described by the
following Hamiltonian:
H =
∆
2
σz +
J
2
σx +
ε(t)
2
σz
+
∑
k
[
ωkb
†
kbk + λk(b
†
k + bk)σz
]
, (46)
where b†k, bk are the bosonic creation and annihilation
operators for the modes k with frequency ωk, and λk
describes the strength of the interaction of the two-level
system with its environment. The Pauli spin- 12 operators
are denoted by σj (j ∈ {x, y, z}), the energy distance be-
tween the two levels of the spin is ∆ and the classical
driving force applied to the system is given by ε(t) =
V0 sin(Ωt). We set R = ρ
eq
B =
1
N
∏
k exp[−βωkb
†
kbk] with
β = 1/T (kB = 1 = ~), which allows us to describe the
effect of the environment on the two-level system com-
pletely by the spectral density:
J(ω) =
2λ
pi
γω2uω
(ω2u−ω
2)2−γ2ω2 , ω > 0. (47)
This form of the spectral density together with the re-
placement of coth(x) by 1x +
2x
x2+pi2 +
2x
x2+4pi2 allow us
to compare our results with the HEOM method since
the dissipation and noise kernels gD and gN , defined in
Eqs. (35) and (36), can be expressed by a finite sum of
exponentially decaying functions.
We choose the following parameters (measured in units
of ∆): J = 0.7, V0 = 0.5, λ = 0.05, γ = 1.3, ωu =
0.7, Ω = pi/2 and T = 0.35. By use of the stochastic
unravelling method we simulate Ul(t) (l ∈ {i, f i}) in the
range t ∈ [0, 12], U˜l(t2, t1) (l ∈ {i, f, fi}) in the range
t1 ∈ [0, tP ), t2 ∈ [t1, t1 + 12] and Wfi(t3, 0,−t1) for all
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FIG. 3. The time evolution of U00,00(t). Inset: The difference
of U00,00(t) and the exact evolution.
(t3, t1) which fulfil the constraint t1 + t3 ≤ 12. From the
equations for the kernels
K(t) = Ufi(t)−
∫ t
0dτK(τ)Ui(t− τ), (48)
K˜(t2, t1) = Ufi(t2, t1)−
∫ t2
t1
dτK˜(t2, τ)U˜i(τ, t1), (49)
K(t3, 0, t1) =Wfi(t3, 0,−t1)− U˜f (t3, 0)Ui(t1) (50)
−
∫ t
3
0 dτ
∫ t
1
0 dτ˜ U˜f (t3, τ)K(τ, 0, τ˜ )Ui(t1 − τ˜ )
−
∫ t
3
0 dτU˜f (t3, τ)K(τ, 0, t1)
−
∫ t
1
0 dτK(t3, 0, τ)Ui(t1 − τ)
we obtain K(t), K˜(t2, t1),K(t3, 0, t1) for the same range
of times as Ul(t), U˜l(t2, t1),Wfi(t3, 0,−t1) respectively
(l ∈ {i, f, fi}). Since K(t),K(t3, 0, t1) are equal to zero
outside this range and K˜(t2, t1) = 0 for t1 ∈ [0, tP ), t2 >
t1 + 12, and the periodicity condition in Eq. (30), we
are able to calculate U(t), U˜(t2, t1),W (t3, 0,−t1) for ar-
bitrary t, (t2, t1) and (t3, t1). The equations for U, U˜ ,W
are obtained by the use of the reduction rules (16). Those
for U and W are given explicitly in (9) and (25) and the
equation for U˜ is given by
U˜(t2, t1) = u˜S¯(t2, t1) (51)
+
∫ t
2
t
1
dτ
∫ τ
t
1
dτ˜ u˜S¯(t2, τ)K˜(τ, τ˜ )U˜(τ˜ , t1).
In the following we denote the up- and down-state of
the two-level system by |1〉 and |0〉. This means that
σz = |1〉〈1| − |0〉〈0|, σx = |1〉〈0| + |0〉〈1|. An element of
some system superoperator M will be denoted by
Mij,kl = trS
[
(|i〉〈j|)†M |k〉〈l|
]
, i, j ∈ {0, 1}. (52)
If we plot all elements of U(t) we will see that they be-
come constant for t > 200. In addition, the elements of
U in its steady state obey the following relations:
U00,00 = U00,11 = 1− U11,00 = 1− U11,11, (53)
U01,00 = U01,11 = U
∗
10,00 = U
∗
10,11 (54)
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FIG. 4. The time evolution of U˜00,00(t + t1, t1) for t1∆ = 0
(black line) and t1∆ = 2 (gray line). Inset: The difference of
U˜00,00(t+ t1, t1) and the result obtained by use of the HEOM
approach.
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FIG. 5. The time evolution of W00,00(t, 0,−tR) for tR∆ =
240. Inset: The difference of W00,00 and the exact solution.
and all other elements of U are equal to zero. This
assures that for every initial system density matrix
ρ˜S the final steady state U(t)ρ˜S (t > 200) is the
same. Taking into account that K(t3, 0, t1) = 0 for
t1 > 12 we set tR = 240. In Fig. 3 we have plotted
the time evolution of U00,00(t), which represents the
occupation of the lower energy site given that the system
was initially in ρS(0) = |0〉〈0| ⊗ ρ
eq
B . The difference
between U00,00(t) and the exact solution (obtained by
the use of the HEOM approach) origins mainly from the
large time step (0.04) used in the calculation ofK and U .
In Fig. 4 we can see the time evolution of
U˜00,00(t + t1, t1) for t1 = 0 and t1 = 2 which cor-
responds to the case of having a driving force of the
form ε(t) = sin(Ωt) and ε(t) = sin(Ωt + pi) respectively.
For large enough t U˜(t + t1, t1) satisfies Eq. (53),(54)
and also has the property that U˜(t2, t1) = U˜(t2, 0).
This means that the steady state of a system be-
ing initially in ρS(0) ⊗ ρ
eq
B (and being evolved with
H given in Eq. (46) with V0 = 0.5) does not depend
8on ρS(0) but only on the initial phase of the driving force.
The time evolution of W00,00(t, 0,−tR) is given in
Fig. 5. From the inset in the figure we can see that the
error increases by an order of magnitude in comparison
to the previous two cases. The growth of the error origins
from the second line of Eq. (25), where K is convoluted
with the functions U, U˜ , which , as shown in Fig. 3,4, de-
viate from the exact result. Even in this case the relative
error remains below 2% at short time scales and below
1% at long time scales.
B. 2D-spectra of a donor-acceptor model
As a second example we calculate the 2D-spectra of a
system composed of a single donor and acceptor, each of
them coupled to a different phononic bath. We reduce
the description to the zero- and single exciton manifold.
The total Hamiltonian is given by:
H =
∑
j=1,2
(∆j +∆j,r)|j〉〈j|+ J(|1〉〈2|+ |2〉〈1|)
+
∑
j=1,2
∑
k
[
ωjkb
†
jkbjk + λjk(b
†
jk + bjk)|j〉〈j|
]
,
(55)
where ∆1,∆2 are the energy levels of the states where
only the donor |1〉 or the acceptor |2〉 are excited. The
energy level of the ground state |0〉 is set to zero. The
reorganisation energies ∆1,r,∆2,r are defined as
∆j,r =
∫
dωJj(ω)/ω, j ∈ {1, 2}. (56)
The second line of Eq. (55) describes the reservoir and
the system-reservoir interaction in a similar way as it is
done in Eq. (46). The spectral densities describing the
effect of both environments on the system are given by:
Jj(ω) =
2λj
pi
γjω
2
u,jω
(ω2
u,j
−ω2)2−γ2
j
ω2
u,j
, ω > 0. (57)
This means that we have already assumed that the initial
state of the system is of the form ρS(0)⊗ρ
eq
B , where ρ
eq
B =
1
N
∏
j
∏
k exp[−βωjkb
†
jkbjk] with normalization constant
N .
The 2D-spectra I(Ω3, t2,Ω1) is defined as a double
Fourier transform of the rephasing Rrp and nonrephas-
ing Rnr contributions to the third-order optical response
function [33]:
I(Ω3, t2,Ω1) = ℜ
∞∫
0
dt1
∞∫
0
dt3e
i(Ω
1
t
1
+Ω
3
t
3
)Rnr(t3, t2, t1)+
+ ℜ
∞∫
0
dt1
∞∫
0
dt3e
i(−Ω
1
t
1
+Ω
3
t
3
)Rrp(t3, t2, t1),
(58)
Rrp(t3, t2, t1) = trS
[
µLU
µ×
R
µ×
R
(t
3
,t
2
,t
1
)µ
×
LρS(0)
]
, (59)
Rnr(t3, t2, t1) = trS
[
µLU
µ×
R
µ×
L
(t
3
,t
2
,t
1
)µ
×
RρS(0)
]
. (60)
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FIG. 6. (Color online) Simulated 2D-spectra of the donor-
acceptor model at t∆ = 0, t∆ = 1.5, t∆ = 2.5, t∆ = 5
(from left to right and from top to bottom). We have used
an arcsinh scaling for the color bar as in Ref. [27].
The operators µL, µR are contributions to the total dipole
operator µ = µL + µR, where µL = µ1|0〉〈1| + µ2|0〉〈2|
and µR = µ1|1〉〈0| + µ2|2〉〈0|. The system is initially in
its ground state ρS(0) = |0〉〈0|.
In order to calculate Uµ
×
R
µ×
R and Uµ
×
R
µ×
L we use
Eq. (18b). The terms on the right-hand side contain
at most two time integrals, which substantially simpli-
fies the numerical simulations. From Eqs. (9), (18a),
(18b) we can derive equations for K, (Kµ
×
L , Kµ
×
R ) and
(Kµ
×
R
µ×
R , Kµ
×
R
µ×
L ) respectively. They also contain only
terms with at most two time integrals. The equations
are solved for a finite time interval defined by the pa-
rameters t˜, t˜µ, t˜µµ as follows: K(t) is calculated for t < t˜,
K
µ×
L
(t
2
,t
1
) and K
µ×
R
(t
2
,t
1
) - for (t2, t1), which fulfil the condi-
tion t2 + t1 < t˜µ, K
µ×
R
µ×
R
(t
3
,t
2
,t
1
), K
µ×
R
µ×
L
(t
3
,t
2
,t
1
) - for (t3, t2, t1)
which fulfil the condition t1 + t2 + t3 < t˜µµ. The param-
eters t˜, t˜µ, t˜µµ are chosen such that the kernels are zero
outside the corresponding range. After solving the equa-
tions for the kernels we calculate U , which is used in the
calculation of Uµ
×
R , Uµ
×
L . Finally, the three propagators
are used in the calculation of Uµ
×
R
µ×
R , Uµ
×
R
µ×
L .
We work with the following parameters (measured in
units of ∆ ≡ ∆2 + ∆2,r): ∆1 = 1.9,∆2 = 0.9, J =
0.1, λ1 = λ2 = 0.1, ω1 = ω2 = 1.4, γ1 = γ2 = 2.6. The
reorganisation energies are ∆1,r = ∆2,r = 0.1 and the
memory kernels are calculated in the range defined by
t˜ = 5, t˜µ = t˜µµ = 4. The 2D-spectra of the system
are plotted for four different waiting times t2 in Fig. 6.
Since the plots obtained by a direct use of the HEOM
look the same as those of Fig. 6, we compare the time
evolution of the off-diagonal peaks in Fig. 7 in order
to obtain information about the quantitative accuracy of
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FIG. 7. The time evolution of the hight of the upper left peak
of the 2D-spectra. Inset: The difference of the amplitude and
the exact result.
the method. The relative error is below 3%, which in this
case is accurate enough to reproduce all main features of
the 2D-spectra.
In general, the error depends on the number of time
arguments of the multitime propagator, from which the
observable is derived. The higher this number is, the
more integro-differential equations for the kernels have
to be solved. Since the calculation of an n-time propa-
gator requires not only the knowledge of the kernels but
also of a set of m-time propagators (m < n), the error
accumulates.
IV. CONCLUDING REMARKS
In this paper we have extended the Nakajima-Zwanzig
projection operator technique to the calculation of multi-
time correlation functions, which required the introduc-
tion of multitime kernels. The applicability of the the-
ory was demonstrated by simulating the time evolution
of a driven two level system being initially in equilib-
rium with its environment, and by determining the 2D-
spectra of a donor-acceptor model. It is important to
mention that we have considered systems with environ-
mental spectral densities of the form of Eq. (57) because
the HEOM approach is well suited for such problems. If
we work with an environment whose dissipation and noise
kernels can not be approximated by a finite number of
exponentially decaying functions, then the combination
of stochastic unravelling and the equations for multitime
kernels should become the preferable approach since its
complexity, in contrast to the HEOM approach, will not
increase as long as the kernels decay sufficiently fast.
In the examples of Sec. III we have always assumed
that all kernels are nonzero only for a finite range of
times. However, this assumption is of course not fulfilled
for all models of interest. As a trivial counterexample we
can consider a spin-boson model with Hamiltonian
H = ∆2 σz + ωb
†b+ λ(b† + b)σx. (61)
The spectral density of the environment contains a δ-
peak which results in non-decaying multitime kernels. In
general, we expect that the multitime kernels will decay
sufficiently fast to zero if the spectral density of the envi-
ronment is smooth enough. In cases where the stochastic
unravelling method fails and the system-bath coupling
λSB is weak enough, we can still try to approximate all
multitime kernels by expanding them in powers of λSB
and taking only the first few terms into account.
Besides the slow decay of the memory kernel, another
problem for our approach could be the size of the system.
For a system Hilbert space of dimension N we have to
work with kernels and propagators which are represented
by N 2×N 2 matrices. This has to be compared with the
N 2-dependence of the HEOMmethod on the system size.
Additional problems arise from the fact that the cal-
culation of an m-time propagator in its full time domain
requires the knowledge of all m′-time propagators and
m′′-time kernels (m′ < m,m′′ ≤ m) in their full time do-
main, which leads to accumulation of the numerical error
by an increase of m.
If we want to calculate an (m+ n)-time propagator in
the time domain, where n of its arguments are fixed, we
can not guarantee that we will have to know only a set
of kernels/propagators, whose time domain is at mostm-
dimensional. In the first example that we have considered
in Sec. III A we have fixed the last two arguments of
W (t3, t2, t1) to (t2, t1) = (0,−tR). But for the calculation
of W in its one-dimensional time domain we needed the
pairs K, U and K˜, U˜ , whose time domains were one- and
two-dimensional, respectively. On the other hand, in the
second example in Sec. III B we have fixed the second
argument of I and Uµ
×
R
µ×
R , Uµ
×
R
µ×
L . For the calculation of
Uµ
×
R
µ×
R , Uµ
×
R
µ×
L we used kernels/propagators whose time
domains were at most two-dimensional.
In summary, we have presented a method for the cal-
culation of MTCFs of systems which span finite Hilbert
spaces. In the first step we calculate the kernels via a set
of equations. The input information can be obtained via
a modification of the HEOM method or via a stochastic
unravelling method. In the second step the kernels are
used for the calculation of MTCFs by use of equations
which can be derived by a few simple reduction rules.
Thus, the main advantage of the present method is that
it can be applied to problems, where HEOM does not
perform well, as long as the system is sufficiently small
and the memory kernels decay sufficiently fast.
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