Correlation filter based tracking algorithms have received significant attention in visual tracking due to their accuracy and speed. However, it is susceptible to distractors and performs poor when it is faced with occlusion and severe deformation. In this paper, we introduce a distractor-aware long-term correlation tracking to distinguish the target and the background. Firstly, the information entropy weighted feature is utilized to deal with different scenarios dynamically. Secondly, in order to facilitate the tracker to distinguish the target from the distractors which lead to inaccurate localization, we propose a novel distractoraware mask processing. We sample distractor patches and incorporate a binary mask to attenuate the possible negative influences. Thirdly, an improved fast scale searching scheme based on dichotomy is incorporated to provide a tradeoff between the accuracy and efficiency. Finally, the localization ambiguity is detected by using a new criterion based on the variance. It is concluded that introducing the re-detection technique and solving the occlusion play a critical role to facilitate the tracking progress. Furthermore, an adaptive model update strategy is utilized to update the long-term model for alleviating the model drift. Experiments on benchmark database demonstrate that the proposed method achieves good performance compared with other trackers and the strategy can be applied to other trackers. INDEX TERMS Information entropy weighted feature, binary mask, scale estimation, re-detection.
of the discriminative power of the fused feature map. We can put emphasis on different features under different situations, leading to impressive performance for tracking.
Although past few decades have witnessed considerable number of research on CF trackers, it is worth mentioning that CF trackers lack the capability to utilize the contextual information. This problem has been partly addressed in previous study by context-aware tracker [6] . It takes the global context into account and proves that it has a closedform solution. The response map cannot provide for a single peak in the case of the presence of similar distractors in the context, which makes the tracking more arduous. There exit several distractor-aware tracking algorithms. A color histogram based Bayes classifier on the input image is used for the object-distractor model which returned the object likelihood map of the object with respect to other distractors to decrease the impact of the distractors [18] . Xiao et al. exploit a global dynamic constraint in a feedback loop to improve the single target tracking performance when there existed similar distractors [19] . Zhu et al. introduce a novel distractoraware objective function based on the Siamese network to rerank the proposals [20] . In order to suppress the distractors, a distractor-aware mask processing is proposed in this paper. A strategy is adopted to select the potential hard negative samples. A binary mask is incorporated adaptively to the L 2 tracker to suppress the attributes of the distractors and make the tracker not be attracted by the similar distractors. It indicates that with the weaken distractors, the target will be paid more attention and be located more discriminatively.
The target location can be estimated by searching for the maximum response, which is sensitive to occlusion. In this situation, combining a re-detection framework is an alternative strategy [21] . Many trackers make use of several common techniques, such as support vector machine (SVM), boosting, random fern and so on. Satisfactory solutions have been made, but, several gaps still exist in activating the re-detection mechanism. Several common criteria, such as maximum response, peak sidelobe radio (PSR) [22] have been widely employed, which greatly alleviate the location error caused by occlusion. If the tracker activates the re-detection mechanism mistakenly, it is possible to lead to incorrect tracking results due to the error of the re-detection mechanism. It is observed that the response map shows multiple peaks when the target is under occlusion. Motivated by the concept of variance which can reflect the fluctuation, the simplest approach is to introduce the maximum of the response and variance of the first five maximum responses as two criteria. Two criteria are fused to decide whether to trigger the re-detection or not.
Discriminative Sale Space Tracker (DSST) learns a scale correlation filter for scale estimation, which is based on a scale pyramid [23] . It constructs a scale pyramid around the position estimated by the translation correlation filter. The accuracy of scale estimation depends on the accuracy of the translation correlation filter. SAMF establishes a scale pool to search for the optimal scale [24] . The range of scale selection is limited, which cannot enhance the diversity of the region representation. Expanding the search range improves the accuracy of scale estimation at the expense of time consumption. The feasible solution to balance the tracking accuracy and efficiency of the multi-scale searching scheme is to take advantage of dichotomy to locate optimal scale.
In order to adapt to the appearance changes of the target and strengthen the discriminative power, the model needs to be updated adaptively. Many Siamese trackers does not take model updating measures [10] , [25] [26] [27] . Target appearance in the first frame contains accurate target description, but it ignores the variation. C-COT updates the filter model frame by frame, which ignores the possibility of inaccurate detected target and tends to overfitting [28] . Once the tracking error occurs, the error is easy to accumulate. ECO [8] updates the filter model every fixed intervals. The frequent update of model using current frame may lead to overfitting occasionally to some detected false samples. The tracker [29] updates the filter when the response is lower than a certain threshold, which utilizes the prior information of the current frame. Using the fixed rule to update the model prevents the tracker from exploiting the cues that could be helpful for robustness. In order to alleviate the model drift problem and error accumulation due to severe occlusion and deformation, the filter in the current fame and the model in the first frame are utilized to update the filter using a threshold, which reflects both reliable and up-to-date target information. The update scheme ensures the tracker adaptive to the variation and avoid the tracker degradation due to inappropriate training samples, which equips the proposed tracker with re-initialization power after drifting.
The highlights are listed as follows:
(1) In order to gain a more robust feature representation across varieties of challenging attributes, HOG feature, CN feature, gray feature containing comprehensive description of the target are integrated with adaptive weights. The information weighted feature considers the adaptability to complex situation variation.
(2) A novel distractor-aware mask processing is applied to the distractors to suppress the responses explicitly. Thus the possibility of the tracker being attracted by the similar distractors can be reduced, which can get a better description of the target and reduce the background pollution.
(3) An improved fast scale estimation strategy based on dichotomy is proposed to expand the search range and reduce computational complexity. Besides, apart from using the maximum response as a criterion, the re-detection mechanism is only activated when another criterion which relies on variance is met. Model drift being alleviated benefits a lot from updating the tracker dynamically.
The reminder of the paper is organized as follows. Section II describes the related works of visual tracking. The pipeline of the proposed method is introduced in Section III. Section IV details several evaluations. Section V concludes this paper.
II. RELATED WORKS A. CF TRACKERS
The discriminative trackers regard the tracking as a binary classification problem, tasked with distinguishing the target from the background. However, the efficiency is not high. In order to solve the drawback, Henriques et al. [4] find that the samples around the target could be collected without sacrificing the efficiency with the help of the circulant matrix and Discrete Fourier Transform (DFT). The goal of the ridge regression is to train a filter to minimize the least-square loss for the circulant samples with the ideal label. The training problem can be summarized as follows:
where X denotes the circulant matrix of all the samples. y denotes the ideal label. w denotes the filter. λ is a regularized parameter which can be used for controlling the overfitting. The model has a closed-form solution, which can be expressed as:
The circulant matrix is made diagonal by DFT, regardless of the generating vector. It can be obtained:
where F denotes a constant matrix, andx is the DFT of the generating vector. Applying equation (3) to the equation (2), the solution to the ridge regression is given by:
where denotes element-wise product. w can be recovered in the spatial domain with the Inverse DFT. There are several works contributing to enhance the efficiency and robustness of the correlation filter, including nonlinear kernel, multi-dimensional features, scale estimation, and re-detection.
B. RE-DETECTION
In many situations where the target undergoes significant appearance variation, occlusion or other challenge scenarios, locating the target by correlation filter leads to tracking failure. The criterion for location ambiguity and a re-detection technique are significant. Therefore, many trackers make an extensive investigation on the combination of the correlation filter and other techniques. MUSTer utilizes scale-invariant feature transform (SIFT) to detect the key points, and then could re-detect the target [30] . Boosting tracker trains several weak classifiers, and gains a strong classifier. Qu et al. combine random forest filter to re-detect the target when the conservative similarity of the output of the tracker is lower than a threshold [31] . The reasonable criterion is embedded into the tracker to achieve a collaborative tracking. The tracker is updated using a back-up tracker and the search region is wider if the Nearest Neighbour Distance Ratio is lower than a certain threshold [27] . APCE [32] is an additive rule to determine the location ambiguity.
III. PROPOSED METHOD
In this section, we will introduce the proposed algorithm that is adaptive to cope with various challenges. Section III.A mainly introduces the information entropy weighted feature. Section III.B introduces the distractor-aware mask processing. Section III.C introduces the re-detection mechanism, including a re-detection criteria based on variance. Section III.D and section III.E introduce an improved fast scale estimation and a novel model update method, respectively. Fig.1 illustrates the main steps of our tracking algorithm.
A. INFORMATION ENTROPY WEIGHTED FEATURE
In order to address the problem that one single feature cannot obtain comprehensive information of the object and adapt the object representation to different scenarios, in this section, a robust information entropy weighted feature is proposed.
HOG feature has been widely used in visual tracking, which can describe the abundant gradient characteristics. It maintains a good invariance of the photometric and local geometric transformations. CN feature can capture rich color characteristics. It has less dependence on the deformation, rotation and scale change, and has a high degree of robustness. It is susceptible to illumination, and cannot discriminate the target from the background when the color histogram of the target and the color histogram of the background are similar. A possible solution to their shortcomings is to combine them, which can make use of the advantages of other features.
Claude Shannon proposes the concept of entropy for the first time. Entropy [33] has been widely and efficiently used in image processing to quantify the contained image information in one image. For feature representation, the feature which contains more information of the image should be assigned to a higher weight. Based on the definition of entropy, the maximum entropy exists when the distribution is equal, which indicates more discriminative. As analyzed above, the information entropy weighted feature is utilized for feature representation.
HOG feature focuses on capturing the edges and is calculated by gradient. The gradient information contains two parts, including magnitude and orientation. Two-dimension entropy is exploited. The magnitude and orientation of the gradient are combined into a two-dimensional array (i, j). Suppose that the magnitude of gradient and the orientation are divided into m levels and n levels, respectively.
where m ij denotes the number of pixels whose magnitude of the gradient is i and orientation of gradient is j, u denotes the total number of pixels in the image. Larger H indicates there exists larger gradient change in the search region, which means the gradient contains more discriminative information in this video.
CN feature commits to capturing the color. The onedimensional entropy of the image can represent the gray distribution of the image, which cannot reflect the spatial characteristics of the gray distribution of the image. In order to represent spatial distribution, the two-dimensional entropy is introduced on the basis of one-dimensional entropy. The neighborhood U (θ) is defined as the patch located at the pixel (x, y) with a given size (θ). Taking the pixels in the neighborhood into account, the mean gray value contains spatial information, which is combined with the gray value to make up a two-dimensional array (i, j). Suppose that the neighborhood mean gray value and the gray value are divided into m levels and n levels, respectively. The entropy is calculated as follows:
where m ij denotes the number of pixels whose the neighborhood mean gray value is i and the gray value is j, u denotes the total number of pixels in the image.
The weights are assigned by the proportion of corresponding entropy. The normalized weights are calculated as follows.
The above equations indicate that the feature which contains more information corresponds to larger weight. The final combined feature map enhance the descriptive capability, which can exploit the power features.
B. DISTRACTOR-AWARE MASK PROCESSING
Background information has a big effect on visual tracking. The tracker easily drifts to the background. Especially, when the image contains similar distractors, it is still hard to distinguish the two objects. The response map usually can not provide a ''pure'' indication with single peak under this situation. A feasible solution is to suppress the distractors and strengthen the true target accordingly. In this section, a distractor-aware mask processing is put forward. The patch with i th (i = 2 · · · k) maximum response is defined as a i (i = 2 · · · k). A i (i = 2 · · · k) denotes the corresponding circulant matrix. Generally, we regard the position with the maximum response as the position of the target. The patch centered at the position who hold the second maximum response has the similar appearance with the target, which is likely to confuse the tracker in the following tracking. Considering this point, the patch centered at the position with the second maximum response is seen as the distractor. Similarly, in this paper, the sample centered at the position who hold i th (i = 2 · · · k) maximum response as the distractor. The ideal response map is that the tracker has a high response at the target patch and has a near zero-response at the distractor patches. So, a binary mask is imposed as follows:
where φ m is a pixel set where the patches centered at are regarded as distractors. Together with the mask, the desired responses of distractors are set to zero. The tracker can be learned by optimizing the following L 2 optimization problem:
where y is Gaussian label, X is circulant matrix of samples, ω is the coefficient of the filter, is the Hadamard product. However, during the actual tracking process, the responses of the distractors are expected to be near to zero, but not zero. The goal is to make the correlation response between A i (i = 2 · · · k) and the filter model near to zero. Regularization is exploited. The third item of the objective function can be written as λ 2 k i=2 A i w 2 2 .For the purpose of making the expression clearer, the expression can be expressed as follows:
where y is Gaussian label,ỹ is the ideal response map processed by the binary mask. λ 1 and λ 2 are regularized parameters, w is learned filter, a 1 denotes the patch whose regression response is the largest. A 1 refers to the ciuculant matrix. The samples centered at the positions with the first k maximum responses except for the maximum response are regarded as distractors. (k − 1) denotes the number of distractors sampled in this paper. In order to facilitate the next calculation, equation (12) can be written as follows:
This objective function is similar to the objective function of the standard correlation filter. Equation (14) is convex. By setting its gradient to zero, we can get a closed-form solution:
Equation (9) can be converted from time domain to the Fourier domain to speed up the operation. And the solution can be quantitatively computed as follows:
whereâ i refers to the DFT of the sample a i , denotes the element-wise product. When a newly frame arrives, the regression responses for all candidate patches are calculated. For a given patch z, the response is computed as follows:
The location of the maximum regression response is treated as the tracking result in current frame. Fig.2 (a) shows that there exists similar objects around the interested target. As can be seen from Fig.2 (b) , the response map shows multiple peaks, which may confuse the tracker and lead to tracking failure. In Fig.2 (c) , the binary mask is visualized, which shows the positions of the distractors. The distractors are centered at the positions where the pixel value is zero. In Fig.2 (d) , the response map in the next frame shows one single peak which is more likely to be the target.
C. RE-DETECTION CRITERIA BASED ON VARIANCE
The basic tracker still suffers from drifting especially when the target is heavily occluded. When there exist similar distractors, the tracker will be confused by them. A common approach is to integrate a complementary re-detection mechanism. It is necessary to design a framework to indicate the quality of the tracking result and take a re-detection module to detect the target.
Many trackers predefine a maximum threshold to judge whether the target is occluded or not, which is inadequate. For the sake of addressing the limitation, the possible solution is to find a criterion which can represent the confidence. A phenomenon is discovered that when the target is occluded or the target approaches to another object the response map will show multi-peak, which means the response map is fluctuating. The variance can reflect the degree of fluctuation. Ideal Gaussian response map is sharp at the target and low at the other region, which means the variance of the first k maximum responses is high. On the contrary, when the target is under occlusion or there exist similar distractors, the response map is fluctuating and the variance of the first k maximum responses is low.
Based on these, two indicators above are combined to evaluate the confidence of tracking. When the maximum response is less than the threshold, and the variance is lower than the threshold, i.e., R max < τ 1 , R var < τ 2 , the SVM is activated to detect the target. When the confidence is high, the SVM parameters are updated according to the samples in current frame.
where R i occupies the i th largest response.
D. IMPROVED FAST SCALE ESTIMATION
A reasonable assumption can be found that the scale of the target does not change widely between consecutive frames. Aiming at estimating the scale, a scale pool is established where the range is between ξ 1 and ξ 2 . ξ 1 is set to 0.895. ξ 2 is set to 1.015. In order to estimate the scale of the target finely and enable a significant speed boost, dichotomy is introduced. The iteration is set to 20. When the search accuracy is the same, the dichotomy can reduce the complexity of the algorithm. The dichotomy is exploited to determine the optimal scale, making the response reaches the maximum. In the algorithm, the optimal scale based on the dichotomy is expressed as η s = dicho (f (h) , η 1 , η 2 ).In the formula, f (η) is a function to get the maximum response when the target is at the current scale η. η 1 and η 2 are boundaries. More details is described in Algorithm 1.
When the iteration is n, the complexity of the exhaustive search is O (2n). The complexity of the dichotomy is O log 2n 2 . Consequently, the scale estimation based on dichotomy has less computational complexity and can speed up the tracking.
Algorithm 1 The Iterative Optimization Algorithm Based on Dichotomy
Input: ξ 1 , ξ 2 , (x t−1 , y t−1 ) Output: Optimal scale η s Initialization: η 1 is set to ξ 1 . η 2 is set to ξ 2 .
Repeat
Crop out searching window in frame t according to predicted position (x t−1 , y t−1 ) in frame t − 1 and extract features;
Calculate the maximum response f (η 1 ) when the given region is sampled at the scale η 1 and the maximum response f (η 2 ); if f (η 1 ) < f (η 2 ) then η 1 is set to (ξ 1 + ξ 2 ) 2; η 2 is set to ξ 2 ; else η 1 is set to ξ 1 ; η 2 is set to (ξ 1 + ξ 2 )/2; end Until end of the iteration Estimate the optimal scale η s = (η 1 + η 2 )/2.
E. MODEL UPDATE
The appearance of the target varies from frame to frame, and the trackers need to develop the proper model update strategy to capture the latest changes to enhance the adaptability. Many trackers update the template frame by frame. Ignoring the possibility that the tracking result in current frame is not accurate may cause the model degradation. For example, when the target undergoes occlusion, the target appearance may be updated inappropriately, which may lead to serious model drift. To ensure the stability of model updating, constructing an update mechanism to take the initial template into account is necessary when the current frame does not bring in many useful cues for tracking.
Additionally, an extra threshold R max > τ u is used for model update, where the detected target is considered as reliable result. We utilize a learning rate to update the filter model.
On the contrary, the object is undergoing sever interference which may lead to the model drift. In order to prevent the tracker from encoding the non-target features to update the filter, the initial frame is taken into account.
where η and α are learning rate of current template and learning rate of the initial frame respectively. The overall tracking algorithm is described in Algorithm2.
IV. EXPERIMENTS
The experiments are conducted to evaluate the proposed tracker on three benchmark datasets: OTB-50, OTB-100 and LaSOT. Section IV.A introduces experimental parameters setting. Section IV.B introduces quantitative evaluation of the proposed tracker. Section IV.C introduces the qualitative evaluation of the proposed tracker. Section IV.D introduces the parameters analysis. A ablation study is introduced in Section IV.E.
Algorithm 2 The Overall Tracking Algorithm
Input: the image in frame t, the predicted position in frame t-1 (x t−1 , y t−1 ) Output: the predicted position in frame t (x t , y t ) for t = 2 to end do Crop out searching window in frame t centered at the predicted position (x t−1 , y t−1 ) in frame t − 1 and extract features A t ; Convolute learned filter ω t−1 with A t on different scales and calculate the response map by eq.(17). Gain the optimal scale and response map according to the improved fast scale estimation; if R max < τ 1, R var < τ 2 then SVM is activated to detect the target and get the predicted position (x t , y t ); else
The position (x t , y t ) with the maximum response is regarded as the target; end Crop out searching window in frame t according to predicted position (x t , y t ) on frame t and extract features; Train the filter based on the distractor-aware binary mask processing by eq.(16); if R max > τ u then Update the filter model with the filter model in the frame t-1 and the frame t by eq. (19) ; else Update the filter model with the filter model in the frame t-1, the frame t and the initial frame by eq.(20); end end
A. PARAMETERS SETTING
The experiment were conducted on a PC with an i5 2.50GHz CPU with 4GB memory using MATLAB R2017b. The size of hog grid cell is 4. The number of hog orientations is 9. The size of local region for intensity historgram is 6. The number of bins of intensity historgram is 9. The spatial bandwidth is 0.1. The learning rate η and α are set to 0.005 and 0.2 respectively. The iteration for scale estimation is set to 20. The regularization parameter λ 1 and λ 2 are fixed with 1e-4 and 0.4. The number of the distractor patches is set to 4. k is set to 5.
B. QUANTITATIVE EVALUATION
The proposed tracker is evaluated on OTB-100 database and is compared with other state-of-the-art trackers, including BACF, LCT, Staple, CCT, CT, SAMF_CA, SAMF, ORIA, CSK, KCF, ASLA using distance precision plots and overlap success plots. The distance precision is regarded as the percentage of images where the distance between the predicted location and the ground truth is no more than 20 pixels. The overlap success is defined as the percentage of images whose overlap is beyond 0.5.
The precision plots and the success plots of our tracker compared with other trackers about 11 challenging attributes on OTB100 database are presented in Fig.3 . Among these trackers, the proposed tracker achieves competitive performance with the average precision rate of 86.1% and the average success rate of 81.1%, where the average precision rate outperforms BACF (82.7%), Staple (79.8%), SAMF_CA (78.9%), and LCT (78.0%), and the average success rate outperforms BACF (78.4%), Staple (71.9%), SAMF_CA (70.6%), and CCT (68.1%). In most challenging situations, the proposed tracker can achieve the optimal results. Compared with KCF, the proposed tracker highlights high tracking accuracy, owing to the utilization of the information entropy weighted feature. The combination of the proper features can significantly boost the tracking performance, which can deal with various situations. What's more, the average precision of the proposed tracker reaches 86.1%, which is higher than BACF with an improvement of 3.4% that could be attributed to the reliable re-detection mechanism. Once the quality of the tracking result is regarded as unreliable, redetection technique is triggered to search for the target instead of correlation. When the target appears again, re-detection mechanism can locate the target. Besides, a dynamic updating mechanism is proposed to adapt the tracker to appearance changes while alleviating the possibility of drifting. LCT also takes re-detection into account, but our method performs better against it whose precision rate gains the performance by 8.1% and success rate increases by 15.6%. This is due to the fact that the proposed tracker takes the distractors into account, which can strengthen the true target and suppress the distractors by imposing a distractor-aware mask processing on the distractors. The ability to capture the target is enhanced.
The proposed tracker shows superior performance in dealing with scale variation. The tracker obtains a score of 81.7%, which is higher than other trackers (BACF (79.2%), SAMF_CA (75.6%), LCT (71.3%)). This demonstrates the effectiveness of the improved fast scale estimation strategy utilizing dichotomy to enlarge the scale search space. It makes the tracker more flexible, and higher success rate is achieved with the challenges of significant scale variation. The proposed tracker also achieves obvious improvement in terms of occlusion. The success rate reaches 81.1%, which contributes to reasonable re-detection strategy. In conclusion, the proposed tracker get obvious performance compared with other trackers.
The proposed tracker is evaluated on LaSOT database to verify its effectiveness on the long-term sequence. The average video length is 2512 frames. There exist various tracking challenges in the process of tracking. The evaluation results are presented in Fig.4 . The proposed tracker achieves competitive performance by achieving 25% in DP, which outperforms Staple (23.9%), BACF (23.6%), LCT (19.3%) and KCF (17.0%). The proposed tracker outperforms other tracker in terms of AUC with a score of 26.5%. It is better than recent trackers, i.e., BACF (25.9%), Staple (24.3%), LCT (22.1%) and KCF (17.8%). The evaluation indicates that the proposed tracker can achieve promising results on long-term sequence.
Significant advances of convolutional features on visual tracking have been witnessed. Convolutional features are applied to the proposed tracker to encode target appearance. CNN features from deep layers retain more semantic information which are robust to significant appearance variation. The convolutional features from shallow layers encode more fine-grained details and retain more spatial information which contribute to more precise localization. The convolutional features extracted from conv3-4, conv4-4, and conv5-4 using the VGG-Net-19 are exploited. The experimental results equipped with deep features are presented in Fig.5 . The tracker with deep features outperforms the tracker with hand-craft features in terms of the precision plots with a score of 89.1%. The comparison with deep features based tracker supports the superoprity, which benefits its accuracy.
C. QUALITATIVE EVALUATION
The proposed tracker is validated through 5 challenging sequences. The proposed tracker is compared with LCT, which is a classic superior long-term tracker. For the challenging sequence human4 (the first row of Fig.6 ), LCT easily drifts to the background when the target undergoes full occlusion. For example, when the boy is fully blocked by the tree, LCT drifts to the tree incorrectly, while the proposed tracker can still identify the boy through the assistance of the proper re-detection mechanism. Benifitting from appropriate re-detection criteria, even when the occlusion is realized the detection technique is triggered to guarantee the robustness of the tracker. The update criterion is another trick. We can judge the image does not bring in many useful cues for tracking and the initial target model is utilized to update the model. Effective update strategy boosts the capability in attenuating the effect of the inaccurate results. A study on the sequence soccer (the second row of Fig.6 ) is conducted to evaluate the performance of the proposed tracker when the target undergoes deformation. In the absence of the color information, LCT is not robust enough to capture the target throughout the sequence where the target is subject to deformation. The accuracy degrades since the color feature plays an important role in feature fusion which maintains the discriminative characteristic to separate the target and the background when deformation occurs. An obvious performance level-up is achieved in the proposed tracker thanks to the information entropy weighted feature. The color characteristics make it discriminative to the deformation. A case study is carried out on human9 dataset (the third row of Fig.6 ). LCT has limited ability to solve serious scale variation. The bounding box is too big to contain too much noise in the background, which makes the tracker easily drift to the background in the long-term tracking. The proposed tracker, which provides a more elaborate scale segmentation, achieves a better tracking result. It is noted that taking advantage of dichotomy is a key factor to reduce time consumption. In Bolt2 (the fourth row of Fig.6 ), the distractors appear in the field so that LCT is confused by them for the sake of similar feature representation and drifts to the other runner. Owing to the use of the distractor-aware mask processing, the proposed tracker reduces the negative impact of similar objects and focuses on the interested object, which can facilitate to locate the true object. The same situation holds for other sequences that can be successfully tracked. In Fleetface (the fifth row of Fig.6 ), the man undergoes complex situation variation, including scale variation, deformation, fast motion, in-plane rotation and out-of-plane rotation. LCT and the proposed tracker can both be able to complete the tracking, but the proposed tracker can provide a more accurate performance due to the combination of various strategies, which enhances the ability to cope with a variety of challenges and improves the tracking quality.
D. PARAMETERS ANALYSIS
In order to indicate the reasonableness of the indicator to detect the localization ambiguity, the relevant experiments are performed.
In this paper, the threshold τ 1 is set to 0.2, and τ 2 is set to 2e-4. For the challenging sequence jogging-1, the runner undergoes severe occlusion in frame 69. It can be clearly seen from the Fig.7 (a) and (b), in frame 69, the maximum response is 0.1699 and the variance of the first five maximum responses is 1.563e-4. The bounding box contains the tree, which misses the runner. Under this condition re-detection mechanism is triggered to re-detect the target. In Fig.7 (c) , when the target appears again, the tracker locates the target successfully. The trends of the two indicators are consistent roughly. For the sequence girl, in frame 154, the girl shares the similar appearance as the former frames. The tracking result of the correlation filter model is regarded as reliable. Re-detection is unnecessary. As can be seen from Fig.7 (d) , the maximum response is 0.1974 which is lower than 0.2. If the indicator only includes the maximum response, it is sure to activate the re-detection mechanism. With the variance of the first five maximums response higher than 2e-4 shown in Fig.7 (e) , re-detection is avoided. In the following frames, the tracker can still locate the target successfully. If the two thresholds are set to be larger, it is easier to activate SVM to re-detect the target. The searching results of SVM are not always reliable, which will lead to tracking failure.
For the sake of determining the range of scale estimation, a reasonable assumption is given firstly that the scale of the target does not change widely between consecutive frames. The range of scale estimation is set to be the same as that in SAMF where the scale range is reasonable. The minimum scale ξ 1 is set to 0.985. The maximum scale ξ 2 is set to 1.015. Considering the tradeoff between accuracy and efficiency, the iteration is set to 20. If the iteration increases, the computational burden will be large.
E. ABLATION STUDY
The proposed tracker contains three important components: (1) the information entropy weighted feature; (2) the distractor-aware mask processing; (3) the improved fast scale estimation. To evaluate their separate contributions to our tracker, we implement several variants of our tracker.
We denote our tracker without the information entropy weighted feature as OURS_FE, without the distractor-aware mask processing as OURS_DIS, without the improved fast scale estimation as OURS_SCA. The comparison results are shown in Fig.8 , which shows the precision plot of our proposed tracker decreases by 1.5% without the information entropy weighted feature. This design decreases the tracking performance, mostly likely because OURS-FE does not consider the different properties of different features across different scenarios. The precision plot of OURS_DIS is lower than the proposed tracker by 1.1%. It is due to the fact that OURS_DIS does not take the distractors into consideration, which can lead to the tracker being confused by the similar distractors. The performance of our tracker is stronger than OURS_SCA, which benefits from the elaborate scale estimation. It can provide more fine scale range to remove the noise in the background and improve efficiency as much as possible. For the purpose of demonstrating the universality of the improvement clearly, a comparison is made that conventional SAMF and improved SAMF with the information entropy weighted feature. IDCF_CA represents improved DCF_CA which the distractor-aware mask processing is applied to. Meanwhile, SAMFscale is defined as the tracker where the improved fast scale estimation strategy is integrated to SAMF tracker. Experimental results show that ISAMF, IDCF_CA and SAMFscale have performance improvement of {2.7%, 6%, 4.4%}. Fig.9 compares SAMF and ISAMF, showing ISAMF achieves better performance on OTB-50. The information entropy weighted feature can competently act as an indicator to describe the target. The tracker can learn effective target information which is beneficial to distinguishing the target and the background. Fig.10 illustrates qualitative evaluations on sequences selected from the OTB-50 dataset. As can be seen from the results, IDCF_CA outperforms DCF_CA by a large margin on accuracy. When the sequence undergoes background clutters, DCF_CA is not efficient enough to handle the similar contexts. Thanks to the mask processing imposed on the distractors, the tracker can avoid being attracted by distractors. By suppressing the effect of distractors, the tracker can separate the real region from the similar ones and the risk of drifting is reduced. It can improve the robustness of the tracker. Fig.11 shows the comparison between SAMFscale and SAMF. Benefitting from the improved fast scale estimation strategy based on dichotomy, SAMFscale also get promising tracking results. More particularly, it shows pretty good capability in handling scale variation. The success rate of SAMFscale in scale variation increases by 5.5%.
These results demonstrate that the three important components proposed in our paper facilitate the tracker to perform better. The strategies can be applied on the other trackers to get promising results.
V. CONCLUSION
In this paper, we propose a distractor-aware long-term visual tracking algorithm based on information entropy weighted feature. In order to get a more robust feature representation, we take advantage of the information entropy weighted feature. In long-term tracking, there are two primary issues: distractors and occlusion. On the one hand, we introduce a distractor-aware mask processing and suppress the distractors by setting the expected output to near to zero to prevent the tracker from being attracted by the distractors. On the other hand, we combine the variance and the maximum response as the confidence of tracking to determine whether to activate the re-detection mechanism. For the sake of accurate scale estimation, an improved fast scale estimation strategy based on dichotomy is recommended, which can also improves efficiency. Finally, in the situation where the tracking result is seen as unbelievable, we make use of the initial frame to update the filter to avoid model drift. Extensive experiments show that the proposed tracker performs better than state-ofthe-art trackers.
It is worth noting that the proposed strategy can be combined with other state-of-the-art trackers to attain more competitive results.
